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Ausarbeitung der statistischen Methodik  
zur Auswertung der Tätigkeit des Mitarbeiters.  
 
Einleitung  
Die Einsatzplanung der Arbeitskräfte muß als systematischer und 
integrierter Prozeß erfolgen. Als Ergebnis der Planung bekommt man klare 
Richtlinien für Organisationen, Firmen und Unternehmen. Diese Richtlinien 
erlauben ihnen eine ausreichende Anzahl Mitarbeiter zu haben die alle 
notwendige Fachqualifikationen besitzen um auf aktuelle und zukünftige 
konjunkturelle Situationen entsprechend reagieren zu können. 
Die Forschungen im Bereich der Arbeitskraftplanung waren bis zur 
heutigen Zeit überwiegend rein statistisch und selten mit Bezug auf 
stochastische Prozesse in einzelnen Segmenten oder  bei der beruflichen 
Entwicklung der einzelnen Mitarbeiter [1].  
Die moderne Wirtschaft in Deutschland unterscheidet sich durch 
Globalisierung der  Geschäftsverbindungen, Auslagerung der Produktion in 
andere Länder und stark zunehmendem Konkurrenzdruck auf dem 
inländischen Arbeitsmarkt durch Migration von Arbeitskräften (Qualifizierte 
verlassen das Land, Unqualifizierte kommen ins Land) [8]. 
Planungsmethoden, die auf Extrapolation von historischen 
Tendenzen basieren, verlieren ihre Bedeutung wegen steigender 
Instabilität des Marktes. In den Vordergrund rückt die strategische Planung. 
Diese wird auf der Basis der modernen Errungenschaften der 
Wahrscheinlichkeitstheorie und statistischen Methoden ausgearbeitet. Die 
Aktualität des Themas ist bestimmt durch die Notwendigkeit der 
Erforschung der Mikrostruktur des Arbeitskraftmarktes und die Entwicklung 
der Techniken zur Auswertung der Aussagen über einzelne Mitarbeiter im 
Sinne der Einstellungs-Perspektiven, der Weiterbildung oder auch der 
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Kündigung. Dieses Ziel hat die folgenden Aufgaben der vorliegenden 
Arbeit bestimmt: 
o Vergleich der existierenden, quantitativen und qualitativen 
Indikatoren des Zustandes der „Arbeitsmarktobjekte“ 
o Begründung der Anwendbarkeit der einzelnen Indikatoren unter 
spezifischen Bedingungen der konkreten Unternehmensform 
bzw. Organisationsform 
o Beschreibung, Klassifikation und Auswertung der 
Eigenschaften einzelner Mitarbeiter aus der Sicht der 
unternehmensbezogenen Zuverlässigkeit 
o Auslegung des mathematischen Modells welches es erlaubt 
eine effektive Prognose  zur Entwicklung der Zuverlässigkeit in 
Verbindung mit Fachkompetenz und Charakteristiken der 
Mitarbeiter zu machen und damit die Führungsentscheidungen 
zu begründen und zu unterstützen. 
Das Objekt der Forschungsarbeit ist das System der Methoden für die 
Ausarbeitung und Auswertung der marktorientierten Arbeitskräftestrategie 
für mittlere und große Industrie- oder Dienstleistungsfirmen  die ein 
genügend großes Assortiment und Zahl von Mitarbeitern besitzen um alle 
Informationen mit Hilfe der Wahrscheinlichkeitstheorie und Statistik 
auswerten zu können.  
 
1. Problemstellung 
Die Aufgabe der Arbeitskräfteplanung man kann interpretieren als diskreten 
Markov’schen  Prozeß der Entscheidungen auf einer ununterbrochenen 
Zeitachse. Ein variabler Vektor von zufälligen Zuständen repräsentiert in 
sich die Anzahl und den Zustand aller Mitarbeiter des Unternehmens auf 
verschiedenen Abschnitten des „Lebenszyklus“. Diese Vorgehensweise 
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erlaubt uns den stochastischen Charakter des Arbeitskraftmarktes 
widerzuspiegeln und eine optimale Personalstrategie zu finden [1].  
 Am Anfang der Tätigkeit eines neuen Mitarbeiters ist eine statistische 
Auswertung deutlich erschwert, weil der Zeitabschnitt nicht groß genug ist 
um diese anzuwenden. Einfach gesagt: Der Mensch schafft es 
normalerweise nicht sehr viele „typische“ Fehler in wenigen Tagen zu 
machen und das Fällen von weittragenden Führungsentscheidungen nach 
so kurzer Probezeit könnte man mindestens als rücksichtslos einstufen [2].  
   Anderseits, wie Herr Prof. Dr. Bruckschen in seinen Vorlesungen 
betont, je früher klar wird, daß der Mitarbeiter den Anforderungen 
entsprechender Posten nicht entspricht, desto schneller kann die 
Geschäftsführung handeln, um größere Verluste und Schäden 
abzuwenden und zu vermeiden: Beschädigung des Firmenimage, 
Nichterfüllung der Vertragsverpflichtungen oder Störungen des 
Betriebsklimas. Also, unter dem Strich ist klar, daß ohne ein effektives 
Modell der stochastische Wechsel im Grad der Fachkompetenz und der 
Mitarbeiteranzahl eine Führungsentscheidung wenig Chancen hat optimal 
zu sein. 
 Laßt uns zuerst die Aufmerksamkeit auf die Fachkompetenz 
konzentrieren. Im Laufe jeder Periode des Berufslebens ändert sich der 
Stand der Kenntnisse mehr oder weniger. Nehmen wir an, daß sich diese 
Änderungen mit gewissen diskreten Sprüngen vollzieht und führen wir 
damit „Kompetenzebenen“ i=1,2,...,m  ein. Unter diesem Begriff wird man 
die Menge der erworbenen Kenntnisse verstehen, mit Fähigkeiten flexibel 
zu reagieren, und diese korrekt und rechtzeitig anzuwenden. Tiefere 
Ausführungen würden das Modell im ersten Anlauf zu kompliziert machen. 
 Es ist wichtig auf zwei gegenläufige Tendenzen hinzuweisen. 
Betrachten wir zum Beispiel die medizinische Versorgung. Im Laufe der 
Zeit ändern sich die Ursachen und die Krankheitsbilder ständig. Das läßt 
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sich nicht immer vorausschauen. Typische Haushaltsunfälle die sich seit 
Jahren auf Lebensmittelvergiftungen oder handwerkliche Tätigkeiten 
beschränkten können durch eine plötzliche Natur- oder 
Industriekatastrophe abgelöst werden (Beispiele: Kernkraftwerk-Unfall 
1986, Tsunami in Asien oder ein Ausbruch eines bewaffneten Konflikts). In 
solchen Situationen wird ein Teil der angesammelten Erfahrungen nutzlos 
oder manchmal sogar, wegen des stereotypischen Denkens, schädlich.  
   Wenn man die oben aufgelisteten Annahmen summiert kommt 
man zu dem Schluß, daß eine längere Tätigkeitsdauer allein noch nicht 
automatisch eine Steigung der Zuverlässigkeit des Arbeitnehmers 
bedeutet. Übertragen wir unsere Überlegungen ins Feld der Statistik. Die 
Frage nach der Abschätzung des Zuverlässigkeitsgrades der Mitarbeiter 
wird zur Notwendigkeit einer Entscheidung führen, welchen Typ der 
Verteilung soll man zur Wahrscheinlichkeit des Fehlverhaltens eines 
Mitarbeiters zuordnen. Die Zuordnung eines Mitarbeiters zu einer 
Verteilung oder mit anderen Worten, die Einstufung der Mitarbeiter in 
Zuverlässigkeitsgruppen ist ein extrem verantwortungsvoller Prozeß der 
von der Führungsperson mit strengen Begründungen und  korrekt 
durchgeführt werden muss [3]. 
 
2. Modellieren des Einflusses der Arbeitsgruppe 
 In diesem Punkt  präsentiert der Autor seine Forschungsergebnisse 
zur Untersuchung der Wechselwirkungen innerhalb einer Firma. Wie in der 
Einleitung gesagt, ist das Objekt der Forschung ein Unternehmen, welches 
mehrere Mitarbeiter beschäftigt. Die Theorien über die Funktionalität 
technischer Systeme („m out of n Elements“ usw.) sind schon gut 
ausgearbeitet.  Auf den ersten Blick scheint es, daß die bekannte Weibull - 
Verteilung gut geeignet ist, um auch die Prozesse in einer Firma zu 
modellieren. Hier möchte ich einen entscheidenden Punkt unterstreichen. 
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Die Verfahren zur Abschätzung der Zuverlässigkeit von 
Maschinenbauteilen, Elektronikelementen, Software-Komponenten oder 
Industrieanlagen kann nur in eingeschränkter Weise für die  
Personalbeurteilung angewendet werden. 
 Im Rahmen des Kurses „Wissenschaftliche Versuchsplanung“ 
(„Design of Experiments“, DoE), der an der FH-Düsseldorf vom Herrn Prof. 
Dr. Adam angeboten wird, hat der Autor die Techniken zur Ermittlung der 
optimalen Zusammenstellung der verschiedenen Versuchsobjekte und die 
anschließende Erkennung der wichtigsten Einflussfaktoren gelernt.  Der 
Autor findet, daß diese Methode sehr effektiv ist und als eine weitere 
Forschungsrichtung erfolgversprechend aussieht. Aber zuerst muß man die 
wichtige Frage untersuchen: Die Methode eignet sich hervorragend um 
technische Baugruppen zu testen. Man kann aber eine gewisse Angst 
bekommen, wenn z.B. der Chefarzt versucht auf die gleiche Weise ein 
„Zusammenspiel“ die verschiedenen Ärzteteams zu beurteilen.  
 Auch in der Planung in Industrieunternehmen kann diese Methodik 
von großem Nutzen sein; aber das Risiko im Unglücksfall die 
Geschäftsbedingungen zu brechen, veranlasst mit der direkten Anwendung 
der DoE abzuwarten. Es wäre nicht nur ethisch bedenklich, sondern auch 
prinzipiell unkorrekt, weil die Art der Wechselwirkungen anders ist als in der 
Technik. Betrachten wir ein einfaches Beispiel. Eine haushaltsübliche 
Glühlampe hat eine durchschnittliche Betriebsdauer ca. 2000 Std. und eine 
exponentielle Verteilung der Ausfallwahrscheinlichkeit. Mit großer 
Sicherheit kann man Annehmen, daß in einer Hängelampe von allen 5 
Leuchtkörpern nur 1 oder höchstens  2 in einem Moment ausfallen können. 
Wenn wir einen neuen Leuchtkörper einsetzen,   erhalten wir, formell 
gesagt, ein nichthomogenes  System in dem die Mehrzahl der Elemente  
bereits eine lange Betriebszeit  hinter sich haben. Trotzdem, wird es keine 
Auswirkung auf die Ausfallwahrscheinlichkeit der neuen Glühlampe geben.  
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 Ein ganz anderes Bild sieht man beim Eintritt eines neuen 
Mitarbeiters in das Team der Professionellen die schon mehrere Jahre  bei 
der Firma beschäftigt sind. Hoffentlich wird nicht nötig eine positive 
Entwicklungsrichtung für die Zuverlässigkeit des neuen Angestellten zu 
begründen. Diese Steigung ist direkt verbunden mit der Fähigkeit des 
Mitarbeiters sich Kenntnisse anzueignen und mit dem Willen und der 
Fähigkeit der dienstälteren Mitarbeiter Kenntnisse zu vermitteln.  
  Um diese nicht einfache Aufgabe zu lösen wenden wir die Bayes- 
Methode an und ergänzen sie mit der Annahme der Diskretisierung  der 
Fachkompetenz in Stufen.  Den Zuverlässigkeitsgrad kann man als 
unmittelbar abhängig von diesen Stufen einordnen. 
Die Bayes`sche Methode beruht auf der folgenden Annahme: Es wird eine 
Zufallsgrösse Y beobachtet, man will aber eine Entscheidung über eine 
andere Zufallsgrösse  θ  fällen. Einerseits folgt aus der Definition die 
konditionale Wahrscheinlichkeit:  
Pr( | ) Pr( , ) / Pr( )y y yθ θ=  
Anderseits folgt aus der Definition der konditionalen Wahrscheinlichkeit 
auch:  
Pr( , ) Pr( | ) Pr( )y yθ θ θ=  
Wir führen beide Gleichungen zusammen und bekommen die  Bayes`sche 
Formel: 




θ θθ =  
Wenn es, wie in unserem Falle, mehrere mögliche Variabeln 1( ,..., )mθ θ  gibt, 
dann gilt: 
1
Pr( | ) Pr( ) Pr( | ) Pr( )
Pr( | )
Pr( ) Pr( ) Pr( | )






θ θ θ θθ θ θ== = ∑  
Hier versteht man unter Pr( )θ    die „a priori“- Verteilung der 
Wahrscheinlichkeiten von möglichen Realisationen der  θ . Anderseits  
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nennt man Pr( | )yθ  „a posteriori“- Verteilung von Realisationen der θ  unter  
der Bedingung, daß eine Beobachtung der Daten  y stattgefunden hat. In 
solchen Betrachtungen nennt man die Variabeln jθ  . Hypothesen und die 
Variabeln y  als „Beweise“ unterstützen die Hypothesen. 
 Jetzt versuchen wir die Zuverlässigkeit eines einzelnen Mitarbeiters 
der Firma zu bestimmen. Teilen wir zuerst alle Mitarbeiter in die 3 
Hauptgruppen in Abhängigkeit vom Grad der Zuverlässigkeit:  
• Erste Gruppe   – Mitarbeiter der mittleren Zuverlässigkeit,  
• zweite Gruppe – Mitarbeiter der hohen Zuverlässigkeit,  
• dritte Gruppe   – Mitarbeiter der niedrigen Zuverlässigkeit.  
Also haben wir bei der Analyse der konkreten Mitarbeiter der Unternehmen  
drei Hypothesen:  
1θ  - der Mitarbeiter gehört zu der ersten Gruppe, d.h. er ist mittel 
zuverlässig, 2θ - der Mitarbeiter gehört zu der zweiten Gruppe, d.h. er ist 
hoch zuverlässig, 
3θ - der Mitarbeiter gehört zu der dritten Gruppe, d.h. er ist weniger 
zuverlässig. 
 Setzen wir voraus, daß nach der allgemeinen Statistik jeder Arbeiter 
eine ähnliche Tätigkeit ausüben kann, daß 50% der Mitarbeiter mittel 
zuverlässig sind, daß 30% der Mitarbeiter hoch zuverlässig sind, daß 20% 
der Mitarbeiter weniger zuverlässig sind [9]. Aufgrund dieser Daten 
definieren wir a priori Wahrscheinlichkeiten der Hypothesen als: 1Pr( ) 0.5θ = , 
2Pr( ) 0.3θ = , 3Pr( ) 0.2θ = .  
 Als Merkmale der guten Arbeit (oder Zuverlässigkeit) nehmen wir den 
Gewinn den der Mitarbeiter erwirtschaftet ( 1y ) und die termingemäße 
Erfüllung der geplanten Aufgaben ( 2y ). Im wirklichen Leben gibt es viel 
mehr solcher Merkmale. Um die Bayes´sche Methode zu demonstrieren 
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wollen wir uns zuerst auf diese zwei Merkmale beschränken. Nehmen wir 
an, dass von der Analyse der Kollektive von ähnlichen Unternehmen 
bekannt ist, daß Mitarbeiter der mittleren Zuverlässigkeit der Firma 40% 
eines möglichen Gewinns erwirtschaften, den ein Unternehmen im Idealfall 
erzielen kann. Mitarbeiter der hohen Zuverlässigkeit bringen der Firma 80% 
des möglichen Gewinns und  Mitarbeiter der niedrigen Zuverlässigkeit 
bringen der Firma 30% des möglichen Gewinns. Daher schreiben wir die 
konditionalen Wahrscheinlichkeiten als 1 1Pr( | ) 0.4y θ = , 1 2Pr( | ) 0.8y θ =  und 
1 3Pr( | ) 0.3y θ = .  
Außerdem  setzen wir voraus, dass 70% der Mitarbeiter der mittleren 
Zuverlässigkeit geplante Aufgaben rechtzeitig erfüllen, 90% der Mitarbeiter 
der hohen Zuverlässigkeit und 0% der Mitarbeiter der niedrigen 
Zuverlässigkeit. Folglich schreiben wir die konditionalen 
Wahrscheinlichkeiten als 2 1Pr( | ) 0.7y θ = , 2 2Pr( | ) 0.9y θ =  und 2 3Pr( | ) 0y θ = . 
Fassen wir alle Ausgangsdaten in eine Tabelle zusammen: 
 
i   1 2 3 
Pr( )iθ  0.5 0.3 0.2 
1Pr( | )iy θ  0.4 0.8 0.3 
2Pr( | )iy θ  0.7 0.9 0.0 
 
Hier ist notwendig zu sagen, dass die konditionale Wahrscheinlichkeit  
des  Gegenereignises Pr( | )c iy θ  wie folgt definiert wird: Pr( | ) 1 Pr( | )c i iy yθ θ= − . 
So, wenn der Mitarbeiter der Firma kein Gewinn bringt, dann 1 1Pr( | ) 0.6cy θ = , 
1 2Pr( | ) 0.2
cy θ = , 1 3Pr( | ) 0.7cy θ = . 
Im Prozess der Faktensammlung, wird die Glaubwürdigkeit der 
Hypothese steigen, wenn sie durch die steigende Anzahl der gewonnenen 
Fakten bestätigt wird, im anderen Falle sinken. Angenommen wir haben 
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nur eine Realisation des Merkmals 1y  (d.h. mit der Wahrscheinlichkeit 
gleich 1, ein konkreter Mitarbeiter wird den Gewinn für die Firma schaffen). 
Nach dem Beobachten 1y  können wir die a posteriori – 





Pr( | ) Pr( ) 0.4 0.5Pr( | ) 0.4,
Pr( | ) Pr( ) 0.4 0.5 0.8 0.3 0.3 0.2i i i
yy
y
θ θθ θ θ=




Pr( | ) Pr( ) 0.8 0.3Pr( | ) 0.48,
Pr( | ) Pr( ) 0.4 0.5 0.8 0.3 0.3 0.2i i i
yy
y
θ θθ θ θ=




Pr( | ) Pr( ) 0.3 0.2Pr( | ) 0.12.
Pr( | ) Pr( ) 0.4 0.5 0.8 0.3 0.3 0.2i i i
yy
y
θ θθ θ θ=
⋅= = =⋅ + ⋅ + ⋅∑  
 
Aus den Ergebnissen der Berechnungen sieht man, dass, nachdem 1y  
stattgefunden hat (das heißt, dass der Mitarbeiter für die Firma Gewinn 
erwirtschaftet) das Vertrauen zu den Hypothesen 1θ  und 3θ   fällt und 
gleichzeitig Vertrauen zur Hypothese 2θ  steigt. Auf diesem Wege haben wir 
die a priori  Wahrscheinlichkeiten modifiziert und die a posteriori 
Wahrscheinlichkeiten errechnet. Wenn wir die Modifizierung auf der Basis 
der neuen Realisationen der Merkmale fortsetzen, ergeben sich die oben 
errechneten a posteriori Wahrscheinlichkeiten und werden zu a priori 
Wahrscheinlichkeiten. 
Nehmen wir zum Beispiel an, daß der Mitarbeiter, den wir gerade  
betrachten, seine Aufgaben rechtzeitig erfüllt, d.h. wir beobachten 2y . Dann 
berechnen wir nach der Bayes´sche Methode die a posteriori 
Wahrscheinlichkeiten mit der gleichen Formel mit Ersetzen der 
Wahrscheinlichkeiten Pr( )iθ  durch die Wahrscheinlichkeiten 1Pr( | )i yθ  und 
den Merkmalen 1y  durch die Merkmale 2y . Diese wurden im vorigen Schritt 
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errechnet. Als Ergebnis der Berechnungen bekommen wir 1 2Pr( | ) 0.393yθ = , 
2 2Pr( | ) 0.607yθ = , 3 2Pr( | ) 0yθ = . 
Es ist notwendig zu betonen, dass man die gleichen Ergebnisse in 
einem Schritt berechnen kann. Bedingung ist, dass sich die zwei Merkmale  
gleichzeitig realisieren und diese Realisationen voneinander unabhängig 




Pr( , | ) Pr( )
Pr( | , )







θ θθ θ θ== ∑  
Die Annahme über die Unabhängigkeit der Realisationen der Merkmale 
kann man wie folgt formulieren: 





Pr( | ) Pr( | ) Pr( )
Pr( | , )
Pr( | ) Pr( | ) Pr( )
j j j
j




θ θ θθ θ θ θ=
⋅= ⋅ ⋅∑  
 
Ähnliche Ergebnisse bekommt man auch im kontinuierlichen Fall. Wenn 
1( ,..., )θ θ=θ  ein Vektor ist, mit m kontinuierlichen Zufallsgrössen, die auf die 
Menge mΩ definiert sind, dann sieht das Theorem von Bayes so aus: 
( | ) ( ) ( | ) ( )( | )
( ) ( , )m
p y p p y pp y
p y p yΩ
= = ∫
θ θ θ θθ θ θd  
Hier ist ( )p θ  eine a  priori Dichtheit der Verteilung der Parameter des 
Vektors  θ , ( | )p yθ  - a posteriori Dichtheit unter Bedingung der a priori 
Dichtheit ( )p θ  und der beobachteten Daten y . 
 Die Methode der „maximum likelihood“ wird bei der statistischen 
Abschätzung der Parametern der Verteilung  angewendet und die Werte 
der Bayes Methode sind relätiv nahe beieinander. Die erste Methode 
konzentriert sich auf die Wahl der Verteilungsparameter m∈Ωθ  in der 
Weise, dass das Maximum der Likelihood Funktion als Funktion von θ  
bestimmt wird. 
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 Zur Überprüfung der Hypothesen wird das sogenannte Prinzip der 
Proportionalität der Likelihood benutzt. Die Stärke der Methode der 
„maximum likelihood“ basiert auf den Eigenschaften der Stichprobe die aus 
einer relativ grossen Anzahl an Elemente besteht. Genauer gesagt, wenn 
die Stichprobe groß genug ist, dann darf man annehmen: 
1. Normalität der Statistik von Mittelwert der Zufallsgrösse 
2. Statistik der Likelihood-Quotient ist 2χ  -verteilt 
Alle diese merkwürdigen Eigenschaften sind nicht aktuell, wenn die 
Stichprobe zu klein ist. So wie es im Bereich der Personalverwaltung oft 
geschieht. Deshalb kann man ein alternatives Vorgehen vorschlagen.  
Man versucht einen statistischen Entschluss zu ziehen aus etwaigen 
Anfangsansätzen (Vermutungen) über die Verteilung der unbekannten  
Parameter ( )p θ . In diesem Fall kann man mit Gebrauch der Bayes 
Theoreme die Werte der a posteriori- Verteilung abschätzen. 
1( | ) ( | ) ( )
( )
p y p y p
p y
=θ θ θ  
Hier ist ( | ) ( | )p y L y=θ θ  - die Likelihood – Funktion. Es ist wichtig zu 
sagen, dass 1/ ( )p y  eine Konstante in Bezug auf θ  ist, weil wir uns nur für 
die Verteilung des Vektors des Parameters θ  interessieren. Aus diesem 
Grunde kann man sagen, dass die a posteriori – Verteilung proportional zu 
dem Produkt der Likelihood – Funktion und der a posteriori – Verteilung 
ist. 
( | ) ( | ) ( ),p y L y p∝θ θ θ  
Das Symbol ∝  steht für Proportionalität. 
 In unserem Beispiel ist die Likelihood-Funktion klar formalisiert. D.h. 
wir besitzen einen vollständigen Satz der Wahrscheinlichkeiten ( | )p y θ  
(vereinbart mit den Werten der Parameter). Im allgemeinen Fall wird diese 
Funktion als eine funktionale Abhängigkeit  von Parametern dargestellt, 
was die Kalkulationen deutlich erschweren kann. 
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Die Konstante ( )p y  wird berechnet auf der Basis der Normalität. 
Annahme: Es bedeutet, daß die Summe der a posteriori 
Wahrscheinlichkeiten oder das Intergral der a posteriori Dichtheit über die 
Parameter θ   gleich 1 ist.   
Dann ergibt sich, zum Beispiel für einen kontinuierlichen Fall: 
( ) ( | ) ( ) .
m
p y p y pΩ= ∫ θ θ θd  
Die Abhängigkeit der a posteriori Wahrscheinlichkeiten von den a priori 
Wahrscheinlichkeiten zeigt uns die Menge der Informationsinhalte in 
unseren statistischen Daten, die etwas über die Werte der unbekannten 
Parameter aussagen. Wenn die a posteriori Wahrscheinlichkeiten stark 
abhängig sind von den a priori Wahrscheinlichkeiten, dann sind die 
statistischen Daten wenig informativ. Wenn die a posteriori 
Wahrscheinlichkeiten nur gering von den a priori Wahrscheinlichkeiten 
abhängig sind, dann sind die statistische Daten sehr informativ. 
Also, wenn wir über das Vorgehen nach Bayes sprechen wollen, dann 
heißt das, dass neben dem Wissen über die Wahrscheinlichkeitsverteilung 
der betrachteten Zufallsgröße Y , auch eine Annahme über eine a priori –
Verteilung der Parameter  θ  , die eine Verteilungsfunktion von der Grösse 
Y  charakterisieren, nötig ist. Nach dem Vorliegen der statistischen Daten 
multiplizieren wir die a priori – Verteilung der Parametern θ  mit der 
Likelihood-Funktion und erhalten damit die a posteriori - Verteilung der 
Parameter θ . 
Mit  anderen Worten: Die Parameter der Verteilung der Zufallsgrößen sind 
selbst Zufallsgrößen mit einer eigenen Verteilung. Es handelt sich hier um 
eine Unsicherheit des zweiten Grades: Zufallsparameter einer 
Zufallsgrösse oder Verteilung der Verteilungsparameter.  
 Gehen wir zu einer endgültigen Bestimmung der Schätzwerte der 
Parameter. Der Einfachheit halber nehmen wir an, dass der Vektor nur 
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aus dem einzigen Element θ  besteht. Die am weitesten verbreiteten 
Methoden  zur Punktschätzung der Parameter θ  sind wie folgt:  
1. Mode. Schätzwert der Parameter 
)θ  wird ausgewählt auf der Basis 
der maximale Wert der a posteriori – Dichtheit : 
( | ) max ( | )p y p yθθ θ=
)
 
2. Mediane. Schätzwert der Parameter 
)θ  wird ausgewählt auf der 
Basis folgender Gleichung: 
) )




) d d  
3. Mittelwert. Schätzwert der Parameter 
)θ  wird kalkuliert mit der 
mathematischen Erwartung: 
[ | ] ( | )y p yθ θ θ θ θ+∞−∞= = ∫E) d  
 Die Probleme der Wahl der a priori - Verteilung der Parameter ist 
sowohl kompliziert als auch wichtig [18]. Ein Einflussfaktor ist u.a., dass im 
Falle der guten Informativität der statistischen Daten auch eine „schlecht 
gewählte“ a priori - Verteilung keine deutliche Wirkung auf der a-posteriori- 
Verteilung ausmacht. Ein anderes bedeutsames Problem ist die 
erschwerte Berechnung, besonders dann, wenn sie durchgeführt wird, im  
Zeitbereich der Ermittlung der statistischen Informationen. 
Aus diesen Gründen wird die Wahl der a priori - Verteilung bestimmt 
durch Zugehörigkeit zur so genannten „Klasse der abgestimmten 
Verteilungen“. Unter „abgestimmten Verteilungen“ versteht man eine 
Verteilungen, wenn die a priori - Verteilung und die a posteriori - Verteilung  
ein ähnliches Aussehen aber verschiedene Parameter haben. Zu diesen 
Verteilungen zählt eine Gamma-Verteilung, wenn die Likelihood- Funktion 
eine Poisson´sche Funktion ist, eine Beta-Verteilung, wenn die Likelihood- 
Funktion eine binominale Funktion ist, eine Dirichlet-Verteilung, wenn die 
Likelihood- Funktion eine polynomiale Funktion ist.     
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Anderseits - sofern die statistischen Daten noch nicht erarbeitet 
wurden – haben wir, fast immer, noch keine Information über die 
Parameter. Also, wenn wir auf die Forderung über die Einfachheit der 
Berechnungen verzichten, dann muss die bevorzugte a priori - Verteilung 
einen minimalen Einfluss auf das Ergebnis (d.h. auf der a posteriori - 
Verteilung) zeigen. Außerdem muss sie auch die Mängel der vorherigen 
Information über die Parameter widerspiegeln. Solche a priori - 
Verteilungen nennt man „nicht-informative Verteilungen“.  
Das „Bayes-Laplas“ Postulat besagt, dass man die a priori - 
Verteilung als normale Verteilung ansehen sollen, wenn wir anfänglich  
kein Wissen über die Parameter θ  haben. Es bedeutet, dass alle 
möglichen Realisationen der Zufallsgrösse θ  gleiche Wahrscheinlichkeiten 
haben. Das Hauptproblem bei der Benutzung von normalen Verteilungen 
als nichtinformative Verteilung ist, dass die normale Verteilung nicht 
invariant ist, bezüglich der Funktion der Parameter. Wenn wir nichts über 
den Parameter θ  wissen, dann wissen wir auch genau so viel z.B. über 
die Funktion 1/θ . Anderseits, wenn θ   normal verteilt ist, dann ist 1/θ  nicht 
unbedingt auch normal verteilt. 
Das andere Problem bei der normalen Verteilung ist, dass sie nicht 
verwendet werden kann, wenn die Menge der Parameter unendlich ist. Es 
besteht also eine deutliche Abhängigkeit der normalen Verteilung von der 
Menge der möglichen Realisationen der Zufallsgrösse. 
Peter Walley  [20] hat folgendes Beispiel gezeigt, welches diese 
Abhängigkeit abbildet. Angenommen es liegen in einem Sack Kugeln roter 
und irgendeiner anderen Farbe. Dabei ist unbekannt, wie viele rote und 
wie viele andere Kugeln im Sack sind. Frage: Wie groß ist die 
Wahrscheinlichkeit, dass die erste Kugel die wir aus dem Sack ziehen 
eine rote Kugel sein wird? Bei der Annahme der gleichmässigen 
Verteilung bekommen wir die Wahrscheinlichkeit 1:2. Jetzt nehmen wir an, 
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dass sich im Sack die roten Kugeln und grüne und noch andersfarbige 
Kugeln befinden. Dann ergibt sich bei der gleichen Voraussetzung einer 
gleichmäßigen Verteilung die Wahrscheinlichkeit mit 1:3. Formell gesagt, 
ist die Situation im zweiten Fall nicht anders, weil man die grünen Kugeln 
immer noch als „andere“ Kugeln klassifizieren kann. Trotzdem bekommen 
wir ganz unterschiedliche Wahrscheinlichkeitsgrössen.  
Es scheint, dass diese Überlegungen einen gewissen Sinn haben, 
aber man kann sie substanziell vervollständigen.  Es ist notwendig in das 
Modell 4 zusätzliche Parameter hinzuzufügen.  
kn  Voraussichtliche Anzahl aller  möglichen Kategorien 
( )kP n  Wahrscheinlichkeit eines konkreten Wertes dieser Zahl 
kа  Voraussichtliche Anzahl aller  anwesenden Kategorien 
( )kP а  Wahrscheinlichkeit eines konkreten Wertes dieser Zahl 
Deuten wir den Umfang der Beteiligung dieser Parameter in dem 
Modell. Wenn die voraussichtliche Anzahl aller möglichen Kategorien 
gesteigert wird und damit auch die gekoppelte voraussichtliche Anzahl der 
anwesenden Kategorien, dann wird sie zu einer Zeit so groß, dass die 
Wahrscheinlichkeit eine rote Kugel zu bekommen nahezu null wird. Um 
diese Situation zu meistern müssen wir die Information über die 
Wahrscheinlichkeiten ( )kP n  und ( )kP а besitzen.  
In der Fachliteratur findet man eine Menge unterschiedlicher 
Methoden für die Auswahl dieser oder jener nichtinformativen a priori -   
Verteilung, die alle mehrere Vorteile oder Nachteile haben [16], [17], [20]. 
Eine von denen, die sich stark von den anderen unterscheidet, sieht 
besonders interessant aus. Den Kern dieser Methode beschreibt man wie 
folgt: Definieren wir nicht nur eine a priori - Verteilung sondern die ganze 
Klasse M   der Verteilungen p , für den wir die untere und obere 
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Wahrscheinlichkeit der Ereignisses A  (konkrete Realisation der früher 
beschriebene Zufallsgrößen) beschreiben können als 
( ) sup{ ( ) : }, ( ) inf{ ( ) : }.p pP A P A p M P A P A p M= ∈ = ∈  
Wenn die Menge M  eine konvexe und geschlossene Konvexität der 
Menge der Verteilungen ist, wird durch die Bedingung festgelegt, dass 
sich für (jede) beliebige zwei Verteilungen ,P Q ∈M  und (0,1)λ ∈  folgendes 
erfüllt: (1 )P Qλ λ+ − ∈M  ) . Dann wird diese Menge komplett durch die untere 
und obere Verteilungsfunktion bestimmt. Es ist wichtig zu bemerken, dass 
man die Klasse M  nicht als eine Klasse der passenden a priori - 
Verteilungen, sondern als passende Klasse der a priori – Verteilungen 
betrachtet. Einfacher gesagt, bedeutet nicht jede einzelne Verteilung aus 
diesen Klassen eine passende Verteilung alleine, weil keine einzelne 
Verteilung alleine den Mangel der Information „modellieren“ kann.  
Anderseits stellt sich die ganze Klasse, die durch die obere oder untere 
Verteilung bestimmt wird, als ein passendes Modell für das 
Informationsdefizit heraus. 
Wenn man nahezu keine a priori – Information besitzt, wird ( )P A  für 
diese Klasse sich zu 0 annähern und ( )P A  wird zu 1 streben. Das 
bedeutet, dass das Ereignis A  jede beliebige Wahrscheinlichkeit haben 
kann. Zu einer der bekanntesten Klassen solcher Verteilungen zählt die, 
die Herr Peter Walley in seinem „Imprecise Dirichlet Model“ entwickelt hat 
[18]. 
Betrachten wir ein konventionelles  polynominales Modell. Anwesend 
ist 1{ ,..., }mU u u=  - die Menge der möglichen Ausgänge und Gesamtheit der 
Beobachtungen N . Die Beobachtungen sind unabhängig aus 
U ausgewählt mit den gleichen Wahrscheinlichkeiten jedes Ausgangs  
Pr{ }j ju θ=  für alle 1,...,j m= , wobei 0jθ ≥  und 1 1mj jθ= =∑  sind. Die 
Wahrscheinlichkeiten 1,..., mθ θ  können unterschiedlich verteilt werden. Eine 
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Verteilung kann für uns besonders interessant sein.  Sie  heißt Dirichlet -
Verteilung. De Groot hat in [15] eine Funktion der 
Wahrscheinlichkeitsdichte vorgeschlagen für die a priori - Verteilung nach 
Dirichlet ( , )s t  für den Vektor der zufälligen Wahrscheinlichkeiten 













⎛ ⎞= Γ Γ ⋅⎜ ⎟⎝ ⎠∏ ∏θ  
Hier stellt der Parameter (0,1)it ∈  die Mittelwerte (mathematische 
Erwartung) der Wahrscheinlichkeit iθ  dar; der Parameter 0s >  bestimmt 
den Einfluss der a priori - Verteilung auf die a- posteriori -  
Wahrscheinlichkeiten. Der Vektor t  gehört zu einem internen Umfang vom 
singulären Simplex der m Dimensionen hat. In weiteren Überlegungen 
benennen wir  (1, )S m  als Vektor, Gamma Funktion die Bedingungen 
( 1) ( )x x xΓ + = Γ  und (1) 1Γ =  erfüllt, als ( )Γ ⋅ . 
In der Dirichlet Verteilung betrachtet man die Wahrscheinlichkeiten 
1,..., mθ θ  als Variabeln, die folgender Bedingung entsprechen: 1 1mj jθ= =∑ . Mit 
anderen Worten (1, )S m∈θ . Das bedeutet, dass nicht nur die Ereignisse 
selber zufällig sind, sondern auch ihre Wahrscheinlichkeiten. Gehen wir 
zurück zu unserem Problem der Zuverlässigkeit des Mitarbeiters. In diesem 
Beispiel kann man 3 alternative Aussagen unterscheiden ( 3m = ) :  
Der Mitarbeiter besitzt eine mittlere Zuverlässigkeit (1. Ereignis - 1u ),  
der Mitarbeiter besitzt eine hohe Zuverlässigkeit (2. Ereignis - 2u ),  
der Mitarbeiter besitzt eine niedrige Zuverlässigkeit (3. Ereignis - 3u ).  
Die Wahrscheinlichkeiten dieser Ereignisse sind Zufallsgrößen und deren 
mathematische Erwartungen sind dementsprechend gleich 1 2 3, ,t t t . Weiter 
sehen wir, unter der Annahme, dass die a priori - Wahrscheinlichkeiten des 
Mitarbeiters bezüglich seiner Zuverlässigkeit 0.5 , 0.3 , 0.2  sind, dass die  
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mathematischen Erwartungen der Wahrscheinlichkeiten der Mitarbeiter 
bezüglich Zuverlässigkeit für die a priori – Wahrscheinlichkeit in der 
Dirichlet - Verteilung auch 1 0.5t = , 2 0.3t = , 3 0.2t =  sind. Unabhängig davon 
kann die Wahrscheinlichkeit der Zuverlässigkeit des ganzen Unternehmens 
jede beliebige Wahrscheinlichkeit mit der Dichtheit ( )p θ  sein. 
Nach dem Erhalt des Vektors der Beobachtungen  1( ,..., )mn n=n , wobei 
jn  die Zahl von Beobachtungen des Ausgangs ju  ist, multiplizieren wir die 
a priori - Dichtheit mit der Likelihood - Funktion  ( | )L n θ  und erhalten eine 
a posteriori -  Dichtheit 
1
1





p p L θ + −
=
∝ = ∏n nθ θ θ  
Diese Dichtheit betrachtet man als Dichtheit der Dirichlet - Verteilung 
( , )N s ∗+ t , mit ( ) /( )j j jt n st N s∗ = + + . Mit anderen Worten gehört die Dirichlet - 
Verteilung zur Klasse der abgestimmten Verteilungen. Das ist eine sehr 
wichtige Eigenschaft. Diese kennzeichnet besonders die Eignung der 
Dirichlet - Verteilung für die Bayes´sche Analyse. 
Angenommen, dass eine Überprüfung der 10 Mitarbeitern ergeben hat, 
dass 6 von denen mittel zuverlässig sind, 3 hoch zuverlässig und 1 nicht 
zuverlässig. Dies bedeutet 1 6n = , 2 3n = , 3 1n = , 10N = . Lassen wir den 
Parameter s  gleich 1 sein. Dann werden die errechneten Werte der 
a posteriori – Erwartungen der Zuverlässigkeit des Mitarbeiters  
1 2 3
6 1 0.5 3 1 0.3 1 1 0.20.591, 0.3, 0.109.
10 1 10 1 10 1
t t t∗ ∗ ∗+ ⋅ + ⋅ + ⋅= = = = = =+ + +  
Auf diese Weise, nach dem Erhalt der neuen statistischen Information 
bleiben die Wahrscheinlichkeiten der Zuverlässigkeit eines Mitarbeiters 
zufällige Größen, aber die besitzen neue a posteriori mathematische 
Erwartung, die wir bereits angedeutet haben. Die Überprüfung hat mit der 
neuen Information unsere a priori - Vorstellung über der Wahrscheinlichkeit 
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der hohen Zuverlässigkeit der Mitarbeiter bestätigt und unsere Vorstellung 
über die Wahrscheinlichkeit der mittleren und niedrigen Zuverlässigkeit der 
Mitarbeiter korrigiert. 
Einerseits, wenn wir annehmen, dass 0s = . ist, werden die a posteriori - 
Daten ausschließlich nur durch die vorhandenen zusätzlichen 
Informationen in Form der Überprüfungsergebnisse bestimmt. Erhaltene 
Daten werden in dem Fall keine Abhängigkeit von der Auswahl der a priori 
-  Parameter zeigen. 
Anderseits, wenn der Parameter s  höhere Werte annimmt, dann wird 
eine a priori - Information praktisch keinen Einfluss auf die a posteriori -
Wahrscheinlichkeiten ausüben und der Erwerb der zusätzlichen 
Informationen verliert seine Bedeutung.  
Eine wichtige Eigenschaft der Dirichlet - Verteilung ist, dass dessen 
marginale Verteilungen auch Dirichlet-Verteilungen sind, nur mit den 
anderen Parametern. Zum Beispiel, wenn  2m =  ist, dann sind die Dirichlet- 
Verteilungen nichts anderes als die Generalisierung der Beta-Verteilung bei 
r 2m > . 
Walley schlägt in seinem Werk [19] ein generalisiertes Modell der 
Dirichlet-Verteilungen vor. Dieses Modell wird als die Menge aller Dirichlet-
Verteilungen mit den Parametern s  und t  definiert. Deshalb wird statt einer 
Verteilung eine Menge der Verteilungen verwendet und eine gewünschte 
Abschätzung der Wahrscheinlichkeit des Zustandes von   jθ , zum Beispiel 
Streuung oder mathematische Erwartung, als Bereich mit oberer und 
unterer Grenze berechnet. Der Sinn dabei ist, dass jeder beliebige Punkt 
dieses Intervalls einer oder mehreren Verteilungen der angegebenen 
Menge entspricht. Die untere (obere) Grenze des Intervalls wird durch 
Minimieren (Maximieren) über alle Werte der Parameter unter der 
Beschränkung (1, )S m∈t  berechnet. 
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Für ein generelles Modell bestimmt der Parameter s , wie schnell die 
obere und die untere Grenze mit der Ansammlung der statistischen Daten 
konvergiert. Walley definiert den Parameter s  auch als Anzahl der 
Beobachtungen die zur Reduzierung der Ungenauigkeit (Unterschied 
zwischen unterer und oberer Wahrscheinlichkeit) bis auf 50% notwendig 
sind. Kleine Werte dieser Parameter führen zu schneller Konvergenz der 
oberen und unteren Wahrscheinlichkeiten und damit zu gewissen 
eindeutigen Werten. Andererseits führen größere Werte dieser Parameter 
zu späterer Konvergenz und haben einen geringeren Entschluss. Eine 
ausführliche Beschreibung der Methodik zur Auswahl der Parameter  s 
findet man bei der Walley [19]. 
Jetzt noch etwas Theorie: Betrachten wir die Menge A  als eine 
Untermenge der gesamten Menge der Ereignisse 1{ ,..., }mU u u= . Dabei ist A  
eine nicht leere Menge und A U≠ . Bezeichnen wir ( )n A als Anzahl der 
Erscheinungen von A  im Laufe der N  Versuche, heißt das ( )
ju A jn A n∈= ∑ . 
Dann kann die Wahrscheinlichkeit des Ereignisses A , definiert als  
( | , , )P A sn t  unter der Bedingung der Benutzung der Dirichlet-Verteilung, so 
berechnet werden: 
( ) ( )( | , , ) ( ) ( ) / ,P A s n A st A N s= + +n t  wo ( )
ju A jt A t∈= ∑  
Wichtig zu merken ist, dass ( | , , ) 0P A s =n t  ist, wenn A  leer und 
( | , , ) 1P A s =n t  ist wenn für A U=  gilt. Wir erhalten die a posteriori -  
Wahrscheinlichkeiten des Ereignisses A , wenn wir die Wahrscheinlichkeit 
( | , , )P A sn t  über alle  (1, )S m∈t  minimieren und maximieren: 
( ) ( )( | , ) ( ) / , ( | , ) ( ( ) ) /P A s n A N s P A s n A s N s= + = + +n n  
Kehren wir zurück zu der Frage der Zuverlässigkeit der Mitarbeiter. Wir 
haben angenommen, dass eine Überprüfung der 10 Mitarbeiter folgendes 
Ergebnis hatte: 1 6n = , 2 3n = , 3 1n = , 10N = . Wenn wir voraussetzen, dass wir 
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zu Anfang keine Information über die Mitarbeiter hatten, dann liefert uns die 
Benutzung des generalisierten Dirichlet-Modells, unter der Bedingung, 
dass 1s =  gilt, folgende Wahrscheinlichkeiten der Ereignisse: 
1 1( | ,1) 6 /11 0.545, ( | ,1) 7 /11 0.636,P u P u= =n n     
2 2( | ,1) 3/11 0.273, ( | ,1) 4 /11 0.364,P u P u= =n n     
3 3( | ,1) 1/11 0.091, ( | ,1) 2 /11 0.182.P u P u= =n n     
Aus den Ergebnissen ist ersichtlich, dass die vorstehend berechneten 
Wahrscheinlichkeiten  1 2 30.591, 0.3, 0.109t t t∗ ∗ ∗= = = , die auf der Basis der 
a priori - Wahrscheinlichkeitsverteilung 1 0.5t = , 2 0.3t = , 3 0.2t =  kalkuliert 
wurden, sich in den Grenzen von ( | ,1)iP u n   bis ( | ,1)iP u n  befinden, welche 
keinen Bezug auf die a-priori Wahrscheinlichkeiten vorweisen. 
Wenn wir ansetzen 2s = , dann gilt: 
1 1( | , 2) 6 /12 0.5, ( | , 2) 8 /12 0.667P u P u= = =n n    
2 2( | , 2) 3 /12 0.25, ( | , 2) 5 /12 0.417P u P u= = =n n    
3 3( | , 2) 1/12 0.083, ( | , 2) 3/12 0.25P u P u= = =n n   
Die Ergebnisse zeigen uns, dass sich die Intervalle der 
Wahrscheinlichkeiten verbreitert haben. Einerseits, gibt das Anlass zu 
sagen, dass unsere Schätzungen jetzt robuster sind, vergleichsweise zu 
den Berechnungen  mit  1s =  . Anderseits steigt die Ungenauigkeit der 
Schätzwerte und als Folge vermindert sich der Informationsgehalt der 
Ergebnisse.   
Hier ist zu vermerken, dass vor dem Beobachten irgendwelcher 
Ereignisse ( ) 0n A N= =  zu setzen ist. Es bedeutet, dass  ( | , ) 0P A s =n  und 
( | , ) 1P A s =n  für alle Ausgänge des Typ A . Es ist einfach einzusehen, dass 
die Wahrscheinlichkeiten der Ereignisse jeden beliebigen Wert  in den 
Grenzen von 0 bis 1 annehmen können, wenn wir nichts über das 
Verhalten der Zufallsgröße wissen. 
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Dies ist eine sehr wichtige Eigenschaft, weil sie uns die Möglichkeit gibt 
bei der Benutzung des generalisierten Dirichlet - Modells ohne die Wahl 
einer bestimmen a priori - Verteilung für θ  auszukommen.  Im Gegensatz 
zu dem was oben beschrieben wurde, haben Bernard und Smith [13] ein 
objektives Bayes-Verfahren vorgeschlagen, für das Modellieren von 
kompletter Ungewissheit oder Abwesenheit der Statistik über 
Wahrscheinlichkeiten der  θ  benötigt Verwendung einer bestimmten a-
priori Verteilung. Also, um es noch mal zu sagen: Ein generalisiertes 
Dirichlet - Modell darf man  als eine passende Klasse der a priori - 
Verteilungen betrachten und nicht als eine Klasse der passenden a priori -  
Verteilungen. 
Eine andere wichtige Eigenschaft ist, dass das generalisierte Dirichlet -
Modell invariant ist gegenüber der Menge aller möglichen Ausgänge. Das 
bedeutet, der statistische Entschluss wird weder durch Grösse noch Inhalt 
der Raum der elementaren Ereignisse beeinflusst. Das ist damit 
verbunden, dass im Unterschied zum objektiven Bayes-Verfahren, ein 
generalisiertes Dirichlet-Modell keine Notwendigkeit der Bestimmung 
irgendeiner a priori - Verteilung vorsieht, dessen Charakteristiken von der 
Anzahl der möglichen Ausgänge abhängig sind (so wie es z.B. bei der 
Benutzung der normale Verteilung ist). Der statistische Entschluss wird 
unabhängig von der Genauigkeit der erworbenen statistischen Daten. Das 
heißt, dass die Beobachtungen in zeitlichen Intervallen auftreten dürfen, 
eingeschaltet ineinander zu sein oder gar fehlen für einige der möglichen 
Ausgänge. Die beschriebene Situation trifft oft ein bei solchen 
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3. Schlusswort 
Das Ziel der vorliegenden Arbeit ist die Forschung im Bereich der 
theoretischen und methodischen Grundlagen der Entwicklung von 
Strategien zur Personalplanung und die Ausarbeitung von theoretischen 
Empfehlungen für die Abschätzung und Entscheidungswahl. Entsprechend 
der aufgestellten Ziele wurden folgende Aufgaben ausgearbeitet:  
o Entwicklung eines Verfahrens zur Bestimmung und Abschätzung der   
     Effektivität der Zusammenarbeit mit einem bestimmten Mitarbeiter; 
o Entwicklung der Methodik zur Auswahl der Alternative der Strategie 
zur Personalverwaltung in Abhängigkeit von dem Szenario der 
Dynamik der Geschäftsumgebung und der Situation in dem 
Arbeitskollektiv auf der Basis der Wahrscheinlichkeitstheorie und 
statistischen Analysen. 
Die entwickelte Methodik erlaubt eine umfassende Analyse des Zustandes 
der Personal-Ressourcen auf der Ebene von Kollektiven oder 
Arbeitsgruppen bis zum einzelnen Mitarbeiter durchzuführen. Erreichte 
Ergebnisse sind in der Praxis einfach zu adaptieren und können in das 
System der strategischen Planung von Unternehmen verschiedener 
juristischer Formen, Produktionsrichtungen oder 
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