While the mathematics of constrained least-squares data-fitting is neat and clear, implementing a rapid and fully automatic fitter that is able to generate a fair curve approximating the shape described by an ordered sequence of distinct data subject to certain interpolation requirements, is far more difficult.
Introduction
In several applications of computer-aided geometric design we have to deal frequently with 3D point reconstruction problems where a large number of data is given in the form of an ordered sequence of distinct points describing a target shape in space. Most of them usually contains measurement errors, while only a few are rigorously generated and then turn out to be crucial to the final reconstruction. As regards the computation of a surface/surface intersection curve, for example, the set of discrete data is made of highly-accurate points (such as border points, turning points and cusp points) precisely detected on the intersection curve, and a sequence of marching points generated from each of the above ones by going a step in the direction defined by the local differential geometry of the curve. The first, commonly called starting points, will be therefore exactly interpolated, while all the others will be approximated in order to reduce to the minimum the sum of the squares of their distances from the desired curve. An analogous situation occurs in the point-based construction of a Gordon-type surface. This time the input data is given by a set of 3D points, describing the complete cross-sections of the target surface, which have to be accurately approximated to produce a fair curve network to be assumed as surface skeleton. Consistency demands that cross-section curves agree in value where an x-section crosses a y-section. This means that sequences of points along two transversal directions must possess common intersections and these have to be assumed as positional constraints for the fitting problem. In both the outlined circumstances -as well as in many other applications -it is therefore desirable to use a fitting method that, on one hand, is able to capture the shape of the overall input data and, on the other, to satisfy the assigned point constraints precisely. Since when approximating shapes with a complicated behaviour it always turns out to be convenient to construct the fitting curve segment-wise by means of a piecewise model defined in the space of conventional polynomial splines or NURBS, our idea consists in using the point constraints (identified by the specific application we are considering or detected from the curvature and torsion information of the input dataset) to partition the given data into adjacent subsets that can be approximated separately by a curve segment taken from some specified class of appropriate curves. Taking into account that when the points lie on the intersection of two analytic surfaces, derivative constraints of any order can be easily computed by their parametric representation and, when generating Gordon-type surfaces, additional information like first derivatives and/or higher order derivatives to be assumed by the curve network in the significant locations are also generally available, the most natural solution to this kind of constrained fitting problem can be obtained by using a fitter that implements a piecewise Hermite interpolant. This solution also allows us to tremendously simplify the computational process that a standard least-squares minimization problem with associated positional constraints would have required in order to ensure a sufficiently high order of continuity at segment boundaries.
While for pure interpolation there is probably little reason to use a rational form, for approximation purposes allowing weights to be arbitrary makes it possible to produce fitting curves with higher accuracy and fewer control points. The novel solution we are going to propose will rely therefore on a class of piecewise rational Hermite interpolants. In particular we will adopt here the one introduced in [1, 2] because of its flexibility and easiness of control. This can also be represented in the conventional NURBS form by assuming multiple knots in correspondence of the location of the interpolation constraints and letting the control points be dependent both on them and on the weights of the rational representation. In this way, once a procedure for computing optimal weight values has been designed, control points turn out to be automatically defined and hence the best-fitting curve results completely determined. Therefore, differently from standard NURBS fitting procedures, which require a complicated and expensive iterative algorithm to minimize with respect to knots, control points and weights, a sum of squared Euclidean norms measuring the distance between the point set and the curve to be generated [3, 4, 9, 11, 12, 13, 14, 15] , the least-squares fitting method we are going to propose will be performed exclusively to identify the choice of weights that guarantees the best reconstruction of the original data. Moreover, while the output of existing algorithms cannot always guarantee a fitting curve with a fair shape (namely with a curvature plot consisting of only a small number of monotone pieces), due to the definition of the novel fitter this follows straightforward and, whenever the degree of the curve primitive is bigger than three, a curvature-continuous approximation of the original data is also ensured.
The organization of the paper is made as follows. In Section 2 we introduce the rational Hermite basis to be used as novel curve primitive for determining the solution of the constrained least-squares problem. Next in Section 3 we develop a strategy for carrying out the automatic computation of the optimal weights to be embodied in the desired rational form and we describe the overall fitting process in all its steps. Finally, in Section 4 we close the paper by showing some numerical examples that confirm the improved performance of the innovative procedure relative to conventional and reliable approaches like the well-known lsqcurvefit algorithm that is currently implemented in MATLAB's Optimization Toolbox.
Least-squares fitting with a novel curve primitive
Given a set of 3D distinct points representing a target shape in space, we seek a NURBS curve that lies close to the assigned data and passes through only a few of them. Let {Q k } k=0,...,M −1 denote the given set of points in R 3 and ℑ ⊂ {0, ..., M −1} the subset of N + 1 (N << M ) indexes specifying all the points Q k that the fitting curve must interpolate. In the following we will use the notation {F i } i=0,...,N to identify the point constraints Q ℑ and we will also assume that the first and last data points are always interpolated, that is Q 0 ≡ F 0 and Q M −1 ≡ F N . Hence the point set {Q k } k=0,...,M −1 turns out to be partitioned by Q ℑ into N adjacent subsets that can be approximated separately by a curve segment c i (t) taken from some specified class of admissible curves. Since it is required that segments c i have common endpoints F i , F i+1 and a contact of order ℓ at F i and F i+1 , the C ℓ -continuous piecewise curve c(t) = ∪ N −1 i=0 c i (t) can be naturally generated through a piecewise rational Hermite interpolant of degree n = 2ℓ + 1. As, in practice, a reconstruction with piecewise curves of low degree is usually preferred, due to their simplicity and robustness, we will confine ourselves here to consider rational Hermite models defined by n = 3 and n = 5 only. This choice is also supported by the observation that such degrees allow us to establish a good compromise between the number of curve pieces c i (t) and the accuracy of the final fitting c(t). By taking into account that, if a large number of pieces is used a curve with very small fitting errors is obtained, while, if the number of pieces is too small the fitting errors might be very large, it is easy to understand that the number of curve segments should be controlled in such a way that the fitting errors reach a level that the user can accept. Since the idea behind the algorithm we are going to propose is to fit a degree-n rational Hermite segment to the data confined between the interpolating points F i , F i+1 , and, if this cannot guarantee the desired level of accuracy, to adaptively subdivide the point set limited by the assigned constraints and reconsider the subsets (repeating the procedure until the required error tolerance holds), it is important to make a choice of n which can guarantee a successful reconstruction that does not need too many and computationally expensive segments. To this aim it has been proved experimentally that, if n is chosen equal to 3 or 5, a tight and economical fit is always ensured through only a restricted number of curve pieces. From now on we will therefore address our attention towards the cubic and the quintic piecewise rational Hermite models only. Note that the same choice was also made in [7] , where piecewise Hermite polynomials were originally adopted as fitting curve basis in alternative to classical B-splines. But in this work, to facilitate local approximation with endpoint constraints, we will let each single Hermite piece to be represented in the well-known rational Bézier form. Next, in order to get a standard NURBS representation, degree-n Bézier segments will be pieced together with n-fold knots in correspondence of data points {F i } i=0,...,N where the joins take place [1, 2] . As frequently done with data-fitting procedures, the overall knot-partition {τ k } k=0,..., M −1 is obtained by applying the cumulative chord length parameterization
(with τ 0 = 0) to the given point set Q k , and the subset of multiple break knots {t i } i=0,...,N , used to identify the junctions between consecutive rational pieces, is computed by selecting from the previous one the location parameters of index ℑ. By construction it results therefore that t 0 < t 1 < ..
Since any Hermite model always requires that ℓ th -order derivatives D (ℓ) i (ℓ ≥ 1) are assigned in correspondence of the interpolating points {F i } i=0,...,N , whenever they are not given as constraints or cannot be easily obtained (like it happens when the given data lie on the intersection of two analytic surfaces), then a data-sensitive derivative estimation must be computed as part of the fitting algorithm. While estimating first derivatives has been a subject of extensive study, an appropriate estimation of higher order derivatives is still considered a difficult task. But as it was assumed that n ∈ {3, 5} and neighboring Bézier segments are joined with a level of continuity related to the degree of the fitting curve through the formula ℓ = n−1 2 , it turns out to be sufficient to estimate first and second order derivatives only. To this aim we are allowed to exploit a 3-point strategy, based on local quadratic interpolation, that enables us to derive them compatibly with the behaviour of the data. In particular, given the three-dimensional point set Q k and the sequence of location parameters τ k , an appropriate estimation of first and second order derivatives {D (ℓ) i } i=0,...N (ℓ = 1, 2) at points F i , can be worked out respectively by firstly computing the direction vectors
and
(where
for all k = 0, ..., M − 1) and successively selecting from them the N + 1 values defined in correspondence of the knot subsequence {t i } i=0,...,N .
Remark 1
In the above strategy ℓ th -order derivatives at τ k are estimated to be those of the quadratic which passes through 
where {P i j } j=0,...,n denote the n + 1 control points associated with the basis functions
defined via the positive weights
and the degree-n Bernstein polynomials
Since, once the degree n is fixed, an explicit formulation of all Bézier control points {P i j } j=0,...,n in terms of the weights {w i j } j=1,...,n−1 and of the assigned boundary constraints
can be provided, we will now formalize their definition both in the cubic and in the quintic cases. (4) 
Definition 3 A degree-3 rational Hermite interpolant c i (t) of the kind
As regards the rational cubic primitive, it follows by definition that it gives C 1 smoothness, which is sufficient for many applications, while keeping computational costs to a minimum. However, as for certain applications higher order curves could be necessary or advantageous (in general because higher smoothness and better approximation are required), whenever C 2 continuity is needed the rational quintic model will be able to provide the desired solution. Despite each single piece is a bit more expensive than its degree-3 correspondent, it shows excellent approximation properties and makes it possible to reduce the number of pieces needed to fit a target shape within the same tolerance.
In the next sections we will show how the proposed rational models can be advantageously used for constructing an optimal fitting of 3D data points, such that high accuracy is guaranteed and a compact representation is pursued.
A Newton-type optimization algorithm for computing best-fitting weights
We now introduce the notation {Q i k } k=0,...,M i −1 to identify the M i points Q k confined between two assigned interpolating points F i , F i+1 and we denote by {τ i k } k=0,..., M i −1 the parameters τ k associated with these points (such that
In this way, the approximating curve c(t) =
i=0 c i (t) will be made of single pieces c i (t) in the form (4), defined to minimize over each interval [t i , t i+1 ] the least-squares error
with respect to the unknowns {w i j } j=1,...,n−1 . Since the dependence of the i th segment c i (t) on the weight vector w i = (w i 1 , ..., w i n−1 ) T of the rational representation (4) is nonlinear and is not available in a simple analytical form, we have to use a nonlinear optimization procedure that can cope with this problem. But as the range of positive values attainable by the parameters w i j should be bounded away from zero and, for clear practical reasons, limited by a plausible upper bound, indeed we have to deal with a minimization problem whose solutions can only be expected in a particular area. We are thus allowed to consider a numerical method for nonlinear optimization with a feasible set in the form of box. However, differently from standard NURBS curves, we are not forced to avoid using dramatically varying weights, since, being the control points definition influenced by the weights themselves, whatever their choice is we can guarantee a good parameterization. In this way we can arbitrarily set lower and upper bounds, giving the weights the possibility to assume also values very distant from 1. To our purposes it has been proved experimentally that a good choice of feasible set is given by the box
where l j , u j denote the lower and upper bounds for w i j , respectively. While l j = 10 −3 has been imposed by the condition that weights w i j should be strictly positive and sufficiently far from zero, the value u j = 10 3 is dictated by a reasonable choice that allows us to simplify our analysis and make the solution useful in practical problems. Indeed we have to solve a nonlinear and multivariate optimization problem that aims at minimizing the objective function Φ : R n−1 → R, defined by the following infinitely continuously differentiable expression
subject to w i ∈ Ω. The existence of local minima is generally not a real difficulty in our case, but a fast convergence towards a minimum is certainly a crucial problem. Usually, most efficient algorithms for calculating a local minimum of a nonlinear function may be considered to be descent methods. At each step they consist in minimizing the objective function along a straight line defined by a direction named the descent-direction. Each method is characterized by the way in which this direction is built. Be warned that, if it is not opportunely defined, the algorithm may become really expensive and time-consuming since several iterations may be needed to reach the minimum. When the objective function is very regular, among the fastest descent methods we can find the so-called Newton-type methods. In fact, when the exact computation of the objective function derivatives is possible, the strategies which do not use these information turn out to be more expensive than the ones which use them. In principle, for NURBS curve fitting problems, computing derivatives with respect to weights poses no severe difficulties, primarily because NURBS are a rational combination of these variables. In addition, using the special NURBS representation proposed in the previous section, gradient and Hessian of the objective function turn out to possess a very simple and compact symbolic form. Thus, to perform the optimization process in (11) it appears to be convenient to use a Newton-type al-gorithm that requires the computation of both first and second order derivatives of Φ(w i ). Indeed, due to the presence of box constraints, the most adequate class of Newton-type algorithms turns out to be the one of projected affine-scaling interiorpoint Newton methods. In the last ten years several papers proposing more and more efficient variants of this type of simple-constrained optimization procedure have been published (see [8, 10] and references therein). Among all possible solvers of this class, we consider here the iterative method introduced in [8] and we develop some improvements to guarantee that the desired fitting curve is obtained with less computation and a fast convergence is ensured in any situation. In particular, we firstly observe that there is a scaling matrix that can be cancelled on both sides of the linear system to be solved at each step of Heinkenschloss et al. algorithm, allowing a more efficient implementation; secondly, since when choosing a value of the steplength σ very close to 1 (as suggested by the authors) their iterative method does not always converge to the optimal weight vector w i, * , we will propose an innovative optimization procedure that can combine the above-mentioned simplified version of the algorithm in [8] with a modified choice of the σ parameter that is able to ensure an order-two convergence for any type of input data. Our solution to this kind of problem is based on a non-stationary definition of σ which, although starting from a small guess in (0,1), allows us to guarantee in only a few steps increasing values closer and closer to 1, thus providing an affine-scaling interior-point Newton-type method that is always quadratically convergent.
Before developing the novel order-two interior-point Newton method that enables us to compute the best-fitting values of w i , we will introduce the following notation. For the objective function Φ : R n−1 → R, we denote by ∇Φ(w i ) ∈ R n−1 and ∇ 2 Φ(w i ) ∈ R (n−1)×(n−1) its gradient vector and its Hessian matrix, respectively, while we use
for their components. By definition, the gradient of Φ(w i ) is the (n − 1) dimensional column vector
while its Hessian is the (n − 1) × (n − 1) symmetric matrix
Even though providing an explicit formulation of ∇Φ(w i ) and ∇ 2 Φ(w i ) for arbitrary objective functions Φ(w i ) is generally a difficult and computationally intensive task, one of the beauties of the rational model proposed here for representing c i (t), is that it allows us to remarkably simplify these operations. In fact, using equation (11) and the sum and product derivative rules, we can state that
where • denotes the inner product of two vectors. Then, in turn, using the difference and quotient derivative rules, we can assert that for a rational cubic Hermite element it holds
while for its quintic correspondent we have
Thus, inserting equations (15)- (16) and (17)- (20) in (14), we get respectively
in the cubic case, and
−2
in the quintic one. Hence, the elements in the Hessian matrix ∇ 2 Φ(w i ) can be reduced to the simplified expressions written below. Be warned that, for ease of notation, we will omit the arguments of the Bernstein basis functions B i j,n (τ i k ) (j = 1, ..., n − 1) and we will assume the following compact forms:
In this way, in the cubic case it holds
while in the quintic one we get
Since the Newton-type algorithm we are going to describe is an iterative method that updates the weight vector w i at each step s, until the optimal one w i, * is determined, we will denote the solution correspondent to the s th step by w i,s . Afterwards we use the explicit expressions of ∇Φ(w i ) and ∇ 2 Φ(w i ) developed above to define the following diagonal matrices for the s th round of the algorithm:
, where for any j = 1, ..., n − 1
As with any iterative scheme, to start the algorithm good initial guesses are required for the unknowns. Namely, we want to start with a plausible configuration of the variables w i,0 j with respect to the observation that the weight vector must contain values in the range [l j , u j ]. In practice, we have found in our experiments that using the initial vector w i,0 = (1, ..., 1) T is adequate for any cases. Therefore, the iterative process we are going to illustrate always starts from a piecewise polynomial Hermite model -since all the weights w i j are initialized to 1 -and proceeds updating their values through iterative minimization of the fitting error. The other main issue in minimizing an objective function is given, instead, by the stop criterion. To check the convergence towards the target shape, the stop criterion
on the squared 2-norms of the residuals at the current and last step is examined over each segment contemporarily with the termination test on the 2-norm of the following scaled gradient
The stop occurs when these norms are lower than given accuracies. In order to see some interesting effects when comparing this method with a competitive one, we have chosen for tolerances δ and ε the values 10 −10 and 10 −25 , respectively. But these parameters might be changed by the user if a higher or lower accuracy is required. Note that, for practical reasons, the second criterion is more meaningful, but the first one gives better information about the quality of the minimum when the function is flat around it.
Having fixed starting values and stopping criterions, we are then in the position to state the novel interior-point Newton-type method for the solution of the bound constrained optimization problem (11). (S.4) Compute P Ω (w i,s − x s ) using the following projection mapping:
, so that strict feasibility of the iterates worked out in the following step can be ensured.
(S.7) Update the value of σ s through the formula
(S.8) Set s ← s + 1 and go to (S.1).
Remark 5 Note that the linear system to be solved in step (S.3) contains just n−1 equations (i.e. 2 and 4 equations in the cubic and quintic case respectively), that is it can be easily solved by a direct approach like Gaussian elimination.

Lemma 6
Given an initial parameter σ 0 ∈ (0, 1), the recurrence relation in (26) satisfies the properties:
Proof. Demonstration of (27) trivially follows. To prove (28) we recall that a monotonic and bounded sequence is always convergent and, in particular, if it is non decreasing and upper bounded, then it converges to the upper bound of the values it assumes. For the recurrence formula
it holds that the sequence {σ s } s≥1 is non decreasing and hence convergent to 1. In fact, called γ its limit, we have
Thus, solving the last equation with respect to γ we get γ = 1.
From the above result it follows that σ s ∈ (0, 1) for any step s and the sequence generated in (S.7) converges to 1 so that Heinkenschloss et al. condition on the steplength is still satisfied. Thus the projected direction is truncated by a coefficient ρ s which approaches fast enough to 1 that the following convergence result holds.
Proposition 7 The weight vector w i,s converges with order two to the best-fitting solution w i, * .
Proof. Since the parameter σ s defined in (26) always stays in (0, 1) and the linear system to be solved in step (S.3) is equivalent to the one derived by Heinkenschloss et al. in [8] , the same convergence result established for that procedure still holds for the projected affine-scaling interior-point Newton method proposed in Algorithm 1.
By combining the σ parameter correction in Lemma 6 with the simplified version of Heinkenschloss et al. algorithm, it is possible to get an optimization method that is very efficient and extremely robust. Due to Proposition 7, the convergence theory from Heinkenschloss et al. paper still holds for this approach. We now assemble the quadratically-convergent iterative method in Algorithm 1 with the steps described in Section 2 in order to develop a constrained least-squares fitting technique that aims at generating the piecewise rational Hermite curve c(t) which passes as close as possible to the sequence of points Q k assigned as input and interpolates the set of points F i and derivatives D (ℓ) i (ℓ = 1, 2) defined as constraints.
Algorithm 2: Constrained Least-Squares Data-Fitting
Input:
-the degree n (n ∈ {3, 5}) of the desired fitting curve (remember that if C ℓ continuity is required, then the chosen degree must be n = 2ℓ + 1); -a 3D point set {Q k } k=0,...,M −1 and a subset of interpolating points
..,N (ℓ = 1, 2) to be assumed by the fitting curve in correspondence of the interpolating points {F i } i=0,...,N ; -a parameter λ = 0, 1, 2 specifying the order of assigned derivatives (note that λ = 0 means no derivatives are specified).
Chord Length Parameterization.
Determine the parameters τ k to be associated with the points {Q k } k=0,...,M −1 through the chord-length method in (1) and select from them the subsequence of break knots {t i } i=0,...,N , fixing t 0 = τ 0 and t N = τ M −1 , such that the endpoints of the data set Q always match with the endpoints of the fitting curve c(t).
Check Specified Constraints.
If λ = 0
Compute an appropriate estimation of derivatives {D 
Elseif λ = 1 and n > 3
Compute an appropriate estimation of 2 nd -order derivatives {D (2) i } i=0,...,N by selecting among the direction vectors {∆ (2) Q k } k=0,...,M −1 derived through formula (3), the ones corresponding to the subsequence of knots {t i } i=0,...,N .
Best-Fitting Weights Computation.
For all i = 0, ..., N −1 approximate the data points {Q i k } k=0,...,M i −1 lying between two consecutive interpolating points F i , F i+1 , through the rational Hermite interpolant c i (t) with optimal parameters {w i j } j=1,...,n−1 provided by Algorithm 1.
Output:
the degree-n approximating curve c(t) = ∪ N −1 i=0 c i (t) in the desired form (4).
To summarize, the idea at the base of our innovative strategy is the following: (i) we define a number of parameter values compatible with the given data set, (ii) we estimate first and, if required, second order derivatives in correspondence of all points to be precisely interpolated and (iii) finally, for each curve piece, we compute the weight vector which minimizes the fitting error in the least-squares sense, so that the rational Bézier form (4) can be provided. The main contribution of this paper lies therefore in bringing all these components together with some innovations to complete a new and efficient algorithm for constrained least-squares data-fitting. Its performances in terms of accuracy, number of iterations and computing time have been extensively analyzed over a wide range of experiments which confirm its superiority if compared with existing procedures. In the next section we will illustrate the results we got by comparing the proposed fitter with MATLAB's lsqcurvefit function.
Comparisons and experimental results
To illustrate the efficiency of the fitting method derived in Section 3, we have compared the optimal weights computation in Algorithm 1 with MATLAB's lsqcurvefit procedure. By default this implements a subspace trust region approach based on the interior-reflective Newton method described in [5, 6] , whose single step involves the approximate solution of a large linear system by using the method of Preconditioned Conjugate Gradients (PCG). The two algorithms have been implemented in MATLAB and tested for fitting many sets of points with constraints, always showing that, starting with the same initialization values and adopting the same stopping criterions, the novel approach allows us to reduce the number of lsqcurvefit iterations and the overall computing time significantly, while keeping the fitting curve within at least the same accuracy and in good quality. Such kinds of results, proving the superior performance of our method, have been obtained testing the two procedures on many sequences of points representing any type of target shape in space. Since important applications in Computer Aided Geometric Design often require fitting points that lie on the intersection of two surfaces by using a fair and accurate NURBS model, in the examples selected for this paper we have exploited degree 3 and 5 rational Hermite elements to approximate sequences of points {Q k } k=0,...,M −1 generated by a marching algorithm arising from a set of starting points (consisting of border points, turning points and cusp points) that turns out to be crucial to the intersection curve reconstruction. For each segment c i (t) the closeness of fit has been verified by computing the average distance of the rational curve representation, resulting by the identified weights, from the data set Q. Such a distance has been worked out with respect to the se-quence of parameter values τ k previously determined through (1), by means of the root mean square error
The efficiency of the new procedure in terms of approximation accuracy, number of iterations and computing time is confirmed by numerical results listed in the following tables (they all refer to tests made on a Pentium IV 3 GHz PC computer).
As it appears and it was confirmed by many other experiments, each round of Algorithm 1 turns out to be really effective, so that convergence to the optimum is always achieved in a few steps which globally require a very short time. More precisely, while in the cubic case the same approximation accuracies reached by the lsqcurvefit procedure are obtained after not much less rounds of the algorithm, the computing time needed by the overall process to work out the best-fitting weights, is noticeably smaller. In the quintic case the superiority of the new approach is even more evident: more precise fitting curves are generated through a remarkably reduced number of iterations which leads to a significant improvement of the computational time. Data points considered in Tables 1-2 , 3-4, 5-6 and 7 are determined respectively by a free-form surface/free-form surface, a sphere/free-form surface, a sphere/cylinder and a torus/cylinder intersection. In these four cases the overall set Q is made of 2302, 702, 514 and 590 points with Q 0 ≡ Q M −1 ; the subset of starting points assumed in each of these contexts is given by 7, 5, 5 and 7 entries, respectively. For all the data sets the sequence of break points F i to be interpolated by the final fitting coincides with the given starting points (see Figures 1-3-5 and Tables 1-3-5) . Sometimes, however, since the resulting number of curve pieces turns out to be too small to get a sufficiently accurate reconstruction, wherever required we adaptively subdivide the point set {Q i k } k=0,...,M i −1 confined between the assigned constraints F i and F i+1 , in such a way that the fitting error of each curve segment may reach the required error tolerance. In the examples below this strategy has been applied on all the 4 subsets in data set 2 and 3 to make the E i RM S errors related to the least-squares cubic procedure reach the same level of accuracy obtained by its quintic counterpart (see Figures 4-6 and Tables 4-6). Parallel to this, the first, second, fifth and sixth of the 6 subsets identified by the 7 starting points adopted for data set 1, have been subdivided to generate 10 pieces of cubic with E i RM S errors smaller than 10 −2 (see Figure 2 and Table 2 ). Analogously, the second and fifth of the 6 subsets identified by the 7 starting points adopted for data set 4, have been subdivided to generate 8 pieces of quintic with E i RM S errors smaller than 10 −2 (see Figure  7 and Table 7 ). Note that the best fitting curve got by running the lsqcurvefit algorithm on data set 4 subject to the so computed point constraints, is not able to satisfy the required accuracy. Figure 1 . Least-squares fitting of data set 1 through 6 rational quintic Hermite elements. In both pictures the piecewise quintic that best approximates the sequence of points {Q k } k=0,...,2301 lying on the free-form surfaces intersection is denoted by a solid line. Control polygons of the 6 curve pieces passing through the assigned break points {F i } i=0,..., 6 (with F 0 ≡ F 6 ) are shown as dashed lines. Table 1 . Comparison of error measures (E i RM S ), optimal solutions (w i, * ), numbers of iterations (nit) and computing time (time) for lsqcurvefit and Algorithm 1 when they are tested on data set 1 for computing the best-fitting weights of the rational quintic model. Be warned that as regards the lsqcurvefit procedure, the parameter nit includes also the number of PCG iterations. Table 2 . Comparison of error measures (E i RM S ), optimal solutions (w i, * ), numbers of iterations (nit) and computing time (time) for lsqcurvefit and Algorithm 1 when they are tested on data set 1 for computing the best-fitting weights of the rational cubic model. Be warned that as regards the lsqcurvefit procedure, the parameter nit includes also the number of PCG iterations. Table 3 . Comparison of error measures (E i RM S ), optimal solutions (w i, * ), numbers of iterations (nit) and computing time (time) for lsqcurvefit and Algorithm 1 when they are tested on data set 2 for computing the best-fitting weights of the rational quintic model. Be warned that as regards the lsqcurvefit procedure, the parameter nit includes also the number of PCG iterations. Table 5 . Comparison of error measures (E i RM S ), optimal solutions (w i, * ), numbers of iterations (nit) and computing time (time) for lsqcurvefit and Algorithm 1 when they are tested on data set 3 for computing the best-fitting weights of the rational quintic model. Be warned that as regards the lsqcurvefit procedure, the parameter nit includes also the number of PCG iterations. Table 7 . Comparison of error measures (E i RM S ), optimal solutions (w i, * ), numbers of iterations (nit) and computing time (time) for lsqcurvefit and Algorithm 1 when they are tested on data set 4 for computing the best-fitting weights of the rational quintic model. Be warned that as regards the lsqcurvefit procedure, the parameter nit includes also the number of PCG iterations.
In all the selected examples first and second order derivatives at the prescribed locations F i have been worked out through formulas (2)-(3) as previously explained in Section 2. Since the novel fitter relies on piecewise Hermite curves, interpolation of computed derivatives allows us to naturally guarantee a fair fitting, as proved by the curvature and torsion plots in Figures 8, 9 , 10, 11. The innovative least-squares fitting method proposed in Section 3 is thus optimized for handling arbitrary spatial data sets with constraints in respect of great quality and high speed. 
Concluding remarks
Existing techniques for computing a smooth parametric curve that approximates a well-ordered sequence of distinct data satisfying specific requirements on points and derivatives to be interpolated, rely on mathematical models defined in the space of conventional polynomial splines and NURBS. While alternative approaches have proposed to use piecewise Hermite polynomials of degree three and five as possible fitting curve basis [7] , their rational counterparts have never been taken into account. This consideration prompted us to propose an innovative solution to the problem of constrained least-squares data-fitting that is based on cubic and quintic piecewise rational Hermite interpolants. The use of this novel curve primitive provides an efficient fitter, which turns out to enclose a number of advantages that cannot be set aside:
• it is simple in definition and construction;
• it can be written into standard NURBS format and thus can be exported to any CAD system; • it is fully automatic since no user intervention is ever required;
• it provides fair (and, whenever n > 3, curvature continuous) reconstructions;
• it is both flexible and powerful as it can easily solve any fitting problem with very few computations; • it converges rapidly (quadratically) to the target shape, always guaranteeing a highly accurate fitting through only a very few number of iterations.
All these benefits are due to the fact that the novel fitting procedure combines a very effective optimization algorithm for identifying the best-fitting or optimal weights, with a very powerful rational representation that is able to realize the full modelling potential of NURBS in a cheapest way than conventional approaches because all the control variables are handled collectively and simultaneously in a unified way. Since the NURBS control points turn out to be automatically defined through the weights, the optimization process can be performed only on the latter, so reducing difficulties and computations. Furthermore, due to the locality of the proposed strategy, processing extremely large data sets is not a burden and, if the number of given points is increased, neither instability nor memory problems may occur.
The proposed technique results therefore in an efficient and practical method to be used directly in applications like the reconstruction of a surface/surface intersection curve and the generation of the curve network at the base of a Gordon-type surface, where a fair shape is desired by approximating a given point set with positional constraints.
