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a b s t r a c t
The hypergeometric function 2F 1[a1, a2; a3; z] plays an important role in mathematical
analysis and its application. Gauss defined two hypergeometric functions to be contiguous
if they have the same power-series variable, if two of the parameters are pairwise equal,
and if the third pair differs by±1. He showed that a hypergeometric function and any two
other contiguous to it are linearly related. In this paper, we present an interesting formula
as a linear relation of three shifted Gauss polynomials in the three parameters a1, a2 and
a3. More precisely, we obtained a recurrence relation including
2F 1[a1 + α1, a2; a3; z], 2F 1[a1, a2 + α2; a3; z] and 2F 1[a1, a2; a3 + α3; z]
for any arbitrary integers α1, α2 and α3.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The hypergeometric function 2F 1[a1, a2; a3; z] plays an important role in mathematical analysis and its application. This
function allows us to solve many interesting problems, such as conformal mapping of triangular domains bounded by line
segments or circular arcs, various problems of quantum mechanics.
Almost all of the elementary functions of mathematics are either hypergeometric or ratios of hypergeometric functions.
Many of the non elementary functions that arise in mathematics and physics also have representations as hypergeometric
series.
There are three very important approaches to hypergeometric functions. First, Euler’s fractional integral representations
leads easily to the derivation of essential identities and transformations of hypergeometric functions. A second order linear
differential equation satisfied by a hypergeometric function provides a second method. This equation was also found by
Euler and then studied by Gauss. Still later, Riemann observed that a characterization of second-order equations with three
regular singularities gives a powerful technique, involving minimal calculation, for obtaining formulas for hypergeometric
functions. Third, Barnes expressed a hypergeometric function as a contour integral, which can be seen as a Meline inversion
formula. Some integrals that arise here are really extensions of beta integrals. They also appear in the orthogonality relations
for some special orthogonal polynomials.
The major development of the theory of the hypergeometric function was carried out by Gauss and published in his
famous memoir of 1812. Some important results concerning the hypergeometric function had been developed by Euler and
others, but it was Gauss who made the first systematic study of the series that defines this function.
In (1812), Gauss presented to the Royal Society of Sciences at Göttingen his famous paper (Gauss (1813)) in which he
considered the infinite series
1+ a1a2
1.a3
z + a1(a1 + 1)a2(a2 + 1)
1.2.a3(a3 + 1) z
2 + a1(a1 + 1)(a1 + 2)a2(a2 + 1)(a2 + 2)
1.2.3.a3(a3 + 1)(a3 + 2) z
3 + · · · (1.1)
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as a function of a1, a2, a3, z, where it is assumed that a3 6= 0,−1,−2, . . . , so that no zero factors appear in the denominators
of the terms of the series. He showed that the series converges absolutely for |z| < 1, and for |z| = 1when Re(a3−a1−a2) >
0, gave its (contiguous) recurrence relations, and derived his famous formula
F(a1, a2; a3; 1) = Γ (a3)Γ (a3 − a1 − a2)
Γ (a3 − a1)Γ (a3 − a2) , Re(a3 − a1 − a2) > 0 (1.2)
for the sum of his series when z = 1 and Re(a3 − a1 − a2) > 0.
Although Gauss used the notation F(a1, a2, a3, z) for his series, it is now customary to use F [a1, a2; a3; z] or either of the
notations
2F 1(a1, a2; a3; z), 2F1
[
a1, a2
a3
; z
]
for the series (and for its sumwhen it converges), because these notations separate the numerator parameters a1, a2 from the
denominator parameter a3 and the variable z. For more details about hypergeometric series and their contiguous relations,
see [1–5].
Gauss defined two hypergeometric functions to be contiguous if they have the same power-series variable, if two of the
parameters are pairwise equal, and if the third pair differs by ±1. He showed that a hypergeometric function and any two
other contiguous to it are linearly related. Since there are six contiguous to a given 2F 1, one get a total of 15 relations. In fact,
only four of the fifteen are really independent, as all others may be obtained by elimination and use of the fact that the 2F 1
is symmetric in a1 and a2.
Applications of contiguous relations range from the evaluation of hypergeometric series to the derivation of summation
and transformation formulas for such series. They can be used to evaluate a hypergeometric function that is contiguous
to a hypergeometric series which can be evaluated. Contiguous relations are also used to imply some continued fraction
expansions for hypergeometric functions as well as to make a correspondence between Lie algebras and special functions,
such correspondence yields formulas of special functions [6].
In [7], several properties of coefficients of these general contiguous relations were proved and then used to propose
effective ways to compute contiguous relations. In [8], contiguous relations were used to establish and prove sharp
inequalities between the Gaussian hypergeometric function and the power mean. These results extend known inequalities
involving the complete elliptic integral and the hypergeometricmean. In [9], some consequences of the contiguous relations
of 2F 1 were proved, while in [10], a new method of the shifted operators for computing the contiguous relations of 2F 1 was
introduced. More details about contiguous relations and their application can be found in [11–16].
This paper is organized as follows, in the next section, we recall the definition of shifted operators and mentioned some
helpful results concerning the recurrence relations of Gauss functions, while in Section 3, we present our main results and
give the proofs of our main theorems. Finally, in Section 4, with the help of the computer algebra systemMathematica, two
computational examples using the results obtained in Section 3 are presented.
2. Preliminaries and tools
Definition 2.1. Let Aαii : X → X, (i = 1, 2, 3), where X is the set of all Gauss’ functions 2F 1[a1, a2; a3; z] with variable z,
and parameters a1, a2 and a3 such that a3 6= 0,−1,−2, . . ., then
A
α1
1
(
C[a1, a2, a3] 2F 1[a1, a2; a3; z]
) = C[a1 + α1, a2, a3] 2F 1[a1 + α1, a2; a3; z]
A
α2
2
(
C[a1, a2, a3] 2F 1[a1, a2; a3; z]
) = C[a1, a2 + α2, a3] 2F 1[a1, a2 + α2; a3; z]
A
α3
3
(
C[a1, a2, a3] 2F 1[a1, a2; a3; z]
) = C[a1, a2, a3 + α3] 2F 1[a1, a2; a3 + α3; z]
where αi, i = 1, 2, 3 are any integers, and C[a1, a2, a3] is an arbitrary constant function of a1, a2 and a3 such that for any
such operators
A
αi
i A
−αi
i
(
C[a1, a2, a3] 2F 1[a1, a2; a3; z]
) = I (C[a1, a2, a3] 2F 1[a1, a2; a3; z])
and I is the identity operator defined on X with
Ik
(
C[a1, a2, a3] 2F 1[a1, a2; a3; z]
) = I (C[a1, a2, a3] 2F 1[a1, a2; a3; z])
= C[a1, a2, a3] 2F 1[a1, a2; a3; z]; ∀F ∈ X .
The five shifted operators of the 1st degree A−13 ,A
−1
2 ,A
−1
1 ,A2 and A3 in terms of the two operators A1 and I were
introduced in [10, Theorem (2)], as follows:
A−13 =
a1
a3 − 1A1 +
a3 − a1 − 1
a3 − 1 I; a3 6= 1 (2.1)
1920 A.K. Ibrahim, M.A. Rakha / Computers and Mathematics with Applications 56 (2008) 1918–1926
A−12 =
a1(z − 1)
a2 − a3 A1 +
a1 + a2 − a3
a2 − a3 I; a2 6= a3 (2.2)
A−11 =
a1(z − 1)
a1 − a3 A1 +
2a1 + (a2 − a1)z − a3
a1 − a3 I; a1 6= a3 (2.3)
A2 = a1a2A1 +
a2 − a1
a2
I; a2 6= 0 (2.4)
A3 = a1a3(z − 1)
(a1 − a3)(a3 − a2)zA1 −
a3((a3 − a2)z − a1)
(a1 − a3)(a3 − a2)z I; a1 6= a3, a2 6= a3 and z 6= 0. (2.5)
In addition, [10, Lemma (6)], asserts the possibility of expressing any shifted operator with arbitrary degreeAji, i = 1, 2, 3
and j ∈ Z as a linear relation ofA1 and I only. This lemma enables us to rewrite any shifted operatorAji as
A
j
i = lijA1 +mijI, i = 1, 2, 3; j ∈ Z (2.6)
where lij andmij are the ith row of the two vectors Lj andMj respectively, where,
Lj = Kj−1Lj−1 + Tj−1Lj−2,
Mj = Kj−1Mj−1 + Tj−1Mj−2
}
, j ≥ 2 (2.7)
or
Lj = T−1j+1
[
Lj+2 − Kj+1Lj+1
]
,
Mj = T−1j+1
[
Mj+2 − Kj+1Mj+1
] } , j < 0 (2.8)
with
L0 =
[0
0
0
]
, L1 =

1
a1
a2
a1a3(z − 1)
(a2 − a3)(a3 − a2)z

M0 =
[1
1
1
]
, M1 =

0
a2 − a1
a2
a3 [a1 − (a3 − a2)z]
(a1 − a3)(a3 − a2)z


, (2.9)
and
Kn =

a3 − 2a1 + (a1 + n− a2)z
(a1 + n)(z − 1) 0 0
0
a3 − 2(a2 + n)+ (a2 + n− a1)z
(a2 + n)(z − 1) 0
0 0
(a3 + n)[(a3 + n− 1)+ (a1 + a2 − 2(a3 + n)+ 1)z]
(a3 + n− a2)(a1 − a3 − n)z

Tn =

a1 + n− a3
(a1 + n)(z − 1) 0 0
0
a2 + n− a3
(a2 + n)(z − 1) 0
0 0
(a3 + n)(a3 + n− 1)(z − 1)
(a3 + n− a2)(a1 − a3 − n)z


.
(2.10)
The primary aim of this paper was to establish a recurrence relation as a linear combination of any three Gauss functions
with arbitrary shifts in only one of the three parameters ai, i = 1, 2, 3, for example
c1 2F 1[a1 + α1, a2, a2; a3, z] + c2 2F 1[a1 + α2, a2, a2; a3, z] + c3 2F 1[a1 + α3, a2, a2; a3, z] = 0.
Fortunately, we extend our results to present an interesting formula as a linear relation of three shifted Gauss polynomials
in the three parameters a1, a2 and a3. More precisely, we obtained a recurrence relation including
2F 1[a1 + α1, a2; a3; z], 2F 1[a1, a2 + α2; a3; z] and 2F 1[a1, a2; a3 + α3; z]. (2.11)
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3. Main results
The technique of our work depends essentially on the relations between the shifted operators defined in (2.1)–(2.5) on
Gauss functions which enable us to find the desired formulas. The following theorem gives a general form of the relation
between the three Gauss functions:
2F 1[a1 + α1, a2; a3; z], 2F 1[a1 + α2, a2; a3; z] and 2F 1[a1 + α3, a2; a3; z]. (3.1)
Theorem 3.1. Let αi ∈ Z, i = 1, 2, 3. Then the three Gauss functions (3.1) are related in the following linear form∣∣∣∣∣∣
A
α1
1 A
α2
1 A
α3
1
l1α1 l1α2 l1α3
m1α1 m1α2 m1α3
∣∣∣∣∣∣ 2F 1[a1, a2; a3; z] = 0, (3.2)
where Aαi1 , i = 1, 2, 3 are defined as in Definition 2.1, and lij,mij are defined as in (2.7).
Proof. We assuming that the desired recurrence relation joining the three mentioned Gauss function is
d1 2F 1[a1 + α1, a2; a3; z] + d2 2F 1[a1 + α2, a2; a3; z] + d3 2F 1[a1 + α3, a2; a3; z] = 0,
for some nonzero di ∈ Z, which can be written in operator form as
3∑
k=1
(dkA
αk
1 ) 2F 1[a1, a2; a3; z] = 0. (3.3)
Now, setting i = 1 in (2.6), we get
A
j
1 = l1jA1 +m1jI, j ∈ Z
and for j = αk, k = 1, 2, 3, we get
A
αk
1 = l1αkA1 +m1αkI, k = 1, 2, 3. (3.4)
Combining (3.3) and (3.4), one can consider the solution
3∑
k=1
dkl1αk = 0, and
3∑
k=1
dkm1αk = 0
 , (3.5)
solving for dk, one can have
dk =
∣∣∣∣ l1αk+1 l1αk+2m1αk+1 m1αk+2
∣∣∣∣ , k = 1, 2, 3, . . . (mod 3); (3.6)
substituting in (3.3) we get
3∑
k=1
(∣∣∣∣ l1αk+1 l1αk+2m1αk+1 m1αk+2
∣∣∣∣Aαk1 ) 2F 1[a1, a2; a3; z] = 0,
which can be written in the determinant form as in (3.3), which completes the proof. 
A similar formula for the shifts in a2 and a3 can be easily obtained. The next corollary generalizes the result obtained in
Theorem 3.1.
Corollary 3.2. Let Aαki , i, k = 1, 2, 3 be the shifted operator defined as in Definition 2.1, then the recurrence relation joining the
three Gauss functions with one parameter shifted is given by :∣∣∣∣∣∣
A
α1
i A
α2
i A
α3
i
liα1 liα2 liα3
miα1 miα2 miα3
∣∣∣∣∣∣ 2F 1[a1, a2; a3; z] = 0, i = 1, 2, 3. (3.7)
The following theorem deals with the more general formula joining the three Gauss functions (2.11).
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Theorem 3.3. For any integers αi, i = 1, 2, 3, the three shifted Gauss polynomials (2.11), are linearly related in the form:∣∣∣∣∣∣
A
α1
1 A
α2
2 A
α3
3
l1α1 l2α2 l3α3
m1α1 m2α2 m3α3
∣∣∣∣∣∣ 2F 1[a1, a2; a3; z] = 0, (3.8)
where lij,mij; i, j = 1, 2, 3 are defined as in (2.7) and (2.8).
Proof. Suppose that the required relation has the form:
d1 2F 1[a1 + α1, a2; a3; z] + d2 2F 1[a1, a2 + α2; a3; z] + d3 2F 1[a1, a2; a3 + α3; z] = 0,
for some di = di(a1, a2, a3, z), i = 1, 2, 3, that is
3∑
i=1
(diA
αi
i ) 2F 1[a1, a2; a3; z] = 0. (3.9)
Now, setting j = αi ∈ Z, i = 1, 2, 3 in (2.6), one can have
A
αi
i = liαiA1 +miαiI, i = 1, 2, 3, (3.10)
substituting in (3.9), one solution may be given by
3∑
i=1
diliαi = 0, and
3∑
i=1
dimiαi = 0
 , (3.11)
and solving for di, we get
di =
∣∣∣∣ li+1,αi+1 li+2,αi+2mi+1,αi+1 mi+2,αi+2
∣∣∣∣ , i = 1, 2, 3, . . . (mod 3) (3.12)
using (3.12), we can rewrite (3.9) in the form (3.8) which completes the proof. 
4. Conclusion
The existence of such formulas established in the last section, depends on whether the systems (3.5) and (3.11) have
non-trivial solution, that is, the existence of (3.7) demands that the (3× 2) matrices∣∣∣∣∣li,α1 mi,α1li,α2 mi,α2li,α3 mi,α3
∣∣∣∣∣ , i = 1, 2, 3
are full rank (=2), while the existence of (3.8) demands non trivial solution for the system (3.11), that is, the (3×2)matrices∣∣∣∣∣ li,αi mi,αili+1,αi+1 mi+1,αi+1li+2,αi+2 mi+2,αi+2
∣∣∣∣∣ , i = 1, 2, 3 (mod 3)
are full rank (=2).
4.1. Computational examples
Gauss relations can be proved by the expansion of the various power series in z, and equating the coefficients of zn. If
α, β , and γ are integers, then 2F 1[a1 + α, a2 + β, a3 + γ ; z] can be expressed by repeated application of the contiguous
relations as a linear combination of 2F 1 and one of its contiguous functions with coefficients which are rational functions of
α, β, γ , a1, a2, a3 and z.
The following Mathematica algorithm can easily be used to determine whether a given relation of hypergeometric
functions is contiguous or not. For a general case let us assume the following cases
C1 2F 1[a1 + α1, a2; a3, z] + C2 2F 1[a1 + α2, a2; a3, z] + C3 2F 1[a1 + α3, a2; a3, z],
C1 2F 1[a1, a2 + β1; a3, z] + C2 2F 1[a1, a2 + β2; a3, z] + C3 2F 1[a1, a2 + β3; a3, z],
C1 2F 1[a1, a2; a3 + γ1, z] + C2 2F 1[a1, a2; a3 + γ2, z] + C3 2F 1[a1, a2; a3 + γ3, z],
C1 2F 1[a1 + α1, a2; a3, z] + C2 2F 1[a1, a2 + β1; a3, z] + C3 2F 1[a1, a2; a3 + γ1, z].
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We start the algorithm by introducing the required arrays we will use for saving our computations and then introduce the
required information for our computations, such as, thematrices K [n], T [n] and the initial vectors L[0], L[1] andM[0],M[1].
According to the value of n, the algorithm will construct two different matrices, one for L and the other for M each of
dimensions 3× (2n+ 1) constructed as follows
· · · L[−3] L[−2] L[−1] L[0] L[1] L[2] L[3] · · ·
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...

and 
· · · M[−3] M[−2] M[−1] M[0] M[1] M[2] M[3] · · ·
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...

from which, we can easily have the values of every Li andMi for any values of i.
For verification of our computation, we may use one of the two built inMathematica functions
Hypergeometric 2F 1[a1, a2; a3; z]
which is used for computing the hypergeometric function 2F 1[a1, a2; a3; z], and
Series[Hypergeometric 2F 1[a, b, c, z], {z, x0, n}]
which gives the series expansion around x0 to order n.
With n = 3, the algorithm will compute L[−3], L[−2], L[−1], L[0], L[1], L[2] and L[3] together with M[−3],M[−2],
M[−1],M[0],M[1],M[2] and M[3] and filled them in the matrices Ls and Ms respectively. With such computations, we
may check if there are such constants C1, C2 and C3 for which the following functions
C1 2F 1[a1, a2; a3, z], C2 2F 1[a1, a2; a3 − 1, z] and C3 2F 1[a1, a2; a3 + 1, z]
are contiguous or not? In other words, what are the values of C1, C2 and C3 for which
C1 2F 1[a1, a2; a3, z] + C2 2F 1[a1, a2; a3 − 1, z] + C3 2F 1[a1, a2; a3 + 1, z] = 0.
In this case, we will have α1 = α2 = α3 = 0, β1 = β2 = β3 = 0 and γ1 = 0, γ2 = −1, γ3 = 1 that is, the matrix ‘‘shift ’’
will be on the form[0 0 0
0 0 −1
0 0 1
]
.
Computing the values of the coefficients, and simplifying, we will have
C1 = a3[a3 − 1+ (a1 + a2 + 1− 2a3)z], C2 = −a3(a3 − 1)(1− z) and C3 = (a3 − a1)(a3 − a2)
from which one can easily verify that
C1 2F 1[a1, a2; a3, z] + C2 2F 1[a1, a2; a3 − 1, z] + C3 2F 1[a1, a2; a3 + 1, z] = 0
which is exactly one of the Gauss 15 contiguous relations. Another example for such computation is for the relation
C1 2F 1[a1 − 1, a2; a3, z] + C2 2F 1[a1, a2 − 1; a3, z] + C3 2F 1[a1, a2; a3 − 1, z] = 0.
Computing the coefficients we will have
C1 = −a1(a1 − a3)[−1+ a2 + (1+ a1 − a3)z]
C2 = a1(a2 − a3)[−1+ a1 + (1+ a2 − a3)z]
C3 = a1(a3 − 1)(a1 − a2)(z − 1)2,
from which its easy to prove that the given relation represent a contiguous relation.
For the shifts of αi, βi, γi; i = 1, 2, 3, represented in the following table, one can easily find the values of the coefficients
C1, C2 and C3 for which
C 1 2F 1[a1 + α1, a2 + β1; a3 + γ1; z] + C 2 2F 1[a1 + α2, a2 + β2; a3 + γ2; z]
+ C3 2F 1[a1 + α3, a2 + β3; a3 + γ3; z] = 0
represent contiguous relations.
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No. α1 β1 γ1 α2 β2 γ2 α3 β3 γ3
1 0 0 0 1 0 0 0 1 0
2 0 0 0 1 0 0 0 0 −1
3 0 0 0 1 0 0 0 0 1
4 0 0 0 −1 0 0 0 0 1
5 0 0 0 0 −1 0 0 0 1
6 0 0 0 1 0 0 −1 0 0
7 0 0 0 1 0 0 0 −1 0
8 0 0 0 −1 0 0 0 1 0
9 0 0 0 −1 0 0 0 −1 0
10 0 0 0 −1 0 0 0 0 −1
11 0 0 0 0 1 0 0 −1 0
12 0 0 0 0 1 0 0 0 1
13 0 0 0 0 1 0 0 0 −1
14 0 0 0 0 −1 0 0 0 −1
15 0 0 0 0 0 −1 0 0 1
16 −1 0 0 1 0 0 0 1 0
17 1 0 0 0 −1 0 0 1 0
18 −1 0 0 1 0 0 0 0 −1
19 1 0 0 0 0 −1 0 0 1
20 0 −1 0 0 1 0 0 0 −1
21 0 0 −1 0 1 0 0 0 1
22 −1 0 0 0 −1 0 0 0 1
23 −1 0 0 0 1 0 0 0 −1
24 1 0 0 0 −1 0 0 0 −1
25 1 0 0 0 1 0 0 0 −1
26 1 0 0 0 1 0 0 0 1
27 0 0 0 0 1 0 0 2 0
28 0 0 0 0 −1 0 0 −2 0
29 0 0 0 0 0 1 0 0 2
30 0 0 0 0 0 −1 0 0 −2
Relations 1–15, are the Gauss 15 contiguous relations. In such relations, two hypergeometric series differ just in one
parameter from the third hypergeometric series, and the difference is 1. It is very important to notice that a contiguous
relation between any three contiguous hypergeometric functions can be found by combining linearly a sequence of Gauss
contiguous relations.
In relations 16–26, the given functions are all contiguous since their parameters a1, a2 and a3 differ by ±1. While in
the relations 27–30, only one parameter of one of the contiguous functions differ by ±2. This type of relations is called
recurrence identities of ‘‘consecutive neighbors ’’ [17,18].
4.2. Mathematica code
% The value of n and the required arrays,
n:=3
Ls:=Array[v,{3,2n+1}];Ms:=Array[m,{3,2n+1}]
Shift:=Array[f,{3,3}];G:=Array[g,{3,1}]
H:=Array[h,{3,1}]
% The K[n] and T[n] matrices,
K[n_]:= {{(c+(a+n-b)z-2(a+n))/((a+n)(z-1)),0,0},
{0,(c+(b+n-a)z-2(b+n))/((b+n)(z-1)),0},
{0,0,((c+n)((c+n-1)+(a+b-2 c-2 n+1)z))/((c+n-b)(a-c-n)z)}}
T[n_]:={{(a+n-c)/((a+n)(z-1)),0,0},
{0,(b+n-c)/((b+n)(z-1)),0},
{0,0,((c+n)(c+n-1)(z-1))/((c+n-b)(a-c-n)z)}}
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% Values of both L[1] and L[2]
L[1]:={{1}, {a/b}, {((a c ((z - 1))))/((((a - c))((c - b))z))}}
M[1]:={{0}, {(b - a)/b}, {((c ((a - ((c - b)) z))))/((((a - c))((c - b)) z))}})
% Filling the entries of the Ls and Ms arrays,
Do[v[i,n+1]=0;m[i,n+1]=1;
v[i,2+n]=L[1][[i,1]];m[i,2+n]=M[1][[i,1]],{i,1,3}]
Do[v[i,j]=K[j-(2+n)][[i,i]] Ls[[i,j-1]]+T[j-(2+n)][[i,i]] Ls[[i,(j-2)]],
{j,3+n,2n+1},{i,1,3}]
Do[m[i,j]=K[j-(2+n)][[i,i]] Ms[[i,j-1]]+T[j-(2+n)][[i,i]] Ms[[i,(j-2)]],{i,1,3},
{j,n+3,2n+1}]
% Computing L’s and M’s,
S:=Transpose[{Inverse[T[0]].(Ls[[All,5]]-(K[0].Ls[[All,4]])),
Inverse[T[-1]].(Ls[[All,4]]-(K[-1].Ls[[All,3]])),
Inverse[T[-2]].(Ls[[All,3]]-(K[-2].Ls[[All,2]]))}]
F:=Transpose[{Inverse[T[0]].(Ms[[All,5]]-(K[0].Ms[[All,4]])),
Inverse[T[-1]].(Ms[[All,4]]-(K[-1].Ms[[All,3]])),
Inverse[T[-2]].(Ms[[All,3]]-(K[-2].Ms[[All,2]]))}]
Do[v[i,j]=S[[i,n-(j-1)]];m[i,j]=F[[i,n-(j-1)]],{j,1,n},{i,1,3}]
% Filling the values of the shifts,
alph:={-2,1,0};bet:={0,0,2};gam:={0,0,0}
Shift:=Transpose[{alph,bet,gam}]
% Entries of the G & H matrices
Do[g[i,1]=Ls[[1,3+(n+1)]]
Ls[[1,Shift[[i,1]]+(n+1)]](Ls[[2,Shift[[i,2]]+(n+1)]]
/.{a -> a+1})(Ls[[3,Shift[[i,3]]+(n+1)]]/.{a-> a+2})
+ Ls[[1,2+(n+1)]] Ls[[1,Shift[[i,1]]+(n+1)]]((Ls[[2,Shift[[i,2]]+(n+1)]]
/.{a -> a+1})(Ms[[3,Shift[[i,3]]+(n+1)]]/.{a -> a+2})
+(Ms[[2,Shift[[i,2]]+(n+1)]]/.{a->a+1})(Ls[[3,Shift[[i,3]]+(n+1)]]/.{a->a+1}))
+ Ls[[1,2+(n+1)]] Ls[[2,Shift[[i,2]]+(n+1)]]Ms[[1,Shift[[i,1]]+(n+1)]]
(Ls[[3,Shift[[i,3]]+(n+1)]]/.{a->a+1})
+ Ls[[3,Shift[[i,3]]+(n+1)]]Ms[[1,Shift[[i,1]]+(n+1)]]Ms[[2,Shift[[i,2]]+(n+1)]]
+ Ls[[1,Shift[[i,1]]+(n+1)]](Ms[[3,Shift[[i,3]]+(n+1)]]/.{a -> a+1})
(Ms[[2,Shift[[i,2]]+(n+1)]]/.{a->a+1})
+ Ls[[2,Shift[[i,2]]+(n+1)]]Ms[[1,Shift[[i,1]]+(n+1)]]
(Ms[[3,Shift[[i,3]]+(n+1)]]/.{a -> a+1}),{i,1,3}]
FullSimplify[MatrixForm[G]];
Do[h[i,1]= Ls[[1,Shift[[i,1]]+(n+1)]]
Ms[[1,3+(n+1)]] (Ls[[2,Shift[[i,2]]+(n+1)]]/.{a -> a+1})
(Ls[[3,Shift[[i,3]]+(n+1)]]/.{a -> a+2})
+ Ls[[1,Shift[[i,1]]+(n+1)]] Ms[[1,2+(n+1)]]
(Ls[[2,Shift[[i,2]]+(n+1)]]/.{a -> a+1})
(Ms[[3,Shift[[i,3]]+(n+1)]]/.{a -> a+2})
+ Ls[[1,Shift[[i,1]]+(n+1)]] Ms[[1,2+(n+1)]]
(Ms[[2,Shift[[i,2]]+(n+1)]]/.{a -> a+1})
(Ls[[3,Shift[[i,3]]+(n+1)]]/.{a -> a+1})
+ Ls[[2,Shift[[i,2]]+(n+1)]] Ms[[1,2+(n+1)]] Ms[[1,Shift[[i,1]]+(n+1)]]
(Ls[[3,Shift[[i,3]]+(n+1)]]/.{a -> a+1})
+ Ms[[1,Shift[[i,1]]+(n+1)]] Ms[[2,Shift[[i,2]]+(n+1)]]
Ms[[3,Shift[[i,3]]+(n+1)]],{i,1,3}]
FullSimplify[MatrixForm[H]];
% Computing the constants C1, C2 and C3
C1=Together[G[[2]] H[[3]] - G[[3]] H[[2]]];
C2=Together[G[[3]] H[[1]] - G[[1]] H[[3]]];
C3=Together[G[[1]] H[[2]] - G[[2]] H[[1]]];
% The Full Simplified hypergeometric relation,
FullSimplify[C1 Hypergeometric2F1[a+Shift[[1,1]],b+Shift[[1,2]],c+Shift[[1,3]],z]
+ C2 Hypergeometric2F1[a+Shift[[2,1]],b+Shift[[2,2]],c+Shift[[2,3]],z]
+ C3 Hypergeometric2F1[a+Shift[[3,1]],b+Shift[[3,2]],c+Shift[[3,3]],z]]
% The numerical value of the relation at specific numerics
%/.{a -> 10,b -> 5,c -> 2,z -> 1/3}
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