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Abstract
Gnanakumar Thedchanamoorthy Master of Philosophy
The University of Sydney April 2015
New approaches and their
applications in measuring mixing
patterns of complex networks
In this thesis, mixing patterns of complex networks are analysed. Both synthesised as well
as existing, real-world networks are studied using various approaches to analyse the mixing
patterns of them. A sample set of canonical networks, scale-free networks, small-world
networks and random networks were created with varying characteristics and their mixing
patterns were studied. Many large-scale, real-world networks were also analysed in order
to understand their mixing patterns.
Assortativity is a measure that quanties the similarity among nodes that are connected.
This could be calculated for each node and for the whole network as well. In this thesis,
two new approaches to quantify node assortativity have been proposed. First approach
presented eliminates the dependency of node assortativity calculation on average excess
degree. This dependency was found in the denition that is widely used currently. Using
the new approach, it is shown that most real-world scale-free networks have disassortative
hubs, though we can synthesise model networks which have assortative hubs. It is also
shown that real-world networks do display assortative hubs in some instances, particularly
when high robustness to targeted attacks is a necessity. The second approach to node
assortativity proposed is calculated based on the contribution of nodes toward the network
assortativity. Using this approach it was shown that in most real-world networks, hubs
are assortative when the network is assortative and vice versa. However, anatomical and
physical networks, where there are physical constrains on the length of links, tend to have
both assortative and disassortative hubs, despite the overall assortativity. It was also
found that networks with high density, have highly assortative peripheral nodes.
Similarly, a new approach to quantify the heterogeneity of nodes' neighbors has been
proposed. It is shown that standard deviations of degree dierences between nodes could
be used to quantify the heterogeneity of nodes, in terms of connectedness. This measure,
which is called `versatility' in this thesis, is then used to classify networks and used to
identify the impact of versatility on other measures of networks. Then these methods were
applied on networks and the results were analysed to understand the mixing tendencies
of networks. Using versatility calculations, it was found that there are three classes of
real world networks: (i) Networks where the versatility converges to a non-zero value
with node degrees (ii) Networks where the versatility converges to zero with node degrees
iii
(iii) Networks where the versatility does not converge with degree. Also, two cases were
identied - a) Networks where the majority of the nodes have low versatility values, and
b) Networks where the majority of the nodes have medium versatility values. It was found
that often (i) and (ii) correlate with (a) and (iii) correlates with (b). This knowledge could
be used in areas such as social media, epidemiology, technology and many more.
A measure called Area Under Curve, to quantify the level of herd-immunity present in a
network is introduced. Using this measure, it is shown that assortative networks exhibited
higher levels of herd immunity.
Finally, this thesis summarises the new approaches in measuring mixing patterns in Com-
plex Networks, and identies a number of areas for further research.
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Chapter 1
Introduction
This chapter introduces `Complex Network Science' and its applications. First of all,
fundamental concepts and ideas in Complex Networks domain are introduced. These
concepts and ideas will help the reader understand subsequent chapters, easily. Then, the
motivation behind the study and the signicance of the topic are presented. The structure
of this thesis is given at the end of this chapter.
Remark 1.0.1. The word systems is used to denote networks and vice-versa in this thesis.
These words are used to describe `systems' that are mapped to `networks'.
1.1 Complexity
Though exhibited in abundance in nature, the phenomenon `complexity' as in `complex
networks' or `complex systems' is dicult to dene. Insects such as ants and termites
perform complex nest building and transportation activities that are not directly con-
trolled by a central controlling mechanism. Though these activities are not designed by
any particular insect/insects, when they exist in mass numbers, they collectively perform
remarkably, highly, complex tasks. For example, the army ants build bridges across gaps
by hanging onto each other so that the rest of the population can cross the gap [15].
In the higher forms of life, such as mammals, where a sophisticated, well developed brain
exists, the organism exhibits higher forms of creative and intelligent behavior. But the
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basic building block of this brain is a simple cell called `Neuron' whose fundamental func-
tion is to conduct signals. Here again, we see that when these cells function collectively,
they perform complex tasks that are neither distributed to each cells nor controlled by
any particular cell.
1.1.1 Properties of a complex System
Complexity in `Complex Systems' is not a quantitatively dened concept. The following
are the generally perceived properties of complex systems.
Consists of simple components that interact with each other: I.e: the system is
made up of relatively simple components. These are often termed `nodes' or `agents'.
And these components interact with each other, somehow. These nteractions are also
called `links' or `edges'.
Interactions are non-linear: The overall performance of the system is not an accumu-
lation/summation of the individual interactions.
Lack of a central coordination/control: The System is not centrally coordinated/controlled.
To an extent, Complex Systems could be described as Systems that self organise without
a central control mechanism.
1.2 Signicance of the study of Complex Networks
The more we understand about a system, the more we could manipulate it, the more we
could predict the outcome and the more we could be prepared even if we can't change it. It
is a fact that lessons learnt in a particular system could be used in other systems, provided
that both the systems are fundamentally similar. For example, it is often argued that a
living city is, in many ways similar to a living organism. The way the city is spatially
structured, the way the transportation is evolved and the manner in which they grow are
a few phenomena that show similarity to a living organism.
The following are a few scenario of interest, that demonstrate the capabilities of Complex
Systems approach to real-world problems.
1.2 Signicance of the study of Complex Networks 3
1.2.1 Vulnerability due to interconnectedness
Demise of Saddham Hussein.
In 2003, American forces invaded Iraq and brought the Saddham Hussein's regime to a
halt, and brought him to justice. Finding Saddham Hussein was not easy for them. The
information military intelligence gathered prior to the attack was of little use in nding
the hideout of Saddham. Instead, they had to rely on a social network that they had to
construct based on gossips, family trees and casual contacts each person in Iraq had with
other. This demonstrates how interconnected the modern society is, and how that makes
individuals/nodes highly vulnerable to targeted attacks. [20]
1.2.2 Sophistication does not warrant security
Maaboy's Yahoo attack.
On February 7, 2000, Yahoo search engine servers underwent DOS (Denial Of Service)
attack. FBI had to intervene and conduct an operation to trace back the creator of the
attack. It was a fteen year old boy under the pseudonym of `Maaboy'. To further the
surprise, the boy was not an extra-ordinary hacker, but was an average, amateur hacker.
He targeted easy victims such as school lab computers and small company computers and
infected them with a virus to initiate the attack at a particular time on a particular day.
This is yet another well known and simple attack strategy. With so much knowledge,
power and money, today, how safe are the enterprises that are supposed to be super-proof
to attacks? [19]
1.2.3 Are we being way too predictive?
Supermarket Target can tell if you're pregnant before you do.
In line of catering for the needs of customers and for marketing appropriate products
to right customers, in 2011 in Minneapolis, Target supermarket chain, started sending
marketing materials to a teenager for merchandise that a young mother would need to
buy. In this case, neither the young mother nor her close relatives knew that she was
pregnant. So, how did Target know? The supermarket was just trying to target young
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(a) Map of the Konigsberg bridges. (b) A network mapped from konigsberg
bridges by Euler
Figure 1.1: Euler's seven bridges of Konigsberg .([12, 13])
mothers at the early stages of pregnancy and they were tracking the purchasing patterns of
such people. This research, in this case has correctly predicted the pattern of the shopper
to be that of a pregnant person. [11]
From the above few scenarios, one can infer the importance of understanding the underly-
ing interconnectedness of events and things. This leads to the study of complex behavior
of systems.
1.3 Basic Concepts in Complex Networks
Graph theory is said to be borne with the publication of article `Seven bridges of K}onigsberg'
by Leonhard Euler in 1736[29]. In this work Euler mathematically proved that `one cannot
come back to the starting point by travelling through all the bridges once and once only'.
Since then the research around graph theory evolved tremendously, on its own as well
as mingled with other disciplines. Complex Systems Research consists of considerable
amount of concepts from graph theory.
1.3.1 Networks
With the rapid advancement of scientic knowledge today, the concepts that were once
thought that could be studied in isolation are found to have direct or subtle interconnec-
tions. Every thing and every event is found to be caused by another and have eects on
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(a) Neighbourhood map(From Google maps). (b) A network
Figure 1.2: Mapping a neighbourhood to a graph.
Figure 1.3: A bipartite graph
some other, which was not obvious to man kind before, as it is today. Hence, studies of
many phenomena have become research of `systems' today.
A network is a representation of such system in which the interconnections are represented
by links or edges, and the entities that are linked are represented by nodes or vertices
[38, 75, 76]. The simplest network consists of links of a class and nodes of a class. For
example, g 1.2 shows a map on the left where neighbors are connected with a red line.
This neighbor-network is shown in a typical network diagram format on the right.
Networks could become complex when the nodes and links are of dierent types. When
the nodes in a network are of two types and the links connect only dierent types of nodes
then the network is called a `bipartite' graph. An example is shown in g 1.3 where one
type of nodes is employees and the other type is employers, where the link is employment.
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(a) A segment of
an undirected net-
work with one kind of
nodes and one kind of
links.
(b) A segment of
an undirected net-
work with one kind
of nodes and one
kind of links, show-
ing a scalar property
of nodes visually.
(c) A segment of
an directed network
with one kind of
nodes and one kind
of directed links.
(d) A segment of
an undirected net-
work with nodes of
dierent kinds (dis-
crete values) and one
kind of links.
(e) A segment of an
undirected network
with scalar links and
one kind of nodes.
(f) A segment of an
undirected network
with links of discrete
properties and one
kind of nodes.
Figure 1.4: Expressing various characteristics of networks in diagrams.
The links in a network could be `directed' as in a road-network. In this case each link will
have a direction as well. The node where a directed link originates is often called `source'
and the node where it ends is often called `sink'. The links could be weighted as well, as
in a sewage network. In this case the links, which are pipes or canals through which the
sewage ows, will have a carriage capacity.
Similarly nodes also can have various attributes attached to them. In a network of people,
each node may carry an attribute called 'name' of the person. Age, sex, address and/or
any other relevant attribute of a person could be mapped as an attribute of the node.
Based on the property of nodes or links being a scalar or a discrete property, they are
mapped to network accordingly. 1.4 shows a few network segments demonstrating dierent
properties of nodes and links.
One important attribute of a node, that is commonly used is the `degree' of a node. This
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(a) Ring network. (b) Star network. (c) Lattice network.
Figure 1.5: Dierent topologies found in networks.
denotes the number of links that connects to a node. In gure 1.2(b), the node `A' has 3
degrees, `B' has 2 degrees and `C' has 1 degree. Often, in a complex network, the number
of links of a node at the end of a link is required for calculations. For this, by convention
the link that leads to the node is not considered, and such degree is named `remaining
degree' of the node. This `remaining degree' is quantitatively equal to the value degree 1.
The idea of spatial structure of a network is referred to as the `topology' of a net-
work. Figure 1.5 shows a few common, basic topological structures found in networks
and their respective names used. There are other common topologies available as well.
Tree/hierarchical is another example. Bus, is another representation of star network. Tree
and star is combined to form expanded star topology. Each of these topologies has its
inherent characteristics. In ring and lattice networks all nodes have same degree values.
(neglecting the boundary nodes of a lattice). in a star topology, the degree dierence
between nodes is huge, if there's a dierence. Also, in a star topology the number of
nodes having higher number of degrees is much lower compared to the nodes having lower
number of degrees.
Remark 1.3.1. More statistical characteristics are discussed in the subsequent sections.
A large network may comprise of dierent topological characteristics in dierent parts of
it.
In a network, the functions of the network may or may not have direct correlation with its
topology. Eciency of a road network, for example has direct correlation to the topology.
Because the eciency of road-network depends on the spatial attributes of its nodes and
links. In a network of Power Lines where the electricity is transported, functions such
as the connectivity and load balancing would have dependency on topology. But, time
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latency in power supply (time between a power line being switched on and the power
actually being received at the receivers end) may not necessarily be dependent on the
topology as one could expect, due to the high-speed of electricity.
Since degrees of nodes directly inuence the topology of a network, thereby inuencing the
functionality of the network, it is a highly studied and important attribute of the nodes,
hence of the network too.
Similar to degrees, there are other measures which characterise the nodes, links and the
network as a whole. Some of these measures characterise the topology of the network. I.e:
they determine how the nodes mix. In other words, they determine the nodes between
which the links exist. (Discussed in detail in the next section)
1.3.2 Measures
Networks characteristics are measured using many commonly used statistical and non-
statistical measures. These quantify the characteristics of nodes, edges and the network
as a whole.
Node Measures
 Degree:
As mentioned in the previous section, degree is an important measure of a node. A
node with zero degrees is an isolated node in the graph. When an edge starts and
ends in the same node, the number of degrees added to that node due to that edge
would be two. In a network, sum of total degrees would be equal to two times the
total number of edges. In gure 1.2, node `A' has three degrees and node `H' has
zero degrees.
In a directed network, degrees could be further classied into in-degrees and out-
degrees. In-degree is the total number of links directed towards a node and the out-
degree is the total number of links directed away from a node. Sum of in-degrees of
a graph equals sum of out-degrees.
Degree is a centrality measure, since it measures how important a node is, in its
network.
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Figure 1.6: An edge in a graph. `d' is the degree of the node. `j' & `k' are the remaining
degrees.
Fig. 1.6 shows an edge between two nodes with degrees d = 4 & d = 5
 Remaining degree: Remaining degree is the number of links connected to a node
that is at the end of a link, except the one (link) that is used to reach it (the node).
Quantitatively the remaining degree of a node is degreed   1. (Note: A node with
degree 0 doesn't have a remaining degree value since it doesn't have a link to reach
it. Hence all remaining degree values will be positive or zero.)
Fig. 1.6 shows an edge between two nodes with remaining degrees j = 3 & k = 4
 Shortest path: Shortest path is a measure for two nodes in a network. It is the least
number of edges that connect two nodes. Shortest path could span from 0 1. Zero
in case of the shortest path from a node to itself and innity in case the nodes are
located in disconnected segments of a graph. Shortest path calculation in a weighted
graph is carried out by addition of the weights of the links instead of counting the
links. In a directed graph the directions of links are also considered when the shortest
paths are calculated. Depending on the network, links with opposite directions may
have to be either omitted or summed-up algebraically.
 Betweenness Centrality: This is a centrality measure, that measures the extent
to which a node is found (on shortest paths) between other nodes. It is dened as
the number of shortest paths going through the node concerned. When the network
considered is a weighted network, the shortest path between nodes is calculated
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based on the sum of weights of links. The unit of measure for Betweenness Centrality
remains the same for both weighted and non-weighted networks, the number of paths.
Betweenness Centrality is formally dened, for a directed graph, as [38, 44, 45, 55]
BC(v) =
1
(N   1)(N   2)
X
s 6=v 6=t
s;t(v)
s;t
(1.1)
where s;t is the number of shortest paths between source node s and target node t,
while s;t(v) is the number of shortest paths between source node s and target node
t that pass through node v.
 Closeness Centrality: This measure quanties the `closeness' of a node to all other
nodes in the network. Closeness of a node is dened as the inverse of the average
shortest path to a node from all other nodes. Hence, closeness centrality of all nodes
of a network become zero when at least one node gets disconnected. Therefore, this
measure is meaningful only for a fully connected network.
Remark 1.3.2. `Farness' of a node is dened as the average shortest paths to the
node from all other nodes. Hence, closeness is the inverse of `farness'.
 Assortativity: Assortativity of a node is the node's tendency to connect to other
nodes that are similar to itself. The opposite of assortativity is disassortativity
and is denoted by a negative assortative value. A disassortative node tends to con-
nect to nodes that are dissimilar to it. When a node is indierent in connecting
to other nodes the assortative value goes toward zero and the node is said to be
non-assortative [72, 83, 89]. This thesis describes various methods of dening assor-
tativity.
The `similarity', that is used in dening assortativity of a node of a network, could
be any characteristic of the node.
Figure 1.7 shows two networks of similar size but with varying assortativity with
regard to degree. The one with assortativity value 0.93 can be seen to have string
like structures and the one with assortativity value -0.36 can be seen to have star
like structures. This makes sense, since when nodes of highly varying degrees are
connected, they will make star like structures. When the nodes of similar degrees
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(a) Network with assortativ-
ity +0.93.
(b) Network with assortativity -0.36
Figure 1.7: Networks with similar nodes and links count with varying assortativity values.
(nodes 1000; links 1150 - 1250)
are connected, one can expect string like structures (unless the LNR (Link to Node
Ratio) is extremely high or the graph is highly segmented.)
 Clustering Coecient: Clustering Coecient of a node is dened as the ratio
between the number of links existing between the neighbors of a node to the number
of possible links that could exist between them. In other words it measures the
density considering the rst degree neighbors of a node.
Edge measures
 Adjacency matrix: Adjacency matrix is a method of presenting links in a network.
If the network has N number of nodes the matrix is an N N matrix with values
being weights of the links or a boolean value denoting the presence of links, depending
on whether the network considered is weighted or not.
network measures
 Number of nodes, edges and their ratio: Number of nodes, generally denoted
by N , is a measure that's used in many other compound measures. It shows the
size of a network. The number of links in a network is generally denoted by M .
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The ratio between these two quantities is termed LNR (Link to Node Ratio) which
basically quanties the average number of links per node.
 Maximum ,Minimum and Average degrees: The maximum, minimum and
average degrees of nodes are also widely used to characterise the network. Average
degree is quantitatively twice the LNR value.
 Assortativity Similar to Node Assortativity, Network Assortativity quanties the
Assortativity of the network. This is given by the Pearson correlation coecient
between the expected degree distribution and the joint degree distribution. This is
explained in detail in the following chapter.
 Diameter: Diameter of a network is dened as the longest of all shortest paths of
a network. In a fragmented network this becomes 1 . In a weighted graph the unit
of measure is the unit of links and in other networks the unit is number of links.
 Density Density of a network is dened as the ratio between the number of links
and the number of possible links.
 Clustering Coecient Clustering Coecient of a network is the average clustering
coecient of the nodes. (clustering coecient of the nodes was discussed under node-
measures above.)
Distributions
Distributions are helpful in visualising how values of a variable vary. In network science,
distributions of node characteristics are often used to visualise the structure of a network.
A particular pattern of distribution characterises the network as a whole. Based on the
distributions, networks could be classied as well. The following are a few distributions
used in studying network science.
 degree distribution: Degree distribution is the frequency distribution of node-degrees.
 Probability degree distribution: In a probability degree distribution, the probability
of nding a node with specic degree is plotted against the degree. Probability
Degree Distribution is generally denoted by pk.
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In directed networks, there are two degree distributions. One is in-degree distri-
bution and the other out-degree distribution. The distribution of probabilities of
nodes having a given in-degree kin is dened as the in-degree distribution, p
in
k . The
distribution of probabilities of nodes having a given out-degree kout is dened as the
out-degree distribution, poutk .
 Remaining degree distribution: In Complex Network Science, remaining degrees are
often used instead of just degrees. As explained earlier, remaining degree is the
number of connections a node has when it is reached by a link.
 Probability remaining degree distribution:
Similar to the measure `Probability degree distribution' , the `Probability remaining
degree distribution' [97] is based on the probability of nding a node at a random
end of a random link having excess degree k. This is generally denoted by qk. We
also call the distribution the Excess degree distribution [70, 72] qk of the network.
Unlike the degree distribution, the excess degree distribution is favoured toward the
nodes having higher degrees. This is because more links end at high-degree nodes
than at a low-degree nodes [70].
The relationship between qk and pk is given by:
qk =
(k + 1)pk+1PNp
1 kpk
; 1  k  Np (1.2)
Remaining degree distribution could be dened for a directed network as well. In
such case, the Remaining out-degree distribution could be dened based on the out-
degree of the node reached by a random end of a random link. Please note that
in a directed network, excess-out-degree and out-degree are same. The Remaining
in-degree distribution could be dened based on the excess in-degree of the node at
random end of a random link.
 Joint degree distribution:
Joint degree distribution is the distribution of probabilities of nding an edge with a
node with a specic excess degree on one end and another node with another specic
excess degree on the other end. Generally denoted by ej;k, it has the following
characteristics[33, 70]:
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ej;k = ek;j (1.3)
X
j
ej;k = qk (1.4)
X
jk
ej;k = 1 (1.5)
According to [72], in a directed network, the following equations hold.
X
jout
eout;inj;k = q
in
k (1.6)
X
kin
eout;inj;k = q
out
j (1.7)
X
joutkin
eout;inj;k = 1 (1.8)
1.3.3 Types of networks
Based on the topology, networks could be categorised. The mostly studied and signicant
categories are discussed below. Classifying real-world networks helps us understand them
better. In order to further analyse the characteristics of these categories, they could be
produced by simulation as well.
Scale-free
The name scale-free comes from the fact that most of the topological characteristics stay
same irrespective of the scale of the network for this type of networks. When the de-
gree distribution of a network shows power-low distribution, they are called scale-free.
Mathematically this could be represented by,
pk / k  (1.9)
Where,  is the scale-free exponent.
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It is well established that the Scale-free networks are resilient to random attack/failure
[18, 38, 38]. This is attributed to the natural evolution of many systems/networks to be
scalefree [25{27, 35, 38, 65, 79]. But, scale-free networks could be easily destroyed by
targeted attacks.
Small-world
A network with smaller average path length is called a `Small-world' network[56, 68, 103].
A typical example of this property is explained by the `six-degrees of separation' [102] of
social networks. I.e: in social networks most of the people are separated at most by six
links. It has been shown that a range of real world networks show small world property
[21, 38, 92].
Random
Random networks have links between their nodes at random. Random networks have been
extensively studied by Paul Erd}os and Alfred Renyi. The most used random graph model
today is Erd}os Renyi model. It has been shown that these random graphs show Poissonian
degree distribution.
pk = e
 zZk=k!; (1.10)
Where, z =< k > is the mean degree.
1.3.4 Real-world networks
The following are a few real-world networks that have been used in this thesis for the
analysis.
 PPI - Protein-Protein Interaction Networks: In biological systems, proteins
interact with each other in various ways. The interactions may be fusion of proteins,
ssion of proteins or any other. Such interaction is mapped as a link and the proteins
are mapped as nodes in these networks[54, 55, 60, 78, 98].
 Transcription Networks: Transcription is the process in which information of a
gene is copied to an RNA (Ribonucleic Acid), by which proteins are regulated. In
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(a) A simple food web network(From [14]).
these networks, nodes are regulatory genes and regulated proteins, and the links are
the interactions between them [36, 46, 55]. Hence, These are bipartite and directed
networks.
 GRN - Gene Regulatory Networks:
In biological systems one gene might interact with another gene, regulating it. In
this network nodes are genes and links are the interactions between them. These
networks are directed networks[21, 39].
 Cell Signalling Networks: Individual cells of a biological system communicate
with each other in various ways. One way is using the receptors found in the cell
membrane. In these networks, the nodes are receptors/ligands of a cell [40, 59]. The
links are interactions between these receptors/ligands. These networks are directed
networks.
 MetabolicSubstrate Networks: Metabolic reactions are modelled in these net-
works. The substrates undergoing reactions are mapped to nodes and the biochem-
ical reactions are mapped to links [50, 80, 91, 100].
 Food web Networks In food webs dierent species are nodes and their dietary
patterns are mapped to links [53, 66, 97]. These networks are directed.
 Neural Networks: Nervous systems of living organisms consist of neurons. These
neurons are connected to each other by dendrites. In this type of networks, the
neurons are nodes and the physical connections between them are links [34, 42, 54].
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 Cortical Networks: In the brain of higher order animals such as primates,
dierent regions of cerebral cortex have inter-dependencies between them. These
functional dependencies are modelled as links and the dierent regions are modelled
as nodes in this type of networks[6, 51, 99].
 Collaboration Networks: The nodes in these networks are the authors of research
publications and links are the collaboration of research work among them. Collab-
oration is identied by at least one publication with two authors who are nodes in
the network [69, 74].
 Citation Networks: In a citation network, research publications are nodes and
citations between them are links. This is a directed network.
 Internet Networks: Two levels of Internet networks are used. One is AS (Au-
tonomous Systems) level and the other is Router level. In AS level Internet network,
nodes represent an Autonomous System in the Internet and the links represent a com-
mercial agreement between Internet Service Providers, who own those systems[83].
In Router level Internet network, Routers and Switches are nodes and connections
between them are links.
 Airlines networks: Cities which are connected by airlines operating between them
are nodes and the existence of ights between them are denoted by links in these
networks.
 Dolphins networks: Individual dolphins associate with other specic individual
dolphins more than other dolphins. Their association can be mapped to a network
where the associations are links and dolphins are nodes.
 On-line social media networks: Tweeter is one of the mostly used on-line social
media. In Tweeter network, the users are modelled as nodes. If a user has re-tweeted
or mentioned another user in the tweets then a link is formed between those two
users. In facebook network, users form the nodes and their friendship forms the link.
 Power-grid networks: Electricity is distributed using power-grids. Major switch-
ing locations are considered nodes and high-tension power lines are considered con-
nections, in these networks.
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1.4 Signicance of the topic
Many systems and their behavior that we long thought to be random, unpredictable or
unrelated are showing denitive patterns, when looked closely. Change in climate patterns
have correlation to how much fossil fuel we are using. Cognitive developments of kids are
aected by the amount of physical exercise they do. Scientic approach has enabled us to
nd the ner interconnections of events.
Resilience of a network is the ability of it to stay connected under attack. Attacks could be
random, targeted or propagated. Targeted attacks target nodes based on a strategy such
as targeting nodes with higher number of links. In propagated attacks, seeds of attack
could be sawn either randomly or by targeting, but subsequently they spread across the
network via links, like infections.
Topology of the network, particularly the assortativity of the network, inuences the
resilience of a network under these attacks. Therefore, it is important to know the eect
of assortativity on various types of attacks.
1.5 Research Question
The purpose of this thesis is to search and nd any particular pattern of mixing of nodes
in various networks. In order to achieve this, various networks are analysed with dierent
approaches to quantify the mixing-patterns in networks.
1.6 Research work structure and methodologies
We have devised and analysed new methods to measure the mixing patterns (discussed in
detail in the following chapters) of nodes. Then we have applied it to various simulated
and real-world networks.
1.7 Structure of the thesis
Chapter 1: Introduction In this chapter, fundamental concepts of Complex Sys-
tems/Networks that are required to establish the rest of the chapters are explained. The
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`Research Question' is introduced along with the signicance of it. Finally the structure
of the thesis is outlined.
Chapter 2: Background Contemporary body of published knowledge in the eld of
`Assortativity' is presented. This includes the measures and signicant ndings that are
published.
Chapter 3: A new approach to measure Node Assortativity, independent of
expected remaining degree In this chapter, a new approach to quantify node assortativ-
ity, which, unlike the previously published methods, is independent of expected remaining
degrees. This method is then applied to synthesised and real-world networks. Results are
discussed.
Chapter 4: Node's contribution to network assortativity Yet another approach to
measuring node assortativity has been proposed. In this method, the node's assortativity is
derived, considering the node's contribution toward the global assortativity. This approach
is also applied to synthesised and real-world networks. Results are discussed.
Chapter 5: Versatility An approach to quantify the heterogeneity of a node's neigh-
bourhood in terms of degrees is presented. In this approach, the standard deviation of the
degree dierences between a node and its neighbors is considered to be the `versatility' of
the node. This measure is then applied to various networks and the results are discussed.
Chapter 6: Inuence of Assortativity on herd immunity In this chapter, the
inuence of assortativity on the immunity of the network is discussed.
Chapter 7: Conclusion The ndings are summarised here. Future research possibilities
are also discussed here.
Annexure: End of the thesis contains the bibliography, data sources and the list of
software used.
1.8 Conclusion
This chapter outlines the fundamental concepts in Complex SystemsNetworks.
Chapter 2
Background
Last chapter introduced network science and various measures used in it. One of those
measures, the `assortativity', is further explored and explained in this chapter. Various
ways of quantifying assortativity are discussed. At the end of the chapter a few growth
models are explained, followed by important implications of assortativity measurements.
`Assortativity' measures the extent to which nodes of similar nature get connected [23,
47, 70, 72, 101, 106, 107]. In a social network for example, people tend to connect with
similar aged people. Hence, when age is considered, the network is said to be `assortative'.
In a study that has been carried out with Twitter network, considering the users as
nodes and communication between them as links, assortativity based on subjective well
being/happiness of individuals was calculated. According to the study the network was
found to be assortative with regard to the subjective well being/happiness [31].
The `nature' of the nodes discussed here for assortativity calculation, can be any char-
acteristic of a node. `Degree', is an inherent characteristic of a node. Since degrees of
nodes govern the topology of a network, they play an important role in the functionality
of the network as a whole. Hence, in Complex Networks domain `assortativity' usually
means degree-assortativity [30, 58, 70, 97]. All assortativity measures based on other scalar
properties are called `scalar-assortativity' [72].
The opposite of being assortative is being `disassortative'. Being disassortative means, the
nodes tend to get connected to dissimilar nodes, rather than similar nodes. For example,
in a social network of young people, it is possible that the number of friends/connections
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of the same sex of a person be less than that of the opposite sex. In such situation the
network is said to be `disassortative' based on sex. I.e: a male has more female friends
than male friends and vice versa. It is shown that the Internet, when modelled with
Autonomous Systems (AS) as nodes and commercial agreements between them as links,
showed disassortativity.
There is another scenario, where networks are neither assortative nor disassortative. I.e:
the formation/existence of links between nodes has no correlation to the concerned char-
acteristic of nodes. This type of networks is called `non-assortative' networks. As an
example for this type of network, again, we could consider the social network but anal-
yse it based on `suburbs' they live in. The location of their residence may not have any
inuence at all on the formation of friendship at all. Hence the network may become
`non-assortative' with respect to suburbs.
Assortativity is also an indication of how much a network is segmented by the attribute
concerned [72]. A degree-based assortativity could also be visualised as a measure that
quanties the ratio between the number of links connecting to similar nodes and the
number of links connecting these similar-node-clusters, since the latter are the links con-
necting dissimilar nodes. Figure 2.1, (a) shows an assortative network. We can clearly
see the stratication on this diagram, where there are three vertical clusters. The left
most consists of lower-degree nodes being inter-connected and the right most consists of
higher-degree nodes being inter-connected. When the connections between these strata
increase, the assortativity decreases. The second diagram (b) in gure 2.1, shows a disas-
sortative network. It clearly shows a number of peripheral nodes with d = 1 connecting
to nodes with higher number of links in the centre. On the other hand, diagram (c) shows
a non-assortative network, which shows a random pattern.
2.1 Quantifying Assortativity
For an in-depth study of assortativity, it becomes imperative to quantify the assortativity
[70, 72, 97]. Assortativity can be calculated based on any attribute of nodes. It can be a
discrete value such as sex, ethnicity or religion. Or it can be a scalar value such as age,
income or number of children. Assortativity can be decomposed to nodes or links as well.
There are dierent methods to measure such `local assortativity' values.
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Figure 2.1: (a)An assortative network. (b) A disassortative network. (c)A non-assortative
network.
In addition, the approach to nd assortativity varies based on the nature of the network
as well. The approach to nd assortativity of a directed graph is dierent to that of an
undirected graph. These measures are discussed in the following sections.
2.1.1 Node-based network assortativity in undirected networks
Assortativity based on Degree
Degree is a special scalar attribute of nodes, because, it is an inherent characteristic of
a node. In addition it reects the network topology as well. A measure for degree-based
assortativity was proposed by M.J.F. Newman et al., in 2002 [33, 70]. He proposed the
Pearson-correlation coecient between the `expected degree distribution' and the `joint
remaining degree distribution' be taken as the measure that quanties assortativity. In
simpler form, we could say, that the Pearson-correlation between the degrees of nodes at
both ends of every edge would give assortativity value.
Consider a network with N nodes, M edges and degree distribution of pk, which gives the
probability of nding a node with k links. Probability of nding a node with k remaining
links could be given by the remaining degree distribution [70],
2.1 Quantifying Assortativity 24
qk =
(k + 1)pk+1X
j
jpj
(2.1)
Now, let's denote the joint probability distribution of the remaining degrees of the two
nodes at the end of a random edge could be ejk as shown by Callaway et al [33].
Remark 2.1.1. Since the network is undirected, eij = eji. Also if,
X
j
eij = ai and
X
i
eij = bi; (2.2)
then,
ai = bj
The assortativity of a network has been dened by Newman [70] as,
r =
1
2q
X
jk
[ejk   qjqk]; (2.3)
where, 2 is the variance of the distribution qk.
According to the equation 2.3, social networks showed assortative behaviour whereas Bio-
logical and Technological networks showed dis-assortative behaviour [70]. It has also been
shown that assortative networks percolate easily than the disassortative networks[73]. It
is possible to model canonical structures with desired assortative values. Figure 2.2 shows
two boundary values of assortativity +1 and -1. Any network where all nodes have same
number of degrees will have an assortativity of +1. The gure (b) has an assortativity
of -1. Minimum assortativity rminof a network is discussed in the next section where the
growth models are discussed.
Assortativity based on any scalar attributes
The equation 2.3 could be generalised to any scalar property of a node, in nding the
assortativity.
Assortativity r, based on a scalar variable is given by [73],
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(a) Structure of a `Bucky-
ball', C60 molecule. An ex-
ample structure that demon-
strates an assortativity r =
+1. (Colors used only to de-
pict the depth, for clarity.)
(b) A tetrahedral structure, resembling
Methane molecule. The assortativity r =  1
Figure 2.2: Examples of boundary values of assortativity
r =
X
xy
xy(exy   axby)
ab
(2.4)
where, a and b are the standard deviations of the distributions ax and by.
exy is the probability of an edge connecting two nodes with the values x and y for the
scalar property considered.
This Pearson correlation function returns a value r, such that  1 < r < +1. Values of
r, corresponding to the range,  1 < r < 0 exhibit disassortativity, the range 0 < r < 1
exhibit assortativity and r = 0 exhibit non-assortativity.
Assortativity based on discrete attributes
Assortativity could also be calculated based on any discrete attribute of the node. For
example, in a social network, the node property `gender' is an enumerated vertex charac-
teristic. Assortativity of this network is given by [73],
r =
X
i
eii  
X
i
aibi
1 
X
i
aibi
(2.5)
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where e is the matrix whose elements are eij , ai and bi are the fractions of each type of
end of an edge that is attached to vertices of type i.
A similar equation is proposed by Gupta et. al. also in 1989 [48]. According to their work
the assortativity is given by,
Q =
P
ia 1i (eii   aibi)
n  1 (2.6)
where, n is the number of vertex types.
But, it is noted and pointed out that when the number of a vertex type is much less than
others, the results given by 2.6 are not reecting the real assortativity trend [72].
When the node property considered for assortativity is a discrete variable, it is possible to
construct a network that has an assortative value r = 1:0, since it is possible to construct
a network where all nodes have equal degrees. But, it is not always possible to construct a
network with an assortative value r =  1:0. In a network where every link connects nodes
that have dierent values of the property considered, then the minimum assortativity of
such network is given by [73],
rmin =  
P
iaibi
1 P iaibi (2.7)
2.1.2 Node-based network assortativity in directed networks
In a directed network, due to the directionality of edges, assortativity can be dened in
various ways. If we consider a link in a directed network, it will have a source node and a
sink node. Each of these nodes will have in-degrees and out-degrees. Hence, the equation
for network assortativity is given by,
r =
1
inout
[ejk   qinj qoutk ] (2.8)
where, ejk is the probability of a randomly chosen edge that leads into a node of in-degree
j and out-degree k.
According to this denition, the assortativity is the similarity between the out-degrees of
the source nodes and the in-degrees of the sink-nodes.
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Measuring assortativity based on the similarity between the in-degrees and out-degrees
of both the source and sink nodes, has also been proposed [87]. According to this, the
assortativity coecient for out-degrees is given by,
rout =
1
outq 
out
q0
[
X
jk
jkeoutj;k   outq outq0 ] (2.9)
where outq is the standard deviation of q
out, and outq0 the standard deviation of q0out of
the network.
Similarly, the assortativity coecient for in-degrees is given by,
rin =
1
inq 
in
q0
[
X
jk
jkeinj;k   inq inq0 ] (2.10)
Foster et al., further classify the degree based assortativity measures in a directed network
into four subclasses as follows. Assortativity could be dened for the correlation between
source in-degrees and sink in-degrees (in-in), source in-degrees and sink out-degrees (in-
out), source out-degrees and sink in-degrees (out-in) and source out-degrees and sink
out-degrees (out-out). The assortativity value could be given by [43],
r(; ) =
E 1i[(ji   j)(ki )  k]

(2.11)
where,
E - number of edges in the network
 - in-degree
 - out-degree
Accordingly, it has been shown that real-world networks are not merely assortative or
dis-assortative, but a mixture of these two, based on the assortativity measure that is
considered [43].
2.1.3 Node-based local (`node') assortativity in undirected networks
Instead of quantifying the assortativity of a network in a single number, eorts have been
made to measure the assortativity behaviour at a macroscopic level, the nodes/links level.
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This gives a distribution pattern of assortativity for the network and the contributions
from each node/link toward the network assortativity. Such proles capture and give
more information than a single network-wide measure.
It has been shown that the node-assortativity could be given by [82],
 =
(j + 1)(jk   2q)
2M2q
(2.12)
where
j = node's remaining degree
k = average remaining degrees of its neighbours
q = mean of the remaining degree distribution
q = standard deviation of the remaining degree distribution of the network
M = total number of links of the network
It has been shown that nodes or a collection of nodes of real-world networks show markedly
dierent assortativity to that of the network as a whole. It was also pointed out that since
the assortative networks with large hubs are prone to targeted attacks, the assortativity
prole could be used to cluster the hubs that could be targeted. This makes it easy to
protect such high-risk nodes.
2.1.4 Node-based local (`node') assortativity in directed networks
Node level assortativity has been analysed for directed networks also. As seen for network
assortativity, node-assortativity could also be dened in a number of ways. In-assortativity
of a directed network is given by,
in =
jin
2Minq 
in
q0
(jin( jin   inq0 ) + kout( kin   inq )) (2.13)
where,
kout = the node's out-degree jin = the node's in-degree jin = the average in-degree of the
"target" neighbours to which this node has a directed link kin = the average in-degree of
the "source" neighbours from which this node is reachable via a directed link.
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inq and 
in
q0 are the expectations of the distributions qin(k) q0in(k), respectively; inq and
q0in are the standard deviations of the same quantities[86].
Similarly, out-assortativity is given by,
out =
kout
2Moutq 
out
q0
(kout( jout   outq0 ) + jin( kout   outq )) (2.14)
2.1.5 Link-based local (`link') assortativity in directed networks
Assortativity of networks could also be decomposed to links, instead of nodes, which was
described above. This is useful in dening assortativity of a sub network. Measuring the
assortativity of links helps us to identify the links that increase the overall assortativity
of the network, and the links that decrease the overall assortativity of the network. This
will help us manipulate the overall assortativity of the network by altering only the links
and not nodes.
In a directed network, the out-assortativity of a link could be given by [81],
oute =
M 1
outq 
out
q
[(jouti   outq )(kouti   outq )] (2.15)
where, M is the number of links, outq is the mean of q
out
k , 
out
q is the mean of q
out
k , 
out
q is
the standard deviation of the qoutk and 
out
q is the standard deviation of the q
out
k . This is the
contribution of the link concerned toward the network's link-assortativity that quanties
the tendency of links connecting nodes with similar out-degrees.
Similarly, the in-assortativity of a link is given by,
ine =
M 1
inq 
in
q
[(jini   inq )(kini   inq )] (2.16)
where, M is the number of links, inq is the mean of q
in
k , 
in
q is the mean of q
in
k , 
in
q is
the standard deviation of the qink and 
in
q is the standard deviation of the q
in
k . This is the
contribution of the link concerned toward the network's link-assortativity that quanties
the tendency of links connecting nodes with similar in-degrees.
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2.1.6 Link-based local (`link') assortativity in undirected networks
The assortativity of a link in an undirected network is much simpler and is given by,
e =
M 1
2q
[(ji   q)(ki   q)] (2.17)
Remark 2.1.2. While the mathematical equations given above are widely used to quantify
assortativity, depending on the topology of the network concerned, the assortativity values
are heavily skewed by relatively small number of nodes that have extreme properties[105].
By removing these `super-nodes' one could eliminate such eect on the assortativity values.
On the other hand this means one can manipulate the assortativity value in a network by
rewiring a signicantly low number of nodes[104].
2.2 Assortative mixing - growth/re-arranging models
2.2.1 Re-wiring toward a specied assortativity value
R. Xulvi-Brunet et al have published an algorithm for any network that changes the
assortativity from 0 to 1. In their approach, they're rewiring the links in such a way that
degree distribution of the network doesn't change. Hence, the characteristics based on
degree distribution do not change. A scale-free network stays scale-free with the same
scale-free exponent. But, other properties such as shortest path and clustering coecient
can change. In their algorithm [106],
1. They choose two links randomly.
2. List the nodes connecting the links in the order of their degrees. (Ascending or
descending.)
3. With probability p, create one link between the rst two nodes and another link
between the last two nodes and remove the originally chosen links.
The probability p, determines the assortativity of the network created (For a xed number
of operations or for all links.). It is observed that creating links between the rst and the
forth along with the second and third nodes after ordering them, decreases the network
assortativity. But, the resultant assortativity depends on the nature of the network, such
as the link-to-node ratio of the network.
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2.2.2 Parallel Addition and Rewiring Growth (PARG) model
A network growth model, that closely resembles Internet (Autonomous Systems Level)
growth has been put forward in 2009 [84]. In this piece of work a \Parallel Addition and
Rewiring Growth model" is documented, where rewiring of nodes is carried out in parallel
to addition of nodes, a real-world scenario in Internet. Once a node is added, links are
formed from this node to nodes with higher degrees. Some links are deleted, which are
assortative as well as connect nodes with higher degrees. Disassortative links are formed
from these nodes. This process creates a network similar to Internet (AS level network)
with regard to the local assortativity distribution of the network.
2.3 Implications
The applications and interpretations of assortativity measure in complex networks is im-
mense.
2.3.1 Robustness
Biological networks in nature are dis-assortative [73] [70]. Markus Brede et al., argue
that this is because the assortative networks are unstable [32]. Brede also argues that
the evolutionary process could have favoured the biological systems with low assortativity,
because of the low impact due to dynamical uctuations of various connected systems.
But, assortativity enhances robustness against random attacks. Whereas dis-assortativity
provides resilience against at least simple targeted attacks [71].
2.3.2 Infection propagation
In social networks degree based assortativity could be used to speculate an infection or
information (news/rumours) propagation. An assortative network shows rapid propaga-
tion of infection during early stages of infection and a disassortative network shows largest
magnitude of infection over a long period of time [48].
It is shown that in scale-free networks, herd-immunity increases with assortativity.
2.4 Conclusion 32
Remark 2.3.1. Herd-immunity is the protection of a herd achieved by immunising only
the topologically important nodes in a network, instead of immunising all nodes.
2.4 Conclusion
In this chapter, the concept `assortativity', is explained in detail. Measuring assortativity,
both at network level as well as at macroscopic levels are discussed. Node-assortativity
and link-assortativity are explained. A few implications of assortativity measurements
and manipulation are given toward the end. Next chapter explains node assortativity
calculations and its dependency on the expected remaining degree. Next chapter also
explains the need for a new/alternate approach for measuring assortativity, and proposes
one such measure. The new measure is then applied to a range of networks and results
are analysed as well.
Chapter 3
A new approach to measure Node
Assortativity, independent of
expected remaining degree
Last chapter outlined the assortativity measure. This chapter begins with a brief descrip-
tion of `node assortativity' and the approach that is widely used to quantify it. Subse-
quently, the need for a dierent approach is explained. Then, a new approach is presented,
followed by some remarkable results that were obtained when this new approach is used
to analyse some canonical and real-world networks.
3.1 Introduction
Assortativity is a much studied concept in the topological analysis of complex networks
[70, 82, 86, 97]. Assortativity has been dened to quantify the tendency in networks
where individual nodes connect with other nodes that are similar to them [70]. Degree
assortativity is the most common form of assortativity used in network analysis, where
similarity between nodes is dened in terms of the number of connections the nodes have.
Degree assortativity is dened and quantied using Pearson correlation coecient [43, 70].
It has been shown that many real-world technological and biological networks are slightly
disassortative, while most social networks, predictably, tend to be assortative in terms of
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degrees [70, 97]. There is also research work carried out that denes degree assortativity
for directed networks in terms of in-degrees and out-degrees, and show that an ensemble
of denitions are possible in this case [43, 86].
The assortativity discussed above is a network level quantity. However, individual nodes
also exhibit assortative or disassortative tendencies. For example, in some networks, those
nodes that are highly connected, tend to be connected to other nodes that are also highly
connected. This is called the rich-club phenomenon [108, 109]. This does not automatically
imply the network is assortative because the vast majority of the nodes, that are not
the richest in terms of degrees, can be either assortatively or disassortatively connected.
Indeed, it has been shown that the Internet Autonomous System (AS) networks, which are
disassortative at the network level, show rich club phenomenon [37, 108, 109]. However,
understanding the assortative tendencies of individual nodes in networks is important, to
classify networks, to characterise nodes, and to understand the functional importance of
nodes, among other reasons [43, 82, 85, 86].
A number of recent studies have attempted to classify networks based on the assortativity
of individual nodes and individual links. Piraveenan et al introduced the concept of `local
assortativity' for this purpose [82, 85, 86] and have proposed a number of denitions.
However, all these denitions make a distinction between assortative and disassortative
nodes (or links) based on the `expected degree' (or expected remaining degree) of the
network. The use of this quantity as a pivot may not always be ideal, as explained below.
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The Pearson correlation between the `joint degree' distribution ej;k and the `expected
degree' distribution qk is currently taken as an accepted measure of assortativity [70].
Here, ej;k is the probability of nding an edge with nodes having degrees j and k.
Accordingly, assortativity coecient r is given by,
r =
1
2q
24(X
jk
jkej;k)  2q
35 (3.1)
Where,
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q = mean value of the excess degree distribution
q = standard deviation of the excess degree distribution
In a perfectly assortative network, all nodes are connected to nodes that have exactly
same number of degrees. And hence, assortativity r = 1. In a perfectly disassortative
network no nodes connect with nodes that have exactly same number of degrees. And
hence, assortativity r =  1. Any network that is neither perfectly assortative nor perfectly
disassortative will have assortativity value between these two extreme values.
Similarly, node-assortativity is given by [82, 85],
v =
v   v
2q
=
j (j + 1)
 
k   q

2M2q
(3.2)
Where, j = is the node's remaining degree
k = mean remaining degree of its neighbours (Note:q 6= 0)
This formula assigns the node-assortativity value a positive or negative sign based on the
dierence between the average excess degree (k) of the neighbours and the global average
excess degree (q). If the neighbours' average is higher, then the node is assortative. If
the global average is higher, the node is disassortative. Therefore, the local assortativity
can also be interpreted as a scaled dierence between the average excess degree of the
node's neighbours and the global average excess degree. In other words, a node is locally
assortative if it is surrounded by nodes with `comparatively' higher degrees.
This dependency of assortativity on q is found on directed networks too.
A denition for local out-assortativity is given by [86],
out =
jout
2Moutq 
out
q
 
jout(kout   outq ) + kin(jout   outq )

(3.3)
Where,
jout = the node's out-degree
kin = the node's in-degree
kout = the average out-degree of the `target' neighbours to which this node has a directed
link
jout = the average out-degree of the `source' neighbours from which this node is reachable
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via a directed link
outq = mean of the of the distributions q
out
k
outq = mean of the q
out
k
outq = standard deviation of q
out
k
outq =standard deviation of q
out
k
Local out-assortativity is a linear combination of the terms, (kout outq ) and (jout outq ).
The rst term represents the dierence between the average out-degree of target nodes
from this node, and the average out-degree of target nodes globally (that is, the expected
out-degree of a node at the end of a directed link). Similarly, the second term represents
the dierence between the average out-degree of source nodes that are neighbours to this
node, and the average out-degree of source nodes globally. That is, both these terms
compare the local average with the global average. The overall local out-assortativity is a
scaled linear combination of these terms. Therefore, out is high if local average of a node's
neighbours, in terms of out-degrees, is higher than the global average. On the other hand,
out is low, if the global average of out-degrees is higher than the local averages around
a given node. This interpretation is similar to local assortativity in the undirected case.
Local in-assortativity is similarly dened and interpreted.
In the undirected case, if the average neighbour degree is higher than the `expected' node
degree, the node is simply considered assortative, and vice versa. Therefore, a peripheral
node which is connected to identical peripheral nodes will be disassortative, while a hub
node which is part of a rich club is considered assortative, even if the members of the rich
club have large scale variation in terms of degrees. This, obviously, is against the global
denition of assortativity.
Similar to the above denitions, local assortativity formula used for edge assortativity also
suers the same deciency. In an undirected network, the link-assortativity e is given by
e =
M 1
2q
[(je   q)(ke   q)] (3.4)
Where, je = degree of the node at one end of link e
ke = degrees of the nodes at the other end of link e.
Similarly, in a directed network,
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The `out-assortativity' of an edge is given by [81],
oute =
M 1
outq 
out
q

(joute   outq )(koute   outq )

(3.5)
and `in-assortativity' of an edge is given by [81],
ine =
M 1
inq 
in
q

(jine   inq )(kine   inq )

(3.6)
These denitions for edge assortativity again pivots around the quantity q. Thus, an
edge which connects two nodes with degrees higher than q will be considered assortative,
even if those degrees are very dierent to each other, and an edge which connects a node
with degree higher than q with another node with degree lower than q will be considered
disassortative, even if those degrees are very close to each other. This is clearly counter-
intuitive. Therefore, a denition which does not pivot on the quantity q is proposed.
Such a denition is obtained by going back to the fundamental concept of assortativity,
which is based on the amount of similarity between node attributes.
3.2.1 Example for the inadequacy of the current approach
Consider an undirected network where the expected remaining degree q = 10. In such
a network, a link connecting a node with degree d = 500 with another node with degree
d = 300 will be considered heavily assortative according to equation 3.4, regardless of the
dierence in degrees of these nodes. Even a link connecting nodes with d = 500 and d = 11
will be considered heavily assortative, whereas a link connecting nodes with d = 500 and
d = 9 will be considered heavily disassortative. Moreover, a link which connects two nodes
with d = 10 will be considered non-assortative, despite the fact that it is connecting two
nodes with exactly the same degree. On the other hand, according to equation 3.2, if
a node from this same network has degree d = 2, say, with both its neighbours being
connected to 20 nodes each, the node will be assortative. It could be argued that this
is counter-intuitive, since, both links, the node has, are disassortative links. Therefore,
it could be stated that the parameter q plays a rather undue and heavy inuence in
determining the assortativity of a node or a link. Thus, the existing set of denitions
place undue importance on the quantity q and can be counter intuitive.
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3.3 The new approach
Remark 3.3.1. The new approach will be applied to undirected networks only in this
chapter for simplicity. But, it could easily be extended to directed networks as well.
First of all, unlike network assortativity, node assortativity is a relative concept. We cannot
decide whether a node is assortative or disassortative by looking at just the node's locality
(except in the rare case of a node having all neighbours with exactly the same degree as
itself). We need to compare that node with other nodes in the network. However, it can
be intuitively argued, that node assortativity, in terms of degrees, must mean that a node
must be relatively assortative if it has more connections with other nodes with similar
degrees, whereas a node must be relatively disassortative if it has more connections with
other nodes which have dissimilar degrees.
Consider a regular lattice, where all nodes connect only with six other nodes with same
degrees. We can say, therefore, that all nodes are assortative. If, such a network is
slightly modied such that a node connects with ve similar nodes (in terms of degrees)
and one dissimilar node, is it assortative or disassortative? It could be argued that it is
relatively disassortative. However, a node with similar mixing pattern could be considered
relatively assortative in another network topology, where all other nodes are even more
disassortative. Therefore, node assortativity is a relative concept. Furthermore, we are in
most situations interested in nding out about the relative assortativity of a node only,
within its network. Whether it is assortative or disassortative from an `outside-the-network
perspective' is not always meaningful or relevant.
We can therefore reasonably argue that the average number of `dierences' in node degrees
between a node and its neighbour is a fair indicator of the `disassortativity' of a node. Let
us denote this quantity as v. Thus, all nodes in a regular lattice would have v = 0.
Consider gure 3.1 , where node v1 with degree 5 is connected to ve neighbours, which
have degrees 6; 4; 3; 2; 1. Therefore v1 is (j6   5j + j4   5j + j3   5j + j2   5j + j1   5j)/5
= 2.2. We call this quantity the `average neighbour dierence', which is a direct indicator
of a node's disassortativity. It is given by:
v =
1
dv
dvX
i=1
jdi   dvj (3.7)
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v1
Figure 3.1: Average neighbour dierence, in terms of node degrees. The highlighted node
has an average dierence of v = 2:2 between its own degree and neighbour degrees.
Where,
di = degree of the node i.
However, this measure would indicate that all nodes in a network are disassortative to
various extents, and at best, non-assortative. This measure would not give an assortative
value. But, in reality, there are real world networks which are assortative ( r > 0)[97].
Hence, it would make more sense if the above measure is scaled in such a way that many
nodes in such a network can be labeled assortative. It is achieved by the following way.
First of all, we scale the average neighbour dierence values for each node, by dividing it
by the sum of such values, S. The scaled values, v, will therefore have a sum of S
0 = 1:01.
Now we add a scaling factor  so that some of the nodes become assortative. This scaling
factor acts as a threshold which determines the number of assortative nodes in the network.
It will be more meaningful if the node assortativity values obtained are summed to match
the network assortativity, r [73]. Therefore, we chose the scaling factor  such that N  -
S0 = r, where N is the number of nodes.
This results in,
 =
r + S0
N
(3.8)
1The exception to this scaling is when all v are zero, and node assortativity would have to be dened
via a special case. This can only happen in a perfect regular lattice.
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That is,
 =
r + 1
N
(3.9)
Then the node assortativity of node v can be calculated as
v =   v (3.10)
For a perfectly assortative network,  = 2N , while for a perfectly disassortative network,
 = 0, thus making v =  v. v, by denition, is always positive or zero. Thus a perfectly
disassortative network will have no assortative nodes, which is intuitively right. All other
networks will have some assortative nodes with v  0.
3.4 Application of the new approach to Canonical Networks
In this section, the new formula is tried on some common canonical networks.
3.4.1 Lattice
Figure 3.2: Lattice network. Note that in the (imperfect) lattice, all nodes except two
have degree d = 4.
In a regular lattice all nodes will have same number of degrees, i.e., they will have zero
standard deviation of degrees. Therefore, assortativity and node assortativity must be
dened via special cases. Therefore we look at a slightly imperfect lattice as shown in Fig
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3.2 , where all nodes except two have degree d = 4, and those two have degree d = 3.
The assortativity of the network can be computed as r = 0:222. As shown in Fig 3.4,
according to our denition many nodes are assortative 2. This conforms with our intuitive
expectation.
3.4.2 Star
Figure 3.3: Star network.
Next we look at a star network, which is perfectly disassortative, as shown in Fig 3.3.
The node assortativity distribution for this network is also shown in Fig 3.4. Here again,
as expected, all nodes are disassortative, since they all connect to other nodes which are
dierent in degree to themselves.
3.4.3 Random Network
A Random network could be created using Erdos-Renyi (ER) Random Network model.
An ER random network was created and the new assortativity formula was applied. We
nd that there are peripheral nodes which can be assortative or disassortative, however,
the hubs are largely disassortative. But, the middle level hubs are even more assortative
than the peripheral nodes. This is probably due to the fact that there is no huge variation
in degrees among nodes in random networks.
2Due to symmetry, many points in the gure overlap.
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Figure 3.4: Lattice and Star - node assortativity distributions
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Figure 3.5: Node assortativity distribution of an Erdos-Renyi random network of size
N = 1000 nodes and M = 3000 links
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3.4.4 Scale-free network
A scale-free network could be generated by preferential attachment [16] method. In Scale-
free networks also, like ER random network, we nd peripheral nodes that are either
assortative or disassortative, however, the hubs are largely disassortative. But, since in
scale-free networks the variation of degrees is more pronounced, assortativity seems to
largely decrease with node degree.
-0.006
-0.005
-0.004
-0.003
-0.002
-0.001
 0
 0.001
 0.002
 0  5  10  15  20  25  30  35
n
o
de
 a
ss
or
ta
tiv
ity
degree
node assortativity
-0.006
-0.005
-0.004
-0.003
-0.002
-0.001
 0
 0.001
 0.002
 0  5  10  15  20  25  30  35
n
o
de
 a
ss
or
ta
tiv
ity
degree
average node assortativity
Figure 3.6: Node assortativity distribution of a Preferential Attachment-based synthetic
scale free network of size N = 1000 nodes and M = 3000 links.
Remark 3.4.1. Rich club phenomena Rich club phenomena [37, 93, 109] is a well
known occurrence in many complex networks (such as Internet AS level networks), where
the largest hubs have the tendency to connect to each other. However, it is vital to un-
derstand if such hubs have the most links among themselves, or most of their links are
actually to peripheral nodes, while maintaining a higher than average number of links
among themselves. Node assortativity can be used as a tool to identify this.
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3.4.5 Networks with assortative hubs
The following example demonstrates that the denition of node assortativity presented in
this chapter can indeed result in assortative hubs. It can be observed by inspection that
the network shown in Fig 3.7 has a strong `rich club'. The corresponding node assortativity
values are shown in Fig 3.8, and it could be seen that the hubs are indeed assortative (Note
that due to symmetry in the design, there are several overlaps of points in the distribution
plot). Thus the assortativity of hubs in this network, and the corresponding strong rich
club, are captured by our denition. Fig 3.9 shows a larger and more complex model
network with the same design motif i.e., designed to have a strong `rich-club'. Again, as
Fig 3.10 shows, many hubs to be assortative. .
Figure 3.7: A model network with assortative hubs
3.5 The new approach applied to real-world Networks
In this section, the results of the application of the new measure on real-world networks
are given. The networks were chosen from a broad spectrum of areas. They come from
biological, technical and social domains. Our main aim here is to see if there is any
correlation between node degree and node assortativity. If there is any, nd whether the
patterns vary from one network group to another. Briey and simply put forward, we
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Figure 3.8: A model network with assortative hubs - node assortativity distribution
Figure 3.9: A second model network with assortative hubs
intend to nd answers to the following questions:
1. Are the hubs assortative, disassortative, or both?
2. Do networks which display the so called rich-club phenomena, demonstrate assorta-
tive hubs?
3. Are the majority of the peripheral nodes assortative or disassortative?
4. Is there any correlation between overall network assortativity and the assortativity
of the hubs?
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Figure 3.10: A second model network with assortative hubs - node assortativity distribu-
tion
3.5.1 The real-world networks that were analysed
In order to nd answers to the above questions, distributions with node degree on one axis
and node assortativity on the other axis were generated. Among technical networks, we
considered Internet Autonomous System level networks [83], where nodes represent Au-
tonomous Systems in the Internet and the links represent commercial agreements between
Internet Service Providers (who own the two ASs) [83]. Among biological networks, we
considered Gene Regulatory Networks, where the nodes are genes, and the links are the
inhibitory or inducing eects of one gene on the expression of another gene [21, 28, 39].
Among social networks, we considered collaboration networks, where the nodes are re-
searchers and links denote collaboration between researchers [57]. We also considered
food-webs which are Ecological networks [1]. Finally, as a poignant one-o example, we
also considered a human cortical network. The term cortical networks is not a standard
term in complex network literature, like the terms used to denote other types of networks
in this section. By this term we denote the network of dependencies between various re-
gions of the cerebral cortex (in a set of primates) [51, 99]. The nodes are regions in the
cortex, and the links are functional dependencies. Note that the nodes are not individual
neurons. Some of our results are shown in gures 3.11, 3.12, 3.13, 3.14 & 3.15.
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Figure 3.11: (a) Node assortativity distribution of Internet (AS level network - 2011). (r=
-0.212) (b) Node assortativity distribution of Internet (AS level network - 2010). (r= -0.207)
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Figure 3.12: (a) Node assortativity distribution of Bay dry food web. (r= -0.115) (b) Node
assortativity distribution of Bay wet food web. (r=-0.122
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Figure 3.13: (a) Node assortativity distribution of the Gene Regulatory Network of C. elegans
(r= -0.087) (b) Node assortativity distribution of the Gene Regulatory Network of Human (r=
-0.033)
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Figure 3.14: Node assortativity distribution of hep-theory collaboration Network. (r= 0.294)
(b) Node assortativity distribution of network science collaboration Network. (r= 0.462)
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Figure 3.15: Node assortativity distribution of Human Cortex Network. (r= 0.173)
3.5.2 The plots
Quite surprisingly, we see from the gures that all of the real world networks show dis-
assortative hubs regardless of their domain. The peripheral nodes are both assortative
and disassortative. This is true even for Internet AS networks which demonstrated the
rich-club phenomena and the Human cortical network which has a high node-to-link ratio
(27:2 links per node). However, this cannot be a feature of the denition, since we had
seen some model networks where the hubs are strongly assortative.
We mentioned earlier, that we consider node assortativity as a relative quantity within
the context of the network. Therefore, we must interpret the results as, all hubs are
being disassortative compared to many of the peripheral nodes. This is true regardless
of the value of  chosen, since it is comparative. It would appear that our results are in
contrast with the results obtained by rich club measures on similar networks [93, 109].
In particular, it has been observed that the Internet AS networks show the `Rich-Club
phenomena', where there is a higher density of connections among hubs. This might
appear to imply that the hubs need to be assortative. Therefore, it could be asked, do the
hubs seem disassortative only because they and their neighbours have high degrees and
the average degree dierences are, therefore, amplied? In order to nd the answer this
question, we re-analysed the networks based on a ranking system given below.
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3.5.3 Rank-based assortativity
The rich-club connectivity is dened as an average connectivity of nodes that have more
than a specied number of degrees [37, 109]. In particular, a ranking system is used on
nodes, based on degrees, and the connectivity of sub-graphs with nodes having a certain
percentile rank or above is measured. Therefore, we modify the assortativity and node
assortativity denition based on ranks of the nodes as well, which are computed based
on node ranks, rather than node degrees themselves. Therefore, we calculate network
assortativity as,
rrank =
M 1
2q
"X
e2E
(jranke   rankq )(kranke   rankq )
#
(3.11)
where M is the number of links and E is the set of links. jranke , and k
rank
e denote the
reverse ranks of nodes at either end of link e respectively.
Remark 3.5.1. We used ranks in reverse order, so that the largest hub will have the
highest value. The mean and standard deviation q and q are also calculated in terms of
the reverse-rank, rather than degrees themselves.
Now the average neighbour dierence, in terms of nodes, can be calculated for each node
as
rankv =
1
dv
dvX
j=1
jrankj   rankvj (3.12)
and node assortativity can be calculated as described above, using the rank-based assor-
tativity rrank to calculate the scalar .
Using this rank-based denition, we analysed the same set of real world networks which
were described in previous section. The results are shown in gures 3.16, 3.17, 3.18, 3.19 &
3.20. We found that, there is not much qualitative dierence in our results. The food-webs
though, noticeably show a dierent pattern now. In these networks, the provincial hubs
are the most assortative. Regardless, most real world networks still show disassortative
hubs, which must now clearly mean that most of the connections of these hubs must
be for relatively peripheral nodes. We can rarely see however, that some hubs can be
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Figure 3.16: (a) Node assortativity distribution of Internet AS level network - 2011. (rrank=
-0.212) (b) Node assortativity distribution of Internet AS level network - 2010. (rrank= -0.294)
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Figure 3.17: (a) Node assortativity distribution of Bay dry food web. (rrank= -0.064) (b) Node
assortativity distribution of Bay wet food web. (rrank= -0.06)
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Figure 3.18: (a) Node assortativity distribution of C. elegans Gene Regulatory Network. (rrank=
0.129) (b) Node assortativity distribution of Human Gene Regulatory Network. (rrank= 0.245)
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Figure 3.19: Node assortativity distribution of hep-theory collaboration Network. (rrank= 0.319)
(b) Node assortativity distribution of network science collaboration Network. (rrank= 0.627)
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Figure 3.20: Node assortativity distribution of Human Cortex network based on node
rank. (rrank= 0.206)
slightly assortative, as in the case of the hep-theory collaboration network and Internet
AS networks. Even here, many peripheral nodes are much more assortative than these
hubs. In any case, as mentioned before, we are more interested in comparing hubs to
peripheral nodes, than looking at the absolute assortativity values of the hubs, since those
can shift subject to the choice of . We do not observe any network where, there is a
tendency for the hubs to be more assortative than peripheral nodes (i.e the assortativity
values increasing with degrees). The overall tendency is still that, assortativity values
reducing with node degree.
In the case of Internet, therefore, we can surmise that, while the hubs may have a higher
link density compared to that of all nodes taken together, many links from individual hubs
are indeed connected to peripheral nodes. Therefore the hubs are not highly `assortative'
in the true sense. It appears, that, there are not too many real world networks with
assortative hubs.
We, however, see an arguably qualitative dierence in the Human Cortical networks, where
there is some tendency for the hubs to be as assortative as the most assortative peripheral
nodes. That is, the assortativity does not reduce with node degree. This is possibly related
to the high node-to-link ratio this network displays, and may have implications for the
networks' robustness, as we will discuss below.
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3.6 Summary
Assortativity quanties the tendency of nodes being connected to similar nodes in a com-
plex network. Degree Assortativity of the network is quantied as the Pearson correlation
between the degree of nodes at the end of either end of each link in the network. Current
formula of node assortativity could give rise to assortative values that are contradictory to
the fundamental denition of assortativity. Therefore, a new approach is presented that
overcomes the inherent shortcomings of existing local measure of assortativity. Using this
approach, it is shown that most real-world scale-free networks have disassortative hubs,
though we can synthesise model networks which have assortative hubs. Highlighting the
relationship between assortativity of the hubs and network robustness, it is shown that
real-world networks do display assortative hubs in some instances, particularly when high
robustness to targeted attacks is a necessity.
3.7 Conclusion
This chapter introduced a new measure, that is independent of expected remaining degree,
for quantifying node assortativity. The measure was applied to various networks and
interesting observations were made. The next chapter introduces another approach to
node assortativity, by considering the contribution of nodes to the network assortativity.
That also will be applied to various networks and the results be discussed.
Chapter 4
Node-Assortativity based on
node's contribution to network
assortativity
In the last chapter, a new approach to measure node assortativity was given. It elimi-
nates the value being counter intuitive or being contrary to the fundamental denition
of assortativity, in current approach. I.e: according to the denition \node-assortativity
is a measure tendency of nodes, to connect to similar nodes". In this chapter, another
approach, that measures node-assortativity by considering the node's contribution toward
the network assortativity is presented. Then this approach is applied to networks that are
both simulated and are found in real world. The node-assortativity distributions are then
analysed for mixing patterns of the hubs as well as that of peripheral nodes. Finally the
observations are presented.
4.1 Introduction
The assortativity coecient of a network quanties the tendency in a network where nodes
have links with similar nodes. However, this coecient is a network level measure, and
does not quantify the mixing preferences of individual nodes. Hence, some work has been
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undertaken to quantify mixing patterns in greater detail, by considering individual nodes
(or links). However, shortcomings exist in the proposed methods. Therefore, new methods
are proposed to overcome these shortcomings. In this chapter, a method is described that
measures the node-assortativity from the basis that each node contributes toward the
network asssortativity. I.e: this chapter describes an approach where the contribution
of each node toward the network assortativity. This is achieved by rst identifying and
calculating the assortativity contribution of the links that are connected to a particular
node.
And then the new formula is used to construct assortativity proles of networks and
analyse the mixing patterns of individual nodes in them. The node assortativity proles
of technical, social and biological networks are analysed. In particular, the assortativity
/ disassortativity of the hubs in a network are analysed contrasting it with the overall
level of assortativity. Using node assortativity, the design and/or evolution of physical
(anatomical) networks and logical networks are compared. Then it was demonstrated that
biological networks have comparatively complex mixing patterns, which may potentially
be related to the functions of sub-networks in them.
4.2 The derivation
To start with, the degree assortativity of a network can be dened as the Pearson corre-
lation [70, 73], as mentioned in the `background' chapter(Repeated here for clarity).
r =
1
2q
24(X
jk
jkej;k)  2q
35 (4.1)
Where,
ej;k = the joint probability distribution of the degrees of the two nodes at either end of a
randomly chosen link
qk = the `expected degree' distribution, the distribution of probabilities of nding a node
with degree k at the end of a randomly chosen link
q the expected value or mean, of the expected degree distribution qk
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q the standard deviation, of the expected degree distribution qk
A mathematical equivalent of the above Pearson correlation, that is dened in terms of
summation of the edges is given below [73].
Let's note,
ej;k = mj;k=M (4.2)
where mj;k is the number of edges between a node with j degrees and a node with k
degrees, and M is the total number of edges in the network, thus M =
P
jk
mj;k.
X
jk
jkej;k =M
 1
MX
i=1
jiki (4.3)
This relation is derived by re-arranging the terms within the sums as follows:X
jk
jkej;k =M
 1X
jk
jk mj;k (4.4)
=M 1
X
jk
jk
mj;kX
l=1
1 =M 1
X
jk
mj;kX
l=1
jk (4.5)
=M 1
MX
i=1
jiki: (4.6)
The rst step used Eq. 4.2, while the last step used
P
jk
mj;k =M . The relation Eq. 4.3 is
important because it equates averages obtained in two dierent ways: by summation over
degrees and by summation over individual edges.
Now let us obtain the equivalent denition of r by starting with
r =
1
2q
240@X
jk
jikiej;k
1A  2q
35
Here we apply Eq. 4.3, obtaining,
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Here i indexes the individual links.
From the equations above, the network assortativity can be expressed as the summation
of contributions of individual edges. Therefore,
e =
M 1
2q
[(ji   q)(ki   q)] (4.7)
as the contribution of an edge to network assortativity r.
In a directed network, the `out-assortativity' of an edge is dened as [81],
oute =
M 1
outq 
out
q

(jouti   outq )(kouti   outq )

(4.8)
and a similar denition is given for the `in-assortativity' of an edge.
Therefore, we can obtain the contribution of a single node, as the summation of the
contributions of links which are connected to it. Since each link is connected to two
nodes, we will scale the contributions by 0.5. Therefore, assortativity of a single node (in
undirected case) will be given by
v =
M 1
22q
"
dvX
i=1
(ji   q)(ki   q)
#
(4.9)
4.3 Node Assortativity distributions of some canonical networks 57
where i are links originating from node v. Since links are undirected, the terminology
`originating' simply means that the links are connected to node v on one end. For each
link i, ji is the degree of node at one end of the link and ki is the degree of the node at
the other end. We denote the degree of node v as dv. Clearly ji = dv for all i but ki varies
for each link.
If we consider non-degree based assortativity, then assortativity is computed based on
some scalar value which is a property of the node. In this case, the node assortativity of
the node will be given by,
v =
M 1
22q
"
dvX
i=1
(i   q)(i   q)
#
(4.10)
where, for each link i, i is the scalar value of node at one end of the link and i is the
scalar value of the node at the other end. The degree of node v is still dv. Here clearly
i 6= dv, i 6= dv in general. The quantities q and q will also need to be calculated in
terms of the scalar value considered.
Node assortativity is a property of individual nodes. It is possible, therefore, to construct
node assortativity distributions for networks. We can do this in one of the following three
ways.
1. Node assortativity vs node ID plots, where node IDs are either sorted according to
node assortativity or unsorted
2. Node assortativity vs node degree plots
3. Average node assortativity vs node degree plots, where the node assortativity average
of all nodes having the same degree is calculated and plotted against node degree.
These plots can then be used to analyse the topology of networks or classify them. In the
following sections, mainly the third category of plots will be used.
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Figure 4.1: Lattice, Ring and Star networks.
4.3 Node Assortativity distributions of some canonical net-
works
Let us consider a regular lattice, a ring and a star (Fig. 4.1). A regular lattice of innite size
must be perfectly assortative, since all nodes connect to other nodes with similar degrees.
These networks represent the highest degree of homogeneity and have no randomness
[97]. A regular lattice with nite size therefore will likely be assortative, but not perfectly
so. Lattice like structures are often found in engineered systems and computer networks.
Therefore, we may expect that the node assortativity of nodes in a lattice is largely positive.
A ring network is another topology which is often found in engineered and computer
systems. In a ring, again, all nodes connect only with other nodes with the same degree
(degrees of two) and a nite ring is perfectly assortative. Furthermore, all nodes are
symmetrical. Therefore, we may expect that all nodes have identical and positive node
assortativity 1N , where N is the size of the ring.
Star topology is also commonly found in a number of domains. Even though not many real
world networks are likely to have a star topology, it is a very common motif within many
real world networks [97]. They are largely responsible for the short distances achieved
within scale-free networks [17, 97], and assist in reducing the cost of communication. It
could be argued that at network level, a star is perfectly disassortative, since all nodes
connect to a node with dierent degree - the hub connects only with peripheral nodes and
each of the peripheral nodes connect only with the hub. Therefore, with a star network,
we would expect each of the nodes to have negative node assortativity, and the summation
of all node assortativity values to be  1:0.
The node assortativity distributions of each of these networks are given in 4.2. Here, node
assortativity is plotted against node degree, so there will be some overlaps when more than
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one node has the same degree. The networks considered are, a regular lattice, a star and a
ring with 16, 6 and 6 nodes respectively as shown in Figure 4.1. As expected, nodes of both
lattice and ring networks show assortativity (Fig. 4.2). In case of the regular lattice, there
are three dierent degrees, and all nodes are assortative, whereas in the case of the ring,
all nodes have the same degree and same positive assortativity value. Similarly, all nodes
of the star network show disassortativity (Fig. 4.2), though the hub is more dominant
compared to the peripheral nodes in its disassortative tendencies. Therefore, for these
basic canonical networks, the node assortativity distribution seems to show intuitive and
expected results.
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Figure 4.2: Node assortativity distribution of Lattice, Ring and Star networks. The
assortativity values of these are r = 0:294, r = 1:000 and r =  1:000 respectively.
4.4 Node Assortativity distributions of some simulated net-
works
For this section, Erdos-Renyi random networks (ER Networks) and scale-free networks are
synthesised and analysed. Erdos-Renyi random networks are classical graphs long used to
represent systems before the adventure of scale-free networks, where two nodes are joined
with a random probability p. These networks have been used as null models to describe
genetic, neural, and ecological systems [97]. It has been shown that ER random graphs
have a Poisson degree distribution [17]. A consequence of this is that the excess degree
distribution is the same as the degree distribution (qk = pk for all k). It also means that,
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for large networks, the probabilities of nding two nodes with certain degrees at each end
of a link are mutually exclusive, and the overall assortativity r is thus never considerable.
Scale-free networks are those networks that display similar topological features irrespective
of the scale. Such networks are described by power law degree distributions, formally
specied as
pk = Ak
 u(k=Np) (4.11)
where, u is a step function specifying a cut o at k = Np. The degree distribution of scale-
free networks can be specied by a number of parameters, including maximum degree Np,
scale-free exponent , proportion of out-lier nodes A, and average degree k. Scale-free
networks are impressively robust to random node failure and random damage [18, 38]. To
destroy or fragment such networks randomly, one would have to remove almost all of its
nodes [38]. This perhaps explains, at least partly, why scale-free architecture is commonly
found in many evolved networks in nature. This also means that targeted attacks have to
be designed specically to eectively destroy such networks, and non-trivial topological
analysis of the network is necessary to identify the nodes to be targeted. Indeed, most real
world networks are scale-free networks, including technical, biological and social networks
[25{27, 35, 38, 65, 79].
In this section, a random network with 1000 nodes and 1234 links, and a scale-free network
with 1000 nodes and 1234 links are analysed. Both node assortativity vs degree plots
and average node assortativity vs degree plots are generated and presented. we can see
that in the ER random network, there is no strong mixing pattern, and both hubs and
peripheral nodes have assortative and disassortative nodes, as shown in Fig. 4.3. This is
not surprising, since mixing patterns are expected to be random, and overall assortativity is
close to zero. In scale-free networks however, we nd that the hubs are largely assortative,
and the node assortativity seems to have a correlation with node degree, as shown in Fig.
4.4. Here, the overall assortativity r = 0:12. This is assortative. However, when the scale-
free network has overall disassortativity, it seems that the hubs are also disassortative.
This is shown in Fig. 4.5 with r =  0:12. The network shown here has the same degree
distribution as the previous scale-free network, but disassortative. Therefore, it appears
that in synthetic scale-free networks, the peripheral nodes are largely non-assortative,
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while the hubs follow the overall assortative tendency of the networks. We will see that
this is largely true for many real world networks as well, however there are many notable
exceptions.
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Figure 4.3: Node assortativity distribution of a random network with 1000 nodes. The
network assortativity value r =  0:03.
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Figure 4.4: Node assortativity distribution of a Scale-free network with 1000 nodes. The
network assortativity value r = 0:12.
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Figure 4.5: Node assortativity distribution of a Scale-free network with 1000 nodes. The
network assortativity value is r =  0:12.
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4.5 Node assortativity distributions of real-world networks
In this section, real-world networks from technical, social and biological elds are analysed
for their node-assortativity distribution patterns.
4.5.1 Node assortativity distributions of technical networks
Real world technical networks may include the world-wide web, Internet (at both AS and
router levels), software class networks, software-hardware interaction networks, computer
networks, power networks etc. They dier from other domains of networks in that they
are man-made and designed by utilizing engineering principles rather than being naturally
evolved networks. Some have physical constraints, while others do not.
Technical networks are largely disassortative [38, 97] and sometimes non-assortative. As
example of technical networks, we considered Internet Autonomous Systems level (AS)
networks, Internet router level networks [5] and US west Power network [9]. In Internet
AS networks, the nodes represent an autonomous system in the Internet and the edges
represent a commercial agreement between two Internet Service Provides (who own the two
ASs). Such an agreement denes whether they agree to exchange data and how to charge
each other [83]. Such networks generally are disassortative, having assortativity coecients
between r =  0:1 and r =  0:4. The US West Power network is the network of electric
substations on the western part of the United States, and largely non assortative (r=
0.003). The router network we considered is from the year 2003 with size of N = 192; 244
nodes and M = 609; 066 links, with assortativity r = 0:025.
Fig. 4.6 shows the node assortativity distributions of the Internet AS networks, where
node assortativity is plotted against node degree of individual nodes. Here the hubs are
all disassortative, matching with the overall disassortativity of the networks. Indeed, no
nodes, hubs or peripheral, are assortative. Therefore, this is an example of disassortative
networks showing disassortative hubs. We analysed node assortativity distributions of
several Internet AS networks from 1998 to 2008 and got very similar results.
On the other hand, the US west Power network shows a curious distribution, as shown in
Fig 4.7. The network is overall non-assortative, with a slightly assortative tilt, and the
hubs are both strongly assortative and strongly disassortative. Even though the biggest
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Figure 4.6: Node assortativity distribution of Internet AS networks 2004, 2005, 2007.
Assortativity coecients are r =  0:204, r =  0:203, r =  0:195 respectively.
hubs are disassortative, it is clear that there is no clear disassortative tendency with higher
degree. Instead, the nodes with higher degree increase in their absolute value of assor-
tativity (become either more assortative or more disassortative with degree). Similarly,
the Internet router level network (as of 2003) which we analysed also shows a distribution
with both assortative and disassortative nodes (Fig. 4.8).
One explanation for this tendency might be that the power network and router network
are both examples of geographical/spatial networks, where the lengths of links (distances
between nodes) have physical meaning, unlike the AS Internet network (and many others
we will consider) where the links are merely logical connections. Indeed, we will see in
the following sections, that whenever there is a physical constraint on mixing patterns,
there are both assortative and disassortative hubs in the network, regardless of the overall
assortativity or disassortativity.
4.5.2 Node assortativity distributions of social networks
In this section social networks are analysed. The term `social networks' is used to denote
all networks where nodes represent people or documents created by people. Therefore,
collaboration of scientists or corporate executives, on-line social networks such as Face-
book, Twitter and Google plus, interaction networks of school children, or even citation
networks of papers all fall into this category. Unlike technical networks, these networks
are not designed but evolved as a result of interactions between people. The evolution
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Figure 4.7: Node assortativity distribution of US west power network. r = 0:003
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Figure 4.8: Node assortativity distribution of Internet Router network. Assortativity
coecient is r = 0:025.
timescales are much quicker than biological networks, however. Social networks have been
found to be largely assortative [38, 73, 97], though there are disassortative examples as
well.
We looked at a number of types of social networks. Firstly, we looked at scientic author
collaboration networks, which are assortative. In these networks, the nodes are authors
of research papers, and a link exists between two authors if they have co-authored at
least one paper [69, 74]. Fig 4.9 and Fig. 4.10 show the collaboration networks for Astro
Physics and Condensed matter (2005) collaboration, respectively, and from the gures we
can see that the hubs are assortative. These are examples of assortative networks where
assortativity increases with node degree, and the network assortativity is reected in hub
assortativity. Another similar example is the collaboration network of company directors
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shown in Fig. 4.11, which is also assortative (r=0.274), and displays assortative hubs. We
also analysed the Hep. theory, condensed matter 2003 and Network science collaboration
networks, and got similar results.
-0.0005
 0
 0.0005
 0.001
 0.0015
 0.002
 0.0025
 0.003
 0.0035
 0.004
 0.0045
 0  50  100  150  200  250  300  350  400
n
o
de
 a
ss
or
ta
tiv
ity
degree
Figure 4.9: Node assortativity distribution of collaboration network for Astro-physics.
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Figure 4.10: Node assortativity distribution of collaboration network for Condensed Mat-
ter (2005). r = 0:186
Next, we look at citation networks. In these networks, the nodes are research papers (or
other documents that could be cited) and links denote citations between these documents.
We treat these as undirected networks in this paper. Even though the nodes are not
people, the citation topology is determined by cognitive decisions of people (to `cite'
another author on their paper), and as such we include them within the broad category
of social networks. We will see, however, that these are largely disassortative networks,
possibly due to the star motifs created by extremely popular papers. Fig. 4.12 and Fig.
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Figure 4.11: Node assortativity distribution of collaboration network of company directors.
Network assortativity coecient r = 0:274
4.13 show the node assortativity proles against degree for Smart grid citation network
and Small world citation network, respectively, which are both globally disassortative. In
these networks, we may see that the hubs are also disassortative, and the node assortativity
generally tends to decrease with node degree. Therefore, in both types of social networks,
it is clear that the hubs largely reect the overall assortativity, and the absolute value of
the node assortativity is correlated to node degree. We also analysed the Scientometrics,
Lederberg, Zewail and Self Organising Map citation networks, and observed similar results.
This is conrmed by a Facebook on-line social network we analyzed [8], as shown in
Fig.4.14. Here, the network is nearly non-assortative (r = 0:097), and there are both
assortative and disassortative hubs. Therefore, again, the dominant overall tendency is
reected on the hubs, and where there is no dominant overall tendency, the hubs can be
either assortative or disassortative.
However, we nd a dierent tendency among the pre-school interaction networks. These
are networks where the nodes are pre-school children and the links are constructed based
on the frequency of interactions between them. Such networks could be constructed, for
example, by attaching sensors to children from a particular school over a period of time
- over a day or week [94]. Here also the network is highly assortative. We nd that,
according to Fig. 4.15, even though the hubs are assortative, the provincial hubs are the
least assortative, and assortativity does not increase with degree. These networks therefore
show a distinctive design pattern, where the provincial hubs seem to connect together a
`rich-club' of assortative networks and a `poor-club' of peripheral networks, both of which
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Figure 4.12: Node assortativity distribution of Smart Grid citation network. r =  0:193
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Figure 4.13: Node assortativity distribution of Small world citation network. r =  0:303
-0.004
-0.003
-0.002
-0.001
 0
 0.001
 0.002
 0.003
 0.004
 0.005
 0  20  40  60  80  100  120
n
o
de
 a
ss
or
ta
tiv
ity
degree
Figure 4.14: Node assortativity distribution of collaboration network facebook users. Net-
work assortativity coecient r = 0:097
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are densely linked. We notice that the link-to-node ratio in this particular network is
25.00, which is much higher than typical, among the other social networks we looked at.
We postulate therefore that the high link density plays a role in creating highly assortative
peripheral nodes, making the provincial hubs the least assortative. we will see this pattern
in some biological networks also.
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Figure 4.15: Node assortativity distribution of Pre-School Interaction Network. r = 0:173
Yet another exception is observed in a Jazz musicians [9] social network (Fig. 4.16). Here,
the network is overall non-assortative. Like Facebook, here also, it could be assumed that
the `rich-club' tendency, where famous people tend to connect with each other, and the
`fan-club' tendency, where less famous people try to make connections to superstars in
order to advance their careers or social status, compete with each other, and the network
is overall non-assortative, with a slightly assortative tile. However, surprisingly we see
that the hubs are disassortative. This is an exception to the norm in social networks,
and therefore gives us information about topology which could not be otherwise easily
obtained. The node assortativity analysis is useful to identify and further analyse such
topological anomalies.
4.5.3 Node assortativity distributions of biological networks
Under the category of biological networks come networks of genetic material or other
components within a living organism, or a cell of such an organism. Within this category
can be included Gene Regulatory networks (GRN), Protein-Protein Interaction networks
(PPI), metabolic networks, cell signalling networks, neural and cortical networks etc. They
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Figure 4.16: Node assortativity distribution of collaboration network of Jazz Musicians.
Network assortativity coecient r = 0:02
are logical networks, where `links' are constructed based on functional dependencies, but
some, such as neural networks are anatomical (physical) in nature. Biological networks
are largely disassortative [21, 73, 97], though many biological networks with strong assor-
tative tendencies are also found. Therefore biological networks could show a full range
of assortativity values. Among biological networks, we studied metabolic networks [7],
Protein-Protein Interaction networks [2], cortical networks [3, 6] and Gene regulatory
Networks [4].
Metabolic networks
In metabolic networks, the nodes are substrates belonging to one or more metabolic path-
ways inside a cell and links are biochemical reactions typically catalysed by enzymes acting
on these substrates [50, 80, 91, 100]. Note, that this is sometimes called a `substrate net-
work' [52, 88]. A complementary representation where the biochemical reactions are the
nodes and the links represent substrates is called a `reaction network'. Bipartite networks
where both substrates and reactions are nodes also could be constructed. The node as-
sortativity proles of three metabolic networks we considered, that of Human, Rhesus
monkey, and Chimpanzee are shown in Fig. 4.17, 4.18 & 4.19 respectively. These are
all assortative networks, with assortativity values r = 0:326, r = 0:340, and r = 0:318,
respectively. From the gures we can see that all of these network have assortative hubs.
Moreover, they have the steady tendency where assortativity increases with node degree.
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Therefore, these metabolic networks are examples of assortative networks with assortative
hubs. We analysed a number of other metabolic networks from the same database [7] and
they all showed similar results.
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Figure 4.17: Node assortativity distribution of Human metabolic network. Network As-
sortativity value r = 0:326.
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Figure 4.18: Node assortativity distribution of Rhesus Monkey metabolic network. Net-
work Assortativity value r = 0:318.
Gene regulatory networks(GRN)
In Gene Regulatory Networks, the genes are modelled as nodes and the eects of one
gene on the expression of another gene are modelled as links. These eects could be
either inhibitory or inducing[21, 39]. For the purpose of node-assortativity analysis, these
networks are treated as undirected networks. The assortativity value of some of these
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Figure 4.19: Node assortativity distribution of metabolic network of a chimpanzee. Net-
work Assortativity value r = 0:34.
Gene regulatory networks are assortative while some are disassortative.
The Rat (R. norvegicus) GRN showed an assortativity, r = 0:862, as shown in Fig.4.20. It
shows a highly irregular node assortativity pattern. Even though the hubs are assortative,
there is no correlation between node degree and node assortativity, with small-provincial
and large-provincial nodes being the most assortative. Medium-provincial nodes even seem
disassortative. The overall peripheral node and hubs are assortative. This again hints the
existence of `rich-club' and `poor-club' architecture, connected by a least-dense region of
provincial nodes. However, unlike the pre-school network, here, there are two arcs, hinting
that the slightly peripheral nodes dominate the links in the `poor-club', and the second-
tier hubs dominate the link density among the rich club. We are able to understand this
complex design pattern with the use of assortativity proles we introduce. since a GRN
is a network evolved over millions of years, the complicated design features it displays
in marked contrast with human-designed or short-term evolved systems warrant further
analysis to understand the functional complications behind it.
we also studied the house-mouse (M. musculus) GRN, the node assortativity distribution
of which is shown in Fig. 4.21. Even though this is also an assortative network with
r = 0:659, and mouse and rat are rather similar mammals, it is evident from Fig. 4.21
that the design of mouse GRN is quite dierent from that of the Rat GRN. In the mouse
GRN, there are strongly assortative and disassortative hubs, which are not outliers but
parts of groups of lesser hubs which show similar mixing patterns. It is interesting to
note, therefore that node assortativity proles are able to highlight such design motifs
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which warrant further study. We studied a number of other GRNS, including Human, A.
Thaliana and C. elegans, but did not nd any complex design patterns. All of these were
disassortative networks, unlike Rat and Mouse GRNs which were assortative. For example,
the Human GRN is shown in Fig. 4.22, which is disassortative, and shows disassortative
hubs.
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Figure 4.20: Node assortativity distribution of Rat Gene Regulatory Network. r = 0:862
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Figure 4.21: Node assortativity distribution of Mouse Gene Regulatory Network. r =
0:659
Protein-Protein Interaction networks (PPI)
In Protein-Protein Interaction networks, nodes are molecules of proteins, and the links
represent any biochemical interactions between them. The networks are naturally undi-
rected [54, 55, 60, 78, 98] and generally disassortative at network level. the PPI networks
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Figure 4.22: Node assortativity distribution of Human Gene Regulatory Network. r =
 0:033
of H. Pylori and Fruit-y are shown in Fig. 4.23 and Fig.4.24 respectively. these nodes
have assortativity values of r =  0:236 and r =  0:081. It can be seen from the gures
that the node assortativity distributions are correlated with node degree, with hubs being
highly disassortative. We also analysed other PPI networks (Human, Mouse and Yeast)
and they all had node assortativity distributions correlating with node degrees and hubs
reecting global assortativity. We did not nd any remarkably dierent patterns.
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Figure 4.23: Node assortativity distribution of H. pylori Protein-Protein Interaction Net-
work. r =  0:236
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Figure 4.24: Node assortativity distribution of Fruit-y Protein-Protein Interaction Net-
work. r =  0:081
Cortical networks
Another type of biological networks we looked at are cortical networks. By `cortical net-
works' we denote the networks of dependencies between various regions of the cerebral
cortex (in a set of primates)[6, 99]. The nodes are regions in the cortex, and the links are
functional dependencies among them. Note that the nodes are not individual neurons.
Cortical networks typically have high density (link-to-node ratio), and this aects their
node assortativity distributions. For example, we show the node assortativity distribution
of human cortical network in Fig. 4.25. The network has 994 nodes and 27,040 links, thus
having a link-to-node ratio of 27.20 which is higher than many typical biological networks
we considered. Even though the network is overall non-assortative, we can see that the
hubs are either highly assortative or highly disassortative. Here also, it is the provincial
hubs that seem to be the most non-assortative. It appears therefore there are a set of
hubs which are in a `rich-club', and a lot of other hubs which lead `fan-clubs' (being the
centre of star-like-structures), and among peripheral nodes also there are many, which
form a `poor-club', while others prefer to be `fans' of hubs (at the periphery of star-like
structures), hinting at a highly complex design pattern which the degree distribution of
global assortativity cannot adequately describe. This is another example of the node
assortativity distributions highlighting a complex design pattern.
We analysed other cortical networks (Cat and Macaque monkey) which are smaller in size,
and the distributions are again complex. The cortical network of cat, with 65 nodes and
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1138 links, is shown in Fig. 4.26. Here, despite the overall non-assortative nature of the
networks, we may see that the peripheral nodes are assortative, provincial nodes are non
assortative and hubs are disassortative. Therefore, it is clear that the node assortativity
distributions again highlight a complex design pattern, in this case.
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Figure 4.25: Node assortativity distribution of Human Cortical Network. r = 0:173
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Figure 4.26: Node assortativity distribution of Cat Cortical Network. r = 0:011
Remark 4.5.1. It should also be noted that, while the Gene Regulatory, Protein-Protein
Interaction and metabolic networks are all logical networks, inferred from functional links
between biochemical entities, the Cortical networks are anatomical (physical) networks,
where there are costs associated with having lengthy links. This would somewhat prevent
them from having very dominant hubs. Therefore, as we have seen in the US west Power
networks which are also geographical (physical), the typical tendency of hubs reecting the
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global assortativity is not followed. However, unlike power networks, the brain networks
seem to have high link density, which gives them a dierent architecture which is highlighted
by the node assortativity distribution.
4.6 Discussion
Three domains of networks, namely (i) technical (ii) social and (iii) biological have been
considered for node assortativity distributions. In all three domains, the main trend has
been that the absolute value of node assortativity increases with node degree. In assorta-
tive networks, we found that the hubs were also assortative, whereas in the disassortative
networks, the hubs were overall disassortative. Thus the hubs match the global tendency
in assortativity. However, in any networks there were a sizable amount of peripheral
nodes which were disassortative. These observations were valid for synthesised scale-free
networks as well.
However, there were some notable exceptions. among technical networks, we saw that the
US west Power network, which is mainly non-assortative, displays both strongly assortative
and strongly disassortative hubs. As mentioned earlier, this is a network where links are
transmission cables, and since transmission cables are costly to install and maintain, the
structure of the network is constrained by the physical distance between nodes. The
Internet router network displayed a similar tendency. Among collaboration networks, we
saw that the pre-school interaction network of children, while being assortative, displayed a
complex node assortativity prole where the provincial hubs are the least assortative, while
peripheral nodes are strongly assortative. We saw that the link density in this network is
much higher than typical among the networks we studied. Similarly, we also studied a Jazz
musicians network where the link density was high. Even though the network was non-
assortative with an assortative tilt, there were strongly disassortative hubs. Finally among
biological networks, we observed many complex design patterns, but we also saw that
among cortical networks, which have high link density and are anatomically constrained,
the hubs do not just reect the overall assortativity. These networks are overall assortative,
while the human cortical network had both strongly assortative and disassortative hubs,
and the cat and macaque cortical networks showed only disassortative hubs.
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Therefore, two factors seem to inuence the departure from the norm where the hubs
simply reect global assortativity - (i) high link density and (ii) physical / anatomical
constraints. When there is high link density, the redundant links may be used to connect
the peripheral nodes together, making them assortative, or connect (and reconnect) hubs
together, forming assortative hubs, regardless of the overall assortativity. When there
are physical constraints, the emergence of strong hubs is prevented due to link cost, and
assortative and disassortative hubs both may be needed to maintain a connected network.
These conclusions are highlighted in Table 4.1. However, the interplay between the above
mentioned two factors and the assortativity of hubs need to be more extensively studied.
4.7 Summary
Node-assortativity quanties the tendency of a node being connected to similar nodes in
a network. There are various ways of measuring this node-assortativity. In this chapter, a
method that measures node-assortativity as a contribution of a node toward the network
assortativity is described. When the approach is applied to networks, it was noticed
that in most networks, hubs are assortative when the network is assortative and vice
versa. However there are many notable exceptions. In particular, anatomical and physical
(spatial) networks, where there are physical constrains on the length of links, tend to
have both assortative and disassortative hubs, despite the overall assortativity. It was
also found that network density plays a role in the node assortativity distribution, and
networks with high density have highly assortative peripheral nodes. Finally, it was also
noticed that biological networks often display complex node assortativity patterns, and
these may provide clues about the functionality of sub-networks and motifs in them.
4.8 Conclusion
This chapter introduced an approach to node assortativity by considering the contribution
of each node toward the network assortativity. This method was then applied to networks
to see how useful the approach was. In the next chapter a new measure quantifying
the heterogeneity of neighbors of a node is discussed. This measure, named `versatility'
in this thesis, basically complements node assortativity measure of a node. Both node
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Network name Nodes LNR r Comment
Random network 1,000 1.23 -0.03 Assortative and Disassorta-
tive hubs
Scale-free network 1,000 1.23 0.12 Assortative hubs
Scale-free network 1,000 1.23 -0.12 Disassortative hubs
Internet AS network - 2004 16,301 4.04 -0.204 Disassortative hubs
Internet AS network - 2005 18,740 4.11 -0.203 Disassortative hubs
Internet AS network - 2008 26,960 4.03 -0.195 Disassortative hubs
US West Power network 4,941 1.33 0.003 Assortative and Dis-
assortative hubs
(Spatial network)
Internet Router network 192,244 3.17 0.025 Disassortative hubs with
some Assortative hubs
(Spatial network)
Astro-Physics Collaboration
Network
16046 7.56 0.235 Assortative hubs
Condensed matter Collabo-
ration network
16264 2.93 0.186 Assortative hubs
Company directors collabo-
ration network
7670 7.22 0.274 Assortative hubs
Facebook collaboration net-
work
8339 3.00 0.097 Assortative and Disassorta-
tive hubs
Smart Grid citation network 1024 4.80 -0.193 Disassortative hubs
Small world citation network 233 4.27 -0.303 Disassortative hubs
Preschool interaction net-
work
236 25.00 0.173 Assortative hubs and pe-
ripherals. Non assortative
provincial hubs.
Jazz musicians collaboration
network
198 13.85 0.02 Disassortative hubs
Human metabolic network 1287 1.45 0.326 Assortative hubs
Rhesus Monkey metabolic
network
1224 1.38 0.318 Assortative hubs
Chimpanzee metabolic net-
work
1219 1.36 0.340 Assortative hubs
Rat Gene Regulatory Net-
work
819 20.34 0.862 Complex pattern with non-
assortative provincial hubs.
Peaks at medium-hubs and
medium peripherals
Mouse Gene Regulatory net-
work
981 16.45 0.659 Complex pattern with as-
sortative and disassortative
hubs
Human Gene Regulatory
network
1452 11.15 -0.033 Disassortative hubs
H. pylori Protein-Protein In-
teraction network
714 1.99 -0.236 Disassortative hubs
Fruit y Protein-Protein In-
teraction network
7485 3.05 -0.081 Disassortative hubs
Human Cortical network 994 27.20 0.173 Complex pattern with as-
sortative and disassortative
hubs. Provincial nodes are
non-assortative. (anatomical
net)
Cat Cortical network 65 17.51 0.011 Complex pattern with disas-
sortative hubs. (anatomical
net)
Table 4.1: Comparing hub assortativity of networks with overall assortativity, network
size, density and spatial/logical nature.
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assortativity and versatility could be used together to evaluate the importance of a node
in a network.
Chapter 5
Diversity of node-neighbourhood
In the previous chapters, a node's tendency to be connected to similar nodes was ex-
plored. Measures to quantify this tendency were introduced, applied and discussed. In
this chapter, a node's tendency to connect to a variety of nodes is explored. First of all,
the dierence between these two measures are explained. Then a practical method of
measuring this tendency is given. Finally the formulated method is applied to synthesised
and real-world networks, followed by a summary of the observations.
5.1 Introduction
Remark 5.1.1. We have considered only the degree of a node as the characteristic con-
sidered for the measures through out the rest of this chapter, for simplicity, though any
other characteristics could also be used.
The node-assortativity measures that were discussed in previous chapters average out the
degree-dierences between the node and it's neighbors. This way, the ner details about
the heterogeneity found around a node are not captured. This heterogeneity of a node's
neighbourhood, which we call the `versatility', shows important implications as we will
show later in this chapter.
Table 5.1 shows four dierent neighbourhoods of a node with degree four. Note that in the
rst three cases, the neighbourhood of the highlighted node is homogeneous in terms of
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1
11
4
1
7
4
7
7
7
22
22
4
4
4
4
7
7
Betweenness
Centrality
1 0.8 0.85 0.75
Closeness
Centrality
1 0.55 0.65 0.55
Node
Assortativity
0.75 0.75 0.5 0.5
Clustering
Coecient
0 0 0 0
Versatility 0 0 0 4
Table 5.1: Versatility values of the highlighted node in some model networks. The values
shown above are for the node highlighted in the respective sub-network shown in the rst
row. The numbers printed on nodes are the degrees of nodes.
degrees, and the versatility therefore is zero. In the fourth network however, the versatility
of the highlighted node is non-zero. Note also that the `node assortativity' values [82] for
the highlighted node in the third and fourth cases are the same, but the versatility values
are dierent. (Method used to calculate the versatility is explained later in this chapter.)
In this chapter, we are interested in observing the heterogeneity of the neighbourhood of
nodes, i.e. the `versatility' of nodes, in networks. For this purpose, we use the standard
deviation of degree dierences between a node and its neighbors. If this quantity is high, it
means that a node's neighbourhood is highly heterogeneous. If this is low, it means that
the node's neighbourhood is highly homogeneous. Therefore, in other words, we study
the `spread of homogeneity' in networks by considering these deviations across all nodes.
Doing this, we are able to identify classes of networks where the heterogeneity patterns
are quite dierent. While such a measure could indeed be used in conjunction with any
node property (for e.g., the age, gender, and income levels of actors in the context of any
social network), we choose to concentrate on node degree as the dening node property in
this work.
Node-versatility is signicant in many situations. For example, in a social network such
as a network of undergraduate students, versatility might mean the ability of a person to
5.2 Measuring Versatility 82
interact with both people having higher number of connections and those having lower
number of connections. Such people play the role of connecting dierent classes of a
society. Consider a road network where cities are nodes and roads are links. In keeping
all the cities connected, say for example to address a natural disaster, the cities with
higher versatility values could be treated as more important than those cities having more
links. In other words, nodes of high versatility could be said to be the ones bridging the
`high-class' nodes to `low-class nodes' ( where `high-class' means having higher value of
the node-characteristic considered). Nodes which can manage (to maintain links with)
neighbors with a higher variance in terms of any given property are nodes with high
versatility.
5.2 Measuring Versatility
The degrees (or other attributes) of a node's neighbors may vary to various levels. We
call this variance the `versatility'. While versatility may be dened generically, we focus
on the degree-based denition in this work.
For the purpose of analysis this quality of versatility could be dened as the `standard
deviation of the degree-dierences between the node considered and its neighbors'. Take a
node i which has degree di, and the degree dierence between it and a neighbor j with
degree dj is denoted as zj = abs(di   dj). Then the versatility Vi of node i is:
Vi =
vuuut diPj=1 (zj   zj)2
di
(5.1)
where di the degree of node i, and zj is the average degree dierence between node i and
its neighbors.
Versatility values of nodes in a few simple scenarios along with other statistical measures
are shown in table 5.1. In the following sections, versatility is measured and analysed for
both synthesised and real-world networks.
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5.3 Node-versatility distributions of Simulated networks; Ran-
dom & Scale-free
To examine the value and utility of the versatility measure, we apply it to simulated and
real world networks. We start o by applying it to a number of synthesised networks. In
this section we simulated and obtained versatility values for a few synthesised scale-free
and random networks. Many real world networks are shown to be scale-free, including
social, biological and technical networks [17, 38], therefore scale-free networks are useful
model networks to study. Random networks, on the other hand, were used as generic
model networks before the advent of scale-free networks [38, 55]. Figure 5.1 shows the
versatility distribution against degrees and versatility histogram of a scale-free network
with 1000 nodes. Here, the versatility value is clearly converging with the increase of
degree, to a non-zero value. We also plot the frequency of versatility values, and nd
that the majority of nodes have smaller versatility values, while a small minority has high
versatility values. The distribution, as it could be observed, is similar to a power-law
distribution.
An Erdos Renyi random network with similar number of nodes shows a similar pattern.
This is shown in gure 5.2. Here also, we see that the versatility values seem to converge
with node degree. In terms of frequencies of versatility, most nodes have smaller versatility,
while a minority seems to have high versatility.
Do essentially all networks have such patterns? In the next section we will show that this
is not the case.
5.4 Node-versatility distributions of Real-world networks
In this section, we analysed versatility values of many real world networks. The real world
networks we analysed include biological networks, such as gene regulatory networks, cell
signalling networks and cortical networks, technical networks such as Internet AS networks
and US West Power networks, and social networks such as citation and collaboration net-
works. In our transcription networks, nodes are regulatory genes and regulated proteins,
and the links are the interactions between them [55]. These are bipartite and directed net-
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Figure 5.1: Versatility prole with degree & versatility histogram of a scale-free network
with N = 1000 nodes.
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Figure 5.2: Versatility prole with degree & versatility histogram of an Erd~os Renyi
random network with N = 1000 nodes.
works. On the other hand, by gene regulatory networks we mean networks where nodes are
genes, and the links are the inhibitory or inducing eects of one gene on the expression of
another gene [21]. Similarly, by cortical networks we denote the networks of dependencies
between various regions of the cerebral cortex (in a set of primates)[6, 99]. The nodes are
regions in the cortex, and the links are functional dependencies. Note that the nodes are
not individual neurons. On the other hand, neural networks are networks where nodes
are individual neurons belonging to an organism's neural system and links are anatomical
connections between neurons [54]. In citation networks, nodes are research papers (or
other documents that can be cited) and links denote citations between these documents.
In food webs, nodes are organisms in an ecosystem and the links represent predator-prey
relationships between them [97]. These networks can be considered undirected or directed
(prey to predator). In Internet AS networks, the nodes represent an autonomous system
present in the Internet and the edges represent a commercial agreement between two In-
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ternet Service Provides (who own the two ASs). Such an agreement denes whether they
agree to exchange data and how to charge each other [83].
In real world networks the distribution of versatility values appears to converge in some
networks and does not in other networks. In those networks where versatility distribution
converges, some networks converge towards a positive value and others towards zero.
Therefore, we are able to classify real world networks into three classes. Let us describe
the attributes of these three classes below.
5.4.1 real-world networks where versatility distributions converge to a
positive value
Out of the real-world networks we have analysed the US West Power line network, Sixteen
story hospital network, facebook users network, citation networks, collaboration networks,
all Gene Regulatory Networks (GRN) and cell signalling network show converging versa-
tility with increasing degree. Four examples of this are shown in gures 5.3, 5.4, 5.5 and
5.6. As one could see, the frequency histograms of these networks also show a consistent
pattern where the frequency of versatility values (binned) gets lower and lower with the
increase in degree. Their Link-to-Node Ratio (LNR) values also have been noticed to be
lower compared to other networks whose versatility values do not converge.
5.4.2 real-world networks where versatility distributions converge to
zero
The Internet Autonomous Systems (AS) networks and Transcription networks show similar
patterns of versatility plots and frequency histograms, where versatility converges to zero
instead of a positive value. These plots are shown in gures 5.7(as an example to other
Internet AS networks) & 5.8. The frequency histograms of versatility (binned) for these
networks also show a consistent pattern where the frequency gets lower and lower with the
increase in degree. As with the previous class of networks, their Link-to-Node ratio (LNR)
values are also low, compared to other networks whose versatility values don't converge.
We may note here that apart from the similarity of versatility proles of Internet networks
and transcription networks, they also show remarkable similarity in other measures too,
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Figure 5.3: Versatility prole with degree & versatility histogram of US West Power lines
network
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Figure 5.4: Versatility prole with degree & versatility histogram of sixteen story hospital
network.
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Figure 5.5: Versatility prole with degree & versatility histogram of facebook network.
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Figure 5.6: Versatility prole with degree & versatility histogram of Scientometrics citation
network.
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such as local assortativity, as has been noted in [82].
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Figure 5.7: Versatility prole with degree & versatility histogram of Autonomous System
level network of Internet - 1998
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Figure 5.8: Versatility prole with degree & versatility histogram of transcription network
of E.Coli
5.4.3 real-world networks where versatility distributions do not con-
verge
The third category of real world networks where the versatility distribution does not
converge includes Cortical networks, Pre-school interaction network, aeroplane network
& Dolphins interaction network. Most of them exhibit high Link-to-Node Ratio (LNR)
values as well, as one could see from table 5.2. The versatility histograms of these networks,
opposed to the trends shown by other networks discussed in previous sections, show higher
frequencies for mid-range degrees. These are seen on their histogram plots shown in gures
5.9 (as example to all cortex networks), 5.10, 5.11 & 5.12.
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Figure 5.9: Versatility prole with degree & versatility histogram of cortical network of
human
5.5 Discussion
In this section, let us discuss two important aspects of versatility.
Contrasting versatility and node assortativity: Assortativity, in general, measures similar-
ity of nodes in terms of node attributes, and usually dened in terms of degrees. Node
assortativity, therefore, measures how similar a node's neighbourhood is to a given node.
versatility, on the other hand, exclusively concentrates on the homogeneity of a node's
neighbourhood. For example, if a hub is connected to a huge number of nodes which are
dissimilar to each other in terms of degrees (some of the neighbors are hubs and some
of the neighbors are peripheral), the node assortativity of the hub will be close to zero,
since this hub has assortative as well as disassortative connections. However, the versatil-
ity of the hub will be high, because there is heterogeneity in terms of degrees among its
neighbors. On the other hand, if a hub is connected to a big number of peripheral nodes
with similar (low) degrees, then this hub will be highly disassortative (have a high nega-
tive value of node assortativity), however its versatility will be low, because the neighbors
are homogeneous in terms of degrees. Therefore it is clear that versatility of a node is
independent from its assortativity.
Applications of versatility measure: Versatility, as mentioned above, could be dened in
terms of node degrees (as we have done here) or in terms of other node attributes. In
both forms, it can give important pointers about the nature of a node (person) in a social
network. For example, a person who has high versatility in terms of `age' is the person
who has friends among all generations of people, and can therefore bridge gaps between
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Figure 5.10: Versatility prole with degree & versatility histogram of Preschool Interaction
network
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Figure 5.11: Versatility prole with degree & versatility histogram of aeroplane network
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Figure 5.12: Versatility prole with degree & versatility histogram of Dolphins network
generations. A person who has versatility in terms of profession is more likely to move into
a dierent eld of work later in his/her life. In terms of degrees, a person (node) who has
high versatility is the person who connects popular people with lonely people. In other
words, people with high versatility inhibit the formation of `rich-clubs' (in terms of any
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Network v
!
x
v
!
0
v
9
L
N
R
N f
/
1 v
Power network (US West) " % % 1:33 4941 "
16 story hospital " % % 9:97 820 "
facebook " % % 2:99 8339 "
Lederberg citation " % % 4:99 8324 "
Sci met citation " % % 3:81 2729 "
Smart Grids citation " % % 4:81 1024 "
Astro-physics collaboration " % % 7:56 16046 "
Hep-Th collaboration " % % 2:07 7610 "
Netscience collaboration " % % 1:88 1461 "
GRN (A.Thaliana) " % % 4:17 393 "
GRN (C.Elegans) " % % 3:66 581 "
GRN (human) " % % 11:14 1452 "
Cell signalling network " % % 2:30 545 "
Internet AS (1998) % " % 1:92 3216 "
Internet AS (1999) % " % 2:04 4513 "
Internet AS (2000) % " % 2:14 6474 "
Transcription (C.Glutamicum) % " % 1:32 539 "
Transcription (C.Jeikeium) % " % 0:98 52 "
Transcription (E.Coli) % " % 1:96 1147 "
Cortical (cat) % % " 17:50 65 %
Cortical (human) % % " 27:20 236 %
Cortical (Macaque monkey) % % " 10:50 71 %
Pre school % % " 24:99 236 %
Aeroplane % % " 10:53 54 %
Table 5.2: Characteristics of versatility distributions (against node degree) and versatility
frequency histograms (binned) in real world networks. v ! x denotes converging versa-
tility distributions towards positive value x. v ! 0 denotes converging versatility distri-
butions towards zero. v 9 denotes versatility distributions do not converge. LNR =Link
to Node Ratio; N = Number of nodes;f / 1v denotes that binned versatility frequency
decreases with versatility values. Based on these characteristics, three obvious classes are
visible from the table.
attribute) and aid in social integration. Since versatility measures the `diversity of one's
friends' in a social setting, it is an important measure in understanding the individuals in
a social network.
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5.6 Summary
A number of methods exist to dene mixing patterns of networks, in both network level and
node level. However, there isn't much importance given in quantifying the heterogeneity
of nodes in the neighbourhood of a particular node. In this chapter, we use standard
deviations of degree dierences for measuring the heterogeneity of a node's neighbourhood.
Using this measure, which we call versatility, we are able to see that there are three classes
of real world networks: (i) Networks where the versatility converges to a non-zero value
with node degrees (ii) Networks where versatility converges to zero with node degrees (iii)
Networks where versatility does not converge with degree. Also, looking at the frequency
distribution of versatility values, we were able to identify two cases - a) Networks where
the majority of the nodes have low versatility values, and b) Networks where the majority
of the nodes have medium versatility values. We found that often (i) and (ii) correlates
with (a) and (iii) correlates with (b).
We explained that the versatility patterns are important, since nodes with high versatility
may play a connecting role in maintaining a network's integrity. These are the nodes
`willing', in a social network context, to have a `range' of connections. Nodes may have
low versatility regardless of whether they are hubs or peripheral nodes. These nodes have
less social mobility.
5.7 Conclusion
This chapter introduced the importance of measuring the heterogeneity of a node's neigh-
bors. In the next chapter, the eects of assortativity on networks' other properties are
investigated. Herd immunity, which is a measure of a network's resilience is analysed
against the assortativity of the network.
Chapter 6
Inuence of Assortativity on
Network immunity
In the previous chapters the mixing patterns of nodes and their implications were analysed.
In this chapter, various mixing patterns leading to diverse topological characteristics and
their eects on network immunity are analysed.
Remark 6.0.1. Immunity, in networks domain, is the resistance to attack. By denition,
an immunised node does not get infected and does not allow propagation of outbreak through
it. A node doesn't get infected means, it is not aected by the outbreak. An outbreak
could be a disease spreading, a natural disaster spreading, a computer virus spreading or
a rumour spreading.
Various mixing patterns lead to diverse topological characteristics of networks. We con-
sider random and scale-free topologies in this chapter and study their eects on the network
immunity. We also extended the studies by infecting the network with diering strategies.
We used betweenness based, random and natural infection strategies to infect the network
and study the infection propagation and the resultant immunity achieved by the network.
In order to study this, we used an `Area under curve' method to quantify the immunity
of a network. This concept is explained before going into details of simulations. Then the
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eects of topologies and infection strategies are studied in detail. Followed by an analysis
of network growth on acquired immunity of the network.
6.1 Introduction
The speed and penetration of epidemic spread depends on a number of factors - the
transmissibility of the contagion, the mode of transmission and the structure of the social
networks. These factors have to be taken into account in designing eective vaccination
strategies for a population. It is rarely possible to vaccinate an entire population against
a potential epidemic. The vaccinating entity may not have the resources to do so, and
the individuals may be indierent, negligent, or even resistant towards the vaccination
process. An important concept therefore in epidemiology is that a population may be
entirely immunised by strategically vaccinating a portion of it [22], and this concept is
called the `herd immunity'. It is obvious that the feasibility of herd immunity, and the
resources needed to achieve it on a given population, depend on the mixing pattern of the
underlying social network.
In many cases (such as chickenpox and Measles [41], which are commonly found in tem-
perate countries yet endemic to all countries worldwide) the spread of an epidemic may
immunise a community against subsequent epidemics of the same disease. This is called
natural immunisation. Natural immunisation is dierent from typical vaccination pro-
grams because it preferentially targets individuals (nodes) who are highly connected.
Clinical vaccination, if resources are limited, on the other hand, would give preference
to the health considerations of individuals and not to their social connectivity patterns.
In terms of connectivity, it can be considered `random', for it selects individuals regardless
of their topological placement. Therefore, the eect on network herd immunity by both
strategies is dierent. If the underlying topology of the social network is known, clinical
vaccination strategies guided by this topology can also be introduced. This is particularly
relevant if we consider `social networks' from a higher level of abstraction (e.g., a net-
work of townships rather than a network of individuals, where it is easier to establish the
network structure).
A further complexity arises because of the fact that social networks are constantly under
growth. Often the time dierence between natural or clinical vaccination and the spread
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of the next epidemic is very considerable - several years or decades. Within this time
children are born, migrants who are not vaccinated enter the community and new ways of
interactions between the existing members begin to take place. All of this can eectively
change the levels of herd immunity present in a community to a particular disease.
The goal of this research work is to compare the eect of vaccination strategies on so-
cial networks with diering topologies, qualitatively and quantitatively. We model social
networks via two well-studied classes of synthesised networks and compare the eect of
topology and growth on herd immunity on each of these classes. We are interested in
nding whether a particular strategy of vaccination is better suited to a particular class of
networks, whether a particular structural metric encourages or discourages herd immunity,
and whether a particular class of networks is more (or less) responsive to growth in terms
of herd immunity. In terms of the rst question, we build on existing work [41] yet in-
troduce a new vaccination strategy (vaccination by betweenness order) and compare it to
the strategies already studied. Then we further expand on this by studying the inuence
of structural metrics relevant to each topology, such as assortativity. In terms of network
growth, we compare the vaccination strategies on each class of networks to see the amount
of reduction in herd immunity in each scenario.
To achieve the above mentioned goals, it is necessary to be able to numerically quantify
the amount of herd immunity present in a network. Therefore, we also developed an `Area
Under Curve (AUC)' measure, with which we are able to quantify herd immunity as a
value between 0 and 1. This measure is central to all the analysis we present in this
chapter and an independent contribution in itself.
6.1.1 Epidemiology through Complex networks theory
In the epidemiological domain, a few studies have successfully modelled epidemic spread
as a specic example of percolation in networks [62{64, 71, 77, 95]. The percolation theory
is attractive because it provides connections to several well-known results from statistical
physics, in terms of percolation thresholds, phase transitions, long-range connectivity and
critical phenomena in general. For instance, Newman and Watts [77] suggested using
a site percolation model for disease spreading in which some fraction of the population
is considered susceptible to the disease, and an initial outbreak can spread only as far
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as the limits of the connected cluster of susceptible individuals in which it rst strikes.
An epidemic can occur if the system is at or above its percolation (epidemic) threshold
where the size of the largest (giant) cluster becomes comparable with the size of the
entire population. Similarly, Moore and Newman [67] used a general model with two
simple epidemiological parameters: (i) susceptibility, the probability that an individual
exposed to a disease will contact it, and (ii) transmissibility, the probability that contact
between an infected individual and a healthy but susceptible one will result in the latter
contacting the disease. They pointed out that if the distribution of occupied sites or
bonds is random, then the problem of when an epidemic takes place becomes equivalent
to a standard percolation problem on the graph: what fraction of sites or bonds must be
occupied before a \giant component" of connected sites forms whose size scales extensively
with the total number of sites [67]. It has been noted [61] that the percolation of disease
through a network depends on both the level of contagion and the structure of the contact
network.
Herd immunity
A well studied concept in epidemiological literature is herd immunity, rst introduced by
Anderson and May [22]. This concept explains that due to the topological structure of
a social network, the entire network can be guaranteed immunity from an infection, by
vaccinating a portion of it - as long as the nodes selected for the vaccination are positioned
such that they block infection transmission to non-vaccinated nodes. While perfect herd
immunity is rarely achievable, the level of herd immunity present in a network can be
quantied by the ratio between the proportion of surviving nodes (after an epidemic
spread) and the proportion of vaccinated nodes before the epidemic. In retrospect, if a
relatively low proportion of vaccinated nodes cause a relatively high proportion of nodes
to avoid infection, we may argue that the herd immunity of that network must have been
high.
It was shown by Ferrari et al [41] (and implied in other works, such as [71], before them)
that the success of a particular vaccination strategy depends on the particular topology of
the network. They compared random vaccination with natural immunisation and utilised
three classes of topologies: (i) Scale-free (ii) Random (which they called `Poisson', af-
ter the nature of the resultant degree distribution) and (iii) Small-world. They found
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that in scale-free networks, natural immunisation is a better defence to infection spread
compared to random vaccination, whereas in small-world networks, random vaccination
performs better than natural immunisation in containing infection spread. There was no
considerable dierence between strategies in the case of random networks with Poisson
degree distribution.
6.2 AUC measure for quantifying herd immunity
To understand the levels of herd immunity present within a network, we vaccinate a
proportion of the network, and simulate an infection, and then measure the proportion of
nodes never aected (infected) by the infection. In measuring the proportion of surviving
nodes, we only consider the non-vaccinated nodes (the residual network). By varying the
proportion of nodes vaccinated, several data points can be obtained and plotted. Such a
plot gives us a visual idea of the levels of herd immunity in a network (see Fig. 6.1). If herd
immunity is high, lower vaccination proportions will give higher surviving proportions: if
herd immunity is low, this will not happen.
In addition to using plots of proportion of surviving nodes against proportion vaccinated,
we introduce an Area Under Curve (AUC) measure to quantify herd immunity in networks.
The intention of this measure is to use the area under the proportion surviving - proportion
vaccinated curve as a measure of herd immunity in networks. This makes intuitive sense,
since if the herd immunity is high, then a lower proportion of vaccination will result in a
higher proportion of nodes surviving, and this eect needs to be considered across the range
of possible vaccination proportions. Similar Area Under the Curve (AUC) measures are
used in a number of other disciplines as well. For example, in signal detection theory, the
area under a Receiver Operating Characteristic (ROC) curve [49] denotes the probability
that a classier will rank a randomly chosen positive instance, higher than a randomly
chosen negative one. The curve is generated by plotting the fraction of true positives out
of the positives against the fraction of false positives out of the negatives, therefore both
quantities are fractions. Similarly, the robustness of a complex network against sustained
targeted attacks is measured by a `Robustness coecient' [90] which is an `Area Under
Curve' measure.
However, in this case, due to nite size eects in a real world network, and the nature of
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some vaccination strategies (such as natural immunisation), it is not always possible to
consider xed equidistant points in the `percentage infected' axis. Therefore, we estimate
the Area Under Curve as follows:
We sort our data points in increasing order of x-values (`percentage vaccinated') and
consider the trapeziums formed by pairs of points. For example, the trapezium we con-
sider between points (x1; y1); (x2; y2) will have edges of [(x1; y1); (x2; y2)], [(x2; y2); (x2; 0)],
[(x2; 0); (x1; 0)] and [(x1; 0); (x1; y1)], where a pair of points denote the straight line that
connects them. Such trapeziums are shown in Fig. 6.1, with areas of each trapezium
marked as ai and bi. We sum the areas of such trapeziums and divide the sum by 100
2
to normalise (if the fractions are in percentage), so that the result is a fraction between
0.0 and 1.0. Of course, there is no guarantee that the corresponding y-values (`percentage
surviving') will be in increasing order, and therefore it could be argued this estimate will
have an `error'. However, given that there will be suciently large amount of points, this
error will be minimal. The alternative is to t a curve to the data points and calculating
the area under it. While in this way we can accurately measure the area under the curve,
the tting process itself will have an error. Essentially, since we are computing the `area'
under a cloud of points which do not all fall on a curve with a corresponding mathemat-
ical function, there is no exact answer. Thus, we consider our approach reasonable. The
measure is computed as:
AUC =
0:5
n 1P
i=1
(xi+1   xi)(yi+1 + yi)
1002
(6.1)
where xi is the vaccinated percentage and yi is the surviving percentage from data point
i, and there are n data points. Note, that we do not need to normalise by n to make the
estimate since the more data points we have, the smaller the `widths' of the trapeziums
will be.
An example of the utility of the measure is shown in Fig. 6.1. Let us consider two hypo-
thetical networks, A and B, which need not have the same size. Let us say we vaccinate a
certain proportion of nodes in each network, using the same vaccination strategy X, and
simulate the epidemic on the networks after the vaccination as described in the previous
section. After Ts time-steps, we measure the proportion of nodes that never contacted the
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Figure 6.1: An example demonstrating how the AUC measure is calculated. The pro-
portion of surviving nodes is plotted against the proportion of nodes vaccinated origi-
nally, both in percentages. The vaccinated nodes were excluded in calculating the propor-
tion of surviving nodes. It can be seen from the gure that Network B responds poorly
and Network A responds well to vaccination. The AUC is calculated by considering the
trapeziums formed by adjacent points, and summing the area of these trapeziums. Thus
AUCA =
10P
i=1
ai and AUCB =
10P
i=1
bi. The AUC measure returns 0.218 for network B and
0.906 for network A, which reects this.
infection, excluding the nodes that were vaccinated from the calculation (i.e, the propor-
tion of survivors in the residual network is measured). We do this multiple times, with
varying proportions of vaccination, and plot the results, as shown in the gure. From the
gure, it can be seen that, in case of network B, higher rates of vaccination still result in
lower rates of survivors, until the vaccination proportion approaches 100 %. Meanwhile,
in network A, even a relatively small proportion of vaccination results in near complete
survival. Therefore, the `area' under the imaginary plot connecting data points belonging
to A is much higher than that of B. This is reected by our AUC measure, which returns
0:906 for network A and 0:218 for network B. Thus, the measure is able to quantify what
we can visually observe. The advantages of this particular measure are, that it does not
depend on the number of data points available, does not insist that they be equidistant,
and does not require same size or topology between networks to compare them. It can
equally be used to compare two vaccination strategies on the same network. However, it
should be clearly understood that we are using the term `AUC' not in the strictest sense
but to estimate the `area' under a cloud of points.
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6.3 Methodology
6.3.1 Network generation
Following Ferrari et al [41], we studied two classes of networks, which have been widely
used to simulate spread of epidemics on social networks [41, 61, 62, 67], and have been
shown to represent the topologies of a range of animal and human social networks [41, 96]
These classes are,
1. Scale-free networks, which have power law degree distributions, and
2. Erdos-Renyi Random networks, which have poisson degree distributions
The ER random networks were generated simply by randomly choosing pairs of nodes
and connecting them until the specied number of links have been created. In all classes,
we disallowed self links and double links. All network generation and simulation were
undertaken using in-house developed software written in Java language.
6.3.2 Simulation of spread of epidemics
The propagation of epidemics were simulated by using the Susceptible-Infected-Recovered
(SIR) model [24, 41, 61, 71]. We used a discrete time synchronous model, in which at
each time step nodes can be in `Susceptible-S', `Infected-I' or `Recovered-R' state. We
do not distinguish between `Vaccinated' and 'Recovered' states, since we assume that the
epidemics studied confer immunity upon recovery. Following [41], we make susceptible
nodes become infected across an edge with the binomial probability p = 1  e( m) where
m is the number of infected nodes to which the considered node is connected, and  is
the likelihood of transmission across an edge. The nodes are then assumed to recover
and enter the immunised state with the probability  = 0:1. Thus, the average period of
infection for an infected node is ten time-steps. Once the immunity is conveyed, it lasts for
the rest of the simulation. At the beginning of the simulations, all nodes are susceptible.
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6.3.3 Simulation of network growth
The growth of networks was simulated by simply re-invoking the relevant growth algo-
rithms on existing networks, with a specied number of extra nodes and extra links, while
maintaining the vaccination states of existing nodes. All new nodes added were assumed
to be in `Susceptible (S)' state. The growth percentage was converted into number of
additional nodes by multiplying it with the current network size, and the number of addi-
tional links were calculated by maintaining the average degree (link-to-node ratio) of the
existing network.
We simulated three vaccination strategies: (i) natural immunisation (ii) random immuni-
sation (iii) betweenness-based immunisation. Natural immunisation is the scenario where
a previous epidemic leaves parts of the network immunised to further epidemics. To sim-
ulate this, we infected a randomly selected node (we averaged over 100 random starting
points) and let the epidemic spread for Tp time-steps. Tp was suciently large compared to
the size of the network to allow the epidemic to spread to all parts of the network. Random
immunisation was done by randomly selecting a certain number of nodes and `vaccinating'
them by setting their immunisation state to `R'. Similarly, betweenness-based vaccination
was done by calculating the betweenness centrality of all nodes, sorting them in the order
of betweenness, and vaccinating a given proportion of nodes by setting their immunisation
state to `R'.
Once a certain portion of the network has been vaccinated by any of the above strategies,
we simulated an epidemic, and let it run its course, by iterating for Ts time-steps, where
Ts was suciently large compared to the network size. Since we used varying network
sizes on the order of 103, the values of Tp and Ts also varied, as explained below. We
used a range of  values to immunise various proportions of network in the case of natural
immunisation (from 0.01 to 0.5). For the epidemic simulation, it was set at  = 0:4.
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6.4 Observations
6.4.1 Eects of vaccination strategies
First of all, the results of [41] regarding the relative performance of natural immunisation
and random vaccination were veried and were compared with betweenness-based vac-
cination. We synthesised scale-free and ER Random networks, each of size 5000 nodes
and 10; 000 links. In the case of scale-free networks, the power law exponent was  = 2:0
approximately. We simulated each vaccination strategy and secondary infection spread as
described in the above sections. We varied the proportion vaccinated and measured the
fraction of nodes surviving (i.e nodes that never contacted the infection in the secondary
epidemic) in each case.
 0
 20
 40
 60
 80
 100
 120
 0  20  40  60  80  100  120
Fr
ac
tio
n 
of
 su
rv
iv
or
s
Proportion of vaccination
natural
random
bc  0
 20
 40
 60
 80
 100
 120
 0  20  40  60  80  100  120
Fr
ac
tio
n 
of
 su
rv
iv
or
s
Proportion of vaccination
natural
random
bc
Figure 6.2: The fraction of surviving nodes against the proportion of vaccinated (or im-
munised) nodes in three classes of networks - (a) - Scale-free networks (b)-Erdos-Renyi
random networks. We used networks of size N = 5  103 nodes. Each data point is the
average of 20 dierent initialisations on a particular network with a particular propor-
tion of vaccination. The red stars indicate betweenness-based vaccination, the blue pluses
indicate natural immunisation while the dark blue crosses indicate random vaccination.
Scale-free Random
Natural immunisation 0.807 0.570
Random vaccination 0.614 0.584
Betweenness-based
vaccination
0.928 0.789
Table 6.1: The AUC corresponding to Fig. 6.2 for the three classes of networks and the
immunisation strategies
Our results are shown in Fig. 6.2. Each data point in the gure consists of averaging over
100 initialisations of epidemic infection over the same vaccinated network. Varying the
proportion of vaccination, we undertook 100 dierent vaccinations for betweenness-based
strategy, and 500 dierent vaccinations for random strategy. The primary infection-based
vaccination was also simulated 500 times. The latter two were done more times, since
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betweenness-based vaccination is ordered and a node vaccinated during a lower-proportion
run will not be left out on a higher proportion run. This is not the case for other vaccination
strategies, and we therefore needed more data points to get a clearer picture.
Fig. 6.2 conrms the results reported by [41]: that is, in scale-free networks, natural immu-
nisation confers higher herd immunity than random vaccination, for the same proportions
vaccinated. In the case of ER random networks, the herd immunity conferred is simi-
lar for random vaccination and natural immunisation. However, in addition, our results
demonstrate that betweenness-based vaccination is the better strategy in all three classes
of networks. In fact, it is a far superior strategy if the network is randomly connected, and
still a much better strategy if the network is scale-free. This is a very important result,
since it demonstrates that regardless of the topology of the network, a betweenness-based
immunisation strategy is the best among the studied vaccination strategies to confer herd
immunity on a social network. However, it should be noted that for this vaccination strat-
egy to be implemented, a good contact network model needs to be available. This may
yet be possible in small and well monitored communities, such as schools [94], or in social
networks with a higher level of abstraction, such as a network of townships.
To better quantify the results we observed above, we apply the AUC measure that we
developed. The results are shown in Table 6.1. From this table, we could see that the be-
tweenness strategy is most useful in the randomly connected network, where the dierence
between it and the next best strategy is almost 35%1. Whereas in scale-free networks, the
betweenness-based strategy is 15% better than the next best strategy, which is natural
immunisation. Moreover, we can see that in scale-free networks, natural immunisation
is 31% better than random vaccination. Interestingly, the last two numbers are similar.
Thus we are able to better quantify the qualitative result reported in [41] about the relative
merits of these two vaccination strategies.
6.4.2 Analysing the inuence of topological parameters
In the subsection above, we saw that dierent classes of topologies respond dierently
to various vaccination strategies. However network topologies can be quantied better
than by just dierentiating them into classes. Indeed, a whole plethora of metrics are
1calculated by considering the dierence as a percentage of the smaller value.
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available to do this, such as clustering coecient, network diameter, assortativity, modu-
larity, average path length, rich-club coecient etc. [17, 38, 79, 97, 109]. Not all of these
metrics are relevant in each class of networks: however, we were interested in more deeply
understanding the inuence of topology using assortativity in each class.
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Figure 6.6: The inuence of assortativity in the herd immunity of scale-free networks.
The gure shows AUC of the percentage survived - percentage vaccinated curve for (a)
betweenness-based vaccination (b) natural immunisation (c) random vaccination.
Scale-free networks
Let us consider scale-free networks. Scale-free networks have fairly heterogeneous degree
distributions [17, 38]: thus, mixing patterns of nodes in terms of number of links become
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relevant. Therefore, we study the inuence of assortativity on herd immunity in scale-
free networks. The more similar connected nodes are, the more assortative the network
becomes. Even though this similarity can be measured in terms of any node attribute,
typically it is measured in terms of node degrees, so that the assortativity of a network
is inuenced by its topology alone and thus becomes a metric similar in that sense to
network diameter, clustering coecient etc.
The assortativity of an undirected network is dened as [70, 73, 97]:
r =
1
2q
24X
jk
jk (ej;k   qjqk)
35 (6.2)
where q is the standard deviation of qk.
We studied the inuence of assortativity on herd immunity by considering scale-free net-
works, since random networks tend to have not much variation in terms of assortativity.
In the case of scale-free networks though, the `scale-free' nature can be preserved by
preserving the degree distributions, and there are well-known algorithms to change the as-
sortativity of a network while preserving the degree sequence, particularly when extreme
assortativity values are not required. We used the algorithms described by Newman [70, 73]
to generate networks with varying assortativity values, starting from scale-free networks
with power-law degree distributions and a scale-free exponent of  = 2:0. We kept the
assortativity range from  0:3 to +0:3, partly because extreme values are rarely observed
in real world social systems, and partly to prevent decomposition of the network into
components2. Then we simulated contagion spread on the resulting networks as described
before, and considered the proportion survived vs proportion vaccinated curves.
We avoid showing the plots themselves here, since there is not much dierence between
the plots for each assortativity value and it is dicult to tease out the results. How-
ever, this is exactly when the quantiable AUC measure can be most useful. Therefore,
we computed the AUC for each of the experiments, and in Fig. 6.6, we plot these AUC
against assortativity values for several networks for each of the vaccination strategies. The
results are rather more clear and interesting. It appears that, in all forms of vaccination,
2Since high degree assortativity means all nodes must connect to other nodes with similar degrees to
themselves, disconnected lattices tend to form when assortativity must be increased while degree distribu-
tion is preserved.
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herd immunity increases with assortativity. The disassortative networks, therefore, are
harder to immunise, while the assortative networks are easier. This result is also-counter
intuitive, since disassortative networks tend to have many `star' motifs, and it could be
expected that by vaccinating the hubs in these stars, the rest of the motif could easily
be immunised. We should also note that while there is a clear trend for all vaccination
strategies, the dierence in AUC is rather small between various levels of assortativity for
betweenness-based vaccination, whereas for random immunisation or natural immunisa-
tion, the dierence is considerable. It may be that the inuence of mixing patterns, a
topological aspect, is minimised by a strategy which actively considers topology.
Remark 6.4.1. In the case of random networks, we did not undertake any in-depth anal-
ysis in terms of topology. Random networks, by denition, are not supposed to have that
much variation in terms of network metrics such as clustering, assortativity etc. If a
growth process introduces variation, then the network is no longer `random' in terms of
topological connections. Therefore, further analysis of topology in this class is less war-
ranted.
6.4.3 Measuring the inuence of network growth
Social networks undergo constant growth. New members are added into the community by
birth, immigration, admission, employment etc., depending on the type of social network
we consider. Often, these new members do not come with the required vaccination against
particular illnesses. This is particularly true if the vaccination considered is not one
administered to all children after birth (in which case the concept of herd immunity is
irrelevant anyway), but a one-o vaccination administered to part of a community against a
newly discovered or introduced illness. In this case, migrants who come into the community
from other regions or countries are not likely to have the vaccination. In any case, even if
no new members are added to the community, growth can still occur by new interactions
(links) being created between existing members, and these additions are going to have an
eect on the herd immunity of the network. Therefore, in this section we study the eects
of growth on the two classes of topologies we considered.
To quantify the inuence of network growth on herd immunity levels, we simulated growth
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in each class of networks by increasing the number of nodes by (i) 0% (ii) 20 % (iii) 50%
and (iv) 100 %. The nodes were added by again using the original algorithm utilised to
synthesise each class of networks - i.e scale-free networks were `grown' using preferential
attachment and random networks were grown by adding nodes and randomly making
links to existing nodes. We added links such that the average degree of each network
was maintained. The vaccination statuses of the original nodes were maintained, while
new nodes were added with state `S' (susceptible). Each `original' network was of the size
N = 1000 nodes and M = 2000 links. We simulated infection spread for Ts = 200 time-
steps, which is much higher than the diameter of each of these networks so that we may
assume infection will have time to reach all parts of the network, and we used  = 0:4.
The same number of time-steps was used in each growth scenario. We again simulated
the three types of vaccination/immunisation strategy. We assume that after Ts time-steps
enough vaccination resources can be put in place to vaccinate the entire community to
prevent further spread - thus, regardless of the varying network sizes, we are interested in
studying the survival (non-infection) rates within a bounded time.
We may expect two competing factors at work here- (i) The increase in network size with
same number of time-steps makes it harder for infection to spread to all parts of network,
so the survival percentage might increase. (ii) The increase in size with same number of
vaccinated nodes will make the density of vaccination/ immunisation less, so the survival
percentage might decrease. In the following analysis, we demonstrate how the results of
the interplay between these two factors depend on network topology.
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Figure 6.7: The fraction of surviving nodes against the proportion of vaccinated (or im-
munised) nodes in two classes of networks for betweenness-based vaccination strategy- (a)
- Scale-free networks (b)-Erdos-Renyi random networks. Four levels of network growth are
shown. We used networks of size N = 1:0103 nodes. Each data point is the average of 20
dierent initialisations on a particular network with a particular proportion of vaccination.
The red pluses indicate no growth, the green crosses indicate 20% growth, the blue stars
indicate 50% growth, while the pink squares indicate 100% growth.
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SF ER
0% 0.932 0.785
20% 0.879 0.489
50% 0.738 0.539
100% 0.478 0.662
Table 6.2: The AUC for networks after growth betweenness-based vaccination, correspond-
ing to Fig. 6.7
The results for the betweenness-based vaccination strategy are shown in Fig. 6.7, and cor-
responding AUC values are shown in table 6.2. In the gure, the survival percentages are
plotted against the original vaccination percentages (so as to keep the x axis comparable)
for 0%, 20%, 50%, and 100% growth. We may see that in all classes, the growth initially
results in lower survival rates, presumably due to lower vaccination density. However,
the ER random networks show a fundamentally dierent tendency. In scale-free network,
increased growth results in decreased survival rates for same (initial) vaccination rates.
However, in ER random networks, after the initial decline, further growth tends to in-
crease the survival rate. This could be possibly due to the increased diculty in reaching
further parts of the network. According to table 6.3, for ER Random networks, while no
growth results in 78.5% immunity, a 20% growth results in 48.9% immunity which is less,
but a 50% growth results in 53.9% and 100% growth results in 66.1% immunity which
shows an increasing trend. However, the corresponding analysis for scale-free networks
show steadily decreasing numbers (93.2%, 87.9%, 73.8% and 47.8%). We may surmise
that the topology of random networks, with the lack of dominant hubs and low clustering,
means that despite the lower density of vaccinated nodes, the infection does not spread
easily in growing networks. In scale-free networks, on the other hand, growth makes it
easy for infection to spread.
Now let us turn our attention to random vaccination. Our results for this strategy are
shown in Fig. 6.8, and the corresponding AUC values are shown in table 6.3. We nd
a similar set of results to betweenness-based vaccination. That is, in scale-free networks,
growth results in decreasing proportions of surviving nodes, since growth decreases vac-
cination density. However, in the case of ER random networks, the survival rate initially
decreases with growth, then begins to increase. We see that for a 100 % growth, the
survival rate is even better than that of the original network when the vaccination rate is
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Figure 6.8: The fraction of surviving nodes against the proportion of vaccinated (or immu-
nised) nodes in three classes of networks for random vaccination strategy- (a) - Scale-free
networks (b)-Erdos-Renyi random networks. Four levels of network growth are shown. We
used networks of size N = 1:0  103 nodes. Each data point is the average of 20 dierent
initialisations on a particular network with a particular proportion of vaccination. The red
pluses indicate no growth, the green crosses indicate 20% growth, the blue stars indicate
50% growth, while the pink squares indicate 100% growth.
SF ER
0% 0.621 0.568
20% 0.449 0.392
50% 0.317 0.462
100% 0.126 0.606
Table 6.3: The AUC for networks after growth and random vaccination, corresponding
to Fig. 6.8
small.
Finally, let us consider natural immunisation. To simulate natural immunisation, we let
the infection run its course on each network for Tp = 200 time-steps, which is much higher
than the diameter of the networks in each case, and we used a low beta value ( = 0:01).
Then we simulated network growth and secondary infection spread as described before.
Our results are shown in Fig. 6.9, and the corresponding AUC values are in Table 6.4. We
may again see that in the case of ER Random network, a 20% growth reduces the fraction
surviving for all vaccinated proportions, but further growth actually increases the fraction
surviving. Furthermore, in scale-free networks, the growth results in the surviving fraction
decreasing, as it happened for other vaccination strategies.
We have seen that, as demonstrated by [41], when there is no growth, natural immunisation
is a better strategy than random vaccination in scale-free networks. How the growth
of these networks will impact on this observation? To verify this, we use the results
6.4 Observations 109
 0
 20
 40
 60
 80
 100
 120
 0  20  40  60  80  100  120
Fr
ac
tio
n 
of
 su
rv
iv
or
s
Proportion of vaccination
g0
g20
g50
g100
 0
 20
 40
 60
 80
 100
 120
 0  20  40  60  80  100  120
Fr
ac
tio
n 
of
 su
rv
iv
or
s
Proportion of vaccination
g0
g20
g50
g100
Figure 6.9: The fraction of surviving nodes against the proportion of vaccinated (or im-
munised) nodes in three classes of networks for natural immunisation- (a) - Scale-free
networks (b)-Erdos-Renyi random networks. Four levels of network growth are shown.
We used networks of size N = 1:0  103 nodes. Each data point is the average of 20 dif-
ferent initialisations on a particular network with a particular proportion of vaccination.
The red pluses indicate no growth, the green crosses indicate 20% growth, the blue stars
indicate 50% growth, while the pink squares indicate 100% growth.
SF ER
0% 0.812 0.561
20% 0.652 0.391
50% 0.492 0.459
100% 0.190 0.603
Table 6.4: The AUC for networks after growth against natural immunisation, correspond-
ing to Fig. 6.9
already shown in gures 6.7, 6.8 and 6.9, but plot them in dierent conguration for easy
comparison. As such, we plot the results of all three vaccination methods after 100%
growth for each class of networks in Fig. 6.10. We chose the 100% growth to demonstrate
the extreme case. The corresponding AUC values are shown in table 6.5, which again draws
values from tables ?? but orders them in a dierent way for easy comparison. We may see
from these gures and table that, the dierence between strategies become less pronounced
after the networks have undergone growth. In the case of scale-free networks, we may
see that the betweenness-based vaccination strategy performs better than the natural
immunisation and random immunisation strategies, in that order. Also, the dierences
between these strategies have been not blunted by the growth. Whereas the betweenness
strategy was 15% better than the next best strategy before growth (as shown earlier), it is
now 18% better than the next better strategy (0.478 over 0.405 represents a 18% increase).
We can come to an important conclusion from these observations. Among the two classes
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Figure 6.10: The fraction of surviving nodes against the proportion of vaccinated (or
immunised) nodes in three classes of networks, after networks have gone through 100%
growth- (a) - Scale-free networks (b)-Erdos-Renyi random networks. We used networks of
original size N = 1:0103 nodes (therefore the results shown are for networks of 2000 nodes
each). Each data point is the average of 20 dierent initialisations on a particular network
with a particular proportion of vaccination. The red lled squares indicate betweenness-
based vaccination, the blue crosses indicate natural immunisation while the dark blue
squares indicate random vaccination.
Scale-free Random
Natural immunisation 0.257 0.603
Random vaccination 0.405 0.608
Betweenness-
based vaccina-
tion
0.478 0.662
Table 6.5: The AUC for networks after growth under diering vaccination strategies.
of networks studied, it is the scale-free class where the vaccination strategy matters more,
despite the growth. If we consider rapidly growing random networks, then it is unnecessary
to implement a particular vaccination strategy, since after the growth all strategies will
deliver similar results. Since a betweenness-based strategy needs topological information
and random vaccination strategy does not, going through the trouble of constructing
a contact network and basing vaccination-based on that makes sense only in scale-free
networks, if the network is rapidly growing. However, for slowly growing or non-growing
networks, computing betweenness makes sense regardless of the topology, since for both
classes of networks a betweenness-based strategy is best.
6.5 Conclusions
In this chapter, we analysed the interplay between network topology and vaccination
strategies and their inuence in determining the level of herd immunity present in dierent
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classes of social networks. We also introduced an `Area Under Curve' measure which can
be used to quantify the level of herd immunity present in a network after a particular
strategy of vaccination is applied. Using synthesised networks of dierent classes, we
rst conrmed the result already reported in literature that natural immunisation confers
higher herd immunity than random vaccination in scale-free networks. We then showed
that, if the topology of the contact network is known, a betweenness-based vaccination
strategy is far superior than both natural immunisation and random vaccination for all
classes of networks. We discussed the implications of this result.
Analysing the inuence of topology deeper, showed that in scale-free networks, the role of
preferential mixing patterns, measured by `assortativity' is to aid community protection.
The more preferential the degree-based mixing, the higher the level of herd immunity in a
network. This result is important, because it means that herd immunity of a community
can be increased while the frequency distribution of number of connections (degree distri-
bution of a network) is preserved. However, the dierence made by preferential mixing is
minimal when a betweenness-based vaccination strategy is used.
Noting, that real-world social networks constantly undergo growth, we then analysed the
eect of network growth on herd immunity. We argued that two opposing inuences can
be exerted by network growth on herd immunity - the lessening density of vaccination
may reduce herd immunity, while the increasing path lengths may boost it. We found
that in the case of random networks, moderate growth decreases herd immunity, while
substantial growth actually increases it, since infection is unable to spread to all parts
of network quickly enough in the absence of hubs3. In the case of scale-free networks
however, we showed that any growth results in decreasing herd immunity.
We also compared the eect of growth on dierentiating between vaccination strategies.
We showed that in random networks, substantial growth renders the original vaccination
strategy irrelevant. We found that only if the network is scale-free, choosing a better
vaccination strategy originally would still yield benets after the network has grown sub-
stantially.
Even though our analysis was based on synthesised networks, several of the results we
observed here are of signicance: rst, in scale-free networks, preferential mixing helps
3Note well here that we are discussing this in terms of percentages of people infected, not actual
numbers. Any growth is not likely to result in reducing the numbers infected, regardless of the network
structure.
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vaccination strategies to various extents. This suggests that certain vaccination strategies
can work better if individuals merely change their interaction patterns (while keeping
their frequency of interaction), to mix more preferentially with `similar' individuals in
terms of degrees. Particularly, in terms of `random' vaccination, which represents the
current clinical vaccination processes in the sense that they are random from a topological
perspective, it is interesting to note that the more `famous' individuals choose to interact
with other `famous' individuals, the better it would work. Then, we saw that in scale-
free networks, growth hinders community protection as expected. However, if the society
displayed a random topology, then growth can apparently help `dilute' the infection spread,
and the overall proportion of people aected might be less.
6.6 Summary
It is well known that non-vaccinated individuals may be protected from contacting a dis-
ease by vaccinated individuals in a social network through community protection (herd
immunity). Such protection greatly depends on the underlying topology of the social
network, the strategy used in selecting individuals for vaccination and the interplay be-
tween these. Betweenness-based vaccination is the best strategy of immunisation in static
networks, regardless of topology, but its prominence over other strategies diminishes in
dynamically growing topologies. Herd immunity of random networks actually increases
with growth, if the proportion of survivors to an epidemic infection is considered, while
the community protection in scale-free networks decreases with growth.
6.7 Conclusion
This chapter investigated the inuence of assortativity on herd immunity of networks.
The next chapter which is the conclusion of the thesis summarises the ndings of previous
chapters.
Chapter 7
Conclusions
Mixing patterns of various real-world and simulated networks were analysed from dierent
perspectives in this thesis. Node level characteristics, particularly pertaining to the degrees
were emphasised. Many calculations were carried out treating the networks as undirected
ones, for simplicity. Where applicable, these calculations could be extended treating the
networks as directed ones.
In this chapter, a summary of the observations of analysis carried out are presented.
Potential future research directions are also discussed.
7.1 A new approach to node assortativity that is indepen-
dent of expected remaining degree
A new approach to node assortativity has been devised and applied to a range of real-world
and synthesised networks. This approach eliminated the dependency of node-assortativity
on the global average of excess degrees. According to this approach, it was found that,
1. In general the real-world networks show disassortative hubs, compared to their re-
spective peripheral nodes, regardless of their domain. It was also shown that this
result is not due to higher degree-dierences between hubs and peripheral nodes.
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2. In some cases (of real-world networks), where resilience against targeted attacks is
necessary for the existence of the network, the hubs were found to be assortative.
Directions for further research
 A comparison study of both new and traditional approaches to node-assortativity
might shed more light into the ndings. I.e: Same networks be applied with both
approaches and the dierence in results be compared.
 The study generalises the ndings on a range of networks from a variety of domains.
A closer study on the nature of the domains and their demands on the network
growth and evolution might help us understand why many real-world networks do not
have assortative hubs, though assortative hubs generally provide resilience against
targeted attacks.
7.2 Node's contribution to network asssortativity
An approach to calculate node assortativity from network assortativity, has been derived
mathematically, and applied to a range of real-world and synthesised networks. According
to this approach, it was found that,
1. In the real-world networks that we analysed from the biology, technology and sociol-
ogy domains, the node-assortativity increased with node-degree. This tendency was
found in synthesised scale-free networks too.
2. Spatial networks, where there are physical constrains on the length of links, tend to
have both assortative and disassortative hubs, despite the overall assortativity.
3. Networks with high density show highly assortative peripheral nodes.
Directions for further research
 Node assortativity needs further experiments and exploration in a weighted graph,
incorporating the weights of links as well, in assortativity calculation.
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 Biological networks often display complex node assortativity patterns, and these
may provide clues about the functionality of sub-networks and motifs in them.
 A comparison study of available approaches to node-assortativity might be helpful
in understanding both the approach as well as the network behavior.
 In both approaches mentioned above, as well as in other established approaches for
measuring node-assortativity, the second order or third order assortativity have not
been considered. This might be important, because, in a social network, often the
purpose of connections between nodes are partially fullled by second order connec-
tions. For example, if one could borrow some money from a friend, he probably can
borrow from his friend's friend through his friend as well, subject to the weight of
friendships between all three concerned and borrowing amount. Similarly in spatial
networks, where the network is weighted, second order connections are important.
Because, depending on the weights of links second order connections may be `closer'
than rst order connections. Therefore, investigations of second order or third order
assortativity is important.
 In all approaches of node-assortativity, only the characteristics of nodes are consid-
ered. The weights of links are not considered. Particularly in spatial networks, it is
important to incorporate the weights of links. This could be worth exploring.
7.3 Quantifying diversity of node-neighbourhood
A simple method for quantifying the diversity of a node's neighbourhood(we call it `versa-
tility' ) is presented and used in various networks. Irrespective of its simplicity in dening
and applying, versatility could be used in a number of circumstances. This is because this
measure, basically quanties the nodes that are bridging those `high class' (having higher
value for the attribute concerned) and the `lower class'. This particular information is
not captured in assortativity or rich club measurements. It is also important to note that
this measure could be applied not only to links, but also to any attribute of nodes. For
example, an academic allowing other academics who are early career researchers as well
as well-established researchers to contribute to his research publication, is functioning as
an agent allowing second order citations to lead from famous authors to new comers.
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Observations of this measure's applications show that,
1. In the networks where the versatility converges to either a nonzero value or zero with
degree, the majority of nodes have low versatility values.
2. In the networks where the versatility does not converge with degree, the majority of
nodes have medium versatility values. It was also noticed that this type of networks
have high link-to-node ratio.
Directions for further research
 Second order versatility, third order versatility etc. could be calculated and be used
in analysing networks. These measures might have important practical implications.
In social networks, often people approach other people via their immediate and
second order connections. So, in practice, this second order connectivity matters
and is worth investigating.
 Versatility could incorporate the weight of the links, in weighted networks. This will
have more meaning in spatial networks. I.e: nodes connecting `long-distance' nodes
have dierent level of importance in a network, hence if their importance could be
quantied, it might help understanding the network.
 Versatility that we speak of, is a node-level characteristic. Similarly a network level
versatility could be useful. It could be a (i) simple mean of versatility values of
nodes, (ii) mean of versatility times degree or (iii) something similar to rich-club
coecient where versatility could be measured for nodes above and below a set
value of degrees. The second method mentioned above includes the multiplication
with degree. This is because, in a network, particularly in a social network, a node
with many connections having a versatility value v, would be more important than
a node having lesser number of connections, but having same versatility value v.
Therefore, in order to encompass the meaning of `versatility', into the versatility
measurement, it could be scaled up with the degree. The third measure suggested
is similar to rich-club coecient measurements. This is because, in principle, to
certain extent, a global versatility should be a measure that's opposite to rich-club.
Rich club-coecient measures the ratio between the number of links present between
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nodes having degrees above a set value to the possible number of links between the
same set of nodes. Whereas a global-versatility could measure the ratio between the
number of links present between nodes having degrees above a set value and nodes
having degrees below a set value, to the possible number of links between the same
two sets of nodes. This needs further exploration and analysis, in order to nd the
importance and worthiness of this approach.
7.4 Inuence of mixing patterns on herd-immunity
The eects of various mixing patterns on herd-immunity are analysed. In order to analyse
this, a method to quantify the herd-immunity was required. Therefore, a method called
(Area Under Curve method) was introduced. Using this method, various networks were
analysed and as a result, it was observed, that,
1. In scale-free networks, assortativity enhances herd-immunity.
Remark 7.4.1. The research work on herd-immunity delivered many interesting conclu-
sions, which are not presented here, since they are not relevant to the topic of this thesis.
7.4.1 Directions for further research
 It was assumed that once a person acquires immunity, it stays forever, which in
reality depends on the disease concerned. Therefore, devising a way to time the
life-time of the immunity and re-analysing the networks might give more accurate
picture of the immunity propagation behavior.
7.5 Summary
This thesis proposes two new methods to measure node assortativity, a new method to
measure heterogeneity of neighbourhood of nodes, a new measure called AUC to quantify
herd immunity and analyses the eects of assortativity on herd immunity using this AUC
method.
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Including the methods outlined in this thesis, at present there are three methods to mea-
sure node assortativity. These three methods are derived dierently and the measures
dier, from network to network. There is no correct way of measuring node assortativity.
Each method has its benets. What we have attempted here is, try to use these methods
on various synthesised and real-world networks in order to identify and classify networks.
The method outlined in Chapter 3, successfully eliminates the dependency of node assor-
tativity value on expected remaining degree value. The method outlined in chapter 4 is
a mathematical derivation from global assortativity. In this method the contribution of
each node towards the network assortativity via link assortativity is calculated. Users of
these methods may use them to identify, classify and predict network behaviours. The
new measure outlined in chapter 6, is a simple yet useful method to identify nodes based
on their heterogeneity. This could be modied to be used on any attribute of nodes. And
this could be used to complement information to node assortativity. In chapter 7, an
attempt is made to identify the eects of assortativity on herd immunity. It proves that
assortativity aects the immunity of the network.
7.6 Epilogue
In this thesis, various ways of quantifying mixing patterns were presented. A number of
real-world and synthesised networks were analysed using these methods. A number of
useful and interesting ndings were made. A number of areas for further research were
identied.
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