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Abstract
We propose a robust inferential procedure for assessing uncertainties of parameter esti-
mation in high-dimensional linear models, where the dimension p can grow exponentially
fast with the sample size n. Our method combines the de-biasing technique with the
composite quantile function to construct an estimator that is asymptotically normal.
Hence it can be used to construct valid confidence intervals and conduct hypothesis tests.
Our estimator is robust and does not require the existence of first or second moment of the
noise distribution. It also preserves efficiency in the sense that the worst case efficiency
loss is less than 30% compared to the square-loss-based de-biased Lasso estimator. In
many cases our estimator is close to or better than the latter, especially when the noise
is heavy-tailed. Our de-biasing procedure does not require solving the L1-penalized
composite quantile regression. Instead, it allows for any first-stage estimator with desired
convergence rate and empirical sparsity. The paper also provides new proof techniques
for developing theoretical guarantees of inferential procedures with non-smooth loss
functions. To establish the main results, we exploit the local curvature of the conditional
expectation of composite quantile loss and apply empirical process theories to control
the difference between empirical quantities and their conditional expectations. Our
results are established under weaker assumptions compared to existing work on inference
for high-dimensional quantile regression. Furthermore, we consider a high-dimensional
simultaneous test for the regression parameters by applying the Gaussian approximation
and multiplier bootstrap theories. We also study distributed learning and exploit the
divide-and-conquer estimator to reduce computation complexity when the sample size is
massive. Finally, we provide empirical results to verify the obtained theory.
1 Introduction
Consider a high-dimensional linear regression model:
Yi = X
T
i β
∗ + i, i = 1, . . . , n, (1.1)
where Xi ∈ Rp are variables independently drawn from a distribution PX with E[Xi] = 0, i are
i.i.d. random variables independent of Xi, β
∗ ∈ Rp is the unknown parameter of interest and Yi ∈ R
∗Department of Operations Research and Financial Engineering, Princeton University, Princeton, NJ 08544, USA;
Email: {tianqi, hanliu}@princeton.edu
†Booth School of Business, The University of Chicago, Chicago, IL 60637, USA; Email: mkolar@chicagobooth.edu
1
ar
X
iv
:1
41
2.
87
24
v2
  [
sta
t.M
L]
  1
8 M
ar 
20
15
are the responses. We consider the setting where the dimension p can be potentially much larger
than the sample size n, but the sparsity level s = card{i : β∗i 6= 0} is smaller than n.
The model (1.1) has been intensively studied. One of the most successful estimators is the Lasso,
which minimizes an L1-penalized square loss function (Tibshirani, 1996). Theoretical properties of
the Lasso estimator, including the minimax optimal convergence rate and model selection consistency,
are well understood under suitable noise and design conditions (Cande´s and Tao, 2005; Bickel et al.,
2009; Bu¨hlmann and van de Geer, 2011; Negahban et al., 2012). Though significant progress has
been made in estimation theories of high-dimensional statistics, quantifying model uncertainties
remained untouched until recently. A series of work (Zhang and Zhang, 2013; van de Geer et al.,
2014; Javanmard and Montanari, 2014) proposed a method of de-biasing the Lasso estimator and
constructing confidence intervals and testing hypotheses for low-dimensional coordinates in the
high-dimensional linear model (1.1). It was shown that the de-biasing procedure is uniformly valid
under the Gaussian noise assumption, and Javanmard and Montanari (2014) further considered an
extension to sub-Gaussian settings.
When heavy-tailed noise is present, the above estimation and inference procedures based on the
square loss do not work. Quantile regression is often considered as a robust alternative (Koenker,
2005). In high-dimensional settings, Belloni and Chernozhukov (2011), Wang (2013), and Wang
et al. (2012) established point estimation theories for the penalized least absolute deviation and
quantile regressions. Belloni et al. (2013a) and Belloni et al. (2013b) further considered the inference
task under the instrumental variable framework.
In this paper, we focus on developing valid inferential tools for high-dimensional linear models
when the noise distribution is unknown and possibly heavy-tailed. Our method applies the de-biasing
technique coupled with the composite quantile approach considered by Zou and Yuan (2008). See
also Bickel (1973), Koenker (1984), and Bradic et al. (2011) who studied weighted composite
losses. The procedure is outlined as follows: we take any first-stage estimator that satisfies a
required convergence rate and empirical sparsity conditions, and de-bias it using a one-step update
by subtracting a term associated with the sub-gradient of the composite quantile loss function.
Our procedure enjoys four distinctive advantages. First, the method is robust under heavy-tailed
noise distributions, and is valid even when the first two moments of the noise distribution do not
exist. Second, the relative efficiency of our method to the de-biased Lasso is at least 70% in the
worst case, and can be arbitrarily large in the best case. When the noise is Gaussian, the relative
efficiency is approximately 95%. On the other hand, inference based on quantile regression, though
robust, can have arbitrarily small relative efficiency compared to the least-square approach. Third,
our procedure is quite general, as it only requires two inputs: any sparse estimate of β∗ and any
estimates of K quantiles of the noise distribution, that satisfy the properties outlined in Theorem 3.2.
Fourth, our assumption on the design is rather weak. In particular, we do not require the sparsity
assumption on the inverse covariance matrix (also known as the precision matrix) of the design,
which is imposed by most existing work on inference for high-dimensional models.
Our method inherits the nice properties of the composite quantile regression (CQR) in low
dimensions. On the other hand, our framework does not require solving its high-dimensional
counterpart – the penalized CQR, which may be computationally challenging. In fact, our method
utilizes the composite quantile function only in the de-biasing step, not necessarily in obtaining
the first-stage estimator. For initial estimation, any sparse estimator with the desired rate of
convergence can be used. In addition to the penalized CQR, one can use the quantile (e.g., least
absolute deviation) regressions, or even the Lasso if one believes that the noise satisfies the regularity
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conditions that guarantee the required estimation results. All first-stage estimators will result in
the same asymptotic variance after de-biasing. We prove that each coordinate of our de-biased
estimator is
√
n-consistent, and weakly converges to a normal distribution after scaled by
√
n. We
can then construct asymptotic confidence intervals and test hypotheses on the low-dimensional
coordinates of β∗. Moreover, we consider the simultaneous inference for the high-dimensional global
parameter β∗G for G ⊆ {1, 2, . . . , p}, whose cardinality can be as large as p. To this end, we employ
the high-dimensional Gaussian approximation theory introduced by Chernozhukov et al. (2013).
As a special case, we study estimation theories of the L1-penalized CQR and show that it
converges at the minimax optimal rate of
√
s(log p)/n (Raskutti et al., 2012), and the empirical
sparsity is of the same order as s. Therefore, it can be used as the first-stage estimator. This result
is technically nontrivial and is of independent theoretical interest.
Lastly, we extend our result to a special regime where the sample size and the dimension are
both large, so that it causes huge computational and storage burden to conduct inference based
on the entire sample. We exploit the divide-and-conquer procedure which splits the sample and
aggregates the estimators obtained on each sub-sample. In particular, we allow the number of
splits to grow polynomially with the entire sample size. We prove that such a divide-and-conquer
estimator achieves the “free-lunch” property: on one hand, it reduces computational complexity
and requires minimal communications between sub-samples. On the other hand, the test based on
the divide-and-conquer estimator preserves the asymptotic power of the “oracle” test, defined as
the one based on the entire sample.
In addition to practical importance of our result, this paper develops novel proof techniques that
are interesting in their own right. We develop new theories for de-biasing and inference when the loss
function is not second-order differentiable and does not exhibit strong convexity. First, our theory is
different from that of Zou and Yuan (2008), which mainly relies on the argmax continuous mapping
theorem (van der Vaart and Wellner, 1996) to prove asymptotic normality of the CQR estimator in
low dimensions. In contrast, our de-biased estimator is not defined as the minimizer of some loss
function. Instead, we utilize the fact that the conditional expectation of the empirical composite
quantile function has a local quadratic curvature (in a small neighborhood around the true parameter
β∗). The first-stage estimator is required to converge at a fast enough rate to ensure that it falls into
the neighborhood of the true parameter. Such a local curvature allows us to handle the loss function
that is not second-order differentiable. Second, in the proof we need to control the difference between
the sub-differential of the empirical composite quantile loss function and its conditional expectation,
which reduces to bounding the supremum of a non-smooth, non-Lipschitz empirical process. To
this end we apply a theorem in Koltchinskii (2011) and Bouquet’s concentration inequality that
effectively utilize the variance information to obtain a high-probability bound of the superemum.
Third, unlike the de-biased Lasso, where the one-step update is related to the sub-gradient of the
penalty, we do not have such a KKT characterization for our de-biased composite quantile estimator,
as we allow for any first-stage procedure. Our proof relies on a more sophisticated analysis to
decompose the sub-gradient of the composite quantile loss into dominating and asymptotically
ignorable terms, which is different from previous work on de-biased estimators.
Other work on high-dimensional inference. Besides the de-biasing framework mentioned
above, other methods are studied in the literature of high-dimensional inference. Wasserman
and Roeder (2009) and Meinshausen et al. (2009) proposed the sample-splitting approaches to
obtaining valid p-values in high-dimensional problems. Belloni et al. (2012) and Belloni et al. (2013c)
considered inference in linear and logistic regression models under the optimal instrument and
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double-post-selection framework. Within the class of non-convex penalties, Fan and Lv (2011) and
Bradic et al. (2011) established asymptotic normality for regression parameters on the support
based on oracle properties and minimal signal strength conditions. A separate line of research
(Lockhart et al., 2014; G’Sell et al., 2013; Taylor et al., 2013, 2014) studied significance tests
conditional on the selected model. Other related inference problems and methods include the `2-
and `∞-confidence set construction (Nickl and van de Geer, 2013; Juditsky et al., 2012), stability
selection (Meinshausen and Bu¨hlmann, 2010; Shah and Samworth, 2013) and worst-case procedure
for post-selection inference (Berk et al., 2013).
Organization of this paper. In Section 2 we introduce the background on composite quantile
function and describe our de-biasing procedure. Section 3 contains the main inference results for the
de-biased composite quantile estimator. In particular, in §3.1 - 3.4 we show the asymptotic normality
of the de-biased estimator, and its usage for conducting statistical inference such as constructing
confidence intervals and testing hypotheses for the low-dimensional coordinates of the regression
parameter β∗. In §3.5 we consider the global simultaneous test for β∗ using Gaussian approximation
and multiplier bootstrap. Section 4 studies the first-stage estimators. We focus on the penalized
composite quantile regression and its finite-sample properties, but also mention other estimators
that satisfy the requirements for valid inference. In Section 5 we study divide-and-conquer inference
with the de-biasing procedure for high-dimensional quantile regression. We provide key technical
proofs for main results in Section 6. We provide thorough numerical experiment results in Section 7
and conclude the paper with Section 8. More detailled proofs are deferred to the appendix.
Notations. Let F(t) := P( < t) and f(t) be the cumulative distribution function and
probability density function of , respectively. For positive sequences an and bn, we write an . bn or
an = O(bn) if there exist some universal constant constant c > 0 and positive integer N independent
of n such that an ≤ cbn for all n ≥ N . We write an = o(bn) if anb−1n → 0 as n → ∞. For a
sequence of random variables An, we write An = oP (1) if An → 0 in probability, and An  A
for some random variable A if An converges weakly to A. Let ‖ · ‖1, ‖ · ‖2 and ‖ · ‖∞ denote the
Euclidean 1-, 2- and infinity norms, respectively. For any symmetric positive definite matrix A, define
‖x‖A := (xTAx)1/2. Let ‖·‖2 denote the matrix operator norm and ‖·‖max the matrix element-wise
max-norm, that is, ‖A‖max = maxi,j |Aij | for any matrix A. Moreover, let ‖A‖1,1 =
∑
ij |Aij |
and ‖A‖1,max = maxi
∑
j |Aij |. Let A·,j and Aj,· denote the j-th column and row of matrix A,
respectively. Lastly, define MSE(β̂) := ‖X(β̂ − β∗)/√n‖2, where X := [X1, . . . ,Xn]T is the design
matrix. We use C1, C2, . . . to denote absolute constants whose values may change from line to line.
2 Method
In this section, we introduce some background on composite quantile regression and motivate our
de-biasing method. We then present the general procedure for constructing the de-biased estimator.
2.1 Background on Composite Quantile Regression
To motivate the composite quantile regression, we first review the usual quantile regression defined
as follows: for some real number τ ∈ (0, 1), one solves the following optimization problem
min
β∈Rp,b∈R
1
n
n∑
i=1
φτ
(
Yi −XTi β − b
)
, (2.1)
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where φτ is the check function φτ (t) := τt+ + (1− τ)t− = |t|/2 + (τ − 1/2)t, and t+ = max{t, 0} and
t− = max{−t, 0}. The check function is an extension of the absolute value function (when τ = 1/2).
It is used to compute any quantile of a sequence of real numbers. Specifically, given a1, a2, . . . , an ∈ R,
we can compute the τ -quantile of the n numbers by finding arg minx
∑n
i=1 φτ (ai−x). This is evident
by inspecting the KKT conditions. Alternatively, we provide a pictorial explanation of how the
check function computes the τ -quantile in Figure 1.
y =  x
y =  (1   )x
a1 a2 a3 a4 a5 . . . an 1 an
1    
Figure 1: Illustration of the check function and how it computes the τ -quantile. To minimize the
function
∑n
i=1 φτ (ai− x), the two red bars on both ends should have equal lengths. In this scenario,
the kink point of the check function is at the τ -quantile of n numbers.
Under the linear model (1.1), it is easy to see that the conditional τ -quantile of Y |X is
XTβ∗ + b∗τ ,
where b∗τ is the τ -quantile of the residual term . Therefore, estimating β∗ and b∗τ amounts to
calculating the conditional quantile of Y |X, resulting in the optimization problem (2.1).
A key observation that motivates the composite quantile regression is that for different τ , the
minimization problem solves for the same β∗ and different b∗τ . Thus, we can utilize multiple quantile
regressions which simultaneously solve β∗ to boost its estimation performance (Zou and Yuan,
2008). The composite quantile loss function is defined as a sum of K objective functions in (2.1)
corresponding to K check functions with different values of τ . Each summand involves the same β
but different b. Formally, for a sequence of K real numbers 0 < τ1 < τ2 < . . . < τK < 1, we solve
(β˜, b˜1, . . . , b˜K) ∈ argmin
β∈Rp,b1,...,bK∈R
K∑
k=1
1
n
n∑
i=1
φτk(Yi −XTi β − bk). (2.2)
Let b∗k denote the true τk-quantile of , and let f
∗
k := f(b
∗
k), for k = 1, . . . ,K. Zou and Yuan (2008)
showed that when p is fixed and under mild regularity conditions, β˜ is asymptotically normal:
√
n(β˜ − β∗) N(0, σ2Kθ−2K Σ−1),
where σ2K :=
∑K
k,k′=1 min{τk, τk′}(1−max{τk, τk′}), θK :=
∑K
k=1 f
∗
k , and Σ := E[XXT ] is the pop-
ulation covariance matrix of the design. In high-dimensional regression, we add an L1-regularization
term to prevent overfitting:
(β̂, b̂1, . . . , b̂K) ∈ argmin
β∈Rp,b1,...,bK∈R
K∑
k=1
1
n
n∑
i=1
φτk(Yi −XTi β − bk) + λ‖β‖1, (2.3)
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where λ is an regularization parameter. The choice of {τk} is arbitrary. For example, a simple
choice is 1/(K + 1), 2/(K + 1), . . . ,K/(K + 1).
2.2 A New De-biased Composite Quantile Estimator
Like the Lasso and other regularized estimators, the penalized CQR estimator (2.3) is biased and
does not have a tractable limiting distribution. Our first contribution is to design a de-biased
estimator based on composite quantile loss that allows us to construct robust confidence intervals and
test hypotheses in high-dimensions. In particular, we obtain an asymptotically unbiased estimator
from β̂ by subtracting a term related to the sub-gradient of the composite quantile loss function,
evaluated at the estimates β̂ and b̂k for k = 1, . . . ,K:
β̂d = β̂ − Θ̂κ̂, (2.4)
where κ̂ :=
∑K
k=1 n
−1∑n
i=1
(
1{Yi ≤ XTi β̂ + b̂k} − τk
)
Xi is the sub-gradient of the objective in
(2.2) and Θ̂ is a matrix constructed below. An interpretation of κ̂ is that by the KKT condition,
it is the sub-gradient of the L1-penalty, which induces bias to β̂. In the de-biasing framework
studied in Zhang and Zhang (2013), van de Geer et al. (2014) and Javanmard and Montanari
(2014), the role of Θ̂ is to invert the Hessian matrix of the loss function. However, in our case with
composite quantile loss function, the Hessian does not exist. To handle this problem, we exploit
the local curvature of the CQR loss function mentioned in Section 1. We show that the conditional
expectation of the CQR loss given the design matrix has a local curvature θKΣ̂, and the role of Θ̂
in (2.4) is to approximately invert this rank-deficient matrix. We construct the estimator Θ̂ using
a modification of the estimator given in Javanmard and Montanari (2014). More specifically, let
X = (X1, . . . ,Xn)T ∈ Rn×p be the design matrix. For each j, we solve
µ̂j = argmin
µj∈Rp
µTj Σ̂µj (2.5)
s.t.
∥∥Σ̂µj − ej∥∥∞ ≤ γ1, ∥∥Xµj∥∥∞ ≤ γ2, ∣∣∣ 1√n
n∑
i=1
µTj Xi
∣∣∣ ≤ γ3,
for some γ1, γ2, γ3 > 0. In practice, we choose γ1, γ2 and γ3 to ensure that (2.5) is feasible. That is,
we choose their values as small as possible, while still keeping the optimization problem feasible.
Recall that θK :=
∑K
k=1 f
∗
k . Let M :=
(
µ̂1, . . . , µ̂p
)T ∈ Rp×p and
Θ̂ := θ̂−1K M, (2.6)
where θ̂K is a consistent estimator of θK satisfying the following condition for some rt = o(1):
lim
n→∞P
(∣∣∣∣ θ̂KθK − 1
∣∣∣∣ ≥ rt) = 0. (2.7)
To see the intuition of the definition of Θ̂, we examine the constrained minimization problem (2.5).
The first constraint indicates the main role of M (and Θ̂), which is to “invert” the rank-deficient
matrix Σ̂. The other two constraints impose conditions on the design. The second constraint is
equivalent to maxi ‖MXi‖∞ ≤ γ2, which requires that each Xi, after a linear transformation by
M, is uniformly bounded by γ2. For example, if each row of X is sub-Gaussian, then the second
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constraint is feasible with high probability when γ2 is of the order
√
log(p ∨ n). The third condition
indicates that the average of Xi, after transformation by M, converges to the expectation (which
we assume to be 0) at the rate of γ3/
√
n. This requirement can be easily met by a wide range of
designs (for example, the sub-Gaussian design). In §3.1, we show that the asymptotic distribution
of
√
n(β̂dj − β∗j ) is normal with mean zero and variance σ2Kθ−2K µ̂Tj Σ̂µ̂j . Thus, the objective function
in (2.5) minimizes the asymptotic variance subject to the constraints, with the aim of maximizing
the estimation efficiency of the de-biased estimator.
Our second contribution is that we can replace the penalized CQR estimator β̂ by any other
first-stage estimators that is sparse and converges to the true parameter at the desired rate as the
penalized CQR. It can be shown that any such estimator, after de-biasing, is first-order asymptotically
equivalent. In Section 4, we discuss various choices of first-stage estimators.
Such a property greatly benefits computation. For example, if we use the penalized LAD as the
first-stage estimator, the de-biasing method achieves the nice properties of CQR in high-dimensions,
while only at the computational cost of solving a single penalized quantile regression. Note that
to compute the penalized CQR estimator, we need to solve a linear programming that is K times
larger than that of the penalized LAD.
3 Inference Results
In this section, we state the main inference results of the paper. In §3.1 we show that each coordinate
of the de-biased estimator is
√
n-consistent and weakly converges to a normal distribution, for any
first-stage estimators β̂ and b̂ = (̂b1, . . . , b̂K)
T that have the following non-asymptotic properties: β̂
and b̂’s converge to the true parameters at the L2-rate
√
s(log p)/n and
√
Ks(log p)/n, respectively,
and β̂ has empirical sparsity at the same order as s. Given any estimator satisfying the above
requirements, the only condition we need for asymptotic normality is the following distributional
assumption on the noise .
Assumption 3.1. The density function f of the random variable  is uniformly bounded from
above, and bounded from below at points b∗k for k = 1, . . . ,K, that is, supt∈R f(t) < C+ and
mink f
∗
k > C−, for some constants C+, C− > 0. Moreover, we assume that f is differentiable with
the first order derivative uniformly bounded by some constant C ′+ > 0.
Assumption 3.1 imposes mild assumptions on the density function of  and allows  to follow a
wide range of distributions. For example, it includes heavy-tailed distributions without first two
moments, mixture of distributions, and distributions with outliers.
3.1 Asymptotic Properties of the De-biased Estimator
Recall that b̂ = (̂b1, . . . , b̂K)
T ∈ RK . We similarly define b∗ = (b∗1, . . . , b∗K)T ∈ RK . The following
theorem provides the asymptotic property of the de-biased estimator β̂d.
Theorem 3.2. Under Assumption 3.1, suppose we have ‖β̂‖0 ≤ c∗s, MSE(β̂) = ‖X(β̂−β∗)/
√
n‖2 ≤
C1
√
s(log p)/n, ‖β̂ − β∗‖2 ≤ C2
√
s(log p)/n and ‖b̂− b∗‖2 ≤ C3
√
Ks(log p)/n for some constants
c∗, C1, C2 and C3 with probability tending to 1. Then under the scaling conditions that γ1s
√
log p =
o(1), γ3
√
s(log p)/n = o(1), γ2s(log p)/
√
n = o(1), rtγ2
√
s log p = o(1) and γ2(s log p)
3/4/n1/4 =
o(1), we have √
n(β̂d − β∗) = Z +W , (3.1)
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where Z = n−1/2
∑n
i=1 θ
−1
K MXiΨi,K , Ψi,K =
∑K
k=1
(
τk − 1{i ≤ b∗k}
)
, and ‖W ‖∞ = oP (1).
Theorem 3.2 shows that for each j,
√
n(β̂dj − β∗j ) can be decomposed into a term which we
later show is asymptotically normal, and a term that is asymptotically negligible. In particular,
β̂dj is a
√
n-consistent estimator of β∗j under any error distribution satisfying Assumption 3.1. The
conclusions of Theorem 3.2 follow from the non-asymptotic properties (convergence rates and
empirical sparsity) of the first-stage estimators (β̂, b̂). In Section 4, we provide several examples of
such estimators.
Although Theorem 3.2 requires a number of scaling conditions, it can be shown that the last one
γ2(s log p)
3/4/n1/4 = o(1) usually dominates the remaining ones (see §3.2 for details). This condition
requires that s = o
(
γ
−4/3
2 n
1/3/ log p
)
. For well behaved design, γ2 grows slowly with n. For example,
γ2 =
√
log(p ∨ n) under the sub-Gaussian design. In previous study of high-dimensional inference
for quantile and least absolute deviation regressions, Belloni et al. (2013a) and Belloni et al. (2013b)
also require a similar scaling condition (K2xs
2 + s3) log3 p/n = o(1), where Kx = ‖X‖max. It appears
that such scaling conditions are unavoidable for inference with non-smooth loss functions.
We next focus on the asymptotic property of Z = (Z1, . . . , Zp)
T ∈ Rp in (3.1). The following
theorem shows that each entry Zj weakly converges to a normal distribution.
Theorem 3.3. Suppose γ2n
−1/2 = o(1) and that (µ̂Tj Σ̂µ̂j)
1/2 ≥ cn, with probability tending to 1,
where cn satisfies lim infn→∞ cn = c∞ > 0. With no assumption on , we have for any j = 1, . . . , p
Zj
(µ̂Tj Σ̂µ̂j)
1/2
 N(0, θ−2K σ2K),
where σK and θK are defined in §2.1.
Theorem 3.3 imposes no assumption on noise  and a mild assumption on the design, which
can be verified under the sub-Gaussian condition in the next section (shown by Lemma B.1 in
Appendix B.3). Combining Theorems 3.2 and 3.3, we conclude that
√
n(β̂j − β∗j ) converges weakly
to a Gaussian distribution. Based on this result, we can conduct various inference tasks, including
construction of confidence intervals and hypothesis testing. We can also extend the coordinate-wise
inference result to infer a generic form Qβ∗, where Q projects β∗ into a low-dimensional space.
The details are discussed in §3.4.
3.2 Feasibility of Local Curvature Estimate and Trade-off Between Efficiency
and Scaling
We now discuss the choice of the tuning parameters γ1, γ2 and γ3 in the optimization problem (2.5)
for calculating M. Choosing the parameters too small will render the problem infeasible, while
making them too large will impose stronger scaling conditions on s, n and p (See Theorem 3.2).
As explained in §2.2, γ1 reflects the quality of inverting the sample covariance matrix, while γ2
and γ3 impose conditions on the design. For well-behaved designs, both requirements can be met
for γ1, γ2 and γ3 not too large. We consider two cases: sub-Gaussian and strongly bounded designs.
Both are commonly used in the literature. We first recall the definition of sub-Gaussian random
variables.
Definition 3.4 (Sub-Gaussian Random Variables). A random variable X is σ2-sub-Gaussian if for
all t > 0, one has
P(|X| > t) ≤ 2e−t2/2σ2 .
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Here σ2 is called the variance proxy of X. A random vector X ∈ Rp is σ2-sub-Gaussian if for all
u ∈ Rp with ‖u‖2 = 1, we have uTX is σ2-sub-Gaussian.
Assumption 3.5. X1, . . . ,Xn are σ
2
x-sub-Gaussian random vectors.
Alternatively, we assume the designs are strongly bounded after transformation by the precision
matrix Σ−1.
Assumption 3.5a. Σ−1X1, . . . ,Σ−1Xn have entries uniformly bounded by a constant CX .
In addition, we require the following assumption on the minimum and maximum eigenvalues of
the population covariance matrix Σ:
Assumption 3.6. The matrix Σ has eigenvalues uniformly upper bounded by ρmax and lower
bounded by ρmin.
This assumption is also standard and commonly assumed in the literature. Under this condition,
Assumption 3.5a will imply Assumption 3.5 by Hoeffding’s inequality. More details can be found in
the proof of Proposition 3.8.
Our assumptions most resemble those in Javanmard and Montanari (2014). In other work
on high-dimensional inference, the sparsity or similar conditions on the precision matrix Σ−1 are
imposed, so as to obtain a consistent estimator for the asymptotic variance (see, for example, van de
Geer et al., 2014; Belloni et al., 2012, 2013a). However, we do not require such assumptions as we
only need to control ‖MΣ̂− I‖max for the estimator M in order to show that the remainder term is
asymptotically negligible. A more intuitive reason is that to construct a confidence interval for β∗j ,
we only need to estimate [Σ−1]jj rather than the entire matrix Σ−1. Similarly, only a sub-matrix of
Σ−1 is estimated in order to construct a confidence region for a set of low-dimensional coordinates
of β∗. In §3.5 where we consider simultaneous test for the whole vector β∗, we do need to estimate
the entire matrix Σ−1, hence the sparsity condition of Σ−1 is imposed in that section.
In the following, we show that under either design specified in Assumption 3.5 or 3.5a, we can
choose the parameters γ1, γ2 and γ3 that ensure the feasibility of (2.5), without imposing strong
requirements on the scaling of s, n and p.
Proposition 3.7 (Feasibility under sub-Gaussian design). Under Assumptions 3.5 and 3.6, if we
choose γ1 = a1
√
(log p)/n, γ2 = a2
√
log(p ∨ n) and γ3 = a3
√
log(p ∨ n), where a1 = 6eσx
√
2ρmax/ρmin,
a2 =
√
3σx/ρmin and a3 =
√
2σx/ρmin, then with probability at least 1− 3p−1, we have
∥∥Σ−1Σ̂− Ip∥∥max ≤ γ1, ‖XΣ−1∥∥max ≤ γ2, and ∥∥∥ 1√n
n∑
i=1
Σ−1Xi
∥∥∥
∞
≤ γ3. (3.2)
Hence, with at least the same probability, (2.5) has a feasible solution for all j ∈ {1, . . . , p}.
Therefore, under a sub-Gaussian design and with the choices of γ1, γ2 and γ3 specified in Theorem
3.7, the optimization problem in (2.5) has a feasible solution with high probability. The scaling
conditions in Theorem 3.2 reduce to
s = o
(
n1/3/ log5/3(p ∨ n)) and rt√s log(p ∨ n) = o(1). (3.3)
For strongly bounded designs, the following theorem shows that we can choose a smaller γ2 to
further weaken the scaling condition.
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Proposition 3.8 (Feasibility under strongly bounded design). Under Assumptions 3.5a and 3.6,
let γ1 = a1
√
(log p)/n, γ2 = CX and γ3 = a3
√
log(p ∨ n), where a1 = 6eCX
√
2ρ3max/ρmin and
a3 =
√
2CXρmax/ρmin. Then with probability at least 1− 2p−1, we have
∥∥Σ̂Σ−1 − Ip∥∥max ≤ γ1, ∥∥XΣ−1∥∥max ≤ γ2, and ∥∥∥ 1√n
n∑
i=1
Σ−1Xi
∥∥∥
∞
≤ γ3. (3.4)
Therefore, (2.5) has a feasible solution for all j ∈ {1, . . . , p} with the same probability .
Under the choices of γ1, γ2, γ3 in Theorem 3.8, the scaling conditions in Theorem 3.2 reduce to
s = o
(
n1/3/ log(p ∨ n)) and rt√s log p = o(1). (3.5)
Note that the optimization problem (2.5) displays a tradeoff between the efficiency of β̂d and
the scaling of s, n and p. Choosing large values for γ1, γ2 and γ3 decreases the optimal value of
(2.5) thus the variance of β̂dj , but requires s to grow slower with n.
3.3 Estimation of θ̂K
To calculate β̂d, we require an estimator θ̂K of θK , where recall θK =
∑K
k=1 f
∗
k and f
∗
k = f(b
∗
k).
Therefore, we need to estimate the density function at the K quantiles of . In this section, we
discuss how to estimate this quantity.
In the case that the density function is known, we can estimate θK =
∑K
k=1 f(b
∗
k) by directly
plugging in b̂k for k = 1, . . . ,K. Then under Assumption 3.1, we have∣∣∣∣ θ̂KθK−1
∣∣∣∣ = |θ−1K (θ̂K−θK)| ≤ C−1− 1K
K∑
k=1
|f(̂bk)−f(b∗k)| ≤ C−1− C ′+
1
K
‖b̂−b∗‖1 ≤ C−1− C ′+
1√
K
‖b̂−b∗‖2,
where the last inequality is by Cauchy-Schwartz. Therefore, by the convergence of b̂, we have
lim
n→∞P
(∣∣∣∣ θ̂KθK − 1
∣∣∣∣ ≥ C ′3
√
s log p
n
)
= 0, (3.6)
where C ′3 = C
−1
− C ′+C3.
In the case that the density function is unknown, we exploit the method outlined in Koenker
(2005) to estimate f∗k . The idea is motivated by the following observation:
d
dτ
F−1 (τ) =
[
f(F
−1
 (τ))
]−1
.
Let Q(τ) := F
−1
 (τ) be the quantile function of . The above equation and the relationship
Q(τk) = b
∗
k yield that Q
′
(τk) = f
∗−1
k . Therefore, to estimate f
∗
k , we let
f̂k =
2h
Q̂(τk + h)− Q̂(τk − h)
,
where h is a bandwidth to be chosen later, and Q̂(τ) is an estimator of the τ -quantile of , obtained
in the same way as b̂k = Q̂(τk). The following proposition gives the estimation rate of f̂ .
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Proposition 3.9. Suppose Assumption 3.1 holds and that sup|τ−τk|≤h |Q′′′(τ)| ≤ C0. Moreover,
suppose that with probability tending to 1, we have |Q̂(τk + u)−Q(τk + u)| ≤ C
√
s(log p)/n for
u = ±h and some constant C that does not depend on n, p and s. Then under the scaling condition√
s(log p)/h2n = o(1) and h = o(1), we have
|f̂k − f∗k | .
√
s log(n ∨ p)
h2n
+ h2, (3.7)
with probability tending to 1.
The error bound in (3.7) represents a bias-variance tradeoff. To obtain the optimal rate of
convergence , we choose h2 =
√
s log(p ∨ n)/(h2n), which yields h = (s log(p ∨ n)/n)1/6 and
|f̂k − f∗k | .
(
s log(p ∨ n)
n
)1/3
.
Using the same argument as in the case with known density, we obtain
lim
n→∞P
(∣∣∣∣θKθK − 1
∣∣∣∣ ≥ C (s log(p ∨ n)n
)1/3)
= 0. (3.8)
Based on (3.6) and (3.8), we conclude that rt =
√
(s log p)/n when f is known and rt =
(s log(p ∨ n)/n)1/3 when f is unknown. In both cases, by (3.3) and (3.5), the scaling conditions in
Theorem 3.2 become
s = o
(
n1/3
log5/3(p ∨ n)
)
, and s = o
(
n1/3
log(p ∨ n)
)
under sub-Gaussian and strongly bounded designs, respectively.
3.4 Robust and Uniformly Honest Inference for Low-Dimensional Coordinates
Based on the theoretical results presented in previous sections, we now conduct statistical inference
for the unknow parameters. We start with coordinate-wise inference for β∗.
Theorem 3.10. Suppose Assumptions 3.1, 3.5 (or 3.5a) and 3.6 hold. Consider the de-biased
estimator β̂d defined by (2.4), in which β̂, b̂1, . . . , b̂K satisfy the conditions in Theorem 3.2, and Θ̂
is obtained through (2.5) and (2.6), with γ1, γ2 and γ3 chosen by Proposition 3.7 under Assumption
3.5 (or by Proposition 3.8 under 3.5a), and θ̂K satisfying (2.7). Let s = s(n) be the sparsity
of β∗ satisfying the scaling conditions s = o(n1/3/ log5/3(p ∨ n)) and rt
√
s log(p ∨ n) = o(1) (or
s = o(n1/3/ log p) and rt
√
s log p = o(1)). Then for any β∗ ∈ Rp with ‖β∗‖0 ≤ s, we have
√
n(β̂dj − β∗j )
(µ̂Tj Σ̂µ̂j)
1/2θ̂−1K
 N(0, σ2K). (3.9)
Note that in order for (3.9) to hold, we only require  to satisfy Assumption 3.1. Therefore, our
procedure is robust and can be used to conduct inference on the linear model (1.1) under a wide
range of noise distributions. In the following, we compare the inferential power of our de-biased
CQR method with other alternatives:
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• Javanmard and Montanari (2014) studied the de-biased Lasso estimator under similar design
conditions. In order to conduct valid statical inference, strong distributional assumptions on
 are required, such as Gaussian distribution or existence of higher order moment. When 
satisfies such assumptions, one has
√
n(β̂dLassoj − β∗j )
(µ̂Tj Σ̂µ̂j)
1/2
→ N(0, σ2), (3.10)
where σ2 is the variance of . We compare estimation efficiencies of the two methods using
asymptotic relative efficiency, which is defined as the ratio between the asymptotic variances
of de-biased Lasso (3.10) and de-biased CQR (3.9) estimators:
ARE1(K, f) =
σ2θ2K
σ2K
.
The asymptotic relative efficiency is exactly the same as that of the ordinary least square to
CQR estimator in the low-dimensional settings (see Equation (3.1) in Zou and Yuan, 2008).
Therefore, our de-biased composite quantile estimator in high-dimensional settings inherits
the inferential power of its low-dimensional counterpart. In particular, it is shown in Zou and
Yuan (2008) that
inf
f∈F
lim
K→∞
ARE1(K, f) >
6
epi
= 0.7026,
where F is a collection of all density functions satisfying Assumption 3.1. This shows that the
efficiency loss of de-biased composite quantile estimator to de-biased Lasso is at most 30%
when K is large. Moreover, in many applications, the relative efficiency is close to or higher
than 1. For example, under Gaussian distribution, ARE1(K, f)→ 0.955 when K →∞. For
t-distribution with degree of freedom 3, ARE1(K, f)→ 1.9 when K →∞, showing that the
CQR method has a big gain in efficiency. More examples are provided in Zou and Yuan (2008).
• When K = 1, our procedure becomes the de-biased quantile regression estimator, which
is also robust for high-dimensional linear models. The asymptotic variance of
√
n(β̂dj −
β∗j )/(µ̂
T
j Σ̂µ̂j)
1/2 is τ(1− τ)/f∗k when K = 1, hence its relative efficiency to de-biased Lasso is
the same as the low-dimensional counterpart of quantile regression to ordinary least square
(Koenker, 2005). Therefore, the de-biased quantile regression can have arbitrarily small relative
efficiency compared to the de-biased Lasso. We note that Belloni et al. (2013a) and Belloni et al.
(2013b) established asymptotic normality for a single coordinate of β∗ in high-dimensional
quantile and least absolute deviation regressions under the instrumental variable framework,
while requiring that the precision matrix of the design to be sparse.
As the relative efficiency is the same as in the low-dimensional settings, we in practice adopt the
choice of K as recommended by Zou and Yuan (2008), who showed that ARE1(K, f) when K = 9
is already close to the limit of K →∞ for various examples of f.
Based on the asymptotic distribution of the de-biased CQR estimator, we can conduct various
inference tasks for a coordinate β∗j . More generally, we consider the problem of constructing
confidence regions or testing hypotheses for Qβ∗, where Q ∈ Rq×p satisfies the following conditions:
Q is full rank, q < p and does not scale with p or n, and ‖Q‖1,1 is bounded by a constant that
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does not grow with p or n. For example, H0 : Qβ
∗ = 0 where Q = (Iq,0) tests the hypothesis that
β∗j = 0 for all 1 ≤ j ≤ q, and H ′0 : Qβ∗ = 0 where Q = (Q1,0) and
Q1 =

1 −1 0 . . . 0 0
0 1 −1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 −1
 ∈ Rq×(q+1)
tests the hypothesis that β∗1 = β∗2 = . . . = β∗q+1.
Furthermore, we extend the pointwise result in Theorem 3.10 to uniform convergence result,
which enables us to construct uniformly honest confidence intervals and hypothesis tests. Define the
following events
E1(β∗) =
{
‖β̂‖0 ≤ c∗s
}
, E2(β∗) =
{
MSE(β̂) ≤ C1
√
s(log p)/n
}
,
E3(β∗) =
{
‖β̂ − β∗‖2 ≤ C2
√
s(log p)/n
}
, and E4(β∗) =
{
‖b̂− b∗‖2 ≤ C3
√
Ks(log p)/n
}
.
Theorem 3.11. Suppose Assumptions 3.1, 3.5 (or 3.5a) and 3.6 hold. Let P∗ denote the probability
measure under the true parameter β∗. Consider the de-biased estimator β̂d defined by (2.4), in
which β̂, b̂1, . . . , b̂K satisfy
lim
n→∞ supβ∗∈Rp,‖β∗‖0≤s
P∗
(E1(β∗)c ∪ E2(β∗)c ∪ E3(β∗)c ∪ E4(β∗)c) = 0 (3.11)
and Θ̂ is obtained through (2.5) and (2.6), with γ1, γ2 and γ3 chosen by Proposition 3.7 under
Assumption 3.5 (or by Proposition 3.8 under 3.5a) and θ̂K satisfying the following condition
lim
n→∞ supβ∗∈Rp,‖β∗‖0≤s
P∗
(∣∣∣∣ θ̂KθK − 1
∣∣∣∣ ≥ rt) = 0. (3.12)
Let s = s(n) be the sparsity of β∗ satisfying the scaling condition s = o
(
n1/3/ log5/3(p ∨ n)) and
rt
√
s log(p ∨ n) = o(1) (or s = o(n1/3/ log p) and rt√s log p = o(1)). Let A := QMΣ̂MTQT . Then
for any x ∈ Rq, we have
lim
n→∞ supβ∗∈Rp,‖β∗‖0≤s
∣∣∣P∗ (√nσ−1K θ̂KA−1/2(Qβ̂d −Qβ∗) ≤ x)−Φ(x)∣∣∣ = 0, (3.13)
where Φ(x) = Φ(x1)Φ(x2) . . .Φ(xq), with Φ denoting the cumulative distribution function of the
standard normal random variable, and the inequality in (3.13) is considered elementwise.
Based on Theorem 3.11, we can construct a uniformly valid confidence region for the general
form Qβ∗ as follows: let Cα be a set in Rq such that P(R ∈ Cα) = 1− α for some random vector
R ∼ N(0, Iq). The confidence region at 1− α level for Qβ∗ is
Qβ̂d + n−1/2σK θ̂−1K A
1/2Cα :=
{
Qβ̂d + n−1/2σK θ̂−1K A
1/2x |x ∈ Cα
}
,
where A is defined in Theorem 3.11. This confidence region is uniformly valid, since by Theorem
3.11, we have
lim
n→∞ supβ∗∈Rp,‖β∗‖0≤s
∣∣∣P(Qβ∗ /∈ Qβ̂d + n−1/2σK θ̂−1K A1/2Cα)− α∣∣∣ = 0.
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Next, we test the simple hypothesis H0 : Qβ
∗ = ω versus H1 : Qβ∗ 6= ω. Our level-α Wald test
is constructed as follows:
Ψα = 1
{
ω /∈ Qβ̂d + n−1/2σK θ̂−1K A1/2Cα
}
.
The consistency of the above test is guaranteed by Theorem 3.11, which implies limn→∞ P0(Ψα =
1) = α, where P0 is the probability under the null hypothesis H0.
More generally, we consider the following composite null and alternative hypotheses. For
simplicity we only study the case with one coordinate. The test is formulated as follows:
H0 : β
∗ ∈ B0 v.s. H1 : β∗ ∈ Ba, (3.14)
where B0 = {β ∈ Rp : ‖β‖0 ≤ s, βj = 0} and Ba = {β ∈ Rp : ‖β‖0 ≤ s, βj = an−γ} , and a and γ
are some known constants. The level-alpha test is constructed as
Ψj =
{
0, if |β̂dj | ≤ Φ−1(1− α/2)σK(µ̂Tj Σ̂µ̂j)1/2/(
√
nθ̂K);
1, otherwise.
The following theorem provides uniform level and power analysis of the above test.
Theorem 3.12. Suppose conditions in Theorem 3.11 hold. Then we have
lim
n→∞ supβ∗∈B0
P(Ψj = 1) = α and lim inf
n→∞
supβ∗∈Ba P(Ψj = 1)
Gn(α, γ)
≥ 1, (3.15)
where
Gn(α, γ) = 1− Φ
(
−an1/2−γθKσ−1K [Σ−1]−1/2j,j − tα/2
)
− Φ
(
−an1/2−γθKσ−1K [Σ−1]−1/2j,j + tα/2
)
,
and tα/2 = Φ
−1(1− α/2).
The proof uses the result in Theorem 3.11 and follows similarly as that of Theorem 3.5 in
Javanmard and Montanari (2014), hence is omitted here. The first inequality in (3.15) shows that
the type-one error of the test Ψj is controlled by α uniformly over the composite null hypothesis.
The second inequality in (3.15) establishes a lower bound on the power of Ψj . Note that when
γ < 1/2, limn→∞Gn(α, γ) = α, which is the trivial power obtained by randomly rejecting the null
hypothesis. Therefore, the null and alternative hypotheses are indistinguishable. When γ > 1/2,
limn→∞Gn(α, γ) = 1, that is, the power goes to one as the sample size tends to infinity. When
γ = 1/2, the power goes to a constant between α and 1 and can be computed by
lim
n→∞Gn(α, γ) = 1− Φ
(
−aθKσ−1K Ω−1/2j − tα/2
)
− Φ
(
−aθKσ−1K Ω−1/2j + tα/2
)
,
where Ωj = limp→∞[Σ−1]j,j .
3.5 Simultaneous Test with Multiplier Bootstrap
The framework in the previous section is only for inference with a fixed subset of coordinates. In
this section, we consider a high-dimensional simultaneous test formulated as follows:
H0 : β
∗
G = β0,G v.s. H1 : β
∗
G 6= β0,G , (3.16)
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where G ⊂ {1, . . . , p}, and |G| is allowed to grow exponentially fast with n (or even as large as
p). For this test, we employ the theory of Gaussian approximation and the multiplier bootstrap.
As mentioned in §3.2, to simultaneously test the entire high-dimensional vector β0,G , we need
to estimate the whole precision matrix Σ−1. Hence we need to modify the estimator M. For
j = 1, . . . , p, we solve
µ̂′j = argmin
µj∈Rp
‖µj‖1 (3.17)
s.t.
∥∥Σ̂µj − ej∥∥∞ ≤ γ1, ∥∥Xµj∥∥∞ ≤ γ2, ∣∣∣ 1√n
n∑
i=1
µTj Xi
∣∣∣ ≤ γ3.
and let M′ = [µ̂′1, . . . , µ̂′p]T . This is a modification of the CLIME estimator defined in Cai et al.
(2011), with the addition of the second and third constraints as extra conditions on the design. Let
β˜d = β̂ − Θ˜κ̂, where Θ˜ = θ̂−1K M′, (3.18)
and define TG := maxj∈G
√
n
(
β˜dj − β0,j
)
. We approximate the distribution of TG using the mul-
tiplier bootstrap. Let {gi}ni=1 be a sequence of i.i.d. N(0, 1) random variables. Let UG :=
maxj∈G 1√n
∑n
i=1 σK θ̂
−1
K µ̂
′T
j Xigi, and cα := inf{t ∈ R : P(UG > t |X) ≤ α}. Define the test
Ψh = 1{TG > cα}.
In the following theorem, let d := |G| be the cardinality of the set G containing the indices of
coordinates to be tested.
Theorem 3.13. Suppose Assumptions 3.1, 3.5, 3.6 hold. Moreover, suppose ‖Σ−1‖1,max ≤ R and
s1 := maxj ‖[Σ−1]j,·‖0. Consider the de-biased estimator β˜d defined by (3.18), where β̂, b̂1, . . . , b̂K
satisfy the conditions in Theorem 3.2, and Θ˜ = θ̂KM
′, for some θ̂K satisfying (2.7) and M′
solved by (3.17). We choose γ1 = a1R
√
(log p)/n for some constant a1 = 2 max{16, 36σ4x}(5 +
4e2 max{4, 6σ2x})2, and let γ2 and γ3 be chosen as in Proposition 3.7. Then under scaling conditions
s = o(n1/3/ log5/3(p ∨ n)), rt
√
s log(p ∨ n) = o(1), s1 = o(n1/2/ log5/2(p ∨ n)) and (log(dn))7/n ≤
C1n
−c1 for some constants c1, C1 > 0, we have
sup
α∈(0,1)
∣∣P(TG > cα)− α∣∣ = o(1).
Theorem 3.13 shows that the quantiles of TG can be well-approximated by the conditional
quantiles of the bootstrapped statistic UG , hence the test Ψh is valid. To prove this result, we need
to impose a sparsity condition and a bound on the L1-norm of each row of Σ
−1, so that we can
consistently estimate Σ−1 under the regime where p grows much faster than n.
4 Choices of the First-Stage Estimators
As stated in Theorem 3.2, we require the first-stage estimators to possess desirable non-asymptotic
properties. In this section, we provide several estimators that satisfy this requirement.
The most popular estimator for high-dimensional linear model is the Lasso estimator. Indeed,
the Lasso has desired convergence rate and empirical sparsity. However, the conditions required to
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achieve such results include stringent assumptions on the noise term, for example, sub-Gaussianity
or existence of higher order moments. If one believes that such assumptions are satisfied, then Lasso
can be chosen as the first-stage estimator for the de-biasing procedure with composite quantile loss.
In this section we focus our attention on robust estimators that do not require strong distributional
assumptions on the noise term.
4.1 High-dimensional Penalized Composite Quantile Regression Estimators
Under our de-biasing framework, the most natural first-stage estimators are the ones solved by
the penalized composite quantile regression β̂, b̂1, . . . , b̂K defined in (2.3). In this subsection, we
establish finite-sample results for these estimators. In particular, Theorem 4.3 shows that with
a properly chosen tuning parameter λ, ‖β̂ − β∗‖2 converges to 0 at the minimax optimal rate√
s(log p)/n. In addition, ‖b̂− b∗‖2 converges at the rate
√
sK(log p)/n. Theorem 4.5 shows that
the empirical sparsity ŝ = ‖β̂‖0 is of the same order as the true sparsity level s.
The finite-sample results demonstrate that the high-dimensional penalized CQR estimator has
comparable estimation performance as the Lasso, but requires much weaker assumptions on the
noise distribution. Another advantage of the penalized CQR estimator is that it simultaneously
estimates all the quantiles b∗k’s for k = 1, . . . ,K.
In order to establish the L2 convergence rate of the estimators β̂ and b̂, we require the following
two general assumptions on the design matrix. We later verify that these conditions are satisfied
under the same conditions given in previous sections. We first define the following notations:
S :=
K∑
k=1
f∗k
(
Σ 0
0 diag(ek)
)
∈ R(p+K)×(p+K),
where ek ∈ RK is a vector with all zero entries except the k-th entry is 1. By the definition of S,
we have that for any β˜ := (βT , bT )T ∈ Rp+K , there must be ‖β˜‖2S = ∑Kk=1 f∗k (βTΣβ + b2k). Inaddition, we denote T := {j ∈ (1, . . . , p) : β∗j 6= 0} to be the true support of β∗, and
A :=
{
β˜ = (βT , bT )T ∈ Rp+K : β ∈ Rp, b ∈ RK , ‖βT c‖1 ≤ 3‖βT ‖1 + ‖b‖1/K
}
.
Assumption 4.1. There exists a constant m0 possibly depending on K such that for all β˜ =
(βT , b1, . . . , bK)
T ∈ Rp+K ,β˜ ∈ A, we have
K∑
k=1
E
[|XTβ + bk|3] ≤ m0‖β˜‖3S.
When Assumptions 3.1 and 3.6 are satisfied, a sufficient condition for Assumption 4.1 is the
boundedness of the third moment of uTX for any unit vector u ∈ Rp. For example, the sub-Gaussian
design satisfies this condition (See Proposition 4.7).
Under Assumption 4.1, we show that the expectation of the empirical composite quantile loss
function can be lower bounded by a quadratic form when the estimator is close to the true parameter,
that is, it has a local curvature, as mentioned in Section 1. This enables us to obtain the optimal
convergence rate for high-dimensional CQR estimator, even though the objective function is not
strongly convex. For complete technical details, see the proof of Theorem 4.3 in Appendix C.
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Assumption 4.2. With probability at least 1− δn, where δn → 0 as n→ 0, we have
max
1≤j≤p
1
n
n∑
i=1
X2ij ≤ σ˜2x.
Assumption 4.2 requires the covariates of X to be well-behaved, in the sense that the empirical
second moment is bounded with high probability.
We are now ready to present the result on the rates of convergence of β̂ and b̂.
Theorem 4.3. Suppose Assumptions 3.1, 3.6, 4.1 and 4.2 hold. Let β̂˜ = (β̂T , b̂T )T ∈ Rp+K be thesolution to the penalized minimization problem (2.3). We choose λ such that
λ = 4Kζ max{σ˜x, 1}
√
(log p)/n
for some ζ ≥ 1. If n, p, s satisfy the scaling condition:√
s log p
n
<
3
8C ′+m0C0
√
K
, (4.1)
where m0 is specified in Assumption 4.1, and C0 = max
{√
6, 32σ˜x
}
(4ρ
−1/2
min + 2)C
−1/2
− (1 + 4ζ), then
with probability at least 1− 4Kp−7 − 6p−3 − 3δn, we have
‖β̂˜ − β˜∗‖S ≤ 4C0
√
K
√
s log p
n
,
which further implies that
‖β̂ − β∗‖2 ≤ 4C0√
C−ρmin
√
s log p
n
, and ‖b̂− b∗‖2 ≤ 4C0√
C−
√
K
√
s log p
n
.
Theorem 4.3 shows that the penalized CQR estimator β̂ achieves the minimax optimal rate,
under the choice of λ = 4Kζ max{σ˜x, 1}
√
(log p)/n. The constant ζ does not affect the convergence
rate, and only alters the constant C0. The smallest C0 is achieved when ζ = 1, that is, choosing
λ = 4K max{σ˜x, 1}
√
(log p)/n. However, to simultaneously obtain empirical sparsity of β̂ at the
same order of s, Theorem 4.5 below requires taking a constant ζ > 1. Note that the L2-convergence
of b̂ is slower than that of β̂ by approximately a
√
K factor. This is intuitive as we expect each of
b̂k to converge at the same rate as β̂.
To establish the sparsity and mean square error rate results, we require one more condition on
the design. Define
ψ(q) = sup
‖β‖0≤q
βT Σ̂β
‖β‖22
. (4.2)
Assumption 4.4. There exists a constant ψ0 such that ψ(n/ log(p ∨ n)) ≤ ψ0 with probability at
least 1− dn, where dn → 0 as n→∞.
This is the the sparse eigenvalue (SE) condition. We present the empirical sparsity result in the
following theorem.
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Theorem 4.5. Suppose Assumptions 3.1, 3.6, 4.1, 4.2 and 4.4 and the scaling condition (4.1) hold.
Let CS = σ˜x+ψ
1/2
0 +c0ψ
1/2
0 ≥ σ˜x where c0 is a universal constant. We choose λ = 4KCS
√
(log p)/n,
then with probability at least 1− 6Kp−7 − 8p−3 − 4δn − dn, we have
ŝ ≤ 48ρmaxC+C
2
0
C−C2S
s,
where C0 is the constant specified in Theorem 4.3.
By the sparse eigenvalue condition, the mean square error rate of β̂ follows from the L2
convergence rate and empirical sparsity.
Corollary 4.6. Suppose conditions in Theorem 4.3 and 4.5 hold. In addition, suppose
48ρmaxC+C
2
0
C−C2S
s ≤ n
log(p ∨ n) .
Then with probability at least 1− 6Kp−7 − 8p−3 − 4δn − dn, we have
MSE(β̂) = ‖X(β̂ − β∗)/√n‖2 ≤ 4ψ
1/2
0 C0√
C−ρmin
√
s log p
n
.
Theorems 4.3, 4.5 and Corollary 4.6 show that the estimation of β∗ using penalized CQR is
robust and minimax optimal. In particular, β̂ and b̂ achieve the desired finite-sample requirements in
order to establish the asymptotic conclusions in Theorems 3.10 and 3.11, and to construct uniformly
valid confidence intervals and test hypotheses for β∗ based on the de-biased estimator β̂d.
In the rest of the section, we show that the general Assumptions 4.1, 4.2 and 4.4 are satisfied
under conditions stated in the previous sections. In particular, the sub-Gaussian design satisfies all
three assumptions.
Proposition 4.7. Suppose Assumptions 3.1, 3.5 and 3.6 hold. Then we have
(i) Assumption 4.1 holds with m0 = C
3/2
− min{ρ3/2min, 1}/(3 max{85/4σ3/2x , 1});
(ii) When log p ≤ n/2, Assumption 4.2 holds with δn = 2 exp(−n/2) and σ˜x = cσx for some
universal constant c;
(ii) Assumption 4.4 holds with dn = exp(−c1n) and ψ0, c1 being some constants that only depends
on σx.
Therefore, applying Theorem 4.3, 4.5 and Corollary 4.6, we obtain the following finite-sample
conclusions for the high-dimensional CQR estimator β̂ and b̂ under the sub-Gaussian design.
Corollary 4.8. Suppose Assumptions 3.1, 3.5 and 3.6 hold. Let β̂ be the solution to the minimiza-
tion problem (2.3) with the choice of λ satisfying conditions in Theorems 4.3 and 4.5. Let s = s(n)
satisfy the scaling condition s = o(n/ log(p ∨ n)) and let ŝ = ‖β̂‖0. Then we have
lim
n→∞ supβ∗∈Rp,‖β∗‖0≤s
P
(E1(β∗)c ∪ E2(β∗)c ∪ E3(β∗)c ∪ E4(β∗)c) = 0
where E1(β∗), . . . , E4(β∗) are defined in §3.4.
The conclusions in Corollary 4.8 exactly meet the finite-sample requirements in Theorems
3.10 and 3.11, hence the confidence regions constructed by de-biased penalized composite quantile
regression estimator is uniformly valid for high-dimensional linear models.
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4.2 Single Quantile Regression
There are two ways to obtain the first-stage estimator using single quantile regression. The most
direct method is to solve
(β̂k, b̂k) ∈ argmin
β∈Rp,b∈R
1
n
n∑
i=1
φτk(Yi −XTi β − b) + λ‖β‖1, (4.3)
for k = 1, . . . ,K. The final β̂ can be chosen from any of the estimated β̂k’s, or we can take the
average of all the β̂k’s, that is, β̂ = K
−1∑K
k=1 β̂k. The second method requires less computation:
we pick a single τ and minimize the penalized τ -quantile regression. For example, when τ = 1/2, it
becomes the penalized least absolute deviation regression. If in addition we have the prior knowledge
that the median of  is zero, we solve
β̂ ∈ argmin
β∈Rp
1
2n
n∑
i=1
|Yi −XTi β|+ λ‖β‖1, (4.4)
and the b̂k’s can be obtained by finding bk such that τk =
∑n
i=1 1{Yi ≤ XTi β̂ + bk}, that is, the
the τk-quantile of {̂i := Yi −XTi β̂}ni=1. Note that in the first method, we have τk =
∑n
i=1 1{Yi ≤
XTi β̂k + b̂k} by the first order condition. The second method essentially replaces β̂k in (4.3) for
each k by the single β̂ in (4.4) in calculating b̂k, hence reduces computations.
Belloni and Chernozhukov (2011) studied the finite-sample convergence rate and empirical
sparsity of the general penalized quantile regression in high dimensions, where the conditional
u-quantile of Y |X has the form XTβ(u). Applying their result, it can be verified that under our
Assumptions 3.1, 3.5 and 3.6, the penalized quantile regression estimators in (4.3) have desired
finite-sample properties required by Theorems 3.10 and 3.11. Thus it can be used as the first-stage
estimator in our de-biasing framework.
4.3 Truncated Single or Composite Quantile Regression
There are two concerns for obtaining empirical sparsity using the estimator β̂ in §4.1. The first is
that ŝ is only equal to s up to a constant. If the constant is large, then β̂ may not be very sparse.
The second is that we require a delicate choice of the tuning parameter λ for obtaining empirical
sparsity, as shown in Theorem 4.5. On the contrary, to achieve the desired convergence rate of the
penalized CQR estimator, the λ in (2.3) can be tuning-free (for example, if we normalize X so that
the column ‖ · ‖2-norms are less than
√
n). The same consideration applies to the penalized quantile
regression (4.3) in §4.2 (Belloni and Chernozhukov, 2011).
In this section, we describe a truncation procedure for obtaining a valid first-stage estimator.
It can be shown that the convergence bound of the truncated estimator is enlarged by a small
multiplicative constant compared to that of the estimator before truncation, while obtaining an
exact sparsity of s for all s ≥ ‖β∗‖0.
Specifically, let β̂′ be the penalized single or composite quantile regression estimator. We define
β̂ by taking the s-largest entries of β̂′ and letting all other entries to be 0. The L2-convergence
rate of β̂ can be simply controlled as follows: using triangular inequality, we have ‖β̂ − β∗‖2 ≤
‖β̂−β̂′‖2+‖β̂′−β∗‖2. By the definition of β̂, we have ‖β̂−β̂′‖2 = min‖β‖0≤s ‖β−β̂′‖2 ≤ ‖β∗−β̂′‖2,
so we conclude ‖β̂ − β∗‖2 ≤ 2‖β̂′ − β∗‖2. Now that the L2-error can be controlled, we have
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MSE(β̂) ≤√ψ(s)‖β̂ − β∗‖2 ≤ 2√ψ(s)‖β̂′ − β∗‖2. Therefore, the non-asymptotic properties of β̂
satisfy the requirements in Theorem 3.2. In particular, the sparsity of β̂ is exactly s. We summarize
the results for truncated CQR estimator in the following corollary.
Corollary 4.9. Suppose Assumptions 3.1, 3.5 and 3.6 hold. Let β̂ be the estimator obtained by
truncating the s largest entries of β̂′, where β̂′ is solved by (2.3), with λ = 4K max{σ˜x, 1}
√
(log p)/n.
Then with probability at least 1− 4Kp−7 − 6p−3 − 3 exp(−cn), we have
‖β̂ − β∗‖2 = O
(√s log p
n
)
, ‖b̂− b∗‖2 = O
(√
K
√
s log p
n
)
, and MSE(β̂) = O
(√s log p
n
)
.
Since s is usually unknown, it is a tuning parameter. In practice, it can be chosen using various
methods, for example, the stability-based approach StARS (Meinshausen and Bu¨hlmann, 2010; Liu
et al., 2010; Shah and Samworth, 2013).
4.4 Post-Selection Estimator
Many other procedures can be used in obtaining the first stage-estimator. For example, we can use
the post-selection estimators that first recover the support using the penalized quantile regression,
and then fit the low-dimensional quantile regression estimator on the estimated support. Belloni
and Chernozhukov (2011) show that the post-L1-quantile regression estimator has the same rate
as the penalized quantile regression estimator and under stronger conditions improves on the rate.
Nonconvex penalties can be used as well. For example, Wang et al. (2012) studied oracle properties
of the estimator with SCAD penalty in high-dimensional quantile regression.
5 Massive Sample Size: the Divide-and-Conquer Algorithm
When the dimension p and the sample size n both get extremely large, the computational cost
to obtain the estimators β̂ and M becomes intractable a single computer. Sometimes it is even
not feasible to store all the data on one computer, or at least keep them in memory. Thus, we
need computationally more efficient algorithms which not only reduce the computation time and
complexity, but also allow for distributed computing and minimal communication. We introduce a
divide-and-conquer procedure for de-biased CQR inference under the linear model.
Suppose we are given data (Yi,Xi) with size N and input dimension p. Both quantities could
potentially be extremely large. The proposed divide-and-conquer algorithm is described as follows:
• Randomly split the sample into m disjoint subsets D1, . . . ,Dm. We assume that the all the
splits are of the same size n, that is, N = nm.
• On subsample D`, obtain estimates β̂(`) and b̂(`)k for k = 1, . . . ,K. In addition, solve M(`) by
(2.5) and (2.6), and obtain θ̂
(`)
K that satisfies (2.7). Let
β̂d(`) = β̂(`) + Θ̂(`)κ̂(`) (5.1)
where Θ̂(`) = θ̂
(`)
K M
(`), and κ̂(`) =
∑K
k=1 n
−1∑
i∈D`
(
1{Yi ≤XTi β̂(`) + b̂(`)k } − τk
)
Xi.
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• Compute the aggregated estimator
β¯d =
1
m
m∑
`=1
β̂d(`). (5.2)
We allow the number of subsets m to grow with the sample size N . In the following, we show
that the divide-and-conquer procedure preserves the asymptotic properties of the de-biased estimator
when m does not grow too fast. We first show that the optimization problem (2.5) is feasible on all
m data splits for suitable choices of γ1, γ2 and γ3.
Proposition 5.1 (Feasibility for the divide-and-conquer estimator). Suppose Assumptions 3.5
and 3.6 hold. Take γ1 = a1
√
(log p)/n, γ2 = a2
√
log(p ∨ n) and γ3 = a3
√
log(p ∨ n) for constants
a1 = 12eσx
√
2ρmax/ρmin, a2 = 2
√
3σx/ρmin and a3 = 2
√
2σx/ρmin. Let X(`) and Σ̂(`) be the design
and sample covariance matrix of X obtained based on data split D`. Then with probability at least
1−m(p ∨ n)−7, we have
max
1≤`≤m
∥∥Σ̂(`)Σ−1 − Ip∥∥max ≤ γ1, max1≤`≤m∥∥X(`)Σ−1∥∥max ≤ γ2, max1≤`≤m ∥∥∥ 1√n ∑
i∈D`
Σ−1Xi
∥∥∥
∞
≤ γ3,
that is, Σ−1 is a feasible solution to (2.5) for all j ∈ {1, . . . , p} and ` ∈ {1, . . . ,m}.
The proof follows similarly as that of Proposition 3.7 coupled with the application of union
bound, so is omitted. For simplicity of analysis, we consider the truncated composite quantile
regression estimator discussed in §4.3. This estimator has nice properties that it has exact sparsity
of s and desired convergence rate as shown in Corollary 4.9. The following theorem shows that
when the number of subsets m does not grow too fast with sample size N , the divide-and-conquer
estimator is asymptotically normal.
Theorem 5.2. Suppose Assumptions 3.1, 3.5 and 3.6 hold. Consider the divide-and-conquer
estimator β¯d defined as per (5.2), where β̂d(`) is the de-biased estimator solved on D`, and γ1, γ2
and γ3 in (2.5) are chosen as the ones in Theorem 5.1. When the number of subsets satisfy
m = o
(
N1/3
s log5/3(p ∨N)
)
and m = o
(
p3
)
, (5.3)
we have √
N(β¯dj − β∗j )(
m−1
∑m
`=1 µ̂
(`)T
j Σ̂
(`)µ̂
(`)
j
)1/2 → N(0, σ2Kθ−2K ).
Theorem 5.2 shows that the divide-and-conquer estimator remains asymptotically normal, even
when the number of subsets m is allowed to grow with the sample size N . In particular the growth
rate of m needs to satisfy the conditions specified in (5.3). Therefore, we can construct confidence
intervals and test hypotheses based on the divide-and-conquer procedure. The divide-and-conquer
estimator has significant computational advantage: we only need to solve m regression problems
with dimension p × n, which is much faster than solving the original p × N problem, since the
complexity of solving the penalized regression is often O(N2) or higher. Moreover, when parallel
computing is available, we can distribute the computations to m machines and further reduce
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the computation time. In particular, it requires only a single communication to each machine for
averaging the estimators obtained on each data split.
A more interesting question is what is the trade-off in asymptotic variance as the result of
computational gains. The following proposition shows that the divide-and-conquer estimator achieves
the same asymptotic variance as the low-dimensional CQR regression.
Proposition 5.3. Suppose conditions in Theorem 5.2 hold. Then we have for any j = 1, . . . , p,
lim sup
N→∞
1
m
m∑
`=1
µ̂
(`)T
j Σ̂
(`)µ̂
(`)
j − [Σ−1]jj ≤ 0.
We next turn to the hypothesis test (3.15). The test statistic based on the divide-and-conquer
estimator is defined as follows:
Ψ¯j =
{
0, if |β¯dj | ≤ Φ−1(1− α/2)σK
(
m−1
∑m
`=1 µ̂
(`)T
j Σ̂
(`)µ̂
(`)
j
)1/2
/(
√
nθ̂
(`)
K );
1, otherwise.
The following theorem shows that the divide-and-conquer estimator β¯d possesses the same asymptotic
power as the estimator based on the entire sample. This is an “oracle” property, as the divide-and-
conquer estimator is able to reduce computation and allows for distributed inference, while still
preserving the asymptotic power of the oracle test constructed on the entire data set.
Theorem 5.4. Suppose conditions in Theorem 5.2 hold. Then we have
lim
n→∞ supβ∗∈B0
P(Ψ¯j = 1) ≤ α and lim inf
n→∞
supβ∗∈Ba P(Ψ¯j = 1)
Gn(α, γ)
≥ 1, (5.4)
where Gn(α, γ) is defined in Theorem 3.12 and B0 and Ba are defined as per (3.14).
6 Proof of Main Results
In this section, we provide the proof of the main inference results in Section 3, including Theorems
3.2 and 3.3 for establishing asymptotic normality of the de-biased estimator. More technical details
and proofs of remaining results are deferred to the supplementary appendix. We first define the
following notations: for a pair (β, b), where β ∈ Rp, b ∈ RK , recall that β˜ := (βT , bT )T ∈ Rp+K asdefined in §4.1. We furthermore let
β˜k := (βT , bk)T ∈ Rp+1, for k = 1, . . . ,K.
Following these rules, we can define β̂˜,β˜∗ and β̂˜k,β˜∗k for k = 1, . . . ,K. Without causing confusions,
we use X˜ to denote both the Rp+1 vector (XT , 1)T and the Rp+K vector (XT ,1TK)T , where
1K = (1, 1, . . . , 1)
T ∈ RK .
6.1 Proof of Theorem 3.2
We first sketch the main idea and then provide detailed proof. The analysis of the de-biasing factor
κ̂ lies at the heart of the proof of Theorem 3.2. Define ∆̂˜ k := β̂˜k−β˜∗k and ∆̂ := β̂−β∗. As {Yi,Xi}
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satisfies the linear model, we have Yi ≤Xiβ̂ + b̂k is equivalent to i ≤X˜Ti ∆̂˜ k + b∗k. Therefore, bythe definition of κ̂, we have
κ̂ =
K∑
k=1
1
n
n∑
i=1
(
1{i ≤ b∗k} − τk
)
Xi︸ ︷︷ ︸
(I)
+
K∑
k=1
1
n
n∑
i=1
(
1{i ≤X˜Ti ∆̂˜ k + b∗k} − 1{i ≤ b∗k})Xi︸ ︷︷ ︸
(II)
. (6.1)
The term (I) is a sum of i.i.d random vectors with zero mean, as E[1{i ≤ b∗k}] = P(i ≤ b∗k) = τk
by definition. This is the dominating term that weakly converges to a normal distribution after
scaling by
√
n (Theorem 3.3). Moreover, notice that 1{i ≤ b∗k}
d
= Bernoulli(τk), so (I) is a linear
combination of i.i.d. Bernoulli random variables.
The analysis of term (II) is more challenging. The main difficulty is that the indicator function is
not differentiable. To solve this problem, we resort to its expectation conditioned on the design X. As
i are independent of X, it holds that E
[
1{i ≤X˜Ti ∆˜ k + b∗k}Xi |X] = P(i ≤X˜Ti ∆˜ k + b∗k |X)Xi =
F
(
X˜Ti ∆˜ k + b∗k)Xi for any ∆˜ k ∈ Rp+1, and similarly E[1{i ≤ b∗k}Xi |X] = F(b∗k)Xi. By Taylorexpansion, we have
F
(
X˜Ti ∆̂˜ k + b∗k)− F(b∗k) = f(b∗k)X˜Ti ∆̂˜ k + f ′(ξik)(X˜Ti ∆̂˜ k)2
for some ξik between b
∗
k and X˜Ti ∆̂˜ k + b∗k. Therefore, it holds that
K∑
k=1
1
n
n∑
i=1
{
F
(
X˜Ti ∆̂˜ k + b∗k
)
Xi − F(b∗k)Xi
}
= θKΣ̂∆̂︸ ︷︷ ︸
(i)
+
K∑
k=1
f∗k (̂bk − b∗k)
1
n
n∑
i=1
Xi︸ ︷︷ ︸
(ii)
+
K∑
k=1
1
n
n∑
i=1
f ′(ξik)(X˜Ti ∆̂˜ k)2Xi︸ ︷︷ ︸
(iii)
,
(6.2)
where in the derivation of (i) we use the fact that n−1
∑n
i=1XiX
T
i = Σ̂. From (i), we can
“invert” θKΣ̂ by multiplying θ
−1
K M to recover ∆̂ = β̂ − β∗. After this operation, (ii) is of the
order o(n−1/2) under the scaling conditions stated in the theorem. Indeed, for term (ii), we have∑K
k=1 f
∗
k (̂bk − b∗k) = O(K
√
s(log p)/n) with probability tending to 1, and ‖n−1∑ni=1 MXi‖∞ =
n−1/2γ3 by the concentration property of n−1
∑n
i=1 MXi to its expectation (which is zero). (iii) is
a higher order term in the Taylor expansion and can be shown to be of the order o(n−1/2) as well
after multiplying by M.
Lastly, we bound the difference between (II) and its conditional expectation. Define
V :=
K∑
k=1
1
n
n∑
i=1
{
gik
(
X˜Ti ∆̂˜ k)− gik(0)
}
Xi, (6.3)
where gik(t) := 1{εi ≤ t+ b∗k}−P(εi ≤ t+ b∗k). We have the following lemma that bounds this term:
Lemma 6.1. Suppose Assumption 3.1 holds, and ‖β̂‖0 ≤ c∗s, MSE(β̂) = ‖X(β̂ − β∗)/n‖2 ≤
C1
√
s(log p)/n, ‖β̂ − β∗‖2 ≤ C2
√
s(log p)/n and ‖b̂− b∗‖2 ≤ C3
√
Ks(log p)/n for some constants
c∗, C1, C2 and C3 with probability tending to 1. Moreover, suppose s(log p)/n = o(1). Then
√
n‖MV ‖∞ . Kγ2(s log p)3/4/n1/4,
with probability tending to 1.
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With the above discussions and Lemma 6.1, we are ready to prove Theorem 3.2. We combine
(6.1), (6.2) and (6.3) to obtain
κ̂ = −U + V + θKΣ̂∆̂ +E +D,
where U :=
∑K
k=1 n
−1∑n
i=1
(
τk − 1{i ≤ b∗k}
)
Xi denotes the negative of term (I) in (6.1), and
E :=
∑K
k=1 f
∗
k (̂bk − b∗k)n−1
∑n
i=1Xi, D :=
∑K
k=1 n
−1∑n
i=1 f
′
(ξik)(X˜Ti ∆̂˜ k)2Xi denote terms (ii)
and (iii) in (6.2). This implies that Σ̂∆̂− θ−1K κ̂ = θ−1K U − θ−1K V − θ−1K E − θ−1K D. Multiplying M
and adding ∆̂ on both sides of of equation, we have
∆̂− θ−1K Mκ̂ = θ−1K MU − θ−1K MV − θ−1K ME − θ−1K MD − (MΣ̂− I)∆̂.
Since β̂d = β̂ − Θ̂κ̂ where Θ̂ = θ̂−1K M, it holds that
√
n(β̂d − β∗) = √nθ−1K MU −
√
nθ−1K MV −
√
nθ−1K ME
−√nθ−1K MD −
√
n(MΣ̂− I)∆̂−√n(θ̂−1K − θ−1K )Mκ̂.
Let Z :=
√
nθ−1K MU . We have by definition of U that Z = n
−1/2∑n
i=1 θ
−1
K MXiΨi,K , where
Ψi,K =
∑K
k=1
(
τk − 1{i ≤ b∗k}
)
. This is the dominating term which weakly converges to a normal
distribution. The other terms can be shown to be asymptotically ignorable. In the following we
bound each term separately.
The term
√
n(MΣ̂− I)∆̂. We have by the definition of M that ‖MΣ̂− I‖max ≤ γ1. Therefore,
by Ho¨lder’s inequality, it follows with probability tending to 1 that,
‖√n(MΣ̂− I)∆̂‖∞ ≤
√
n‖MΣ̂− I‖max‖β̂ − β∗‖1 . γ1s
√
log p,
where the last inequality follows from the L2-convergence rate and sparsity of β̂ and Cauchy-
Schwarz inequality. By condition in the theorem, γ1s
√
log p = o(1). Hence we conclude that
‖√n(MΣ̂− I)∆̂‖∞ = oP (1).
The term
√
nθ−1K ME. This term is caused by the errors in estimating quantiles b
∗
k. By
Assumption 3.1, we have θ−1K ≤ K−1C−1− . Hence for all j = 1, . . . , p, it holds that
|√nθ−1K [ME]j | ≤ θ−1K
∣∣∣ K∑
k=1
f∗k (̂bk − b∗k)
∣∣∣∣∣∣ 1√
n
n∑
i=1
µ̂Tj Xi
∣∣∣
≤ K−1C−1− C+‖b̂− b∗‖1γ3.
By Cauchy-Schwarz, we have ‖b̂ − b∗‖1 ≤
√
K‖b̂ − b∗‖2. It follows from the convergence rate
of ‖b̂ − b∗‖2 that ‖
√
nθ−1K ME‖∞ ≤ C−1− C+C3γ3
√
s(log p)/n, with probability tending to 1. By
condition in the theorem, γ3
√
s(log p)/n = o(1). Hence we conclude that ‖√nθ−1K ME‖∞ = oP (1).
The term
√
nθ−1K MD. Recall D =
∑K
k=1
1
n
∑n
i=1 f
′
(ξik)(X˜Ti ∆̂˜ k)2Xi. For any j = 1, . . . , p,we have by Assumption 3.1 that
|√nθ−1K [MD]j | ≤ K−1C−1−
√
n
∣∣∣∣∣
K∑
k=1
1
n
n∑
i=1
f ′(ξik)(X˜Ti ∆̂˜ k)2µ̂Tj Xi
∣∣∣∣∣
≤ K−1C−1− C ′+γ2
√
n
(
2K
n
n∑
i=1
(XTi ∆̂)
2 + ‖b̂− b∗‖22
)
.
(6.4)
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By conditions in the theorem, we have n−1
∑n
i=1(X
T
i ∆̂)
2 = ∆̂T Σ̂∆̂ = MSE(β̂)2 ≤ C21s(log p)/n,
and ‖b̂ − b∗‖22 ≤ C23Ks(log p)/n with probability tending to 1. Hence it follows from (6.4) that
‖√nθ−1K MD‖∞ ≤ C−1− C ′+(C21 + C23)γ2s(log p)/
√
n with the same probability. By condition in the
theorem, we have γ2s(log p)/
√
n = o(1). Hence we conclude that ‖√nθ−1K MD‖∞ = oP (1).
The term
√
nθ−1K MV . We bound this term by applying empirical process theory. Us-
ing Lemma 6.1 and the fact that θ−1K is upper bounded by (KC−)
−1, we conclude that when
γ2(s log p)
3/4/n1/4 = o(1), it holds
√
n‖θ−1K MV ‖∞ = oP (1).
The term
√
n(θ̂−1K − θ−1K )Mκ̂. This term corresponds to the error in estimating θK . Note
that ‖√n(θ̂−1K − θ−1K )Mκ̂‖∞ ≤
√
n|θ̂−1K − θ−1K |‖
√
nMκ̂‖∞. By (6.1) and (6.3), we have
√
nMκ̂ = −√nMU +√nMV +√nMT (6.5)
where T :=
∑K
k=1 n
−1∑n
i=1
{
F
(
X˜Ti ∆̂˜ k+b∗k)−F(b∗k)}Xi. We bound the three terms on the R.H.S.respectively. For the first term, we have
−√n[MU ]j =
K∑
k=1
1√
n
n∑
i=1
(
1{i ≤ b∗k} − τk
)
µ̂Tj Xi.
The summands are i.i.d. with mean zero conditioned on the design X. Moreover, each of them is
bounded by |µ̂Tj Xi| ≤ γ2. Hence by Hoeffding’s inequality, it holds that
P
(∣∣∣∣∣ 1√n
n∑
i=1
(1{i ≤ b∗k} − τk) µ̂Tj Xi
∣∣∣∣∣ > t
)
≤ e−t2/(2γ22).
Applying the union bound, we have
P
(∥∥∥ K∑
k=1
1√
n
n∑
i=1
(
1{i ≤ b∗k} − τk
)
MXi
∥∥∥
∞
> Kt
)
≤ pKe−t2/(2γ22).
Taking t = 4γ2
√
log p, we have with probability at least 1−Kp−7 that ‖√nMV ‖∞ ≤ 4Kγ2
√
log p.
The second term in the R.H.S. of (6.5) can be directly controlled using Lemma 6.1, which shows that
‖√nMV ‖∞ . γ2K(s log p)3/4/n1/4, with probability tending to 1. We are left to bound
√
nMT .
By definition of T , we have
‖√nMT ‖∞ ≤
K∑
k=1
1√
n
n∑
i=1
∣∣F(X˜Ti ∆̂˜ k + b∗k)− F(b∗k)∣∣‖MXi‖∞ ≤
K∑
k=1
1√
n
n∑
i=1
C+γ2|X˜Ti ∆̂˜ k|.
By Cauchy-Schwarz, 1√
n
∑n
i=1 |X˜Ti ∆̂˜ k| ≤ √n
(
1
n
∑n
i=1(X˜Ti ∆̂˜ k)2
)1/2 ≤ √n(MSE(β̂)1/2 + |bk|) for
each k = 1, . . . ,K. Therefore, we have
‖√nMT ‖∞ ≤ C+γ2
√
n
K∑
k=1
(
MSE(β̂)1/2 + |bk|
)
≤ C+γ2
√
n
(
KMSE(β̂)1/2 +
√
K‖b̂− b∗‖2
)
. γ2K
√
s log p,
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with probability tending to 1. Hence by (6.5) and the above bounds, we conclude that
‖√nMκ̂‖∞ . γ2K(
√
log p+ (s log p)3/4/n1/4 +
√
s log p), (6.6)
with probability tending to 1. Lastly, we have |θ̂−1K − θ−1K | = θ̂−1K
∣∣θ̂K/θK − 1∣∣ ≤ θ̂−1K rt. As θ̂K ≥
θK − |θ̂K − θK | ≥ KC− − θK |θ̂K/θK − 1| ≥ KC− −KC+rt and rt = o(1), we have θ̂K ≥ KC−/2
for large enough n. Therefore, it holds that |θ̂−1K − θ−1K | . K−1rt. Hence by (6.6),∥∥√n(θ̂−1K − θ−1K )Mκ̂∥∥∞ . rtγ2 (√log p+ (s log p)3/4/n1/4 +√s log p)
with probability tending to 1. So when the scaling condition rtγ2
√
s log p = o(1) is satisfied, we have
‖√n(θ̂−1K − θ−1K )Mκ̂‖∞ = oP (1). This concludes the proof and we are only left to prove Lemma 6.1.
Proof of Lemma 6.1. We sketch the proof here and defer details to Appendix A. For any ∆ ∈ Rp and
δ1, . . . , δk ∈ R, let ∆˜ = (∆T , δ1, . . . , δk)T ∈ Rp+K and ∆˜ k = (∆T , δk) ∈ Rp+1 and δ = (δ1, . . . , δK)T .Define
ψj(i,Xi; ∆˜ k) := µ̂Tj Xi(1{i ≤X˜Ti ∆˜ k + b∗k} − 1{i ≤ b∗k}), (6.7)
and let
Gj(∆˜ ) := 1√n
n∑
i=1
K∑
k=1
{
ψj(i,Xi; ∆˜ k)− E[ψj(i,Xi; ∆˜ k) |X]}. (6.8)
Moreover, for some positive integer q and real numbers ξ1, ξ2 > 0, let
R(q, ξ1, ξ2) :=
{
∆˜ = (∆, δ) ∈ Rp × RK : ‖∆‖0 ≤ q, ‖∆‖Σ̂ ≤ ξ1, ‖δ‖2 ≤ ξ2}. (6.9)
With probability tending to 1, we have ∆̂˜ ∈ R(c∗s, C1ξn, C3√Kξn), where ξn = √s(log p)/n. There-fore, with the same probability, we have √n‖MV ‖∞ ≤ max1≤j≤p sup∆˜∈R(c∗s,C1ξn,C3√Kξn) |Gj(∆˜ )|.The R.H.S. is a supremum of an empirical process. To obtain a sharp convergence rate, we need
to utilize the information that ∆ (and δ) lies in a ball that shrinks at the rate
√
s(log p)/n (and√
Ks(log p)/n). The main difficulty is that Gj(∆˜ ) is neither a Lipschitz nor sub-Gaussian process,as the indicator function is non-differentiable. To solve this problem, a key observation is that the
variance of the summands can be controlled by the convergence bounds of ∆ and δ. In Appendix
A, we show that Var
[
ψj(i,Xi; ∆˜ k) |X] ≤ 6γ22C+|X˜Ti ∆˜ k|, and that
σ2n :=
1
n
n∑
i=1
Var
[ K∑
k=1
ψj(i,Xi; ∆˜ k) |X
]
. K2γ22ξn. (6.10)
The technical tools we use to control sup∆˜∈R(c∗s,C1ξn,C3√Kξn) |Gj(∆˜ )| are Theorem 3.11 in Koltchin-skii (2011) for bounding the expectation of the supremum of an empirical process, and Bousquet’s con-
centration inequality (Bousquet, 2002) for obtaining a tail probability, both of which are able to utilize
the variance information in (6.10). We present the details in the supplementary Appendix A. Roughly
speaking, these theories suggest that the convergence rate of sup∆˜∈R(c∗s,C1ξn,C3√Kξn) |Gj(∆˜ )| is σntimes the complexity of the set of functions
F :=
{ K∑
k=1
ψj(,x; ∆˜ k) |∆˜ ∈ R(q, C1ξn, C3√Kξn)
}
.
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Here the complexity is measured by square root of uniform covering entropy, and we show that it is
roughly of the order
√
s log p. Therefore, the convergence rate of sup∆˜∈R(c∗s,C1ξn,C3√Kξn) |Gj(∆˜ )| is
σn
√
s log p = Kγ2
√
s(log p)ξn = Kγ2(s log p)
3/4/n1/4. The conclusion of the lemma then follows by
applying the union bound.
6.2 Proof of Theorem 3.3
We apply the Lindeberg central limit theorem to prove the asymptotic normality of Z. We check
the Lindeberg condition. Define ξij = θ
−1
K Ψi,Kµ̂
T
j Xi/(µ̂
T
j Σ̂µ̂j)
1/2. The summands have mean zero
conditional on X. Indeed, we have
E[ξij |X] = E
[
θ−1K Ψi,Kµ̂
T
j Xi/(µ̂
T
j Σ̂µ̂j)
1/2 |X
]
= θ−1K µ̂
T
j Xi/(µ̂
T
j Σ̂µ̂j)
1/2E
[
Ψi,K ]
by the fact that  is independent of X. By definition, b∗k is the τk-quantile of . Hence
E
[
Ψi,K
]
=
K∑
k=1
E
[
1{i ≤ b∗k} − τk
]
=
K∑
k=1
{
P(i ≤ b∗k)− τk
}
= 0.
Therefore E[ξij |X] = 0. We next calculate the variance of the summands:
s2n :=
n∑
i=1
Var
(
ξij |X
)
= θ−2K
n∑
i=1
µ̂Tj XiX
T
i µ̂j/(µ̂
T
j Σ̂µ̂j) Var
(
Ψi,K |X
)
= nθ−2K Var
(
Ψi,K |X
)
,
and Var
(
Ψi,K |X
)
= Var
(∑K
k=1 1{ ≤ b∗k} − τk
)
=
∑K
k,k′=1 min{τk, τk′}(1 −max{τk, τk′}) = σ2K .
Hence s2n = nθ
−2
K σ
2
K . By conditions in the theorem, we have (µ̂
T
j Σ̂µ̂j)
1/2 ≥ cn where cn satisfies
lim infn→∞ cn = c∞ > 0. Therefore it follows that |ξij | ≤ c−1n θ−1K |Ψi,K |‖µ̂Tj Xi‖∞ ≤ c−1n θ−1K γ2|Ψi,K |.
Hence we have for any ε > 0,
lim
n→∞
1
s2n
n∑
i=1
E
[
ξ2ij 1{|ξij | > εsn} |X
] ≤ θ2Kσ−2K limn→∞ 1n
n∑
i=1
E
[
ξ2ij 1{|Ψi,K | > εcnσKγ−12
√
n} |X].
We have E[ξ2ij |X] = θ−2K µ̂Tj XiXTi µ̂j/(µ̂Tj Σµ̂j)E
[
(Ψ1,K)
2
]
. By the identity Σ̂ = n−1
∑n
i=1XiX
T
i ,
we further derive
lim
n→∞
1
s2n
n∑
i=1
E
[
ξ2ij 1{|ξij | > εsn} |X
] ≤ σ−2K limn→∞E[(Ψ1,K)2 1{|Ψ1,K | > εcnσKγ−12 √n}]
≤ lim
n→∞σ
−4
K ε
−2c−2n γ
2
2n
−1E
[
(Ψ1,K)
4
]
= 0,
where the last equality is by the uniform boundedness of Ψ1,K and the fact that γ2n
−1/2 = o(1).
Hence the Lindeberg condition is satisfied. As s2n/n = θ
−2
K σ
2
K , we have by Lindeberg central limit
theorem that
Zj/(µ̂
T
j Σ̂µ̂j)
1/2 =
1√
n
n∑
i=1
ξij  N(0, θ−2K σ2K),
which completes the proof.
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7 Numerical Results
In this section, we empirically examine the finite sample performance of our de-biased composite
quantile estimator (2.4). Our simulation will highlight the two distinctive attributes of our de-biased
estimator: robustness and efficiency. Furthermore, we will empirically verify the claim that the
first-stage estimators can be chosen flexibly under our de-biasing framework.
Specifically, we consider the high-dimensional linear model (1.1). In the simulation setup, we let
each row of the design matrix be an independent realization of a multivariate Gaussian random
vector with mean 0 and covariance matrix Σ, whose entries Σjk are given as follows:
Σjk =

1, for k = j;
0.1, for 1 ≤ |j − k| ≤ 5 or |j − k| ≥ p− 5;
0, otherwise.
In our simulation, we take n = 200, p = 250. The regression parameter β∗ is set to be sparse, such
that β∗j = 1 for j ∈ {1, . . . , 5} and 0 otherwise.
We evaluate the performance of our de-biased composite quantile estimator under different noise
models, that is, light-tailed noise, heavy-tailed noise with second moment, and heavy-tailed noise
without second moment. We use Gaussian with variance 1, t-distribution with degree of freedom 3
and Cauchy distribution with scale 1 as representatives of the above three distribution families.
For clarity of comparison, we denote our de-biased composite quantile estimator (2.4) as β̂DCQ.
We choose K = 9 and the sequence τ1 = 0.1, τ2 = 0.2, . . . , τ9 = 0.9. For the first-stage estimator β̂,
we adopt the penalized-1/2-quantile regression (that is, least absolute deviation (LAD)) estimator,
defined as follows:
(β̂PLAD, b̂) ∈ argmin
β∈Rp,b∈R
1
2n
n∑
i=1
|Yi −XTi β − b|+ λ‖β‖1, (7.1)
which is (4.3) when τ = 1/2. The penalized-LAD estimator is robust and converges to β∗ at the
L2-rate of
√
s(log p)/n (Wang, 2013; Belloni and Chernozhukov, 2011). In our simulation we choose
the tuning parameter λ = 10
√
(log p)/n. It is observed in the simulations that our inference results
are not sensitive to the choice of the constant in λ. To compute κ̂, we need to estimate b∗k, the
τk-quantiles of the noise for k = 1, . . . ,K. We obtain estimates b̂k by
b̂k = τk-th quantile of ̂i
PLAD := Yi −XTi β̂PLAD.
The estimator M is obtained by minimizing the objective in (2.5) for j = 1, . . . , p. We choose
γ1 = 0.5
√
(log p)/n, γ2 = 5
√
log p and γ3 = 5
√
log p. In the simulations we observe that the second
and third constraints are often inactive at the solution when γ2, γ3 ≥
√
log p, therefore the inference
results are insensitive to the choices of γ2 and γ3. Lastly, we consider the case that f is known for
simplicity, so θ̂K =
∑K
k=1 f(̂bk).
We also consider the de-biased Lasso estimator proposed by Javanmard and Montanari (2014)
for inference in the high-dimensional linear model. The estimator is defined as follows:
β̂DLasso = β̂Lasso + MXT (Y − Xβ̂Lasso)/n, (7.2)
where
β̂Lasso ∈ argmin
β∈Rp
‖Y − Xβ‖22 + λ‖β‖1 (7.3)
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is the Lasso estimator. We follow the practice of Javanmard and Montanari (2014) by choosing
λ = 4σ̂
√
(2 log p)/n, where σ̂ is given by the scaled Lasso
{β̂(λ˜), σ̂(λ˜)} ∈ argmin
β∈Rp,σ>0
{ 1
2σn
‖Y − Xβ‖22 +
σ
2
+ λ˜‖β‖1
}
,
with λ˜ = 10
√
(2 log p)/n.
We first empirically verify the asymptotic normality of the coordinates of β̂DCQ under the three
types of noise distributions. In all three cases, we compute β̂DCQj for j = 1, . . . , p based on 200
realizations, and then plot their histograms and empirical densities. Figure 2 shows the results for
j = 3 and j = 6, the former representing the coordinates on the support of β∗ and the latter for
those that are not. As comparisons, we also compute β̂DLassoj based on the same realizations and
plot the histograms for j = 3 and j = 6.
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Figure 2: Histograms and empirical densities of β̂DCQj (red) and β̂
DLasso
j (blue) for j = 3, 6 based on
200 realizations under (a) Gaussian noise (b) t-distributed noise and (c) Cauchy noise.
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Figure 2 confirms the asymptotic normality of our de-biased CQ estimator, for all three types of
noise distributions. Specifically, the distribution of β̂DCQ3 is approximately Gaussian centered at 1,
while β̂DCQ6 is centered at 0. By contrast, the de-biased Lasso estimator fails to converge when the
noise is Cauchy. Furthermore, when the noise is Gaussian, the distributions of the two estimators
look almost the same, with the variance of β̂DCQj slightly larger than that of β̂
DLasso
j . This conforms
with our theory that the relative efficiency of the de-biased CQ is approximately 95% of that of the
de-biased Lasso under Gaussian noise. For t-distributed noise, the variance of β̂DCQj is much smaller
than that of β̂DLassoj for both j = 3 and j = 6, which shows that the de-biased CQ estimator is
robust and efficient under heavy-tailed noises.
We next compare the confidence intervals constructed by the de-biased CQ procedure with other
methods. According to Theorem 3.10, the 95%-confidence interval of β∗j based on the de-biased CQ
estimator is constructed as follows:
CIDCQj = β̂
DCQ
j ± 1.96σK θ̂−1K (MΣ̂MT )1/2jj /
√
n,
where, recall, σ2K =
∑K
k,k′=1 min{τk, τk′}(1 − max{τk, τk′}). The confidence interval based on
de-biased Lasso estimator is constructed as follows:
CIDLassoj = β̂
DLasso
j ± 1.96σ̂(MΣ̂MT )1/2jj /
√
n.
In addition to comparison with the de-biased Lasso, we evaluate the performance of our procedure
when K = 1, which corresponds to the de-biased single quantile method. We adopt τ1 = 1/2, so the
estimator is defined as follows:
β̂DQuant = β̂PLAD +
1
2n
n∑
i=1
f(̂b)
−1 sign(Yi −Xiβ̂PLAD − b̂)MXi,
where b̂ is an estimate of the median of the noise and we can directly use the one in (7.1). The
confidence interval is constructed as
CIDQuantj = β̂
DQuant
j ± 1.96(4f(̂b))−1(MΣ̂MT )1/2jj /
√
n,
We compute the empirical coverage probability CPDCQj = PL
(
β∗j ∈ CIDCQj
)
, where PL with L = 200
denotes the empirical probability based on 200 realizations. CPDLassoj and CP
DQuant
j are defined
analogously. Moreover, we compute the average lengths ALDCQj ,AL
DLasso
j ,AL
DQuant
j of confidence
intervals CIDCQj ,CI
DLasso
j ,CI
DQuant
j , respectively, for j = 1, . . . , p. In Figure 3 we plot the coverage
probabilities (denoted by dots) and average interval lengths (denoted by lines) under the three noise
distributions.
The coverage probabilities in Figure 3 demonstrate that the de-baised CQ is robust: CPDCQ is
approximately around 95% under all three noise conditions, while CPDLasso falls below 90% and 50%
with t-distributed and Cauchy noises, respectively. The average interval lengths demonstrate the
the de-biased CQ is efficient: ALDCQ is only slightly larger than ALDLasso and much smaller than
ALDQuant under Gaussian noise, which conforms with our theory that the de-biased CQ estimator
preserves efficiency under the Gaussian noise while the de-biased single quantile estimator does not.
Moreover, the de-biased CQ is more efficient than the two competitors under the t-distributed noise,
and has similar performance as de-biased quantile method under Cauchy noise.
30
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●●
●●●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●●●
●●
●●
●
●
●●
●
●
●●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●●
●●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●●
●
●●
●
●●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●●
●
●
●●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●●
●
●
●●
●●
●●
●●●
●
●
●
●
●●
●
●
●
●●●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●●
●
●●●●
●
●
●
●●●●●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●●●●
●●
●
●●
●
●
●
●
●●
●●
●
●
●
●
●●●
●
●
●
●
●
●
●
●●●
●
●
●
●●●
●●●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●●●
●●
●
●●
●
●●
● ●
●
●
●
●
●
●
●●●
●
●●
●
●
●
●
●
●
●
●
● ●
●●
●
●●
●
●
●
●
●●● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●●●
●●
●●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●●●
●
●
●●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
0.25
0.50
0.75
0.90
1.00
0 50 100 150 200 250
x
y
factor(col) ● ● ●De−biased CQ De−biased Quantile De−biased Lasso
1
2
3
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●●●●
●
●
●●
●
●●
●●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●●
●●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●●●
●
●
●●●
●
●
●●
●●
●
●
●
●●●
●
●
●●
●
●
●
●●●●
●●
●
●●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●●
●●●
●
●
●●
●
●
●
●
●
●●
●
●
●●
●●
●●
●
●
●
●●
●
●●●●
●●
●●●
●
●
●
●
●●
●
●
●
●●
●●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●●
● ●
●
●
●
●
●
●●
●●
●
●
●
●●●
●●
●
●
●
●●
●
●
●
●
●
●
●
●●●
●
●
● ●●
●
●
●
●
●●
●
●
●
●●
●
●
●
●●
●●
●●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●●●
●
●●●
●
●●●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●●
● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●●
●
●
●●
●●
●●●
●●
●●
●
●
●
●●
●
●
●●
●
●
●
●●●
●●
●
●
●
● ●
●●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●●●●
●●
●●●●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●● ●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●●
●●
●●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●●●
●
●
●
●
●
●
●
●● ●
●
●
●
●●
●
●
●
●
0.4
0.6
0.8
0.9
1.0
0 50 100 150 200 250
x
y
factor(col) ● ● ●De−biased CQ De−biased Quantile De−biased Lasso
0.3
0.4
0.5
0.6
0.7
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●●●
●●
●
●
●●
●
●
●
●
●
●
●●
●
●
●●●
●
●●
●
●
●
●
●●●
●
●
●●●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●●●
●●●●●●●
●●
●
●●
●●
●
●
●●
●●
●
●
●
●
●●
●
●
●●
●
●
●
●●●
●●
●
●
●●
●
●●
●
●●
●
●
●
●●●●●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●●●
●
●●
●
●
●●●●●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●●●●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●●
●
●
●
●
●●
●
●●
●●
●
●
●
●●
●
●
●
●
●
●
●●
●
●●●
●
●●
●●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●●●
●●
●●●●
●●
●
●
●
●●
●●●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●●
●
●●●●
●
●●
●
●●
● ●●●●
●●
●
●
●
●
●
●●
●
●
●
●
●
●●
●●
●
●
●
●●
●
●●
●
●
●●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●●
●●
●●
●
●●
●●●
●●
●
●●●
●
●
●
●
●●
●
●
●●
●
●
●
●
●● ●
●
●
●
●●
●
●
●●
●
●
●
●
●●●
●
●
●
●
●
●●●
●
●
●
●
●
●●●●● ●●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●●●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●●
●
●●●
●
●
●
●
●●
●●
●
●
●
●
●
●●
●
●
●●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●●●
●
●●●
●
●
●●
●
●●
●
●
●●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●●●
●
●
0.4
0.6
0.8
0.9
1.0
0 50 100 150 200 250
x
y
factor(col) ● ● ●De−biased CQ De−biased Quantile De−biased Lasso
0.3
0.4
0.5
0.6
0.7
Ž
ǀĞ
ƌĂ
ŐĞ
Wƌ
Žď
Ăď
ŝůŝƚ
Ǉ
Ž
ǀĞ
ƌĂ
ŐĞ
Wƌ
Žď
Ăď
ŝůŝƚ
Ǉ
Ž
ǀĞ
ƌĂ
ŐĞ
Wƌ
Žď
Ăď
ŝůŝƚ
Ǉ
ǀĞƌĂŐĞ>ĞŶŐƚŚ
ǀĞƌĂŐĞ>ĞŶŐƚŚ
ǀĞƌĂŐĞ>ĞŶŐƚŚ
0.4
0.5
0.6
0 50 100 150 200 250
x
y
factor(col) De−biased CQ De−biased Quantile De−biased Lasso
0.4
0.5
0.6
0 50 100 150 200 250
x
y
factor(col) De−biased CQ De−biased Quantile De−biased Lasso
0.4
0.5
0.6
0 50 100 150 200 250
x
y
factor(col) De−biased CQ De−biased Quantile De−biased Lasso
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●●●●
●
●
●●
●
●●
●●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●●
●●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●●●
●
●
●●●
●
●
●●
●●
●
●
●
●●●
●
●
●●
●
●
●
●●●●
●●
●
●●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●●
●●●
●
●
●●
●
●
●
●
●
●●
●
●
●●
●●
●●
●
●
●
●●
●
●●●●
●●
●●●
●
●
●
●
●●
●
●
●
●●
●●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●●
● ●
●
●
●
●
●
●●
●●
●
●
●
●●●
●●
●
●
●
●●
●
●
●
●
●
●
●
●●●
●
●
● ●●
●
●
●
●
●●
●
●
●
●●
●
●
●
●●
●●
●●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●●●
●
●●●
●
●●●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●●
● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●●
●
●
● ●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●●
●
●
●●
●●
●●●
●●
●●
●
●
●
●●
●
●
●●
●
●
●
●●●
●●
●
●
●
● ●
●●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●
●●●●
●●
●●●●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●● ●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●●
●●
●●
●●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●●●
●
●
●
●
●
●
●
●● ●
●
●
●
●●
●
●
●
●
0.4
0.6
0.8
0.9
1.0
0 50 100 150 200 250
x
y
factor(col) ● ● ●De−biased CQ De−biased Quantile De−biased Lasso
0.3
0.4
0.5
0.6
0.7
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●●●●
●
●
●●
●
●●
●●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●●
●●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●●
●
●
●●●
●
●
●●
●●
●
●
●
●●●
●
●
●●
●
●
●
●●●●
●●
●
●●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●●
●
●
●
●
●
●
●
●
●●
●●
●
●
●●
●
●
●●●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●● ●
●
● ●
●
●
●
●
●
●
●
●
●●
●
●
●
●●
● ●
●
●
●
●
●
●●
●●
●
●
●
●●●
●●
●
●
●
●●
●
●
●
●
●
●
●
●●●
●
●
● ●●
●
●
●
●
●●
●
●
●
●●
●
●
●
●●
●●
●●
●
●
●
●
●
●
●
●
●
●
●● ● ●
● ●
●
●
●
●●●
●
●●●
●
●
●
●
●●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●●
● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●
●●
●
●
●
●●
●
● ●
● ●
● ●
●●
●
●
●
●
●
●●
●
● ●
●
●
● ●●
●
●
●
●
●●
●
●
●
● ●●
●
●
●
●
●●●
●
●
●
● ●
●●
●
●
●
●
●
●
●●●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●●●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●
●
●●
●
●
●●
●
●
●
●
●
●
●
●●
●
●●●●
●●
●●●●
●
●●
●
●
●
●
●
●
●
●●
●
●
●
●● ●●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●●
●
●
●
● ●●
●
●
●
●
●
●
●●
●
●
●
●
●
● ●
●
●
●
●●●
●
●
●
●
● ●
●
●
●
●
●
●
0.4
0.6
0.8
0.9
1.0
0 50 100 150 200 250
x
y
factor(col) ● ● ●De−biased CQ De−biased Quantile De−biased Lasso
0.3
0.4
0.5
0.6
0.7
●
●
●
●
●
●
●
●
● ●
●
● ●
●
●●
●
●●
● ● ● ●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●●
● ● ●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●● ●
●
●
●
●
● ●
●●●
●
●
● ●
● ● ●
●●●
●
●
●
●
●
●
●
●
●
●
●
● ●● ●
●
●
●● ●
●
●
●
●●
●
●
●●
●●
●●
●
●
●
●
●
●●●●
● ●
●
●
●
●
●
●●
●
●
●
●●
●●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
●
●●
●
● ●
● ●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
● ●
● ●
●
●● ●●
●
●
●●
●
●
●
●
● ● ●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ●●
●
●
●
● ●
●
●
● ●
●
●
●●
●
●
●
●
●
●
●●
●
●
● ●
●
●
●
● ●
●
●
●
●● ● ● ●
●
● ●
●
●
●●
●
●
●●●
●●
●
●
●
●
●●
●
●
●●
●
●
●
●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●● ●
●
●
●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
● ●
●
● ●
●
●
●
●
●
●
●
●● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●●
●
●
●
●
● ●
●
●
●
●
●
●
●
●● ●
●
●
●
●●
●
●
●
●
0.4
0.6
0.8
0.9
1.0
0 50 0 15 0 250
x
y
factor(col) ● ● ●De−biased CQ De−biased Quantil De−bias d Lasso
0.3
0.4
0.5
0.6
0.7
WY W>ĂƐƐŽ WYƵĂŶƚ
>Y >>ĂƐƐŽ >YƵĂŶƚ
;ĂͿ EŽƌŵĂů ŶŽŝƐĞ
;ďͿ ƚͲĚŝƐƚƌŝďƵƚĞĚ ŶŽŝƐĞ
;ĐͿ ĂƵĐŚǇ ŶŽŝƐĞ
ŽŽƌĚŝŶĂƚĞƐ
ŽŽƌĚŝŶĂƚĞƐ
ŽŽƌĚŝŶĂƚĞƐ
ŽǀĞƌĂŐĞ WƌŽďĂďŝůŝƚǇ
ǀĞƌĂŐĞ >ĞŶŐƚŚ
Figure 3: Coverage probabilities (dots) and average interval lengths (lines) of 95%-confidence
intervals constructed by three methods: de-biased composite quantile (red), de-biased Lasso (blue)
and de-biased single quantile (green), under different noise distributions.
Lastly, we empirically verify the claim that the first-stage estimator can be chosen flexibly for
31
our de-biasing method. We compute confidence intervals constructed by various combinations of
first-stage estimators and second-stage de-biasing methods. For the first-stage estimator, we take
the penalized CQR β̂PCQR, penalized LAD β̂PLAD, and Lasso β̂Lasso, defined as per (2.3), (7.1) and
(7.3), respectively. For the second-stage de-biasing methods, we consider the ones associated with
composite quantile loss and square loss functions, as shown in (2.4) and (7.2), respectively. We
summarize the results of covering probabilities and interval lengths by taking average across all
coordinates, coordinates on true support T and those on T c, that is, we define
CP =
1
p
p∑
j=1
CPj , CPT =
1
s
∑
j∈T
CPj , CPT =
1
p− s
∑
j∈T c
CPj ,
and
AL =
1
p
p∑
j=1
ALj , ALT =
1
s
∑
j∈T
ALj , ALT =
1
p− s
∑
j∈T c
ALj .
The comparison results are shown in Tables 1, 2 and 3, under different noise distributions.
Table 1: Coverage probabilities and average interval lengths under Gaussian noise.
CP CPT CPT c AL ALT ALT c
PCQR + CQ 0.9317 0.9320 0.9317 0.3357 0.2987 0.3364
PLAD + CQ 0.9382 0.9200 0.9386 0.3365 0.2995 0.3372
Lasso + CQ 0.9362 0.9360 0.9362 0.3405 0.3031 0.3413
PCQR + Square 0.9279 0.9040 0.9284 0.3080 0.2742 0.3087
PLAD + Square 0.9370 0.9240 0.9372 0.3218 0.2865 0.3226
Lasso + Square 0.9314 0.9160 0.9318 0.3115 0.2772 0.3122
Table 2: Coverage probabilities and average interval lengths under t-distributed noise.
CP CPT CPT c AL ALT ALT c
PCQR + CQ 0.9292 0.9200 0.9294 0.4079 0.3630 0.4088
PLAD + CQ 0.9334 0.8960 0.9342 0.4063 0.3617 0.4073
Lasso + CQ 0.8886 0.8440 0.8895 0.4051 0.3605 0.4060
PCQR + Square 0.9343 0.9440 0.9341 0.5738 0.5107 0.5751
PLAD + Square 0.9419 0.9520 0.9417 0.5892 0.5244 0.5905
Lasso + Square 0.8788 0.8480 0.8794 0.4511 0.4015 0.4521
Table 3: Coverage probabilities and average interval lengths under Cauchy noise.
CP CPT CPT c AL ALT ALT c
PCQR + CQ 0.9289 0.8720 0.9300 0.6101 0.5430 0.6115
PLAD + CQ 0.9358 0.8760 0.9371 0.5814 0.5175 0.5827
Lasso + CQ 0.5192 0.3160 0.5233 171.54 152.67 171.92
PCQR + Square 0.9494 0.9440 0.9496 13.794 12.277 13.825
PLAD + Square 0.9506 0.9440 0.9508 13.813 12.294 13.844
Lasso + Square 0.4586 0.3040 0.4618 2.0069 1.7862 2.0114
From the tables we can see that the PCQR + CQ and PLAD + CQ combinations produce
almost identical results under all three distributions. Under the Gaussian noise, the Lasso + CQ
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combination also performs similarly as the previous two. This empirically illustrates our claim
that the first-stage estimator can be chosen differently for the de-biasing procedure. Under heavy-
tailed noise, the methods associated with the Lasso or square de-biasing are outperformed by our
robust de-biasing methods. It is interesting to notice that PCQR + Square and PLAD + Square
combinations obtain the correct coverage probabilities even under heavy-tailed noises, but at the
cost of having very wide confidence intervals. In contrast, the Lasso + Square combination has poor
coverage probabilities under heavy-tailed noises.
8 Conclusion and Discussion
In this paper we propose a robust and efficient procedure for constructing confidence intervals and
testing hypotheses in high-dimensional linear models when the noise distribution is unknown. The
estimator adopts the de-biasing framework and exploits the composite quantile loss function. Our
procedure is robust when the noise is heavy-tailed (e.g., without the first or second moments). It also
preserves efficiency in the sense that the maximum efficiency loss to the least-square approach is at
most 70%, and can be more efficient than the latter in many examples. We construct uniformly valid
confidence intervals for low-dimensional coordinates of the high-dimensional regression parameter,
where the unknown noise is allowed to follow a wide range of distributions. Moreover, in our
procedure we do not require the sparsity condition on the precision matrix of the design variables,
which is imposed by most work on high-dimensional inference. We also consider the high-dimensional
simultaneous test of the entire vector β∗ ∈ Rp using multiplier bootstrap. As a by-product, we
establish the rate of convergence of the L1-penalized CQR that is optimal for estimation in s-sparse
linear regression (Raskutti et al., 2012), and a bound on the number of selected components ŝ.
Lastly, we extend this approach to the “big N , big p” regime and exploit the divide-and-conquer
estimator that achieves the “oracle” property: it reduces computational complexity while preserving
the asymptotic power of the oracle test based on the entire sample.
Our result in Theorem 3.2 provides an alternative method to asymptotic inference in Section 3.
It is motivated by the observation that the dominating term in decomposition (3.1) has the same
distribution despite different noises . Recall from Theorem 3.2 that
√
n(β̂d − β∗) = Z +W , where
Z = n−1/2
n∑
i=1
θ−1K MXiΨi,K ,
where Ψi,K =
∑K
k=1
(
τk − 1{i ≤ b∗k}
)
. By the definitions of b∗k and τk, we have 1{i ≤ b∗k}
d
=
1{ui ≤ τk}, where ui are i.i.d. Uniform(0,1) random variables. Therefore, regardless of the specific
distribution of the noise , we have
Z |X d= 1√
n
n∑
i=1
θ−1K MXiΨ˜i,K |X,
where Ψ˜i,K =
∑K
k=1
(
τk − 1{ui ≤ τk}
)
. Note that Ψ˜i,K is essentially a sum of K zero-mean
Bernoulli random variables with success probability τk. Hence, the conditional distribution of
1√
n
∑n
i=1 θ
−1
K MXiΨ˜i,K given X is the same no matter what distribution  follows. The exact
distribution can be approximated using simulation. As W is asymptotically negligible, we can
therefore apply inferential analysis based on distribution of Z |X for any fixed set of coordinates of
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β∗ as well as the high-dimensional simultaneous test (3.16). For example, for the high-dimensional
simultaneous test, define
VG = max
j∈G
1√
n
n∑
i=1
Θ̂j,·XiΨ˜i,K ,
and let c′α = inf{t ∈ R : P(VG ≥ t |X) ≤ α}. The test is constructed as Ψ′h = 1{TG > c′α}. By
Theorem 3.2 and discussions above, it can be easily shown that
sup
α∈(0,1)
∣∣P(TG > c′α |X)− α∣∣ = oP (1),
Therefore the test based on Ψ′h is valid.
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A Proof of Lemma 6.1
In this section we detail the proof of Lemma 6.1 in order to the complete the proof of Theorem 3.2.
Our main strategy is to first bound MV by a supremum over all ∆ (and δ) that lies within the
statistical precision of
√
s(log p)/n (and
√
Ks(log p)/n), and then control the latter using uniform
entropy method. The main technical tools are Theorem 3.11 in Koltchinskii (2011) for bounding the
expectation of a supremum, and Bousquet’s concentration inequality for obtaining a tail probability
for the supremum based on the bound on expectation. Both theories allow us to utilize the variance
information in the summands, which works to our advantage.
We first provide the lemma for bounding supremum of a general empirical process. Let F be a
class of functions f such that f : X → R. For any probability measure P defined on X , let
‖f‖L2(P ) =
√∫
x∈X
f(x)2dP (x).
For a sequence of independent random variables X1, . . . , Xn ∼ P , let Pn be the empirical measure,
so that Pn(f) =
1
n
∑n
i=1 f(Xi). Let logN(F , L2(P ), ε) be the ε-covering number of F under the
norm ‖ · ‖L2(P ). Denote by E an envelop function of F , that is, a measurable function such that
supf∈F |f(x)| ≤ |E(x)| for all x ∈ X . Define
σ2n := sup
f∈F
1
n
n∑
i=1
Var[f(Xi)],
and
Un := sup
f∈F
sup
x∈X
|f(x)|.
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Lemma A.1 (Theorem 3.11 in Koltchinskii (2011)). There exists a generic constant C > 0 such
that
E
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
f(Xi)− E[f(Xi)]
∣∣∣∣∣
]
≤ C√
n
E
[∫ 2σn
0
√
logN(F , L2(Pn), ε)dε
]
.
Based on the above lemma, to further bound the supremum itself, we need to control the
deviation from its expectation. The following Bousquet’s inequality serves at our purpose:
Lemma A.2 (Bousquet (2002)). Define
Z := sup
f∈F
∣∣∣ 1
n
n∑
i=1
f(Xi)− E[f(Xi)]
∣∣∣.
Then we have for any t > 0,
P
(
Z ≥ E[Z] + t
√
2(σ2n + 2UnE[Z]) +
2t2Un
3
)
≤ exp(−nt2).
With these technical tools, we are ready to prove Lemma 6.1. We use C, c, etc. to denote
constants, whose value may change from line to line.
Recall definitions of ψj(i,Xi; ∆˜ k), Gj(∆˜ ) and R(q, ξ1, ξ2) in (6.7) - (6.9). Moreover, define the
event E = {∆̂˜ ∈ R(c∗s, C1ξn, C3√Kξn)}, where ξn = √s(log p)/n and constants c∗, C1 and C3 areas defined in the statement of the lemma. By conditions in the lemma, we have P(Ec)→ 0. For any
t > 0, it holds that
P(
√
n‖MV ‖∞ > t) ≤ P(
√
n‖MV ‖∞ > t, E) + P(Ec)
≤ P
(
max
1≤j≤p
sup
∆˜∈R(c∗s,C1ξn,C3√Kξn)
∣∣Gj(∆˜ )
∣∣ > t)+ P(Ec). (A.1)
In the following, we aim to derive a tail probability for sup∆˜∈R(q,C1ξn,C3√Kξn)
∣∣Gj(∆˜ )∣∣, where
q = c∗s. We first control its expectation by applying Lemma A.1. First, we provide a bound for
1
n
∑n
i=1 Var
[∑K
k=1 ψj(i,Xi; ∆˜ k) |X]. We have
Var
[
K∑
k=1
ψj(i,Xi; ∆˜ k) |X
]
≤ (µ̂Tj Xi)2K
K∑
k=1
Var
[
I(εi ≤X˜Ti ∆˜ k + b∗k)− I(εi ≤ b∗k) |X
]
= (µ̂Tj Xi)
2K
K∑
k=1
{
F(X˜Ti ∆˜ k + b∗k)(1− F(X˜Ti ∆˜ k + b∗k)) + F(b∗k)(1− F(b∗k))
− 2F
(
min{X˜Ti ∆˜ k + b∗k, b∗k}
)
+ 2F(X˜Ti ∆˜ k + b∗k)F(b∗k)
}
.
(A.2)
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Note that
F(X˜Ti ∆˜ k + b∗k)(1− F(X˜Ti ∆˜ k + b∗k)) + F(b∗k)(1− F(b∗k))− 2F (min(X˜Ti ∆˜ k + b∗k, b∗k)
)
+ 2F(X˜Ti ∆˜ k + b∗k)F(b∗k)
= F(X˜Ti ∆˜ k + b∗k)(1− F(X˜Ti ∆˜ k + b∗k))− F(b∗k)(1− F(b∗k))
+ 2
(
F(X˜Ti ∆˜ k + b∗k)F(b∗k)− F(b∗k)2
)
+ 2
(
F(b
∗
k)− F(min{X˜Ti ∆˜ k + b∗k, b∗k})
)
= (I) + (II) + (III).
(A.3)
We control (I), (II) and (III) separately. For (I), we have
|(I)| =
∣∣∣F(X˜Ti ∆˜ k + b∗k)(1− F(X˜Ti ∆˜ k + b∗k))− F(b∗k)(1− F(b∗k))
∣∣∣
≤
∣∣∣F(X˜Ti ∆˜ k + b∗k)(1− F(X˜Ti ∆˜ k + b∗k))− F(X˜Ti ∆˜ k + b∗k)(1− F(b∗k))
∣∣∣
+
∣∣∣F(X˜Ti ∆˜ k + b∗k)(1− F(b∗k))− F(b∗k)(1− F(b∗k))
∣∣∣
= F(X˜Ti ∆˜ k + b∗k)
∣∣∣F(b∗k)− F(X˜Ti ∆˜ k + b∗k)
∣∣∣+ (1− F(b∗k)) ∣∣∣F(X˜Ti ∆˜ k + b∗k)− F(b∗k)
∣∣∣
≤ 2C+
∣∣∣X˜Ti ∆˜ k
∣∣∣ ,
where the last inequality is by mean value theorem and boundedness of the density function as well
as the cumulative distribution function. We apply the similar deduction to (II) and (III) using mean
value theorem, and it follows that |(II)| ≤ 2C+
∣∣X˜Ti ∆˜ k∣∣, and |(III)| ≤ 2C+∣∣X˜Ti ∆˜ k∣∣. Therefore, by(A.2) and (A.3), it holds
Var
[
K∑
k=1
ψj(i,Xi; ∆˜ k) |X
]
≤ 6C+γ22K
K∑
k=1
∣∣X˜Ti ∆˜ k∣∣ ≤ 6C+γ22 (K2∣∣XTi ∆∣∣+K‖δ‖1) .
We further derive that
1
n
n∑
i=1
Var
[
K∑
k=1
ψj(i,Xi; ∆˜ k) |X
]
≤ 6C+γ22
(
1
n
n∑
i=1
K2
∣∣XTi ∆∣∣+K‖δ‖1
)
≤ 6C+γ22
K2( 1
n
n∑
i=1
(XTi ∆)
2
)1/2
+K‖δ‖1

= 6C+γ
2
2
(
K2
(
∆T Σ̂∆
)1/2
+K‖δ‖1
)
≤ CK2γ22ξn,
where the second inequality is by Cauchy-Schwarz. Let σn = CK
2γ22ξn. We proved
1
n
n∑
i=1
Var
[
K∑
k=1
ψj(i,Xi; ∆˜ k) |X
]
≤ σn.
Next, we compute the uniform covering entropy of the following set of functions:
F :=
{
K∑
k=1
ψj(,x; ∆˜ k) |∆˜ ∈ R
(
q, C1ξn, C3
√
Kξn
)}
.
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For some T ⊂ {1, 2, . . . , p} with |T | = q, define
FT :=
{
K∑
k=1
ψj(,x; ∆˜ k) | support(∆) ⊂ T , ‖∆‖Σ̂ ≤ C1ξn, ‖δ‖2 ≤ C3√Kξn
}
.
By Lemma 2.6.15 in van der Vaart and Wellner (1996), the VC dimension of FT is bounded by
q +K + 2. As
∣∣∑K
k=1 ψj(,x; ∆˜ k)∣∣ ≤ Kγ2, we take E = Kγ2 as the envelop function. By LemmaTheorem 2.6.7 in van der Vaart and Wellner (1996), for any probability measure Q we have
N(FT , L2(Q), εKγ2) ≤ C(q +K + 2)(16e)q+K+2
(1
ε
)2(q+K+1)
,
for some generic constant C. Therefore the L2(Q)-covering number of F is bounded as
N(F , L2(Q), εKγ2) ≤ C(q +K + 2)(16e)q+K+2
(
p
q
)(1
ε
)2(q+K+1) ≤ C (16e
ε
)cq (ep
q
)q
, (A.4)
where we used the inequalities
(
p
q
) ≤ (pe/q)q and q +K + 2 ≤ (16e)q+K+2. Here we treat K as a
large constant that does not grow with n. Applying Lemma A.1, we have
E
 sup
∆˜∈R(c∗s,C1ξn,C3√Kξn)
∣∣Gj(∆˜ )∣∣ |X
 ≤ CE [∫ 2σn
0
√
logN(F , L2(Pn |X), ε)dε
]
By change of variable, it holds that∫ 2σn
0
√
logN(F , L2(Pn |X), ε)dε =
∫ 2σn/(Kγ2)
0
√
logN(F , L2(Pn |X), εKγ2)Kγ2dε
≤ C
∫ 2σn/(Kγ2)
0
√
sup
Q
logN(F , L2(Q), εKγ2)Kγ2dε.
By (A.4), we have supQ logN(F , L2(Q), εKγ2) ≤ cq log(p/ε) for some large enough constant c.
Thereofore
E
 sup
∆˜∈R(c∗s,C1ξn,C3√Kξn)
∣∣Gj(∆˜ )∣∣ |X
 ≤ C ′ ∫ 2σn/(Kγ2)
0
√
q log(p/ε)Kγ2dε
To evaluate the integral, note that
∫ t
0
√
log(1/ε)dε ≤ ct√log(1/t) for some generic constant c. By
change of variable we have
∫ t
0
√
log(p/ε)dε ≤ ct√log(p/t). Hence
C ′
∫ 2σn/(Kγ2)
0
√
q log(p/ε)Kγ2dε ≤ C ′′σn
√
q log(pKγ2/σn).
By the definitions of σn and ξn, we have log(pKγ2/σn) = log(p/C
√
ξn) = log(p
√
n/C
√
s log p) .
log(p ∨ n). Therefore, we obtain
E
 sup
∆˜∈R(c∗s,C1ξn,C3√Kξn)
∣∣Gj(∆˜ )∣∣ |X
 ≤ C ′′′Kγ2√q log(p ∨ n)√ξn =: rn. (A.5)
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We next apply Lemma A.2 to obtain a tail probability of the above supremum. By the fact that∑K
k=1 ψj(i,Xi; ∆˜ k) is uniformly bounded by Kγ2, we have
P
 sup
∆˜∈R(c∗s,C1ξn,C3√Kξn)
∣∣Gj(∆˜ )/√n∣∣ ≥ rn√n + t
√
2(σ2n + 2Kγ2rn/
√
n) +
2t2Kγ2
3
|X
 ≤ exp(−nt2).
We change the variable by replacing the t with t/
√
n and apply law of iterated expectation. Hence
P
 sup
∆˜∈R(c∗s,C1ξn,C3√Kξn)
∣∣Gj(∆˜ )∣∣ ≥ rn + t
√
2(σ2n + 2Kγ2rn/
√
n) +
2t2Kγ2
3
√
n
 ≤ exp(−t2).
Plugging in rn = C
′′′Kγ2
√
q log(p ∨ n)√ξn and σ2n = CK2γ22ξn and letting t = 2
√
log(p ∨ n), we
obtain
P
 sup
∆˜∈R(c∗s,C1ξn,C3√Kξn)
∣∣Gj(∆˜ )∣∣ ≥ CKγ2(s log(p ∨ n))3/4/n1/4
 ≤ (p ∨ n)−4, (A.6)
where we used the definition q = c∗s and ξn =
√
s(log p)/n and the condition that ξn = o(1). By
(A.1), (A.6) and applying union bound, we obtain
P
(√
n‖MV ‖∞ > CKγ2(s log(p ∨ n))3/4/n1/4
)
≤ (p ∨ n)−3 + P(Ec)→ 0, (A.7)
as n→∞. This concludes the proof.
B Proof of Remaining Results in Section 3
In this section, we provide detailed proofs for theorems and propositions in Section 3. We first
prove the feasibility results of the CLIME estimator M in Propositions 3.7 and 3.8. We then
prove Proposition 3.9 that shows the convergence rate of f̂k and Theorems 3.10, 3.11 that establish
asymptotic normality for the low-dimensional coordinates of the de-biased estimator. Lastly, we
prove the results of simultaneous test and multiplier bootstrap in Theorem 3.13.
B.1 Proof of Feasibility of the Local Curvature Estimate
Proof of Proposition 3.7. (i) The proof is almost the same as the proof of Lemma 6.2 in Javanmard
and Montanari (2014). Note that our sub-Gaussian design is equivalent to theirs under Assumption
3.6.
(ii) By definition of sub-Gaussian random variables and Assumption 3.5, [Σ−1]T·,jXi is sub-
Gaussian with variance proxy ‖[Σ−1]·,j‖22σ2x. Moreover, ‖[Σ−1]·,j‖22 ≤ ‖Σ−1‖22 = ρ−2min, and so the
variance proxy of [Σ−1]T·,jXi is upper bounded by ρ
−2
minσ
2
x. By sub-Gaussianity, we have
P
(|[Σ−1]T·,jXi| > t) ≤ 2 exp(−t2ρ2min/σ2x).
Taking t = a2
√
log(p ∨ n), it follows that
P
(|[Σ−1]T·,jXi| > a2√log(p ∨ n)) ≤ 2 exp (− a22ρ2min log(p ∨ n)/σ2x).
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Applying union bound for i = 1, . . . , n and j = 1, . . . , p and taking a2 =
√
3σx/ρmin, we have
P
(∥∥XΣ−1∥∥
max
> a2
√
log(p ∨ n) ≤ 2pn exp (− a22ρ2min log(p ∨ n)/σ2x) ≤ 2(n ∨ p)−1.
(iii) From (ii) we have [Σ−1]T·,jXi for i = 1, . . . , n are independent zero-mean sub-Gaussian
random variables with variance proxy ρ−2minσ
2
x. Therefore, we have
P
(∣∣∣ 1√
n
n∑
i=1
[Σ−1]T·,jXi
∣∣∣ > t) ≤ 2 exp(−t2ρ2min/σ2x).
Applying union bound over j = 1, . . . , p, and taking t = a3
√
log(p ∨ n), where a3 =
√
2σx/ρmin, we
obtain
P
(∥∥∥ 1√
n
n∑
i=1
[Σ−1]T·,jXi
∥∥∥
∞
> a3
√
log(p ∨ n)
)
≤ 2p exp(−a23ρ2min log(p ∨ n)/σ2x) ≤ 2(p ∨ n)−1.
This concludes the proof.
Proof of Proposition 3.8. The bound
∥∥XΣ−1∥∥
max
≤ CX follows directly from the Assumption 3.5a.
For the other two bounds, the proof follows similarly as that of Proposition 3.7, by noting that X
is sub-Gaussian using Hoeffding’s Lemma. Indeed, let X ′i = Σ
−1Xi, then X ′i is sub-Guassian with
variance proxy C2X , which implies that X = ΣX
′
i is sub-Gaussian with variance proxy ρ
2
maxC
2
X .
This concludes the proof.
B.2 Proof of Proposition 3.9
Proof. The proof follows similarly to that of Lemma 22 in Belloni et al. (2013a). By Taylor expansion,
we have for any τ ∈ (h, 1− h),
Q(τ + h)−Q(τ) = hQ′(τ) + 1
2
h2Q′′(τ) +
1
6
h3Q′′′(τ˜1)
and
Q(τ − h)−Q(τ) = −hQ′(τ) + 1
2
h2Q′′(τ)− 1
6
h3Q′′′(τ˜2),
for some τ˜1, τ˜2 ∈ (τ − h, τ + h). Subtracting the two equations yields
Q(τ + h)−Q(τ − h) = 2hQ′(τ) + 1
6
h3(Q′′′(τ˜1) +Q′′′(τ˜2)).
Therefore, for any k = 1, . . . ,K, we have
Q′(τk) =
Q(τk + h)−Q(τk − h)
2h
+Rsh
2,
where |Rs| ≤ C for some constant C. Let
Q̂′(τk) := f̂−1k =
Q̂(τk + h)− Q̂(τk − h)
2h
.
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Therefore, on the event E := {|Q̂(τk + u)−Q(τk + u)| ≤ C√s(log p)/n for u = ±h}, we have
|Q̂′(τk)−Q′(τk)| ≤ max
u=±h
|Q̂(τk + u)−Q(τk + u)|
h
+ Ch2 ≤ C1
√
s log p
h2n
+ Ch2,
with probability tending to 1. Since Q′(τk) = f
∗−1
k , we have on the event E ,
|f̂k − f∗k | =
|Q̂′(τk)−Q′(τk)|
Q̂′(τk)Q′(τk)
≤ |f̂kf∗k |
(
C1
√
s log p
h2n
+ Ch2
)
.
Therefore, by Assumption 3.1 and the scaling condition that
√
s(log p)/h2n = o(1) and h = o(1),
we have |f̂k| ≤ |f̂k|C+o(1) + C+. Therefore |f̂k| is uniformly bounded, and by the above equation
we obtain
P
(
|f̂k − f∗k | ≥ C
(√
s log p
h2n
+ h2
))
≤ P(Ec)→ 0,
which completes the proof.
B.3 Proof of Theorem 3.10
Before proving Theorem 3.10, we need the following preliminary lemma:
Lemma B.1. For all j = 1, . . . , p, let µ̂j be a solution to the minimization problem (2.5). Then
we have with probability at least 1− p−1 that
µ̂Tj Σ̂µ̂j ≥
(1− γ1)2
Σjj + cσ2x
√
(log p)/n
,
for some universal constant c.
The proof of Lemma B.1 is deferred to Appendix E. The conclusion of Theorem 3.10 then follows
by combining Theorems 3.2, 3.3 and Lemma B.1 as shown below.
Proof of Theorem 3.10. By Theorem 3.2, we have
√
n(β̂dj − β∗j )
(µ̂Tj Σ̂µ̂j)
1/2
=
Zj
(µ̂Tj Σ̂µ̂j)
1/2
+
Wj
(µ̂Tj Σ̂µ̂j)
1/2
. (B.1)
By Lemma B.1, and the fact that Σjj ≤ ρmax for all j, we have with probability tending to 1 that
|Wj |
(µ̂Tj Σ̂µ̂j)
1/2
≤ |Wj |(ρmax + cσ
2
x
√
(log p)/n)1/2
1− γ1 . (B.2)
We have |Wj | = oP (1) by Theorem 3.2 and γ1 = a1
√
(log p)/n → 0. Hence |Wj |/(µ̂Tj Σ̂µ̂j)1/2 =
oP (1). Moreover, θKZj/(µ̂
T
j Σ̂µ̂j)
1/2  N(0, σ2K) by Theorem 3.3, and θ̂K/θK → 1 in probability
by (2.7). Therefore, applying Slusky’s theorem, we have
√
n(β̂dj − β∗j )
θ̂−1K (µ̂
T
j Σ̂µ̂j)
1/2
 N(0, σ2K),
which concludes the proof.
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B.4 Proof of Theorem 3.11
Proof. By Theorem 3.2, we have
√
nσ−1K θ̂KA
−1/2(Qβ̂d −Qβ∗) = σ−1K θ̂KA−1/2QZ + σ−1K θ̂KA−1/2QW . (B.3)
We first prove that the first term on the R.H.S weakly converges to a multivariate normal distribution.
The proof is similar to that of Theorem 3.3 coupled with the application of Cramer-Wold device.
For any u ∈ Rq, it holds
σ−1K θ̂Ku
TA−1/2QZ =
1√
n
n∑
i=1
σ−1K θ
−1
K θ̂Ku
TA−1/2QMXiΨi,K .
Let ξi = σ
−1
K u
TA−1/2QMXiΨi,K , then we have σ−1K θ̂Ku
TA−1/2QZ = n−1/2
∑n
i=1 θ̂K/θKξi. Simi-
lar to the arguments in the proof of Theorem 3.3, we have E[ξi |X] = 0, and
s2n :=
n∑
i=1
Var (ξi |X)
= σ−2K
n∑
i=1
uTA−1/2QMXiXTi M
TQTA−1/2uVar (Ψi,K |X)
= nuTA−1/2QMΣ̂MTQTA−1/2u
= n‖u‖22,
where we used the definition that A = QMΣ̂MTQT . Moreover, each ξi can be controlled by
|ξi| = σ−1K |Ψi,K |
∣∣∣uTA−1/2QMXi∣∣∣ ≤ σ−1K |Ψi,K |∥∥uTA−1/2∥∥2∥∥QMXi∥∥2. (B.4)
By Lemma F.1, we have
∥∥QMXi∥∥2 ≤ Cq‖MXi‖∞ ≤ Cqγ2. Also, by Lemma F.2 and Lemma B.1
we have
‖A‖2 =
∥∥QMΣ̂MTQT∥∥
2
≥ S2min(Q) min
j
µ̂Tj Σ̂µ̂j
≥ S2min(Q)
(1− γ1)2
ρmax + cσ2x
√
(log p)/n
,
(B.5)
where Smin(Q) is the singular value of Q. Note that Smin(Q) is positive as Q is full rank. Therefore,
∥∥uTA−1/2∥∥
2
≤ ‖u‖2
(
ρmax + cσ
2
x
√
(log p)/n
)1/2
Smin(Q)|1− γ1| =: cn‖u‖2.
We have cn → c∞ for some constant c∞ > 0 when n→∞. Hence by (B.4), we have
|ξi| ≤ σ−1k Cqcn‖u‖2γ2|Ψi,K |.
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Therefore, for any ε > 0, it holds that
lim
n→∞
1
s2n
n∑
i=1
E
[
ξ2i 1{|ξi| > εsn} |X
]
= ‖u‖−22 limn→∞
1
n
n∑
i=1
E
[
ξ2i 1{|Ψi,K | > εC−1q c−1n σKγ−12
√
n} |X]
= σ−2K ‖u‖−22 limn→∞u
TA−1/2QMΣ̂MTQTA−1/2uTE
[
(Ψ1,K)
2 1{|Ψ1,K | > εC−1q c−1n σKγ−12
√
n}]
= lim
n→∞σ
−2
K E
[
(Ψ1,K)
2 1{|Ψ1,K | > εC−1q c−1n γ−12 σK
√
n}]
≤ lim
n→∞ ε
−2C2q c
2
nσ
−4
K γ
2
2n
−1E
[
(Ψ1,K)
4
]
= 0,
where the last equality is by the boundedness of Ψ1,K and the fact that γ2n
−1/2 = o(1) under
the choice γ2 = a2
√
log(p ∨ n) and the scaling conditions stated in the theorem. Therefore, by
Lindeberg CLT and the fact that Z does not contain β∗, we have
lim
n→∞ supβ∗∈Rp,‖β∗‖0≤s
∣∣∣P∗ (σ−1K θKuTA−1/2QZ ≤ x)− Φ(x)∣∣∣ = 0,
for any x ∈ R. By the arbitrariness of u and Cramer-Wold device, we have
lim
n→∞ supβ∗∈Rp,‖β∗‖0≤s
∣∣∣P∗ (σ−1K θKA−1/2QZ ≤ x)−Φ(x)∣∣∣ = 0, (B.6)
for any x ∈ Rq. Now by (B.3), we have
P∗
(√
nσ−1K θ̂KA
−1/2(Qβ̂d −Qβ∗) ≤ x
)
= P∗
(
σ−1K θKA
−1/2QZ + σ−1K θKA
−1/2QW ≤ (1 + rt)x
)
+ P∗
(∣∣∣∣∣ θ̂KθK − 1
∣∣∣∣∣ ≥ rt
)
.
(B.7)
For the first probability on the R.H.S. of (B.7), we have for any ε ∈ R, it holds
P∗
(
σ−1K θKA
−1/2QZ + σ−1K θKA
−1/2QW ≤ (1 + rt)x
)
≤ P∗
(
σ−1K θKA
−1/2QZ ≤ (1 + rt)x+ ε1q
)
+ P∗
(
∃ some ` ∈ [q] that σ−1K θK [A−1/2QW ]` ≥ ε
)
≤ P∗
(
σ−1K θKA
−1/2QZ ≤ (1 + rt)x+ ε1q
)
+ qP∗
(
σ−1K θK‖A−1/2QW ‖∞ ≥ ε
)
. (B.8)
For the first probability in (B.8), by (B.6) and continuity of the function Φ(·), we have
lim sup
n→∞
sup
β∗∈Rp,‖β∗‖0≤s
{
P∗
(
σ−1K θKA
−1/2QZ ≤ (1 + rt)x+ ε1q
)
−Φ(x+ ε1q)
}
≤ 0. (B.9)
For the second probability in (B.8), we have
‖σ−1K θKA−1/2QW ‖∞ ≤ σ−1K θK‖A−1/2QW ‖2
≤ σ−1K θKCq‖A−1/2‖2‖W ‖∞.
(B.10)
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where the first inequality is by the trivial bound that ‖ · ‖∞ ≤ ‖ · ‖2, and the last inequal-
ity is by Lemma F.1. Recall ‖A−1/2‖2 ≤ cn. Moreover, following the same argument as the
proof of Theorem 3.2 for obtaining ‖W ‖∞ = oP (1), we can prove the uniform version that
limn→∞ supβ∗∈Rp,‖β∗‖0≤s P(‖W ‖∞ ≥ ) = 0 under the condition (3.11). Hence by (B.10), we
conclude
lim sup
n→∞
sup
β∗∈Rp,‖β∗‖0≤s
qP∗
(
σ−1K θK‖A−1/2QW ‖∞ ≥ ε
)
= 0. (B.11)
Combining (B.7), (B.8), (B.9) and (B.11) and by the property of θ̂−1K defined as per (3.12), we have
lim sup
n→∞
sup
β∗∈Rp,‖β∗‖0≤s
{
P∗
(√
nσ−1K θ̂KA
−1/2(Qβ̂d −Qβ∗) ≤ x
)
−Φ(x)
}
≤ |Φ(x+ ε1q)−Φ(x)| .
(B.12)
Taking → 0, the R.H.S. of (B.12) tends to 0. Hence
lim sup
n→∞
sup
β∗∈Rp,‖β∗‖0≤s
{
P
(√
nσ−1K θ̂KA
−1/2(Qβ̂d −Qβ∗) ≤ x
)
−Φ(x)
}
≤ 0.
Applying symmetric argument to above, we obtain
lim inf
n→∞ infβ∗∈Rp,‖β∗‖0≤s
{
P∗
(√
nσ−1K θ̂KA
−1/2(Qβ̂d −Qβ∗) ≤ x
)
−Φ(x)
}
≥ 0.
Then (3.13) follows by combining the above two inequalities.
B.5 Proof of Theorem 3.13
Before presenting the proof, we define the following preliminaries: for any G ⊂ {1, 2, . . . , p} with
|G| = d, let
T0,G := max
j∈G
1√
n
n∑
i=1
θ−1K Ψi,K [Σ
−1Xi]j .
Furthermore, let
U0,G := max
j∈G
n−1/2
n∑
i=1
Γi,j ,
where {Γi = (Γi,1, . . .Γi,p)} for i = 1, . . . , n is a sequence of mean zero independent Gaussian vectors
with E[ΓiΓTi ] = θ
−2
K σ
2
KΣ
−1. Lastly, it is useful to recall that
UG = max
j∈G
1√
n
n∑
i=1
σK θ̂
−1
K µ̂
′T
j Xigi,
where {gi} is a sequence of i.i.d. N(0, 1) random variables, and cα = inf{t ∈ R : P(UG > t |X) ≤ α}.
We approximate TG by T0,G , and next apply Gaussian approximation to T0,G and W0,G . Then,
we argue that W0,G and WG are close. Hence we can approximate the quantiles of TG by those of
WG . We first provide the following two technical lemmas, whose proofs are deferred to Appendix E.
43
Lemma B.2. Suppose Assumptions 3.5 and 3.6 hold. For any G ⊂ {1, 2, . . . , p} with |G| = d, if
(log(dn))7/n ≤ C1n−c1 for some constants c1, C1 > 0, then we have
sup
x∈R
∣∣∣P(T0,G ≤ x)− P(U0,G ≤ x)∣∣∣ ≤ n−c,
for some constant c > 0.
Lemma B.3. Suppose Assumptions 3.5 and 3.6 hold, and ‖M′ −Σ−1‖1,max . s1
√
(log p)/n with
probability tending to 1. Moreover, suppose s1 satisfy s1 log p
√
log(d ∨ n)/√n = o(1). Then there
exist ζ1 and ζ2 such that
P
(
max
j∈G
1√
n
∣∣∣∣∣
n∑
i=1
θ−1K Ψi,Kµ̂
′T
j Xi −
n∑
i=1
θ−1K Ψi,K [Σ
−1Xi]j
∣∣∣∣∣ > ζ1
)
≤ ζ2,
where ζ1
√
1 ∨ log(d/ζ1) = o(1) and ζ2 = o(1).
We now present the detailed proof of Theorem 3.13.
Proof of Theorem 3.13. By Theorem 3.2, we have
√
n(β̂d − β∗) = Z +W , (B.13)
where Z = n−1/2
∑n
i=1 θ
−1
K M
′XiΨi,K and ‖W ‖∞ = oP (1). By (B.13) and the definitions of TG and
T0,G , we have
|TG − T0,G | ≤ max
j∈G
1√
n
∣∣∣∣∣
n∑
i=1
θ−1K Ψi,Kµ̂
′T
j Xi −
n∑
i=1
θ−1K Ψi,K [Σ
−1Xi]j
∣∣∣∣∣+ ‖W ‖∞,
where we used the fact that maxj aj−maxj bj ≤ maxj |aj−bj | for any two finite sequences {aj}, {bj}.
By the above inequality and Lemma B.3, there exist ζ1 and ζ2 such that
P (|TG − T0,G | ≥ ζ1) ≤ ζ2, (B.14)
where ζ1
√
1 ∨ log(d/ζ1) = o(1) and ζ2 = o(1).
We next turn to bound the distance between quantiles of UG and U0,G . Let c0,G(α) := inf{t ∈
R : P(U0,G ≤ t) ≥ 1− α}, and
Λ := max
1≤j,`≤p
θ−2K σ
2
K
∣∣∣µ̂′Tj Σ̂µ̂′` − [Σ−1]j`∣∣∣ . (B.15)
Define V = n−1/2
∑n
i=1 σK θ̂
−1
K M
′Xigi so UG = maxj∈G Vj . Conditional on X, V is a p-dimensional
Gaussian random vector with mean 0 and covariance θ−2K σ
2
KM
′Σ̂M′T . Hence Λ is essentially the
max norm of the difference between covariances of V |X and n−1/2∑ni=1 Γi, which are both Gaussian.
Therefore, using Gaussian comparison (Lemma 3.1 in Chernozhukov et al. (2013)) and applying
the same argument as in the proof of Lemma 3.2 in Chernozhukov et al. (2013), we obtain for any
ν > 0, that
P (c0,G(α) ≤ cG(α+ pi(ν))) ≥ 1− P(Λ > ν), (B.16)
P (cG(α) ≤ c0,G(α+ pi(ν))) ≥ 1− P(Λ > ν), (B.17)
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where pi(ν) := cν1/3(1 ∨ log(p/ν))2/3 with some generic constant c > 0. By Lemma B.2, we have
sup
α∈(0,1)
|P (T0,G > cG(α))− α| ≤ sup
α∈(0,1)
|P (U0,G > cG(α))− α|+ n−c. (B.18)
To further control P (U0,G > cG(α)), we define
E1 = {c0,G(α− pi(ν)) ≤ cG(α)} and E2 = {cG(α) ≤ c0,G(α+ pi(ν))}.
We have
P
(
U0,G > cG(α)
)
= P
(
U0,G > cG(α), E1
)
+ P
(
U0,G > cG(α), Ec1
)
≤ P(U0,G > c0,G(α− pi(ν)))+ P(Ec1)
≤ α− pi(ν) + P(Λ > ν),
where the last inequality is by the definition of c0,G(α) and (B.16). Similarly, we have
P
(
U0,G > cG(α)
)
= 1− P(U0,G ≤ cG(α))
= 1− P(U0,G ≤ cG(α), E2)− P(U0,G ≤ cG(α), Ec2)
≥ 1− P(U0,G ≤ c0,G(α+ pi(ν)))− P(Ec2)
≥ α+ pi(ν)− P(Λ > ν),
where the last inequality is by the definition of c0,G(α) and (B.17). Therefore we conclude∣∣P(U0,G > cG(α))− α∣∣ ≤ |pi(ν)− P(Λ > ν)|
and it follows from (B.18) that
sup
α∈(0,1)
∣∣P(T0,G > cG(α))− α∣∣ ≤ pi(ν) + P(Λ > ν) + n−c. (B.19)
Define the event E3 = {|T0,G − TG | ≤ ζ1}. By (B.14), we have P(Ec3) ≤ ζ2. Hence, we deduce
that for any α,
P(TG ≥ cG(α))− α ≤ P(TG ≥ cG(α), E3) + P(Ec3)− α
≤ P(T0,G ≥ cG(α)− ζ1) + ζ2 − α,
≤ P(T0,G ≥ cG(α)) + Cζ1
√
1 ∨ log(d/ζ1) + ζ2 − α
≤ pi(ν) + P(Λ > ν) + n−c + Cζ1
√
1 ∨ log(d/ζ1) + ζ2,
where the second last inequality is by Corollary 16 of Wasserman (2014) (Gaussian anti-concentration).
By similar arguments, we get the same bound for α− P(TG ≥ cG(α)), so we have
sup
α
∣∣P(TG ≥ cG(α))− α∣∣ ≤ pi(ν) + P(Λ > ν) + n−c + Cζ1√1 ∨ log(d/ζ1) + ζ2.
To complete the proof, we bound Λ. We first obtain a bound for ‖M′ −Σ−1‖max. Note that for all
j = 1, . . . , p, Xj are zero-mean sub-Gaussian random variables with variance proxy σ
2
x, hence it holds
that E[exp(X2j /6σ2x)] ≤ 2 (See Page 47 of van Handel (2014)). Therefore, by Theorem 4 of Cai et al.
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(2011), we have ‖M′ −Σ−1‖max ≤ 4a1R
√
(log p)/n, and so ‖M′ −Σ−1‖1,max ≤ 4a1Rs1
√
(log p)/n
with probability at least 1− 4p−3. It follows that
‖M′Σ̂M′T −Σ−1‖max ≤ ‖M′Σ̂M′T −M′Σ̂Σ−1‖max + ‖M′Σ̂Σ−1 −Σ−1‖max
≤ ‖M′Σ̂‖max‖M′ −Σ−1‖1,max + ‖M′Σ̂− I‖max‖Σ−1‖1,max
≤ (1 + γ1)4C0Rs1
√
log p
n
+Rγ1
= O
(
s1
√
log p
n
)
,
with probability at least 1− 4p−3. By the definition of Λ in (B.15), we obtain Λ . s1
√
(log p)/n,
with probability tending to 1. Hence, choosing ν = Cs1
√
(log p)/n and by the condition s1 =
o(n1/2/ log5/2(p ∨ n)) in the theorem, we get
sup
α
∣∣P(TG ≥ cG(α))− α∣∣ = o(1),
which concludes the proof.
C Proof of Results in Section 4
In this section, we provide detailed proofs for results in Section 4, including Theorems 4.3 and 4.5 ,
and Proposition 4.7.
C.1 Proof of Theorem 4.3
We need the following preliminary lemmas in order to prove Theorem 4.3. Define the composite
quantile loss function
L̂n,K(β˜) :=
K∑
k=1
1
n
n∑
i=1
φτk
(
Yi −X˜Ti β˜k
)
,
and its population version
LK(β˜) := E
[
L̂n,K(β˜)
]
=
K∑
k=1
E
[
φτk
(
Y −X˜Tβ˜k
)]
.
The first lemma shows that LK(·) has a local quadratic curvature in a neighborhood around β˜∗in terms of the norm ‖ · ‖S.
Lemma C.1. Suppose Assumptions 3.1 and 4.1 hold. Define H(∆˜ ) := LK(β˜∗ + ∆˜ ) − LK(β˜∗).Then for any ∆˜ ∈ A, we have
H(∆˜ ) ≥ min
{‖∆˜ ‖2S
4
,
η
4
‖∆˜ ‖S
}
.
where η = 3/(2C ′+m0).
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The second lemma shows that under a suitably chosen λ, β̂˜ − β˜∗ lies in a restricted set A withprobability tending to 1.
Lemma C.2. Suppose Assumption 4.2 holds. Then for the choice of λ ≥ 4K max{σ˜x, 1}
√
(log p)/n,
we have with probability at least 1− 4Kp−7 − δn that
‖β̂T c‖1 ≤ 3‖(β̂ − β∗)T ‖1 + ‖b̂− b∗‖1/K.
The third lemma bounds the difference between L̂n,K and LK . We use empirical process theory
to obtain a tail probability for the maximum over the set A.
Lemma C.3. Suppose Assumptions 3.1, 3.6, 4.2 hold and p > 3. Then we have with probability at
least 1− 6p−3 − 3δn that
sup
∆˜∈A,‖∆˜‖S≤ξ
∣∣∣L̂n,K(β˜∗ + ∆˜ )− L̂n,K(β˜∗)− (LK(β˜∗ + ∆˜ )− LK(β˜∗))
∣∣∣ ≤ CE√Kξ√s log p
n
,
where CE = max
{√
6, 32σ˜x(4ρ
−1/2
min + 1)
}
C
−1/2
− .
We defer the proof of the above lemmas to Appendix E. With these preliminary lemmas, we are
ready to prove Theorem 4.3.
Proof of Theorem 4.3. Define the following event
E1 =
{
sup
∆˜∈A,‖∆˜‖S≤ξ
∣∣∣L̂n,K(β˜∗ + ∆˜ )− L̂n,K(β˜∗)− (LK(β˜∗ + ∆˜ )− LK(β˜∗))
∣∣∣ ≤ CE√Kξ√s log p
n
}
,
and
E2 =
{
β̂˜ − β˜∗ ∈ A}.
By Lemma C.2 and C.3, when λ ≥ 4K max{σ˜x, 1}
√
log p
n , we have P(Ec1∪Ec2) ≤ 1−4Kp−7−6p−3−3δn.
The following derivation is based on the condition that events E1 and E2 hold. Let ‖β̂˜−β˜∗‖S = ξ.By optimality condition, we have
L̂n,K(β̂˜)− L̂n,K(β˜∗) + λ(‖β̂‖1 − ‖β̂∗‖1) ≤ 0. (C.1)
On the events E1 and E2, we have∣∣∣L̂n,K(β̂˜)− L̂n,K(β˜∗)− (LK(β̂˜)− LK(β˜∗))
∣∣∣ ≤ CE√Kξ√(s log p)/n,
so it follows that
L̂n,K(β̂˜)− L̂n,K(β˜∗) ≥ LK(β̂˜)− LK(β˜∗)− CE
√
Kξ
√
s log p
n
≥ min
{ξ2
4
,
η
4
ξ
}
− CE
√
Kξ
√
s log p
n
,
(C.2)
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where the second inequality is by Lemma C.1. Furthermore, as
ξ2 = ‖β̂˜ − β˜∗‖2S =
K∑
k=1
f∗k (‖β̂ − β∗‖2Σ + (̂bk − b∗k)2)
≥ C−(Kρmin‖β̂ − β∗‖22 + ‖b̂− b∗‖22),
we have ‖β̂ − β∗‖2 ≤ C−1/2− ρ−1/2min K−1/2ξ and ‖b̂ − b∗‖2 ≤ C−1/2− ξ. Therefore, on the event E2, it
holds that
‖β̂∗‖1 − ‖β̂‖1 ≤ ‖β̂ − β∗‖1
≤ 4‖β̂T − β∗‖1 + ‖b̂− b∗‖1/K
≤ 4√s‖β̂ − β∗‖2 + ‖b̂− b∗‖2/
√
K
≤ C−1/2− (4ρ−1/2min + 1)
√
s/Kξ.
(C.3)
Now in view of (C.1), (C.2) and (C.3), we get
min
{ξ2
4
,
η
4
ξ
}
− CE
√
Kξ
√
s log p
n
− C−1/2− (4ρ−1/2min + 1)
√
s
K
ξλ ≤ 0. (C.4)
As λ ≤ 4K max{σ˜x, 1}ζ
√
(log p)/n, (C.4) implies that either
η
4
ξ − CE
√
Kξ
√
s log p
n
− 4C−1/2− max{σ˜x, 1}(4ρ−1/2min + 1)ζ
√
Kξ
√
s log p
n
≤ 0, (C.5)
or
ξ2
4
− CE
√
Kξ
√
s log p
n
− 4C−1/2− max{σ˜x, 1}(4ρ−1/2min + 1)ζ
√
Kξ
√
s log p
n
≤ 0. (C.6)
By the definition of η = 3/(2C ′+m0), (C.5) cannot hold under the scaling condition
√
(s log p)/n <
3
8C′+m0C0
√
K
, since C0 ≥ CE + 4C−1/2− max{σ˜x, 1}ζ(4ρ−1/2min + 1) by definitions of CE and C0. Hence
(C.6) must hold, which implies that
‖β̂˜ − β˜∗‖S = ξ ≤ 4C0
√
K
√
s log p
n
.
Since
‖β̂˜ − β˜∗‖2S =
K∑
k=1
f(b
∗
k)
(
(β̂ − β∗)TΣ(β̂ − β∗) + (̂bk − b∗k)2
)
,
we conclude
‖β̂ − β∗‖2 ≤ 4C0√
C−ρmin
√
s log p
n
,
and
‖b̂− b∗‖2 ≤ 4C0√
C−
√
K
√
s log p
n
,
as desired.
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C.2 Proof of Theorem 4.5
In this section, we show that the sparsity of β̂ is of the order s. We first obtain a crude bound for ŝ
in the following lemma.
Lemma C.4. For any choice of λ > 0, the following inequality holds almost surely:
ŝ ≤ K2λ−2ψ(ŝ).
In particular, if we choose λ ≥ K√2ψ(n/ log(p ∨ n)) log(p ∨ n)/n, we have
ŝ ≤ n/ log(p ∨ n).
The proof is deferred to Appendix E.
Proof of Theorem 4.5. We first reformulate (2.3) into the following linear programming problem,
min
Π+,Π−∈Rn×K
β+,β−∈Rp,b∈RK
K∑
k=1
1
n
K∑
k=1
(
τkΠ
+
ik + (1− τk)Π−ik
)
+ λ
p∑
j=1
(β+j + β
−
j ) (C.7)
s.t. Π+ik −Π−ik = Yi −XTi (β+ − β−)− bk, for i = 1, . . . , n, k = 1, . . . ,K.
This problem has the dual of the form
max
a∈Rn×K
n∑
i=1
K∑
k=1
aikYi (C.8)
s.t.
∣∣∣ 1
n
n∑
i=1
K∑
k=1
aikXij
∣∣∣ ≤ λ, for j = 1, . . . , p
τk − 1 ≤ aik ≤ τk, for i = 1, . . . , n, k = 1, . . . ,K.
Denote a˜ ∈ Rn×K to be the optimal solution of (C.8). By complementary slackness, we have β̂j > 0
if and only if n−1
∑n
i=1
∑K
k=1 a˜ikXij = λ and β̂j < 0 if and only if n
−1∑n
i=1
∑K
k=1 a˜ikXij = −λ.
Therefore, this implies that [ K∑
k=1
XT a˜k
]
j
= sign(β̂j)nλ, (C.9)
for j ∈ T̂ , where a˜k = (a˜1k, . . . , a˜nk)T ∈ Rn, and T̂ is the support of β̂. Then we have
√
ŝ =
∣∣∣∣∣∣∣∣β̂T̂ ∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣
∑K
k=1XTT̂ a˜k
nλ
∣∣∣∣∣∣∣∣
2
. (C.10)
Define âik := τk − 1{Yi ≤XTi β̂ + b̂k} and a∗ik := τk − 1{i ≤ b∗k}. By (C.10), it holds that
λ
√
ŝ =
∥∥∥ 1
n
n∑
i=1
X
i,T̂
K∑
k=1
a˜ik
∥∥∥
2
≤
∥∥∥ 1
n
n∑
i=1
X
i,T̂
K∑
k=1
(a˜ik − âik)
∥∥∥
2
+
∥∥∥ 1
n
n∑
i=1
X
i,T̂
K∑
k=1
(âik − a∗ik)
∥∥∥
2
+
∥∥∥ 1
n
n∑
i=1
X
i,T̂
K∑
k=1
a∗ik
∥∥∥
2
.
(C.11)
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We control the three terms in (C.11) separately. For the first term, by complementary slackness,
observe that Yi >X
T
i β̂ + b̂k implies Π
+
ik > 0 and Π
−
ik = 0, which further implies that a˜ik = τk = âik.
Similarly, Yi <X
T
i β̂ + b̂k implies a˜ik = τk − 1 = âik. Hence, we can conclude that
a˜ik 6= âik only if Yi = XTi β̂ + b̂k. (C.12)
Moreover, we claim that
∣∣{(i, k) : Yi = XTi β̂ + b̂k}∣∣ = ‖β̂‖0 + ‖b‖0 = ŝ + K. Indeed, the optimal
solution of (C.7) is a basic solution, which contains nk nonzero variables. Hence the number of
nonzeros of Π+ + Π− and the number of nonzeros of β+ + β− and b+ + b− sum up to nk, while
the number of nonzeros of Π+ + Π− and the number of zeros of Π+ + Π− also sum up to nk.
Therefore the number of nonzeros of β+ + β− and b+ + b− is equal to the number of zeros of
Π+ + Π−, which further equal to
∣∣{(i, k) : Yi = XTi β̂ + b̂k}∣∣. Hence, by relationship (C.12), we have∣∣{(i, k) : âik 6= a˜ik}∣∣ ≤ ŝ+K. Therefore, it follows that∥∥∥∥ 1n
n∑
i=1
X
i,T̂
K∑
k=1
(a˜ik − âik)
∥∥∥∥
2
≤ sup
θT̂ c=0,‖θ‖≤1
∣∣∣∣∣θT 1n
n∑
i=1
X
i,T̂
K∑
k=1
(a˜ik − âik)
∣∣∣∣∣
≤ sup
θT̂ c=0,‖θ‖≤1
(
1
n
n∑
i=1
(θTXi)
2
)1/2 1
n
n∑
i=1
(
K∑
k=1
a˜ik − âik
)21/2
≤ n−1/2
√
ψ(T̂ )
 n∑
i=1
(
K∑
k=1
a˜ik − âik
)21/2
≤
√
K/n
√
ψ(T̂ )
(
n∑
i=1
K∑
k=1
(a˜ik − âik)2
)1/2
≤
√
K/n
√
ψ(T̂ )
√
ŝ+K.
(C.13)
We next control the last term in (C.11). By (E.10) where we used Hoeffding’s inequality, it
holds that
P
(∥∥∥∥ K∑
k=1
1
n
n∑
i=1
a∗ikXi
∥∥∥∥
∞
≥ Kσ˜x
√
log p
n
)
≤ 2Kp−7 + δn.
Therefore, it follows that with probability as least 1− 2Kp−7 − δn, we have∥∥∥∥ 1n
n∑
i=1
X
i,T̂
K∑
k=1
a∗ik
∥∥∥∥
2
≤
√
ŝ
∥∥∥∥ K∑
k=1
1
n
n∑
i=1
a∗ikXi
∥∥∥∥
∞
≤
√
ŝKσ˜x
√
log p
n
. (C.14)
Lastly, we control the second term in (C.11). We first define the following notations. For any
∆˜ k = (∆T , δk) ∈ Rp+1 and θ ∈ Rp, define
h(i,Xi;θ,∆˜ k) = θTXi(1{i ≤X˜Ti ∆˜ k + b∗k} − 1{i ≤ b∗k})
and
G(θ,∆˜ k) := 1√n
n∑
i=1
{
h(i,Xi;θ,∆˜ k)− E[h(i,Xi;θ,∆˜ k)]}.
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Moreover, define
E1(q, ξ) := sup
θ∈S(q)
∆˜∈R(q,ξ)
K∑
k=1
n−1/2|G(θ,∆˜ k)|, and E2(q, ξ) := supθ∈S(q)
∆˜∈R(q,ξ)
K∑
k=1
∣∣E[h(i,Xi;θ,∆˜ k)]∣∣,
where
R(q, ξ) :=
{
∆˜ = (∆, δ) ∈ Rp+K : ‖∆‖0 ≤ q, ‖∆˜ ‖S ≤ ξ},
and
S(q) = {θ ∈ Rp : ‖θ‖0 ≤ q, ‖θ‖2 ≤ 1}.
With these definitions and by Theorem 4.3, we have with probability at least 1−4Kp−7−6p−3−3δn
that∥∥∥∥ 1n
n∑
i=1
X
i,T̂
K∑
k=1
(âik − a∗ik)
∥∥∥∥
2
≤
∥∥∥ K∑
k=1
( 1
n
n∑
i=1
X
i,T̂ (âik − a∗ik)− E
[
X
i,T̂ (âik − a∗ik)
])∥∥∥
2
+
∥∥∥ K∑
k=1
E
[
X
i,T̂ (âik − a∗ik)
]∥∥∥
2
≤ sup
θ∈S(q)
K∑
k=1
∣∣∣n−1/2G(θ, ∆̂˜ k)
∣∣∣+ sup
θ∈S(q)
K∑
k=1
∣∣E[h(i,Xi;θ,∆˜ k)
]∣∣
≤ E1(ŝ, ξn) + E2(ŝ, ξn).
(C.15)
where ξn = 4C0
√
K
√
(s log p)/n. By Lemma C.5, we have with probability at least 1− (p ∨ n)−3
that
E1(ŝ, ξn) ≤ c0K
√
ŝ log(p ∨ n)/n
√
ψ(ŝ),
for some universal constant c0. By Lemma C.6, we have E2(ŝ, ξn) ≤
√
3KρmaxC+/C−ξn. Therefore,
combining (C.11), (C.13), (C.14) and (C.15), we get with probability at least 1−6Kp−7−8p−3−4δn
that
λ
√
ŝ ≤
√
K/n
√
ψ(ŝ)
√
ŝ+K +Kσ˜x
√
ŝ log p
n
+ c0K
√
ψ(ŝ)
ŝ log(p ∨ n)
n
+
√
3KρmaxC+/C−ξn.
By Lemma C.4 and Assumption 4.4 that ψ(n/ log(n ∨ p)) ≤ ψ0 with probability at least 1− dn, we
have
λ
√
ŝ/K ≤ ψ1/20
√
ŝ
n
+ σ˜x
√
ŝ log p
n
+ c0ψ
1/2
0
√
ŝ log(p ∨ n)
n
+
√
3ρmaxC+/(KC−)ξn
≤ CS
√
ŝ log(p ∨ n)
n
+
√
3ρmaxC+/(KC−)ξn, (C.16)
with probability at least 1 − 6Kp−7 − 8p−3 − 4δn − dn, where CS := σ˜x + ψ1/20 + c0ψ1/20 . When
λ ≥ 2KCS
√
(log p)/n, it holds
CS
√
ŝ log(p ∨ n)
n
≤
√
3ρmaxC+/(KC−)ξn = 4
√
3ρmaxC+/C−C0
√
s log p
n
,
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therefore,
ŝ ≤ 48ρmaxC+C
2
0
C−C2S
s,
which completes the proof.
Next, we state Lemma C.5 and Lemma C.6 that were used in the proof.
Lemma C.5. Suppose conditions in Theorem 4.5 hold. We have with probability at least 1− (p ∨
n)−3,
E1(q, ξ) ≤ c0K
√
q log(p ∨ n)/n
√
ψ(q).
for any q ≤ p and ξ > 0, where c0 is some universal constant.
The proof of this lemma follows similarly as that of Lemma 6.1.
Lemma C.6. Suppose conditions in Theorem 4.5 hold. We have
E2(q, ξ) ≤
√
3KρmaxC+/C−ξ
for any q ≤ p and ξ > 0.
The proof of the above lemma is deferred to Appendix E.
C.3 Proof of Proposition 4.7
We decompose the proof of Proposition 4.7 so that Part (i), (ii) and (iii) of the proposition are
proved by Lemma C.7, C.8 and C.9 respectively.
Lemma C.7. Suppose Assumptions 3.1, 3.5, 3.6 hold. Then for any β˜ = (βT , b1, . . . , bK)T ∈ Rp+K ,
K∑
k=1
E
[|X˜Tβ˜k|3] ≤ m0‖β˜‖3S,
where β˜k = (βT , bk)T and m0 = C3/2− min{ρ3/2min, 1}/(3 max{85/4σ3/2x , 1}).
Proof. By definition, we have
‖β˜‖2S =
K∑
k=1
f∗k (‖β‖2Σ + b2k)
≥ C−
(
Kρmin‖β‖22 +
K∑
k=1
b2k
)
≥ C−min{ρmin, 1}(K‖β‖22 + ‖b‖2),
where b = (b1, . . . , bK)
T ∈ RK . On the other hand, by Assumption 3.5, X˜Tβk is a sub-Gaussianrandom variable with mean bk and variance proxy ‖β‖22σ2x. Therefore, by the moment bound for
sub-Gaussian random variables (e.g., see Page 47 of van Handel (2014)),
E
[|X˜Tβ˜k|3
] ≤ 3E[|X˜Tβ˜k − bk|3 + |bk|3
]
≤ 3(85/4σ3/2x ‖β‖32 + |bk|3)
≤ 3 max{85/4σ3/2x , 1}(‖β‖32 + |bk|3).
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And so
K∑
k=1
E
[|X˜Tβ˜k|3] ≤ 3 max{85/4σ3/2x , 1}
(
K‖β‖32 +
K∑
k=1
|bk|3
)
. (C.17)
As K‖β‖32 +
∑K
k=1 |bk|3 ≤ (K‖β‖22 + ‖b‖2)3/2, by (C.17) and (C.17), we have
K∑
k=1
E
[|X˜Tβ˜k|3] ≤ C3/2− min{ρ3/2min, 1}/(3 max{85/4σ3/2x , 1})‖∆˜ ‖3S,
which finishes the proof.
Lemma C.8. Suppose Assumption 3.5 holds. When log p ≤ n/2, we have
P
(
max
j=[p]
{
1
n
n∑
i=1
X2ij
}
≥ cσ2x
)
≤ 2 exp(−n/2).
Proof. By definition, Xij is σx-sub-Gaussian. By Lemma 5.14 in Vershynin (2012), we have X
2
ij is
cσ2x sub-exponential random variables, for some universal constant c, that is,
P(X2ij − E[X2ij ] > t) ≤ exp(1− t/(cσ2x)).
Using Bernstein’s inequality for sub-exponential random variables (Proposition 5.16 of Vershynin
(2012)), we get
P
(
1
n
n∑
i=1
X2ij − E[X2ij ] ≥ t
)
≤ 2 exp
(
−c1 min
{ nt2
c2σ4x
,
nt
cσ2x
})
,
where c1 is a universal constant. Applying union bound, we have
P
(
max
1≤j≤p
{ 1
n
n∑
i=1
X2ij − E[X2ij ]
}
≥ t
)
≤ 2p exp
(
−c1 min
{ nt2
c2σ4x
,
nt
cσ2x
})
.
Let t = cσ2x, and by the moment bound for sub-Gaussian random variables E[X2ij ] ≤ 4σ2x (See Page
47 of van Handel (2014)), we have
P
(
max
1≤j≤p
{
1
n
n∑
i=1
X2ij
}
≥ cσ2x
)
≤ 2p exp(−n),
for some universal constant c. When log p ≤ n/2, we have
P
(
max
1≤j≤p
{
1
n
n∑
i=1
X2ij
}
≥ cσ2x
)
≤ 2 exp(−n/2),
as desired.
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Lemma C.9 (Theorem 5.65 in Vershynin (2012)). Define
ψ(q,A) = sup
‖x‖0≤q
‖Ax‖22
‖x‖22
.
Let A be an n × p matrix with independent σ2-sub-Gaussian rows. Then for every real number
δ ∈ (0, 1) and integer q satisfying 1 ≤ q ≤ p and n ≥ Cδ−2q log(ep/q), we have with probability at
least 1− 2 exp(−cδ2n) that
ψ(q, A¯) ≤ δ + 1,
where A¯ is the normalized matrix A¯ = 1√
n
A and c, C depend only on the sub-Gaussian variance
proxy σ2.
D Proof of Results in Section 5
In this section we provide the detailed proofs of results in Section 5. We first prove the main result
for asymptotic normality of the divide-and-conquer estimator β¯d in Theorem 5.2. Then we show
the oracle property of the divide-and-conquer hypothesis test in Theorem 5.4.
D.1 Proof of Theorem 5.2
Proof. From the proof of Theorem 3.2 in Section 6, on data D` for each `, we have
√
n(β̂d(`)− β∗) = √nθ−1K M(`)U (`) −
√
nθ−1K M
(`)V (`) −√nθ−1K M(`)E(`) −
√
nθ−1K M
(`)D(`)
+
√
n((θ
(`)
K )
−1 − θ−1K )M(`)κ̂(`) −
√
n(M(`)Σ̂(`) − I)δ̂(`), (D.1)
where the superscript (`) denotes the quantity computed on data split D`. By definition, we have
√
N(β¯d − β∗) = 1√
m
m∑
`=1
{√
nθ−1K M
(`)U (`) −√nθ−1K M(`)V (`) −
√
nθ−1K M
(`)E(`)
−√nθ−1K M(`)D(`) +
√
n((θ
(`)
K )
−1 − θ−1K )M(`)κ̂(`) −
√
n(M(`)Σ̂(`) − I)δ̂(`)
}
.
(D.2)
We show that the first term on the R.H.S weakly converges to a normal distribution, and the rest of
the terms are asymptotically ignorable under the growth condition of m specified in the theorem.
We apply Lindeberg CLT to prove the former, and utilize results derived under single machine
combined with union bound to prove the latter.
The asymptotically normal term 1√
m
∑m
`=1
√
nθ−1K M
(`)U (`). In the following, we show that
1√
m
m∑
`=1
√
nθ−1K [M
(`)U (`)]j
(
m−1
m∑
`=1
(µ̂
(`)
j )
T Σ̂(`)µ̂
(`)
j
)−1/2
 N(0, θ−2K σ2K). (D.3)
By the definition of U (`), we have
1√
m
m∑
`=1
√
nθ−1K M
(`)U (`) =
1√
N
m∑
`=1
∑
i∈D`
θ−1K M
(`)XiΨi,K .
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The R.H.S. is a sum of N independence terms, as samples among each data split are independent.
This allows us to apply Lindeberg CLT. Let
ξ
(`)
ij = θ
−1
K (µ̂
(`)
j )
TXiΨi,K
(
m−1
m∑
`=1
(µ̂
(`)
j )
T Σ̂(`)µ̂
(`)
j
)−1/2
.
Then we have E[ξ(`)ij ] = 0 by similar computation as in the proof of Theorem 3.3. By independence
of data between sub-samples, we have
s2N := Var
 m∑
`=1
∑
i∈D`
ξ
(`)
ij |X(1), . . . ,X(m)

=
m∑
`=1
∑
i∈D`
Var[ξ
(`)
ij |X(1), . . . ,X(m)]
= θ−2K σ
2
K
m∑
`=1
∑
i∈D`
(µ̂
(`)
j )
TXiX
T
i µ̂
(`)
j
(
m−1
m∑
`=1
(µ̂
(`)
j )
T Σ̂(`)µ̂
(`)
j
)−1
= Nθ−2K σ
2
K , (D.4)
where X(`) denotes the design on D(`). Similar to the argument in the proof of Theorem 3.3, we
have |ξ(`)ij | ≤ c−1n θ−1K γ2|Ψi,K | for all i ∈ D`, where cn → c∞ > 0. Therefore, for any ε > 0,
lim
N→∞
1
s2N
m∑
`=1
∑
i∈D`
E
[
(ξ
(`)
ij )
2 1{|ξ(`)ij | > εsN} |X
]
= θ2Kσ
−2
K limN→∞
1
N
m∑
`=1
∑
i∈D`
E
[
(ξ
(`)
ij )
2 1
{∣∣Ψi,K∣∣ > εcnσKγ−12 √N} |X]
= σ−2K limN→∞
E
[
(Ψ1,K)
2 1
{∣∣Ψ1,K∣∣ > εcnσKγ−12 √N} |X]
= σ−4K ε
−2c−2∞ γ
2
2N
−1 lim
N→∞
E
[
(Ψ1,K)
4
]
= 0,
where the second equality follows from the same computation as that of (D.4) and the fact that Ψi,K
are i.i.d. for i ∈ D`, ` = 1, . . . ,m. The last equality is by the fact that Ψ1,K is uniformly bounded
and that γ2N
−1/2 = o(1), which is implied by condition (5.3). Lastly, we have s2N/N = θ
−2
K σ
2
K , and
we proved the conclusion of (D.3).
The term m−1/2
∑m
`=1
√
nθ−1K M
(`)E(`). From the proof of Theorem 3.2, we have for each
` = 1, . . . ,m,
‖√nθ−1K M(`)E(`)‖∞ ≤ θ−1K C+γ3
√
K‖b̂(`) − b∗‖2.
By Corollary 4.9, we have
P
(
‖√nθ−1K M(`)E(`)‖∞ ≥ C1γ3
√
s log p
n
)
≤ 4Kp−7 + 6p−3 + 3 exp(−cn),
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for some constant C1. Applying union bound, we have
P
(∣∣∣∣∣∣∣∣m−1/2 m∑
`=1
√
nθ−1K M
(`)E(`)
∣∣∣∣∣∣∣∣
∞
≥ C1
√
mγ3
√
s log p
n
)
≤ m(4Kp−7 + 6p−3 + 3 exp(−cn)).
From (5.3) and the choice of γ3,
√
mγ3
√
s(log p)/n = o(1), mp−3 = o(1) and m exp(−cn) = o(1).
Hence we conclude that ∥∥∥m−1/2 m∑
`=1
√
nθ−1K M
(`)E(`)
∥∥∥
∞
= oP (1).
The term m−1/2
∑m
`=1
√
nθ−1K M
(`)D(`). By the proof of Theorem 3.2, for any ` = 1, . . . ,m
we have
‖√nθ−1K M(`)D(`)‖∞ ≤ C ′+γ2
√
n(2KMSE(β̂(`))2 + 2‖b̂(`) − b∗‖22).
By Corollary 4.9, and the fact that θ−1K ≤ K−1C−1− , we have
P
(
‖√nθ−1K M(`)D(`)‖∞ ≥ C ′2γ2
s log p√
n
)
≤ 4Kp−7 + 6p−3 + 3 exp(−cn),
for some constant C ′2. Applying union bound, we have
P
(∥∥∥m−1/2 m∑
`=1
√
nθ−1K M
(`)D(`)‖∞ ≥ C ′2
√
mγ2
s log p√
n
)
≤ m(4Kp−7 + 6p−3 + 3 exp(−cn)).
By condition (5.3) and the choice of γ2, we have
√
mγ2
s log p√
n
= o(1), mp−3 = o(1) and m exp(−cn) =
o(1), which implies ∥∥∥m−1/2 m∑
`=1
√
nθ−1K M
(`)D(`)‖∞ = oP (1).
The Term m−1/2
∑m
`=1
√
n(M(`)Σ̂(`) − I)δ̂(`). As ‖M(`)Σ̂(`) − I‖max ≤ γ2, we have
‖√n(M(`)Σ̂(`) − I)δ̂(`)‖∞ ≤
√
nγ1‖β̂(`) − β∗‖1.
Therefore, by the convergence of ‖β̂(`) − β∗‖2, the empirical sparsity of β̂ and Cauchy-Schwarz, it
holds that
P
(
‖√n(M(`)Σ̂(`) − I)δ̂(`)‖∞ > C ′3γ1s
√
log p
)
≤ 4Kp−7 + 6p−3 + 3 exp(−cn).
By union bound, we have
P
(∥∥∥m−1/2 m∑
`=1
√
n(M(`)Σ̂(`) − I)δ̂(`)
∥∥∥
∞
> C ′3γ1
√
ms
√
log p
)
≤ m(4Kp−7 + 6p−3 + 3 exp(−cn)).
By condition (5.3) and the choice of γ1, we have γ1
√
ms
√
log p = o(1), mp−3 = o(1) and
m exp(−cn) = o(1), which implies∥∥∥m−1/2 m∑
`=1
√
n(M(`)Σ̂(`) − I)δ̂(`)
∥∥∥
∞
= oP (1).
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The term m−1/2
∑m
`=1
√
nθ−1K M
(`)V (`). By (A.7) and the property of β̂(`) and b̂
(`)
k , we have
P
(∥∥√nM(`)V (`)∥∥∞ > CKγ2(s log(p ∨ n))3/4/n1/4) ≤ 4Kp−7 + 7p−3 + 3 exp(−cn),
Therefore, applying union bound, we have
P
(∥∥∥m−1/2 m∑
`=1
√
nθ−1K M
(`)V (`)
∥∥∥
∞
> C
√
mγ2(s log(p ∨ n))3/4/n1/4
)
≤ m(4Kp−7 + 7p−3 + 3 exp(−cn)).
Therefore, by condition (5.3) and the choice of γ2, we have
√
mγ2(s log(p ∨ n))3/4/n1/4 = o(1),
mp−3 = o(1) and m exp(−cn) = o(1). Hence∥∥∥m−1/2 m∑
`=1
√
nM(`)V (`)
∥∥∥
∞
= oP (1).
The term m−1/2
∑m
`=1
√
n((θ
(`)
K )
−1−θ−1K )M(`)κ̂(`). For simplicity, we only prove the case when
f is known. The case when it is not known can be similarly proved. We have
|(θ(`)K )−1 − θ−1K | = |(θ(`)K )−1θ−1K
(
θ
(`)
K − θK
)| ≤ (C−K)−2∣∣θ(`)K − θK∣∣
≤ C ′+(C−K)−2‖b̂(`) − b∗‖1 ≤ C ′+C−2− K−3/2‖b̂(`) − b∗‖2.
Therefore, we have
P
(|(θ(`)K )−1 − θ−1K | ≥ C ′2K−1√s(log p)/n) ≤ 4Kp−7 + 6p−3 + 3 exp(−cn). (D.5)
Following the same argument as the proof of Theorem 3.2 and by the property of β̂ and b̂k, we have
P
(
‖√nM(`)κ̂(`)‖∞ ≥ Cγ2K(
√
log p+s3/4(log p)3/4/n1/4+
√
s log p)
)
≤ 4Kp−7+6p−3+3 exp(−cn).
(D.6)
Combining (D.5) and (D.6) and applying union bound, we have
P
(∥∥m−1/2 m∑
`=1
√
n((θ
(`)
K )
−1 − θ−1K )M(`)κ̂(`)
∥∥
∞ ≥ C ′′2
√
mγ2s(log p)/
√
n
)
≤ m(4Kp−7 + 6p−3 + 3 exp(−cn)).
By condition (5.3) and the choice of γ2, we have
√
mγ2s(log p)/
√
n = o(1), mp−3 = o(1) and
m exp(−cn) = o(1). Hence
∥∥m−1/2 m∑
`=1
√
n((θ
(`)
K )
−1 − θ−1K )M(`)κ̂(`)
∥∥
∞ = oP (1).
Combing all the above results, we complete the proof of this theorem.
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D.2 Proof of Theorem 5.4
Proof. The proof utilizes the results in Theorem 5.2 and the arguments in the proof of Theorem 3.5
in Javanmard and Montanari (2014). Following that proof, we have for any ` = 1, . . . ,m,
P(µ̂(`)Tj Σ̂
(`)µ̂j ≥ [Σ−1]j,j + ε) ≤ 2e−cn + 2p−5,
for any constant ε small enough and some constant c that only depends on σx, ρmin and ε. Applying
union bound, we have
P
(
1
m
m∑
`=1
µ̂
(`)T
j Σ̂
(`)µ̂
(`)
j ≥ [Σ−1]j,j + ε
)
≤ 2elogm−cn + 2mp−5.
When m satisfies the growth bound (5.3), we have by Borel-Cantelli lemma that
lim sup
n→∞
( 1
m
m∑
`=1
µ̂
(`)T
j Σ̂
(`)µ̂
(`)
j − [Σ−1]j,j
)
≤ 0.
The rest of the proof then follows similarly as that of Theorem 3.5 in Javanmard and Montanari
(2014).
E Proof of Technical Lemmas
In this section, we present the detailed proofs of technical lemmas given in Appendices B and C.
E.1 Proof of Lemma B.1
Proof. By Lemma 3.1 in Javanmard and Montanari (2014), we have
µ̂Tj Σ̂µ̂j ≥
(1− γ1)2
Σ̂jj
.
Note that Σ̂jj =
1
n
∑n
i=1X
2
ij . By Lemma 5.14 in Vershynin (2012), each X
2
ij is cσ
2
x-sub-exponential,
where c is some universal constant. According to Bernstein’s inequality, we have
P
(
1
n
n∑
i=1
X2ij −Σjj ≥ t
)
≤ exp (−cmin{nt2/σ4x, nt/σ2x}) .
Applying union bound, we have
P
(
max
j
{
1
n
n∑
i=1
X2ij −Σjj
}
≥ t
)
≤ p exp (−cmin{nt2/(c2σ4x), nt/(cσ2x)}) .
Letting t = 2cσ2x
√
(log p)/n, we have with probability at leat 1−p−3 that Σ̂jj < Σjj+2cσ2x
√
(log p)/n
for all j = 1, . . . , p. Therefore the conclusion follows.
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E.2 Proof of Lemma B.2
Proof. Recall
T0,G = max
j∈G
n−1/2
n∑
i=1
Ξij and U0,G = max
j∈G
n−1/2
n∑
i=1
Γi,j ,
where Ξi := θ
−1
K Ψi,KΣ
−1Xi. Note that Γi are i.i.d. Gaussian vector, and Γi and Ξi both have
zero mean and the same covariance matrix E[ΓiΓTi ] = θ
−2
K σ
2
KΣ
−1. This allows us to directly apply
Corollary 2.1 in Chernozhukov et al. (2013).
It suffices to verify Condition (E1) therein. For any j,
|Ξij | ≤ θ−1K |Ψi,K |
∣∣[Σ−1Xi]j∣∣ ≤ θ−1K K∣∣[Σ−1Xi]j∣∣ ≤ C−1− ∣∣[Σ−1Xi]j∣∣,
and [Σ−1Xi]j is zero-mean sub-Gaussian with variance proxy ρ−2minσ
2
x. Hence, for any λ, we have
E
[
exp(|λΞij |) ≤ C−1− E
[
exp(λ[Σ−1Xi]j) + exp(−λ[Σ−1Xi]j)
]
≤ 2C−1− E
[
exp(λ[Σ−1Xi]j)]
≤ Cλ2ρ−2minσ2x,
for some constant C. Moreover, the third and fourth moments of the sub-Gaussian random variable
are bounded. Therefore, there exist constants c2, C2 and B such that c2 ≤ E[Ξ2ij ] ≤ C2, and
max
k=1,2
E
[|Ξij |2+k/Bk]+ E[ exp(|ξij |/B)] ≤ 4.
Therefore, when B2(log(dn))7/n ≤ C1n−c1 , the conclusion in the lemma is true.
E.3 Proof of Lemma B.3
Proof. By the definition of Ψi,K , for any j ∈ G, we have
max
j∈G
1√
n
∣∣∣∣∣
n∑
i=1
θ−1K Ψi,Kµ̂
′T
j Xi −
n∑
i=1
θ−1K Ψi,K [Σ
−1Xi]j
∣∣∣∣∣
≤ θ−1K maxj∈G
∣∣∣∣∣∣∣∣µ̂′j − [Σ−1]·,j∣∣∣∣∣∣∣∣
1
K∑
k=1
1√
n
∣∣∣∣∣∣∣∣ n∑
i=1
(1{i ≤ b∗k} − τk)Xi
∣∣∣∣∣∣∣∣
∞
,
(E.1)
where [Σ−1]·,j denotes the j-th column of Σ−1. From proof of Theorem 3.13, we have that
maxj∈G ‖µ̂′j − [Σ−1]·,j‖1 . s1
√
(log p)/n with probability at least 1 − 4p−3. Moreover, |1{i ≤
b∗k} − τk| is uniformly bounded by 1, thus by sub-Gaussianity of Xi and the union bound, we have
for any t > 0 that
P
(
1√
n
∥∥∥ n∑
i=1
(1{i ≤ b∗k} − τk)Xi
∥∥∥
∞
> t
)
≤ 2p exp
(
− t
2
2σ2x
)
.
Further applying union bound, we have
P
(
K∑
k=1
1√
n
∥∥∥ n∑
i=1
(1{i ≤ b∗k} − τk)Xi
∥∥∥
∞
≥ Kt
)
≤ 2Kp exp
(
− t
2
2σ2x
)
.
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Taking t = 2
√
2σx
√
log p and by (E.1), we have
P
(
max
j∈G
1√
n
∣∣∣ n∑
i=1
θ−1K Ψi,Kµ̂
′T
j Xi −
n∑
i=1
θ−1K Ψi,K [Σ
−1Xi]j
∣∣∣ ≥ Cs1(log p)/√n) ≤ (2K + 4)p−3.
We take ζ1 = s1 log p/
√
n and ζ2 = (2K + 4)p
−3. Then by the above equation, it holds that
P
(
max
j∈G
1√
n
∣∣∣ n∑
i=1
θ−1K Ψi,Kµ̂
′T
j Xi −
n∑
i=1
θ−1K Ψi,K [Σ
−1Xi]j
∣∣∣ > ζ1) ≤ ζ2.
By condition in the lemma, we have s1 log p
√
log(d ∨ n)/√n = o(1). Hence ζ1
√
1 ∨ log(d/ζ1) = o(1)
and ζ2 = o(1).
E.4 Proof of Lemma C.1
Proof. Recall the Knight’s identity (see proof of Theorem 1 in Knight, 1998)
|x− y| − |x| = −y sign(x) + 2
∫ y
0
(I{x ≤ s} − I{x ≤ 0})ds. (E.2)
By definition of φτ , we have φτk(x− y)− φτ (x) = (τ − 1{x ≤ 0})y +
∫ y
0 (I{x ≤ s} − I{x ≤ 0})ds.
By definitions of H and LK , we have
H(∆˜ ) =
K∑
k=1
E
[
φτk
(
Y −X˜Tβ˜∗k −X˜T∆˜ k
)− φτk(Y −X˜Tβ˜∗k
)]
=
K∑
k=1
E
[(
τk − 1{Y ≤X˜Tβ˜∗k}
)
X˜T∆˜ k
+
∫ X˜T∆˜k
0
(
1{Y ≤X˜Tβ˜∗k + t} − 1{Y ≤X˜Tβ˜∗k}
)
dt
]
.
As E
[
τk − 1{Y ≤X˜Tβ˜∗k} |X] = τk − P( ≤ b∗k |X) = 0, and
P
(
Y ≤X˜Tβ∗k + t |X) = P( ≤ b∗k + t) = F(b∗k + t),
it follows that
H(∆˜ ) =
K∑
k=1
E
[ ∫ X˜T∆˜k
0
F(b
∗
k + t)− F(b∗k)dt
]
=
K∑
k=1
E
[ ∫ X˜T∆˜k
o
tf∗k +
t2
2
f ′(b
∗
k + t˜)dt
]
≥
K∑
k=1
E
[
(X˜T∆˜ k)2f∗k/2− |X˜T∆˜ k|3C ′+/6
]
=
‖∆˜ ‖2S
2
− C
′
+
6
K∑
k=1
E
[|X˜T∆˜ k|3
]
. (E.3)
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where the second equality is by mean value theorem. By Assumption 4.1, we have
K∑
k=1
E
[|X˜T∆˜ k|3] ≤ m0‖∆˜ ‖3S.
Define η = 3/(2C ′+m0). We consider the following two cases:
(i) when ‖∆˜ ‖S ≤ η, we have m0‖∆˜ ‖S ≤ 3/(2C ′+), and so
K∑
k=1
E
[|X˜T∆˜ k|3] ≤ m0‖∆˜ ‖3S ≤ 32C ′+ ‖∆˜ ‖2S,
which implies
‖∆˜ ‖2S
4
≥ C
′
+
6
K∑
k=1
E
[|X˜T∆˜ k|3].
Then by (E.3), when ‖∆˜ ‖S ≤ η, we have H(∆˜ ) ≥ ‖∆˜ ‖2S/4.
(ii) When ‖∆˜ ‖S > η, observe that H is convex with respect to ∆˜ and that H(0) = 0. Moreover,η/‖∆˜ ‖S ∈ (0, 1). Therefore, by convexity it holds that
H
( η
‖∆˜ ‖S ∆˜
)
≤
(
1− η‖∆˜ ‖S
)
H(0) + η‖∆˜ ‖SH(∆˜ ) =
η
‖∆˜ ‖SH(∆˜ ). (E.4)
If we let ∆˜ 0 = (η/‖∆˜ ‖S)∆˜ , then ‖∆˜ 0‖S = η. Then by (i), we have
H(∆˜ 0) ≥ ‖∆˜ 0‖
2
S
4
=
η2
4
. (E.5)
By (E.4) and (E.5), we have ηH(∆˜ )/‖∆˜ ‖S ≥ η24 , and so H(∆˜ ) ≥ η‖∆˜ ‖S/4.
Combining (i) and (ii), we get
H(∆˜ ) ≥ min
{‖∆˜ ‖2S
4
,
η
4
‖∆˜ ‖S
}
,
which concludes the proof.
E.5 Proof of Lemma C.2
Proof. By Knight identity, for any β˜ = (βT , b1, . . . , bk)T ∈ Rp+K , we have
φτk
(
Yi −X˜Ti β˜k
)
= φτk
(
Yi −X˜Ti β˜∗k −X˜Ti
(
β˜k − β˜∗k
))
= φτk
(
Yi −X˜Ti β˜∗k
)
+X˜Ti (β˜k − β˜∗k)
(
τk − 1{Yi ≤X˜Ti β˜∗k}
)
+
∫ X˜Ti (β˜k−β˜∗k)
0
(
1{Yi ≤X˜Ti β˜∗k + t} − 1{Yi ≤X˜Ti β˜∗k}
)
dt. (E.6)
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Let a∗ik = τk − 1{i ≤ b∗k} = τk − 1{Yi ≤X˜Ti β˜∗k} and a∗i = (a∗i1, . . . , a∗iK) ∈ RK . By (E.6), we have
∂φτk
(
Yi−X˜Ti β˜k)∂β ∣∣∣β˜k=β˜∗k = Xi
(
τk − 1{i ≤ b∗k}
)
= a∗ikXi,
∂φτk
(
Yi−X˜Ti β˜k)∂bk ∣∣∣β˜k=β˜∗k = τk − 1{ ≤ b
∗
k} = a∗ik.
Recall the definition of Ln,k(β˜) = ∑Kk=1 1n∑ni=1 φτk(Yi −X˜Ti β˜k). Hence
DL(β˜∗) := 1n
n∑
i=1
( K∑
k=1
a∗ikX
T
i ,a
∗T
i
)T ∈ ∂Ln,k(β˜∗).
Also, let D1L(β˜∗) = n−1∑ni=1∑Kk=1 a∗ikXi and D2L(β˜∗) = n−1∑ni=1 a∗i . Then
DL(β˜∗) = (D1L(β˜∗)T , D2L(β˜∗)T )T ∈ Rp+K .
In the following, we show that ‖DL(β˜∗)‖∞ is bounded by 2K max{σ˜x, 1}√(log p)/n with
probability tending to 1. Define E = {n−1∑ni=1X2ij ≤ σ˜2x for all j = 1, . . . , p}. By Assumption 4.2,
we have P(Ec) ≤ δn. Note that a∗ik for i = 1, . . . , n are zero-mean i.i.d. random variables independent
of X. Moreover, a∗ik are uniformly bounded as τk − 1 ≤ a∗ik ≤ τ . By Hoeffding’s inequality, we have
P
(∣∣∣∣∣ 1n
n∑
i=1
a∗ik
∣∣∣∣∣ ≥ t
)
≤ 2 exp(−2nt2), (E.7)
and
P
(∣∣∣∣∣ 1n
n∑
i=1
a∗ikXij
∣∣∣∣∣ ≥ t |X
)
≤ 2 exp
(
− 2n
2t2∑n
i=1X
2
ij
)
. (E.8)
By (E.7), we apply union bound to get
P
(
max
k∈[K]
∣∣∣∣∣ 1n
n∑
i=1
a∗ik
∣∣∣∣∣ ≥ t
)
≤ 2K exp(−2nt2).
Letting t = 2 max{σ˜x, 1}
√
log p
n , we have
P
(
max
k∈[K]
∣∣∣ 1
n
n∑
i=1
a∗ik
∣∣∣ ≥ 2 max{σ˜x, 1}√ log p
n
)
≤ 2Kp−8. (E.9)
By (E.8), conditioned on the event E , we have
P
(∣∣∣ 1
n
n∑
i=1
a∗ikXij
∣∣∣ ≥ t | E) ≤ 2 exp(− 2nt2
σ˜2x
)
,
and so by union bound,
P
(∥∥∥ K∑
k=1
1
n
n∑
i=1
a∗ikXi
∥∥∥
∞
≥ Kt | E
)
≤ 2Kp exp
(
− 2nt
2
σ˜2x
)
.
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Let t = 2 max{σ˜x, 1}
√
log p
n , then we have
P
(∥∥∥ K∑
k=1
1
n
n∑
i=1
a∗ikXi
∥∥∥
∞
≥ 2K max{σ˜x, 1}
√
log p
n
| E
)
≤ 2Kp−7.
Therefore, it follows that
P
(∥∥∥ K∑
k=1
1
n
n∑
i=1
a∗ikXi
∥∥∥
∞
≥ 2K max{σ˜x, 1}
√
log p
n
)
≤ P
(∥∥∥ K∑
k=1
1
n
n∑
i=1
a∗ikXi
∥∥∥
∞
≥ 2K max{σ˜x, 1}
√
log p
n
| E
)
+ P(Ec)
≤ 2Kp−7 + δn. (E.10)
Combining (E.9) and (E.10), and letting λ ≥ 4K max{σ˜x, 1}
√
log p
n , we have with probability at
least 1− 4Kp−7 − δn that
‖D1L(β˜∗)‖∞ ≤ λ2 ,
and
‖D2L(β˜∗)‖∞ ≤ λ2K .
Hence by convexity of the loss function, we have
Ln,K(β̂˜)− Ln,K(β˜∗) ≥ DL(β˜∗)T (β̂˜ − β˜∗) = D1L(β˜∗)T (β̂ − β∗) +D2L(β˜∗)T (b̂− b∗).
By optimality condition, we have with probability at least 1− 4Kp−7 − δn that
0 ≤ Ln,K(β˜∗)− Ln,K(β̂˜) + λ(‖β∗‖1 − ‖β̂‖1)
≤ ‖D1L(β˜∗)‖∞‖β̂ − β∗‖1 + ‖D2L(β˜∗)‖∞‖b̂− b∗‖1 + λ(‖β∗‖1 − ‖β̂‖1)
≤ λ
2
‖β̂ − β∗‖1 + λ
2K
‖b̂− b∗‖1 + λ(‖β∗‖1 − ‖β̂‖1).
Canceling out λ, we have
1
2
‖β̂ − β∗‖1 + 1
2K
‖b̂− b∗‖1 + (‖β∗‖1 − ‖β̂‖1) ≥ 0.
By the relation that ‖β̂ − β∗‖1 = ‖(β̂ − β∗)T ‖1 + ‖β̂T c‖1 and
‖β∗‖1 − ‖β̂‖1 = ‖β∗T ‖1 − ‖β̂T ‖1 − ‖β̂T c‖1 ≤ ‖(β̂ − β∗)T ‖1 − ‖β̂T c‖1,
we get with probability at least 1− 4Kp−7 − δn that
‖β̂T c‖1 ≤ 3‖(β̂ − β∗)T ‖1 + ‖b̂− b∗‖1/K.
This concludes the proof.
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E.6 Proof of Lemma C.3
Proof. Define the following quantity
G(∆˜ ) := √n
{
L̂n,K(β˜∗ + ∆˜ )− L̂n,K(β˜∗)−
(LK(β˜∗ + ∆˜ )− LK(β˜∗)
)}
=
1√
n
n∑
i=1
K∑
k=1
{
φτk
(
Yi −X˜Ti β˜∗k −X˜Ti ∆˜ k
)− φτk(Yi −X˜Ti β˜∗k
)
− E[φτk(Y −X˜Tβ˜∗k −X˜T∆˜ k
)− φτk(Y −X˜Tβ˜∗k
)]}
.
By the definition of φτk , we have |φτk(x)− φτk(y)| ≤ |x− y|, hence
Var[G(∆˜ )] = Var
[ K∑
k=1
{
φτk
(
Y −X˜Tβ˜∗k −X˜T∆˜ k
)− φτk(Y −X˜Tβ˜∗k
)}]
≤ K
K∑
k=1
E
[
(X˜T∆˜ k)2
] ≤ KC−1− ‖∆˜ ‖2S ≤ KC−1− ξ2.
Applying symmetrization method (Lemma 2.3.7 of van der Vaart and Wellner (1996)), we have
P
[
sup
∆˜∈A,‖∆˜‖S≤ξ
|G(∆˜ )|√
n
> t
]
≤
2P
[
sup∆˜∈A,‖∆˜‖S≤ξ |G0(∆˜ )|/√n > t/4
]
1− 4Kξ2/(C−nt2) , (E.11)
where
G0(∆˜ ) = 1√n
n∑
i=1
εi
K∑
k=1
{
φτk
(
Yi −X˜Ti β˜∗k −X˜Ti ∆˜ k)− φτk(Yi −X˜Ti β˜∗k)
}
,
and {εi}ni=1 is a sequence of i.i.d. Rademacher random variables.
Let E =
{
1
n
∑n
i=1X
2
ij ≤ σ˜2x for all j = 1, . . . , p
}
. By Assumption 4.2, we have P(Ec) ≤ δn. By
Markov’s inequality, we have for any λ > 0,
P
(
sup
∆˜∈A,‖∆˜‖S≤ξ |G
0(∆˜ )| > t | E
)
≤ e−λtE
[
exp
(
sup
∆˜∈A,‖∆˜‖S≤ξ λ|G
0(∆˜ )|
)
| E
]
. (E.12)
Observe that the function t 7→ φτk
(
Yi −X˜Ti β˜∗k + t)− φτk(Yi −X˜Ti β˜∗k) is 1-Lipschitz. Therefore bythe contraction principle (Theorem 4.12 of Ledoux and Talagrand (1991)), we have
E
[
exp
(
sup
∆˜∈A,‖∆˜‖S≤ξ
λ|G0(∆˜ )|
)
| E
]
≤ E
[
exp
(
sup
∆˜∈A,‖∆˜‖S≤ξ
2λ
∣∣∣ 1√
n
n∑
i=1
εi
K∑
k=1
X˜Ti ∆˜ k
∣∣∣) | E]
≤ E
[
exp
(
sup
∆˜∈A,‖∆˜‖S≤ξ
2λ
∥∥ 1√
n
n∑
i=1
εiX˜i
∥∥
∞
K∑
k=1
‖∆˜ k‖1
)
| E
]
. (E.13)
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As ξ2 ≥ ‖∆˜ ‖2S = ∑Kk=1 f∗k (∆TΣ∆ + δ2k) ≥ C−(Kρmin‖∆‖22 + ‖δ‖22), we have
‖∆‖2 ≤ C−1/2− ρ−1/2min K−1/2ξ and ‖δ‖2 ≤ C−1/2− ξ.
Therefore, when ∆˜ ∈ A, ‖∆˜ ‖S ≤ ξ, we have
K∑
k=1
‖∆˜ k‖1 = K‖∆‖1 + ‖δ‖1 ≤ 4K‖∆T ‖1 + 2‖δ‖1
≤ 4√sK‖∆‖2 + 2
√
K‖δ‖2
≤ 4C−1/2− ρ−1/2min
√
sKξ + 2C
−1/2
−
√
Kξ.
Let K := √KC−1/2− (4ρ−1/2min + 2)
√
s, then sup∆˜∈A,‖∆˜‖S≤ξ∑Kk=1 ‖∆˜ k‖1 ≤ Kξ. It follows from (E.13)that
E
[
exp
(
sup
∆˜∈A,‖∆˜‖S≤ξ
λ|G0(∆˜ )|
)
| E
]
≤ E
[
max
j=[p+1]
exp
(
2λKξ∣∣ 1√
n
n∑
i=1
εiXij
∣∣) | E]
≤ p max
j=[p+1]
E
[
exp
(
2λKξ∣∣ 1√
n
n∑
i=1
εiXij
∣∣) | E]. (E.14)
For any symmetric random variable Z such that Z
d
= −Z, we have
E[e|Z|] = E[max{eZ , e−Z}] ≤ E[eZ ] + E[e−Z ] = 2E[eZ ].
Moreover, conditioned on X, the random variables iXij are independent and bounded between
[−|Xij |, |Xij |]. By Hoeffding’s Lemma (Lemma 3.6 in van Handel (2014)), we have E[eλZ ] ≤
exp(λ2(b− a)2/2) for any random variable Z bounded between [a, b]. Therefore, for all j = [p+ 1],
we have
E
[
exp
(
2λKξ
∣∣∣ 1√
n
n∑
i=1
εiXij
∣∣∣) | E ,X] ≤ 2E[ exp(2λKξ 1√
n
n∑
i=1
εiXij
)
| E ,X
]
≤ 2E
[
exp
(
4λ2K2ξ2n−1
n∑
i=1
X2ij
)
| E
]
≤ 2 exp
(
4λ2K2σ˜2xξ2
)
. (E.15)
Hence, combining (E.12), (E.14) and (E.15), we obtain
P
(
sup
∆˜∈A,‖∆˜‖S≤ξ |G
0(∆˜ )| > t | E
)
≤ 2p exp
(
− λt+ 4λ2K2σ˜2xξ2
)
for any λ. To minimize the R.H.S, we take λ = t/(8K2ξ2σ˜2x). Then
P
(
sup
∆˜∈A,‖∆˜‖S≤ξ |G
0(∆˜ )| > t | E
)
≤ 2p exp
(
− t
2
16K2ξ2σ˜2x
)
. (E.16)
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Therefore, we have when t > max
{√
6Kξ(nC−)−1/2, 32σ˜xKξ
√
(log p)/n
}
,
P
(
sup
∆˜∈A,‖∆˜‖S≤ξ
∣∣G(∆˜ )/√n
∣∣ > t) ≤ 3P( sup
∆˜∈A,‖∆˜‖S≤ξ
|G0(∆˜ )| >
√
nt
4
)
≤ 3P
(
sup
∆˜∈A,‖∆˜‖S≤ξ
|G0(∆˜ )| >
√
nt
4
| E
)
+ 3P(Ec)
≤ 6p exp
(
− nt
2
256K2ξ2σ˜2x
)
+ 3P(Ec)
≤ 6p−3 + 3δn,
where the first inequality is by (E.11) and the fact that t >
√
6Kξ(nC−)−1/2 implies 4Kξ2/(C−nt2) <
2/3. The penultimate inequality is by (E.16) and the last inequality is by the choice that t >
32σ˜xKξ
√
(log p)/n. When p > 3, by the definition of K and the bound for t, it suffices to take
t = CE
√
Kξ
√
s
√
(log p)/n, where CE is as stated in the lemma.
E.7 Proof of Lemma C.4
Proof. By (C.9), we have
ŝλ = sign(β̂)T sign(β̂)λ = sign(β̂)T
1
n
K∑
k=1
XT a˜k
≤ (X sign(β̂))T 1
n
K∑
k=1
a˜k
≤ n−1∥∥X sign(β̂)∥∥
2
∥∥∥ K∑
k=1
a˜k
∥∥∥
2
≤ K
√
ŝψ(ŝ),
where the last inequality is by the fact that ‖a˜k‖2 ≤
√
n for any k and the definition of ψ(·) as in
(4.2). Therefore ŝ ≤ K2λ−2ψ(ŝ) for any λ > 0.
Now we choose λ ≥ K√2ψ(n/ log(p ∨ n)) log(p ∨ n)/n. Let t1 = K2λ−2ψ(ŝ) and t2 = n/ log(p∨
n). Note that ŝ ≤ t1 so ψ(ŝ) ≤ ψ(t1). Suppose t1 > t2. Then we have
t1 = K
2λ−2ψ(ŝ) ≤ n
2 log(p ∨ n)
ψ(ŝ)
ψ(t2)
≤ t2ψ(t1)
2ψ(t2)
≤ t2
2
⌈ t1
t2
⌉
< t1,
where the penultimate inequality is by Lemma 13 in Belloni and Chernozhukov (2011). This is a
contradiction. Therefore ŝ ≤ t1 ≤ t2 = n/ log(p ∨ n).
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E.8 Proof of Lemma C.6
Proof. We have by definition that
E2(q, ξ) = sup
θ∈S(q)
∆˜∈R(q,ξ)
K∑
k=1
∣∣∣E[θTX(1{Y ≤X˜T (β˜∗k + ∆˜ k) + b∗k} − 1{ ≤ b∗k}
)]∣∣∣
≤ sup
θ∈S(q)
∆˜∈R(q,ξ)
K∑
k=1
√
E
[
(θTX)2]
√
E
[
(1{Y ≤X˜T (β˜∗k + ∆˜ k) + b∗k} − 1{ ≤ b∗k})2
]
≤ ρ1/2max sup
∆˜∈R(q,ξ)
K∑
k=1
√
E
[
(1{Y ≤X˜T (β˜∗k + ∆˜ k) + b∗k} − 1{ ≤ b∗k})2
]
. (E.17)
where in the first inequality we used the Cauchy-Schwarz inequality. We next bound the expectation
in (E.17).
E
[
(1{Y ≤X˜T (β˜∗k + ∆˜ k) + b∗k} − 1{ ≤ b∗k})2 |X
]
= E
[
(1{ ≤X˜T∆˜ k + b∗k} − 1{ ≤ b∗k})2 |X
]
= F(X˜T∆˜ k + b∗k) + F(b∗k)− 2F(min{X˜T∆˜ k + b∗k, b∗k})
= F(X˜T∆˜ k + b∗k)− F(b∗k) + 2
(
F(b
∗
k)− F(min{X˜T∆˜ k + b∗k, b∗k})
)
≤ 3C+|X˜T∆˜ k|. (E.18)
Therefore, it holds that
sup
∆˜∈R(q,ξ)
K∑
k=1
√
E
[
(1{Y ≤X˜T (β˜∗k + ∆˜ k) + b∗k} − 1{ ≤ b∗k})2
]
≤ sup
∆˜∈R(q,ξ)
K∑
k=1
√
3C+E[|X˜T∆˜ k|]
≤ sup
∆˜∈R(q,ξ)
K∑
k=1
√
3C+
√
E[|X˜T∆˜ k|2]. (E.19)
By Jensen’s inequality, we have ξ2 =
∑K
k=1 f
∗
kE
[
(X˜T∆˜ k)2] ≥ C−
(∑K
k=1
√
E
[
(X˜T∆˜ k)2]
)2
/K.
Therefore, (E.19) implies that
sup
∆˜∈R(q,ξ)
K∑
k=1
√
E
[
(1{Y ≤X˜T (β˜∗k + ∆˜ k) + b∗k} − 1{ ≤ b∗k})2] ≤
√
3KC+/C−ξ,
which concludes the proof.
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F Auxiliary Lemmas
Lemma F.1. For any matrix A ∈ Rq×p and v ∈ Rp, we have
‖Av‖2 ≤ ‖A‖1,1‖v‖∞.
Proof. Let A = [a1, . . . ,aq]
T , where ai ∈ Rp for all j = 1, . . . , q.
‖Av‖22 =
q∑
j=1
(aTj v)
2 ≤
q∑
j=1
‖aj‖21‖v‖2∞
≤
( q∑
j=1
‖aj‖1
)2‖v‖2∞ = ‖A‖21,1‖v‖2∞,
as desired.
Lemma F.2. For any matrix Q ∈ Rq×p and symmetric positive semidefinite matrix A ∈ Rp×p, we
have
‖QAQT ‖2 ≥ min
1≤j≤p
AjjS
2
min(Q),
where Smin(Q) is the minimum singular value of Q.
Proof. We have
‖QAQT ‖2 = max
x∈Rq
xTQAQTx
‖x‖22
.
For any x ∈ Rq, let y = QTx. Then ‖y‖22 = xTQQTxT ≥ ‖x‖22S2min(Q). Therefore,
‖QAQT ‖2 ≥ max
y∈Range(QT )
S2min(Q)y
TAy
‖y‖22
.
Range(QT ) contains the vector ej ∈ Rp for some 1 ≤ j ≤ p (otherwise Range(QT ) = {0}).
Therefore,
‖QAQT ‖2 ≥ S2min(Q) min
1≤j≤p
eTj Aej = S
2
min(Q) min
1≤j≤p
Ajj ,
which concludes the proof.
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