Starting from an initial wiring of connections, we show that the synchronizability of a network can be significantly improved by evolving the graph along a time dependent connectivity matrix. We consider the case of connectivity matrices that commute at all times, and compare several approaches to engineer the corresponding commutative graphs. In particular, we show that synchronization in a dynamical network can be achieved even in the case in which each individual commutative graphs does not give rise to synchronized behavior. DOI: 10.1103/PhysRevE.74.016102 PACS number͑s͒: 89.75.Hc, 05.45.Xt, 87.18.Sn Complex networks, i.e., collections of dynamical nodes connected by a wiring of edges exhibiting complex topological properties, are the prominent candidates to describe the occurrence of collective dynamics in many areas of science ͓1͔. Of particular interest is the existence of synchronized states in such networks. These states indeed are at the basis for the emergence of coherent global behaviors in both normal and abnormal brain functions ͓2͔, and play a crucial role in determining the food web dynamics in ecological systems ͓3͔.
Complex networks, i.e., collections of dynamical nodes connected by a wiring of edges exhibiting complex topological properties, are the prominent candidates to describe the occurrence of collective dynamics in many areas of science ͓1͔. Of particular interest is the existence of synchronized states in such networks. These states indeed are at the basis for the emergence of coherent global behaviors in both normal and abnormal brain functions ͓2͔, and play a crucial role in determining the food web dynamics in ecological systems ͓3͔.
So far, synchronized behaviors ͓4͔ have been mostly studied in the limit of static networks ͑e.g., networks whose wiring of connections is fixed͒ with the emphasis focusing on how the complexity in the overall topology influences the propensity of the coupled units to synchronize ͓5,6͔. In particular, it has been established that proper weighting procedures in static complex networks are able to greatly enhance the appearance of synchronized behavior ͓7͔.
The very opposite limit of blinking networks ͓8͔ has also been considered, where the wiring of connections is rapidly ͑i.e., with a characteristic time scale much shorter than that of the networked system's dynamics͒ switching among different configurations. Under these conditions, it has been found that synchronous motion can be established for sufficiently rapid switching times even in the case in which each visited wiring configuration would prevent synchronization under static conditions. None of these two limits, however, seems an adequate description of many relevant phenomena occurring in natural systems. For instance, properly modeling processes such as mutation in biological systems ͓9͔, synaptic plasticity in neuronal networks ͓10͔, or adaptation in social or financial market dynamics ͓11͔ would require accounting for time varying networks whose evolution takes place over characteristic time scales that are commensurate with those of the nodes' dynamics.
In this paper, we assess the conditions for the appearance of synchronized states in dynamical networks, without making any explicit hypothesis on the time scale responsible for the variation of the coupling wiring. We consider a network of N coupled identical systems, whose evolution is described by
Here x R m is the m-dimensional vector describing the state of the ith node, f͑x͒ : R m → R m governs the local dynamics of the nodes, h͓x͔ : R m → R m is a vectorial output function, is the coupling strength, dots stand for temporal derivatives, and G ij ͑t͒ R are the time varying elements of a zero row sum ͓͚ j G ij ͑t͒ =0 " i and " t͔ N ϫ N symmetric connectivity matrix G͑t͒ with strictly positive diagonal terms ͓G ii ͑t͒ Ͼ 0 " i and " t͔ and negative off diagonal terms ͓G ij ͑t͒ ഛ 0 " i j and " t͔, specifying the evolution in strength and topology of the underlying connection wiring. Being symmetric G͑t͒ admits at all times a set i ͑t͒ ͓v i ͑t͔͒ of real eigenvalues ͑of associated orthonormal eigenvectors͒, such that G͑t͒v i ͑t͒ = i ͑t͒v i ͑t͒ and v j
It is worth noticing that the zero row sum condition imposed on G͑t͒ can be actually encompassed by a diffusion process when, for instance, the topology of the connectivity matrix reduces to that of a unidimensional chain. In general, a possible way of physically realizing this property is a diffusion process of the output function onto the first neighborhood of a given node ͑defined as the set of vertices that are adjacent to the node͒ in the complex topology imposed by the connectivity wiring. Such a condition ͑and Geršgorin's circle theorem ͓12͔͒ ensure that ͑i͒ the spectrum is entirely semipositive, i.e., i ͑t͒ ജ 0 " i and " t; ͑ii͒ 1 ͑t͒ϵ0 with associated eigenvector
T that entirely defines a synchronization manifold ͓x i ͑t͒ = x s ͑t͒ , " i͔, whose stability will be the object of our study; and ͑iii͒ all the other eigenvalues i ͑t͒ ͓i =2, ... ,N, i ͑t͒ Ͼ 0 for connected graphs͔ have associated eigenvectors v i ͑t͒ spanning the transverse manifold of x s ͑t͒in the m ϫ N-dimensional phase space of Eq. ͑1͒. 
͑3͒
where j =1, ... ,N and
The key point is to notice that Eq. ͑3͒ transforms into a set of N variational equations of the form
, when all eigenvectors are constant in time. This can be realized in two different ways. Namely, either the coupling matrix G͑t͒ is constant ͑as originally considered in Ref. ͓6͔͒, or when, starting from an initial wiring condition G 0 = G͑t =0͒, the coupling matrix G͑t͒ commutes at any time with G 0 ͓G 0 G͑t͒ = G͑t͒G 0 , " t͔. In the following, we will focus on this latter situation, and show that ͑i͒ an evolution along commutative graphs can be constructed by starting from any initial wiring G 0 satisfying the set of above mentioned properties, ͑ii͒ such an evolution provides a condition for the stability of the synchronous state that can also be fulfilled when the succession of connectivity matrices includes configurations for which the synchronization manifold is transversally unstable, and ͑iii͒ the generality of the proposed methods can be illustrated by some typical examples. Let us now explicitly construct a commutative evolution. We can notice that the initial symmetric coupling matrix can be written as G 0 = V⌳V T , where V = ͕v 1 , ... ,v N ͖ is an orthogonal matrix whose columns are the eigenvectors of G 0 , and ⌳ 0 = diag͓0, 2 ͑0͒ , ... , N ͑0͔͒ is the diagonal matrix formed by the eigenvalues of G 0 . At any time t, a zero row sum symmetric commuting matrix G͑t͒ can be constructed as
where ⌳͑t͒ = diag͓0, 2 ͑t͒ , ... , N ͑t͔͒ with i ͑t͒ Ͼ 0 " i Ͼ 1. The i ͑t͒ are otherwise arbitrary at this point. With this general form it is easy to show that G͑t͒ is positive semidefinite and since the standard orthogonal basis vectors are not collinear with the eigenvector v 1 we have
therefore gives the formula for generating all possible matrices that commute with G͑0͒, are positive semidefinite with zero row sum, and couple each oscillator in a dissipative fashion ͑G ii Ͼ 0͒ to the other oscillators. We refer to this set of matrices as the dissipative commuting set ͑DCS͒ of G͑0͒. We note that not all members of the DCS of G͑0͒ are true Lagrangian matrices since it is possible for off-diagonal components to be positive, but all the commuting Lagrangian matrices are contained in the DCS.
Notice that, in particular for f͑x͒ = 0 and h͑x͒ = x ͑i.e., in the absence of local dynamics and for an output function that is equal to the identity͒, Eq. ͑1͒ describes a set of coupled homogeneous linear equations. The physical meaning of selecting as coupling matrices the members of the DCS, in this special case, is that the response of the system to external perturbations preserves the same set of eigenmodes.
We could try to constrain the choice of i ͑t͒ in the generating formula Eq. ͑4͒ by, say, writing i ͑t͒ = i ͑0͒ + ␦ i ͑t͒ ͑i Ͼ 1͒ and then determining constraints on ␦ i ͑t͒ which would yield only commuting, Lagrangian matrices or coupling matrices for which particular strengths are chosen for particular links. While such constraints can sometimes exist at other times, they result in noncommuting matrices or do not retain a positive, semidefinite form and so are only possible in an approximate way. Generally, this approach is complicated, inexact, and it is difficult to understand the properties of the resulting matrix set. For instance, when
implies a perturbation to all the other elements
,one has to select the proper l by minimizing the quantity ⑀͑l͒
In the following we will adopt a more general method which relies on the fact the DCS is the complete set of dissipative, commuting, coupling matrices. Namely, we start from a given initial graph G 0 , and produce a large set of different realizations of the same graph. This allows one to calculate the probability distribution p͑ 0 ͒ of the non null eigenvalues of the set. Then we construct ⌳͑t͒ in Eq. ͑4͒ by randomly drawing a set of N − 1 eigenvalues ͓ 1 ͑t͒ must be always zero͔ either within the same distribution or using a uniform distribution between 2 ͑0͒ and N ͑0͒. The former strategy can be realized by, e.g., using the spectrum of a different realization of G 0 ͑henceforth called the eigenvalues surrogate method͒, or by randomly drawing the eigenvalues of G͑t͒ from the distribution p͑ 0 ͒ in an ordered ͓0 Ͻ 2 ͑t͒ , ... , N ͑t͔͒ or unordered way. The latter strategy can be realized by randomly picking the eigenvalues ͑in an ordered or unordered way͒ from a uniform distribution.
It is relevant to study how such procedures modify the main topological structures of the underlying network. In general, G͑t͒ is a dense matrix that can be associated to a symmetric weighted network, whose weight matrix W͑t͒ has elements W ii ͑t͒ = 0, and W ij ͑t͒ = ͉ G ij ͑t͉͒ for i j. The main properties of a weighted network are characterized by the average value of the strength distribution, the clustering coefficient, and the average shortest path ͓1,13͔. The distance between two adjacent nodes i and j is given by l ij = Table I reports the results of the mentioned procedures operated on an initial condition G 0 having a power law ͑scale-free͒ strength distribution P͑s͒ϳs −␥ , and taken to be the Laplacian matrix of a scale-free network grown as originally introduced by Barabási and Albert in Ref. ͓14͔ . The corresponding strength distributions are plotted in Fig. 1 . It is relevant to notice that the eigenvalue surrogate method, as well as the method of choosing the eigenvalues from the initial distribution p͑ 0 ͒ in an ordered way do not change the scale-free behavior of the strength distribution ͓see the red thick and blue dashed lines in Fig. 1͑a͔͒ , and provide values for ͗s͘ = ͐sP͑s͒ds, ͗C͘ and ͗ᐉ͘ that only slightly deviate from those of the original scale-free network ͑see Table I͒ . Therefore, both methods provide a convenient way to construct a commuting evolution of the graph ͑from the scale-free subset of the DCS͒ that substantially preserves all main topological features of the initial condition. At variance, the methods of choosing the eigenvalues from a uniform distribution ͑either in an ordered or in an unordered͒ way ͓red thick solid and blue dashed lines in Fig. 1͑b͔͒ completely destroy the original scale-free strength distribution, and provide far different values for each one of the measured quantities. An intermediate situation occurs when choosing the eigenvalue spectrum from the initial p͑ 0 ͒ in an unordered way. Here, one still preserves the scale-free behavior of the tail ͓see the black solid line in Fig. 1͑b͔͒ , but the main topological features of the underlying network are substantially changed from their initial values.
Notice that both the eigenvalue surrogate method and the method that preserves the distribution p͑ 0 ͒ in an ordered way basically correspond to construct a network from a spectrum that is statistically equivalent to that of the initial condition G 0 . However, any two realizations of a random matrix preserving the probability distribution and the order in the spectrum, in general, do not preserve the same eigenvectors, which is, instead, always the case in our procedure. In other words, these methods are a practical way of extracting from the set of all possible realizations of a graph the subset of commuting matrices.
We now discuss the relevant consequences of such a commutative evolution on the stability of the synchronization manifold. Because of the commuting properties of G͑t͒, Eq. ͑3͒ becomes j = K j j ͑j =2, ... ,N͒. Replacing j ͑t͒ by in the kernel K j , the problem of stability of the synchronization manifold is tantamount to study the m-dimensional parametric variational equation = K , with K = ͓Jf͑x s ͒ − Jh͑x s ͔͒, allowing for graphing the curve of ⌳ max ͑the largest of the m associated conditional Lyapunov exponents͒ vs ͓also called master stability function ͓6͔ ͑MSF͔͒.
When the matrix G͑t͒ is constant, the synchronized state is transversally stable if all i ͑i =2, ... ,N͒, multiplied by the same coupling strength fall in the range where ⌳ max ͑͒ Ͻ 0. For a large class of systems, the MSF is negative in a finite parameter interval ͓6͔. This leads to define a key quan- ͑a͒ Initial condition G 0 ͑black solid line͒, G͑t͒ constructed by the eigenvalue surrogate method ͑red thick solid line͒, and ⌳͑t͒ obtained by randomly choosing the eigenvalues from p͑ 0 ͒ in an ordered way ͑blue dashed line͒. ͑b͒ Eigenvalues randomly chosen from p͑ 0 ͒ in an unordered way ͑black solid line͒, eigenvalues chosen from a uniform distribution in an ordered way ͑red thick solid line͒, and in an unordered way ͑blue dashed line͒. Other stipulations are as in the caption of Table I. tity ͑the eigenratio N / 2 ͒ that measures the propensity to synchronization of a network and only depends on the topology of the connections. The smaller N / 2 is, the more packed the eigenvalues of G are, leading to an enhanced interval for which stability is obtained for any choice of f͑x͒ and h͑x͒ ͓6,7͔.
When G͑t͒ is evolving inside DCS, the eigenvectors are fixed in time, and we can make the hypothesis that at time T = kdt, the modulus of each eigenmode i ͑i 1͒ be bounded by the corresponding maximum conditional
follows that the condition to be satisfied for transverse stability of the synchronization manifold is that " i 1,
Notice that S i in Eq. ͑5͒ is the time average of the maximal transversal ͑conditional͒ Lyapunov exponent along the direction of the ith eigenvector ͑which is fixed in time as far as the connectivity matrix belongs to the DCS set͒. As so, the integral converges in all those circumstances where all values in time of the maximal transversal Lyapunov exponents in that given direction are finite.
It is worth noticing that Eq. ͑5͒ does not necessarily imply that ⌳ max ͓ i ͑t͔͒ Ͻ 0 at all times. Rather, one can even construct a commutative evolution such that at each time there exists one eigenvalue i ͓i = i͑t͔͒ for which ⌳ max ͓ i ͑t͔͒ Ͼ 0, and yet obtain a transversally stable synchronization manifold. An example is a periodic evolution with period T p = ͑N −1͒, during which G͑t͒ is given by
with ͓͑l−1͒,l͒ being the characteristic function of the interval ͓͑l −1͒ , l͒, and the matrices G l ͑starting from a given
.. ,N − 1 with ⌳ 1 = diag͑0, 2 , ... , N ͒, ⌳ l = diag͑0, 2,l , ... , N,l ͒, and j,l = ͓mod ͑N−1͒ ͑j+l−3͔͒+2 . If, for instance, ⌳ max ͑ 2 ͒ Ͼ 0, then there will always exist a direction in the phase space, along which the synchronization manifold is transversally unstable, but if ͚ j=2 N−1 ⌳ max ͑ j ͒ Ͻ 0, then condition ͑5͒ will be satisfied in all directions transverse to the synchronization manifold, making it transversally stable.
An example of an extreme situation is illustrated in Fig. 2 . Here, an initial scale-free network of N = 200 Rössler chaotic oscillators is considered, each one of them obeying Eq. ͑1͒ with x ϵ͑x , y , z͒, f͑x͒ = ͓−y − z , x + 0.165y , 0.2+ z͑x −10͔͒ and h͓x͔ = y, and the evolution of the wiring follows Eq. ͑6͒. For = 0.03 we have that ͚ j=2 N−1 ⌳ max ͑ j ͒Ӎ−9.158, but ⌳ max ͑ j ͒ is positive for the first 80 eigenvalues, i.e. all networks ͑if taken as fixed͒ would make the synchronization manifold unstable in at least 80 different transverse directions. Starting from random initial conditions, Fig. 2 reports the temporal evolution of the synchronization error ͗␦͑͘t͒ = ͚ j=2
at different values of the switching time , showing that the dynamical networked system is indeed able to synchronize, with a transient time T sync to achieve synchronization ͓the time needed for ␦͑t͒ to become smaller than 0.1, shown in the inset͔ that scales with almost exponentially. While we used this example to illustrate the validity of the synchronization condition ͑5͒ under extreme situations, it has to be remarked that neither formula ͑5͒ is limited to periodic ͑or in some other way constrained͒ evolutions of the connectivity matrices, nor the application of our arguments to extract the general stability conditions of the synchronization manifold is limited to particular choices of the functions f͑x͒ and h͑x͒ in Eq. ͑1͒. Furthermore, it must be noticed that different members of the DCS may have vastly different topologies, suggesting that our method is very general and can in principle be applied to a wide set of different situations. Finally, we highlight that the present case is by far different from the fast switching procedure described in Ref. ͓8͔ . Indeed, while their case one has to have sufficiently fast switching times among the different network's configuration, here the stability condition does not impose in principle any limitation on the switching time , making it a plausible representation of the mechanisms at the basis of some natural processes ͑such as mutation in biological systems or adaptation in social dynamics͒ that usually involve secular ͑yet finite͒ time scales for the evolution of the wiring, and can be thought of as processes that take place to enhance the collective functioning of the network. FIG . 2. Time evolution of synchronization error ͗␦͘ ͑see text for definition͒ for = 0.2 ͑empty circles͒, 0.3 ͑filled circles͒, 0.4 ͑empty squares͒, 0.5 ͑filled squares͒, 0.6 ͑empty diamonds͒, 0.7 ͑filled diamonds͒, 0.9 ͑open up triangles͒, 1.1 ͑closed up triangles͒, and 1.5 ͑open down triangles͒. In all cases, points refer to an ensemble average over five different random initial conditions for a N = 200 dynamical network of identical chaotic Rössler oscillators ͑param-eters specified in the text͒. The inset reports T sync ͑see text for definition͒ vs the switching time ͑open circles refer to different initial conditions, solid line graphs the ensemble average͒.
