Abstract. This article is concerned with the p-basic set existence problem in the representation theory of finite groups. We show that, for any odd prime p, the alternating group A n has a p-basic set. More precisely, we prove that the symmetric group S n has a p-basic set with some additional properties, allowing us to deduce a p-basic set for A n . Our main tool is the concept of generalized perfect isometries introduced by Kü lshammer, Olsson and Robinson. As a consequence we obtain some results on the decomposition numbers of A n .
Introduction
Let G be a finite group and p be a prime. We are interested in the representation theory of G over a field of characteristic p. In the framework of Brauer's modular representation theory, we can construct a decomposition map d p : R 0 ðGÞ ! R p ðGÞ from the Grothendieck group of finite-dimensional representations of G in characteristic 0 to the analogous Grothendieck group in characteristic p. A fundamental result of Brauer shows that this map is surjective. This motivates the following definition. A set B of irreducible representations of G in characteristic 0 is called a p-basic set of G if the images of the classes of the elements in B under d p form a basis of R p ðGÞ. The p-basic sets are powerful tools to compute the p-decomposition matrix of G. For example, Hiss in [9] and Geck in [3] used them to compute the p-decomposition matrices of G 2 ðqÞ and SU 3 ðq 2 Þ respectively, when p is not the defining characteristic. It is an open question however if such p-basic sets exist in general. The answer is known to be positive in the following situations: for p-soluble groups (this is a direct consequence of the result of Fong-Swan in [2] , Theorem X.2.1), for finite groups of Lie type in the non-defining characteristics under some additional hypotheses (cf. [6] , [4] and [5] ), for the finite general linear groups GL 2 ðqÞ, GL 3 ðqÞ and GL 4 ðqÞ in the defining characteristic (cf. [1] ), and also for the symmetric group S n (cf. [11] , Theorem 6.3.60).
This question is still open for the alternating group A n . In the present work, we prove that p-basic sets do exist for A n , whenever p is an odd prime. For every subset B of irreducible characters of S n , we denote by B A n the set of all irreducible constituents of any of the Res S n A n ðwÞ's ðw A BÞ. We say that B A n is the restriction of B to A n . Our approach is to find a p-basic set B of S n which restricts to a p-basic set of A n . If B is a p-basic set of S n , the set B A n is in general not a p-basic set of A n . For example, the p-basic set of S n described in [11] , Theorem 6.3.60 does not restrict to a p-basic set of A n .
In [4] , §4, Geck gives conditions on B ensuring that B A n is a p-basic set. More precisely, he proves that, for any finite group G with a normal subgroup H such that G=H is abelian, and for any prime p not dividing jG=Hj, if there is an R 0 ðG=HÞ-stable p-basic set B of G such that the set d p ðB H Þ is a system of generators of R p ðHÞ, then B H is a p-basic set of H. To prove that A n has a p-basic set, we will construct a p-basic set of S n which satisfies Geck's conditions. In order to state our main result, we first recall some results and notations. The conjugacy classes and irreducible characters of S n are canonically labelled by the partitions of n (cf. [11] , Theorem 2.1.11). For l a partition of n (written l ' n), we write w l for the corresponding irreducible character of S n . We denote by e the sign character of S n . This is the linear character of S n which extends the non-trivial character of IrrðS n =A n Þ. Moreover if w l A IrrðS n Þ, then ew l ¼ w l Ã , where l Ã denotes the conjugate partition of l. If l ¼ l Ã , then we say that l is self-conjugate. Now let p be a prime. A partition l of n is said to be p-regular if it has no parts divisible by p (because l then labels a conjugacy class of p-regular elements of S n ). Note that, sometimes, one also calls p-regular any partition of n with no part repeated more than p À 1 times (cf. [11] , §6.1). With this terminology, the set of p-regular partitions of n labels the p-basic set of S n in [11] , Theorem 6.3.60. However, as we mentioned above, this basic set does not restrict to a basic set of A n , and we will never in this paper use p-regular in this sense.
For l ' n, we denote by gðlÞ its p-core and by a l ¼ ðl ð1Þ ; . . . ; l ð pÞ Þ its p-quotient.
In the following, the i-th part l ðiÞ of the p-quotient a l will also be denoted by a i l . Note that the p-quotient of l is not uniquely defined, but depends on a convention (or a choice of origin). This is described more precisely in §3.1. However, one can show (cf. Lemma 3.1 and Convention 3.2) that, for a certain choice of origin, the p-quotient of l Ã is given by a l Ã ¼ ðl Finally, to each self-conjugate partition l ¼ ðl 1 ; . . . ; l k Þ of n, we associate the partition l of n given by l ¼ À 2l 1 À 1; 2l 2 À 3; . . . ; 2l k À ð2k À 1Þ Á :
Note that the parts of l are given by the lengths of the diagonal hooks in the Young diagram of l (i.e. those hooks whose top left corner lies on the diagonal). Our main result is: Theorem 1.1. We keep the notation as above. Let p be an odd prime and let n A N. We set
Then the subset B j ¼ fw l j l A L j g is a p-basic set of the symmetric group S n . Furthermore, B j satisfies the following properties:
and only if the partition l is p-regular.
Note that the additional properties (1) and (2) are direct consequences of Convention 3.2 (cf. Lemma 3.4). The hardest part is to prove that B j is indeed a p-basic set. As a consequence we will prove that B j; A n , the restriction of the p-basic set B j obtained in the above theorem, is a p-basic set of A n (see Theorem 5.2).
In order to do this, we will need a more general concept of basic sets, which goes as follows. Let C denote a union of conjugacy classes of G. For every class function j on G, we define a class function j C by letting j C ðgÞ ¼ jðgÞ if g A C, and j C ðgÞ ¼ 0 otherwise. Let b be a subset of IrrðGÞ. A C-basic set of b is a subset B L b, such that the family
If b is the whole of IrrðGÞ, then a C-basic set of b is just called C-basic set of G (or for G). Moreover, we note that if p is a prime, and if we take C to be the set of p-regular elements of G, then we write C ¼ p-reg, and C-basic sets are the same as p-basic sets as defined before.
We now present the notions of generalized blocks and generalized perfect isometries introduced by Kü lshammer, Olsson and Robinson in [12] . Let C be a union of conjugacy classes of a finite group G. For any complex-valued class functions a, b of G, we let
If ha; bi C ¼ 0, then a and b are said to be orthogonal across C. Note that, if w; j A IrrðGÞ, then hw;
where w C and j C are the class functions we defined before, and h ; i G is the ordinary scalar product on class functions of G.
We define the C-blocks of G to be the minimal subsets of IrrðGÞ subject to being mutually orthogonal across C. In particular, it is well-known that, if C is the set of p-regular elements of G, then the C-blocks are just the p-blocks of modular representation theory. Note also that the C-blocks are always the same as the ðGnCÞ-blocks.
Finally, note that, for w A IrrðGÞ, fwg is a C-block if and only if w ¼ w
For b L IrrðGÞ, we write ðb; CÞ to indicate that b is union of C-blocks. Following [12] , we say that there is a generalized perfect isometry between two unions of blocks ðb; CÞ and ðb 0 ; C 0 Þ of G and H respectively if there exists a bijection I : b ! b 0 and signs fhðwÞ; w A bg such that, for all w; j A b, hw; ji C ¼ hhðwÞIðwÞ; hðjÞIðjÞi C 0 . Writing I h ðwÞ for hðwÞIðwÞ ðw A bÞ, we will say, with a slight abuse of notation, that I h : ðb; CÞ ! ðb 0 ; C 0 Þ is a generalized perfect isometry. Note that I h induces a C-vector space isomorphism between the subspaces of C IrrðGÞ and C IrrðHÞ generated by b and b 0 respectively, which we will also denote by I h .
Our main tool to construct a p-basic set of S n as in Theorem 1.1 will be the following fact (cf. Proposition 2. For any odd prime p and any positive integer w, we set
We can now explain more explicitly our strategy to prove Theorem 1.1.
We obtain a generalized perfect isometry
where b is any p-block of S n of weight w > 0, and C j is a union of conjugacy classes described in §3.2.
The signature e of S n permutes the p-blocks of S n . We construct a C j -basic set B j of G p; w such that, if b is an e-stable p-block of S n of weight w > 0, then IðB j Þ is an e-stable p-basic set of b. As in the definition above, I denotes here the bijection between IrrðG p; w Þ and b corresponding to I h .
We use this to obtain an e-stable p-basic set of S n , and check that Theorem 1.1 (2) holds.
The article is organized as follows. In Section 2, we show that a C-basic set of a Cblock b is mapped via a generalized perfect isometry I h : ðb; CÞ ! ðb 0 ; C 0 Þ to a C 0 -basic set of b 0 . In Section 3, we present a generalized perfect isometry, based on the work of the second author in [7] , between any p-block of S n of weight w > 0 and IrrðG p; w Þ, with respect to a certain union of conjugacy classes C j . In Section 4, we describe a C j -basic set of G p; w . Finally in Section 5, we prove Theorem 1.1. We will show that this p-basic set of IrrðS n Þ satisfies Geck's conditions. As a consequence, we prove in Section 5 that, for any odd prime p, there is a p-basic set of A n . Finally, in Section 6, we give some results on the decomposition numbers of A n .
Results on basic sets and generalized perfect isometries
We keep the notation as in Section 1.
Lemma 2.1. Let G be a finite group and let C be a union of conjugacy classes of G. We denote by Bk C ðGÞ the set of C-blocks of G. If B is a C-basic set of G then, for every b A Bk C ðGÞ, B X b is a C-basic set of b. Conversely, if every b A Bk C ðGÞ has a C-basic set, B b say, then
is a C-basic set of G.
Proof. We suppose that B is a C-basic set of G. Let b be a C-block of G. We will prove that b X B is a C-basic set of b. It is clear that ðb X BÞ C is free, being a subset of B C . We have to prove that ðb X BÞ C generates b C over Z. Let w A b. Since B is a C-basic set of G, there are integers a w; c ðc A BÞ such that
Now take any j A IrrðGÞ. If j B b, then hw C ; ji G ¼ 0 and hc
Conversely, it is clear that, if B ¼ S Proof. Take any w A b. We have
It follows that
We now suppose that B is a C-basic set of b. Take any y A b 0 . There exists w A b such that I h ðwÞ ¼ hðwÞy. Since B is a C-basic set of b, there are integers a w; c ðc A BÞ such that
Using the computation above, we deduce that Then we have
Since I h is an isomorphism, its kernel is trivial, so that
Now, using the fact that B is a C-basic set of b, we deduce that, for all c A B, b c hðcÞ ¼ 0, and thus b c ¼ 0. Hence B
0C
0 is free, and B 0 is a C 0 -basic set of b 0 . r
Generalized perfect isometry
In this section, we present the generalized perfect isometry we are going to use to reduce our problem from the symmetric group to a wreath product.
3.1. Some results on partitions. Throughout this section, we fix n A N, p an odd prime, and b a p-block of the symmetric group S n . We write IrrðS n Þ ¼ fw l ; l ' ng as above. By the Nakayama Conjecture (cf. [11] , §6.1.21), the irreducible complex characters in b are labelled by the partitions of n with a given p-core, g say. In particular, we can consider the weight w of b, that is the p-weight of any partition of n labelling some irreducible character in b. The characters in b can be parametrized by the set of p-tuples of partitions of w, using the abacus. Since we will use this description later on, we present it here on an example. For a complete study, we refer to [11] , §2.7 (note however that the abacus we describe here is the horizontal mirror image of that used by James and Kerber).
Consider the lower-right quarter plane (see below). We cut the axes in segments of length 1, and label these by the integers. We choose an arbitrary segment on the vertical axis to be the origin, indicated by the symbol w. Whenever we say symmetric (respectively reflection), we mean symmetric with respect to (or reflection against) the diagonal ðDÞ. We label by t the reflection of the origin (this will play a role in the proof of Lemma 3.1). We view the rim as an infinite sequence of vertical and horizontal dashes of length 1, which, like the axes, we can label by the integers, in such a way that both labellings coincide whenever they meet. In particular, whichever partition we take, exactly one dash in the rim is labelled by the same integer as the origin segment. We say that this dash is labelled by the origin, and call it origin dash. We can now construct the abacus of l using this sequence of dashes. We put beads on p ¼ 3 runners, going from bottom to top and left to right, putting a bead for each vertical dash and an empty spot for each horizontal one. For this construction to be uniquely defined, we put the bead or empty spot corresponding to the origin dash on the first runner. We get w We see that we thus have a bijection which, to a partition, associates its abacus. If we change the origin, we also change the bijection. But the bijection only depends on the value modulo p of the integer labelling the origin segment. Note that we also get these p di¤erent bijections if we fix the origin, but make p di¤erent constructions by changing the runner on which we store the origin dash.
The p-information is visible in the abacus in a natural way. For any positive integer m, we call m-hook (respectively ðmÞ-hook) in a partition any hook of length m (respectively divisible by m). If k is a positive integer, then any kp-rim-hook in l corresponds to a bead in the abacus which lies, on the same runner, k places above an empty spot. Moreover, this correspondence is bijective.
The removal of a kp-rim-hook in the Young diagram is achieved by moving the corresponding bead down to the empty spot.
By removing all the p-hooks from its Young diagram (which is equivalent to removing all its p-rim-hooks), we get the p-core gðlÞ of l, and the corresponding abacus:
To each runner of the abacus, we associate a partition as follows. When we move all the beads as far down as possible, we get one part for each bead that we move, of length the number of places the bead goes down. The resulting p-tuple a l ¼ ðl ð1Þ ; . . . ; l ð pÞ Þ of partitions is the p-quotient of l. In the above example, we get a l ¼ ðl ð1Þ ; l ð2Þ ; l ð3Þ Þ ¼ À ð1Þ; ð2Þ; ð1; 1Þ Á . The lengths of the l ðiÞ 's add up to the p-weight w of l. We write this as a l I w. For any positive integer k, we call k-hook in the quotient of l any k-hook in one of the l ðiÞ 's. Then there is a bijection between the set of k-hooks in the p-quotient of l and the set of kp-hooks in l.
One sees easily that the partition l is uniquely determined by its p-core and p-quotient.
We now want to study the e¤ect of conjugation on these descriptions. This is described by the following Lemma 3.1. There is a choice of origin such that conjugation of partitions induces a permutation of order 2 on the runners of the p-abacus, which is the reflection against the middle runner. With such a choice, if l has p-quotient a l ¼ ðl ð1Þ ; . .
Proof. Take any partition l. Throughout the proof, we use l as above as an example. The rim of l Ã is visible in the Young diagram of l: we just need to exchange the roles of horizontal and vertical dashes in the rim of l. In terms of abacus, this means replacing each bead in the abacus of l by an empty spot, and each empty spot by a bead. This corresponds to transforming the partition stored on each runner into its conjugate. If we then turn this new abacus upside down (that is, rotate it 180 degrees), we obtain an abacus which represents l Ã . In our example, we get which then becomes w t However, this is the abacus of l Ã (in the bijection we mentioned before) only if the position labelled by the origin w is on the first runner. The spot that was labelled by w in the abacus of l is now on the last runner, and labelled by the symmetrized t of w on the horizontal axis. Hence the spot now labelled by w is on the first runner if and only if the number of spots which separate it from the spot labelled by t is p À 1 plus a multiple of p. But this number is exactly the distance, following the axes, between t and w. Hence our construction gives the abacus of l Ã if and only if this distance is congruent to À1 modulo p (as is the case in our example, since 11 ¼ À1 ðmod 3Þ). If this is the case, then, from the description we gave above, we see immediately that, if l has p-quotient 
We also include here a lemma about the partition l defined in Section 1 for a selfconjugate partition, and which will be useful later.
Lemma 3.4. Let p be an odd prime, r ¼ ðp þ 1Þ=2, and let l be a self-conjugate partition of n. Then the partition l is p-regular, if and only if the r-th part of the quotient a l of l is empty.
Proof. A hook in the Young diagram of a partition is called diagonal if its top left box lies on the diagonal ðDÞ. For any self-conjugate l ' n, the parts of l are therefore exactly the lengths of the diagonal hooks in l. Now, by conjugation, any ðpÞ-hook stored on the i-th runner of the abacus of (any) l is tranformed into its reflection, and is stored on the ðp þ 1 À iÞ-th runner in the abacus of l Ã . Thus the hooks on the i-th runner of l are exactly the reflections of those on the ðp þ 1 À iÞ-th runner of l Ã .
In particular, if l is self-conjugate, then a l ¼ a l Ã , and each of the hooks on the r-th runner is its own reflection (and all the others move). Hence the r-th runner in the abacus of l stores exactly the symmetric ðpÞ-hooks, which are precisely the diagonal ðpÞ-hooks. Since these correspond to the parts divisible by p in l, we easily get the result.
Remark. More generally, even if l is not self-conjugate, one can prove that the r-th runner in the abacus of l stores exactly the diagonal ðpÞ-hooks of l. r Remark 3.5. In particular, if w ¼ 0, then l has no ðpÞ-hook (and, a fortiori, no diagonal ðpÞ-hook), so that l is always p-regular.
Wreath product.
We denote by Z p and Z pÀ1 the cyclic groups of order p and p À 1 respectively. Note that Z pÀ1 G AutðZ p Þ, so that we can construct the semidirect product N ¼ Z p z Z pÀ1 . Considering Z p as the subgroup of S p generated by a p-cycle, we then have N ¼ N S p ðZ p Þ. We denote by G p; w the wreath product N o S w . That is, G p; w is the semidirect product N w z S w , where S w acts by permutation on the w copies of N. Note that, if w < p, then P G Z w p is a Sylow p-subgroup of S pw , and G p; w G N S pw ðPÞ.
For a complete description of wreath products and their representations, we refer to [11] 
where Note for future reference that, in the above notation, if a r ¼ j, then
Indeed, for all 1 e i e p, i 3 r, we have Res
The conjugacy classes of G p; w are also parametrized by the p-tuples of partitions of w. Let g 1 ; . . . ; g p be representatives for the conjugacy classes of N. Note that, when viewed as a subgroup of S p , N has a unique conjugacy class of p-cycles, for which we take the representative g p . 
3.3.
A generalized perfect isometry. We now come to the generalized perfect isometry presented by the second author in [7] . We first introduce one last piece of notation ( [7] The main result in [7] can, in our context, be stated as follows: Proof. We give here the main lines of the proof, first for the comfort of the reader, but also because, in fact, [7] , Theorem 4.1 is not stated as above; it is only stated in the case where b is the principal p-block of S n , and when w < p. However, for our purpose, and for the version of this theorem we give, these two hypotheses are not necessary, as we will explain below. The object of [7] is to give an analogue, for the '-blocks of S n (cf. [12] ), where ' is an arbitrary integer, of Broué's Abelian Defect Conjecture (hence the hypotheses on b and w). In particular, in this case, and when ' ¼ p, C j is the set of p-regular elements of G p; w . This fails when w f p, but the generalized perfect isometry we mentioned above still exists.
We consider a p-cycle o in S p and L ¼ hoi, and we let N ¼ N S p ðLÞ. Then N ¼ L z AutðLÞ G Z p z Z pÀ1 , and direct computation shows that N has a single p-block. Now take any p-block b of weight w 3 0 of S n . Take representatives ðh i ¼ o iÀ1 ; 1 e i e pÞ for the conjugacy classes of L. As above, we have that the conjugacy classes of L o S w are parametrized by the p-tuples ðp 1 ; . . . ; p p Þ I w of partitions of w. For p 1 in P ew (the set of partitions of numbers at most equal to w), we write D p 1 for the set of elements whose cycle structure has first part p 1 . In particular, D j is the set of regular elements described by Osima (cf. [13] ). We then have
Write IrrðL o S w Þ ¼ fx a ; a I wg. One fundamental result we use (cf. [13] and [12] ), and which does not depend on w 3 0, is that, with the notations above, l 7 ! a l induces a generalized perfect isometry I f : ðb; p-regÞ ! À IrrðL o S w Þ; D j Á . We therefore have, for all w l ; w m A b,
The biggest part of the proof now consists in transporting this to the group G p; w and the elements of C j , that is, in constructing a generalized perfect isometry between
The idea is to work with singular elements instead of regular elements, and use induction on w. For any a; b I w, we have
The induction on w will be based on an analogue of the Murnaghan-Nakayama Rule which holds in wreath products (cf. [14] , Theorem 4. a; ðs 1 ;...; s i Þ is the set of p-tuples of partitions of w À jp 1 j which can be obtained from a by removing successively a k 1 -hook from a s 1 , then a k 2 -hook from the ''s 2 -th coordinate'' of the resulting p-tuple of partitions of w À k 1 , etc., and finally a k i -hook from the ''s i -th coordinate'' of the resulting p-tuple of partitions of w À ðk 1 þ Á Á Á þ k iÀ1 Þ, and, for a a A L p 1 a; ðs 1 ;...; s i Þ , L a a a is the sum of the leg-lengths of the hooks removed to get from a to a a.
Writing b k for the number of k-cycles in p 1 , and 
L a a a ðÀ1Þ
We will use this formula to exhibit a generalized perfect isometry between IrrðL o S w Þ and IrrðN o S w Þ.
Take ðg 1 ¼ 1; . . . ; g p ¼ oÞ representatives for the conjugacy classes of N. We have
where C p p denotes the set of elements whose cycle structure has p-th part p p , and, for any a; b I w,
Now fix any j 3 p p A P ew , and write b 0 k for the number of k-cycles in p p , and
We then have, by repeated use of the Murnaghan-Nakayama Rule, and with similar notations as above, . . . ; c p g). Now the transformationd efined before Theorem 3.6 is introduced precisely to get rid of the factor C s ðg p Þ (which is only problematic when s contains r ¼ ðp þ 1Þ=2, since c r ðoÞ ¼ À1 but c i ðoÞ ¼ 1 for i 3 r). For a I w, we let w a 0 ¼ ðÀ1Þ ja r j wã a , and we can use induction on w to prove that, for any a; b I w,
(cf. [7] , Proposition 3.10). Note that the result is clearly true when w ¼ 0 since
Composing the results of (1) and (2), we get the desired generalized perfect isometry. r Note that the above result does not depend on the order in which we list the irreducible characters of N (provided we modify the definition of~in accordance), or on the runner of the abacus we choose to be fixed by conjugation. Each choice of labelling for the characters of N and for the fixed runner will give an (a priori di¤erent) generalized perfect isometry. In particular, it was legitimate to make the choices we made.
A C j -basic set for G p, w
We now want to exhibit a C j -basic set for G p; w , which we will then transport to S n using the generalized perfect isometry given by Theorem 3.6. Our main tool to do so will be Proposition 4.2. In the course of its proof, we will need the following general lemma about semidirect products, which we therefore state separately. Lemma 4.1. Let G ¼ H z K be a finite group, and p : G ! K be the canonical surjection. If k A K is conjugate in G to g A G, then k is conjugate in K to pðgÞ. In particular, two elements of K are conjugate in G if and only if they are conjugate in K.
Proof. Suppose g A G and k A K are conjugate in G. Then there exist h A H and
, and, by uniqueness of the ðH; KÞ-decomposition in G, we must have k 0 ¼ pðgÞ, so that k and pðgÞ are conjugate in K. r Proposition 4.2. Suppose G ¼ H z K is a finite group, and p : G ! K is the canonical surjection. Suppose C is a union of conjugacy classes of G such that K L C and jCl G ðCÞj ¼ jCl K ðKÞj (i.e. the numbers of G-conjugacy classes in C and of conjugacy classes in K are the same). Then fc p; c A IrrðKÞg, the set of irreducible characters of G with H in their kernel, is a C-basic set for G.
Note that Proposition 4.2 is known in the case where H is a p-group, K is a p 0 -group, and C is the set of p-regular elements of G.
Since K L C, and since, by Lemma 4.1, any two elements of K are conjugate in K if and only if they are conjugate in G, we get that
Since jCl G ðCÞj ¼ jCl K ðKÞj, this shows that every G-conjugacy class in C has a representative in K. Now take any w A IrrðGÞ, and write Res (the first equality being true because g and g K are conjugate in G, the last because g K and pðgÞ are conjugate in K). Since this holds for any g A C, we finally get that w C ¼ P One proves easily, using the properties of semidirect products and the fact that S w acts by permutation on the w copies of Z p z Z pÀ1 , the following: 
Finally, the numbers of conjugacy classes in C j and in K are the same, since both of these sets can be labelled by the ðp À 1Þ-tuples of partitions of w. We therefore deduce from Proposition 4.2 that the irreducible characters of G p; w with H in their kernel form a C j -basic set for G p; w . Now, as we remarked when we presented the irreducible characters of G p; w , if a ¼ ða 1 ; . . . ; a p Þ I w is such that a r ¼ j, then w a A IrrðG p; w Þ has H in its kernel. Since these characters can naturally be labelled by the ðp À 1Þ-tuples of partitions of w, they must be all the irreducible characters of G p; w with H in their kernel. This ends the proof. r 5. A p-basic set for A n 5.1. Proof of Theorem 1.1. We keep the notation as above. As previously, for any positive integer w and odd prime p, we set G p; w ¼ ðZ p z Z pÀ1 Þ o S w . Using Lemma 2.1 we first reduce the problem as follows. The signature e induces a permutation of order 2 on the set Bk p ðS n Þ of p-blocks of S n . Each orbit has one or two p-blocks (which then have the same weight). Suppose that the orbit o ¼ fb; ebg has two p-blocks of weight w f 0. If w ¼ 0, then b and eb each consist of a single character (which vanishes on p-singular elements), so that b W eb is a p-basic set for itself, which satisfies Condition (2) of Theorem 1.1 by Remark 3.5. Suppose then that w 3 0. By Theorem 3.6 there is a generalized perfect isometry
regÞ
(I h is the inverse of the isometry J h given by Theorem 3.6). Furthermore, by Theorem 4.3, we know that G p; w has a C j -basic set B j . Hence we deduce, using Proposition 2.2, that b has a p-basic set B 0 j
. Consider now the set eB 0 j L eb. This is clearly a p-basic set of eb.
Moreover, by Lemma 2.1, the set B 0 j W eB 0 j is a p-basic set of b W eb, and it is e-stable by construction. We now remark that, if w l A b W eb, then l is never self-conjugate, because the p-core of a self-conjugate partition is also self-conjugate. Hence Condition (2) of Theorem 1.1 is automatically satisfied by B 0 j W eB 0 j .
We can proceed as above for every orbit of size two, and we therefore obtain a p-basic set of
which satisfies the conditions of Theorem 1.1. Hence to prove Theorem 1.1, it is su‰cient to prove that every e-stable p-block of S n has a p-basic set satisfying the conditions of Theorem 1.1.
Let b be an e-stable p-block of S n of weight w f 0. As above, if w ¼ 0, then b is a pbasic set for itself, and satisfies Condition (2) of Theorem 1.1 by Remark 3.5. We therefore suppose that w 3 0. As in the previous case, write I h : À IrrðG p; w Þ; C j Á ! ðb; p-regÞ for the (inverse of the) generalized perfect isometry given by Theorem 3.6. Let B j be the C j -basic set of G p; w obtained in 
5.2.
A p-basic set for A n . We first recall the parametrizations of the classes and irreducible characters of A n . Because of Cli¤ord's theory [2] , Theorem III.2.12, we know that the set of irreducible characters of A n consists of the irreducible constituents occurring in the restrictions to A n of irreducible characters of S n . More precisely, let w l be an irreducible character of S n . If l 3 l Ã then Res
We will denote by r l this character of IrrðA n Þ. If l is self-conjugate, then Res S n A n ðw l Þ splits into two distinct constituents, denoted by r l; þ and r l; À . It follows immediately from Cli¤ord's theory [2] , Theorem III.2.14, that
Recall that the conjugacy classes of S n are parametrized by the partitions of n (the parts of a partition l of n give the cycle structure of the corresponding conjugacy class of S n ). If l is a self-conjugate partition of n, then the class of S n labelled by the partition l is contained in A n , and splits into two classes, l þ and l À , of A n . Moreover if c denotes a class of A n distinct from l þ and l À , then for x A c, we have (cf. [11] , Theorem 2.5.13)
with x l ¼ G1=2 and y l is some non-zero complex number.
Remark 5.1. Note that if x is a representative of a class of A n distinct from l þ and l À , then r l;G ðxÞ is a rational number, because r l;G ðxÞ ¼ w l ðxÞ=2 with w l ðxÞ A Z. However, r l;G ðxÞ is an algebraic integer. Hence it follows that r l;G ðxÞ A Z.
We can now prove: Theorem 5.2. Let n be a positive integer and p be an odd prime. Then A n has a p-basic set.
Proof. Let B j be the p-basic set of S n obtained in Theorem 1.1. We will prove that B j; A n , the restriction of B j to A n , is a p-basic set of A n . We denote by A the set of selfconjugate partitions l of n such that l is p-regular, and by S the set of sets fl; l Ã g with l 3 l Ã and w l A B j . For x A S we set x ¼ fl x ; l Ã x g. By Lemma 3.4, if l ¼ l Ã , then w l A B j if and only if l A A. We thus have
It therefore follows that
We will now prove that the family B p-reg j; A n is free. Let a l;G ðl A AÞ, a x ðx A SÞ be integers such that
For every class function j of A n , we have Ind
to S n Relation (3), we obtain
Using the fact that B p-reg j is free, we deduce that a x ¼ 0 for all x A S and a l; þ ¼ Àa l; À for all l A A. Therefore, Relation (3) gives
We now fix l 0 A A. The partition l 0 is p-regular, so that the class of S n corresponding to l 0 is p-regular. It follows that the classes l 0;G are also p-regular. For l A A distinct from l 0 we have r p-reg
We will now prove that the family B p-reg j; A n generates IrrðA n Þ p-reg over Z. Let m be a partition of n. Since B j is a p-basic set, we have
Þ; ð4Þ
for some integers a m; l ðl A AÞ, a m; x and b m; x ðx A SÞ.
For every class function j of S n , we have Res
We first suppose that m 3 m Ã . Hence restricting to A n Relation (4), we obtain
so that r 
Since the result is obvious if m A A, the result follows. r 6. Consequences for the decomposition matrices of A n Let G be a finite group and p a prime. We denote by IBrðGÞ the set of irreducible Brauer characters of G as in [2] , §IV.2. Then, for every w A IrrðGÞ and y A IBrðGÞ, there are non-negative integers d w; y (which are uniquely determined), such that
The matrix D ¼ ðd w; y Þ w A IrrðGÞ; y A IBrðGÞ is the so-called p-decomposition matrix of G, [2] , §I.17. In this section, we propose to deduce some results on the p-decomposition matrix of A n knowing that of S n . 
where P B is the matrix with coe‰cients p w; j ðw A IrrðGÞ; j A BÞ, such that
Note that, if G ¼ S n and B ¼ B j , then we know the coe‰cients p w; j in the matrix P B , at least theoretically. They come from their analogues a w; j in G p; w , described in the proof of Proposition 4.2.
Proposition 6.1. Let p be an odd prime. Let B be an e-stable p-basic set of S n , where e denotes the sign character of S n . We denote by D B the restriction of the p-decomposition matrix of S n to B as above. Then e acts on IBrðS n Þ, the rows of D B and the columns of D B , and these three operations are equivalent.
Proof. We denote by Fix e ðBÞ (respectively Fix e À IBrðS n Þ Á ) the set of e-stable characters in B (respectively in IBrðS n Þ). In order to prove the assumption, we have to prove
For ease of notation, we will, throughout the proof, writeĵ j for j p-reg ðj A IrrðS n ÞÞ.
We set D B ¼ ðd w; y Þ w A B; y A IBrðS n Þ and D B; e ¼ ðd ew;ê ey Þ ew A B;ê ey A IBrðS n Þ . We have
Hence, it follows thatŵ We denote by B j the e-stable p-basic set of S n obtained in Theorem 1.1 and by B A n ; j the restriction of B j to A n . As above, if l is a partition of n, we denote by a l its p-quotient. As above, we set
We denote by L j; 1 the set of l A L j such that l ¼ l Ã and by L j; 2 the set of sets fl;
For u A L j; 2 , we fix l u A w. In particular, we have u ¼ fl u ; l Ã u g. In Theorem 1.1 and in the proof of Theorem 5.2, we proved that
where Res
By Proposition 6.1, we can take F : B j ! IBrðS n Þ an e-equivariant bijection. For l; m A L j , we set y m ¼ Fðw m Þ and d l; m ¼ d w l ; y m . By Cli¤ord's modular theory [10] , Theorem 9.18 (which could be applied because the quotient S n =A n is cyclic of order prime to p) we know how the y m 's restrict from S n to A n . If m A L j; 1 , then Res 
We then obtain the following about the p-decomposition numbers of S n and A n :
Theorem 6.2. With the above notations, we have, for all l; m A L j; 1 and for all u; u 0 A L j; 2 :
Proof. (i) This is a direct consequence of our parametrizations and our choice of F.
(ii) Since
and Res
we immediately get
Now, if we write t for the automorphism of A n induced by conjugation by a transposition of S n , then t also acts on IrrðA n Þ and IBrðA n Þ, and we have We now show on a picture how to use Theorem 6.2 to obtain decomposition numbers of A n , knowing those of S n (or conversely). We denote by D B j the restriction to the basic set B j of the p-decomposition matrix of S n , and D B j; An the restriction to B j; A n of the decomposition matrix of A n . Using the notations of Theorem 6. Note that, by Theorem 6.2, we have a þ b ¼ a.
6.2. Consequences. In this section, we suppose that we know the decomposition matrix D of S n . We denote by D B j the restriction of D to the p-basic set B j as above. Let D n; p be the submatrix of D B j whose entries are all the entries of D B j which lie at the intersection of an e-stable row and an e-stable column of D B j . We can restrict this matrix to A n . We thus obtain a matrix D 0 n; p which has twice as many rows and columns as D n; p . Theorem 6.3. We keep the notation as above. We suppose that the p-decomposition matrix D of S n and the matrix D 0 n; p are known. Then we can construct the p-decomposition matrix of A n .
Proof. As above, we denote by D B j; An the restriction of the p-decomposition matrix of A n to the p-basic set B j; A n (obtained in Theorem 5.2). As explained at the beginning of Section 6, to compute the p-decomposition matrix of A n , it is su‰cient to compute the matrix D B j; An (again, provided we know the matrix P B j; An ). Furthermore, using Theorem 6. We can now re-order the rows of D 0 n; p as follows: for every 1 e i e r, if D i; i is not the identity matrix, then we permute the rows 2i À 1 and 2i of D 0 n; p . The resulting matrix has wedge shape, as required. r Remark 6.7. Note that, if D n; p has wedge shape, then, using our p-basic set B j; A n obtained in Theorem 5.2, we have a way to parametrize the simple modules of A n in characteristic p which are not restrictions of simple modules of S n .
Remark 6.8. We now discuss some problems and questions. We suppose that the matrix D n; p is known and has size r. Let d i; j be the ði; jÞ-coe‰cient of D n; p . As in the proof of Lemma 6.6, we can associate to this coe‰cient the 2 by 2 matrix D i; j . Following Theorem 6.3, to construct the p-decomposition matrix of A n , it is su‰cient to compute all the matrices D i; j ð1 e i; j e rÞ. Furthermore, by Theorem 6.2, we have
with a þ b ¼ d i; j . Hence, the computation of the p-decomposition matrix of A n is reduced to the following problems:
For 1 e i; j e r, we have to determine the integers a and b appearing in the matrix D i; j .
If the coe‰cients a and b appearing in all the matrices D i; j ð1 e i; j e rÞ are known, then a p-decomposition matrix of A n is known, up to some choices. We have to develop a rule to fix theses choices.
