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Generalisation of Huffman delta auto-correlated
sequences via Fibonacci series and polynomials
Imants D. Svalbe*, David M. Paganin, Timothy C. Petersen
Abstract—The Fibonacci series, and its Fibonacci polynomial
generalisation, forms the backbone of the lesser-known Huffman
sequences. Huffman sequences, in turn, are highly valued for
the perfect-as-possible discrete delta function that emerges from
their aperiodic auto-correlation. As such, Huffman sequences
approximate a factorisation of the delta function. This paper
formalises and generalises the relationship between Fibonacci
polynomial series and Huffman sequences of finite length. We
prove that all off-peak auto-correlation values are exactly zero,
except for the unavoidable end-points, for all finite arguments of
the constituent Fibonacci polynomials. We also derive the discrete
Fourier transforms of these generalised Huffman sequences,
together with their remarkably uniform power-spectra.
I. INTRODUCTION
A discrete (Kronecker) delta function δj , comprising a
single non-zero entry for element j amongst an array of zeros,
has practical significance in defining the limit of element
localisation, acting as does a Dirac delta δ on the continuum.
Functions f and g where f ·g = δ under some binary operation
(·) are widely useful, as then f and g are functionally inverse.
For the correlation operator (where · → ⊗) in the periodic
domain, it is possible to find functions f that are self-inverse,
such that f represents a factorisation of the delta function.
Examples of such functions are M -, Legendre and Singer
sequences, and non-redundant arrays [1], [2]. A sequence
f = f1, f2, · · · , fN of N discrete elements that has perfect
delta auto-correlation in the periodic domain [3], where the
right extended element fN+1 = f1 and the left extended
element f0 = fN , will exhibit poor auto-correlation under
zero-padded aperiodic conditions, where f0 = fN+1 = 0.
In the discrete aperiodic domain, the ‘end’ auto-correlation
product between the first element, f1 and last element fN ,
of any finite sequence will always be non-zero, even though
the products at all other shifts sum to zero. Hence any delta
formed under aperiodic conditions always exhibits end entries
in the sea of zeros around the central spike that denotes the
limit of localisation. Huffman [4] recognised and formalised
the critical difference between periodic and aperiodic deltas.
Hunt and Ackroyd [5] provided several instances of example
integer Huffman sequences where the deltas formed under
aperiodic auto-correlation have end entries with minimal value
(for example, f1fN = −1 for f of length N ).
Our recent work [6] showed that the Fibonacci series forms
the backbone of any real integer Huffman sequence. That
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paper extended the few known Huffman one-dimensional (1D)
integer sequences to construct new sequences of length N ,
where N = 4n + 3 for any integer n > 0, as well as
scaled versions at each N , in addition to families of delta-
correlated sequences projected from higher dimensional (nD)
Huffman arrays. That work constructed real sequences with
aperiodic auto-correlation exactly matching the aperiodic delta
of Huffman [4] (the criterion of which is defined here in
Sec. II).
Huffman [4], Ackroyd [7], [8], Schroeder [9] and Golay
[10], [11] constructed similar 1D sequences of length N
using a different technique. They selected N points in the 2D
Fourier plane, distributed around the perimeter of two circles,
with radiiX and 1/X , withX close to 1. In these construction
algorithms, the value chosen forX , the division of N points as
either inner or outer radii points, and the angular placement of
these ‘root’ points around the perimeter, are sequence design
variables. Given appropriate choices for these variables (often
found by iteration after applying some symmetry constraints),
the resulting sequences can closely reproduce the Huffman
delta auto-correlation. A similar approach is mirrored in more
recent work [12]. This method is advantageous as, by construc-
tion and with the value X ≈ 1, it produces sequence examples
where all element amplitudes are significantly more uniform
than for the Fibonacci based Huffman sequences. However,
truly uniform Huffman sequences do not exist [13]. Most of
the sequences generated as above are comprised of complex,
non-integer elements (cf. related complex generalisations of
Barker sequences [14], [15], [16], [17]).
The Fibonacci-based Huffman sequences are, by design,
inherently real and integer valued. We prove here that the
exact Fourier amplitudes are neither X or 1/X , but cosine-
modulate between two asymptotically close limits. These
Huffman sequences can also be made complex by applying
linear phase shifts to their Fourier spectra. As multiple phase
shifts are possible, the possibility arises to build families of
Huffman sequences with identical auto-correlation and low
cross-correlation. Such arrays meet the limiting bounds for off-
peak correlation values established by Welch [18] and Sarwate
[19], [20]. We shall not explore such complex Huffman arrays
here or interesting applications. Rather, we limit the scope
to explicit derivations of our Fibonacci construction for exact
Huffman delta-correlation, as explained next.
In this paper, we further generalise this construction based
on Fibonacci polynomials. We give a formal proof that the
aperiodic auto-correlation of Huffman sequences is a discrete
delta function: a peak at zero shift and exactly zero for
all other shifts except the unavoidable end terms. Derivation
2of the spectral properties of the aperiodic auto-correlation
of Huffman sequences and for the Huffman sequence itself
follow. The results presented here are for 1D sequences. In
[6], aforementioned extensions of 1D to 2D (see also [21])
and nD Huffman arrays were presented, as were constructions
for ‘quasi-Huffman’ arrays, where the correlations closely
approximate the exact 1D aperiodic form. The 1D proofs and
results shown here can be readily extended for nD Huffman
arrays.
II. DELTA AUTO-CORRELATION
The jth element Aj of an auto-correlation A for any
sequence is S defined by
Aj = S ⊗ S =
∑
i
SiSi+j , (1)
for shifts |j| < N where the sum runs from elements i = 1
to the length of S, i = N , and we assume a convention that
both S1 and SN are finite. Shifts that take i + j beyond N
contribute zero, which is equivalent to zero-padding the left of
S1 and right of SN . The standard ‘aperiodic’ auto-correlation
definition in Eq. 1 differs from the periodic version, whereby
shifts i + j beyond the length of S correspond to cyclically
permuted elements of S. The real-valued sequences we shall
describe remain delta-correlated according to either definition.
III. CANONICAL HUFFMAN ARRAYS
For the largest misalignment of Si with Si+j , the sum in
Eq. 1 constitutes a single element, hence Aj must be non-
zero for such shifts (there are a pair: one for the leftmost
shift and another for the rightmost). Hence the closest possible
representation of the delta function δ by A must be of the form
[a, 0, · · · , 0, A0, 0, · · · , 0, a] for the 2N − 1 auto-correlation
elements. For integer valued sequences, we accordingly min-
imise the end elements such that |a| = 1. Here, delta-correlated
sequences with corresponding A that adhere to this ideal form
are referred to here as ‘canonical Huffman arrays’ [4].
IV. HUFFMAN ARRAYS BUILT FROM FIBONACCI
SEQUENCES ARE CANONICAL
The canonical delta-correlation condition is that all off
peak elements in the auto-correlation A must be zero, ex-
cept for the end points. For strictly odd-length arrays, Go-
lay [10] has shown that all odd elements in A are auto-
matically zero, provided one generates A from a seed se-
quence with ‘skew-symmetric’ alternation of elements S =
[a, b, c, · · · ,−c, b,−a]. Upon computing the auto-correlation
of this seed sequence with integer elements and imposing the
canonical condition, a set of quadratic Diophantine equations
arises. Minimising the two end terms of the aperiodic auto-
correlation A, such that −a2 = −1, fixes a to be 1, upon
which integer solutions arise when b is strictly even. The
smallest choice b = 2 yields an odd-length sequence HN
comprised of the negative and positive Fibonacci sequences,
with an additional middle element x,
HN = b[b−1, f1, f2, · · · , fM , x/b, f−M , · · · , f−2, f−1,−b
−1] (2)
= [1, 2f1, 2f2, · · · , 2fM , x, 2f−M , · · · , 2f−2, 2f−1,−1]
where M = (N − 3)/2, x = −fM−2 and f1, f2, f3, · · · are
elements of the Fibonacci sequence. Integer solutions are only
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Fig. 1. Shifted products of Huffman arrays. a) The canonical Huffman
array H15 was halved (green squares) then shifted by one element to the
right (red circles) and the product of the two sequences was then divided by
8 (blue diamonds). Perfect anti-symmetry about the centre is evident, implying
a zero-sum for the auto-correlation at this shift. b) The same as for a), except
that the halved H15 Huffman sequence was instead shifted by 2 elements to
the right. Unlike the graphs in a), it is difficult to see whether the sum of the
product sequence cancels to zero or not.
valid for even M , so we shall also impose this condition
hereafter. This restricts the length N of the Huffman arrays
to be of the form N = 4n + 3 for integer n ≥ 1. Fig. 1a
demonstrates pictorially the cancellations that occur for odd
shifts, which is clear from the product of H15/2 (halved) with
the same array shifted by 1 element (green squares and red
circles, with the product shown as blue diamonds having been
further scaled down by a multiplicative factor of 8). However
the supposed cancellation for even shifts (2 elements here) is
not clear at all in Fig. 1b, despite the fact that the summed
product of the displaced graphs totals to zero.
The purpose of this paper is to generalise a proof that Eq. 2
is canonically delta-correlated,
HN ⊗HN = [−1, 0, · · · , 0, A0, 0, · · · , 0,−1] (3)
where A0 =
∑N
i=1(H
N
i )
2. The generalisation considered here
is to prove Eq. 3 for the cases where elements f1, f2, · · · , fj
in Eq. 2 are replaced with Fibonacci polynomials Fj(s), with
the choice b = 2s, and s ∈ R. We refer to s throughout as
a ‘scaling parameter’. For s different from unity, the middle
element generalises to x = sFM+1 − 2FM . The Fibonacci
polynomials are defined by the recursion [22],
Fr+2(s) = sFr+1(s) + Fr(s), (4)
with F0(s) = 0 and F1(s) = 1. For economy of notation,
unless otherwise stated, we shall suppress the polynomial ar-
gument s hereafter, such that Fj(s) ≡ Fj and H
N(s) ≡ HN .
Although the canonical Huffman arrays are designed to contain
integer elements (for integer s), the delta-correlation property
holds over continuous s. For example, H11(p/q) has entirely
rational entries
H11(m) = [1, 2m, 2m2, 2m(1 +m2), 2m2(2 +m2), (5)
−3m+m3 +m5,−2m2(2 +m2), 2m(1 +m2),
−2m2, 2m,−1]
for m = p/q, where p and q are both non-zero integers. As
another example,H11(φ) is irrational for all but the end points,
with the interesting form
H11(φ) = [1, 2φ, 2φ+ 2, 6φ+ 2, 10φ+ 8, 2(2φ+ 2), (6)
−10φ− 8, 6φ+ 2,−2φ− 2, 2φ,−1],
3where φ is the golden ratio. Continuously scaled examples of
Huffman arrays with N = 15 are shown in Fig. 2, over the
range s ∈ [−2, 2].
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Fig. 2. Delta-correlated Huffman arrays of Fibonacci polynomials
– 15-element examples. Discrete array elements of H15(s)/(2s) corre-
spond to vertical columns in the figure, where the odd element numbers
have been labelled. The division by 2s highlights the detailed structure
of the arrays and renders all elements (except the end points and middle
point) as Fibonacci polynomial values. All arrays are canonically delta-
correlated and the horizontal row axis ranges from s = −2 to s = 2,
in steps of 0.1, smoothly interpolating between the Fibonacci (s = 1)
and Pell (s = 2) sequences. Specifically, the s = 1 case has the form
[1/2, 1, 1, 2, 3, 5, 8,−3/2,−8, 5,−3, 2,−1, 1,−1/2]. The s = 2 case cor-
responds to [1/4, 1, 2, 5, 12, 29, 70, 99/2,−70, 29,−12, 5,−2, 1,−1/4].
Although all canonical HN (s) arrays are well defined at s = 0, the
normalised HN (s)/(2s) is not. Hence, the middle column for s = 0 has
been omitted.
Consider a specific auto-correlation element Ad which can
be deduced by shifting the bottom row of Fig. 3 relative to
the top by d positions (d = 4 in this case), then multiply-
ing aligned elements above and below before summing. On
account of the skew-symmetric form of HN , we need only
examine the case where d is even,
Ad =
∑
i
HNd H
N
i+d. (7)
First we consider correlation shifts d of magnitude less thanM
(the largest Fibonacci index). Next, the specific shift d = M is
treated separately. The cases of larger shifts d > M are dealt
with in a subsequent section.
A. Auto-correlation elements Ad of H
N (s) for d < (N−3)/2
As Ad = A−d, we need only consider even and positive
values of d. It is instructive to separate the product pairs that
arise from Fibonacci terms with positive indices from those of
the negative-index contributions, the two terms involving x, as
well as the terms arising from the unit-magnitude end points.
Due to the imposed skew symmetry, the sum over positive-
index pairs of terms is identical to a portion of the alternating
sum, as portrayed by the lighter shaded elements in Fig. 3.
Similarly, the alternating sum involving pairs of unmatched
signs (comprising only one addend in the particular Fig. 3
example) is doubled by identical elements either side of the
1 X 1
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Fig. 3. Auto-correlation of a skew-symmetric sequence for even shifts.
The + and − symbols indicate signs in the sequence S from Eq. 1. The X
symbols represent the middle x element of both identical sequences.
centre of overlap. These paired elements are shaded darker in
Fig. 3, with the paired elements at the central overlap shaded
darkest. Lastly, the skew-symmetry ensures that the products
involving± 1 are identical to each other, as are those involving
the x elements.
With these observations, element Ad can then be sum-
marised in terms of the Fibonacci polynomials as,
Ad = 8s
2[Fd/(2s) + (sFM+1 − 2FM )FM−d+1/(2s) (8)
+ (−1)r−1F 2M−r+1/2 +
M−d∑
i=1
FiFi+d
−
r−1∑
i=0
(−1)iFM+i+2−dFM−i],
where r = d/2 and the third term corresponds to the darkest
pair of elements in Fig. 3. Note that the first sum in Eq. 8 is
undefined for d ≥ M . We will consider such larger shifts in
the next two subsections. The pattern in Eq. 8 for d = 0 is
consistent with A0 =
∑N
i=1(H
N )2.
The first sum in Eq. 8 comprises products of Fibonacci
terms FiFi+d, which can be converted to a sum over squares
using a recent generalisation of Catalan’s identity that remains
unchanged for Fibonacci polynomials [22],
Fn−rFn+r = F
2
n − (−1)
n−rF 2r . (9)
Shifting the dummy summation index by r = d/2 converts
FiFi+d into Fi−rFi+r such that
M−d∑
i=1
FiFi+d =
M−r∑
i=1+r
Fi−rFi+r (10)
=
M−r∑
i=1+r
F 2i − (−1)
i−rF 2r
=
M−r∑
i=1
F 2i −
r∑
i=1
F 2i ,
where an even-number of identical alternating terms were
canceled to arrive at the final equality and the summation index
was shifted again. The sums can be further simplified using
the generalized Fibonacci sum of squares identity [23],
N∑
i=1
Fi(s)
2 = FN (s)FN+1(s)/s. (11)
Hence, Eq. 10 becomes (suppressing the s dependence again
such that Fj ≡ Fj(s)),
M−d∑
i=1
FiFi+d = FM−rFM−r+1/s− FrFr+1/s, (12)
where the sum of squares identity was used twice.
4The second summation in Eq. 8 can be treated similarly,
r−1∑
i=0
(−1)iFM+i+2−dFM−i (13)
=
0∑
i=1−r
(−1)i−1+rFM+1−r+iFM+1−r−i
=
0∑
i=1−r
(−1)i−1+r[F 2M+1−r − (−1)
M+1−r−iF 2i ].
The final sum in Eq. 13 can be written as
0∑
i=1−r
(−1)i−1+r[F 2M+1−r − (−1)
M+1−r−iF 2i ] (14)
= (1 + (−1)r−1)/2F 2M+1−r −
r−1∑
i=1
F 2i ,
where the factor of two accounts for the cancellation of all
but one term, which occurs when r is odd for the sum over
FM+1−r , and, by interchanging the upper and lower limits,
we have used the fact that the negative-index Fibonacci terms
have the same magnitude as those of the positive-index terms
with F0(s) = 0. Using Eq. 11, Eq. 13 becomes
r−1∑
i=0
(−1)iFM+i+2−dFM−i (15)
= (1 + (−1)r−1)/2F 2M+1−r − Fr−1Fr/s.
Pooling the equations above expresses the auto-correlation in
closed-form,
Ad = 8s
2[Fd/(2s) + (sFM+1 − 2FM )FM−d+1/(2s) (16)
+ (−1)r−1F 2M−r+1/2 + FM−rFM−r+1/s− FrFr+1/s
− (1 + (−1)r−1)F 2M+1−r/2 + Fr−1Fr/s]
= 8s2[Fd/(2s) + (sFM+1 − 2FM )FM−d+1/(2s)
+ FM−rFM−r+1/s− FrFr+1/s
− F 2M+1−r/2 + Fr−1Fr/s]
= 8s2[F2r/(2s) + (sFM+1 − 2FM )FM−2r+1/(2s)
− F 2M−r+1/2 + FM−rFM−r+1/s− F
2
r ],
where the last equality was arrived at by using the Fi-
bonacci polynomial recursion Fr+1 = sFr + Fr−1, such that
Fr(Fr+1 − Fr−1)/s = F
2
r . Also, d is now notated as 2r
hereafter.
None of the terms in Eq. 16 cancel in pairs, for arbitrary
indices, hence further transformations are required at this
point. The ‘Johnson rule’ for product pairs [24], from which
many other second-order Fibonacci number relations can be
derived [25], is of great utility here:
fafb − fcfd = (−1)
t(fa−tfb−t − fc−tfd−t), (17)
where a, b, c, d, t are any integers and the constraint a + b =
c + d must be satisfied. This rule remains unchanged for
Fibonacci polynomials [24] (whereby all f are replaced by
F in Eq. 17). There are two pairs of consecutive terms in
Eq. 16 with indices involving both M and r that match this
form and meet this requirement. Before employing the Johnson
rule, note that the t parameter can be used to match any of
the indices and thereby set one of the constituent pairs to zero
(since f0 = 0). With this in mind, choosing t = M − 2r + 1
removes two terms, so that Eq. 16 becomes
A2r = 8s
2[F2r/(2s) + F
2
r /2− Fr−1Fr/s− F
2
r ] (18)
= 8s2[F2r/(2s)− Fr−1Fr/s− F
2
r /2],
where t is odd since M is even. To complete the proof that
Ad = 0 for 0 < d < M , we will use the identity (which can
be verified by substituting the Binet forms on both sides [22]),
Fm+n+1 = Fm+1Fn+1 + FmFn. (19)
Setting m = r and n = r − 1 in Eq. 19, we now have,
A2r = 8s
2[(Fr+1Fr + FrFr−1)/(2s)− Fr−1Fr/s− F
2
r /2] (20)
= 8s2[Fr+1Fr/(2s)− Fr−1Fr/(2s) − F
2
r /2].
The Fibonacci polynomial identity Fr−1 = sFr + Fr−1
dictates that (Fr+1 − Fr−1)/s = Fr. Using this gives,
A2r = 8s
2[FrFr/2− F
2
r /2] = 0. (21)
Hence, for cases where d < M , we have proven that Fibonacci
polynomial based Huffman sequences are canonical for all
even M and any scaling parameter s.
B. Auto-correlation element Ad of H
N (s) for d = (N − 3)/2
As Fig. 3 implies, the sum over strictly positive-index
Fibonacci pairs does not occur at shift d = M , so the first
summation in Eq. 8 must be omitted in this specific case.
Upon substituting d = M , the absence of this term renders
Eq. 16 as the simpler form,
AM = 8s
2[(sFM+1 − FM )/(2s) + FM/2−1FM/2/s− F
2
M/2+1/2].
(22)
To show this is zero, it is convenient to match the indices in
whichM is halved, with those whereM is not halved. Writing
t = M/2, this can be facilitated using both Catalan’s identity
Eq. 9 to give F2t+1 = F
2
t + F
2
t+1 as well as Eq. 19 in the
form F2t = Ft(Ft−1+Ft+1). Using these expressions, Eq. 23
becomes
A2t = 8s
2[(F 2t + F
2
t+1)/2− Ft(Ft−1 + Ft+1)/(2s) (23)
+ Ft−1Ft/s− F
2
t+1/2]
= 8s2[F 2t /2− Ft(Ft+1 + Ft−1)/(2s)]
= 0,
where the last line is from the Fibonacci polynomial recursion
on the elements in round brackets.
C. Auto-correlation elements Ad of H
N (s) for d > (N−3)/2
Consider now the remaining case for larger shifts d > M ,
which do not involve the middle x elements. Upon inspection
of Fig. 4, we can infer that the auto-correlation Ad comprises
two identical sums over pairs of positive- and negative-index
Fibonacci polynomials, either side of the centre of overlap, as
well as two identical terms involving ± 1. The darkest shaded
pair of (identical) elements in Fig. 4 gives rise to a solitary
51
1 X
X 1
Fig. 4. Auto-correlation Ad of a skew-symmetric sequence for even shifts
with d > M . The + and − symbols indicate signs in the sequence S
from Eq. 1. The X symbols represent the middle x element of both identical
sequences. Some unpaired elements have been cropped out of the field of
view, on the left and right of the schematic.
squared term in Ad. The sum of all these terms is given in
Eq. 24 (with d = 2r),
A2r = 8s
2[−F2(M−r+1)/(2s) + (−1)
rF 2M−r+1/2 (24)
−
M−r∑
i=1
(−1)iFiF2(M−r+1)−i].
We can simplify the summation in Eq. 24 using similar
procedures to those employed earlier. To this end, Catalan’s
identity Eq. 9 can be used if the index in the summation is
first shifted,
M−r∑
i=1
(−1)iiF2(M−r+1)−i =
−1∑
i=−(M−r)
(−1)iF(M−r+1)+iF(M−r+1)−i,
(25)
in which the addends can be written,
F(M−r+1)+iF(M−r+1)−i = F
2
M−r+1 − (−1)
(M−r+1)−iF 2i . (26)
Inserting Eq. 26 into Eq. 25 and also shifting the index back
by M − r + 1 yields,
M−r∑
i=1
(−1)iFiF2(M−r+1)−i (27)
=
M−r∑
i=1
(−1)i(F 2M−r+1 − (−1)
−iF 2i−(M−r+1))
= −(1− (−1)r)/2F 2M−r+1 −
M−r∑
i=1
F 2i−(M−r+1)
= −(1− (−1)r)/2F 2M−r+1 −
−1∑
i=−(M−r)
F 2i ,
where (−1)2(M−r+1) = 1 and (−1)M−r = (−1)r were used
(for the latter, M is even) and all alternating signed terms of
constant magnitude cancel when r is even, leaving one final
term (inducing the division by 2).
Since the magnitude of negative indices matches that of
positive indices, the limits of the sum in Eq. 27 can be inter-
changed to reduce this to a single term using the generalized
sum over squares identity Eq. 11,
M−r∑
i=1
(−1)iFiF2(M−r+1)−i (28)
= −(1− (−1)r)/2F 2M−r+1 − FM−rFM−r+1/s.
Inserting Eq. 28 into Eq. 24 yields the auto-correlation A2r
at even shift d as a closed-form expression comprising three
terms,
A2r = 8s
2[−F2(M−r+1)/(2s) + (−1)
rF 2M−r+1/2 (29)
+ (1− (−1)r)/2F 2M−r+1 + FM−rFM−r+1/s
= −8s2[F2(M−r+1)/(2s)− FM−rFM−r+1/s − F
2
M−r+1/2],
where we have factored out −1 to reveal similarity with
Eq. 16. By comparison, the terms between square brackets
are identical if the Fibonacci index r in Eq. 16 is substituted
with the index M − r + 1. As such Eq. 29 is automatically
zero (i.e. Ad = 0, for d > M ). This completes the proof
that Huffman arrays, constituted by skew-symmetric Fibonacci
polynomial sequences, are canonical for all auto-correlation
shifts.
V. THE DELTA AUTO-CORRELATION OF FIBONACCI BASED
CANONICAL HUFFMAN ARRAYS
In Sec. IV it was proven that Huffman arrays comprising
ordered sequences of Fibonacci polynomials F1(s), F2(s), · · ·
with the following form are canonically delta-correlated:
HN (s) = 2s[(2s)−1, F1(s), F2(s), · · · , (30)
FM (s), FM+1(s)/2− FM (s)/s, F−M ,
· · · , F−2(s), F−1(s),−(2s)
−1],
where M must be even. The aperiodic auto-correlation Ad(s)
of Eq. 30 is zero for all off-peak shifts |d| < N − 1, and
non-zero at the end points AN−1(s) = A−(N−1)(s) = −1.
While it is clear that A0(s) must be non-zero, it remains to
find a closed-form expression for this auto-correlation element
at zero-shift.
To this end, the central element of any auto-correlation is
the sum of squared elements (by definition), so the Huffman
auto-correlation peak A0(s) can be written as,
A0(s) = 2+(2s)
2[(FM+1(s)/2−FM (s)/s)
2+2
M∑
i=1
Fi(s)
2], (31)
with M = (N−3)/2. Equation Eq. 31 can be simplified using
Eq. 11, such that
A0(s) = 2 + (2s)
2[(FM+1(s)/2− FM (s)/s)
2 (32)
+ 2FM (s)FM+1(s)/s]
= 2 + (2s)2[(FM+1(s)/2)
2 + (FM (s)/s)
2
+ FM (s)FM+1(s)/s]
= 2 + s2F 2M+1 + 2
2FMFM+2,
where the Fibonacci polynomial recursion was used to arrive
at the final equality. We can now succinctly express the
delta auto-correlation array A(s) for canonical Huffman arrays
HN (s):
A(s) = HN ⊗HN = [−1, 0, · · · , 0, A0, 0, · · · , 0,−1], (33)
where A0 = 2 + s
2F 2M+1 + 2
2FMFM+2.
For periodic correlation, it is possible to devise ‘perfect
arrays’ with delta-auto-correlation (i.e. all off-peak elements
zero) [3]. For similar sequences that approximate perfect
arrays, it is useful to compute quality metrics that compare
to the delta-function [26]. Useful quality metrics include the
relative sum of square auto-correlation elements as a ‘merit
factor’M, together with the peak to maximum off-peak ratio
R and the degree of spectral-flatness S. These metrics are
respectively defined as
M =
A20∑
i6=0A
2
i
, (34)
6R = A0/max(|Ai|i6=0), (35)
S = ∆F/〈F 〉, (36)
where ∆F is the maximum variation in the Fourier transform
magnitudes, over all frequencies in the Fourier spectrum, and
〈F 〉 is the mean Fourier magnitude.
Given the results detailed in this section, the first of these
two quality metrics can be expressed in closed-form for
canonical Huffman arrays:
M = (2 + s2F 2M+1 + 2
2FMFM+2)
2/2, (37)
R = 2 + s2F 2M+1 + 2
2FMFM+2. (38)
The numeric values for metricsM and R are large compared
to unity for canonical Huffman arrays, even for small N , s =
1. The spectral flatness metric S is covered in the next section.
VI. THE FLAT FOURIER SPECTRA OF DELTA-CORRELATED
ARRAYS
The Fourier transform F of a delta function is a constant,
so that the power-spectrum is broad-band and flat. The sparse
delta-like form of the canonical Huffman auto-correlation
means that the Fourier spectrum of a Huffman sequence H
has a similarly compact expression, which can be deduced
using the Fourier convolution theorem applied to the auto-
correlation,
F [H ⊗H ] = |F [H ]|2. (39)
This section specifies the exact form of the power-spectrum for
canonical Huffman arrays. The simple delta-like form of the
canonical delta auto-correlation of HN(s) foreshadows that
its power-spectrum should be almost constant.
Using a convention consistent with Eq. 39, the discrete
Fourier transform g for sequence f is here defined as,
gq = F [f ]q =
N−1∑
n=0
fne
−2piinq/N , (40)
with inverse,
fn = F
−1[g]n = N
−1
N−1∑
q=0
gqe
2piiqn/N . (41)
A sequence of length N = 2M + 3 has a bandwidth of
frequencies ranging from zero up to the Nyquist frequency
M + 1. Upon taking the inverse Fourier transform of Eq. 39,
the periodic auto-correlation Ap(s) of HN(s) can be defined.
In that case, the −1 values at the ends of the length 2N − 1
aperiodic auto-correlation in Eq. 33 fold/wrap such that
Ap(s) = F−1[F|HN (s)|2] = [A0,−1, 0, · · · , 0,−1]. (42)
The N wrapped terms in Eq. 33 offer a potential short-cut
to our proof that all off-peak correlations, bar the end points,
are zero. However this approach hides the remarkable sum-
mation to zero of cross products for even partially overlapped
sequences.
Before determining the power-spectrum of Eq. 42 in closed-
form, we shall evaluate the Fourier transform of the Huffman
array at q = 0. As Eq. 40 implies, the Fourier amplitude
F [HN (s)]0 at the zero-frequency q = 0 corresponds to the
sum of the Huffman sequence, in which the ±1 end points and
all even elements cancel. By adding all of the odd elements
of H(s), for scale s = 1 (when Fj(s) = fj(s)) we have
x = −fM−2 and F [H
N (s)]0 = 4fM −fM−2, for s = 1. This
relation generalises for all s, in terms of Fibonacci polynomials
as,
F [HN(s)]0 =
N∑
i=1
HNi (s) (43)
= sFM+1(s)− 2FM (s) + 4s
M/2−1∑
i=1
F2i(s)
= sFM+1(s) + 2FM (s)
= FM+2(s) + FM (s),
where we have used the odd-index identity
∑N
n=1 F2n−1(s) =
F2N (s)/s. This identity is practically the same as that from
the Fibonacci series (s = 1), arising from the Fibonacci
polynomial recursion F2n−1(s) = [F2n(s) − F2(n−1)(s)]/s,
such that the sum over n is telescoping (consecutive terms
cancel, leaving F2N (s)/s− F0(s)/s, with F0(s) = 0).
We now return to evaluating the power-spectrum of canoni-
cal Huffman arrays, in the periodic domain, using Eq. 39. The
Fourier transform of the periodic auto-correlation is given by
substituting Ap(s) in Eq. 42 into Eq. 40,
F [Ap(s)]q =
N−1∑
n=0
Ap(s)ne
−2piinq/N (44)
= A0 − 2 cos(2piq/N)
where A0 = 2 + s
2F 2M+1 + 2
2FMFM+2 is the peak of the
auto-correlation Ap(s).
Before concluding this section, we draw attention to an
interesting observation that the q = 0 origin in Eq. 44,
A0 − 2, appears different from the square of the zeroth order
Fourier coefficient (in the last line of Eq. 43). To reconcile this
apparent contradiction, consider the square of Eq. 43 with the
following recursion substitutions,
|F [HN (s)]|20 = [FM+2(s) + FM (s)]
2
(45)
= [FM+2(s) + (FM+2(s)− sFM+1(s))]
2
= [2FM+2(s)− sFM+1(s)]
2
= [s2F 2M+1(s) + 2
2FM+2(s)(FM+2(s)− sFM+1(s))]
= s2F 2M+1(s) + 2
2FM+2(s)FM (s)
= A0 − 2.
Hence Eq. 44 and Eq. 43 are consistent with Eq. 33, as
expected. This check has revealed yet another interesting
property of canonical Huffman arrays, namely that for such
sequences the square of the sum equals the sum of the squares,
N∑
i=1
[HNi (s)]
2 = [
N∑
i=1
HNi (s)]
2. (46)
Equation 46 thereby shows that these delta-correlated arrays
correspond to an infinite family (indexed by N and s) of
Pythagorean n-tuples, whenever s is an integer. A related con-
nection between Pell sequences (intrinsic here, when s = 2)
and such Fermat-like multi-dimensional hypotenuse formulae
7has been noted in the literature [27]. These insights provide a
more compact form of the power-spectrum,
|F [HN (s)]|2 = [FM+2(s) + FM (s)]
2 − 2 cos(2piq/N). (47)
We can now provide a succinct bound on the spectral-flatness
S from Sec. V,
S ≤ 2/[FM+2(s) + FM (s)]
2. (48)
Equation 48 tends to zero in the large-s limit, which can
be seen from the fact that |FM (s)| ∼ s
M−1 for large s.
Equation 48 also tends to zero in the large-M limit if s ≥ 1,
because the numerical value of any Fibonacci polynomial
will become arbitrarily large if both of the following hold:
(i) M ≫ 1, (ii) s ≥ 1. This behaviour of the spectral
flatness S shows that the Fourier-spectra of Huffman arrays
are asymptotically constant, just like the delta function.
To reach these conclusions we have evaluated the Fourier
spectrum via indirect means, taking advantage of the Fourier
correlation theorem to avoid the unnecessary complexities of
exponential sums. Due to the Golay skew symmetry of the
Huffman arrays, it is however possible to evaluate the Fourier
transform explicitly to yield both the magnitude and phase.
The discrete Fourier transform of the canonical Huffman ar-
rays takes on a particularly simple form, ifHN (s) is cyclically
shifted such that the middle x term inHN (s) becomes the first
element. With this rearrangement, HN (s) almost coincides
with the ordered Fibonacci polynomial sequence,
HN (s) = 2s[FM+1(s)/2− FM (s), F−M , (49)
F−(M−1)(s), F−(M−2)(s), · · · , F−1(s),−(2s)
−1, (2s)−1,
F1(s), · · · , FM−2(s), FM−1(s), FM (s)],
with the exception of the first element and interior unit-
magnitude elements. Since spatial shifts of elements induce
linear phase ramps in the spectral domain, this Huffman form
remains delta-correlated for periodic auto-correlation.
Given the monotonically increasing indices, evaluating the
Fourier transform of Eq. 49 is almost the same task as that
of the ordered Fibonacci polynomial sequence. Substitution of
Eq. 49 into Eq. 40 gives a symmetrical form for the Fourier
transform (using M = (N − 3)/2),
F [HN (s)]q = sF(N−3)/2+1 − 2F(N−3)/2 (50)
+ 2s
(N−3)/2∑
n=1
F(N−1)/2−n(e
−2piinq/N + (−1)ne−2piinq/N )
+ e2pii[(N+3)/2−1]q/N − e−2pii[(N+3)/2−1]q/N ,
where the q = 0 element is x (in full-form) and we have
sifted out the ±1 Huffman elements from the Fourier sum.
Note the conjugated exponentials in Eq. 50 that alternately
evaluate to sines or cosines. Every element in of F [HN (s)]q
can be written completely in terms of sinusoids, given known
Chebyshev product-series for the Fibonacci polynomials [28],
[29] or indeed trigonometric versions of the Binet form [30].
Using a computed algebra system, coupled with several of
the aforementioned Fibonacci polynomial identities, we were
able to arrive at a closed-form expression for Eq. 50, which
we state without explicit proof,
F [HN (s)]q =
2i sin(2piq/N)− s
2i sin(2piq/N) + s
[F2(N−3)/4(s) (51)
+ F2(N−3)/4+2(s)− 2i(−1)
q sin(piq/m)].
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