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Abstract 
A new method for generating x-y separable steerable 
scalable approximations offilter kemels is proposed which 
is based on a generalization of the Singular Value De- 
composition (SVD) to 3 dimensions. This “pseudo-SVD ” 
impmves upon a p w w u s  scheme due to Pemna in that it 
reduces convolution time and storage requirements. An 
adaptation of the pseudo-SVD is proposed to generate 
steerable and scalable kemels which an? suitable for use 
with a Laplacian pyramid. The properties of this method 
are illustrated experimentally in generating steerable and 
scalable approximations to an early vision edge-detection 
bmel.  
keywords: steerable, scalable filters, multi-msohtion 
multi-orientation filtering, early vision, multi-way arrays, 
S W ,  pyramid 
1 Introduction 
Multi-orientation multi-resolution filtering of images 
followed by elementary local nonlinearities has recently 
become a popular computational paradigm for early vision. 
While earlier work was based on coarse discretizations of 
the filters along the space, scale and orientation dimen- 
sions (for a review see [ll]), it has recently been realized 
that filter outputs need not be discrete since they may be 
represented in a continuum by interpolating the outputs 
of appropriately chosen discrete sets of filters. This was 
first proposed independently by Lenz [8] and Freeman and 
Adelson [4] in the case of filter rotation, or “steering” a 
filter; by Perona [9] and by Simoncelli et al. [14] in the 
case of scale and rotation, and by Perona [lo] in the case 
of general cowact deformations in any finite dimension. 
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There are two major iml rovements that may be made on 
existing schemes for generating steerable, scalable filter de- 
compositions: (1) Compact term-by-term x-y separability 
(to reduce convolution times) and (2) Pyramid implemen- 
tation: both issues are addressed in this paper. We present 
a method for generating compact steerable, filter kernel ap- 
proximations, in which the basis kemels are x-y separable. 
This method is also extended to generating steerable and 
scalable approximations. 
Pyramid implementations [l] allow one to save com- 
putations by performing lowpass convolutions on coarsely 
subsampled versions of the image. We propose a method 
for generating compact x-y separable, steerable, scalable 
kernel decompositions designed for a Laplacian pyramid. 
All of these decompositions are designed from the point 
of view of minimizing the number of 1D convolutions that 
need to be performed. 
1.1 Background material 
A steerabldscalable kernel is one which can be gener- 
ated at a continuum of orientationdscales by taking linear 
combinations of, or interpolating between, a finite set of 
basis kernels. In other words, if Fe,,,(z, y) denotes our 
filter kernel F rotated by an angle 8, and scaled by a factor 
U, then F is steerable and scalable if we can express Fe,o 
as the finite sum 
R 
FB,~(z,Y) = C h r ( 8 , u ) a r ( Z , ~ )  (1) 
r=l 
where hr(O, U )  may or may not be separable in 8, U 
For most kernels, the number of terms in the sum above 
is infinite, and thus they are not exactly steerable. In all 
cases, the terms in the sums can be arranged so that trun- 
cating the sum after some finite number of terms provides 
us with the best R-term appmximation to our original ker- 
nel in terms of the functions a, (2,  y). We denote the R- 
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term steerabldscalable approximation to our kernel F as 
FiR](z, y, 8, a) and refer to R as the runk 
A complete steerable, scalable atering scheme includes 
three separate stages: decomposition. convolution, and re- 
construction. Fit, a kernel is made steerable and scalable 
by decomposition into a set of basis kernels. Second, an 
input image is convolved with this set of basis kernels, pro- 
ducing a set of basis images. Third, the basis images are 
combined with appropriate factors to produce the coI1yo- 
lution at any orientation or scale. The structure of such 
a scheme suggests the main criteria for judging the opti- 
mality of a decomposition: namely, processing time (for 
convolution and reconstruction). storage costs (for storing 
the basis images), and the distribution of error in the recon- 
structed kernel as a function of the deformation parameters, 
orientation and scale. In this paper, we use processing time 
as the main measure of optimality. 
In order to minimize convolution time, decompositions 
should be x-y separable 1151. In previous works, this x-y 
separability was either limited to a small class of kernels [3], 
or produced ufer the steerability or scalability was gener- 
ated [ll]. The latter method caused the decompositions to 
contain more terms than was necessary to approximate the 
filter. We would like to explicitly constrain the decompo- 
sition to be x-y separable from the very start. 
Perona [lo, 11, 121 was the first to propose the use of 
the singular value decomposition (SVD) to generate si- 
multaneously steerable, scalable, and x-y separable kernel 
approximations. Indeed, the SVD provides the optimal, 
non x-y separable, fixed-rank approximation of a kernel, 
for any combination of deformations. It does this by treat- 
ing the variables (2, y) as one variable, the deformation 
parameters as one parameter, thus producing a decomposi- 
tion which is separable in two variables. One would like to 
find an analog to the SVD which would produce a decom- 
position separable in three or more variables and would 
retain the optimality of the SVD. Such a decomposition 
would approximate OUT kernel, Fe(z, y) in the following 
way: 
R 
Fe(z, 9) 2 ~ [ ~ l ( z , ~ ,  8 )  = Cfi(z)gi(y)hi(O) (2) 
so that this R-term decomposition was the optimal R-term 
approximation to the original kernel array, in the sense of 
minimizing the cost function: 
i=l 
R 
c(fi,gi, hi) = llFe(2, I) - fi(z)gi(v)hi(W (3) 
for fixed R. Here, we have not explicitly written the 
“singular values” of such a decomposition, since they may 
be absorbed into the functions themselves. The properties 
of this sort of decomposition, which we refer to as the 3D 
i= 1 
pseudo-SVD, as well as an iterative least squares algorithm 
for producing it, are covered in section 2.1. 
To summarize: we introduce a method for generat- 
ing steerable, x-y separable kernel approximations: the 
pseudo-SVD, and we compare it to a previous scheme pro- 
posed by Perona. We also apply the 3D pseudo-SVD to 
generating scalable decompositions, as well as decomposi- 
tions suitable for use with a Laplacian pyramid. 
2 X-Y separable, steerable kernel approxi- 
mations 
For a discussion of the use of the SVD for generating 
steerable kernel approximations, see Perona [lo, 111. 
2.1 The 3D pseudo-SVD 
The SVD may be used to generate optimal fixed-rank 
approximations of a matrix, kernel, or linear operator. The 
crucial property of the SVD is that the first R terms of the 
SVD of the 2D functionkernel F(  z , y) (the set of R triples 
{Ar, fr(Z), gr(y)}) is the “optimal” R-termapproximation 
to F(+, y), in the sense of being the minimizer of the cost 
function 
R 
C(Ar,fr,gr) = l l F ( C , Y ) - ~ X r f r ( + ) g , ( Y ) I I  (4) 
r= l  
for a fixed R. The reader should be aware that in the fol- 
lowing sections the Ar are absorbed into the corresponding 
functions and not (explicitly) written in the sum. Of course, 
this implies that there are a continuum of equivalent “opti- 
mal” solutions which differ only in the norm of fr(z) and 
gr(y). 
In generating steerable filter approximations, we have 
the task of decomposing a 2D filter with 1 parameter: ori- 
entation. If we consider this parameter to be a variable, 
then our problem of simultaneously generating an x-y sep- 
arable, steerable approximation, can be stated as follows: 
find a decomposition of the form 
R 
~ [ ~ ’ ( z ,  Y, 4)= fr(z)gr (Y)hr (0) (5 )  
r=l 
such that the R-term sum is the optimal R-term approxima- 
tion to F ( z ,  y, 6’) in the same sense as the 2D SVD: in that 
it minimizes the corresponding cost function: 
R 
c(frr, gr, hr) = IIF(~, I e) - fr(z)gr(Y)hr(e) 11 (6) 
r=l 
Rather than approaching the problem as a series of two, 
2D SVD calculations, one would like to solve the problem 
in toto with a 3D decomposition method which possesses 
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all of the desirable properties of the two dimensional SVD. 
Much work has been done in this area [2, 6, 71, yet the 
current research indicates that there is no known method of 
decomposition in 3D which will retain all of the desirable 
properties of the 2D SVD. However, certain methods of 
decomposition have been proposed for 3D functions which 
attempt to retain one feature of the 2D SVD: that the R- 
term sum is the optimal R-term approximation of a 3D 
function, as defined by equation (6). In this section, we will 
illustrate a method - an iterative least squares algorithm - 
for producing a decomposition which we refer to as the 3D 
pseudo-SVD. 
There are a few crucial differences between 3D func- 
tiondarrays and 2D arrays (matrices). First, there are 
straightforward ways of computing the rank of a matrix, 
but there is no known algorithm for computing the rank of 
a 3D array. Second, the decomposition of most 3D arrays 
is not "nested" like the SVD of a matrix: i.e. the rank 
R approximation of a 3D array generally does not con- 
tain the rank R - 1 approxhation. This last observation 
suggests that any algorithm designed to decompose a 3D 
array should start by assuming a certain rank, and then ad- 
just simultaneously all the different terms to arrive at the 
decomposition. 
2.1.1 The iterative least squares algorithm 
Carroll & Chang [2] and Harshman [6] independently in- 
troduced a method for decomposing multi-way data arrays 
based on an iterative least squares approach to minimiz- 
ing the cost function shown above in equation (6). Carroll 
& Chang called their method CANDECOMP; Harshman, 
PAMFAC. 'Ibeir motivation was to find some underly- 
ing structure in a 3D array whose dimensions represented 
different variables used in gathering the data. In our situa- 
tion, there is no inherently meaningful structure which we 
hope to uncover through this type of analysis. Rather, we 
merely wish to find a decomposition which will minimize 
convolution time and have certain other desirable features. 
The algorithm is outlined below. It is an iterative algo- 
rithm, which essentially holds 2 of the 3 sets of functions 
fixed and optimizes the third. With 2 of the sets held 
constant, the optimization becomes a straightforward least 
squares problem. For ease of explanation, we write equa- 
tion (6) in discrete notation, with superscripts numbering 
the functions, and subscripts &notingvariables: 
C(Z,~I,~;)= I I f i j b -  EZ~~~LII (7)
Keep in mind the following facts: R, the rank of the ds 
composition, is the number of terms in the sum given in 
equation (7) above. The vectors f , g' , hr have lengths 
n, , ny , no. Before starting the algorithm, one must initial- 
i = f , g , h .  
r=l 
1. Define the 3D array F i j k  as the original 2D kernel at 
2. Define the 3D array Ajkr = gJh',. 
3. Create matrices Fil A1r by combining the indices 
4. If we consider f: to be a matrix fri then our cost 
pixel ( i ,  j )  and orientation k. 
(j,k)intooneindexI E (1, ... ,nyn@). 
function, equation (7) becomes: 
R 
C(fri) = IlFir - CArrf r i I l  
C ( f )  = llFT - Afll 
(8) 
r=l 
which, in matrix notation, becomes: 
(9) 
5. Set f = pinv(A)FT, where pinv(A) is the pseudo- 
inverse of A. Then the rows of f are the updated 
versions of our 1D z kernels. 
6. Cycle f + g -+ h + f and repeat the above steps. 
While there is no guarantee that this iterative least squares 
process will find the global minimum of the cost function, 
it willreduce the cost function on every iteration, since the 
least squares solution is the minimizer of the given cost 
function. 
2.13 Experimental results 
The algorithm was implemented in Mat lab, and followed 
the basic outline given in Section 2.1 .l. In generating high 
rank approximations, the algorithm was initialized with the 
previous rank solution plus a random triple. As with all 
minimization routines, the algorithm only guarantees a lo- 
cal minimum, and so to insure a good solution, completely 
random initial conditions were occasionally used. In prac- 
tice, the algorithm would almost always converge to within 
10% of the final accuracy. 
A quick calculation shows the computational complex- 
ity of the algorithm, which is mainly due to calculating a 
pseudo-inverse, which requires the calculation of a reduced 
SVD. According to [5], the number of flops necessary for 
the reduced SVD of an m x n matrix, with m 2 n is 
7mn2 + +a3. ~ h u s ,  for our filter array, an n, x n,, x ne 
array, the total number of flops for one iteration of a rank 
R approximation is: 
7Rz(ntn,+nrne+n,ne)+11R3 N 7RZ(ntn,+ntne+n,ne) 
For our particular array, with n, = ny = 17, no = 36 
(due to the symmetry of our filter under 180' rotations, we 
were able to cut the # of angle divisions by half, from 72 
to 36), and for an approximation of rank 16, we have N 
2.7 Mops. Starting from the previous rank solution, the 
algorithm converged in - 50 iterations. 
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Figure 1: The 3D pseudo-SVD reconstructed filter approx- 
imations F@ at 20%, IO%, 5%,0% error. These corre- 
spond to R = 7,10,13, and the original filter. The top row 
shows the filter at Oo; the bottom row, at 60’. 
I 
. a t C a p a r ( R u * )  
‘ f l f l  40“ 
Figure 2: Filter may reconstruction error (in 96) for 65 
vs. the rank of the approximation, R, for the first 30 com- 
ponents of the 3D pseudo-SVD 
Figure 3: The 96 error in the reconstructed filter approx- 
imation (a 5% approximation) as a function of the 
angle of reconstruction. 
I I manemrvs. e II 4.9 f .5 I 4.8 f 1.6 1 
Table 1: A comparison of the properties of two decomposi- 
tion methods. Computation times are referred to a steerable 
17x17 kernel, and a 512x512 image on a SUN-SPARC 10. 
2.2 Comparison of X-Y-separable, steerilble de- 
compositions 
In table 1, we summarize the properties of two decom- 
position methods: the original scheme due to Perona, and 
the 3D pseudo-SVD. The decompositions were performed 
on an orientation selective gaussian kernel: a real, 17 x 17 
pixel sampling of a kernel that has been used for brightness 
boundary detection and texture analysis: the second deriva- 
tive of a gaussian along the y axis, and a normal gaussian 
along the x axis. The standard deviation in the x direction 
was 3 times that of the y direction, which was 1.7 pixels. 
The set of all angles was discretized in 72 samples. The 
comparison here is made between kernel approximations 
The mean error vs. orientation listed in table 1 refers to 
the mean and distribution of the reconstruction error of the 
kernel at different orientations, fors% approximations. Al- 
though the 3D pseudo-SVD has a relatively large variation 
in error vs. orientation, the error is bound below 8%. 
of N 5% accuracy. 
3 The 4D pseudo-SVD for steerability and 
scalability 
In section 2.1.1, an iterative least squares algorithm was 
used to produce the pseudo-SVD of a filter kernel: es- 
sentially, a steerable sum of x-y separable kernels. The 
algorithm, as well as the pseudo-SVD, is by no means lim- 
ited to 3D problems ( 2 variables (2, y) and 1 parameter (8) 
3 dimensions ). The algorithm generalizes easily to an 
N dimensional array, which in most cases corresponds to 
2 variables (2, y) and N-2 parameters. Thus, the pseudo- 
SVD will provide not only “steerable” decompositions in 
which the basis filters are z , y separable, but also generally 
“deformable” decompositions. e.g. “scalable”. “stretch- 
able”, “shearable”, etc., provided that the N-2 deformations 
involved are continuous and can be parameterized. 
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Figure 4: A comparison of the filter reconstruction error 
vs. # of components for Perona's decomposition (solid 
line) and the 3D pseudo-SVD (dotted line) 
property- 
r Pemna (92) 1 Specifically, one could produce a 4D pseudo-SVD of a kernel which was steerable, scalable and x-y separable us- 
ing the natural 4D extension of the method outlined above. 
However, this would unnecessarily constrain the interpo- 
lation functions h(B, U) to be separable. We can expect to 
approximate our 2D kernel with fewer terms if we allow 
the interpolation functions to be non-separable functions. 
In practice, this means that our 4D filter array F i j k l  
becomes F j j k  where the index k now parametrizes both 
orientation and scale, with k E (1,2,. ., ngn,,). This 
reduces the problem to finding the 3D pseudo-SVD which 
was described in detail in section 2.1.1 except that here, 
the functions hi in equation (7) are now functions of both 
orientation and scale. 
For our experiments we used the edge detection kernel 
described in section 2.2. The range of scales was chosen 
to be two octaves, U E [.25,1], discretized logarithmically 
into 8 divisions. In figures 5, 6 and table 2 we show the 
results of our decomposition for the 3D pSVD, using non- 
separable interpolation functions. 
UoflD #ofstored 
xkemels images 
290 58 
3.1 Comparison of the 3D (2, y, (e, U)) pseudo- 
SVD to a previous scheme 
Perona [ 113 was the first to propose a complete steerable, 
scalable and x-y separable decomposition of a kernel using 
the SVD apparatus. The procedure that was followed in 
his paper was essentially: (1) generate a steerable kmel  
approximation, (2) generate a scalable approximation for 
every basis kernel from step (l), and (3) generate an x-y 
separable approximation for every basis kernel from steps 
(1) 8c (2). 
As previously noted, this type of "nested" SVD is not 
optimal. The fact that the x-y separability is produced as 
the last decomposition creates a much larger number of 1D 
kernels than does the pseudo-SVD. To provide a reference 
.~ 
Pemna (92) + ordered svs 
3D (2, I, (4 4) PSVD 
Figure 5: Reconstructed & Original kernels. Columns 
have constant reconstruction errors 20, 10,5,0 % (These 
correspond to Rank = 18, 28, 38, original kernel). Rows 
have a = E.751, t9 = [ O O ,  120'1. 
136 44 
39 39 
point for understanding the compact nature of the pseudo- 
SVD, table 2 compares the 3D (2, y, (e, a)) pseudo-SVD to 
this previous scheme by Perona, for a 5% filter approxima- 
tion. Also included for comparison is a modified version of 
the Perona scheme, with a reordering of the product singu- 
lar values. The pseudo-SVD decreases convolution costs 
by more than a factor of 7 over the original scheme, and 3 
over the same scheme with ordered singular values. 
4 Steerable, scalable filters for use with a 
Laplacian pyramid 
The use of a pyramid image representation scheme has 
become a standard for many areas of image processing. A 
particular choice of pyramid, the Laplacian pyramid, de- 
composes an image into essentially band-pass components, 
and stores it as a set of subsampled images. One can take 
advantage of the pyramid's structure to reduce convolu- 
tion time by designing a filtering scheme which performs 
convolutions at all levels of the pyramid. Thus, some of 
the convolutions will be done on subsampled images, with 
smaller size kernels, reducing computation time. In this 
section we outline such a filtering scheme, and show some 
preliminary results. We assume that the reader is already 
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Figure 6 The top figure shows the error in the reconstructed 
kemel vs. orientation for a 5% array approximation (F[39]) 
at three different scala: solid line (a = l), dashed line 
(a = S), dotted line (a = .25). The middle figure shows 
the error vs. the scale for three different orientations: solid 
line (0 = O"), dashed line (0 = 37.5'). dotted line (0 = 
60') .The bottom figure shows the array reconstruction 
error (in %) of FIR] vs. the # of components for the first 
45 components (R = 1 . . .45) of the 3D pseudo SVD x-y 
separable steerable scalable decomposition of the kemel in 
Fig. 1. 
familiar with the pyramid structure: a basic reference is [ 13. 
The following analysis of the Laplacian pyramid generation 
follows [13]. 
Let W(w,)W(wy) be the DFT of the 2D x-y separable 
kernel used to generate our Laplacian pyramid. We will 
assume that W(w) is a sufficiently good approximation 
to the ideal half-bandwidth, low-pass filter that aliasing 
terms in the following analysis can be ignored. Denote 
the procedure of filtering with W then downsampling as 
downsculing, and upsampling then filtering with W as up- 
scaling. Our filtering p m s  consists of the following 
steps: (1) Generate the Laplacian pyramid image levels Li, 
i E (0 , l .  . . N - 1) through the usual process of downscal- 
ing, upscaling, and taking differences; (2) Convolve each 
Li withasetofkernelsfir:(z),gia(y), k E (1,2 ... &) 
where €2, is the number of kernels at pyramid level i. If 
our full-size kemel has a size 2" + 1, then f ik  has a length 
2"-' + 1. (3) Upscale the convolved levels until they are 
full size, and combine with coefficients hik(0, U) to obtain 
the desired orientation and scale of the convolution. For an 
input image I(wD, wy), we obtain an output which has the 
form KIRi](wD, wY ,0, a)I(w, , w v )  where: 
K [ y w , ,  wy, 8,  .) = 
c:;' [Pi(ws)Pi(wy) - ~ i + l ( w z ) ~ i + l ( w , ) ]  * 
Fik(2iUz)Gik(2iwy)Hik(8, U) (10) 
The filter Pi is the generator of the nth Gaussian pyramid 
level (upscaled to full size), and is defined as: 
Rather than writing our cost function in terms of the 
frequency space functions Fik(2i~,) and Gik(2'~y)~ we 
can transform equation (10) into position space and write 
it in terms of the functions f ik  (z), gik(y), hik(0, a) where 
hik(0, a) = Hik(0, a). Strictlyspeaking, fik(2)isqualto 
F-1[Fik(2i~s)] subsampledbyafactorof 2'. If our initial 
kemel has a pixel size of 2" + 1 on a side, then we would 
like f i k  (z) to be of length 2R-i + 1. Since we have kemels 
of different sizes at different levels of the pyramid, in order 
to use the pseudo-SVD apparatus we will have to solve for 
each level's kemels separately. In this fashion we isolate 
one level of the pyramid, treat the kemels at every other 
level as constants, and then solve a least squares problem 
for the kemels at that level. 
What follows is a brief outline of the algorithm. Basi- 
cally, the user inputs N = the number of pyramid levels, 
& = the number of kemels at level i, W(Z) = the pyra- 
mid generating kemel, and the usual kernel parameters 
n, ,ny ,no ,ne. The algorithm has the iterative least squares 
structure previously explained, with an added twist: it it- 
erates not only over 2, g, and the parameters 0, Q, but also 
fik(2) = F-'[Fik(2'ws)],gik(y) = F-'[Gik(2'wy)],and 
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over the pyramid levels. The parameter functions h i k  (8 ,  U) 
are calculated just as in the normal pseudo-SVD: by simul- 
taneously minimizing over all the ranks. The description 
below applies to solving far the functions f n  (2) and 91, (9) : 
it is explicitly written for calculating f l k  ( 2 )  at the Ith pyra- 
mid level. For simplicity, we assume n, = ny . Denote our 
original kernel array by K ( z ,  y, 8, U). 
1. 
2. 
3. 
4. 
5. 
4.1 
Kl(z, y, 8 ,  U) is the residual kernel array to be ap- 
proximated by f l k  , S l k .  
h%nimize c ( f / k )  = 
Ri 
l l ~ I ( ~ , ~ , e , ~ )  - ~ ( ~ ~ f i k g ! k h l k  - %Iflk!&khtk)ll 
k= 1 
Clearly, each of the elements in the sum is linearly 
dependent upon the elements of f i k .  Thus we can 
WritethisdifferenceasIIKr -A*fr l lwhere theR~ 
kernels in f / k  have been stacked into a long vector fr. 
K1 has been similarly reshaped. 
Take fr  = pinv(A) Kl. 
Experimental Results 
The one drawback to the algorithm given above is that 
it is computationally expensive, due to the large pseudo- 
inverse. In order to limit processing time, the kernel was 
made steerable and scalable over a small range of scales 
and orientations: U E [.5,1] with 4 discretizations and 8 E 
[Oo ,30°] with 4 discretizations. Also, we used a variant of 
the previously described edgedetection kernel which was 
less elongated in order to make the steerable decomposition 
more compact. The kernel was defined on a 17 x 17 pixel 
grid. We chose a simple pyramid generating kernel: a 5 
tap kernel used by Burt [l], [ Q 4 Q 1. The 
decomposition was generated for a two level pyramid of a 
233 x 233 image, with & = 8, R1 = 8, i.e. 8 kernels 
at each pyramid level. The results are shown in figures 7 
and 8. 
P A O W  
Figure 7: Top, the original image, Paolina. Below, the two 
levels of the pyramid. 
4.2 Analysis 
The problems in generating a pyramid based decompo- 
sition can be divided into two categories: first, deducing 
a cost function which correctly represents the process of 
performing the convolutions on the pyramid images; and 
second, minimizing this cost function so as to generate a 
steerable and scalable decomposition. We have introduced 
a method, the pseudo-SVD, that attempts a solution to the 
second problem: its effectiveness is supported by the rela- 
tively small error in the right hand graph of figure 9. For 
comparison, a normal pseudo-SVD decomposition would 
require 13 kernels to achieve the same array accuracy. Since 
the level 1 convolutions require 4 the time of those at level 
0 we have decreased our convolution time by a factor of 
&. The first problem, however, is more complex. By com- 
paring the two graphs in figure 9, one can see that although 
the kernel is well approximated, the convolution accuracy 
is less than satisfactory. This implies that our analysis of 
the filtering scheme was somewhat flawed. Of course, we 
made the simplifying assumption that the pyramid gener- 
ating kernel was ideally low-pass, in order to manipulate 
the cost function into a less complicated form. However, 
this cannot be the case for finite size pyramid kernels, and 
ideally our cost function should include the effects of alias- 
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I.". 
Figure 8: Top row - tbe actual convolutions at (0, U) = 
(O', 1) and (6, U) = (300,.5). Bot" row - the recon- 
S ~ I U C ~ ~ O M  from tbe pyramid convolutions. 
U U Y U U Y U U Y  n U Y Y Y M Y Y U U  V 
Figure 9: Ibe error in the convolved image (left) and the 
reconstructed kernel (right) as a function of U. (0 = 15') 
ing, and should constrain the basis kernels to eliminate this 
aliasing. 
5 Conclusions 
In this paper we have presented a method, the pseudo- 
SVD, for generating compact x-y separable, generally "de- 
formable" filter approximations. Specifically, we applied 
this method to generating steerable scalable x-y separable 
approximations of a basic edgedetection kernel used for 
early vision, and the decomposition was compared to a pre- 
vious scheme by Perona This method improves upon this 
previous scheme in producing a more compact x-y sepa- 
rable decomposition, thus reducing convolution time by a 
factor of 2 to 7. A modification of the pseudo-SVD was 
described which generates kernel decompositions suitable 
for use with a Laplacian pyramid. 
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