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Resumen.
En esta memoria abordamos el estudio de algunos subconjuntos de superficies de Rie-
mann y superficies de Klein que son invariantes bajo la accio´n del grupo de automorfismos
de e´stas. El Cap´ıtulo 2 esta´ centrado en el conjunto de puntos de Weierstrass de una
superficie de Riemann. En e´l se establecen cotas inferiores para el peso de los puntos fijos
de un automorfismo de la superficie. Estas cotas dependen del orden del automorfismo,
el nu´mero de puntos fijos que posee y el ge´nero de la superficie. En el Cap´ıtulo 3 exten-
demos las nociones de la teor´ıa de puntos de Weierstrass al contexto de las superficies de
Klein. Asociamos a cada punto de la superficie una sucesio´n de enteros positivos (forma-
da por diferencias de dimensiones de espacios de funciones meromorfas definidas sobre la
superficie) que generaliza el concepto de sucesio´n de gaps en un punto, estudiamos algu-
nas propiedades de esta sucesio´n y la determinamos para cada punto de una superficie
de Klein hiperel´ıptica. En el Cap´ıtulo 4 obtenemos cotas superiores para el orden de un
grupo de automorfismos de una superficie de Klein con borde; estas cotas dependen del
ge´nero algebraico de la superficie y de cardinales de subconjuntos finitos de la superficie
invariantes bajo la accio´n del grupo. Imponiendo condiciones de no transitividad en la
accio´n del grupo sobre el conjunto de componentes conexas del borde de la superficie,
podemos aplicar nuestras cotas para hallar otras que so´lo dependen del ge´nero algebraico.

Introduccio´n.
Histo´ricamente las superficies de Riemann se introdujeron como los dominios adecuados
para definir funciones de variable compleja. La definicio´n original trataba so´lo superficies
orientables y sin borde. La nocio´n de superficie de Klein se atribuye a Klein por las
observaciones hechas en 1882 en las pa´ginas finales de un histo´rico trabajo de Hurwitz
[28]. Mientras que las superficies de Riemann han sido estudiadas exhaustivamente a lo
largo del siglo XX, las superficies de Klein que no son superficies de Riemann se han
mencionado so´lo ocasionalmente en la literatura, pero se empezo´ a trabajar en ellas de
modo sistema´tico a partir de la aparicio´n de la monograf´ıa [46]. En este trabajo, Schiffer y
Spencer se refieren a las superficies de Riemann como a superficies con o sin borde y que
pueden ser orientables o no. En [3], Alling y Greenleaf, para evitar confusio´n, vuelven a
llamar superficies de Klein a las superficies introducidas por Klein y presentan con detalle
la teor´ıa ba´sica acerca de ellas, reservando el te´rmino superficie de Riemann para aque´llas
que son orientables y sin borde.
El estudio de la teor´ıa de superficies de Riemann involucra argumentos de Geometr´ıa
Algebraica, de Variable Compleja, de Topolog´ıa y otros de naturaleza combinatoria. En
nuestra memoria queda reflejado este hecho. Estudiar una superficie de Riemann de forma
aislada resulta dif´ıcil, por lo cual se suele abordar su estudio agrupa´ndolas en familias que
cumplen alguna propiedad. Los miembros de una misma familia tienen un comportamiento
semejante respecto de su grupo de automorfismos, su cuerpo de funciones meromorfas o
los grupos fuchsianos que las uniformizan. En los Cap´ıtulos 2 y 3 de esta memoria se
abordan cuestiones relacionadas con el cuerpo de funciones meromorfas de la superficie, lo
que entran˜a un comportamiento particular de un subconjunto privilegiado de puntos de la
superficie con respecto al grupo de automorfismos: el conjunto de puntos de Weierstrass.
Tambie´n el Cap´ıtulo 4 trata de subconjuntos invariantes bajo la accio´n del grupo de
automorfismos, pero ahora desde un punto de vista distinto; se trata de aportar nuevos
resultados en una l´ınea cla´sica de trabajo: la obtencio´n de cotas superiores para el orden
del grupo de automorfismos.
La nocio´n de punto de Weierstrass de una superficie de Riemann fue introducida hace
ma´s de un siglo (ve´ase [28]). Toda superficie de Riemann compacta R de ge´nero topolo´gico
g ≥ 2 posee un subconjunto distinguido W , finito y no vac´ıo, cuyos elementos reciben el
nombre de puntos de Weierstrass de R. La existencia de funciones meromorfas que cumplen
ciertas condiciones nos permite asociar a cada punto P de R una coleccio´n, formada por
g nu´meros enteros positivos, que recibe el nombre de sucesio´n de gaps en P . El conjunto
de puntos de Weierstrass de R resulta estar formado por los puntos de R cuya sucesio´n
de gaps es distinta de la gene´rica {1, 2, . . . , g}. La sucesio´n de gaps en un punto P nos
permite asignar a ese punto un nu´mero entero no negativo wt(P ) que se denomina peso
de P , de manera que W esta´ formado por los puntos de S cuyo peso es positivo.
El conjunto W de puntos de Weierstrass de R es un conjunto invariante bajo la accio´n
de los automorfismos de R, es decir, cada automorfismo de R transforma W en s´ı mismo.
Es ma´s, cada uno de los subconjuntos de W formado por los puntos que tienen un peso
determinado es tambie´n invariante bajo la accio´n de los automorfismos de R. Esto hace que
el conjunto de puntos de Weierstrass sea un objeto de intere´s ya que contiene informacio´n
sobre el grupo de automorfismos de la superficie.
Quiza´ el trabajo ma´s relevante sobre puntos de Weierstrass a lo largo del siglo pasado
es el art´ıculo de Lewittes [30] donde se establece una representacio´n matricial del grupo
de automorfismos de una superficie de Riemann. Una de las consecuencias que obtuvo
Lewittes es el siguiente resultado: si un automorfismo de R tiene ma´s de cuatro puntos
fijos, entonces todos ellos son puntos de Weierstrass. En [2, p. 52] Accola proporciono´ una
demostracio´n alternativa de este resultado. Torres [48] y Towse [49] obtuvieron una cota
inferior para los pesos de los puntos fijos de un automorfismo de R de orden 2. Watanabe
propuso una demostracio´n ma´s simple del mismo resultado en [50]. En el Cap´ıtulo 2,
siguiendo ideas de la demostracio´n de Watanabe, obtenemos una cota inferior para los
pesos de los puntos fijos de un automorfismo de R de orden arbitrario. En particular,
si el nu´mero de puntos fijos del automorfismo es mayor que cuatro, la cota obtenida
es positiva, con lo cual proporcionamos una demostracio´n alternativa del resultado de
Lewittes. Por u´ltimo, empleamos resultados de Harvey [27] y Lewittes [30] (en la misma
l´ınea que Maclachlan en [36]) para obtener, mediante uniformizacio´n por grupos fuchsianos,
superficies de Riemann para las cuales se alcanzan nuestras cotas inferiores.
El objetivo del Cap´ıtulo 3 es extender las nociones de la teor´ıa de puntos de Weierstrass
al contexto de las superficies de Klein. Un automorfismo antianal´ıtico de orden 2 de una
superficie de Riemann recibe el nombre de simetr´ıa. Se atribuye a Klein la idea de asociar
a cada simetr´ıa σ de una superficie de Riemann R otra superficie topolo´gica, con borde
o no orientable (o ambas cosas), obtenida como cociente de R bajo la accio´n de 〈σ〉. En
la monograf´ıa [3] Alling y Greenleaf demuestran que, dada una superficie de Klein S,
existe una superficie de Riemann Sc y una simetr´ıa σc de Sc tales que S = Sc/ 〈σc〉 y la
proyeccio´n natural pic : Sc −→ S es un morfismo en la categor´ıa de superficies de Klein.
La terna (Sc, pic, σc) recibe el nombre de cubierta doble de S.
Si Sc es compacta y su ge´nero es mayor que 1, es natural preguntarse co´mo afecta la
existencia de la simetr´ıa σc al conjuntoW de puntos de Weierstrass de Sc. El primer hecho
destacable es que W es sime´trico, esto es, σc(W ) =W . As´ı pues aparece en S el conjunto
distinguido pic(W ) formado por los puntos que son proyeccio´n de los puntos de Weierstrass
de Sc. La superficie S posee su propio cuerpo de funciones meromorfas, luego cabe plantear,
en primer lugar, si es posible caracterizar los elementos de pic(W ) en te´rminos de funciones
meromorfas definidas sobre S. Este problema se resuelve parcialmente en el Cap´ıtulo 3 de
esta memoria, concretamente para los puntos del borde de S.
El estudio del problema mencionado nos conduce a definir el concepto de sucesio´n de
gaps en un punto P de una superficie de Klein S, as´ı como una sucesio´n de nu´meros enteros
{aj(P )} formada por diferencias de dimensiones de subespacios vectoriales de funciones
meromorfas definidas sobre S. La sucesio´n {aj(P )} no so´lo determina la sucesio´n de gaps
en P sino que contiene informacio´n adicional sobre el comportamiento de las funciones
meromorfas cuyo conjunto de polos se reduce al conjunto {P}.
Las sucesiones de gaps en las superficies de Klein resultan tener un comportamiento
distinto al de las sucesiones de gaps en las superficies de Riemann, ya que las primeras
no poseen cardinal fijo y pueden llegar a ser vac´ıas. Demostramos que, si la sucesio´n de
gaps en algu´n punto de una superficie de Klein S es vac´ıa, entonces S es hiperel´ıptica. A
continuacio´n estudiamos el conjunto G1(S) de puntos de S para los cuales la sucesio´n de
gaps es vac´ıa. Este conjunto esta´ formado por un nu´mero finito de “curvas” dentro de la
superficie S; ma´s formalmente, G1(S) es un subespacio semialgebraico de S (en el sentido
de Delfs-Knebusch) de dimensio´n 1. Por u´ltimo, determinamos la sucesio´n {aj(P )} para
cada punto P de una superficie de Klein hiperel´ıptica.
En el Cap´ıtulo 4 se aborda un problema cla´sico: el estudio de cotas superiores para
el orden del grupo de automorfismos. El problema del ca´lculo expl´ıcito de los grupos de
automorfismos es muy dif´ıcil y so´lo esta´ resuelto en casos muy particulares de superficies
de Riemann: bien para ge´neros bajos o bien para superficies de Riemann que poseen un
automorfismo distinguido, como las hiperel´ıpticas. En el caso de superficies de Klein el
problema es de parecida dificultad y so´lo se conoce el grupo de automorfismos para ciertas
familias. Por ese motivo un problema importante es el ca´lculo de cotas superiores para el
orden del grupo de automorfismos de la superficie.
Es un resultado cla´sico, probado por Hurwitz en [28], que el orden del grupo de auto-
morfismos Aut(R) de una superficie de Riemann compacta R de ge´nero g ≥ 2 esta´ aco-
tado superiormente por 84(g − 1). En la misma l´ınea, May [37] probo´ en los an˜os 70 que
para una superficie de Klein S, con borde y de ge´nero algebraico p ≥ 2, se tiene que
|Aut±(S)| ≤ 12(p− 1).
Posteriormente se ha estudiado el problema de rebajar estas cotas, tanto en el caso de
superficies de Riemann como de Klein, imponiendo ciertas condiciones sobre el grupo
de automorfismos; por ejemplo, considerando grupos c´ıclicos, abelianos, metabelianos,
resolubles, superresolubles, nilpotentes y p-grupos (se pueden encontrar referencias en
[6, 9, 11, 12, 15, 19, 22, 23, 24, 25, 39, 40, 41, 47, 51, 52]). Las cotas que se obtienen en
estos trabajos no se alcanzan para todos los ge´neros; como consecuencia de ello surge el
siguiente problema: hallar el ma´ximo nu´mero entero positivo que aparece como el orden
de un grupo de automorfismos de una superficie de ge´nero arbitrario. Esto fue resuelto por
Accola [1] y Maclachlan [34] para superficies de Riemann, por May [38] para superficies de
Klein con borde y, parcialmente, por Conder, Maclachlan, Todorovic Vasiljevic y Wilson
[16] para superficies de Klein sin borde.
Otra forma de abordar el problema de la acotacio´n del orden del grupo de automor-
fismos consiste en imponer condiciones sobre subconjuntos de la superficie que quedan
invariantes bajo la accio´n del grupo. El conjunto de puntos de Weierstrass de una super-
ficie de Riemann R es un ejemplo de subconjunto invariante bajo la accio´n del grupo de
automorfismos de la superficie. De forma ma´s general, dado un grupo G de automorfismos
de R, se dice que un subconjunto B de R es invariante bajo la accio´n de G si γ(B) = B
para cada γ ∈ G. Los conjuntos invariantes esta´n, por tanto, formados por la unio´n de
o´rbitas de puntos de R bajo la accio´n de G. Este hecho fue aprovechado por Arakawa
[4] y Oikawa [43] para obtener cotas superiores para el orden del grupo G en funcio´n
del ge´nero g ≥ 2 de R y de cardinales de subconjuntos invariantes finitos de R. En el
Cap´ıtulo 4 estudiamos el problema ana´logo para una superficie de Klein S, con borde y
de ge´nero algebraico p ≥ 2. Obtenemos cotas superiores para el orden de un grupo G de
automorfismos de S; dichas cotas dependen del ge´nero algebraico p de S y de cardinales
de subconjuntos finitos de S invariantes bajo la accio´n de G. Si G = Aut±(S) y los car-
dinales de los conjuntos invariantes son suficientemente pequen˜os, nuestras cotas mejoran
la obtenida por May en [37].
Cada automorfismo de una superficie de Klein S induce una permutacio´n en el con-
junto (finito) B de componentes conexas del borde de S. Por tanto cada grupo G de
automorfismos de S actu´a sobre el conjunto B. Bajo la hipo´tesis de que esta accio´n no sea
transitiva, aplicamos las cotas obtenidas anteriormente para obtener nuevas cotas para el
cardinal de G. Concretamente, probamos el siguiente resultado: si el nu´mero de o´rbitas de
la accio´n es mayor que 1, entonces |G| ≤ 4(p− 1); si el nu´mero de o´rbitas es mayor que 2,
entonces |G| ≤ 2(p − 1) (con la salvedad, en cada caso, de algunas superficies de ge´neros
bajos). Cabe destacar que estas cotas so´lo dependen del ge´nero algebraico p de S y que
mejoran la cota de May si G = Aut±(S).
Adema´s demostramos que todas las cotas obtenidas en este cap´ıtulo son finas, constru-
yendo, mediante la teor´ıa de grupos cristalogra´ficos no eucl´ıdeos (grupos NEC), superficies
de ge´nero arbitrariamente grande para las cuales nuestras cotas se alcanzan.
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Cap´ıtulo 1
Preliminares.
Definicio´n 1.1. Llamaremos superficie a un espacio topolo´gico S, conexo y Hausdorff,
junto con una familia de cartas {Ui, φi}i∈I que recubren S; esto es, Ui ⊆ S para cada i ∈ I
es un subconjunto abierto en S,
⋃
i∈I Ui = S y cada φi : Ui −→ Ai es un homeomorfismo,
donde Ai denota un subconjunto abierto de C o de C+ = {x+ iy ∈ C : y ≥ 0}.
Una familia de cartas como la descrita en la definicio´n de superficie recibira´ el nombre
de atlas. Diremos que una carta (U, φ) esta´ centrada en P ∈ S si P ∈ U y φ(P ) = 0.
La orientabilidad de S se define como para una variedad real de dimensio´n 2. El borde
de S, que denotaremos con ∂S, es el conjunto
∂S = {P ∈ S : ∃i ∈ I tal que P ∈ Ui, φi(P ) ∈ R, φi(Ui) ⊆ C+}
Llamaremos interior de S al conjunto S \ ∂S, que denotaremos con S◦.
Definicio´n 1.2. Una superficie de Riemann es una superficie sin borde dotada de un atlas
maximal {Ui, φi}i∈I tal que las funciones de transicio´n φi ◦ φj−1 son anal´ıticas (cuando
los dominios de las cartas permitan que este´n definidas).
Observaciones 1.3.
(i) Por ser anal´ıticas, las funciones de transicio´n de una superficie de Riemann preservan
la orientacio´n de C. Como consecuencia de este hecho, toda superficie de Riemann es
orientable.
(ii) Para definir una superficie de Riemann no es necesario proporcionar un atlas ma-
ximal; es suficiente con un recubrimiento de la superficie mediante un conjunto de cartas
con cambios de coordenadas anal´ıticos.
Ejemplos 1.4.
(i) La carta (C, id) dota al plano complejo C de estructura de superficie de Riemann.
(ii) Un abierto de una superficie de Riemann vuelve a tener estructura de superficie
de Riemann, basta con restringir las cartas. Por tanto el semiplano superior abierto H :=
1
{x+ iy ∈ C : y > 0} es una superficie de Riemann, que tambie´n recibe el nombre de plano
hiperbo´lico.
(iii) Sea Ĉ = C ∪ {∞} la compactificacio´n mediante un punto de C. El par de cartas
(U1 = C, φ1(z) = z) y (U2 = Ĉ \ {0}, φ2(z) = 1/z) definen una estructura de superficie
de Riemann en Ĉ. Esta superficie se denomina esfera de Riemann.
Definiciones 1.5.
(i) Sean X e Y superficies de Riemann. Se dice que una aplicacio´n continua F : X −→
Y es holomorfa o anal´ıtica si, para cada par de cartas (U, φ) y (V, ψ), definidas sobre X e
Y respectivamente y tales que F (U) ⊆ V , la aplicacio´n ψ◦F ◦φ−1 es anal´ıtica (considerada
como una funcio´n de variable compleja).
(ii) Sea F : X −→ Y una aplicacio´n holomorfa. Se dice que F es un isomorfismo si es
biyectiva y su inversa es tambie´n holomorfa. Un isomorfismo de la superficie de Riemann
X en s´ı misma recibe el nombre de automorfismo de X. El conjunto formado por todos los
automorfismos de X, dotado de la composicio´n de aplicaciones, tiene estructura de grupo;
denotaremos este grupo con Aut(X).
(iii) Sea X una superficie de Riemann. Una funcio´n holomorfa es una aplicacio´n holo-
morfa de X en C. Una funcio´n meromorfa es una aplicacio´n holomorfa de X en Ĉ distinta
de la aplicacio´n constante ∞.
A continuacio´n se determinan los grupos de automorfismos de Ĉ y H. Como referencia
se puede consultar [29].
Ejemplos 1.6.
(i) Transformaciones de Mo¨bius. Una transformacio´n de Mo¨bius es una aplicacio´n
m : Ĉ −→ Ĉ definida como
m(z) =
az + b
cz + d
para z ∈ C ; m(∞) = a/c
donde a, b, c, d ∈ C y ad − bc 6= 0. Se cumple que el grupo de automorfismos de Ĉ es el
conjunto formado por todas las transformaciones de Mo¨bius. Adema´s dadas dos ternas
(z1, z2, z3) y (w1, w2, w3) de puntos de Ĉ existe una u´nica transformacio´n de Mo¨bius m tal
que m(zj) = wj para j ∈ {1, 2, 3}.
(ii) Automorfismos de H. Una transformacio´n de Mo¨bius m(z) = (az + b)/(cz + d)
tal que a, b, c, d ∈ R y ad − bd > 0 transforma el semiplano superior H en s´ı mismo, y
es, por tanto, un automorfismo de H. Rec´ıprocamente, todo automorfismo de H se puede
escribir como una transformacio´n de Mo¨bius que cumple estas condiciones.
Hay una forma natural de dotar a Aut(H) de estructura de grupo topolo´gico. Sea
GL+(2,R) el grupo formado por las matrices cuadradas de orden 2 con coeficientes reales
y determinante positivo. Este conjunto se puede dotar de la topolog´ıa que hereda como
subespacio de R4. La aplicacio´n
2
GL+(2,R) −→ Aut(H)(
a b
c d
)
7−→ m(z) = az + b
cz + d
es un epimorfismo de grupos que nos permite dotar a Aut(H) de la correspondiente
topolog´ıa final.
Proposicio´n 1.7. Sean F : X −→ Y una aplicacio´n holomorfa que no es constante y
P ∈ X. Entonces existe un u´nico nu´mero entero m ≥ 1 que cumple la siguiente propiedad:
para cada carta (V, ψ) de Y centrada en F (P ) existe una carta (U, φ) de X centrada en
P tal que (ψ ◦F ◦ φ−1)(z) = zm. Este nu´mero entero m recibe el nombre de multiplicidad
de F en P y sera´ denotado con multP (F ).
Definicio´n 1.8. Sea F : X −→ Y una aplicacio´n holomorfa que no es constante. Se dice
que un punto P ∈ X es un punto de ramificacio´n de F si multP (F ) ≥ 2. Un punto Q ∈ Y
es un punto de ramificacio´n de F si Q = F (P ) para algu´n punto de ramificacio´n P ∈ X.
Los conjuntos de puntos de ramificacio´n de F en X e Y son subconjuntos discretos. En
particular si X e Y son compactas, los conjuntos de puntos de ramificacio´n son finitos.
Definicio´n 1.9. Sea f : X −→ Ĉ una funcio´n meromorfa. Se dice que f tiene un polo de
orden m en P si f(P ) =∞ y multP (f) = m. Se dice que f tiene un cero de orden m en
P si f(P ) = 0 y multP (f) = m.
Observacio´n 1.10. La definicio´n que hemos dado de funcio´n meromorfa es equivalente
a esta otra: una funcio´n meromorfa sobre una superficie de Riemann X es una aplicacio´n
f : X \P −→ C, donde P es un subconjunto discreto de X, tal que, para cada carta (U, φ)
de X, la composicio´n f ◦ φ−1 es una funcio´n meromorfa (en el sentido usual). La forma
de extender una de estas funciones a una funcio´n meromorfa sobre Ĉ es definir, para cada
P ∈ P,
f(P ) = l´ım
Q→P
f(Q) ∈ Ĉ
As´ı pues, si f : X −→ Ĉ es una funcio´n meromorfa, P ∈ X es un polo de f de orden
m y (U, φ) es una carta centrada en P , entonces f ◦φ−1 tiene un desarrollo de Laurent en
torno a 0 de la forma
(f ◦ φ−1)(z) =
∑
k≥−m
ak z
k
donde a−m 6= 0.
Las aplicaciones holomorfas entre superficies de Riemann compactas tienen buenas
propiedades. Como se establece en la siguiente proposicio´n, siempre son suprayectivas y el
nu´mero de preima´genes de cada punto es constante (contando multiplicidades).
Proposicio´n 1.11. Sea F : X −→ Y una aplicacio´n holomorfa que no es constante.
Supongamos que X es compacta. Entonces:
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(i) F es sobreyectiva y, por tanto, Y es tambie´n compacta.
(ii) Existe un nu´mero entero d ≥ 1, que recibe el nombre de grado de F , tal que para
cada Q ∈ Y se tiene que
d =
∑
P∈F−1(Q)
multP (F )
(iii) Fo´rmula de Riemann-Hurwitz. Sean g y q los ge´neros topolo´gicos de X e Y
respectivamente. Sea d el grado de F . Entonces
2g − 2 = d (2q − 2) +
∑
P∈X
(multP (F )− 1)
Una construccio´n frecuente para obtener una nueva superficie de Riemann a partir de
otra consiste en efectuar el cociente bajo la accio´n de un grupo de automorfismos. Como
referencia se puede consultar III.3 de [42].
Construccio´n 1.12. Sea X un superficie de Riemann y G un grupo de automorfismos
de X. Existe una accio´n natural de G sobre X definida como
G×X −→ X
(g, P ) 7→ g(P )
Sea P ∈ X. Se define la o´rbita de P bajo la accio´n de G como el conjunto
G · P = { g(P ) : g ∈ G}
y el estabilizador GP de P como el subgrupo de G formado por los automorfismos que
fijan P
GP = { g ∈ G : g(P ) = P}
Las o´rbitas de los puntos de X bajo la accio´n de G constituyen una particio´n de X. El
conjunto formado por estas o´rbitas recibe el nombre de espacio cociente y se denota con
X/G. La proyeccio´n natural
pi : X −→ X/G
P 7→ G · P
permite dotar al cociente de una topolog´ıa: la topolog´ıa final relativa a pi.
Si la accio´n del grupo G sobreX cumple ciertas condiciones, es posible dotar al cociente
X/G de estructura de superficie de Riemann. En particular estas condiciones se cumplen
si G es finito.
Proposicio´n 1.13. Sean X una superficie de Riemann compacta y G un grupo finito
de automorfismos de X. Entonces el cociente Y = X/G admite una u´nica estructura de
superficie de Riemann tal que la proyeccio´n pi : X −→ Y es una aplicacio´n holomorfa. El
grado de pi es el orden |G| del grupo G. Dado Q ∈ Y se tiene que |GP | es el mismo para
cada P ∈ pi−1(Q); adema´s multP (pi) = |GP |.
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La condicio´n de finitud sobre el grupo de automorfismos no es demasiado restrictiva si
prestamos atencio´n a superficies de Riemann compactas. En concreto, Hurwitz probo´ en
[28] el siguiente resultado:
Teorema 1.14 (Teorema de Hurwitz). Sea X una superficie de Riemann compacta
de ge´nero g ≥ 2. Entonces Aut(X) es finito y |Aut(X)| ≤ 84 (g − 1).
A continuacio´n se exponen algunos hechos importantes sobre grupos fuchsianos, as´ı co-
mo la estrecha relacio´n de e´stos con las superficies de Riemann compactas y sus grupos de
automorfismos. Como referencia se puede consultar [31] o tambie´n [8] para una exposicio´n
en el contexto ma´s amplio de los grupos NEC.
Definicio´n 1.15. Se dice que un subgrupo Γ de Aut(H) es un grupo fuchsiano si Γ es
discreto en Aut(H) y el espacio cociente H/Γ es compacto.
La siguiente proposicio´n recoge las propiedades fundamentales de los grupos fuchsianos
que emplearemos en esta memoria.
Proposicio´n 1.16. Todo grupo fuchsiano Γ admite una presentacio´n por generadores y
relaciones del tipo:
Γ =
〈
x1, . . . , xr, a1, b1, . . . , aγ , bγ : x
mj
j = 1 ∀j ∈ {1, . . . , r},
r∏
j=1
xj
γ∏
k=1
[ak, bk] = 1
〉
donde γ y r son enteros no negativos y cada mj es un entero mayor que 1. Los generadores
xj con j ∈ {1, . . . , r} reciben el nombre de generadores el´ıpticos. Adema´s:
(i) Llamaremos signatura de Γ a la coleccio´n de enteros σ(Γ) = (γ ; m1, . . . ,mr). El
entero γ recibe el nombre de ge´nero orbital de Γ mientras que los enteros mj se denominan
periodos de Γ. Dos grupos fuchsianos son isomorfos si y so´lo si tienen la misma signatura
(salvo permutacio´n de periodos).
(ii) Sea σ = (γ ; m1, . . . ,mr) una coleccio´n de enteros con γ, r ≥ 0 y mj ≥ 2 para cada
j ∈ {1, . . . , r}. Llamaremos a´rea de σ al nu´mero
µ(σ) = 2(γ − 1) +
r∑
j=1
(
1− 1
mj
)
Existe un grupo fuchsiano con signatura σ si y so´lo si µ(σ) > 0.
(iii) Sea Γ un grupo fuchsiano. El cociente R = H/Γ admite una u´nica estructura de
superficie de Riemann que haga que la proyeccio´n cano´nica ψ : H −→ R sea un morfismo.
El ge´nero de R coincide con el ge´nero orbital de Γ.
(iv) Si r = 0 escribiremos la signatura de Γ de la forma (γ ;—) y diremos que Γ es un
grupo fuchsiano de superficie. Toda superficie de Riemann compacta de ge´nero g ≥ 2 es
isomorfa a un cociente H/Γ donde Γ es un grupo de superficie.
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(v) Sean K un grupo de superficie y R = H/K. Un grupo G es isomorfo a un grupo
de automorfismos de R si y so´lo si G ∼= Γ/K para algu´n grupo fuchsiano Γ que contenga
a K como subgrupo normal. El cociente R/G es isomorfo, como superficie de Riemann, a
H/Γ.
(vi) Sea Γ un grupo fuchsiano y Λ un subrupo de Γ de ı´ndice finito. Entonces Λ tambie´n
es grupo fuchsiano.
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Cap´ıtulo 2
Puntos de Weierstrass. Pesos.
Toda superficie de Riemann compacta R de ge´nero topolo´gico g ≥ 2 posee un subcon-
junto distinguido W , finito y no vac´ıo, cuyos elementos reciben el nombre de puntos de
Weierstrass de R. La existencia de funciones meromorfas que cumplen ciertas condiciones
nos permite asociar a cada punto P de R una coleccio´n, formada por g nu´meros enteros
positivos, que recibe el nombre de sucesio´n de gaps en P . El conjunto de puntos de Weier-
strass de R resulta estar formado por los puntos de R cuya sucesio´n de gaps es distinta
de la gene´rica {1, 2, . . . , g}. La sucesio´n de gaps en un punto P nos permite asignar a ese
punto un nu´mero entero no negativo wt(P ) que se denomina peso de P , de manera que
W esta´ formado por los puntos de S cuyo peso es positivo.
El conjunto W de puntos de Weierstrass de R es un conjunto invariante bajo la accio´n
de los automorfismos de R, es decir, cada automorfismo de R transforma W en s´ı mismo.
Es ma´s, cada uno de los subconjuntos de W formado por los puntos que tienen un peso
determinado es tambie´n invariante bajo la accio´n de los automorfismos de R.
Lewittes probo´ en [30] que si un automorfismo de R tiene ma´s de cuatro puntos fijos,
entonces todos ellos son puntos de Weierstrass. En [2, p. 52] Accola proporciono´ una
demostracio´n alternativa de este resultado. Torres [48] y Towse [49] obtuvieron una cota
inferior para los pesos de los puntos fijos de un automorfismo de R de orden 2. Watanabe
proporciono´ una demostracio´n ma´s simple del mismo resultado en [50]. En este cap´ıtulo,
siguiendo ideas de la demostracio´n de Watanabe, obtenemos una cota inferior para los
pesos de los puntos fijos de un automorfismo de R de orden arbitrario. En particular, si el
nu´mero de puntos fijos del automorfismo es mayor que cuatro, la cota obtenida es positiva,
con lo cual proporcionamos una demostracio´n alternativa del resultado de Lewittes.
Por u´ltimo, empleamos resultados de Harvey [27] y Lewittes [30] (en la misma l´ınea
que Maclachlan en [36]) para obtener, mediante uniformizacio´n por grupos fuchsianos,
superficies de Riemann para las cuales se alcanzan nuestras cotas inferiores.
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2.1. Divisores y puntos de Weierstrass.
A lo largo de esta seccio´n, R denotara´ una superficie de Riemann compacta de ge´nero
g ≥ 0. M(R) denotara´ el cuerpo de funciones meromorfas de R.
Definiciones 2.1.
(i) Un divisor en R es un s´ımbolo formal
D =
∑
P∈R
D(P ) · P
donde cada D(P ) ∈ Z y D(P ) = 0 salvo para un nu´mero finito de puntos P ∈ R. Los
divisores en R, con la operacio´n natural de suma, forman un grupo abeliano. De hecho,
son el grupo abeliano libre sobre el conjunto de puntos de R.
(ii) Sea f ∈M(R) una funcio´n meromorfa. El divisor de f , que denotaremos con (f),
es el siguiente divisor:
(f) =
∑
P∈f−1(0)
multP (f) · P −
∑
P∈f−1(∞)
multP (f) · P
(iii) Dado un divisor D en R, diremos que D ≥ 0 si D(P ) ≥ 0 para cada P ∈ R. Dados
dos divisores D y D′ diremos que D ≥ D′ si D −D′ ≥ 0.
(iv) Dado un divisorD en R, el espacio de funciones meromorfas con polos acotados por
D, que denotaremos con LR(D) (o simplemente con L(D) si no hay riesgo de confusio´n),
es el siguiente conjunto de funciones meromorfas:
LR(D) = {f ∈M(R) : (f) ≥ −D}
Observaciones 2.2.
(i) L(D) es un espacio vectorial sobre C. Por definicio´n, si D ≤ D′ entonces L(D) ⊆
L(D′).
(ii) Supongamos que D(P ) = n > 0. Entonces la condicio´n f ∈ L(D) quiere decir
que si f tiene un polo en P , el orden de ese polo es a lo sumo n. Ana´logamente, si
D(P ) = −n < 0, entonces f ∈ L(D) significa que f ha de tener un cero en P y, adema´s,
el orden de ese cero ha de ser por lo menos n.
Como consecuencia del Teorema de Riemann-Roch se obtiene:
Teorema 2.3 (Teorema de los gaps de Noether). Sean R una superficie de Riemann
compacta de ge´nero g ≥ 1 y P1, P2, P3, . . . una sucesio´n de puntos de R (en la que puede
haber puntos repetidos). Definimos la sucesio´n de divisores D0 = 0; Dj+1 = Dj + Pj+1
para cada j ≥ 0. Entonces existen g enteros positivos 1 = γ1 < γ2 < . . . < γg < 2g tales
que:
∃f ∈ L(Dj) \ L(Dj−1) ⇔ j /∈ {γ1, . . . , γg}
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Observacio´n 2.4. Dj−1 ≤ Dj luego, por la Observacio´n 2.2 (i), L(Dj−1) ⊆ L(Dj). Si el
contenido es estricto entonces L(Dj−1) tiene codimensio´n 1 en L(Dj).
Demostracio´n. Veamos que el cociente V := L(Dj)/L(Dj−1) tiene dimensio´n 1. Sea n :=
Dj (Pj) > 0. Denotaremos con f la clase de equivalencia en V de una funcio´n meromorfa
f ∈ L(Dj). Si f es un elemento no nulo de V , entonces f esta´ en la diferencia L(Dj) \
L(Dj−1). Por pertenecer f a L(Dj), si f tiene un polo en Pj entonces el orden de ese polo
es a lo sumo n. Pero como f no pertenece a L(Dj−1), necesariamente f ha de tener un
polo de orden n en Pj ; por tanto, si elegimos una carta φ centrada en Pj , la expresio´n local
de f tendra´ un desarrollo en serie de Laurent (ve´ase la Observacio´n 1.10) de la forma
(f ◦ φ−1)(z) =
∑
k≥−n
ak z
k
donde a−n 6= 0.
Sean f y g dos elementos no nulos de V , sea φ una carta centrada en P y sean
(f ◦ φ−1)(z) = ∑k≥−n ak zk y (g ◦ φ−1)(z) = ∑k≥−n bk zk los desarrollos en serie de las
expresiones locales de f y g. La funcio´n meromorfa
h := f − a−n
b−n
g ∈ L(Dj)
tendra´ expresio´n local (h ◦ φ−1)(z) = ∑k≥−n+1 ck zk, lo cual implica que h ∈ L(Dj−1).
Por tanto, h = 0, es decir,
f =
a−n
b−n
g
As´ı pues f y g son linealmente dependientes sobre C.
Definicio´n 2.5. Sea P ∈ R y tomemos como sucesio´n de puntos Pj = P para cada j ≥ 1.
La sucesio´n de divisores mencionada en el enunciado del Teorema 2.3 sera´ Dj = j ·P para
cada j ≥ 0. De la demostracio´n de la Observacio´n 2.4 se deduce que, para una funcio´n
meromorfa f ∈M(R) y un entero positivo j ∈ N, son equivalentes:
1. f ∈ L(Dj) \ L(Dj−1)
2. f tiene un u´nico polo en R, que es P , y ese u´nico polo es de orden j.
Si una funcio´n meromorfa f cumple las condiciones 1 y 2 diremos que f es una funcio´n
en j(P ).
As´ı pues, como caso particular del Teorema de los gaps de Noether, tomando Pj = P
para cada j ≥ 1, obtenemos:
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Teorema 2.6 (Teorema de los gaps de Weierstrass). Sean R una superficie de
Riemann compacta de ge´nero g ≥ 1 y P ∈ R. Entonces existen g enteros positivos 1 =
γ1 < γ2 < . . . < γg < 2g tales que
existe una funcio´n en j(P ) ⇔ j /∈ Γ(P ) = {γ1, . . . , γg}
Definiciones 2.7.
(i) Los enteros γj del Teorema 2.6 reciben el nombre de gaps en P y al conjunto
Γ(P ) = {γ1, . . . , γg} se le llama sucesio´n de gaps en P . Llamaremos no-gaps en P a los
enteros del conjunto N \ Γ(P ).
(ii) Diremos que P es un punto de Weierstrass de R si Γ(P ) 6= {1, 2, . . . , g}.
(iii) Llamaremos peso de P al entero positivo
wt(P ) =
g∑
j=1
(γj − j)
Obviamente P es un punto de Weierstrass si y so´lo si wt(P ) > 0.
Proposicio´n 2.8. Sean B ∈ Aut(R) y P ∈ R. Entonces Γ(P ) = Γ(B(P )). En particular,
el conjuntoW de puntos de Weierstrass de R es invariante bajo la accio´n de automorfismos
de R, es decir, B(W ) =W para cada B ∈ Aut(R).
Demostracio´n. Supongamos que n es un no-gap en P . Sea f una funcio´n meromorfa en
n(P ). Entonces f ◦ B−1 es una funcio´n meromorfa en n(B(P )) y, por tanto, n es un no-
gap en B(P ). Aplicando esto al automorfismo B−1 obtenemos que todo no-gap en B(P )
tambie´n es un no-gap en P . Por tanto las sucesiones de gaps en P y B(P ) coinciden.
Observaciones 2.9.
(i) El conjunto de no-gaps en P tiene estructura de semigrupo aditivo: si f es una
funcio´n en j(P ) y g es una funcio´n en k(P ) entonces el producto f g es una funcio´n en
(j + k)(P ). Por tanto si j y k son no-gaps, su suma j + k tambie´n es un no-gap.
(ii) Si R tiene ge´nero 1 y P ∈ R, entonces Γ(P ) = {1} por el Teorema 2.6 y, por tanto,
no hay puntos de Weierstrass en R.
(iii) Si R tiene ge´nero 0, esto es, R = Ĉ, la esfera de Riemann, entonces para cada
P ∈ R existe un automorfismo de R que transforma P en el punto del infinito ∞ (ve´ase
1.6). Este automorfismo se puede interpretar como una funcio´n en 1(P ) y f j sera´ una
funcio´n en j(P ) para cada j ≥ 1. Por tanto podemos decir por extensio´n, aunque no
hayamos definido punto de Weierstrass para superficies de ge´nero 0, que no hay puntos de
Weierstrass en Ĉ.
El siguiente resultado establece la finitud del conjunto de puntos de Weierstrass en una
superficie de ge´nero mayor que 1. Se encuentra probado en [20, pa´g. 85].
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Proposicio´n 2.10. Sea R una superficie de Riemann compacta de ge´nero g ≥ 2. Entonces
el conjunto W de puntos de Weierstrass de R es finito. Adema´s 2g + 2 ≤ |W | ≤ g3 − g.
De hecho, hay exactamente g3 − g puntos de Weierstrass en R si contamos cada uno con
su peso, es decir, ∑
P∈R
wt(P ) = g3 − g
2.2. Algunos resultados previos.
Para una superficie de Riemann compacta R de ge´nero g ≥ 2, Lewittes encontro´ en
[30] una representacio´n matricial h de Aut(R), obtenida haciendo actuar cada automor-
fismo de R sobre Ω1(R), el espacio vectorial complejo de dimensio´n g formado por las
diferenciales holomorfas de R. Dado un automorfismo T ∈ Aut(R) con algu´n punto fijo
P ∈ R, el siguiente resultado de Lewites proporciona la representacio´n h(T ) en te´rminos
de la expresio´n local de T cerca de P y de la sucesio´n de gaps en P :
Teorema 2.11. Sea R una superficie de Riemann compacta de ge´nero g ≥ 2, sea T ∈
Aut(R) un automorfismo de orden n que fija P ∈ R y sea z 7→ εz la expresio´n local de T
cerca de P , donde ε es una ra´ız primitiva n-e´sima de la unidad. Sea {γ1, . . . , γg} la sucesio´n
de gaps en P . Entonces, con respecto a una base adecuada de Ω1(R), la representacio´n
matricial h(T ) es la matriz diagonal diag {εγ1 , . . . , εγg}.
Sea Γ un grupo fuchsiano (ve´anse la Definicio´n 1.15 y la Proposicio´n 1.16) con signatura
σ = (γ ; m1, . . . ,mr), sean K¢ Γ un grupo fuchsiano de superficie, R = H/K la superficie
de Riemann cociente, G = Γ/K un grupo de automorfismos de R y ψ : H −→ R la
proyeccio´n cano´nica. Los puntos fijos en H de elementos de Γ son los puntos fijos de los
generadores el´ıpticos xk y sus conjugados y cada generador el´ıptico xk tiene un u´nico
punto fijo en H, al que llamaremos zk (ve´ase 5.2 de [29]). Sabiendo esto, es fa´cil probar lo
siguiente:
Observacio´n 2.12. Los puntos fijos en R de elementos de G son los puntos del conjunto⋃r
k=1 ψ(Γ zk), donde Γ z denota la o´rbita de z en H bajo la accio´n de Γ.
Demostracio´n. Sea P = zK un punto fijo de T = γK ∈ G. Tendremos por tanto que
zK = P = T (P ) = (γK)(zK) = γ(z)K
as´ı que z = δ(γ(z)) para algu´n δ ∈ K. Luego δ ◦ γ sera´ conjugado de algu´n generador
el´ıptico de Γ, es decir, δ ◦ γ = ρ−1 ◦ xk ◦ ρ para ciertos ρ ∈ Γ y k ∈ {1, . . . , r}. Tendremos
pues que ρ(z) = xk(ρ(z)), con lo cual ρ(z) = zk por ser zk el u´nico punto fijo en H de xk.
Con lo que queda probado que z ∈ Γ zk lo que implica que P = zK ∈ ψ(Γ zk).
Rec´ıprocamente, si P ∈ ψ(Γ zk), se tiene que P = ρ(zk)K para algu´n ρ ∈ Γ. Pero
entonces P es punto fijo del automorfismo (ρ ◦ xk ◦ ρ−1)K ∈ G.
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Supongamos ahora que G es un grupo c´ıclico de orden n generado por un automorfismo
T . Recordemos que mk es el orden del generador el´ıptico xk. Como K = Ker φ no contiene
elementos de orden finito, tambie´n mk es el orden de φ(xk) en G, as´ı que mk divide a n.
Los puntos del conjunto ψ(Γ zk) sera´n puntos fijos del automorfismo T (n/mk). Harvey
encontro´ en [27] la expresio´n local de T−(n/mk) cerca de cada uno de sus puntos fijos en
funcio´n del epimorfismo φ : Γ −→ G . Como G ∼= Zn identificaremos cada elemento de G
de la forma Tm con el entero m mo´dulo n y usaremos la notacio´n φk := φ(xk) para cada
k ∈ {1, . . . , r}. El resultado de Harvey es:
Teorema 2.13. En cada P ∈ ψ(Γzk) la expresio´n local de T−(n/mk) es z 7→ εkz donde
εk = e2piiηk/mk
donde ηk es tal que 0 < ηk < mk, (ηk,mk) = 1 y φkηk ≡ n/mk(mod n)
Sea ω = e2pii/n. Los autovalores de la representacio´n matricial h(T ) (ver Teorema 2.11)
son potencias de ω. Para el caso en que el orden de G es un nu´mero primo, Lewittes
obtuvo en [30] una expresio´n para la multiplicidades {Nj}0≤j≤n−1 de los autovalores ωj en
la representacio´n h(T ). Usando las te´cnicas de Lewittes (“bajar” y “subir” diferenciales
entre R y R/G y calcular dimensiones de subespacios vectoriales de diferenciales usando
el teorema de Riemann-Roch) se pueden obtener estas multiplicidades en el caso en que n
es un entero positivo arbitrario. Adema´s, con ayuda del Teorema 2.13, las fo´rmulas para
calcular los Nj se pueden reescribir en funcio´n del epimorfismo φ y del ge´nero orbital de
Γ, tal y como las presento´ Harvey en [27]:
Proposicio´n 2.14. Con las notaciones anteriores se tiene
N0 = γ
Nj = γ − 1 +
r∑
k=1
j·φk 6=0 (mod n)
(
1−
〈
j · φk
n
〉)
para j ∈ {1, . . . , n− 1}
donde 〈x〉 denota la parte fraccionaria de x.
Por otro parte, Macbeath obtuvo en [33] el nu´mero de puntos fijos de cualquier auto-
morfismo del grupo c´ıclico G en funcio´n de la signatura de Γ:
Proposicio´n 2.15. Para un automorfismo U ∈ G cuyo orden es d, el nu´mero F (U) de
puntos fijos de U en R viene dado por:
F (U) = n
∑
mk∈dZ
1
mk
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2.3. Automorfismos que fijan un nu´mero par de puntos.
Teorema 2.16. Sea R una superficie de Riemann compacta de ge´nero g ≥ 2. Sea T un
automorfismo de R con un nu´mero par r ≥ 6 de puntos fijos y sea n el orden de T .
Entonces el peso de cada punto fijo P de T satisface la siguiente cota:
wt(P ) ≥ 1
8
(n− 1)(r − 4)(r − 2)
Demostracio´n. Sea G = 〈T 〉 el subgrupo de Aut(R) generado por T , sea S = R/G el
cociente de R bajo la accio´n de G y sea q el ge´nero de S. Consideramos la proyeccio´n
natural
pi : R −→ S
P 7−→ P
que es un morfismo entre superficies de Riemann compactas. Por tanto, se satisface la
fo´rmula de ramificacio´n de Riemann-Hurwitz (ve´ase 1.11) para pi. Veamos que´ aspecto
toma esta fo´rmula. Para cada P ∈ R la fibra pi−1(P ) es la o´rbita de P bajo la accio´n de
G (ve´anse 1.12 y 1.13). El cardinal de cada una de estas o´rbitas es n, salvo si P es punto
fijo de alguna potencia de T distinta de la identidad (en este caso el cardinal de la o´rbita
disminuye). As´ı pues, pi es un morfismo de grado n y sus puntos de ramificacio´n son los
puntos fijos de las potencias de T distintas de la identidad. En particular, los r puntos
fijos de T son puntos de ramificacio´n de pi con ı´ndice de ramificacio´n igual a n−1 (ya que,
en este caso, la o´rbita de P tiene cardinal 1). Sustituyendo esta informacio´n en la fo´rmula
de Riemann-Hurwitz para pi obtenemos
(∗) 2g − 2 = n (2q − 2) + (n− 1) r +B
donde B denota la contribucio´n a la fo´rmula del resto de los puntos de ramificacio´n de pi.
La siguiente afirmacio´n sera´ u´til a lo largo de la demostracio´n:
(+) Sea F : X −→ Y un morfismo de grado n entre superficies de Riemann compactas
y sea Q ∈ Y tal que F−1(Q) consta de un u´nico punto P ∈ X. Si α es un no-gap en Q
entonces nα es un no-gap en P .
Veamos que esta u´ltima afirmacio´n es cierta. Como α es un no-gap en Q, existe una
funcio´n en α(Q) (ve´ase la Definicio´n 2.5), es decir, una funcio´n meromorfa f : Y → Ĉ
que cumple que Q es su u´nico polo y que el orden de este polo es α. As´ı pues f es un
morfismo de grado α y, por tanto, la composicio´n f ◦ F es un morfismo de grado nα.
Adema´s (f ◦ F )−1(∞) = F−1(Q) = {P}, con lo cual f ◦ F es una funcio´n en (nα)(P ) y,
por tanto, nα es un no-gap en P , como quer´ıamos probar.
Sea P uno cualquiera de los puntos fijos de T . Vamos a estimar el peso wt(P ). Para
ello, consideramos 2 casos:
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(i) P no es punto de Weierestrass de S.
Esto es lo mismo que decir que αj := q + j es un no-gap en P para cada entero j ≥ 1.
Como pi es un morfismo de grado n y pi−1(P ) = {P} podemos aplicar (+), obteniendo que
nαj = n (q + j) es un no-gap en P para cada j ≥ 1. Sabiendo que la coleccio´n de enteros
{nαj}j≥1 esta´ formada por no-gaps en P , tendremos que el peso en P ser´ıa mı´nimo cuando
la sucesio´n de gaps en P coincidiera con la sucesio´n {γl}1≤l≤g de los g primeros enteros
positivos que no esta´n en la coleccio´n {nαj}j≥1. Podemos suponer entonces, dado que
estamos calculando una cota inferior para el peso, que nos encontramos en esta situacio´n.
Como n (q+1) es el primer no-gap en P , tendremos n (q+1)−1 gaps cuya contribucio´n
al peso sera´ nula. Usando la ecuacio´n (∗), podemos obtener el nu´mero m de gaps cuya
contribucio´n al peso es positiva:
m = g − (n q + n− 1) = 1
2
(n− 1)(r − 4) + B
2
> 0
El peso wt(P ) ser´ıa mı´nimo cuando m fuera lo ma´s pequen˜o posible, esto es, cuando
B = 0, con lo que m = 12(n − 1)(r − 4). Calculando el peso en este caso, obtendremos la
cota inferior que buscamos. Tendremos pues n − 1 gaps entre n (q + 1) y n (q + 2), cada
uno de los cuales an˜adira´ una unidad al peso, n − 1 gaps entre n (q + 2) y n (q + 3) que
an˜adira´n dos unidades al peso cada uno y as´ı sucesivamente hasta que se acaben los m
gaps que contribuyen al peso. Al ser r par, n − 1 divide a m, as´ı que podemos agrupar
estos m gaps en (r− 4)/2 bloques (de n− 1 gaps cada uno), de modo que la contribucio´n
al peso de cada gap de un bloque es una unidad mayor que la contribucio´n de cada gap
del bloque anterior. Por tanto, el peso en este caso toma el valor
w(P ) = (n− 1)
(r−4)/2∑
k=1
k = (n− 1)1
2
(r − 4)
2
(r − 2)
2
(ii) P es punto de Weierstrass de S.
Sea {βj}j≥1 la sucesio´n de no-gaps en P . El hecho de que P no sea punto de Weierstrass
se traduce en que algunos de los g primeros no-gaps en P toman valores ma´s bajos que en
el caso (i), pero, sea como sea, siempre se tiene que βj ≤ αj = q + j para cada j ≥ 1. De
nuevo por (+), se cumple que nβj es un no-gap en P para cada j ≥ 1.
Supongamos ahora que el peso wt(P ) es lo ma´s pequen˜o posible, es decir, que la
sucesio´n de gaps {γ˜j} en P esta´ formada por los g primeros enteros positivos que no esta´n
en la coleccio´n {nβj}j≥1. Como nβj ≤ nαj para cada j ≥ 1, se sigue que γ˜l ≥ γl para
cada l ∈ {1, . . . , g}. Por lo tanto, el peso wt(P ) sera´ necesriamente mayor o igual que la
cota obtenida en (i).
Observacio´n 2.17. Si el orden de T es una potencia de 2, esto es n = 2m, el nu´mero
de puntos fijos r es par. El motivo es el siguiente: al ser todos los divisores de n pares,
todas las o´rbitas bajo la accio´n de G de puntos de la superficie, salvo las formadas por los
puntos fijos de T , tendra´n cardinal par. As´ı que en la relacio´n (∗) el sumando B es par y,
por tanto, tambie´n lo es (n− 1) r. Como n− 1 es impar, concluimos que r es par.
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Probaremos a continuacio´n que la cota obtenida es fina para todos los posibles valores
de n y r. Esto se hara´ construyendo superficies y automorfismos para los cuales se alcanza
la cota.
Proposicio´n 2.18. Sean n y r enteros positivos, r par, tales que n ≥ 2 y r ≥ 6. Entonces
existen una superficie de Riemann compacta R, un automorfismo T ∈ Aut(R) con r puntos
fijos y de orden n y un punto P ∈ R que es punto fijo de T tales que
wt(P ) =
1
8
(n− 1)(r − 4)(r − 2)
Demostracio´n. Sea Γ un grupo fuchsiano (ve´anse la Definicio´n 1.15 y la Proposicio´n 1.16)
con presentacio´n
Γ = 〈x1, . . . , xr : xn1 = . . . = xnr = x1x2 . . . xr = 1〉
es decir, con signatura σ = (0; n, . . . , n), donde r es el nu´mero de periodos. La existencia
de este grupo esta´ garantizada por la Proposicio´n 1.16 (ii), ya que el a´rea µ(σ) de la
signatura
µ(σ) = −2 + r
(
1− 1
n
)
≥ −2 + r 1
2
≥ −2 + 6 1
2
= 1
es positiva.
Consideramos una aplicacio´n ξ : {x1, . . . , xr} −→ Zn definida de la siguiente forma:
ξ(xk) = 1 para 1 ≤ k ≤ r/2
ξ(xk) = n− 1 para r/2 < k ≤ r
donde Zn denota el grupo aditivo de restos mo´dulo n. Es inmediato comprobar que ξ es
compatible con las relaciones de Γ. Por tanto, ξ se extiende a un u´nico homomorfismo de
grupos φ : Γ −→ Zn. Adema´s, por estar el generador 1 de Zn en la imagen de φ, tenemos
que φ es un epimorfismo. Usaremos la notacio´n φk = φ(xk).
Veamos ahora que el nu´cleo K = Ker φ es un grupo de superficie. En primer lugar,
K es grupo fuchsiano por ser subgrupo de ı´ndice finito del grupo fuchsiano Γ (ve´ase
Proposicio´n 1.16 (vi)). Por tanto, so´lo nos queda probar que K no contiene elementos de
orden finito distintos de la identidad, ya que, en ese caso, no tendra´ generadores el´ıpticos.
Pero es un hecho conocido (ve´ase [35]) que los elementos de orden finito de Γ son todos
conjugados de potencias de los generadores el´ıpticos, es decir de la forma y = d xmk d
−1 con
d ∈ Γ, k ∈ {1, . . . , r} y m 6= 0 (mod n). La imagen de uno cualquiera de estos elementos
φ(y) = φ(d) +mφ(xk)− φ(d) = mφk
es distinta de cero en Zn, ya que φk es una unidad en Zn. As´ı pues, y no esta´ enK = Ker φ.
Por la Proposicio´n 1.16, apartados (iii) y (v), el grupo G = Γ/K ∼= Zn actu´a como
grupo de automorfismos de la superficie de Riemann compacta R = H/K. Sea g el ge´nero
de R y sea T ∈ G el automorfismo de R que se identifica con el generador 1 ∈ Zn.
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Por la Proposicio´n 2.15, el nu´mero de puntos fijos de T en R es
F (T ) = n
r∑
k=1
1
n
= r
Vamos ahora a obtener la sucesio´n de gaps en P = ψ(Γ z1), que por el Teorema 2.13 es
punto fijo de T−n/n = T−1 y, por tanto, de T (no´tese que m1 = n). Este mismo Teorema
nos proporciona la expresio´n local de T−1 cerca de P . Como φ1 = 1 se tiene que η1 = 1
con lo cual ε1 = ω = e2pii/n, es decir, la expresio´n local de T−1 cerca de P es z 7→ ω z.
Por el Teorema 2.11 la representacio´n matricial h(T ) obtenida por Lewittes tiene la forma
diag {ωγ1 , . . . , ωγg}, donde {γ1, . . . , γg} es la sucesio´n de gaps en P . As´ı que el nu´mero
de gaps en P que son congruentes con j mo´dulo n coincide con la multiplicidad Nj del
autovalor ωj en h(T ) para cada j ∈ {0, . . . , n− 1}.
Las fo´rmulas de la Proposicio´n 2.14 nos permiten obtener las multiplicidades Nj (re-
cue´rdese que, en nuestro caso, γ = 0 y mk = n para cada k ∈ {1, . . . , r}):
N0 = 0
Nj = −1 +
r/2∑
k=1
(
1−
〈
j · 1
n
〉)
+
r∑
k=(r+2)/2
(
1−
〈
j · (n− 1)
n
〉)
=
= −1 + r
2
(
1− [ j ]n
n
)
+
r
2
(
1− [ j (n− 1) ]n
n
)
=
r − 2
2
para j ∈ {1, . . . , n− 1}
donde [m ]n denota el representante entre 0 y n− 1 de la clase de m mo´dulo n.
Al ser N0 = 0 ninguno de los gaps es mu´ltiplo de n. Por este motivo, los (r − 2)/2
gaps que son congruentes con j mo´dulo n han de ser exactamente los (r − 2)/2 primeros
enteros positivos congruentes con j mo´dulo n. Esto se debe a la estructura de semigrupo
aditivo del conjunto de no-gaps (ve´ase Observacio´n 2.9 (i)): como n es un no-gap, si m es
otro no-gap, entonces todos los enteros de la forma m+ t n han de ser no-gaps. Como esto
sucede para cada j ∈ {1, . . . , n− 1}, queda determinada la sucesio´n de gaps en P . Pero si
nos fijamos en la demostracio´n del Teorema 2.16 observaremos que esta sucesio´n de gaps
es exactamente la que proporciona la cota inferior de dicho Teorema. Por tanto el peso de
P coincide con la cota.
Observacio´n 2.19. A partir de la fo´rmula de Riemann-Hurwitz (∗) podemos obtener
el ge´nero g de las superficies que hemos construido para probar la Proposicio´n 2.18. El
ge´nero q del cociente R/G coincide, por la Proposicio´n 1.16 (iii), con el ge´nero orbital de
Γ, esto es, q = 0. Por la Proposicio´n 2.15, el nu´mero de puntos fijos de cualquier potencia
de T es r, as´ı que los u´nicos puntos de ramificacio´n de pi : R −→ R/G son los puntos fijos
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de T , por lo tanto B = 0. Usando la relacio´n (∗) obtenemos
g = (n− 1) r − 2
2
2.4. Automorfismos que fijan un nu´mero impar de puntos.
Vamos a considerar ahora automorfismos con un nu´mero impar r de puntos fijos.
Mantendremos las notaciones empleadas durante la seccio´n precedente. En este caso, a
diferencia del anterior, es necesario estudiar separadamente dos casos, dependiendo de la
paridad del orden n del automorfismo. Esto se debe a que, si n es par, en la fo´rmula de
Riemann-Hurwitz
(∗) 2g − 2 = n (2q − 2) + (n− 1) r +B
el sumando (n − 1) r es impar, con lo que necesariamente B es impar y en particular no
nulo. Esto hace que la situacio´n se vuelva ma´s complicada.
Sin embargo, si n es impar el tratamiento es muy similar al de la seccio´n anterior.
Estudiaremos, en primer lugar, este caso.
Teorema 2.20. Sea R una superficie de Riemann compacta de ge´nero g ≥ 2. Sea T un
automorfismo de R de orden impar n con un nu´mero impar r ≥ 5 de puntos fijos. Entonces
el peso de cada punto fijo P de T satisface la siguiente cota:
wt(P ) ≥ 1
8
(n− 1)(r − 3)2
Demostracio´n. Este resultado se prueba reproduciendo paso por paso la demostracio´n
del Teorema 2.16. La u´nica diferencia resen˜able aparece cuando se calcula el peso wt(P )
asociado a la sucesio´n de gaps {γl}1≤l≤g que proporciona la cota inferior. En este caso el
nu´mero m = (n− 1)(r − 4)/2 de gaps que contribuyen al peso no es divisible entre n− 1
con lo cual tenemos (r−5)/2 bloques con n−1 gaps cada uno y un u´ltimo bloque formado
por (n− 1)/2 gaps, cada uno de los cuales an˜ade al peso (r − 3)/2 unidades. Por tanto:
w(P ) = (n− 1)
(r−5)/2∑
k=1
k +
n− 1
2
r − 3
2
=
1
8
(n− 1)(r − 3)2
Proposicio´n 2.21. Sean n ≥ 2 y r ≥ 5 enteros positivos impares. Enconces existen una
superficie de Riemann compacta R, un automorfismo T ∈ Aut(R) con r puntos fijos y de
orden n y un punto P ∈ R que es punto fijo de T tales que
wt(P ) =
1
8
(n− 1)(r − 3)2
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Demostracio´n. La demostracio´n es paralela a la de la Proposicio´n 2.18, as´ı que omitiremos
los detalles y mantendremos las mismas notaciones. Las justificaciones de las afirmaciones
que se hara´n son ana´logas a las de la citada demostracio´n.
Sea Γ un grupo fuchsiano con ge´nero orbital 0 y r periodos iguales a n y sean
{x1, . . . , xr} los generadores de Γ. Consideramos la aplicacio´n ξ : {x1, . . . , xr} −→ Zn
dada por
n = 3 :

r1 = 12(r + 3)
r2 = 12(r − 3)
n = 5 :

r1 = 2
r2 = 12(r − 3)
r3 = 12(r − 1)
r4 = 0
n ≥ 7 :

r1 = 2
rn−1
2
= rn+1
2
= 12(r − 3)
rn−2 = 1
rj = 0 en otro caso
donde rj denota el nu´mero de ge´neradores cuya imagen por ξ es [ j ]n (no´tese que, a efectos
de esta demostracio´n, no importa cua´l sea la imagen de cada generador siempre que se
satisfaga la condicio´n previamente citada, as´ı que podemos hacer una eleccio´n cualquiera).
Es inmediato comprobar la compatibilidad de ξ con la u´nica relacio´n relevante
∏r
k=1 xk = 1
de la presentacio´n de Γ, pues
∑r
k=1 k rk ∈ nZ. Por tanto ξ se extiende a un epimorfismo
φ : Γ −→ Zn. Las ima´genes de todos los generadores de Γ son unidades en el anillo Zn
(esto es, generadores del grupo c´ıclico Zn), as´ı que K := Ker φ es un grupo de superficie.
Sea R = H/K y sea G = Γ/K ∼= Zn, que es un grupo de automorfismos de R. Sean g
el ge´nero de R y T ∈ G el automorfismo de R que se identifica con el generador 1 ∈ Zn.
Por la Proposicio´n 2.15, el nu´mero de puntos fijos de T en R es r. Sea xk un generador
el´ıptico tal que φ(xk) = 1 y sea P = ψ(Γ zk), que es un punto fijo de R.
La Proposicio´n 2.14 nos permite calcular la multiplicidad Nj del autovalor e2piij/n en
la representacio´n h(T ) de Lewittes (Teorema 2.11) para cada j ∈ {0, . . . , n− 1}:
N0 = 0
Nj =
r − 1
2
para 1 ≤ j ≤ n−12
Nj =
r − 3
2
para n−12 < j ≤ n− 1
Por los Teoremas 2.11 y 2.13 esta multiplicidad Nj coincide con el nu´mero de gaps en
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P que son congruentes con j mo´dulo n. Al no ser ninguno de los gaps mu´ltiplo de n, la
estructura de semigrupo aditivo del conjunto de no-gaps hace que quede determinada la
sucesio´n de gaps en P : esta´ formada por los Nj primeros enteros enteros congruentes con
j mo´dulo n para cada j ∈ {1, . . . , n − 1}. Pero esta sucesio´n de gaps es exactamente la
que proporciona la cota inferior del Teorema 2.20. Por tanto el peso de P coincide con la
cota.
Observacio´n 2.22. Como en la Observacio´n 2.19, la fo´rmula de Riemann-Hurwitz nos
permite obtener el ge´nero de la superficie que hemos construido en la demostracio´n de
2.21 que de nuevo es
g = (r − 2) n− 1
2
No´tese que en este caso, a diferencia del anterior, no se construyen superficies de cualquier
ge´nero, ya que el factor (r−2) > 1 es un nu´mero impar, con lo que no aparecen superficies
cuyo ge´nero es una potencia de 2.
Trataremos ahora el caso en que el orden n de T es par. Tambie´n en este caso es posible
obtener una cota inferior para el peso de un punto fijo de T :
Teorema 2.23. Sea R una superficie de Riemann compacta de ge´nero g ≥ 2. Sea T un
automorfismo de R de orden par n con un nu´mero impar r ≥ 5 de puntos fijos. Entonces
el peso de cada punto fijo P de T satisface la siguiente cota:
wt(P ) ≥ 1
8
(n− 1)(r − 5)(r − 3) + r − 3
2
(
n− a+ 1
2
)
donde a es el mayor divisor impar de n.
Demostracio´n. Mantendremos las notaciones empleadas en el Teorema 2.16. Argumentan-
do igual que en la demostracio´n del citado Teorema, se puede asegurar que el peso de P
sera´ siempre mayor o igual que el que se obtendr´ıa si la sucesio´n de gaps en P estuviera
formada por los g primeros enteros que no esta´n en la coleccio´n {n (q + j)}j≥1 (q es el
ge´nero de S = R/ 〈T 〉). A partir de ahora supondremos que nos encontramos en esta
situacio´n.
De la fo´rmula de Riemann-Hurwitz (∗) se sigue que el nu´mero de gaps cuya contribucio´n
al peso es positiva es
m = g − (n q + n− 1) = 1
2
(n− 1)(r − 4) + B
2
y, adema´s, que el nu´mero B es un entero positivo impar, como sen˜alamos al comienzo de
esta seccio´n. Por tanto obtendremos una cota inferior para el peso de P si B es lo ma´s
pequen˜o posible. Recordemos que B es la contribucio´n a (∗) de los puntos de ramificacio´n
de pi : R −→ S que no son puntos fijos de T . Si Q es uno de esos puntos de ramificacio´n,
el cardinal nQ de la o´rbita de Q bajo la accio´n de T es el cociente n/mQ, donde mQ es
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la multiplicidad de pi en Q. La aportacio´n de Q y los dema´s puntos de su o´rbita a (∗)
sera´ BQ = nQ (mQ − 1) = n− nQ, que sera´ ma´s pequen˜o cuanto mayor sea nQ.
Como B es impar, existe un punto Q ∈ R que no es punto fijo de T tal que BQ es
impar. Desde luego B ≥ BQ, as´ı que se trata de minimizar BQ = n− n/mQ de modo que
BQ sea impar. Esto se logra cuando mQ es la mayor potencia de 2 que divide a n (no´tese
que mQ > 1, ya que n es par, y mQ < n por la Observacio´n 2.17, al ser r impar). Por ello
denotamos con a el mayor divisor impar de n y as´ı B ≥ n− a, luego
m ≥ 1
2
(n− 1)(r − 4) + n− a
2
= (n− 1) r − 5
2
+
(
n− a+ 1
2
)
y, como 1 < a ≤ n− 1, se tiene que
n− 1 > n− a+ 1
2
≥ n
2
Por tanto tenemos, por un lado, (r−5)/2 bloques formados por n−1 gaps cada uno, de
manera que cada gap del bloque j-e´simo an˜ade j unidades al peso. Por otro lado, tenemos
un u´ltimo bloque formado por al menos n− (a+ 1)/2 gaps, cada uno de los cuales an˜ade
(r − 3)/2 unidades al peso. Por tanto, la cota inferior es
(n− 1)
(r−5)/2∑
k=1
k +
r − 3
2
(
n− a+ 1
2
)
=
1
8
(n− 1)(r − 5)(r − 3) + r − 3
2
(
n− a+ 1
2
)
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Cap´ıtulo 3
Sucesiones de gaps en superficies
de Klein.
Un automorfismo antianal´ıtico de orden 2 de una superficie de Riemann recibe el
nombre de simetr´ıa. Se atribuye a Klein la idea de asociar a cada simetr´ıa σ de una
superficie de Riemann R otra superficie topolo´gica, con borde o no orientable (o ambas
cosas), obtenida como cociente de R bajo la accio´n de 〈σ〉. El tratamiento moderno de
estas superfices, que actualmente reciben el nombre de superficies de Klein, se debe a
Alling y Greenleaf, cuyos trabajos se encuentran recogidos en [3]. En esta monograf´ıa se
introduce la definicio´n de superficie de Klein como una superficie topolo´gica dotada de lo
que Alling y Greenleaf llaman estructura dianal´ıtica. Tambie´n se demuestra que, dada una
superficie de Klein S, existe una superficie de Riemann Sc y una simetr´ıa σc de Sc tales
que S = Sc/ 〈σc〉 y la proyeccio´n natural pic : Sc −→ S es un morfismo en la categor´ıa de
las superficies de Klein. La terna (Sc, pic, σc) recibe el nombre de cubierta doble de S.
Si Sc es compacta y su ge´nero es mayor que 1, es natural preguntarse co´mo afecta
la existencia de la simetr´ıa σc al conjunto W de puntos de Weierstrass de Sc. El primer
hecho destacable es que W es sime´trico, esto es, σc(W ) = W . As´ı pues aparece en S el
conjunto distinguido pic(W ) formado por los puntos que son proyeccio´n de los puntos de
Weierstrass de Sc. La superficie S posee su propio cuerpo de funciones meromorfas, luego
cabe plantear, en primer lugar, si es posible caracterizar los elementos de pic(W ) en te´rmi-
nos de funciones meromorfas definidas sobre S. Este problema se resuelve parcialmente en
el presente cap´ıtulo, concretamente para los puntos del borde de S.
El estudio del problema antes mencionado nos conduce a definir el concepto de sucesio´n
de gaps en un punto P de una superficie de Klein S, as´ı como una sucesio´n de nu´meros
enteros {aj(P )} formada por diferencias de dimensiones de subespacios vectoriales de
funciones meromorfas definidas sobre S. La sucesio´n {aj(P )} no so´lo determina la sucesio´n
de gaps en P sino que contiene informacio´n adicional sobre el comportamiento de las
funciones meromorfas cuyo conjunto de polos se reduce al conjunto {P}.
Las sucesiones de gaps en las superficies de Klein resultan tener un comportamiento
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distinto al de las sucesiones de gaps en las superficies de Riemann, ya que las primeras
no poseen cardinal fijo y pueden llegar a ser vac´ıas. Demostramos que, si la sucesio´n de
gaps en algu´n punto de una superficie de Klein S es vac´ıa, entonces S es hiperel´ıptica. A
continuacio´n estudiamos el conjunto G1(S) de puntos de S para los cuales la sucesio´n de
gaps es vac´ıa. Este conjunto esta´ formado por un nu´mero finito de “curvas” dentro de la
superficie S; ma´s formalmente, G1(S) es un subespacio semialgebraico de S (en el sentido
de Delfs-Knebusch) de dimensio´n 1. Por u´ltimo, determinamos la sucesio´n {aj(P )} para
cada punto P de una superficie de Klein hiperel´ıptica.
3.1. Superficies de Klein.
Definiciones 3.1.
(i) Sea U un subconjunto abierto de C. Diremos que una funcio´n f : U −→ C es
antianal´ıtica en U si su funcio´n conjugada
f : U −→ C
z 7−→ f(z)
es anal´ıtica en U . Diremos que f es dianal´ıtica en U si para cada componente conexa V
de U la restriccio´n de f a V es anal´ıtica o antianal´ıtica.
(ii) Sea A un subconjunto abierto de C+. Diremos que una funcio´n f : A −→ C es
dianal´ıtica en A si se puede extender a una funcio´n dianal´ıtica definida en un abierto de C,
es decir, si existen un subconjunto U abierto de C y una funcio´n dianal´ıtica f˜ : U −→ C
tales que A ⊆ U y f = f˜ |A. Diremos que f es anal´ıtica en A si se puede conseguir que la
extensio´n f˜ sea anal´ıtica en U .
Definicio´n 3.2. Una superficie de Klein es una superficie S (ve´ase la Definicio´n 1.1) junto
con un conjunto maximal de cartas {Ui, φi}i∈I tal que las funciones de transicio´n φi ◦φj−1
son dianal´ıticas (no´tese que estas funciones esta´n definidas si Ui ∩ Uj es no vac´ıo).
Observaciones 3.3.
(i) Para definir una superficie de Klein no es necesario proporcionar un conjunto ma-
ximal de cartas; basta con un conjunto de cartas dianal´ıticas que recubran la superfice (al
que llamaremos atlas dianal´ıtico). Si la superficie de Klein es orientable es posible elegir
un atlas formado por cartas anal´ıticas.
(ii) Hay una biyeccio´n natural entre superficies de Riemann y superficies de Klein
orientables sin borde. Identificaremos estas dos clases a partir de ahora.
Ejemplos 3.4.
(i) La carta (C+, id) dota a C+ de estructura de superficie de Klein. El borde de C+
consiste en los puntos del eje del real.
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(ii) Sea ∆ = C+ ∪ {∞} la compactificacio´n mediante un punto de C+. Las dos cartas
U1 = (C+, φ1(z) = z) y U2 = (∆ \ {0}, φ2(z) = 1/z) dotan a ∆ de estructura de superficie
de Klein. El borde de ∆ es el conjunto R ∪ {∞}.
Definicio´n 3.5. Sea S una superficie de Klein compacta de ge´nero topolo´gico g y sea k el
nu´mero de componentes conexas de ∂S. El ge´nero algebraico de S es el entero p = αg+k−1,
donde α = 2 si S es orientable y α = 1 en caso contrario. El tipo topolo´gico de S (es decir,
la clase de equivalencia de S bajo la relacio´n “ser homeomorfo a”) esta´ determinado por
la terna (p, k, α).
Definicio´n 3.6. La aplicacio´n doblez es la aplicacio´n
Φ : C −→ C+
x+ iy 7−→ x+ i|y|
Definicio´n 3.7. Un morfismo entre las superficies de Klein S y S′ es una aplicacio´n
continua F : S −→ S′ tal que
1. F (∂S) ⊆ ∂S′.
2. Para cada P ∈ S existen cartas (U, φ) en S y (V, ψ) en S′ y una aplicacio´n anal´ıtica
T : φ(U) −→ C tales que P ∈ U , F (U) ⊆ V , ψ(V ) ⊆ C+ y ψ ◦ F |U = Φ ◦ T ◦ φ.
Proposicio´n 3.8. Los morfismos entre superficies de Klein son aplicaciones abiertas.
Definicio´n 3.9. Diremos que una aplicacio´n F entre superficies de Klein es un isomor-
fismo si es un morfismo biyectivo y F−1 es tambie´n un morfismo. De hecho, si F es un
morfismo biyectivo, por la Proposicio´n 3.8, es un isomorfismo. Un automorfismo de una
superficie de Klein es un morfismo de la superficie en s´ı misma. La composicio´n de dos mor-
fismos entre superficies de Klein es un morfismo. Por tanto, el conjunto de automorfismos
de una superficie de Klein S, dotado con la composicio´n de aplicaciones, es un grupo, que
denotaremos con Aut±(S). Los morfismos de orden 2 reciben el nombre de involuciones.
Definicio´n 3.10. Sean S y S′ superficies de Klein orientables y supongamos que esta´n
orientadas. Diremos que un morfismo es anal´ıtico si preserva la orientacio´n y que es an-
tianal´ıtico si la invierte. Los automorfismos anal´ıticos de S forman un subgrupo de ı´ndice
2 de Aut±(S) que denotaremos con Aut+(S). Si S es una superficie de Riemann, Aut(S)
(segu´n se definio´ en el Cap´ıtulo 1) y Aut+(S) son grupos isomorfos.
Ejemplo 3.11. En 1.6 se determino´ el grupo Aut(H) y se le dio estructura de grupo
topolo´gico. Ahora vamos a hacer lo mismo con Aut±(H). Sea A− el conjunto formado por
las transformaciones m del tipo
m(z) =
az + b
cz + d
para z ∈ H
donde a, b, c, d ∈ R y ad−bc < 0. Los elementos de A− resultan ser todos los automorfismos
antianal´ıticos de H, con lo cual se tiene que Aut±(H) = Aut(H) ∪ A−.
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Sea GL(2,R) el conjunto de matrices cuadradas de orden 2 con coeficientes reales y
determinante no nulo. Este conjunto hereda la topolog´ıa usual como subespacio de R4. La
aplicacio´n
GL(2,R) −→ Aut±(H)
A =
(
a b
c d
)
7−→

m(z) = (az + b)/(cz + d) si det(A) > 0
m(z) = (az + b)(cz + d) si det(A) < 0
es un epimorfismo de grupos que permite dotar a Aut±(H) de la topolog´ıa final correspon-
diente.
A continuacio´n se introducen algunas notaciones usadas por May en [37]. Los resultados
que se mencionan se deben a Alling y Greenleaf y se pueden encontrar demostrados en [3].
Proposicio´n 3.12. Sean F : S −→ S′ un morfismo no constante entre superficies de
Klein y P ∈ S.
(i) Existen cartas dianal´ıticas (U, φ) y (V, ψ) centradas en P y F (P ), respectivamente,
tales que, para cada Q ∈ U ,
F (Q) =

ψ−1 ◦ Φ(±φ(Q)e) si F (P ) ∈ ∂S′
ψ−1(±φ(Q)e) si F (P ) /∈ ∂S′
donde e es un entero positivo, al que llamaremos multiplicidad o ı´ndice de ramificacio´n de
F en P y denotaremos con multF (P ) y otras veces, por brevedad, con eF (P ). Se dira´ que
F es ramificado en P si multF (P ) > 1.
(ii) Llamaremos grado relativo de P sobre F (P ) al entero positivo dF (P ) definido
como
dF (P ) =
{
2 si P ∈ S◦ y F (P ) ∈ ∂S′
1 en otro caso
Existe un entero positivo r, al que llamaremos grado de F , tal que∑
P∈F−1(Q)
eF (P ) dF (P ) = r
para cada Q ∈ S′.
(iii) Si F : S −→ S′ y G : S′ −→ S′′ son morfismos entre superficies de Klein de
grados r y s respectivamente entonces G ◦ F es un morfismo de grado r · s. Adema´s
eG◦F (P ) = eF (P ) · eG(F (P )) para cada P ∈ S.
Vamos a introducir la cubierta doble de una superficie de Klein (ve´ase, por ejemplo,
[3]).
Construccio´n 3.13. Sea S una superficie de Klein que no es una superficie de Riemann
(es decir, ∂S es no vac´ıo, S es no es orientable o ambas cosas). Entonces existe una terna
(Sc, pic, σc), llamada la cubierta doble de S, que cumple las siguientes condiciones:
24
1. Sc es una superficie de Riemann. Si S es compacta, Sc tambie´n lo es; adema´s, el
ge´nero de Sc coincide con el ge´nero algebraico de S.
2. La aplicacio´n pic : Sc −→ S es un morfismo de grado 2 entre superficies de Klein tal
que |pi−1c (P )| = 1 si P ∈ ∂S y |pi−1c (P )| = 2 si P /∈ ∂S. Por tanto pic no es ramificado
en ningu´n punto de Sc.
3. La aplicacio´n σc : Sc −→ Sc es el u´nico automorfismo antianal´ıtico de orden 2 de Sc
que satisface la igualdad pic ◦ σc = pic. Llamaremos involucio´n antianal´ıtica de Sc a
este autormorfismo. Un punto Q ∈ Sc es punto fijo de σc si y so´lo si pic(Q) ∈ ∂S.
Si no hay posibilidad de confusio´n, denotaremos la cubierta doble de S simplemente con
(Sc, pi, σ).
Como veremos ma´s adelante, la cubierta doble permite establecer una equivalencia
funtorial entre la categor´ıa de superficies de Klein y la de superficies de Riemann sime´tricas
que introducimos a continuacio´n. Conviene destacar tambie´n un resultado probado por
Bujalance y Singerman en [10]: la superficie de Klein S es orientable si y so´lo si Sc\pi−1(∂S)
no es conexo.
Definicio´n 3.14. Una superficie de Riemann sime´trica es un par (R, σ) donde R es una
superficie de Riemann y σ : R −→ R es un autormorfismo antianal´ıtico de orden 2 (al que
llamaremos involucio´n antianal´ıtica de R). Un morfismo entre dos superficies de Riemann
sime´tricas (R, σ) y (R′, σ′) es un morfismo F : R −→ R′ que conserva la orientacio´n y
cumple que F ◦ σ = σ′ ◦ F .
Observacio´n 3.15. Es un hecho conocido (una demostracio´n puede verse en [13, pa´g. 7])
que son funtorialmente equivalentes las dos categor´ıas cuyos objetos son las superficies de
Klein y las superficies de Riemann sime´tricas, respectivamente, y cuyos morfismos son los
morfismos no constantes. La forma natural de identificarlas es la siguiente:
Una superficie de Klein S se asocia con su cubierta doble (Sc, σ), que es una superficie
de Riemann sime´trica.
Una superficie de Riemann sime´trica (R, σ) se asocia con el cociente S = R/ 〈σ〉, que
puede ser dotado con una u´nica estructura de superficie de Klein tal que la proyeccio´n
cano´nica sea un morfismo.
Si S es una superficie de Klein con cubierta doble (Sc, σ) se cumple que
Aut±(S) ∼= Aut(Sc, σ) = {F ∈ Aut(Sc) : F ◦ σ = σ ◦ F}
La restriccio´n de esta correspondencia nos permite identificar tambie´n las superficies
de Klein compactas con las superficies de Riemann sime´tricas compactas.
25
3.2. Funciones meromorfas en superficies de Klein.
Definicio´n 3.16. Sean S una superficie de Klein y A = {Ui, φi}i∈I un atlas dianal´ıtico.
Una funcio´n meromorfa sobre S relativa a A es una familia de aplicaciones fA = {fi :
Ui −→ Ĉ}i∈I tal que:
1. Cada aplicacio´n fi ◦ φ−1i : φi(Ui) −→ Ĉ es una funcio´n meromorfa.
2. fi(Ui ∩ ∂S) ⊆ R ∪ {∞}.
3. Para cada componente conexa V de Ui ∩ Uj se tiene:
fi|V =

fj |V si φi ◦ φ−1j es anal´ıtica
fj |V si φi ◦ φ−1j es antianal´ıtica
Observaciones 3.17.
(i) El conjuntoMA(S) de funciones meromorfas sobre S relativas a A es una extensio´n
de cuerpos de R con grado de trascendencia 1. Se prueba fa´cilmente que si A y B son dos
atlas dianal´ıticos que definen S, entonces MA(S) y MB(S) son cuerpos R-isomorfos.
As´ı pues llamaremos a cualquiera de estos cuerpos el cuerpo de funciones meromorfas de
S que sera´ denotado con M(S).
(ii)M(S) contiene una copia de C si y so´lo si S es una superficie de Riemann. Adema´s,
M(S) es un cuerpo formalmente real (esto es, un cuerpo en el cual −1 no es suma de
cuadrados) si y so´lo si ∂S es vac´ıo.
(iii) Sea S una superficie de Klein orientable y sin borde. Los conjuntos de funciones
meromorfas sobre S, vista como superficie de Riemann y como superficie de Klein, son
cuerpos isomorfos, por tanto los identificaremos y denotaremos ambos con M(S).
Definiciones 3.18.
(i) Sean S una superficie de Klein, (Sc, pi, σ) su cubierta doble y f una funcio´n mero-
morfa sobre Sc. Podemos definir una nueva funcio´n meromorfa σ∗f sobre Sc del siguiente
modo:
(σ∗f)(P ) = f(σ(P ))
Diremos que f es invariante bajo σ∗ o sime´trica si σ∗f = f . Dado un subconjunto A de
M(Sc) denotaremos con Aσ∗ el subconjunto de A formado por las funciones meromorfas
invariantes bajo σ, esto es,
Aσ
∗
= {f ∈ A : σ∗f = f}
(ii) Sea f = {fi : Ui −→ Ĉ}i∈I una funcio´n meromorfa de una superficie de Klein S.
El valor de f en un punto no esta´ bien definido, ya que depende de la carta elegida entre
las que cubren dicho punto. Sin embargo podemos introducir las nociones de cero y polo
de f . Diremos que f tiene un cero (resp. un polo) de orden n en P ∈ S si existe i ∈ I tal
que P ∈ Ui y fi ◦ φ−1i tiene un cero (resp. un polo) de orden n en φi(P ). Es inmediato
comprobar que estas definiciones no dependen de la carta elegida.
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Observacio´n 3.19. La multiplicidad del morfismo σ∗f en un punto P ∈ Sc es la misma
que la de f en σ(P ).
Demostracio´n. Sea c : Ĉ −→ Ĉ el morfismo definido como c(z) = z para cada z ∈ C y
c(∞) = ∞. Entonces, por definicio´n, podemos escribir σ∗f = c ◦ f ◦ σ. Las aplicaciones
σ y c son automorfismos de Sc y Ĉ respectivamente y, por tanto, morfismos de grado 1,
as´ı que tienen multiplicidad 1 en todos los puntos de su dominio. Por la Proposicio´n 3.12,
para cada P ∈ Sc se tiene que
eσ∗f (P ) = ec(f(σ(P ))) · ef (σ(P )) · eσ(P ) = ef (σ(P ))
Construccio´n 3.20. Sea ∆ la compactificacio´n mediante un punto de C+ (ve´ase 3.4).
Sean S una superficie de Klein y f = {fi : Ui −→ Ĉ}i∈I una funcio´n meromorfa de S. A
partir de f se construye un morfismo f̂ : S −→ ∆ del siguiente modo: si f tiene un polo en
P ∈ S, definimos f̂(P ) =∞; en otro caso, elegimos un dominio de carta Uj que contenga
a P y definimos f̂(P ) = a + |b|i, donde fj(P ) = a + bi. La definicio´n de esta funcio´n no
depende de la carta elegida. Adema´s, se cumplen las siguientes propiedades:
1. Si f y g son funciones meromorfas no constantes tales que f 6= g, entonces f̂ 6= ĝ.
2. El orden de una funcio´n meromorfa f en un punto P y el ı´ndice de ramificacio´n del
morfismo f̂ en P coinciden.
La siguiente Proposicio´n se deduce de los resultados A.5 y A.8 en el Ape´ndice de [8].
Proposicio´n 3.21. Sean S una superficie de Klein y (Sc, pi, σ) su cubierta doble. Entonces
existe un isomorfismo de espacios vectoriales reales pi∗ : M(S) −→ M(Sc)σ∗. Este iso-
morfismo cumple la siguiente propiedad: si f es una funcio´n meromorfa sobre S, entonces
el morfismo pi∗(f) asociado a pi∗(f) es f̂ ◦ pi.
A lo largo del resto de la seccio´n, S denotara´ una superficie de Klein compacta de
ge´nero algebraico p ≥ 2 con cubierta doble (Sc, pi, σ) (estamos suponiendo, por tanto,
que S no es una superficie de Riemann). Necesitamos usar el lenguaje de divisores en
superficies de Klein. Las definiciones ba´sicas son, formalmente, las mismas que las dadas
en 2.1.
Para divisores en una superficie de Klein S se cumplen los enunciados ana´logos de las
Observaciones 2.2 y 2.4, pero con dos salvedades:
(i) Los espacios LS(D) son subespacios vectoriales de M(S) y, por tanto, espacios
vectoriales sobre R, pero no sobre C.
(ii) Si Dj es una sucesio´n de divisores construida como en el Teorema de los gaps the
Noether (2.3), tambie´n se cumple que L(Dj−1) ⊆ L(Dj). Sin embargo, si el contenido es
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estricto, la diferencia de dimensiones de los dos subespacios no tiene por que´ ser 1. De
hecho, como probaremos ma´s adelante, si P ∈ S \ ∂S y Dj = j · P entonces
dimRLS(Dj)− dimRLS(Dj−1) = 2
si j > p , donde p es el ge´nero algebraico de S.
Tambie´n podemos dar una Definicio´n ana´loga a la 2.5 y, a partir de ella, establecer
las definiciones de gap y no-gap en un punto de una superficie de Klein. Hacemos esto a
continuacio´n.
Definicio´n 3.22. Sea P ∈ S y consideremos la sucesio´n de divisores Dj = j ·P para cada
j ≥ 0. Para una funcio´n meromorfa f ∈M(S) y un entero positivo j ∈ N son equivalentes:
1. f ∈ L(Dj) \ L(Dj−1)
2. f tiene un u´nico polo en R, que es P , y ese u´nico polo es de orden j
Si una funcio´n meromorfa f cumple las condiciones anteriores diremos que f es una funcio´n
en j(P ). Si existe una funcio´n en j(P ) diremos que j es un no-gap en P ; en caso contrario
diremos que j es un gap en P .
As´ı pues la sucesio´n de gaps en un punto P ∈ S esta´ determinada por los espacios
L(Dj). Concretamente, las siguientes afirmaciones son equivalentes:
1. j es un no-gap en P
2. aj(P ) := dimRLS(Dj)− dimRLS(Dj−1) 6= 0
Para estudiar las sucesiones de gaps en los puntos de una superficie de Klein estable-
ceremos relaciones entre los espacios LS(D) y ciertos espacios de funciones meromorfas
asociados a divisores en la cubierta doble Sc.
Definicio´n 3.23. Dado un divisor D =
∑
P∈S nP P en S definimos el divisor asociado a
D como
D˜ :=
∑
Q∈Sc
npi(Q)Q
que es un divisor en Sc.
Los tres siguientes resultados aparecen sin demostrar en [45]. Sera´n enunciados como
lemas y se incorporara´n demostraciones.
Lema 3.24. Sea D un divisor en S. Entonces la restriccio´n de la aplicacio´n pi∗ al subes-
pacio vectorial LS(D) es un R-isomorfismo sobre el subespacio vectorial LSc(D˜)σ
∗
.
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Demostracio´n. Sea f una funcio´n meromorfa con un cero o un polo de orden n en P ∈ S.
Como se afirmo´ en la Construction 3.20, el morfismo f̂ : S −→ ∆ asociado a f tiene orden
n en P y lo mismo le sucede a f̂ ◦pi = pi∗(f) en cada punto de pi−1(P ) (por la Proposicio´n
3.12, teniendo en cuenta que pi no es ramificado en ningu´n punto de Sc). Por tanto, pi∗(f)
tiene orden n en cada punto de pi−1(P ).
Esto prueba, por definicio´n de D˜, que si f es una funcio´n meromorfa en LS(D), entonces
pi∗(f) esta´ en LSc(D˜)σ
∗
. Al mismo tiempo, tambie´n implica que si f no esta´ en LS(D),
entonces pi∗(f) no esta´ en LSc(D˜)σ
∗
. Por lo tanto pi∗(LS(D)) = LSc(D˜)σ
∗
.
Lema 3.25. Sean V un espacio vectorial de dimensio´n finita sobre C y τ : V −→ V una
aplicacio´n tal que τ2 = Id y
τ(v + w) = τ(v) + τ(w) para cada v, w ∈ V
τ(λv) = λτ(v) para cada v ∈ V, λ ∈ C
Entonces el espacio vectorial real V τ = {v ∈ V : τ(v) = v} cumple que dimRV τ = dimCV .
Demostracio´n. Sea B = {u1, . . . , un} una base de V τ sobre R. Probemos que B genera V
sobre C. Sea v ∈ V . Como los vectores v1 = v + τ(v) y v2 = i(v − τ(v)) esta´n en V τ ,
deducimos que:
v =
1
2
(v1 − iv2) = 12(
n∑
j=1
αjuj − i
n∑
j=1
βjuj) =
n∑
j=1
αj − iβj
2
uj
con αj , βj ∈ R.
Veamos que B es linealmente independiente sobre C. Si ∑nj=1 λjuj = 0 con λj ∈ C,
entonces 0 = τ(
∑n
j=1 λjuj) =
∑n
j=1 λjuj . Si sumamos las dos igualdades precedentes,
obtenemos
∑n
j=1(λj + λj)uj = 0. Como λj + λj ∈ R y B es linealmente independiente
sobre R, concluimos que λj + λj = 0 para cada 1 ≤ j ≤ n y, por tanto, λj = iαj con
αj ∈ R. As´ı pues 0 = −i
∑n
j=1 λjuj =
∑n
j=1 αjuj lo cual implica que αj = 0 y, por tanto,
λj = 0 para cada 1 ≤ j ≤ n.
Lema 3.26. Sea σ∗ :M(Sc) −→M(Sc) la aplicacio´n definida en 3.18 y sea D un divisor
en S. Entonces σ∗(LSc(D˜)) ⊆ LSc(D˜).
Demostracio´n. Sea f ∈ LSc(D˜). Por la Observacio´n 3.19 se tiene que si f tiene multipli-
cidad j en un punto Q ∈ Sc, entonces σ∗f tiene multiplicidad j en σ(Q). Por tanto, para
cada Q ∈ Sc, se tiene
(σ∗f)(Q) = (f)(σ(Q)) ≥ −D˜(σ(Q)) = −D˜(Q)
Luego σ∗f pertenece a LSc(D˜).
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Como consecuencia inmediata de los tres Lemas precedentes, teniendo en cuenta que la
aplicacio´n σ∗ : LSc(D˜) −→ LSc(D˜) cumple las hipo´tesis de 3.25, se obtienen las siguientes
igualdades de dimensiones:
Proposicio´n 3.27. Sea D un divisor en S. Entonces
dimRLS(D) = dimRLSc(D˜)
σ∗ = dimCLSc(D˜)
Un problema de intere´s consiste en comparar las sucesiones de gaps en un puntoQ ∈ Sc
y su proyeccio´n pi(Q) ∈ S. En la siguiente Proposicio´n esto se resuelve en el caso en que
Q ∈ pi−1(∂S).
Proposicio´n 3.28. Sean P ∈ ∂S y Q = pi−1(P ) ∈ Sc. Sea j ≥ 1 un entero positivo.
Entonces j es un gap en P si y so´lo si j es un gap en Q.
Demostracio´n. El entero j es un gap en P si y so´lo si
aj(P ) = dimRLS(Dj)− dimRLS(Dj−1) = 0
Por la Proposicio´n 3.27, aj(P ) = dimCLSc(D˜j)− dimCLSc(D˜j−1). Como pi−1(P ) = Q,
los divisores asociados a losDj tienen la forma D˜j = j Q. Por tanto aj(P ) = dimCLSc(j Q)−
dimCLSc((j − 1)Q), que es cero si y so´lo si j es un gap en Q.
Observaciones 3.29.
(i) Como consecuencia inmediata de la Proposicio´n 3.28 se obtiene que el conjunto de
no-gaps en un punto P ∈ ∂S tiene estructura de semigrupo aditivo, ya que coincide con
el conjunto de no-gaps en un punto de una superficie de Riemann (ve´ase la Observacio´n
2.9 (i)).
(ii) De la demostracio´n anterior y de la Observacio´n 2.4 se deduce que aj(P ) ∈ {0, 1}
si P ∈ ∂S.
La situacio´n es ma´s complicada cuando P ∈ S \∂S, porque la fibra pi−1(P ) = {Q1, Q2}
tiene dos elementos y los divisores asociados a los Dj toman la forma D˜j = jQ1 + jQ2.
A lo largo del resto de la seccio´n nos referiremos a este u´ltimo caso y emplearemos la
notacio´n que acabamos de introducir.
Notacio´n 3.30. Para poder aplicar el Teorema de los gaps de Noether (2.3) y obtener
informacio´n sobre la sucesio´n {aj(P )} definimos una nueva sucesio´n de divisores en Sc:
1. E0 := 0.
2. Ej := Ej−1 +Q1 si j es impar.
3. Ej := Ej−1 +Q2 if j es par.
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Sea bj(P ) := dimCLSc(Ej)− dimCLSc(Ej−1). Por la Observacio´n 2.4, bj ∈ {0, 1} para
cada j ≥ 1. Por definicio´n, E2j = D˜j para cada j ≥ 0. Por lo tanto, para cada j ≥ 0 se
cumple la igualdad
aj(P ) = dimRLS(Dj)− dimRLS(Dj−1) = b2j(P ) + b2j−1(P )
que implica que aj(P ) ∈ {0, 1, 2}.
Proposicio´n 3.31. Existen p nu´meros enteros (donde p es el ge´nero algebraico de S)
1 = β1 < β2 < . . . < βp < 2p tales que:
bj(P ) = 0 ⇔ j ∈ {β1, . . . , βp}
En particular, aj(P ) = 2 si j > p y ap(P ) 6= 0.
Demostracio´n. Basta con aplicar el Teorema de los gaps de Noether (2.3) a la superficie
de Riemann Sc tomando como sucesio´n de divisores {Ej}j≥0.
En la siguiente Proposicio´n se establecen algunas restricciones para los valores de la
sucesio´n {bj(P )}.
Proposicio´n 3.32. Sea P ∈ S \ ∂S. Entonces:
(i) Si b2j−1(P ) = 1 entonces b2j(P ) = 1 y por tanto aj(P ) = 2. En consecuencia las
sucesiones {aj(P )}j≥1 y {bj(P )}j≥1 se determinan mutuamente.
(ii) El conjunto de no-gaps en P tiene estructura de semigrupo aditivo. En otros te´rmi-
nos, si aj(P ), ak(P ) 6= 0 entonces aj+k(P ) 6= 0.
Demostracio´n. Por una de las igualdades de la Proposicio´n 3.27 se tiene que
aj(P ) = dimRLSc(D˜j)
σ∗ − dimRLSc(D˜j−1)σ
∗
Recordemos que pi−1(P ) consta de 2 puntos que denotamos con Q1 y Q2; por tanto,
D˜j = jQ1 + jQ2.
Si aj(P ) 6= 0 elegimos fj ∈ LSc(D˜j)σ∗ \ LSc(D˜j−1)σ∗ . Entonces fj ha de tener un polo
de orden j en Q1 o´ en Q2. Pero como Q2 = σ(Q1) y fj es sime´trica, de hecho fj tiene un
polo de orden j tanto en Q1 como en Q2 (por la Observacio´n 3.19).
Supongamos ahora que b2j−1(P ) = 1; entonces aj(P ) 6= 0. La funcio´n fj esta´ en la
diferencia LSc(E2j) \ LSc(E2j−1), as´ı que b2j(P ) = 1. Con esto queda probado (i).
Por otra parte, si aj(P ), ak(P ) 6= 0, el producto fj fk es una funcio´n meromorfa sime´tri-
ca con polos de orden j+k enQ1 yQ2 (y sin polos en el resto de Sc), por tanto aj+k(P ) 6= 0;
esto prueba (ii).
A continuacio´n se obtiene informacio´n sobre la sucesio´n de gaps en un punto P a partir
de las sucesiones de gaps en Q1 y Q2 = σ(Q1) (que, como se prueba, son coincidentes).
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Observaciones 3.33.
(i) Las sucesiones de gaps en Q1 y Q2 coinciden. En particular, Q1 es un punto de
Weierstrass de Sc si y so´lo si lo es Q2.
(ii) Si j es un no-gap en Q1 entonces j es un no-gap en P . Adema´s aj(P ) = 2.
Demostracio´n.
(i) Sea f una funcio´n meromorfa en j(Q1). Entonces σ∗f es una funcio´n meromorfa
en j(Q2) (por la Observacio´n 3.19). Por tanto si j es un no-gap en Q1, tambie´n lo es en
Q2. Cambiando Q1 por Q2 se obtiene la afirmacio´n rec´ıproca.
(ii) Si j es un no-gap en Q1, existe una funcio´n meromorfa f en j(Q1). Esta funcio´n
cumple que f ∈ LSc(E2j−1) \LSc(E2j−2), as´ı que b2j−1(P ) = 1 y, por la Proposicio´n 3.32,
aj(P ) = 2 (y, por tanto, j es un no-gap en P ).
3.3. Superficies de Klein hiperel´ıpticas.
Definicio´n 3.34. Se dice que una superficie de Riemann compacta R de ge´nero p ≥ 2 es
hiperel´ıptica si existe una funcio´n meromorfa f : R −→ Ĉ de grado 2. Diremos que una
superficie de Klein S es hiperel´ıptica si lo es su cubierta doble Sc.
Estamos interesados en estudiar las sucesiones de gaps en los puntos de una super-
ficie de Klein hiperel´ıptica. A continuacio´n enumeramos algunas propiedades ba´sicas de
las superficies de Riemann hiperel´ıpticas que sera´n u´tiles para este objetivo. Se pueden
encontrar demostradas en [20].
Proposicio´n 3.35. Sea R una superficie de Riemann hiperel´ıptica. La funcio´n meromorfa
f : R −→ Ĉ de grado 2 es u´nica salvo automorfismos de Ĉ, es decir, si g : R −→ Ĉ es otra
funcio´n meromorfa de grado 2 entonces existe una transformacio´n de Mo¨bius T : Ĉ −→ Ĉ
tal que g = T ◦ f .
Proposicio´n 3.36. Sea R una superficie de Riemann compacta de ge´nero p ≥ 2 y sea W
el conjunto de puntos de Weierstrass de R. Las siguientes afirmaciones son equivalentes:
1. R es hiperel´ıptica.
2. Existe una involucio´n anal´ıtica h : R −→ R que tiene exactamente 2p + 2 puntos
fijos.
3. |W | = 2p+ 2.
4. Existe P ∈W tal que Γ(P ) = {1, 3, 5, . . . , 2p− 1}.
5. Para cada P ∈W se tiene que Γ(P ) = {1, 3, 5, . . . , 2p− 1}.
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Corolario 3.37. Toda superficie de Riemann compacta de ge´nero 2 es hiperel´ıptica.
Demostracio´n. Del Teorema de los gaps de Weierstrass (2.6) se deduce que las u´nicas
sucesiones de gaps posibles en un punto de una superficie de Riemann de ge´nero 2 son
{1, 2} y {1, 3}. Por tanto, en cada punto de Weierstrass de la superficie la sucesio´n de
gaps sera´ {1, 3}. De la equivalencia entre 1 y 5 de la Proposicio´n anterior se sigue que la
superficie es hiperel´ıptica.
Definicio´n 3.38. El automorfismo h : R −→ R de la Proposicio´n 3.36 es la u´nica involu-
cio´n anal´ıtica de R con exactamente 2p + 2 puntos fijos. Recibe el nombre de involucio´n
hiperel´ıptica de R. La involucio´n hiperel´ıptica conmuta con todos los automorfismos de R
(ve´ase [8, pa´g. 160]).
Observacio´n 3.39. Sea R una superficie de Riemann hiperel´ıptica y sea f ∈M(R) una
funcio´n meromorfa de grado 2 cualquiera. Entonces los puntos de ramificacio´n de f en R
son exactamente los 2p+ 2 puntos de Weierstrass de R. Tambie´n coincide el conjunto de
puntos de Weierstrass de R con el conjunto de puntos fijos de la involucio´n antianal´ıtica
h. Dado un punto z ∈ Ĉ que no es punto de ramificacio´n de f , la aplicacio´n h intercambia
los dos puntos que forman la fibra f−1(z).
Introducimos ahora el modelo plano af´ın de una superficie de Riemann hiperel´ıptica
R, que consiste en una curva en C2, definida como el conjunto de ceros de un polinomio en
dos variables, junto con una compactificacio´n suya que es isomorfa a R. Una descripcio´n
detallada de este modelo se puede encontrar en el Cap´ıtulo III de [42].
Construccio´n 3.40. Para nosotros, una curva af´ın sera´ el conjunto de ceros en C2 de un
polinomio no constante F (x, y) ∈ C[x, y]. Diremos que una curva af´ın es lisa si se puede
encontrar un polinomio F que la defina de manera que en cada punto de la curva alguna
de las dos derivadas parciales de F es distinta de cero. Si el polinomio F es irreducible la
curva es conexa. Una curva af´ın lisa y conexa tiene estructura de superficie de Riemann,
con cartas dadas por el Teorema de la funcio´n impl´ıcita.
SeaG(x) un polinomio mo´nico de grado 2p+1+ε donde ε ∈ {0, 1} y p ≥ 2. Supongamos
que todas las ra´ıces de G son simples. Sea X la curva plana definida por la ecuacio´n
y2 = G(x), que es una superficie de Riemann no compacta. “Pegando” X y la curva af´ın
definida por w2 = z2g+2G(1/z) a lo largo de los conjuntos {x 6= 0} y {z 6= 0} (ve´ase [42]
III.1) se obtiene una superficie de Riemann compacta Z de ge´nero p.
Podemos identificar Z con la curva X junto con algunos puntos an˜adidos en el infinito:
un u´nico punto, que denotaremos con∞, si ε = 0; y dos puntos, que denotaremos con∞1
e ∞2, si ε = 1.
Sea f : Z −→ Ĉ la aplicacio´n que transforma (x, y) 7→ x y los puntos del infinito en
∞. Se cumple que f es una funcio´n meromorfa de grado 2; por tanto Z es hiperel´ıptica.
Por otro lado, toda superficie de Riemann hiperel´ıptica R es isomorfa a una superficie Z
construida con el procedimiento que hemos descrito a partir de una curva plana X. La
curva X recibe el nombre de modelo plano af´ın de R.
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La aplicacio´n h(x, y) = (x,−y) extendida a Z por h(∞) =∞ (si ε = 0) o por h(∞1) =
∞2 y h(∞2) = ∞1 (si ε = 1) es la involucio´n hiperel´ıptica de Z. Los puntos de la forma
(x, 0) donde x es una ra´ız de G (junto con∞ si G tiene grado impar) son los 2p+2 puntos
fijos de h, esto es, los puntos de Weierstrass de Z.
Sean S una superficie de Klein hiperel´ıptica de ge´nero p ≥ 2 y (Sc, pi, σ) su cubierta
doble, tambie´n hiperel´ıptica por definicio´n. Es posible elegir un modelo af´ın plano para Sc
de manera que la involucio´n antianal´ıtica σ tenga una expresio´n sencilla en las variables
x e y. Esto se detalla en la siguiente Proposicio´n, que se puede encontrar demostrada en
[14].
Proposicio´n 3.41. Sea S una superficie de Klein hiperel´ıptica con cubierta doble (Sc, pi, σ).
Entonces (Sc, σ) es isomorfa, como superficie de Riemann sime´trica, a (R, σR) donde R
es una superficie de Riemann hiperel´ıptica con modelo af´ın plano {y2 = G(x)} de manera
que G y σR cumplen una y so´lo una de las siguientes condiciones:
1. G es un polinomio mo´nico real (es decir, con coefientes reales) y σR(x, y) = (x, y).
2. G es un polinomio mo´nico real sin ra´ıces reales y σR(x, y) = (x, −y).
3. G es un polinomio mo´nico y σR(x, y) = (−1/x, ϕ(x, y)) para cierta funcio´n racional
ϕ.
Dos superficies de Riemann sime´tricas (Ri, σRi) y (Rj , σRj ) que satisfacen las condiciones
i y j anteriores, respectivamente, con i, j ∈ {1, 2, 3}, i 6= j, no son isomorfas.
El siguiente resultado fue probado en [26]; la formulacio´n que empleamos se puede
encontrar en [7]. Denotaremos con [x] la parte entera de x y con gr G el grado del polinomio
G.
Lema 3.42 (Lema de clasificacio´n topolo´gica). Sea S una superficie de Klein hiper-
el´ıptica. Sea (p, k, α) la terna de enteros positivos descrita en 3.5 que determina el tipo
topolo´gico de S. En cada uno de los tres casos descritos en 3.41 el tipo topolo´gico de S
viene dado por:
1. p = [(gr G− 1)/2]. Sea d el nu´mero de ra´ıces reales de G.
a) k = p+ 1 y α = 2 si d = gr G.
b) k = (2p+ 2− gr G+ d)/2 y α = 1 si 0 < d < grG.
c) k = 1 y α = 2 si d = 0 y p es par.
d) k = 2 y α = 2 si d = 0 y p es impar.
2. p = (gr G− 2)/2, k = 0 y α = 1.
3. p = [(gr G− 1)/2] impar, k = 0 y α = 1.
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Observacio´n 3.43. En [13, pa´ginas 38-39 y 47] se demuestra que toda superficie del
primero de los tipos anteriores es isomorfa tanto a una que esta´ definida por un polinomio
G de grado par como a una que viene dada por un polinomio G de grado impar.
Es conocido que la esfera de Riemann es la u´nica superficie de Riemann que admite
funciones meromorfas de grado 1 y, por tanto, con un u´nico polo en Ĉ, el cual tiene orden
1. Si una superficie de Riemann de ge´nero g ≥ 2 admite una funcio´n meromorfa de grado
2, entonces es, por definicio´n, hiperel´ıptica y para cada punto de Weierstrass P existe una
funcio´n meromorfa en 2(P ).
En el caso de una superficie de Klein S de ge´nero algebraico p ≥ 2, la Proposcio´n
3.31 no excluye la posibilidad de que haya algu´n punto P en el interior de S tal que
exista una funcio´n meromorfa f en 1(P ). De hecho, esto ocurre si y so´lo si b2(P ) = 1.
Supongamos que existe dicha funcio´n f y sea f̂ : S −→ ∆ el morfismo asociado a f . Es
conveniente destacar que, a diferencia de lo que suceder´ıa para una funcio´n meromorfa
sobre una superficie de Riemann, el morfismo f̂ no tiene grado 1. Esto se explica porque,
a pesar de que f̂−1(∞) = {P} y f̂ tiene multiplicidad 1 en P , el grado relativo de f̂ en P
es 2 (ve´ase la Proposicio´n 3.12), ya que P /∈ ∂S y ∞ ∈ ∂∆. Por tanto, f̂ es un morfismo
de grado 2.
Definicio´n 3.44. Sea n un entero positivo y S una superficie de Klein compacta. De-
notaremos con Gn(S) el conjunto de puntos P ∈ S tales que n es el primer no-gap en
P .
Sea S una superficie de Klein compacta de ge´nero algebraico p ≥ 2 y con cubierta
doble (Sc, pi, σ). Estamos interesados en estudiar el conjuntoG1(S), formado por los puntos
P ∈ S que admiten una funcio´n meromorfa en 1(P ). Por la Proposicio´n 3.28, no hay puntos
de ∂S en G1(S), as´ı que, en lo que sigue, nos preocuparemos so´lo de puntos interiores de
S.
Observacio´n 3.45. Sea P ∈ S \ ∂S y sean Q1, Q2 ∈ Sc tales que pi−1(P ) = {Q1, Q2}.
Las siguientes afirmaciones son equivalentes:
1. P ∈ G1(S).
2. Existe una funcio´n meromorfa f sobre Sc con polos de orden 1 en Q1 y Q2 y sin
polos en el resto de puntos de Sc.
Demostracio´n. Por definicio´n, P ∈ G1(S) si y so´lo si a1(P ) 6= 0. Como
a1(P ) = dimCLSc(Q1 +Q2)− dimCLSc(0)
se deduce que P ∈ G1(S) si y so´lo si existe una funcio´n meromorfa f no constante en
LSc(Q1 + Q2); una funcio´n f en ese espacio no puede tener un u´nico polo de orden 1,
porque Sc tiene ge´nero p > 0, por tanto f ha de tener polos de orden 1 en Q1 y Q2.
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Proposicio´n 3.46. Si G1(S) es no vac´ıo entonces S es hiperel´ıptica.
Demostracio´n. Sea P ∈ G1(S). Por la Observacio´n precedente, existe f ∈ M(Sc) con
polos de orden 1 en Q1 y Q2 y sin polos en los dema´s puntos de Sc. Entonces f−1(∞)
tiene dos elementos, contando multiplicidades y, por tanto, f tiene grado 2. As´ı pues Sc
es hiperel´ıptica y, por definicio´n, tambie´n lo es S.
En la siguiente Proposicio´n caracterizamos el conjunto G1(S) mediante las dos involu-
ciones (hiperel´ıptica y antianal´ıtica) de la cubierta doble Sc:
Proposicio´n 3.47. Sean S una superficie de Klein hiperel´ıptica, h : Sc −→ Sc la in-
volucio´n hiperel´ıptica de su cubierta doble (Sc, pi, σ), P ∈ S \ ∂S y pi−1(P ) = {Q1, Q2}.
Entonces
P ∈ G1(S) ⇔ h(Q1) = Q2 = σ(Q1)
Demostracio´n. Nos apoyaremos en la caracterizacio´n de G1(S) dada en la Observacio´n
3.45.
⇐] Sea f una funcio´n meromorfa sobre Sc de grado 2. Como h(Q1) = Q2, se tiene que
f(Q1) = f(Q2) = z ∈ Ĉ. Sea m una transformacio´n de Mo¨bius de Ĉ (ve´ase 1.6) tal que
m(z) = ∞. Por tener m grado 1, la funcio´n meromorfa g = m ◦ f tiene grado 2 (por la
Proposicio´n 3.12); g tiene polos en Q1 y Q2, por tanto ha de tener un polo de orden 1 en
cada uno de estos puntos y no puede tener polos en el resto de puntos de Sc.
⇒] Sea f una funcio´n meromorfa sobre Sc con polos de orden 1 en Q1 y Q2 y sin polos
en el resto de puntos de Sc. Esta funcio´n f tiene grado 2, luego la involucio´n h intercambia
los dos puntos de la fibra f−1(∞) = {Q1, Q2}, es decir, h(Q1) = Q2.
Observacio´n 3.48. Si la cubierta doble (Sc, pi, σ) es hiperel´ıptica y h : Sc −→ Sc es la
involucio´n hiperel´ıptica, entonces el morfismo τ = h ◦ σ : Sc −→ Sc es antianal´ıtico, por
ser composicio´n de un morfismo anal´ıtico y uno antianal´ıtico; adema´s τ tiene orden 2,
porque h conmuta con todos los elementos de Aut±(Sc). Por tanto (Sc, τ) tambie´n es una
superficie de Riemann sime´trica.
En la Proposicio´n previa hemos probado que pi−1(G1(S)) esta´ formado por los puntos
Q ∈ Sc que no son puntos fijos de σ y tales que τ(Q) = h ◦ σ(Q) = Q, es decir, por los
puntos de Sc que yacen sobre el borde de Sc/ 〈τ〉 pero no sobre el borde de S = Sc/ 〈σ〉.
A continuacio´n, a partir del modelo af´ın plano de la cubierta doble de S (ve´ase 3.41),
proporcionamos una descripcio´n expl´ıcita del conjunto G1(S).
Proposicio´n 3.49. Sean S una superficie de Klein hiperel´ıptica y (Sc, pi, σ) su cubier-
ta doble. Sea {y2 = F (x)} un modelo plano af´ın de Sc que cumpla alguna de las tres
condiciones de la Proposicio´n 3.41.
1. Si F es un polinomio mo´nico real (es decir, con coefientes reales) y σR(x, y) = (x, y)
entonces
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G1(S) = {pi(x, y) : (x, y) ∈ Sc, x ∈ R, F (x) < 0}.
2. Si F es un polinomio mo´nico real sin ra´ıces reales y σR(x, y) = (x, −y), entonces
G1(S) = {pi(x, y) : (x, y) ∈ Sc, x ∈ R} ∪ {pi(∞1) = pi(∞2)}.
3. Si F es un polinomio mo´nico y σR(x, y) = (−1/x, ϕ(x, y)), donde ϕ es cierta funcio´n
racional, entonces
G1(S) es vac´ıo.
Demostracio´n. Gracias a la caracterizacio´n deG1(S) proporcionada en la Proposicio´n 3.47,
basta con encontrar los puntos Q ∈ Sc tales que h(Q) = σ(Q) y σ(Q) 6= Q. Recordemos
que h(x, y) = (x,−y).
(1) (x,−y) = (x, y). Entonces x ha de ser real e y = iα donde α ∈ R. Los puntos fijos
de σ son los puntos (x, y) con las dos coordenadas reales, junto con los puntos del infinito.
Al ser y2 = F (x), los puntos que estamos buscando son aquellos que tienen la coordenada
x real y tal que F (x) < 0 (lo que implica que y = iα /∈ R).
(2) (x,−y) = (x,−y). Estos son los puntos (x, y) con x, y ∈ R. Como F es mo´nico y
no tiene ra´ıces reales, F (x) > 0 para cada x ∈ R, luego los puntos (x, y) cuya coordenada
x es real tienen tambie´n coordenada y real. Todos estos puntos cumplen las condiciones
mencionadas porque, en este caso, σ no tiene puntos fijos. Por otro lado, los dos puntos
del infinito son intercambiados tanto por σ como por h.
(3) x = −1/x. Cuando x 6= 0, esta ecuacio´n equivale a |x|2 = xx = −1, que no tiene
solucio´n. Las ima´genes por σ de los puntos de la forma (0, y) son los puntos del infinito y
viceversa. Por tanto G1(S) es vac´ıo.
Observacio´n 3.50. No´tese que en el primer caso de la Proposicio´n 3.49, G1(S) es vac´ıo
si y so´lo si F no tiene ra´ıces reales.
Proposicio´n 3.51. Sea S una superficie de Klein hiperel´ıptica con cubierta doble (Sc, pi, σ)
y sea {y2 = F (x)} un modelo plano af´ın de Sc que cumpla alguna de las tres condiciones
de la Proposicio´n 3.41. Supongamos que G1(S) es no vac´ıo. Entonces G1(S) es un subes-
pacio semialgebraico de S (en el sentido de Delfs-Knebusch) de dimensio´n 1. Adema´s,
dependiendo de la expresio´n de σ, se tiene:
1. Si F es un polinomio mo´nico real con 2k > 0 ra´ıces reales (podemos suponer que F
tiene grado par por la Observacio´n 3.43) y σR(x, y) = (x, y) entonces
G1(S) es un subconjunto no compacto de S que tiene k componentes conexas.
2. Si F es un polinomio mo´nico real sin ra´ıces reales y σR(x, y) = (x, −y) entonces
G1(S) es un subconjunto compacto y conexo de S.
37
Demostracio´n.
(1) Ya que los puntos del infinito no esta´n en G1(S) podemos trabajar con el subcon-
junto abierto de Sc consistente en la parte af´ın {(x, y) ∈ C2 : y2 = F (x)} de Sc, cuya
topolog´ıa es la misma que la que hereda como subespacio de C2.
Sean α1 < . . . < α2k las ra´ıces reales de F . Los valores x ∈ R tales que F (x) < 0
son exactamente los nu´meros reales en la unio´n de los k intervalos abiertos (α1, α2) ∪
· · · ∪ (α2k−1, α2k). Por tanto el conjunto pi−1(G1(S)) ⊆ Sc esta´ formado por las 2k curvas
parametrizadas por
c+j : (α2j−1, α2j) −→ Sc
x 7−→ (x, i
√
−F (x))
c−j : (α2j−1, α2j) −→ Sc
x 7−→ (x,−i
√
−F (x))
donde 1 ≤ j ≤ k.
Como σ transforma im(c+j ) en im(c
−
j ), G1(S) se puede escribir como la unio´n disjunta
G1(S) =
k⋃
j=1
im(pi ◦ c+j )
Cada uno de estos subconjuntos im(pi ◦ c+j ) es conexo, por ser la imagen por una
aplicacio´n continua del intervalo (α2j−1, α2j). Adema´s im(pi ◦ c+j ) esta´ contenido en la
proyeccio´n por pi del cilindro con base (α2j−1, α2j) y es por tanto un subconjunto abierto
de S. As´ı pues los k conjuntos im(pi ◦ c+j ) son las componentes conexas de G1(S).
Por otra parte, S es un espacio semialgebraico en el sentido de Delfs-Knebusch (ve´anse
[17] y [18]), ya que la parte af´ın de Sc es un subconjunto algebraico de R4 de dimensio´n
2 y la aplicacio´n pi : Sc −→ S = Sc/ 〈σ〉 tiene fibras finitas, por lo que basta aplicar el
Corolario 1.6 de [5]. Veamos que tambie´n G1(S) es semialgebraico. Como
G1(S) = pi
 k⋃
j=1
im c+j

y pi es aplicacio´n semialgebraica, basta probar que lo es la unio´n
⋃k
j=1 im c
+
j . Esto es obvio
ya que F es un polinomio. Adema´s dimG1(S) = dim (α1, α2) = 1.
Finalmente, G1(S) no es compacto, ya que no es cerrado en S porque los puntos
pi(αj , 0) esta´n en la clausura de G1(S) pero no en G1(S).
(2) Sea Σ := {(x, y) ∈ Sc : x, y ∈ R} ∪ {∞1,∞2}. G1(S) es semialgebraico de
dimensio´n 1 por ser G1(S) = pi(Σ). Recordemos que Sc se construye pegando las curvas
C1 = {y2 = F (x)} y C2 = {w2 = z2p+2F (1/z)} a lo largo de los subconjuntos {(x, y) ∈
C1 : x 6= 0} y {(z, w) ∈ C2 : z 6= 0} mediante cierta aplicacio´n continua y sobreyectiva
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ψ : C1 ∪ C2 −→ Sc. As´ı pues es posible describir Σ como el subconjunto de Sc que se
obtiene al pegar los subconjuntos compactos K1 = {(x, y) ∈ C1 : x, y ∈ R, |x| ≤ 1} y
K2 = {(z, w) ∈ C2 : z, w ∈ R, |w| ≤ 1}, es decir, Σ = ψ(K1 ∪ K2). Por lo tanto Σ es
compacto luego tambie´n lo es G1(S), por ser pi continua.
Por no tener F ra´ıces reales, los conjuntos K+1 = {(x, y) ∈ K1 : x > 0} y K+2 =
{(z, w) ∈ K2 : w > 0} son conexos, as´ı que tambie´n lo es ψ(K+1 ∪ K+2 ) ⊆ Sc. Como
σ(x, y) = (x, −y) = (x,−y) para x, y ∈ R, se tiene que G1(S) es la imagen por pi de
ψ(K+1 ∪K+2 ), luego G1(S) es conexo.
La Proposicio´n precedente nos permite emplear el Lema de Clasificacio´n Topolo´gica
(3.42) para establecer una correspondencia entre el tipo topolo´gico de S y la compacidad y
nu´mero de componentes conexas de G1(S). Sin embargo, la topolog´ıa de G1(S) no permite
determinar completamente el tipo topolo´gico de S, ya que G1(S) es vac´ıo en dos casos
distintos:
(i) S no es orientable y no tiene borde (caso 3 de la Proposicio´n 3.49).
(ii) S es orientable con borde y el nu´mero de componentes conexas de ∂S es mı´nimo:
uno o dos, segu´n la paridad de p (caso 1 de la Proposicio´n 3.49 cuando F no tiene ra´ıces
reales).
En el primer caso S consta so´lo de puntos interiores, luego, por la Proposicio´n 3.31, p
es un no-gap en cada punto de S, y por tanto Gp+1(S) es vac´ıo.
En el segundo caso, un punto P ∈ ∂S tal que pi−1(P ) no es punto de Weierstrass de
Sc cumple que p + 1 es el primer no-gap en P . Por tanto P esta´ en Gp+1(S). Como el
conjunto de puntos de Weierstrass de Sc es finito, concluimos que Gp+1(S) es no vac´ıo.
Estos dos hechos nos permiten distinguir entre los casos (i) y (ii) por medio del conjunto
Gp+1(S). No´tese que la propiedad que hemos establecido no depende del hecho de que S
sea hiperel´ıptica y es cierta en general:
Observacio´n 3.52. Sea S una superficie de Klein compacta de ge´nero algebraico p ≥ 2 .
Entonces el borde de S es vac´ıo si y so´lo si Gp+1(S) es vac´ıo.
Exponemos en la siguiente tabla la correspondencia entre las propiedades de los con-
juntos Gn(S) y el tipo topolo´gico de S. En la primera columna aparece el nu´mero k de
componentes conexas de G1(S), seguido de la letra c si G1(S) es compacto. En la u´ltima
columna aparece la terna (p, k, α) que determina el tipo topolo´gico de S.
#{ c.c. de G1(S)} Gp+1(S) (p, k, α)
k = p+ 1 no vac´ıo (p, p+ 1, 2)
k ∈ {1, . . . , p} no vac´ıo (p, k, 1)
k = 1, c vac´ıo (p, 0, 1)
0 no vac´ıo (p, 2, 2) o´ (p, 1, 2)
0 vac´ıo (p, 0, 1)
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Al igual que el conjunto de puntos de Weierstrass de una superficie de Riemann, los
conjuntos Gn(S) tambie´n son invariantes bajo la accio´n de automorfismos de S, como
prueba el siguiente resultado.
Proposicio´n 3.53. Sean S una superficie de Klein compacta de ge´nero p ≥ 2, A ∈
Aut±(S) y P ∈ S. Entonces aj(P ) = aj(A(P )) para cada j ≥ 0. En particular, A(Gn(S)) =
Gn(S) para cada n ≥ 1.
Demostracio´n. Sea (Sc, pi, σ) la cubierta doble de S. Como se establecio´ en la Observacio´n
3.15
Aut±(S) ∼= Aut(Sc, σ) = {F ∈ Aut(Sc) : F ◦ σ = σ ◦ F}
Sea B el automorfismo de (Sc, σ) inducido por A, es decir B cumple que B ◦σ = σ ◦B
y pi ◦B = A ◦ pi. Sea P ′ = A(P ).
Supongamos en primer lugar que P ∈ ∂S. Por ser A un automorfismo de S, P ′ ∈ ∂S.
Sean Q = pi−1(P ) y Q′ = pi−1(P ′); entonces B(Q) = Q′. Combinando las Proposiciones
2.8 y 3.28 obtenemos
aj(P ) = 1 ⇔ j es un no-gap en Q ⇔ j es un no-gap en Q′ ⇔ aj(P ′) = 1
para cada j ≥ 1. Como los u´nicos valores posibles de aj(P ) y aj(P ′) son 0 y 1, hemos
obtenido el resultado deseado.
Supongamos ahora que P /∈ ∂S. Entonces P ′ = A(P ) tambie´n es un punto interior
de S. Sean pi−1(P ) = {Q1, Q2} y pi−1(P ′) = {Q′1, Q′2}. Como B({Q1, Q2}) = {Q′1, Q′2},
podemos suponer, intercambiando Q1 y Q2 si es necesario, que B(Qj) = Q′j para j = 1, 2.
Denotaremos con {Ej}j≥0 y {E′j}j≥0 las sucesiones de divisores en Sc construidas a partir
de P y P ′ de la manera descrita en 3.30.
Si bj(P ) = 1 entonces existe una funcio´n meromorfa f que esta´ en la diferencia
LSc(Ej) \ LSc(Ej−1). La multiplicidad de f en Qj es la misma que la de f ◦ B−1 en
Q′j para j = 1, 2. Por lo tanto, f ◦B−1 esta´ en LSc(E′j) \LSc(E′j−1), por lo que bj(P ′) = 1.
Aplicando este resultado al automorfismoA−1 obtenemos que las sucesiones {bj(P )}j≥1
y {bj(P ′)}j≥1 coinciden. Por tanto las sucesiones {aj(P )}j≥1 y {aj(P ′)}j≥1 tambie´n coin-
ciden.
Volvamos al caso en que S es una superficie de Klein hiperel´ıptica y supongamos que
∂S y G1(S) no son vac´ıos. Sean (Sc, pi, σ) la cubierta doble de S y W el conjunto de
puntos de Weierstrass de Sc. Cada automorfismo A ∈ Aut(S) induce una permutacio´n en
el conjunto pi(W )∩∂S. Como consecuencia de la Proposicio´n precedente, obtendremos que
la imagen por A de uno cualquiera de los puntos de pi(W ) ∩ ∂S determina las ima´genes
por A del resto de los puntos del conjunto.
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Como S es una superficie con borde, es del primero de los tipos descritos en la Proposi-
cio´n 3.41 y, por la Observacio´n 3.43, podemos suponer que (Sc, pi, σ) tiene un modelo plano
af´ın {y2 = F (x)} donde F es un polinomio de grado par (lo que implica que los puntos del
infinito de Sc no son puntos de Weierstrass). Tambie´n sabemos que G1(S) 6= ∅ implica
que F tiene alguna ra´ız real, por lo cual hay puntos de Weierstrass en pi−1(∂S); estos
puntos son exactamente los de la forma Tj = (αj , 0) ∈ Sc con j ∈ {1, . . . , r}.
Proposicio´n 3.54. Sea S una superficie de Klein hiperel´ıptica con borde y supongamos que
G1(S) no es vac´ıo. Sean (Sc, pi, σ) la cubierta doble de S e {y2 = F (x)} un modelo plano
af´ın de Sc como el descrito en 3.41. Sea A un automorfismo de S. Sean α1 < . . . < αr las
ra´ıces reales de F y Pj = pi((αj , 0)) para cada j ∈ {1, . . . , r}. Entonces A({P1, . . . , Pr}) =
{P1, . . . , Pr}. Adema´s, si k ∈ {1, . . . , r}, entonces la imagen A(Pk) determina el resto de
las ima´genes A(Pj).
Demostracio´n. Sea B el automorfismo de (Sc, σ) inducido por A, es decir B cumple que
B ◦σ = σ ◦B y pi ◦B = A◦pi. El conjunto W de puntos de Weierstrass de Sc es invariante
bajo la accio´n de automorfismos de Sc (ve´ase la Proposicio´n 2.8). Adema´s, los puntos
Tj = (αj , 0) ∈W son puntos fijos de σ, luego
B(Tj) = B(σ(Tj)) = σ(B(Tj))
Por tanto B(Tj) es a la vez punto de Weierstrass y punto fijo de σ, es decir, B(Tj) = Tk
para algu´n k ∈ {1, . . . , r}. As´ı pues
A(Pj) = A(pi(Tj)) = pi(B(Tj)) = pi(Tk) = Pk
Esto implica que A transforma el conjunto {P1, . . . , Pr} en s´ı mismo.
A continuacio´n probaremos la segunda parte del enunciado. En cada componente
conexa de ∂S hay exactamente dos puntos del conjunto pi(W ) ∩ ∂S = {P1, . . . , Pr}. Por
otra parte, dada una componente conexa C del conjunto G1(S), tambie´n hay exactamente
dos puntos de pi(W ) ∩ ∂S en la clausura topolo´gica de C en S. Por tanto, cada punto Pk
esta´ “unido” a los dos puntos Pk−1 y Pk+1 (si alguno de los ı´ndices k−1 o´ k+1 no esta´ en
el conjunto {1, . . . , r}, nos estaremos refiriendo al representante de su clase mo´dulo r en
dicho conjunto), ya que esta´ en la misma componente conexa de ∂S que uno de ellos y en
la misma componente conexa de la clausura de G1(S) que el otro.
Supongamos conocida la imagen A(Pk) de Pk por A. El automorfismo A es una apli-
cacio´n continua y cumple que A(∂S) = ∂S y A(G1(S)) = G1(S). Por lo tanto A(Pk−1) y
A(Pk+1) son los dos u´nicos puntos de pi(W )∩∂S que esta´n “unidos” a A(Pk), cada uno de
ellos de la misma forma en que Pk−1 y Pk+1 lo estaban a Pk. As´ı pues A(Pk−1) y A(Pk+1)
quedan determinados por A(Pk). Repitiendo este proceso obtenemos las ima´genes por A
de todos los puntos de pi(W ) ∩ ∂S.
Sea S una superficie de Klein hiperel´ıptica de ge´nero algebraico p ≥ 2. A continuacio´n
obtenemos la sucesio´n {aj(P )}j≥1 de diferencias de dimensiones para cada punto P de S.
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Recordemos que si P es un punto interior de S tambie´n esta´ definida la sucesio´n
{bj(P )}j≥1 que a la vez determina y queda determinada por {aj(P )}j≥1; por tanto nos
referiremos a una u otra segu´n nos interese.
Adema´s, so´lo son relevantes una cantidad finita de te´rminos de estas sucesiones, ya
que si P ∈ ∂S entonces aj(P ) = 1 para cada j ≥ 2p (por la Proposicio´n 3.28), mientras
que si P /∈ ∂S entonces aj(P ) = 2 para cada j > p (por la Proposicio´n 3.31).
Teorema 3.55. Sea S una superficie de Klein hiperel´ıptica de ge´nero algebraico p ≥ 2.
Sean P un punto de S, (Sc, pi, σ) la cubierta doble de S y W el conjunto de puntos de
Weierstrass de Sc.
1. P ∈ ∂S
a) Si P ∈ pi(W ) entonces
aj(P ) = 0 si j ∈ {1, 3, . . . , 2p− 1}
aj(P ) = 1 si j ∈ {2, 4, . . . , 2p}
b) Si P /∈ pi(W ) entonces
aj(P ) = 0 si j ∈ {1, 2, . . . , p}
aj(P ) = 1 si j ∈ {p+ 1, p+ 2, . . . , 2p}
2. P /∈ ∂S
a) Si P ∈ G1(S) entonces
aj(P ) = 1 para cada j ∈ {1, 2, . . . , p}
b) Si P ∈ pi(W ) entonces
1) si p es par
aj(P ) = 0 si j ∈ {1, 3, . . . , p− 1}
aj(P ) = 2 si j ∈ {2, 4, . . . , p}
2) si p es impar
aj(P ) = 0 si j ∈ {1, 3, . . . , p− 2}
aj(P ) = 2 si j ∈ {2, 4, . . . , p− 1}
ap(P ) = 1
c) Si P /∈ G1(S) y P /∈ pi(W ) entonces
bj(P ) = 0 si j ∈ {1, 2, . . . , p}
bj(P ) = 1 si j ∈ {p+ 1, p+ 2, . . . , 2p}
Demostracio´n. Supongamos que P ∈ ∂S y sea Q = pi−1(P ) ∈ Sc. Por la Proposicio´n 3.28,
aj(P ) = 0 si j es un gap en Q y aj(P ) = 1 en caso contrario. Como Sc es una superficie
hiperel´ıptica, la sucesio´n de gaps en Q es Γ(Q) = {1, 3, . . . , 2p − 1} si Q es un punto de
Weierstrass de Sc y Γ(Q) = {1, 2, . . . , p} si no lo es. De estos dos hechos se deduce la
primera parte del enunciado.
42
Supongamos a partir de ahora que P ∈ S \ ∂S y sea pi−1(P ) = {Q1, Q2}.
Si P ∈ G1(S), por definicio´n, a1(P ) = 1. Entonces aj(P ) 6= 0 para j ≥ 2, ya que la
sucesio´n de no-gaps en un punto de S tiene estructura de semigrupo aditivo (Proposicio´n
3.32). Pero, por la Proposicio´n 3.31, se tiene que
(∗)
p∑
j=1
aj(P ) = p
as´ı que los u´nicos valores posibles son aj(P ) = 1 para cada j ∈ {1, 2, . . . , p}.
Si P ∈ pi(W ) entonces Q1 es un punto de Weierstrass de Sc y, por tanto, todos los
nu´meros naturales pares son no-gaps en Q1. Por la Observacio´n 3.33, aj(P ) = 2 para cada
j ≥ 2 par.
Si p es par, podemos escribir la relacio´n (∗) de la forma
p =
p/2∑
j=1
a2j(P ) +
p/2∑
j=1
a2j−1(P ) = p+
p/2∑
j=1
a2j−1(P )
luego aj(P ) = 0 si j ∈ {1, 3, . . . , p− 1}.
Si p es impar, tendremos que
p =
(p−1)/2∑
j=1
a2j(P ) +
(p−1)/2∑
j=1
a2j−1(P ) + ap(P ) = p− 1 +
(p−1)/2∑
j=1
a2j−1(P ) + ap(P )
Como ap(P ) 6= 0 (ve´ase la Proposicio´n 3.31) los u´nicos valores posibles para el resto de
los aj(P ) son ap(P ) = 1 y aj(P ) = 0 para cada j ∈ {1, 3, . . . , p− 2}.
Por u´ltimo, para estudiar el u´ltimo caso, necesitamos hablar de diferenciales meromor-
fas sobre la superficie de Riemann Sc. Como referencia se pueden consultar las secciones
II.5, III.4 y III.5 de [20].
Dada una diferencial meromorfa ω sobre una superficie de Riemann R se define el
divisor de ω de forma ana´loga a como se hace para una funcio´n meromorfa, esto es,
(ω) =
∑
P es cero de ω
multP (ω) · P −
∑
P es polo de ω
multP (ω) · P
Dado un divisorD en R se define el siguiente espacio vectorial complejo de diferenciales
meromorfas:
Ω(D) = {ω : ω es una diferencial meromorfa sobre R y (ω) ≥ D}
En este caso se cumple que si D ≥ D′ entonces Ω(D) ⊆ Ω(D′).
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Supongamos que {Dj}j≥0 es una sucesio´n de divisores construida como en el enunciado
del Teorema de los gaps de Noether (2.3). Como consecuencia del Teorema de Riemann-
Roch se tiene la igualdad de dimensiones de espacios vectoriales sobre C
dimL(Dj)− dimL(Dj−1) = 1 + dimΩ(Dj)− dimΩ(Dj−1)
De esta igualdad se deduce que
(+) dimL(Dj)− dimL(Dj−1) = 0 ⇔ dimΩ(Dj−1)− dimΩ(Dj) = 1
Supongamos ahora que P /∈ G1(S) y P /∈ pi(W ). La Observacio´n 3.43 nos permite
suponer que Sc viene dada por un modelo plano af´ın {y2 = F (x)} donde F es un polinomio
de grado impar. Por lo tanto podemos considerar (ve´ase 3.40) que Sc es la compactificacio´n
de este modelo plano mediante un u´nico punto∞, que es, adema´s, un punto de Weierstrass
de Sc. As´ı pues 2p− 1 es un gap en ∞, por ser Sc hiperel´ıptica. Pero esto es lo mismo que
dimL(D2p−1)− dimL(D2p−2) = 0
donde Dj = j∞ para j ∈ {2p− 2, 2p− 1}. Por la equivalencia (+), existe una diferencial
ω ∈ Ω(D2p−2) \ Ω(D2p−1). Por definicio´n ω no tiene polos y ha de tener un cero de orden
2p−2 en∞. Adema´s, es bien conocido que toda diferencial holomorfa sobre una superficie
de Riemann de ge´nero p tiene exactamente 2p− 2 ceros contando multiplicidades (ve´ase,
por ejemplo, el cap´ıtulo V de [42]). Por lo tanto, ∞ es el u´nico cero de ω en Sc.
Consideremos la aplicacio´n x : Sc −→ Ĉ definida como x(a, b) = a y x(∞) =∞, que es
una funcio´n meromorfa sobre Sc de grado 2. Recordemos que P ∈ S \ (∂S∪G1(S)∪pi(W ))
y pi−1(P ) = {Q1, Q2}. Para α y β enteros positivos definimos las siguientes funciones
meromorfas sobre Sc
fα,β(a, b) = (a− x(Q1))α (a− x(Q2))β
Teniendo en cuenta que σ(x, y) = (x, y) y σ(Q1) = Q2 se obtiene que x(Q2) = x(Q1). Del
hecho de que P /∈ ∂S y P /∈ G1(S) y de las descripciones que se han obtendido de estos
conjuntos se deduce que x(Q1) /∈ (R ∪ {∞}), luego x(Q1) 6= x(Q2).
Por otra parte P /∈ pi(W ), as´ı que Q1 y Q2 no son puntos de Weierstrass. Por lo tanto
la funcio´n meromorfa fj = x− x(Qj), que es de grado 2, tiene un cero simple en Qj para
j ∈ {1, 2}; el otro cero de fj en Sc es h(Qj) /∈ {Q1, Q2}.
En resumen, hemos probado que fα,β es una funcio´n meromorfa sobre Sc de grado
2(α+ β) cuyos ceros son Q1, h(Q1), Q2 y h(Q2); los dos primeros son ceros de orden α y
los dos u´ltimos de orden β. Como fα,β no tiene polos en la parte af´ın de Sc, ha de tener
un polo de orden 2(α+ β) en ∞.
Dados α y β enteros positivos, el producto ωα,β = fα,β ·ω es nuevamente una diferencial
meromorfa sobre Sc, cuyos ceros en la parte af´ın de Sc son los mismos y tienen los mismos
o´rdenes que los de fα,β. Adema´s, si α+ β ≤ p− 1, la diferencial ωα,β no tiene polos en ∞
y es, por tanto, holomorfa.
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Sea {Ej}j≥1 la sucesio´n de divisores en Sc construida como en 3.30 a partir de Q1 y
Q2. Sea k ∈ {0, 1, . . . , p− 1}; vamos a probar que bk+1(P ) = 0.
Supongamos primero que k = 2l es par. Entonces la diferencial holomorfa ωl,l tiene
ceros de orden l en Q1 y Q2 y por tanto pertence al conjunto Ω(Ek)\Ω(Ek+1) (recue´rdese
que Ek = l ·Q1+ l ·Q2). Si k = 2l+1, entonces la diferencial holomorfa ωl+1,l tiene un cero
de orden l+1 en Q1 y un cero de orden l en Q2, luego pertence al conjunto Ω(Ek)\Ω(Ek+1)
(en este caso Ek = (l + 1) ·Q1 + l ·Q2).
En ambos casos Ω(Ek) \ Ω(Ek+1) no es vac´ıo, por lo cual
dimΩ(Ek)− dimΩ(Ek+1) = 1
y la relacio´n (+) implica que
dimL(Ek+1)− dimL(Ek) = 0
que, por definicio´n, es lo mismo que bk+1(P ) = 0.
Hemos probado pues que bj(P ) = 0 si j ∈ {1, 2, . . . , p}; la Proposcio´n 3.31 asegura que
hay exactamente p nu´meros enteros positivos que cumplen esta condicio´n, luego bj(P ) = 1
si j ≥ p+ 1.
Ejemplo 3.56. Sea Sc la superficie de Klein hiperel´ıptica dada por el modelo plano af´ın
{y2 = F (x)} donde F (x) = (x2 + 1)(x2 + 4)(x2 − 1)(x2 − 4). Por ser F de grado 8, Sc
tiene ge´nero 3. Como el grado de F es par, Sc es isomorfa a la compactificacio´n de su
modelo plano af´ın mediante dos puntos en el infinito, que denotaremos con ∞1 e ∞2. La
aplicacio´n h definida por h(x, y) = (x,−y), h(∞1) = ∞2 y h(∞2) = ∞1 es la involucio´n
hiperel´ıptica de Sc. La aplicacio´n σ definida por σ(x, y) = (x, y) y σ(∞j) = ∞j es una
involucio´n antianal´ıtica de Sc. El par (Sc, σ) es una superficie de Riemann sime´trica del
primero de los tipos descritos en la Proposicio´n 3.41.
El espacio cociente S = Sc/ 〈σ〉 es una superficie de Klein. Denotaremos con pi : Sc −→
S la proyeccio´n cano´nica sobre el cociente. Como se establecio´ en la Observacio´n 3.15,
(Sc, pi, σ) es la cubierta doble de S y, por tanto, S tiene ge´nero algebraico 3.
El polinomio F tiene 4 ra´ıces reales, {±1,±2}, as´ı que, por el Lema de clasificacio´n
topolo´gica (3.42), S no es orientable y tiene borde; adema´s el borde de S tiene dos com-
ponentes conexas. El borde de S esta´ formado por los puntos que son proyeccio´n por pi
de los puntos fijos de σ en Sc, es decir, los puntos de Sc cuyas dos coordenadas son reales
junto con los puntos del infinito. Por tanto
∂S =
{
pi
(
x,±
√
F (x)
)
: x ∈ (−∞,−2] ∪ [−1, 1] ∪ [2,∞)
}
∪ {∞1,∞2}
Las dos componentes conexas C1 y C2 de ∂S son
C1 =
{
pi
(
x,±
√
F (x)
)
: x ∈ (−∞,−2] ∪ [2,∞)
}
∪ {∞1,∞2}
C2 =
{
pi
(
x,±
√
F (x)
)
: x ∈ [−1, 1]
}
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El conjuntoW de puntos de Weierstrass de Sc esta´ formado por los puntos de la forma
(x, 0) donde x es una ra´ız del polinomio F . Por tanto
W = {(±1, 0), (±2, 0), (±i, 0), (±2i, 0)}
Podemos separar el conjunto W en dos subconjuntos disjuntos W1 = {(±1, 0), (±2, 0)} y
W2 = {(±i, 0), (±2i, 0)} que cumplen que pi(W1) ⊆ ∂S y pi(W2) ⊆ S \ ∂S.
Vamos a obtener, usando el Teorema precedente, la sucesio´n {aj(P )} para cada P ∈ S.
Como S tiene ge´nero algebraico 3, so´lo son relevantes los seis primeros te´rminos de esta
sucesio´n si P ∈ ∂S, y los tres primeros te´rminos en caso contrario. Denotaremos con
a(P ) al conjunto ordenado formado por los te´rminos de la sucesio´n, es decir, a(P ) =
{a1(P ), a2(P ), a3(P ), a4(P ), a5(P ), a6(P )} si P ∈ ∂S y a(P ) = {a1(P ), a2(P ), a3(P )} si
P /∈ ∂S.
Supongamos en primer lugar que P ∈ ∂S. El conjunto ∂S ∩ pi(W ) coincide con ∂S ∩
pi(W1) y consta de cuatro puntos
∂S ∩ pi(W ) = {pi(1, 0), pi(2, 0), pi(−1, 0), pi(−2, 0)}
Para cada punto P ∈ ∂S ∩ pi(W ) se cumple que a(P ) = {0, 1, 0, 1, 0, 1}. Si P ∈ ∂S \ pi(W )
entonces a(P ) = {0, 0, 0, 1, 1, 1}.
Supondremos a partir de ahora que P ∈ S \ ∂S. El conjunto de puntos interiores de S
que son proyeccio´nes por pi de puntos de Weierstrass de Sc consta de dos puntos, ya que
las parejas de puntos que esta´n en la misma o´rbita bajo la accio´n de σ tienen la misma
imagen por pi. En concreto
(S \ ∂S) ∩ pi(W ) = (S \ ∂S) ∩ pi(W1) = {pi(i, 0), pi(2i, 0)}
Para cada uno de estos dos puntos a(P ) = {0, 2, 1}.
Por la Proposicio´n 3.49 el conjunto G1(S) esta´ formado por puntos de la forma pi(x, y)
donde x ∈ R y F (x) < 0. Por tanto
G1(S) =
{
pi
(
x, i
√
−F (x)
)
: x ∈ (−2,−1)
}
∪
{
pi
(
x, i
√
−F (x)
)
: x ∈ (1, 2)
}
No´tese que hemos presentado G1(S) como unio´n de sus dos componentes conexas. Para
cada P ∈ G1(S) se tiene que a(P ) = {1, 1, 1}.
Por u´ltimo, si P ∈ S \ (∂S ∪ pi(W ) ∪G1(S)) entonces a(P ) = {0, 1, 2}.
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Cap´ıtulo 4
Conjuntos invariantes en
superficies de Klein con borde
Es un resultado cla´sico, probado por Hurwitz en [28], que el orden del grupo de auto-
morfismos Aut(R) de una superficie de Riemann compacta R de ge´nero g ≥ 2 esta´ acotado
superiormente por 84(g−1). En la misma l´ınea, May probo´ en [37] que para una superficie
de Klein S, con borde y de ge´nero algebraico p ≥ 2, se tiene que |Aut±(S)| ≤ 12(p− 1).
La obtencio´n de cotas del orden de subgrupos distinguidos de Aut ± (S) bajo cier-
tas condiciones acerca de este grupo o de la superficie S constituye un tema activo de
investigacio´n y el presente cap´ıtulo se enmarca en esta l´ınea de trabajo.
El conjunto de puntos de Weierstrass de una superficie de Riemann R es un ejemplo
de subconjunto invariante bajo la accio´n del grupo de automorfismos de la superficie. De
forma ma´s general, dado un grupo G de automorfismos de R, se dice que un subconjunto
B de R es invariante bajo la accio´n de G si γ(B) = B para cada γ ∈ G. Los conjuntos
invariantes esta´n, por tanto, formados por la unio´n de o´rbitas de puntos de R bajo la
accio´n de G. Este hecho fue aprovechado por Arakawa [4] y Oikawa [43] para obtener cotas
superiores para el orden del grupo G en funcio´n del ge´nero g ≥ 2 de R y de cardinales de
subconjuntos invariantes finitos de R. En este cap´ıtulo estudiamos el problema ana´logo
para una superficie de Klein S, con borde y de ge´nero algebraico p ≥ 2. Obtenemos cotas
superiores para el orden de un grupo G de automorfismos de S; dichas cotas dependen
del ge´nero algebraico p de S y de cardinales de subconjuntos finitos de S invariantes
bajo la accio´n de G. Si G = Aut±(S) y los cardinales de los conjuntos invariantes son
suficientemente pequen˜os, las cotas obtenidas mejoran la cota de May.
Cada automorfismo de una superficie de Klein S induce una permutacio´n en el con-
junto (finito) B de componentes conexas del borde de S. Por tanto cada grupo G de
automorfismos de S actu´a sobre el conjunto B. Bajo la hipo´tesis de que esta accio´n no sea
transitiva, aplicamos las cotas obtenidas anteriormente para obtener nuevas cotas para el
cardinal de G. Concretamente, probamos el siguiente resultado: si el nu´mero de o´rbitas de
la accio´n es mayor que 1, entonces |G| ≤ 4(p− 1); si el nu´mero de o´rbitas es mayor que 2,
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entonces |G| ≤ 2(p − 1) (con la salvedad, en cada caso, de algunas superficies de ge´neros
bajos). Cabe destacar que estas cotas so´lo dependen del ge´nero algebraico p de S y que
mejoran la cota obtenida por May en [37] si G = Aut±(S).
Adema´s demostramos que todas las cotas obtenidas en este cap´ıtulo son finas, constru-
yendo, mediante la teor´ıa de grupos cristalogra´ficos no eucl´ıdeos (grupos NEC), superficies
de ge´nero arbitrariamente grande para las cuales nuestras cotas se alcanzan.
4.1. Algunos resultados previos
Sea S una superficie de Klein compacta y con borde de ge´nero algebraico p ≥ 2 y sea G
un grupo de automorfismos de S. Sabemos que G es isomorfo a un grupo de automorfismos
de la cubierta doble de S (ve´ase la Observacio´n 3.15) y es, por tanto, finito (Teorema 1.14).
Sea Y = S/G la superficie de Klein compacta obtenida como el cociente de S bajo la accio´n
de G y sea q el ge´nero algebraico de Y . Sea pi : S −→ Y la proyeccio´n cano´nica, que es un
morfismo de superficies de Klein.
Emplearemos la notacio´n utilizada por May en [37]. Para un punto P ∈ S definimos
nP =
{
1 si P ∈ ∂S
2 si P /∈ ∂S
Con esta notacio´n el grado relativo dpi(P ) de pi en un punto P ∈ S (ve´ase la Proposicio´n
3.12) se puede escribir como el cociente
dpi(P ) =
nP
npi(P )
Sean Q1, . . . , Qt ∈ Y los puntos de ramificacio´n de pi en Y . Denotaremos con ej el
ı´ndice de ramificacio´n de pi en un punto cualquiera que pertenezca a pi−1(Qj) (al igual
que sucede para superficies de Riemann, el ı´ndice de ramificacio´n es el mismo en todos los
puntos de cada fibra de la aplicacio´n pi, ve´ase [3, pa´ginas 52-56]); supondremos siempre que
e1 ≤ e2 ≤ · · · ≤ et. Por brevedad escribiremos nj en lugar de nQj . La siguiente igualdad es
la expresio´n obtenida por May en [37] de la fo´rmula de ramificacio´n de Riemann-Hurwitz
para la aplicacio´n pi.
(∗) 2p− 2
r
= 2q − 2 +
t∑
j=1
nj
(
1− 1
ej
)
Los dos lemas que siguen tambie´n fueron probados en [37]. El primero de ellos fue
enunciado originalmente para Y = D, donde D es el disco cerrado unidad del plano
complejo, pero la demostracio´n que se da en [37] es va´lida sin imponer ninguna condicio´n
sobre el cociente Y .
Lema 4.1. Si P ∈ ∂S es un punto de ramificacio´n de pi, entonces el ı´ndice de ramificacio´n
de pi en P es igual a 2.
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Lema 4.2. Supongamos que Y = D y que Qk ∈ ∂D para algu´n k ∈ {1, . . . , t}. Entonces
el nu´mero de fibras pi−1(Qj) que esta´n contenidas en ∂S es mayor que cero y par.
4.2. Conjuntos invariantes finitos
Mantendremos las notaciones de la seccio´n precedente. Diremos que un subconjunto no
vac´ıo B ⊆ S es invariante bajo la accio´n de G si G(B) = {γ(P ) | γ ∈ G, P ∈ B} = B. A lo
largo de esta seccio´n trataremos con conjuntos invariantes finitos. La siguiente Observacio´n
sobre la naturaleza de los conjuntos invariantes sera´ u´til con frecuencia.
Observacio´n 4.3. Sea B ⊆ S finito e invariante bajo la accio´n de G. Entonces B es una
unio´n disjunta y finita de fibras de la aplicacio´n pi. Supongamos que pi−1(Q) es una de
estas fibras y sean P ∈ pi−1(Q) y e = epi(P ) el ı´ndice de ramificacio´n de pi en P . Entonces
|pi−1(Q)| =

|G|/e si dpi(P ) = 1
|G|/2e si dpi(P ) = 2
Demostracio´n. La primera parte del enunciado se deduce de que las fibras de la aplicacio´n
pi son exactamente las o´rbitas de los puntos de S bajo la accio´n de G.
El cardinal de las fibras se obtiene a partir del hecho de que pi es un morfismo de grado
|G|. Dado Q ∈ Y , tanto el ı´ndice de ramificacio´n epi(P ) como el grado relativo dpi(P ) son
iguales para cada P ∈ pi−1(Q). Esto se debe, nuevamente, a que las fibras de pi son o´rbitas
de puntos de S bajo la accio´n de G. Usando la ecuacio´n del grado de un morfismo que
aparece en la Proposicio´n 3.12 (ii) se obtiene que
|G| = |pi−1(Q)| epi(P ) dpi(P )
donde P es un punto cualquiera de pi−1(Q). De esta igualdad se deduce la segunda parte
del enunciado.
Observacio´n 4.4. Todo automorfismo T de S cumple que T (∂S) = ∂S y T (S◦) = S◦.
Por tanto un subconjunto invariante B ⊆ S es unio´n de dos subconjuntos invariantes ma´s
pequen˜os, a saber, B∩∂S y B∩S◦. Estamos interesados en encontrar cotas superiores para
el cardinal de un grupo G ⊆ Aut±(S) en funcio´n (creciente) del cardinal de un conjunto
invariante B, as´ı que nos basta con estudiar dos casos: B ⊆ ∂S y B ⊆ S◦.
En el primero de los casos se obtiene fa´cilmente, a partir del Lema 4.1 y la Observacio´n
4.3, una cota para el orden de G.
Observacio´n 4.5. Sea B ⊆ ∂S un subconjunto finito invariante bajo la accio´n de un
grupo G ⊆ Aut±(S). Entonces |G| ≤ 2|B|. Adema´s, si |G| < 2|B|, entonces |G| ≤ |B|.
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Demostracio´n. En efecto, el conjunto B ha de ser unio´n disjunta y finita de fibras de la
proyeccio´n cano´nica pi : S −→ S/G. Como B ⊆ ∂S, el Lema 4.2 implica que los u´nicos
ı´ndices de ramificacio´n posibles en puntos de |B| son 1 y 2. Teniendo en cuenta que la
aplicacio´n pi es de grado |G|, por la Observacio´n 4.3, se tiene que las fibras de pi contenidas
en B tienen cardinal |G| o |G|/2. As´ı pues si B esta´ formado por una u´nica fibra se cumple
que |B| ≥ |G|/2. Obviamente, si |B| > |G|/2 entonces B contiene a ma´s de una fibra de
la aplicacio´n pi o a una fibra de cardinal |G|; en ambos casos |B| ≥ |G|.
Sean (Sc, pic, σc) la cubierta doble de S y W el conjunto de puntos de Weierstrass de
Sc que, como ya sabemos (ve´ase la Proposicio´n 2.8), es finito e invariante bajo la accio´n
de Aut(Sc). Por tanto pic(W ) es invariante bajo la accio´n de Aut±(S). A partir de la
Observacio´n 4.5 se obtiene inmediatamente:
Corolario 4.6. Sea w el nu´mero de puntos de pic(W ) que esta´n en ∂S. Si w > 0 entonces
w ≥ |Aut±(S)|/2.
Enunciamos y demostramos, a continuacio´n, el resultado fundamental de este cap´ıtulo,
que proporciona una cota superior para el orden de un grupo de automorfismos de una
superficie de Klein compacta con borde en funcio´n de su ge´nero algebraico y el cardinal
de un conjunto invariante.
Teorema 4.7. Sean S una superficie de Klein compacta y con borde de ge´nero algebraico
p ≥ 2 y G un grupo de automorfismos de S. Sea B un subconjunto no vac´ıo y finito de S,
invariante bajo la accio´n de G. Entonces
|G| ≤ 4(p− 1) + 4|B|
Demostracio´n. En primer lugar, no´tese que las Observaciones 4.4 y 4.5 nos permiten
suponer que B ⊆ S◦.
La prueba se apoya en la fo´rmula de ramificacio´n (∗). Mantendremos las notaciones
introducidas en la Seccio´n 4.1. Recordemos que q es el ge´nero del cociente Y := S/G ,
Q1, . . . , Qt ∈ Y son los puntos de ramificacio´n de la proyeccio´n cano´nica pi : S −→ Y y
e1 ≤ e2 ≤ · · · ≤ et son los correspondientes ı´ndices de ramificacio´n de pi . Denotaremos
con r = |G| el orden de G. Separaremos los ca´lculos en varios casos y veremos, en cada
uno de ellos, que la cota es va´lida.
(i) q ≥ 2. Entonces
2p− 2
r
≥ 2q − 2 ≥ 2
as´ı que r ≤ g − 1.
(ii) Si q = 1, el nu´mero t de puntos de ramificacio´n de pi ha de ser mayor que cero.
As´ı pues
2p− 2
r
≥
(
1− 1
e1
)
≥ 1
2
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lo que implica que r ≤ 4(p− 1).
(iii) q = 0 y Q1, . . . , Qt ∈ Y ◦. Entonces nj = 2 para cada j y la fo´rmula de ramificacio´n
(∗) adopta el siguiente aspecto
p− 1
r
= −1 +
t∑
j=1
(
1− 1
ej
)
Necesariamente t ≥ 2 y volvemos a considerar varios subcasos:
(iii.a) t ≥ 3. Entonces
p− 1
r
≥ −1 + 3 · 1
2
=
1
2
y se sigue que r ≤ 2(p− 1).
(iii.b) t = 2. No puede ocurrir que e1 = e2 = 2, luego e2 ≥ 3. Si e2 ≥ 4 entonces:
p− 1
r
≥ −1 + 1
2
+
3
4
=
1
4
y r ≤ 4(p− 1).
Si e1 = e2 = 3 entonces r = 3(p− 1).
Si e1 = 2 y e2 = 3 se tiene que r = 6(p− 1). Por la Observacio´n 4.3, la fibra de pi que
menor cardinal tiene es pi−1(Q2), que consta de r/3 = 2(p−1) puntos. Entonces, de nuevo
por la Observacio´n 4.3, el conjunto B tiene cardinal a lo sumo 2(p− 1). As´ı pues
4(p− 1) + 4|B| ≥ 4|B| ≥ 8(p− 1) > r
(iv) q = 0 y pi es ramificada sobre algu´n punto de ∂Y . No´tese que Y = D, el disco
unidad del plano complejo. Esto se debe a que pi(∂S) ⊆ ∂Y por lo que ∂Y es no vac´ıo;
D es la u´nica superficie de Klein con borde de ge´nero algebraico 0. Por el Lema 4.2, pi
tiene al menos dos puntos de ramificacio´n en Y (podemos suponer que son Q1 y Q2) tales
que pi−1(Q1) y pi−1(Q2) esta´n contenidas en ∂S. Entonces, por el Lema 4.1, e1 = e2 = 2.
As´ı pues t ≥ 3 y la relacio´n (∗) se escribe como
2p− 2
r
= −1 +
t∑
j=3
nj
(
1− 1
ej
)
Es u´til considerar varios subcasos:
(iv.a) t ≥ 5. Entonces
2p− 2
r
≥ −1 + 3 · 1
2
=
1
2
luego r ≤ 4(p− 1).
(iv.b) t = 3. Entonces n3 = 2 y e3 ≥ 3. Si e3 ≥ 4 se tiene que
2p− 2
r
≥ −1 + 2 · 3
4
=
1
2
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y r ≤ 4(p− 1).
Si e3 = 3 entonces r = 6(g − 1). La fibra con cardinal ma´s pequen˜o de la aplicacio´n pi
es pi−1(Q3) que consta de r/3 = 2(p− 1) puntos. De nuevo, como en (iii.b),
4(p− 1) + 4|B| ≥ 4|B| ≥ 8(p− 1) > r
(iv.c) t = 4. Supongamos en primer lugar que uno de los puntos de ramificacio´n Q3 o
Q4 es un punto interior de Y , por ejemplo Q4 ∈ Y ◦. Entonces
2p− 2
r
≥ −1 + 1
2
+ 2 · 1
2
=
1
2
y, en consecuencia, r ≤ 4(p− 1).
Supongamos ahora que Q3, Q4 ∈ ∂Y . Recordemos que estamos suponiendo que e3 ≤ e4
y no es posible que e3 = e4 = 2. Si e3 ≥ 4 se tiene que
2p− 2
r
≥ −1 + 3
4
+
3
4
=
1
2
con lo que r ≤ 4(p− 1).
Si e3 ∈ {2, 3} entonces
2p− 2
r
= −1 + 1− 1
e3
+ 1− 1
e4
=
e3 − 1
e3
− 1
e4
esto es
p− 1 = r
2
(
e3 − 1
e3
− 1
e4
)
Para estos dos valores de e3 la fibra de pi con menor cardinal es pi−1(Q4), que consta
de r/2e4 puntos. Nuevamente por la Observacio´n 4.3 se tiene que
4(p− 1) + 4|B| = 2r
(
e3 − 1
e3
− 1
e4
)
+ 4|B| ≥ 2r(e3 − 1)
e3
≥ r
Observacio´n 4.8. No´tese que si |B| < 2(p− 1) entonces la cota obtenida en el Teorema
4.7 es mejor que la cota de May (ve´ase la introduccio´n de este cap´ıtulo).
El Teorema 4.7 se puede aplicar a algunas tipos particulares de superficies de Klein.
Sea γ un entero positivo; una superficie de Klein S es γ-hiperel´ıptica (respectivamente
γ-trigonal c´ıclica) si existe T ∈ Aut±(S) de orden 2 (respectivamente de orden 3) tal que
el cociente S/ 〈T 〉 tiene ge´nero algebraico γ.
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Corolario 4.9. Sea S una superficie de Klein compacta y con borde de ge´nero algebraico
p ≥ 2 y sea γ ≥ 0 un entero positivo.
(i) Si S es γ-hiperel´ıptica y p > 4γ + 1 entonces
|Aut±(S)| ≤ 8 (p− γ)
(ii) Si S es γ-trigonal c´ıclica y p > 6γ + 4 entonces
|Aut±(S)| ≤ 6 (p− γ)
Demostracio´n. La condicio´n p > 4γ + 1 (resp. p > 6γ + 4) implica que existe un auto-
morfismo φ de orden 2 (resp. de orden 3) de S tal que 〈φ〉 es central en Aut±(S), esto
es, A 〈φ〉 = 〈φ〉A para cada A ∈ Aut±(S). Esta u´ltima afirmacio´n es consecuencia de la
unicidad del grupo 〈φ〉, que se deduce, para superficies de Riemann, de 3.5. en [2]. La uni-
cidad se puede probar fa´cilmente para superficies de Klein (ve´ase 6.1.5. de [8]) empleando
un argumento de grupos NEC, de los que hablaremos ma´s adelante en este Cap´ıtulo. Una
alternativa consiste en levantar el automorfismo φ a un automorfismo φ˜ de la cubierta
doble Sc de S y aprovechar entonces la unicidad del grupo
〈
φ˜
〉
en Sc.
Como consecuencia de la centralidad de 〈φ〉, el conjunto B de puntos fijos de φ es
invariante bajo la accio´n de Aut±(S). El conjunto B tambie´n es el conjunto de puntos
de ramificacio´n de la proyeccio´n cano´nica pi : S −→ S/ 〈φ〉, con lo cual la fo´rmula de
Riemann-Hurwitz (∗) nos permite calcular el cardinal de B.
Supongamos que B ⊆ S◦. En el caso (i) la relacio´n (∗) adopta la forma
2p− 2
2
= 2γ − 2 + 2 |B|
(
1− 1
2
)
de donde |B| = p+ 1− 2γ. En el caso (ii) se tiene que
2p− 2
3
= 2γ − 2 + 2 |B|
(
1− 1
3
)
con lo cual |B| = 12(p+ 2− 3γ). Aplicando el Teorema 4.7 se obtiene
|Aut±(S)| ≤ 8 (p− γ)
en el caso (i) y
|Aut±(S)| ≤ 6 (p− γ)
en el caso (ii).
Si B∩∂S es no vac´ıo basta, por la Observacio´n 4.4, con estudiar el caso en que B ⊆ ∂S.
En esta situacio´n, de la fo´rmula de Riemann-Hurwitz (∗) se deduce que |B| = 2(p+1−2γ)
en el caso (i) y |B| = p+ 2− 3γ en el caso (ii). Por la Observacio´n 4.5 se tiene
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|Aut±(S)| ≤ 4(p+ 1− 2γ) < 8 (p− γ)
en el caso (i) y
|Aut±(S)| ≤ 2(p+ 2− 3γ) < 6 (p− γ)
en el caso (ii).
Siguiendo la demostracio´n del Teorema 4.7 se observa que |G| ≤ max{4 (p− 1), 4 |B|}
salvo en el siguiente caso: el ge´nero algebraico de la superficie cociente Y es igual a 0; la
proyeccio´n pi tiene exactamente cuatro puntos de ramificacio´n, todos ellos en ∂Y , y tres
de los ı´ndices de ramificacio´n son igual a 2.
En la siguiente Proposicio´n 4.10 construimos superficies que cumplen estas condiciones
y para las cuales se alcanza la cota del Teorema 4.7, con lo cual quedara´ probado que dicha
cota es fina. Adema´s en 4.10 se afirma que esta cota es “buena” en otro sentido: no es
posible encontrar otra cota similar para |G| (es decir, en la que intervengan el ge´nero p y
el cardinal de un conjunto invariante) en la cual el coeficiente que multiplica a p sea menor
que 4.
Proposicio´n 4.10. Sean λ y µ nu´meros reales positivos con λ < 4. Entonces existen
una superficie de Klein S compacta y con borde, un grupo G de automorfismos de S y un
conjunto C ⊆ S, invariante bajo la accio´n de G, tales que:
|G| > λ(p− 1) + µ|C|
donde p es el ge´nero algebraico de S. Adema´s se puede conseguir que |C| = 1.
Para demostrar 4.10 emplearemos algunos hechos ba´sicos de la teor´ıa de grupos crista-
logra´ficos no eucl´ıdeos (grupos NEC), que describimos a continuacio´n. Los grupos NEC
desempen˜an en la teor´ıa de superficies de Klein la misma funcio´n que los grupos fuchsianos
en la teor´ıa de superficies de Riemann; como referencia se pueden consultar los Cap´ıtulos
0, 1 y 2 de [8].
Definiciones y Propiedades 4.11 (Grupos NEC). Un grupo NEC es un subgrupo
discreto Γ de Aut±(H) (ve´ase 3.11) tal que el cociente S := H/Γ es compacto. Se define
el signo de Γ como
sign(Γ) =
{
+ si S es orientable
− si S no es orientable
(i) Todo grupo NEC admite una presentacio´n dada por el conjunto de generadores
xi i = 1, . . . , r
ei i = 1, . . . , k
cij i = 1, . . . , k , j = 0, . . . , si
ai , bi i = 1, . . . , g si sign(Γ) = +
di i = 1, . . . , g si sign(Γ) = −
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(que recibira´n el nombre de generadores cano´nicos de Γ) y las relaciones
xmii = 1 i = 1, . . . , r
e−1i ci0 ei cisi = 1 i = 1, . . . , k
c2ij = 1 i = 1, . . . , k , j = 0, . . . , si
(ci,j−1 cij)nij = 1 i = 1, . . . , k , j = 1, . . . , si
x1 . . . xr e1 . . . ek [a1, b1] . . . [ag, bg] = 1 i = 1, . . . , g si sign(Γ) = +
x1 . . . xr e1 . . . ek d
2
1 . . . d
2
g i = 1, . . . , g si sign(Γ) = −
donde [ai, bi] = ai bi a−1i b
−1
i , los mi, nij son nu´meros enteros mayores que 1 y r, k, g y los
si son nu´meros enteros no negativos.
(ii) Una signatura es una coleccio´n de nu´meros enteros y s´ımbolos de la forma
σ = (g;±; [m1, . . . ,mr]; {(n11, . . . , n1s1), . . . , (nk1, . . . , nksk)})
Se definen el signo de σ
sign(σ) =
{
+ si + es el signo que aparece en σ
− si − es el signo que aparece en σ
y el cara´cter de orientabilidad de σ como
α(σ) =
{
2 si sign(σ) = +
1 si sign(σ) = −
(iii) Si Γ es un grupo NEC con la presentacio´n descrita anteriormente, se define la
signatura de Γ como
σ = σ(Γ) = (g; sign(Γ); [m1, . . . ,mr]; {(n11, . . . , n1s1), . . . , (nk1, . . . , nksk)})
Para la superficie S = H/Γ, el nu´mero entero g coincide con el ge´nero topolo´gico de S, el
nu´mero entero k es igual al nu´mero de componentes conexas de ∂S y α(S) = α(σ) (ve´ase
la Definicio´n 3.5). No´tese que si k = 0 y sign(Γ) = + entonces Γ es un grupo fuchsiano y
S una superficie orientable y sin borde.
Si r = si = 0 para i = 1, . . . k escribiremos la signatura de Γ de la forma
σ(Γ) = (g ;±; [−]; {(−), k). . ., (−)})
y diremos que Γ es un grupo de superficie. Si k > 0 diremos que Γ es un grupo de superficie
con borde.
(iv) El a´rea de una signatura
σ = (g;±; [m1, . . . ,mr]; {(n11, . . . , n1s1), . . . , (nk1, . . . , nksk)})
se define como
µ(σ) = 2pi
α(σ) g + k − 2 +∑
i
(
1− 1
mi
)
+
1
2
∑
i,j
(
1− 1
nij
)
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y el a´rea µ(Γ) de un grupo NEC Γ como el a´rea de su signatura.
Dada una signatura σ, existe un grupo NEC Γ tal que σ = σ(Γ) si y so´lo si µ(σ) > 0
y α(σ) + g ≥ 2.
(v) Sean Γ′ un grupo NEC y Γ un subgrupo de Γ′ de ı´ndice finito [Γ′ : Γ]. Entonces Γ
es tambie´n un grupo NEC y se cumple la fo´rmula de Riemann-Hurwitz para grupos NEC:
µ(Γ)
µ(Γ′)
= [Γ′ : Γ]
(vi) Si Γ es un grupo NEC, la superficie compacta S = H/Γ admite una u´nica estructura
de superficie de Klein tal que la proyeccio´n natural χ : H −→ S es un morfismo. Si Λ es otro
grupo NEC que contiene a Γ como subgrupo normal de ı´ndice finito, entonces G = Λ/Γ
actu´a como grupo de automorfismos de S = H/Γ. La superficie cociente S/G es isomorfa,
como superficie de Klein, a H/Λ.
(vii) Si S es una superficie de Klein compacta de ge´nero algebraico p ≥ 2 entonces
existe un grupo NEC de superficie Γ tal que S ∼= H/Γ. Si G es un grupo de automorfismos
de S, entonces existe un grupo NEC Λ que contiene a Γ como subgrupo normal de ı´ndice
finito tal que G ∼= Λ/Γ.
Demostracio´n de la Proposicio´n 4.10. Sea M ≥ 4 un nu´mero entero par. Sea Γ un grupo
NEC con signatura σ = (0;+; [−]; {(2, 2, 2,M)}). La existencia de Γ esta´ garantizada por
4.11 (iv), ya que
µ(σ) = 2pi
[
1− 2 + 1
2
(
3
(
1− 1
2
)
+ 1− 1
M
)]
= 2pi
[
1
4
− 1
2M
]
≥ 2pi
[
1
4
− 1
8
]
> 0
y α(σ) + g = 2 + 0 ≥ 2.
Por 4.11 (i) y (iii) Γ admite una presentacio´n dada por el conjunto cano´nico de gene-
radores {c0, c1, c2, c3, c4} y las relaciones
{c 2j = (c0c1)2 = (c1c2)2 = (c2c3)2 = (c3c4)M = c0c4 = 1 : j = 0, . . . , 4}
Sea DM el grupo diedral de orden 2M , que esta´ generado por una rotacio´n ρ de orden
M y una simetr´ıa σ (que es de orden 2). De hecho DM admite la siguiente presentacio´n〈
ρ, σ : σ2 = ρM = 1, ρ σ = σ ρ−1
〉
Consideremos la aplicacio´n ψ : {c0, c1, c2, c3, c4} −→ DM definida como
ψ(c0) = φ(c4) = σ; ψ(c1) = 1; ψ(c2) = ρ
M
2
+1 σ; ψ(c3) = ρ σ
Es fa´cil comprobar que ψ respeta las relaciones que definen Γ, y por tanto se extiende
a un homomorfismo de grupos φ : Γ −→ DM . De hecho, φ es un epimorfismo, ya que
σ = φ(c0), ρ = φ(c3 c0) ∈ imφ.
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El nu´cleo Λ := Ker φ es un subgrupo normal de Γ de ı´ndice 2M , as´ı que, por 4.11 (v),
Λ tambie´n es un grupo NEC. Sea
σ(Λ) = (g;±; [m1, . . . ,mr]; {(n11, . . . , n1s1), . . . , (nk1, . . . , nksk)})
la signatura de Λ. El automorfismo φ respeta los o´rdenes de los elementos
c0 c1, c1 c2, c2 c3, c3 c4 ∈ Γ
lo que implica que r = 0 (ve´ase el Teorema 2.2.4 de [8]). Adema´s, el Teorema 2.3.3. de [8]
nos permite afirmar que k ≥ 1 y que sj = 0 para cada j. En resumen, Λ es un grupo de
superficie con borde.
Sean SM := H/Λ y GM := Γ/Λ. Por 4.11 (vi) se tiene que SM es una superficie de
Klein compacta (y con borde, ya que k > 0) y que GM ∼= DM actu´a como grupo de
automorfismos de SM .
Por 4.11 (vi), la superficie cociente SM/GM es isomorfa aH/Γ. Sea pi : SM −→ SM/GM
la proyeccio´n cano´nica. El hecho de que Γ tenga signatura σ = (0;+; [−]; {(2, 2, 2,M)})
se traduce en que pi tiene exactamente cuatro puntos de ramificacio´n Q1, Q2, Q3, Q4 en
SM/GM , todos ellos pertenecientes al borde ∂(SM/GM ), con ı´ndices de ramificacio´n e1 =
e2 = e3 = 2 y e4 =M (ve´ase [32]).
Sea CM := pi−1(Q4) ⊆ SM , que, por ser una fibra de la aplicacio´n pi resulta ser un
conjunto finito invariante bajo la accio´n del grupo GM . El Lema 4.1 implica que CM ⊆
SM \ ∂SM y se sigue de la Observacio´n 4.3 y del hecho de que pi tiene grado 2M que
|CM | = 1.
Por otra parte, la fo´rmula de Riemann-Hurwitz para grupos NEC (4.11 (v)) nos permite
calcular el ge´nero algebraico p = α(SM ) g + k − 1 de SM :
2M = [Γ : Λ] =
µ(Λ)
µ(Γ)
=
2pi [α(SM ) g + k − 2]
2pi
[
1
4 − 12M
] = p− 11
4 − 12M
de donde se deduce que p =M/2.
Por lo tanto, si elegimos M suficientemente grande, la desigualdad del enunciado se
cumple para la terna (SM , GM , CM ), ya que
λ(p− 1) + µ|CM | = λ
(
M
2
− 1
)
+ µ < 2M = |GM |
siempre que
M >
µ− λ
2− λ2
¤
Observacio´n 4.12. En la demostracio´n anterior, para que se cumpla la desigualdad del
enunciado, el nu´mero entero M = 2p debe cumplir
λM
2
+ µ− λ < 2M es decir µ− λ < p (4− λ)
57
Por lo tanto, si fijamos inicialmente un nu´mero entero p que cumpla esta condicio´n, con-
seguiremos una superficie SM cuyo ge´nero algebraico sera´ precisamente p.
Construccio´n 4.13. Dado un nu´mero entero par M ≥ 4 sea (SM , GM , CM ) la terna
construida en la demostracio´n de la Proposicio´n 4.10. Recordemos que SM es una su-
perficie de Klein compacta y con borde de ge´nero algebraico M/2 y GM es un grupo
de automorfismos de SM isomorfo a DM , el grupo diedral de orden 2M . La proyeccio´n
pi : SM −→ SM/GM ramifica sobre cuatro puntos Q1, Q2, Q3, Q4 ∈ ∂(SM/GM ). El con-
junto CM = pi−1(Q4) ⊆ SM \ ∂SM tiene un u´nico elemento y es invariante bajo la accio´n
del grupo GM .
La superfice cociente SM/GM es isomorfa a H/Γ, donde Γ es un grupo NEC con
signatura σ = (0;+; [−]; {(2, 2, 2,M)}). Por tanto SM/GM es isomorfa al disco cerrado
unidad D del plano complejo. Por el Lema 4.2, el nu´mero de fibras pi−1(Qj) contenidas en
∂SM es par, por tanto existe k ∈ {1, 2, 3} tal que BM := pi−1(Qk) ⊆ SM \∂SM . El conjunto
BM es invariante bajo la accio´n del grupo GM y, por la Observacio´n 4.3, |BM | =M/2.
Nos sera´ de gran utilidad (para probar que las cotas que obtenemos son finas) la familia
S definida como
S = {(SM , GM , BM , CM ) : M ≥ 4 y par}
A continuacio´n obtenemos una cota superior para el orden de un grupo de autormor-
fismos de una superficie de Klein compacta y con borde S en funcio´n de los cardinales de
dos subconjuntos finitos de S, invariantes bajo la accio´n de ese grupo.
Teorema 4.14. Sea S una superficie de Klein compacta y con borde de ge´nero algebraico
p ≥ 2. Sean B y C dos subconjuntos distintos de S, finitos y no vac´ıos, invariantes bajo
la accio´n de un grupo G de automorfismos de S. Entones
|G| ≤ 2(p− 1) + 2|B|+ 2|C|
Demostracio´n. Por las Observaciones 4.4 y 4.5 podemos suponer que B,C ⊆ S◦. Tambie´n
podemos suponer que B y C son disjuntos; en caso contrario basta con considerar los
conjuntos B′ = B ∩ C y C ′ = B \ C (o C ′ = C \ B, en caso de que B \ C sea vac´ıo),
que son conjuntos invariantes disjuntos ma´s pequen˜os que los originales. Denotaremos con
k = |B| y l = |C| los cardinales de los conjuntos invariantes y supondremos que k ≥ l.
Mantendremos el resto de las notaciones de la demostracio´n del Teorema 4.7: q es el ge´nero
del cociente Y := S/G , Q1, . . . , Qt ∈ Y son los puntos de ramificacio´n de la proyeccio´n
cano´nica pi : S −→ Y , e1 ≤ e2 ≤ · · · ≤ et son los correspondientes ı´ndices de ramificacio´n
de pi y r = |G|.
(i) El caso q ≥ 2 esta´ cubierto por la demostracio´n de 4.7, en la que se probo´ que
r ≤ p− 1. Por tanto podemos asumir que q = 0, 1.
(ii) q = 1. En este caso t ≥ 1. De la ecuacio´n (∗) se obtiene que
2p− 2
r
≥ 1− 1
et
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o lo que es lo mismo
r ≤ 2(p− 1) + r
et
La Observacio´n 4.3 implica que la fibra ma´s pequen˜a de la aplicacio´n pi consta al menos
de r/2et puntos, por lo cual el cardinal l del conjunto invariante C cumple que l ≥ r/2et.
De esto se deduce que
r ≤ 2(p− 1) + r
et
≤ 2(p− 1) + 2l
(iii) q = 0 y Q1, . . . , Qt ∈ Y ◦. En este caso t ≥ 2 y se obtiene a partir de la relacio´n
(∗) que
p− 1
r
= −1 +
t∑
j=1
(
1− 1
ej
)
≥ 1− 1
et−1
− 1
et
o, equivalentemente,
r ≤ p− 1 + r
et−1
+
r
et
Las dos fibras ma´s pequen˜as de la aplicacio´n pi son pi−1(Qt−1) and pi−1(Qt) que tienen
cardinales r/et−1 y r/et respectively, por ser Qt−1 y Qt puntos interiores de Y . Por lo
tanto, los cardinales k y l de los conjuntos invariantes B y C cumplen que k ≥ r/et−1 y
l ≥ r/et. As´ı pues
r ≤ p− 1 + r
et−1
+
r
et
≤ p− 1 + k + l
(iv) q = 0 y pi ramifica sobre algu´n punto de ∂Y . Tal y como se prueba en el caso (iv)
de la demostracio´n del Teorema 4.7, podemos suponer que pi−1({a1, a2}) ⊆ ∂S, con lo cual
la relacio´n (∗) toma la forma
2p− 2
r
= −1 +
t∑
j=3
nj
(
1− 1
ej
)
Si t = 3 entonces todas las fibras de la aplicacio´n pi tienen cardinal por lo menos r/2,
con la excepcio´n de pi−1(Q3). Por lo tanto, k ≥ r/2, es decir, r ≤ 2k.
Si t ≥ 4 se tiene la desigualdad
2p− 2
r
≥ −1 + 1− 1
et−1
+ 1− 1
et
es decir
r ≤ 2(p− 1) + r
et−1
+
r
et
En este caso, las dos fibras ma´s pequen˜as de la aplicacio´n pi constan a lo sumo de r/2et y
r/2et−1 respectivamente, luego l ≥ r/2et y k ≥ r/2et−1 de lo cual se sigue que
r ≤ 2(p− 1) + r
et−1
+
r
et
≤ 2(p− 1) + 2k + 2l
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Proposicio´n 4.15. Existen superficies de ge´nero algebraico p ≥ 2 arbitrario tales que
las cotas de los Teoremas 4.7 y 4.14 se alcanzan para esas superficies (concretamente, se
alcanzan para todas las superficies de la familia S definida en 4.13).
Demostracio´n. Sea (SM , GM , BM , CM ) un elemento cualquiera de la familia S definida en
4.13. La superficie SM tiene ge´nero algebraico p = 2M , dondeM ≥ 4 es un nu´mero entero
par arbitrario. Para (SM , GM , BM , CM ) se alcanzan las cotas de los Teoremas 4.7 y 4.14,
ya que
4(p− 1) + 4|CM | = 4
(
M
2
− 1
)
+ 4 = 2M = |GM |
y
2(p− 1) + 2|BM |+ 2|CM | = 2
(
M
2
− 1
)
+M + 2 = 2M = |GM |
4.3. Conjuntos invariantes formados por componentes
conexas del borde
Sean S una superficie de Klein con borde de ge´nero algebraico p ≥ 2, B el conjunto
finito cuyos elementos son las componentes conexas de ∂S y G un grupo de automorfismos
de S. Si C ∈ B y γ ∈ G se tiene que γ(C) vuelve a ser una componente conexa de ∂S. Por
tanto cada automorfismo γ ∈ G permuta los elementos de B con lo que aparece de forma
natural una accio´n ρ del grupo G sobre el conjunto B. En esta seccio´n encontraremos cotas
para el orden de G en el caso en que la accio´n ρ no sea transitiva (es decir, que existan
al menos dos o´rbitas distintas de elementos de B bajo la accio´n ρ). Estas cotas dependen
so´lo del ge´nero algebraico de S y mejoran la cota de May en el caso en que G = Aut±(S).
Definicio´n 4.16. Diremos que {B1, . . . ,Bm} es una particio´n no trivial de B si
1. Cada Bj es un subconjunto de B y B =
⋃m
j=1 Bj
2. Bj ∩ Bk es vac´ıo si j 6= k
3. Cada Bj es no vac´ıo y m ≥ 2
Definicio´n 4.17. Diremos que un conjunto Bj ∈ {B1, . . . ,Bm} es invariante bajo la
accio´n de G si γ(C) ∈ Bj para cada γ ∈ G y cada C ∈ Bj .
Observacio´n 4.18. El hecho de que la accio´n ρ de G sobre B no sea transitiva es equi-
valente a que exista una particio´n {B1, . . . ,Bm} de B no trivial y formada por conjuntos
invariantes bajo la accio´n de G. Denotaremos con kj = |Bj | el nu´mero de componentes
conexas de cada miembro de la particio´n y supondremos que k1 ≤ · · · ≤ km.
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La herramienta que utilizaremos es el siguiente resultado, obtenido por Oikawa en [44]
(ve´ase tambie´n [43]) para superficies de Klein orientables con borde y por Greenleaf y May
en [21] para el caso no orientable.
Teorema 4.19. Sea S una superficie de Klein con borde. Entonces es posible sumergir S
en una superficie de Klein sin borde W que tiene el mismo ge´nero topolo´gico que S y tal
que cada automorfismo de S se extiende a un automorfismo de W . El complementario de
S en W consiste en un nu´mero finito de discos abiertos, uno por cada componente conexa
de ∂S.
Observacio´n 4.20. En la demostracio´n del teorema anterior, la superficie W se consigue
“pegando” un disco a cada componente del borde de S y probando que los automorfismos
pueden extenderse a cada uno de estos discos. Adema´s, si un automorfismo γ transforma
una componente conexa C1 del borde de S en otra C2, entonces la extensio´n γ˜ de γ a W
transforma el disco D1 pegado a la componente C1 en el disco D2 pegado a la componente
C2. Ma´s au´n, γ˜ transforma el centro deD1 en el centro deD2. En otras palabras, el conjunto
formado por los centros de los discos que se an˜aden es un conjunto finito invariante bajo
la accio´n del grupo {γ˜ : γ ∈ Aut±(S)} de automorfismos de W .
Supongamos ahora que Bj es un subconjunto del conjunto B de componentes conexas
de ∂S invariante bajo la accio´n de un grupo G de automorfismos de S. Sean k = |B| y
kj = |Bj |. Teniendo en cuenta las observaciones precedentes, podemos usar la te´cnica de
la demostracio´n del Teorema 4.19 para pegar discos u´nicamente a los elementos de Bj . De
este modo conseguiremos sumergir S en una superficie de Klein V de manera que
1. El ge´nero topo´logico de V es el mismo que el de S; V es orientable si y so´lo si lo es
S (ya que el proceso de pegar discos a una superficie no altera su ge´nero ni cambia
el hecho de que sea o no orientable).
2. El nu´mero de componentes conexas de ∂V es k − kj (ya que hemos “tapado” kj
agujeros).
3. Cada automorfismo γ ∈ G se extiende a un automorfismo γ˜ de V .
4. El conjunto Bj formado por los kj centros de los discos que se han an˜adido a S es
un conjunto invariante bajo la accio´n del grupo G˜ = {γ˜ : γ ∈ G} de automorfismos
de V .
En lo que sigue mantendremos las notaciones empleadas previamente y denotaremos
con ga(S) el ge´nero algebraico de S y con gt(S) el ge´nero topolo´gico de S. Recordemos
que se tiene la relacio´n
ga(S) = α(S) gt(S) + k − 1
donde α(S) = 2 si S es orientable y α(S) = 1 en caso contrario.
Supongamos que existe una particio´n no trivial {B1,B2} de B en conjuntos invariantes
bajo la accio´n de un grupo G ⊆ Aut±(S). Por la Observacio´n 4.20 podemos sumergir S
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en otra superficie de Klein V , construida pegando discos a los elementos de B1. El ge´nero
topolo´gico gt(V ) de la superficie V es igual a gt(S) y el nu´mero de componentes conexas
de ∂V es k − k1 = k2. Por tanto se cumple que
(+) ga(V ) = α(V ) gt(V ) + k2 − 1 = α(S) gt(S) + k2 − 1
La superficie V posee un grupo de automorfismos G˜ isomorfo a G y el conjunto B1 ⊆ V
formado por los k1 centros de los discos que se han an˜adido a S es invariante bajo la accio´n
de G˜. As´ı pues, si ga(V ) ≥ 2 podemos aplicar el Teorema 4.7 a la superficie V para obtener
una cota superior para el orden de G.
|G| = |G˜| ≤ 4(ga(V ) + |B1| − 1) = 4(α(S) gt(S) + k2 − 1 + k1 − 1) = 4(ga(S)− 1)
Observacio´n 4.21. La condicio´n ga(V ) ≥ 2 que aparece en el pa´rrafo previo se puede
traducir en te´rminos de la superficie original S gracias a la igualdad (+). De hecho, ga(V ) ≥
2 a no ser que:
1. gt(S) = 0, k1 ≤ 2, k2 = 2 o
2. gt(S) = α(S) = 1, k1 = k2 = 1
No´tese que no es posible gt(S) = 0, k1 = k2 = 1 ya que ga(S) ≥ 2.
Supongamos ahora que existe una particio´n no trivial {B1,B2,B3} de B en conjuntos
invariantes bajo la accio´n de un grupo G. Tal como se describe en la Observacio´n 4.20
podemos pegar discos a los elementos de B1 y B2 para conseguir sumergir S en una
superficie de Klein V ′ del mismo ge´nero topolo´gico. El nu´mero de componentes conexas
de ∂V ′ es k − k1 − k2 = k3, as´ı que se cumple
(++) ga(V ′) = α(V ′) gt(V ′) + k3 − 1 = α(S) gt(S) + k3 − 1
Adema´s el grupo G se extiende a un grupo G˜ de automorfismos de V ′ de manera que
para cada j ∈ 1, 2 el conjunto Bj formado por los kj centros de los discos que se han pegado
a los elementos de Bj es invariante bajo la accio´n de automorfismos de G˜. Aplicando el
Teorema 4.14 a la superficie V ′ (lo cual podemos hacer siempre que ga(V ′) ≥ 2) obtenemos
que
|G| = |G˜| ≤ 2(ga(V ′)+ |B1|+ |B2|−1) = 2(α(S) gt(S)+k3−1+k1+k2−1) = 2(ga(S)−1)
Observacio´n 4.22. La condicio´n ga(V ′) ≥ 2 se expresa en te´rminos de S por medio de
la relacio´n (++). Se cumple que ga(V ′) ≥ 2 a no ser que:
1. gt(S) = 0, k1 = k2 = k3 = 1 o
2. gt(S) = 0, k1, k2 ≤ 2, k3 = 2 o
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3. gt(S) = α(S) = 1, k1 = k2 = k3 = 1
Recogemos los dos resultados obtenidos en el siguiente Teorema:
Teorema 4.23. Sea S una superficie de Klein compacta y con borde de ge´nero algebraico
p ≥ 2 y ge´nero topolo´gico gt(S). Sean G un grupo de automorfismos de S y {B1, . . . ,Bm}
una particio´n no trivial del conjunto de componentes conexas de ∂S tal que cada conjunto
Bj es invariante bajo la accio´n del grupo G. Sea kj el cardinal de Bj.
Si m ≥ 2 y S no se encuentra en ninguno de los casos descritos en la Observacio´n
4.21 entonces
|G| ≤ 4 (p− 1)
Si m ≥ 3 y S no se encuentra en ninguno de los casos descritos en la Observacio´n
4.22 entonces
|G| ≤ 2 (p− 1)
Proposicio´n 4.24. Existen superficies de ge´nero algebraico p arbitrariamente grande tales
que las cotas obtenidas en el Teorema 4.23 se alcanzan para esas superficies. Concreta-
mente, la primera cota se alcanza para ge´nero algebraico p ≥ 3 arbitrario y la segunda
para p ≥ 5 arbitrario.
Demostracio´n. Para probar este resultado utilizaremos la misma te´cnica que Oikawa en
[43]; pasamos a describirla a continuacio´n.
Supongamos que S es una superficie de Klein compacta de ge´nero algebraico p ≥ 2 y
que B ⊆ S es finito e invariante bajo la accio´n de un grupo G de automorfismos de S.
Por 4.11 (vii), la superficie S se obtiene como cociente del plano hiperbo´lico H bajo
la accio´n de un grupo NEC Γ y G ∼= Λ/Γ donde Λ es otro grupo NEC que contiene a Γ
como subgrupo normal de ı´ndice finito. Los elementos de un grupo NEC son isometr´ıas de
H con respecto a la distancia hiperbo´lica de H, por tanto, S hereda de H una distancia δ
de forma que los automorfismos de S son isometr´ıas con respecto a δ. As´ı pues, podemos
elegir ε suficientemente pequen˜o de manera que los discos abiertos
Dε(P ) = {Q ∈ S : δ(Q,P ) < ε}
sean disjuntos cuando P ∈ B. La superficie de Klein S′ que se obtiene eliminando de S el
conjunto
⋃
P∈B Dε(P ) tiene las siguientes propiedades:
1. gt(S) = gt(S′) y α(S) = α(S′)
2. Si k(S) es el nu´mero de componentes conexas de ∂S entonces el nu´mero k(S′) de
componentes conexas de ∂S′ es igual a k(S) + |B|
3. Cada automorfismo γ ∈ G se restringe a un automorfismo de S′, es decir, G tambie´n
es un grupo de automorfismos de S′.
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Las dos primeras propiedades se deben a que S′ se construye quitando |B| discos abiertos
a S. La u´ltima propiedad se debe a que cada elemento de G, por ser una isometr´ıa con
respecto a δ y permutar los puntos de B, transforma el conjunto
⋃
P∈B Dε(P ) en s´ı mismo.
Para obtener superficies para las cuales se alcancen las cotas del Teorema 4.23 apli-
caremos lo anterior a las superficies construidas en la demostracio´n de la Proposicio´n 4.10.
Sea (S,G,B,C) un elemento cualquiera de la familia S construida en 4.13.
Sea S′ la superficie de Klein obtenida a partir de S cortando discos centrados en los
puntos de C por el procedimiento descrito anteriormente. El ge´nero algebraico ga(S′) es
igual a
ga(S′) = α(S′)gt(S′) + k(S′)− 1 = α(S)gt(S) + k(S) + |C| − 1 = ga(S) + |C|
El grupo G actu´a como grupo de automorfismos de S′ y, como se establecio´ en la
Proposicio´n 4.15, su orden cumple
|G| = 4(ga(S) + |C| − 1) = 4(ga(S′)− 1)
Por otra parte cada elemento de G, por ser un automorfismo de S, permuta las compo-
nentes conexas de ∂S, por lo cual el conjunto de componentes conexas de ∂S′ admite una
particio´n en dos subconjuntos invariantes bajo la accio´n de G: uno de ellos el formado por
los elementos de ∂S y el otro por las nuevas componentes que aparecen al cortar discos
para construir S′. As´ı pues hemos probado que S′ cumple las hipo´tesis de la primera parte
del Teorema 4.23 y que la cota se alcanza. Adema´s, como ga(S′) = ga(S)+ |C| = ga(S)+1
y el ge´nero algebraico de S so´lo estaba restringido por la condicio´n ga(S) ≥ 2, podemos
construir una superficie S′ de cualquier ge´nero algebraico mayor o igual que 3.
Sea ahora S′′ la superficie de Klein que se obtiene quitando a S discos suficientemente
pequen˜os alrededor de los puntos de los conjuntos B y C. El ge´nero algebraico de S′′
cumple
ga(S′′) = α(S′′)gt(S′′) + k(S′′)− 1 = α(S)gt(S) + k(S) + |B|+ |C| − 1 = ga(S) + |B|+ |C|
Sea B el conjunto formado por las componentes conexas de ∂S′′. Sean B1 el conjunto de
componentes conexas de ∂S, B2 el conjunto formado por los elementos de B que se obtienen
al cortar discos alrededor de los puntos de B y B3 el conjunto formado por el resto de
los elementos de B (es decir, las componentes que aparecen al cortar discos alrededor de
los puntos de C). Por construccio´n {B1,B2,B3} es una particio´n no trivial de B formada
por subconjuntos invariantes bajo la accio´n de G. Adema´s, como quedo´ establecido en la
Proposicio´n 4.15, el orden de G cumple
|G| = 2(ga(S) + |B|+ |C| − 1) = 2(ga(S′′)− 1)
Por tanto, la cota de la segunda parte del Teorema 4.23 se alcanza para la superficie S′′,
cuyo ge´nero algebraico es ga(S′′) = 2ga(S)+1. As´ı pues se puede conseguir S′′ de cualquier
ge´nero algebraico mayor o igual que 5.
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Por u´ltimo obtenemos de forma inmediata el siguiente corolario a partir del Teorema
4.23.
Corolario 4.25. Sea S una superficie de Klein compacta y con borde de ge´nero algebraico
p ≥ 2 y supongamos que Aut±(S) es unM∗-grupo, es decir, tiene orden 12 (p−1). Entonces
la accio´n de Aut±(S) sobre el conjunto B, formado por las componentes conexas de ∂S,
es transitiva.
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