Measurement-based quantum phase estimation algorithm for finding
  eigenvalues of non-unitary matrices by Wang, Hefeng et al.
ar
X
iv
:0
90
6.
25
38
v2
  [
qu
an
t-p
h]
  6
 D
ec
 20
10
Measurement-based quantum phase estimation algorithm for finding eigenvalues of non-unitary
matrices
Hefeng Wang1,3, Lian-Ao Wu2, Yu-xi Liu1,4, and Franco Nori1,3
1Advanced Science Institute, The Institute of Physical and Chemical Research (RIKEN), Wako-shi, Saitama 351-0198, Japan
2Department of Theoretical Physics and History of Science,
The Basque Country University (EHU/UPV), Post Office Box 644, ES-48080 Bilbao,
Spain and IKERBASQUE, Basque Foundation for Science, ES-48011 Bilbao, Spain
3Department of Physics, The University of Michigan, Ann Arbor, Michigan 48109-1040, USA
4Institute of Microelectronics and Tsinghua National Laboratory for Information
Science and Technology (TNList), Tsinghua University, Beijing 100084, China
We propose a quantum algorithm for finding eigenvalues of non-unitary matrices. We show how to construct,
through interactions in a quantum system and projective measurements, a non-Hermitian or non-unitary matrix
and obtain its eigenvalues and eigenvectors. This proposal combines ideas of frequent measurement, measured
quantum Fourier transform, and quantum state tomography. It provides a generalization of the conventional
phase estimation algorithm, which is limited to Hermitian or unitary matrices.
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I. INTRODUCTION
One of the most important tasks for a quantum computer
would be to efficiently obtain eigenvalues and eigenvectors of
high-dimensional matrices. It has been suggested [1] that the
quantum phase estimation algorithm (PEA) [2] can be used
to obtain eigenvalues of a Hermitian matrix or Hamiltonian.
For a quantum system with a Hamiltonian H , a phase fac-
tor, which encodes the information of eigenvalues of H , is
generated via unitary evolution U = exp(−iHτ). By eval-
uating the phase, we can obtain the eigenvalues of H . The
conventional PEA consists of four steps: preparing an initial
approximated eigenstate of the HamiltonianH , implementing
unitary evolution operation, performing the inverse quantum
Fourier transform (QFT), and measuring binary digits of the
index qubits.
The PEA is at the heart of a variety of quantum algo-
rithms, including Shor’s factoring algorithm [3]. A number
of applications of PEA have been developed, including gen-
erating eigenstates associated with an operator [4], evaluat-
ing eigenvalues of differential operators [5], and it has been
generalized using adaptive measurement theory to achieve a
quantum-enhanced measurement precision at the Heisenberg
limit [6]. The PEA with delays considering the effects of dy-
namical phases has also been discussed [7]. The implementa-
tion of an iterative quantum phase estimation algorithm with
a single ancillary qubit is suggested as a benchmark for multi-
qubit implementations [8]. The PEA has also been applied in
quantum chemistry to obtain eigenenergies of molecular sys-
tems [9, 10]. This application has been demonstrated in a re-
cent experiment [11]. Moreover, several proposals have been
made to estimate the phase of a quantum circuit [12], and the
use of phase estimations for various algorithms [13, 14], in-
cluding factoring and searching.
The conventional PEA is only designed for finding eigen-
values of either a Hermitian or a unitary matrix. In this pa-
per, we propose a measurement-based phase estimation algo-
rithm (MPEA) to evaluate eigenvalues of non-Hermitian ma-
trices. This provides a potentially useful generalization of the
conventional PEA. Our proposal uses ideas from conventional
PEA, frequent measurement, and techniques in one-qubit state
tomography. This proposal can be used to design quantum al-
gorithms apart from those based on the standard unitary cir-
cuit model. The proposed quantum algorithm is designed for
systems with large dimension, when the corresponding classi-
cal algorithms for obtaining the eigenvalues of the non-unitary
matrices become so expensive that it is impossible to imple-
ment on a classical computer.
The structure of this work is as follows: In Sec. II we intro-
duce how to construct a non-Hermitian evolution matrix for
a quantum system. In Sec. III, we present the measurement-
based phase estimation algorithm, introducing two methods
for obtaining the complex eigenvalues of the non-Hermitian
evolution matrix. We give two examples for the application
of MPEA and discuss how to construct Hamiltonian for per-
forming the controlled unitary operation in Sec. IV. In Sec. V,
we discuss the success probability of the algorithm and the ef-
ficiency of constructing the non-Hermitian matrix. We close
with a conclusion section.
II. CONSTRUCTING NON-UNITARY MATRICES
Now we describe how to construct non-unitary matrices on
a quantum system. A bipartite system, composed of subsys-
tems A and B, evolves under Hamiltonian
H = HA +HB +HAB, (1)
whereHA (B) is the Hamiltonian of subsystem A(B) andHAB
is their interaction. We prepare the initial state of subsystem
A in its pure state |ϕA〉〈ϕA| and the initial state of subsystem
B in an arbitrary state ρB . Then at time t = 0, the state of the
system is ρ0 = |ϕA〉〈ϕA| ⊗ ρB . Let the system evolve under
the Hamiltonian H for a time interval τ , if subsystem A is
2subject to a projective measurement M = |ϕA〉〈ϕA| applied
at time interval τ , this is equivalent to driving subsystem B
with an evolution matrix
VB(τ ) ≡ 〈ϕA| exp (−iHτ) |ϕA〉. (2)
This evolution matrix is in general neither unitary nor Hermi-
tian.
The Hamiltonian H of the whole quantum system can be
spanned as:
H =
D∑
j=1
Ej |Ej〉〈Ej |, (3)
with eigenenergies Ej , and the corresponding eigenvectors
|Ej〉 can be spanned in terms of tensor products of basis vec-
tors {|ψAk 〉} and {|ψBr 〉} of Hilbert spaces of subsystems A
and B, which are of dimensions DA and DB , respectively,
and D = DA ×DB . Using the bases for A and B, we have
|Ej〉 =
DA∑
k=1
DB∑
r=1
f jkr|ψAk 〉 ⊗ |ψBr 〉, (4)
and the evolution matrix on subsystem B, after the measure-
ment M performed on subsystem A at time interval τ , be-
comes
VB(τ ) = 〈ϕA|e−iHτ |ϕA〉 =
DB∑
r,s=1
Vrs|ψBr 〉〈ψBs |, (5)
where
Vrs =
D∑
j=1
e−iEjτ
DA∑
k,l=1
f jkrf
j∗
ls c
A
k c
A∗
l , (6)
and
cAk = 〈ϕA|ψAk 〉. (7)
More generally, we can construct different evolution ma-
trices by performing measurements on subsystem A with dif-
ferent time intervals and/or different measurement bases. For
example, by sequentially performing projective measurements
with time intervals τ1, τ2, τ3, an evolution matrix
VB(τ1, τ2, τ3) = VB(τ3)VB(τ2)VB(τ1) (8)
is constructed. We can also combine unitary evolution matri-
ces with the non-unitary transformations on subsystem B to
construct some desired evolution matrices.
III. MEASUREMENT-BASED QUANTUM PHASE
ESTIMATION ALGORITHM
For the bipartite system, set the initial state of the system in
a separable state
ρ0 = |ϕA〉〈ϕA| ⊗ ρB , (9)
and let the system evolve under the Hamiltonian in Eq. (1).
Then after performingm successful projective measurements
on subsystem A with time intervals τ , the evolution on the
Hilbert space of subsystem B is driven by [VB(τ )]m, and the
state of subsystem B evolves to [15]
ρ
(τ)
B (m) =
[
VB(τ )
]m
ρB
[
V †B(τ )
]m
P (τ) (m)
, (10)
where
P (τ) (m) = TrB
{
[VB(τ )]
mρB[V
†
B(τ )]
m
} (11)
is the probability of finding subsystem A still in state |ϕA〉
after each of the m measurements.
The evolution matrix VB(τ ) can be spanned as
VB(τ ) =
∑
k
λk|uk〉〈vk|, (12)
where |uk〉 and 〈vk| are the right- and left-eigenvectors of
VB(τ ) and λk is the corresponding eigenvalue [15] satisfy-
ing 0 ≤ |λk| ≤ 1. In the large m limit, the operator
[VB(τ )]
m is dominated by a single term λmmax|umax〉〈vmax|,
provided the largest eigenvalue λmax is unique, discrete, and
non-degenerate. In the limit of large m and finite τ , ρ(τ)B (m)
tends to a pure state, independent of the initial (mixed) state
of subsystem B. The final state of ρ(τ)B (m) is dominated by
|umax〉, and this outcome is found with probability [15]
P (τ) (m) −→ |λmax|2m〈umax|umax〉〈vmax|ρB|vmax〉. (13)
The state of subsystem B evolves to |umax〉, after performing
a number of operations of VB(τ ). Then we can evaluate λmax
by resolving the phase of the state. If we prepare the initial
state of subsystem B in a pure initial state that is close to an
eigenstate of the matrix VB(τ ), the state of the subsystem B
can evolve to other eigenstates of VB . Then we can also obtain
the corresponding eigenvalues of VB(τ ).
Based on the above analysis, we suggest a measurement-
based phase estimation algorithm for evaluation of the eigen-
values of the matrix VB(τ ). As in the circuit shown in
Fig. 1(a), three quantum registers are prepared. From top to
bottom: an index register, a target register and an interacting
register. The index register is a single qubit, which is used
as control qubit and to readout the final results for the eigen-
values; the target register is used to represent the state ρB of
subsystem B; and the interacting register represents the state
|ϕA〉 of subsystem A.
The initial state of the circuit is prepared in the state
|0〉〈0| ⊗ ρB ⊗ |ϕA〉〈ϕA|, (14)
with subsystem A in a pure state |ϕA〉〈ϕA|, and subsystem
B in state ρB . The construction of the controlled evolution
matrix VB(τ ) on the target register is achieved by imple-
menting the controlled unitary (C-U ) transformation for the
whole quantum system and successfully performing the pro-
jective measurementM = |ϕA〉〈ϕA| on the interacting regis-
ter with time interval τ . Note here for the unitary transforma-
tion U = exp (−iHt), we set t such that m projective mea-
surements are performed successfully on subsystem A at the
3time interval τ , while the unitary transformation of the whole
system evolves for time period t. After performing m suc-
cessful periodic measurements on the interacting register with
time intervals τ , as shown in Fig. 1(b), the state of the system
is transformed to
1
2
{
|0〉〈0| ⊗ ρB + |1〉〈1| ⊗
[
VB(τ )
]m
ρB
[
V †B(τ )
]m}
⊗|ϕA〉〈ϕA|. (15)
The dominant term of this is
1√
2
[
|0〉+ (λmax)m|1〉
]
|umax〉|ϕA〉, (16)
and the state of the index qubit is dominated by
|ψind〉 =
1√
2
[
|0〉+ (λmax)m|1〉
]
. (17)
In general, λmax is a complex number and can be written as
λmax = exp (iϕ) = exp [i (a+ ib)] . (18)
We can obtain λmax by resolving the phase factor
ϕ = (a+ ib). (19)
Two approaches can be used to resolve λmax: (i) using
single-qubit quantum state tomography (QST) [16], and (ii)
using the measured quantum Fourier transform (mQFT) com-
bined with projective measurements on a single qubit. The
details of these two approaches are given below.
A. Approach using single-qubit state tomography
Quantum state tomography can fully characterize the quan-
tum state of a particle or particles through a series of measure-
ments in different bases [16, 17]. In the approach using QST
to resolve the eigenvalue of the matrix VB(τ ), we prepare a
large number of identical copies of the state on the index qubit
|ψind〉, as shown in Eq. (17), by running the MPEA circuit a
number of times. Then the value of λmax can be obtained by
determining the index qubit state.
The state of the index qubit in Eq. (17) can be written as
|ψind〉 =
1√
2
(|0〉+ exp [m (−b+ ia)] |1〉). (20)
In the QST approach, we perform a projective measurement
on the index qubit in the basis |1〉〈1| to obtain the probability
of finding the index qubit in state |1〉, thus obtaining the value
of b. With the knowledge of b, then perform a pi/2 rotation
around the x-axis and a measurement in the basis of the Pauli
matrix σz on the index qubit, we can obtain the observable
〈ψind| exp
(
−ipi
4
σx
)
σz exp
(
i
pi
4
σx
)
|ψind〉 (21)
and thus obtain the value of a.
The measurement errors of QST, from counting statistics,
obey the central limit theorem. To obtain more accurate re-
sults, we have to prepare a larger ensemble of the single qubit
states.
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FIG. 1: Quantum circuit for measurement-based phase estimation
algorithm (MPEA) using quantum state tomograph (QST) approach.
Part (a) shows the circuit for the MPEA using QST. From top to
bottom, an index register, a target register and an interacting register
are prepared in the states |0〉, ρ
B
, and |ϕ
A
〉, respectively. The index
register is a single qubit used as control qubit; the target register is
used to represent the state of subsystem B; and the interacting reg-
ister is used to represent the state of subsystem A, which interacts
with B. Part (b) shows the circuit for performing m projective mea-
surements with period τ . In the circuit, the unitary transformation
U = exp(−iHt), we set t such that m projective measurements are
performed successfully on subsystem A separated by a time interval
τ , while the unitary transformation of the whole system evolves for
time t.
B. Approach using measured quantum Fourier transform
combined with projective measurements
In the second approach, we use the techniques of measured
quantum Fourier transform and projective measurements to
resolve the eigenvalue of the matrix VB(τ ). The phases which
encode the eigenvalues of VB(τ) are in general complex num-
bers; the inverse QFT can be used to resolve the real part a of
the phase ϕ = (a + ib). The imaginary part b of the phase
factor, ϕ, can be obtained by performing single-qubit projec-
tive measurements. The details of this method are discussed
below.
In order to resolve a up to n binary digits using the in-
verse QFT, one has to construct a series of controlled evo-
lution matrices, C-VB(τ ), in successive binary powers, from
(n − 1) to 0. In the MPEA, this is done by implementing
the C-U operation on the whole system and performing a
series of 2k periodic measurements separated by time inter-
vals τ for k = (n − 1), (n − 2), · · · , 0, respectively. The
C-U operation evolves for a time t, during which all the mea-
surements are performed successfully on the interacting reg-
ister. Then we can obtain a series of controlled transforma-
tion matrices in binary powers, C-[VB(τ )]2
k
, k = (n − 1),
(n − 2), · · · , 0. In Fig. 2(c), we show the circuit for the
kth projective measurement with period τ , W (k), where the
measurement M = |ϕA〉〈ϕA| is performed 2k times with
4period τ on the interacting register, while the whole sys-
tem evolves under the controlled unitary operation U . The
measurements on the interacting register are sequentially per-
formed W (n− 1),W (n− 2), · · · ,W (0). Then, correspond-
ingly, on the index qubit, we obtain single qubit states as
1√
2
[
|0〉+ (λmax)2
(n−1) |1〉
]
,
1√
2
[
|0〉+ (λmax)2
(n−2) |1〉
]
,
· · · , 1√
2
(|0〉+ λmax|1〉). (22)
Afterward, we can retrieve n binary digits of the real part a of
the phase factor ϕ, of λmax, by performing a mQFT.
The mQFT technique implements a QFT using only a sin-
gle qubit [18, 19]. It uses the fact that gates within the Fourier
transform are applied sequentially on qubits. This modifi-
cation of the QFT algorithm preserves the probabilities of
all measurements [19]. The procedure for obtaining the real
part of the phase factor of λmax by using mQFT is shown in
Fig. 2(a), where the circuit in the dotted square is replaced by
circuits in the dotted squares shown in Fig. 2(b), sequentially
obtaining n binary digits of a. The details of this procedure
are shown below.
The initial state of the MPEA circuit is prepared as in
Eq. (14). After performing the kth periodic measurements
W (k) on the interacting register, the dominant term of the
state of the system becomes
1√
2
[
|0〉+ λ2kmax|1〉
]
|umax〉|ϕA〉. (23)
The state of the index qubit can be written as
|ψind〉 =
1√
2
[
|0〉+ exp (i(a+ ib)2k) |1〉]
=
1√
2
[
|0〉+ exp (−b2k) exp (ia2k) |1〉]. (24)
In order to resolve the real part a of the phase factor,ϕ, we first
need to obtain the value of b, the imaginary part of the phase
factor. This can be achieved by using a single-qubit projective
measurement. One can prepare an ensemble of |ψind〉 and per-
form projective measurements |1〉〈1|. The value of b can be
obtained through the probability for observing the index qubit
in state |1〉.
Let
rk =
1√
2
[
1 + exp
(−b2k+1)]1/2, (25)
and let us run MPEA again and perform a single qubit opera-
tion Qk on the index qubit such that the index qubit is rotated
to state
|ψ′ind〉 = rk
1√
2
[
|0〉+ exp (ia2k) |1〉], (26)
where the single-qubit operation Qk is defined as
Qk = qk

 1 + eb2k e−ia2k
(
1− eb2k
)
eia2
k
(
eb2
k − 1
)
1 + eb2
k

 , (27)
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FIG. 2: Quantum circuit for a measurement-based phase estimation
algorithm (MPEA) using measured quantum Fourier transformation.
Part (a) shows the circuit for the MPEA. From top to bottom, an index
register, a target register and an interacting register are prepared in
the states (|0〉 + |1〉)/√2, ρ
B
, and |ϕ
A
〉, respectively. The index
register is a single qubit used as control qubit and to perform mQFT;
the target register is used to represent the state of subsystem B; and
the interacting register is used to represent the state of subsystem A,
which interacts with B. The circuit in the dotted square in (a) is used
for obtaining the nth binary digit of the real part of the phase factor.
In part (b), a sequence of circuits inside the dashed squares is used to
replace the circuit in the dashed square in part (a), in order to resolve
from the (n−1)th to the first binary digits of the real part of the phase
factor. Here, H is the Hadamard gate, Qk is a single-qubit rotation
as defined in Eq. (27) and Rk is a single-qubit rotation in quantum
Fourier transform. Part (c) shows the circuit for the “kth” partial
measurement W (k) with period τ . In the circuit, for the unitary
transformation U = exp(−iHt), we set t such that all projective
measurements are performed successfully on subsystem A while the
unitary transformation of the whole system evolves for time t.
where qk = 1/
√
2 [1 + exp (b2k+1)]. Then we apply the
mQFT technique to resolve the real part a of the phase fac-
tor ϕ = (a + ib). We therefore obtain the eigenvalue
exp
[
i(a+ ib)
]
of the matrix VB(τ ).
In the MPEA, the nth binary digit of the phase factor is
retrieved first, and the partial measurement on the interacting
register is performed in sequence of 2n−1, 2n−2 to 20 times.
This procedure provides high fidelity for the state of the target
register since each measurement drives the state of the target
register closer to |umax〉, the eigenstate of VB(τ ).
5IV. EXAMPLES OF MEASUREMENT-BASED PHASE
ESTIMATION
A. Phase estimation for the Jaynes-Cummings Hamiltonian
Now we use a simple model to show how MPEA works. We
consider here a quantum system consisting of two subsystems
A and B, where B contains two non-interacting spin qubits, B1
and B2; and subsystem A is a photon. The whole system is
described by the Jaynes-Cummings Hamiltonian [20]
H = w0b
†b+w1(σ
z
1+σ
z
2)+
J
2
[b(σ+1 +σ
+
2 )+b
†(σ−1 +σ
−
2 )],
(28)
where b (b†) is a bosonic annihilation (creation) operator of the
photons. Consider the case w0 = w1, and perform projective
measurements in the basis of a single photon state |ϕA〉 = |1〉.
Then we have
VB(τ ) = diag
{
1,
[
3 + 2 cos(
√
10τJ)
]
/5× e−2iw0τ ,
cos(
√
6τJ)e−iw0τ , cos(
√
2τJ)
}
, (29)
in the ordered basis
{|1, s〉, |1, t+〉, |1, t0〉, |1, t−〉}, where
|s〉 = 1√
2
(|01〉 − |10〉), |t+〉 = |11〉,
|t0〉 = 1√
2
(|01〉+ |10〉), |t−〉 = |00〉. (30)
Let τ = 1/2 and w0 = w1 = J = 1, then we construct an
evolution matrix VB(τ ) as
VB(τ ) = diag
{
1,
[
3 + 2 cos(
√
10/2)
]
/5× e−i,
cos(
√
6/2)e−i/2, cos(
√
2/2)
}
. (31)
On the MPEA circuit, now let us prepare the target register
in a mixed state:
ρB =
1
4
(
|s〉〈s|+ |t+〉〈t+|+ |t0〉〈t0|+ |t−〉〈t−|
)
, (32)
and the interacting register in state |ϕA〉 = |1〉. Then im-
plement the controlled Hamiltonian of Eq. (28) for a time t
during which the projective measurements on the interacting
register are performed successfully. After a series of projec-
tive measurements, in the basis of |ϕA〉 = |1〉, on the inter-
acting register, the state of the target register evolves to a sin-
glet state |s〉, which corresponds to the largest eigenvalue of
VB(τ ). We resolve the corresponding phase as zero, thus its
eigenvalue is one. The survival probability, P (τ) (m), of the
state |ϕA〉 = |1〉 on the interacting register after m successful
measurements, and the fidelity, F (τ)(m), for the target reg-
ister to be in state |umax〉, are shown in Fig. 3. The fidelity
F (τ)(m) is defined as
F (τ) (m) =
〈umax|ρ(τ)B (m)|umax〉
〈umax|umax〉 (33)
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FIG. 3: Survival probability P (m) (N) and fidelity F (m) (•) for
|ϕ
A
〉 = |1〉 versus m, the number of successful measurement, for
the Jaynes-Cummings model.
Since F (τ) (m) is close to one, the success probability is de-
termined by P (τ) (m).
If we prepare the target register in a pure initial state that is
close to an eigenstate of the matrix VB , by applying MPEA,
the state of the target register can evolve to other eigenstates
of VB . Then we can also obtain the corresponding eigenvalues
of VB .
For example, applying MPEA to the above system and
preparing the target register in state |t+〉, by performing pro-
jective measurements with |ϕA〉 = |1〉 on the interacting
register, the state of the target register would remain in the
|t+〉 state. We can retrieve the real part of the phase fac-
tor of the corresponding eigenvalue up to an accuracy of 2,
8 and 16 binary digits, respectively, and obtain the eigenval-
ues of the matrices VB as exp[−0.5177− i2pi(0.25± 0.25)],
exp[−0.5177 − i2pi(0.160 ± 0.008)], and exp[−0.5177 −
i2pi(0.15918±0.00003)], assuming we have already obtained
the imaginary part of the eigenvalue of VB through projec-
tive measurements. The true eigenvalue is exp(−0.5177− i),
which is quite close.
To implement a controlled unitary evolution on the MPEA
circuit, we set the control qubit as a single spin and label it as
subsystem C. Thus, the controlled Hamiltonian of the whole
system becomes
H˜ =
1
2
(1− σZC)H =
1
2
(1− σZC)
{
w0b
†b+ w1(σ
z
1 + σ
z
2) +
J
2
[
b(σ+1 + σ
+
2 ) + b
†(σ−1 + σ
−
2 )
]}
. (34)
This Hamiltonian contains three-body interactions and can-
not be implemented directly. One could decompose the three-
body interaction into two-body interactions [21, 22] and then
implement the two-body interaction. In general, an arbitrary
unitary matrix U = exp (−iHt) can be decomposed [23, 24]
into tensor products of unitary matrices of 4 × 4 and 2 × 2,
which correspond to two- and single-qubit operations respec-
tively, and can be implemented on a universal quantum com-
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FIG. 4: Survival probability P (m) for |ϕA〉 = |1〉 versus m, the
number of successful measurements, by using the σz-eigenstate as
the measurement basis for the axial symmetry model.
puter.
B. Phase estimation for the axial symmetry model
For another example, we consider the axial symmetry
model [20]. This is relevant for quantum information process-
ing in solid state [25–27] and atomic [28] systems. The quan-
tum system is composed of two subsystems A and B, where B
contains two non-interacting spins, and subsystem A contains
a single spin interacting with subsystem B. The Hamiltonian
for the whole system is [20]
H =
J
2
[
X(X1 +X2) + Y (Y1 + Y2)
]
, (35)
where X and Y are the Pauli operators. By performing pro-
jective measurements on subsystem A in the basis of the σz-
eigenvector, then in the basis {|s〉, |t+〉, |t0〉, |t−〉}, we obtain
VB(τ ) = diag
{
1, 1, cos
(√
2τJ
)
, cos
(√
2τJ
)}
, (36)
operating on subsystem B. If we prepare the initial state of the
target register in state |t0〉, then the fidelity of the target reg-
ister to be in state |t0〉 is 1 after performing a number of suc-
cessful measurements on the interacting register. For the case
J = 2 and τ = 1, the corresponding eigenvalue is−0.951363.
The success probability of the successful measurement on the
interacting register versus the number of measurements on the
interacting register is shown in Fig. 4. From that figure, we
can see that even for 10 successful measurements, we can still
have a success probability of 0.37.
V. DISCUSSION
On a quantum computer, a unitary matrix can be efficiently
represented, i.e., for a unitary matrix of dimension 2s, only s
qubits are needed to represent it on a quantum computer. In
this paper, we have tried to represent a non-unitary matrix on
a quantum system by performing periodic projective measure-
ments. Whether an arbitrary matrix can be constructed using
this technique still remains an open problem, and this would
be a subject for future study.
A. Implementation of the controlled nonunitary
transformation
In the conventional PEA, the phase factor is resolved
through a quantum Fourier transform. To resolve the binary
expansion of the phase, up to n binary digits, one has to im-
plement n controlled unitary transformations in successive bi-
nary powers: C-U2n−1 , C-U2n−2 , · · · , C-U20 .
In the MPEA approach of using mQFT combined with
projective measurements to obtain the eigenvalues of VB ,
we need to implement the controlled transformations in suc-
cessive binary powers: C-V 2n−1B (τ ), C-V 2
n−2
B (τ ) , · · · , C-
V 2
0
B (τ), and followed by the corresponding mQFT circuit as
shown in Fig. 2. The controlled transformationsC-V 2n−1B (τ ),
C-V 2
n−2
B (τ ), · · · , C-V 2
0
B (τ), are achieved by implementing
the controlled Hamiltonian on the whole system only once
and during a time t until the successful measurements on
the interacting register finish, and performing measurements
W (n − 1),W (n − 2), · · · ,W (0), i.e., a series of periodic
measurements (each one separated by the time interval τ ) for
2n−1, 2n−2, · · · , 20 times on the interacting register, respec-
tively.
B. Success probability
The success probability of the MPEA is F (τ)(m)P (τ)(m),
where F (τ)(m) is the fidelity of the state on the target register
to be in the eigenstate of VB(τ) after performingm successful
measurements, and P (τ)(m) is the probability of performing
m successful measurements on the interacting register. Note
that P (τ)(m) depends on |λmax|, and also on the initial guess
of the state on the target register as shown in Eq. (13). Since
F (τ)(m) is close to one as the number of successful measure-
ments m increases, the success probability is determined by
P (τ)(m).
It must be emphasized that the present quantum algorithm
is designed for systems with large DB (the dimension of sub-
system B), when the corresponding classical algorithms for
obtaining the eigenvalues of VB(τ ) become so expensive that
it is impossible to implement on a classical computer. The ef-
ficiency of our algorithm does depend on P (τ)(m). Note that
the success probability of projective measurements on the in-
teracting register decreases exponentially in terms of m when
|λmax| < 1. This is not an essential obstacle because this
exponential decrease can be overcome by running the algo-
rithm for a number of times to prepare a large but fixed num-
ber of copies of the index qubit state as shown in Eq. (20).
In the QST approach to obtain λmax, the measurement errors
7of QST obey the central limit theorem. Accurate results can
be obtained by preparing a larger ensemble of the single qubit
states. The tomographic estimation converges with statisti-
cal error that decreases as N−1/2, where N is the number of
copies prepared in the QST and is not relevant to DB .
Also, in the approach of using single-qubit QST to obtain
the eigenvalues of VB(τ ), we prepare a number of copies of
the index qubit state as shown in Eq. (20). If we have a good
initial guess of the eigenstate of VB(τ ), then, as shown in the
second example, we can still obtain a high success probability
(F (τ)(m)P (τ)(m)) for the algorithm and this does not require
a large m.
The other eigenvalues of VB can be obtained by setting the
initial state of the target register in a pure state. If the over-
lap of the initial guess of the eigenstate with the real eigen-
state is not exponentially small and m is a fixed number, the
success probability, F (τ)(m)P (τ)(m), for preparing a index
qubit state as shown in Eq. (20) is not exponentially small.
Then each copy of the index qubit state can be prepared in a
polynomial number of trials.
C. Efficiency for projective measurements
Another issue that needs to be addressed is the efficiency for
implementing the projective measurement M = |ϕA〉〈ϕA|,
which is linked to the efficiency of constructing the non-
unitary matrix VB (τ ), therefore connected to the efficiency
of the algorithm. Since the measurement M is a non-unitary
process, it cannot be implemented deterministically. Also, a
number of projective measurements are required in MPEA,
and thus the overall efficiency of the algorithm might be af-
fected. To deal with this problem, we can design a scheme
such that subsystem A can have a simple structure, contain-
ing either a single qubit or a few qubits, by controlling the
interaction between the subsystems. Then the implementa-
tion of the measurement on subsystem A will be simple. The
measurement performed on A does not depend on the qubit
number nB of the subsystem B, on which the matrix VB is
constructed. Therefore, the measurement on A can avoid the
exponential scaling with respect to the size of subsystem B.
Note that the corresponding classical algorithms scale as 2nB .
VI. CONCLUSION
We have presented a measurement-based quantum phase
estimation algorithm to obtain the eigenvalues and the cor-
responding eigenvectors of non-unitary matrices. In MPEA,
we implement the unitary transformation of the whole sys-
tem only once; the non-unitary matrix is constructed as the
evolution matrix on the target register. By performing peri-
odic projective measurements on the interacting register, the
state of the target register is driven automatically to a pure
state of the transformation matrix. Using single-qubit state to-
mography and mQFT combined with single-qubit projective
measurements, we can obtain the complex eigenvalues of the
non-unitary matrix. The success probability of the algorithm
and the efficiency of constructing the matrix VB (τ ) have been
discussed. This algorithm can be used to study open quantum
system and in developing other new quantum algorithms.
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