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Abstract
We study the relation between the lagrangian field-antifield formalism
and the BRST invariant phase space formulation of gauge theories.
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1 Introduction
The phase-space representation of the quantum partition function for a gauge
field theory suffers from two main drawbacks: i) one generally wants to
formulate the Feynman rules in configuration space, and ii) the hamiltonian
formulation is not manifestly covariant, so that it is not clear which gauge
fixing condition in phase space implies a covariant choice of gauge in the
lagrangian formulation.
The field-antifield approach of Batalin and Vilkovisky (BV) to the quan-
tization of theories with a local symmetry solves both of these problems
[1-5]. In this formulation the solution of a so called master equation pro-
vides the configuration-space counterpart of the Batalin-Fradkin-Vilkovisky
(BFV) phase-space quantum action [6-10].
The field-antifield quantization is usually presented in an axiomatic way,
its a priori justification relying ultimately on the observation that the action,
determined from a master equation, can be shown to embody the full gauge
structure of the theory in question [9,11]. In this approach one departs from
the classical configuration-space action Scl[q] as a functional of the “fields”
qi, i = 1, · · · , n, assumed to be invariant under an r parameter group of gauge
transformations. For every gauge parameter εα(t) one introduces a ghost
field cα(t), and with each of the fields (qi, cα) one associates a corresponding
“antifield” (q∗i , c
∗
α).
The relation of the field-antifield approach to the BFV hamiltonian ap-
proach has been discussed from various points of view by starting either from
the axiomatic BV-lagrangian formulation, or from the BFV-hamiltonian for-
mulation [12-24]. The equivalence of the two formalisms for arbitrary gauge
systems has however not yet been proven, nor does this paper provide a
general proof. The purpose of this paper is to elucidate in a simple and
clear way the connection between the two approaches to quantization, and
to show that for first rank theories with a closed algebra the hamiltonian BFV
formulation, which is well understood, leads in a very natural and straight
forward way to the lagrangian quantization of Batalin and Vilkovisky. Our
deductive procedure will shed light on i) the role played by the antifields,
and the connection between the coefficient functions, multiplying these fields
in the action, to pull-backs of the BRST variations that implement the sym-
metry of the quantum action in phase space; ii) the non-minimal extension
of the minimal solution to the master equation in the lagrangian approach
[22,24], which is automatically generated by the BRST exact contribution in
the hamiltonian formulation, and iii) the connection between the lagrangian
master equation, and the hamiltonian master equation.
The paper is organized as follows: in the following section we consider
the well known BRST hamiltonian formulation [6-10] and introduce, via the
BRST exact contribution, a set of hamiltonian antifields. The corresponding
action solves a hamiltonian master equation without any restrictions on the
gauge theory considered. In section 3 we then consider the transition to
configuration space. At this point we shall concentrate on theories of rank
1
1 with a gauge algebra whose structure functions do not depend on the
momenta. This allows us to perform the momentum integrations in order to
arrive at a generic form for the field-antifield action. One is then led in a
straight forward way to the field-antifield action of Batalin and Vilkovisky
with a ”non minimal extension”.
2 From the BFV-phase-space action
to the hamiltonian master equation
Our starting point is the BRST invariant phase-space action of Batalin, Frad-
kin and Vilkovisky [6-10] for pure first class systems, which allows one to
quantize also gauge theories that cannot be handled by the Faddeev-Popov
trick. This action is determined once the BRST invariant Hamiltonian HB
and the nilpotent BRST charge QB are given. Both quantities can be con-
structed in a systematic way from the knowledge of the involutive Poisson
algebra of the first class constraints GA with themselves, and with the canon-
ical Hamiltonian Hc [8]
{GA, GB} = GCU
C
AB , (1)
{GA, Hc} = GBV
B
A . (2)
Here UCAB and V
B
A can depend on the coordinates q
i and their conjugate
momenta pi. The “unitarized” BRST invariant phase space action is then
given by
SU [q, p, η, P¯] =
∫
dt
(
q˙ipi + η˙
AP¯A −HB(q, p, η, P¯) + {Ψ, QB}
)
, (3)
where ηA and P¯A are canonically conjugate Grassmann valued pairs carrying
ghost number 1 and -1, respectively. Ψ is an arbitrary “fermion gauge fixing
function” in phase-space, carrying Grassmann signature ǫ(Ψ) = 1 and ghost
number gh(Ψ) = −1. The contribution {Ψ, QB} is a BRST exact term, with
the generalized (graded) Poisson brackets of two functions of the canonical
variables Qk and Pk defined as follows
†
{F,G} = −
∑
k
(
∂(r)F
∂Pk
∂(ℓ)G
∂Qk
− (−1)ǫ(Q)ǫ(P )
∂(r)F
∂Qk
∂(ℓ)G
∂Pk
)
, (4)
where ∂(r) (∂(ℓ)) denotes the right (left) derivative, and ǫ(f) is the Grassmann
signature of f . Note that (4) implies that
{ηA, P¯B} = −δ
A
B .
We can then rewrite the BRST exact contribution in (3) as follows:
{Ψ, QB} =
∑
i
(
∂Ψ
∂qi
∂QB
∂pi
−
∂Ψ
∂pi
∂QB
∂qi
)
−
∑
A
(
∂(r)Ψ
∂ηA
∂(ℓ)QB
∂P¯A
+
∂(r)Ψ
∂P¯A
∂(ℓ)QB
∂ηA
)
.
†With this definition the algebraic properties of the Poisson brackets are those of the
Berezin algebra, and the equations of motion take the standard form. See e.g. [25].
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Alternatively this expression can be written in the form
{Ψ, QB} = −
∑
i
(
∂Ψ
∂qi
δBq
i +
∂Ψ
∂pi
δBpi
)
+
∑
A
(
∂(r)Ψ
∂ηA
δBη
A +
∂(r)Ψ
∂P¯A
δBP¯
A
)
,
where δBf is the BRST variation of f defined by
‡
δBf = {QB, f} . (5)
Ψ is a completely arbitrary function of the canonical variables with Grass-
mann parity ǫ(Ψ) = 1 and ghost number gh(Ψ) = −1, which reflects the
arbitraryness in the choice of gauge. Let us therefore introduce the following
partial derivatives of Ψ as new variables:
q∗i = −
∂Ψ
∂qi
, p∗i = −
∂Ψ
∂pi
η∗A =
∂(r)Ψ
∂ηA
, P¯∗A =
∂(r)Ψ
∂P¯A
. (6)
The above derivatives are functions of qi, pi, η
A and P¯A. For later convenience
it is useful to also introduce the functional
ΨH [q, p, η, P¯] =
∫
dtΨ(q(t), p(t), η(t), P¯(t)) .
Then (6) can be rewitten in terms of functional derivatives as follows:
q∗(t) = −
δΨH
δqi(t)
, p∗i(t) = −
δΨH
δpi(t)
η∗A(t) =
δ(r)ΨH
δηA
, P¯∗A(t) =
δ(r)ΨH
δP¯A(t)
. (7)
We call the “star” variables ”phase-space antifields”.
Let us denote the variables collectively by {θℓ} ≡ {qi, pi, η
A, P¯A} and
{θ∗ℓ} ≡ {q
∗
i , p
∗i, η∗A, P¯
∗A}. Since ΨH carries Grassmann signature and ghost
number 1 and -1, respectively, the Grassmann signature and ghost number
of a “star”-variable θ∗ is given according to (7) by
ǫ(θ∗) = ǫ(θ) + 1 (mod 2) ,
gh(θ∗) = −gh(θ)− 1 .
Thus in particular we have that gh(η) = −gh(P¯) = 1; gh(q∗) = gh(p∗) =
−1; gh(η∗) = −2; gh(P¯∗) = 0.
‡Note the ordering of the entries in the graded Poisson bracket. This is consistent
with the definition of the BRST variation with the ”fermionic” sˆ operator: sˆ(fg) =
(sˆf)g + (−1)ǫ(f)f(sˆg).
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Viewed as a function of the above variables, the unitary BFV-action (3)
takes the form (we denote it now by SH)
SH [q, p, η, P¯; q
∗, p∗, η∗, P¯∗] =
∫
dt
(
q˙ipi + η˙
AP¯A −HB(q, p, η, P¯)
)
+
∫
dt
(
q∗i δBq
i + p∗i δBpi + η
∗
AδBη
A + P¯∗AδBP¯A
)
or
SH =
∫
dt
(
q˙ipi + η˙
AP¯A −HB(q, p, η, P¯)
)
+
∫
dt θ∗ℓ δBθ
ℓ . (8)
In a fixed gauge, i.e. for a given ΨH in (7), the variables {θ
∗
ℓ} are functions
of {θℓ}. On the other hand, if the action is regarded as a function of the
independent variables qi, pi, η
A and P¯A and their “starred” counterparts
q∗i , p
∗i, η∗A and P¯
∗A, then - as we now show - (8) is found to satisfy the
(phase-space) master equation,
(SH , SH) = 0 , (9)
with the “antibracket” (f,g) defined as follows,
(f, g) ≡
∑
ℓ
∫
dt
(
δ(r)f
δθℓ(t)
δ(l)g
δθ∗ℓ (t)
−
δ(r)f
δθ∗ℓ (t)
δ(l)g
δθℓ(t)
)
. (10)
Here ℓ labels the phase space degrees of freedom (which in the case of fields
will also include the spacial coordinates). In the case of a continuous index,
the sum is understood to be an integral.
We now verify that (8) is a solution to the master equation (9). § The
proof is based on the BRST invariance of the first integral in (8) and the
nilpotency of QB which, together with the (graded) Jacobi identity implies
that {QB{QB,Ψ}} = 0.
Consider the antibracket
(SH , SH) =
∑
k
∫
dt
(
δ(r)SH
δθℓ(t)
δ(l)SH
δθ∗ℓ (t)
−
δ(r)SH
δθ∗ℓ (t)
δ(l)SH
δθℓ(t)
)
. (11)
Since SH is a Grassmann even operator, and either θ
ℓ or θ∗ℓ has non-vanishing
Grassmann signature, we have that ¶
δ(r)SH
δθ∗ℓ
δ(l)SH
δθℓ
= −
δ(r)SH
δθℓ
δ(l)SH
∂θ∗ℓ
.
Hence (11) takes the simpler form
(SH , SH) = 2
∑
k
∫
dt
δ(r)SH
δθk
δ(l)SH
δθ∗k
. (12)
§See [20] for an alternative proof using functional methods
¶We suppress the time argument of θℓ from now on.
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Let us now decompose SH in (8) as follows:
SH = SB[θ] + ∆[θ, θ
∗] ,
where
SB =
∫
dt
(
q˙ipi + η˙
AP¯A −HB(q, p, η, P¯)
)
is a BRST invariant action and
∆ =
∑
ℓ
∫
dt θ∗ℓ{QB, θℓ} . (13)
Since
δ(l)SH
δθ∗ℓ
= δBθ
ℓ , (14)
with δBθ the BRST variation (5), we have that (12) is given by
(SH , SH) = 2
∑
ℓ
∫
dt
δ(r)SH
δθℓ
δBθ
ℓ
= 2
∑
ℓ
∫
dt
δ(r)SB
δθℓ
δBθ
ℓ + 2
∑
ℓ
∫
dt
δ(r)∆
δθℓ
δBθ
ℓ .
The first sum vanishes since SB is BRST invariant. The second integral, is
just twice the BRST variation of (13) with respect to θℓ, with
δB∆ =
∫
dt θ∗ℓ
(
δB{QB, θℓ}
)
=
∫
dt θ∗ℓ{QB, {QB, θℓ}} .
Making use of the Jacobi identity
(−1)ǫhǫg{h, {f, g}}+ cyclic perm. = 0 ,
this term is seen to vanish because of the nilpotency ofQB, i.e., {QB, QB} = 0.
We have thus shown that the BRST invariance of SB and the nilpotency
of QB imply that the action SH , considered as a function of the fields and
antifields, satisfies the hamiltonian master equation (9). Note that for this to
be the case, the linear dependence of SH on the antifields, which is inherent
to the hamiltonian formulation, was important.
From (14) and the definition of the antibracket (10) we see that we also
have
δBθ
ℓ = (θℓ, SH) ≡ δHθ
ℓ , (15)
so that SH can be regarded as the generator of BRST transformations in the
antibracket sense. It follows in particular that the BRST invariant (gauge-
fixed) unitarized BFV action
SU [θ] = SH [θ,
δΨH
δθ
]
satisfies
(SU , SH) = 0 .
Extending the variation (15) to include the antifields,
δHθ
∗
ℓ = (θ
∗
ℓ , SH) , (16)
it is clear from (9) that the complete set of transformations is also a symmetry
of SH [θ, θ
∗].
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3 Transition to configuration space.
Consider the BFV gauge fixed phase space partition function ZΨ, which we
write in the form,
ZΨ =
∫
DqDpDηDP¯
∫
Dq∗Dp∗Dη∗DP¯∗
∏
i,t
δ
(
q∗i +
δΨH
δqi
)
δ
(
p∗i +
δΨH
δpi
)
×
∏
A,t
δ
(
η∗A −
δ(r)ΨH
δηA
)
δ
(
P¯∗A −
δ(r)ΨH
δP¯A
)
eiSH [q,η,P¯;q
∗,η∗,P¯∗] , (17)
where SH is given by (8). The transition to the lagrangian formulation cannot
be effected generically. Assumptions must be made, which however include
many cases of physical interest. In particular we will consider gauge the-
ories with only first class constraints, and of unit rank. For such systems
the algebra of gauge transformations close off shell. Furthermore we con-
sider systems where each primary constraint gives rise to just one secondary
constraint. Hence the number of gauge identities, and therefore also gauge
parameters, equals the number of primaries (or secondaries). ‖ For systems
of rank one the BRST Hamiltonian and BRST charge take a particular sim-
ple form. To keep the discussion as simple and transparent as possible, we
will, for the moment, consider systems with a finite number of degrees of
freedom. The extension to systems with an infinite number of degrees of
freedom is then obvious.
Suppose we are given the classical canonical Hamiltonian Hc(q, p) and
the first class constraints GA. The primary constraints we denote by φα
(α = 1, · · · , r). In the following it is convenient to define the secondary
constraints Tα by the strong equality
{φα, Hc} = Tα (secondary constraints) . (18)
We denote the set of constraints collectively by {GA} := ({φα}, {Tα}). For a
gauge theory of rank one the BRST charge and Hamiltonian are then given
by [8]
QB = GAη
A +
1
2
P¯AU
A
BCη
BηC , (19)
and
HB(q, p, η, P¯) = Hc(q, p) + P¯AV
A
B η
B , (20)
where UABC and V
A
B are the structure functions defined in (1) and (2). In
terms of the “Faddeev-Popov ghosts” cα and antighosts c¯α, and their conju-
gate momenta P¯α and P
α (α = 1, · · ·, r), ηA and P¯A are given in vector form
by [6]
~η =
(
~P
~c
)
(21)
‖This seems to have been also implicitely assumed in the work of BFV [6-10].
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and
~¯PA :=
(
~¯c
~¯P
)
. (22)
A generic transition to configuration space requires one to perform all mo-
mentum integrations. We will thus make a number of simplifying assump-
tions, which can however be relaxed in particular cases:
i) The constraints GA(q, p) are at most linear in the momenta pi.
ii) The structure functions V AB and U
C
AB are of the form
V BA =
(
0
∼
0
∼
δβα h
β
α
)
. UCAB :=
(
0
∼
0
∼
0 κγαβ
)
, (23)
and do not depend on the momenta pi.
iii) The “fermion gauge fixing functional” ΨH is independent of the mo-
menta pi, and the ghost momenta P
A, P¯A in (21) and (22).
Assumption ii) implies a) that the primary constraints are in strong involu-
tion with all the constraints; b) the algebra of the secondaries closes on itself,
and c) that the algebra of the secondary constraints with the Hamiltonian
is a linear combination of the secondaries. The entry +δαβ in V
A
B follows di-
rectly from the definition of the secondary constraint (18). These properties
are realized e.g. in the case of SU(N) gauge theories and the bosonic string.
Note that iii) is not really a restriction. In fact, since by the Fradkin-
Vilkovisky theorem [26] the partition function does not depend on the choice
of gauge (i.e., it is independent of ΨH), we are completely free to chose ΨH in
a convenient way. This will of course also correspond to a particular choice of
the ”lagrangian gauge fixing function” ΨL in the field-antifield action, where
the partition function does also not depend on ΨL [14,22].
An immediate consequence of iii) is that,
p∗i = P
∗
α = P¯
∗α = 0 .
Because of ii) the BRST Hamiltonian (20) and BRST charge (19) take the
form
HB = Hc + P¯αP
α + P¯αh
α
β(q)c
β , (24)
QB = P
αφα + c
αTα +
1
2
κ
γ
αβP¯γc
αcβ . (25)
From (25) and the definition of the graded Poisson brackets (4), it then
follows that
{QB, c¯α} = −φα , (26)
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where φα = 0 are the primary constraints. In the following we assume that
the φα’s are given by
∗∗
φα = pα ; (α = 1, . . . , r) .
The Tα’s, defined by (18), then do not depend on the pα’s, since the canonical
Hamiltonian Hc is defined on the primary surface.
Let us separate the phase space variables (q, p) into the dynamical ones,
which we label as (qa, pa), a = 1, · · · , n−r, and the remaining non-dynamical
variables, (qα, pα), α = 1, · · · , r. According to (5) the BRST-charge (25)
induces the following transformations:
δBq
a = −cα
∂Tα
∂pa
, δBc
α = −
1
2
καβγc
βcγ (27)
δB c¯α = −φα = −pα , (28)
and
δBq
α = −P α . (29)
Performing the integration over P¯α in (17) yields a δ-function which fixes P
α
as a function of the coordinates and their time derivatives (pull-back of the
Legendre transformation)
P α → −Dα0β(q)c
β ,
where
Dα0β(q) = δ
α
β∂0 + h
α
β(q) . (30)
The BRST transformations (27) and (29) are then replaced by
δˆqa = −cα
∂Tα
∂pa
, (31)
δˆcα = −
1
2
καβγc
βcγ (32)
δˆqα = Dα0β(q)c
β , (33)
Carrying out the integration over {pa},
†† we are left with the following
expression for the partition function in configuration space,
ZLΨ =
∫ ∏
α
Dpα
∫
DqDcDc¯
∫
Dq∗Dc∗Dc¯∗
∏
i,t
δ
(
q∗i +
δΨH
δqi
)
×
∏
α,t
δ
(
c∗α −
δ(r)ΨH
δcα
)
×
∏
α,t
δ
(
c¯∗α −
δ(r)ΨH
δc¯α
)
ei
∫
dt L(q,q˙) (34)
×ei
∫
dt {q∗α− ˙¯cα)δˆq
α+q∗aδˆq
a+c∗αδˆc
α−(c¯α∗−q˙α)pα} ,
∗∗We thereby assume that for a suitable choice of coordinates the lagrangian is inde-
pendent of the velocities q˙α.
††Recall that Ψ is assumed to be at most a function of c, c¯ and q.
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where we have made use of (28). Note that we have now written δˆ instead
of δB in (34), since after carrying out the momentum integrations, δˆθ
ℓ can
in general not be identified with δBθ
ℓ, but is a function of the coordinates
θℓ and their time derivatives, obtained after performing the “pullback” to
configuration space.
The “star” variables in (34) are so far defined in terms of Hamiltonian
functional ΨH , which was conveniently chosen not to depend on the mo-
menta. Let us now introduce the following “lagrangian fermion gauge fixing
functional”
ΨL[q, c, c¯] = ΨH [q, c, c¯]−
∫
dt c¯αq˙
α . (35)
Then (34) can be written in the form
ZLΨ =
∫
DB
∫
DqDcDc¯
∫
Dq∗Dc∗Dc¯∗
∏
i,t
δ
(
q∗i +
δΨL
δqi
)∏
α,t
δ
(
c∗α −
δ(r)ΨL
δcα
)
×
∏
α,t
δ
(
c¯∗α −
δ(r)ΨL
δc¯α
)
ei
∫
dt S[q,c,c¯; q∗,c∗,c¯∗,B] (36)
with
S[q, c, c¯; q∗, c∗, c¯∗, B] = Scl[q] +
∫
dt
(
q∗i δˆqi + c
∗
αδˆc
α + c¯∗αBα
)
, (37)
where the “star” variables (antifields) are now fixed in terms of the functional
derivatives of (35) in a completely analogous way as in the hamiltonian BFV
formulation (7), and where we have set Bα = −pα. The last contribution
in (37) is a term which in the axiomatic approach is usually introduced as
a non-minimal trivial extension to the field-antifield action [24], which does
not manifest itself in the master equation. Here it is seen to be generated
from the BRST exact term in the BFV phase-space formulation. Note that
the dependence on c¯ (Faddeev-Popov antighosts) comes in implicitely via the
shift (35).
Upon carrying out the integrations over the antifields, which now become
fixed functions of qi, c
α, and c¯α, and choosing ΨH in (35) to be
‡‡
ΨH =
∫
dt c¯αχ
α[q(t)] , (38)
we have that c∗α = 0, c¯
∗α = −q˙α+χα in (37), so that Bα in (37) is seen to play
the role of a Lagrange multiplier implementing the gauge q˙α− χα = 0. Note
that for the gauge considered here, where the fermion gauge fixing function
does not depend on the ghosts cα, we have c∗α = 0, so that only the knowledge
of the symmetry of the classical action is required for constructing ZLΨ.
Under the assumptions stated above, we see that, analogous to the hamil-
tonian BFV action (8), the lagrangian action obtained above is again a linear
‡‡Note that if we assume ΨH to be linear in the antighosts c¯α, then this is the most
general choice, since ΨH must have ghost number gh(ΨH) = −1, and was assumed not to
depend on the momenta.
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function of the antifields. We want to emphasize once more that, although we
have made a particular convenient choice of gauge, we have actually proven
the equivalence of the hamiltonian BFV formulation and lagrangian BV-
formulation, since both partition functions do not depend on the respective
”fermion gauge fixing function”.
We now consider an example.
The Yang-Mills theory
The SU(3) Yang-Mills theory is an example satisfying all the assumptions
made above. Its unitarized BFV phase-space action is given by
SU =
∫
d4x
(
A˙µaπ
a
µ + η˙
AP¯A −Hc − P¯AV
A
Bη
B + {Ψ, QB}
)
where
Hc =
1
2
πai π
a
i +
1
4
F aijF
a
ij − A
a
0D
i
abπ
b
i
is the canonical hamiltonian density evaluated on the primary constraint
surface, Diab is the covariant derivative, and
QB =
∫
d4x
(
ηAGA +
1
2
fabcP¯ac
bcc
)
=
∫
d4x
(
P aπa0 + c
aTa +
1
2
fabcP¯ac
bcc
)
.
is the BRST charge which is of the form (25); a, b, · · · are the SU(3) color
indices, fabc are the structure constants of SU(3), and GA = 0, with GA :≡
({φa}, {Ta}), is the set of primary and secondary constraints. Here φa = π
a
0
and Ta(x) = D
i
abπ
b
i . The matrices V
A
B and U
C
AB have the form (23) with
hαβ → −gfabcA
c
0(x) and κ
γ
αβ → fabc . We can now immediately translate the
partition function (36) to the case of the Yang-Mills theory:
ZLYM =
∫
DB
∫
DADcDc¯
∏
i,a
(
Ai∗a (x) +
∂ΨL(x)
∂Aai (x)
)∏
a
(
c∗a(x)−
∂ΨL(x)
∂ca(x)
)
∏
a
(
c¯∗a(x)−
∂ΨL(x)
∂c¯a(x)
)
eiSL[A,c,c¯;A
∗,c∗,c¯∗;B] .
where
SL =
∫
d4x
(
−
1
4
F µνa F
a
µν + A
∗i
a δˆA
a
i + A
∗0
a δˆA
a
0 + c
∗
aδˆc
a + c¯∗aBa
)
(39)
is the field-antifield action. Although ΨL in (36) had actually been chosen
to be of the form (35), the partition function does not depend on ΨL. Hence
we do not need to specify it at this point. Translating (31) and (30) to the
case of the Yang-Mills theory yields
δˆAaµ = (Dµ)abc
b ,
where (Dµ)ab is the the covariant derivative. The expressions for the re-
maining variations can be read off directly from the corresponding Poisson
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brackets with the BRST charge, analogous to (5), since they do not involve
the momenta which have been integrated out:
δˆca(x) = −
g
2
fabcc
b(x)cc(x) ,
δˆc¯a = Ba ,
δˆBa = 0 ,
where we have set Ba = −πa0 . Notice that these are the well known expres-
sions implementing the BRST symmetry of the gauge fixed action on the
lagrangian level. Inserting these expressions in (39) one is led to
S =
∫
d4x
(
−
1
2
F aµνF
µν
a + A
a
µ
∗D
µ
abc
b −
g
2
fabcc
∗
ac
bcc + c¯∗aBa
)
.
Note that the non-abelian structure of the YM-theory has induced a term
binlinear in the ghost fields, carrying vanishing ghost number and Grassmann
parity. We now choose
ΨL =
∫
d4x c¯a∂
µAaµ(x) .
This ΨL will implement the Lorenz gauge, since c¯
∗
α in (39) becomes
c¯∗a(x) = ∂µAaµ(x) .
The remaining antifields are fixed as follows:
Aaµ
∗(x) = −∂µc¯a(x) ,
c∗a(x) = 0 .
At this stage the antighosts have made their appearance, while the ghosts ca
were present already before fixing the gauge. With the above choice of ΨL
we have in particular c∗a = 0. One is then led to the familiar Faddeev-Popov
result for the partition function in the Lorentz gauge.
4 The lagrangian master equation
We have seen that in a semi-classical framework, the hamiltonian master
equation (9) is satisfied in general, without any restriction. This was a con-
sequence of the linear dependence of the hamiltonian action on the “star”
variables. This is no longer necessarily true on the lagrangian level, where
S can in general depend on higher powers of the antifields. However, as we
now show, the field-antifield action (37) satisfies the master equation.
Motivated by the hamiltonian derivation, one is naturally led to introduce
the lagrangian antibracket [1],
(f, g) ≡
∑
ℓ
∫
dt
(
δ(r)f
δϑℓ(t)
δ(l)g
δϑ∗ℓ(t)
−
δ(r)f
δϑ∗ℓ(t)
δ(l)g
δϑℓ(t)
)
,
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where now {ϑℓ} = {qi, c
α, c¯α}. For the systems of rank one in question,
where S is a linear function of the star-variables, we have that δˆθℓ = (θℓ, S),
where δˆθℓ is the pullback of the BRST variation δBθ
ℓ. We therefore have the
correspondence
δˆϑℓ = (ϑℓ, S)↔ δBθ
ℓ = {QB, ϑ
ℓ} .
More general we have for a function f of the ϑ-variables,
δˆf(ϑ) = (f(ϑ), S)↔ δBf(ϑ) = {QB, f(ϑ)} .
In particular, the nilpotency of δB implies the nilpotency of δˆ, since the latter
is the pullback of the former. Hence
δˆ2f(ϑ) = ((f(ϑ), S), S) =
1
2
((S, S), f) = 0 ,
where we made use of the Jacobi identity
(−1)(ǫf+1)(ǫh+1)((f, g), h) + cyclic perm. = 0.
Since (S, S) is a linear function of the antifields, and f is arbitrary, we con-
clude from here that
(S, S) = 0 . (40)
We have thus arrived at the so called “classical” master equation.
Finally, as in the case of (16), we extend these transformation laws to
include the antifields:
δˆϑ∗ℓ = (ϑ
∗
ℓ , S) . (41)
Regarding S as the generator of generalized BRST transformations, does
not only imply the invariance of S under the transformations generated by
S, but also the invariance of the gauge fixed action
Seff = S[ϑ, ϑ
∗]
ϑ∗=−ǫ(ϑ)
δΨL
δϑ
.
Indeed, consider (the summation also includes an integral over time)
(Seff , S) =
∑
ℓ
δ(r)Seff
δϑℓ
δ(ℓ)S
δϑ∗ℓ
.
Now
δ(r)Seff
δϑℓ
=
(
δ(r)S
δϑℓ
)
Σ
+
∑
k
(
δ(r)S
δϑ∗k
)
δ(r)
δϑℓ
(
δ(r)ΨL
δϑk
)
,
where Σ is the surface
Σ : ϑ∗ℓ −
δ(r)ΨL
δϑℓ
= 0 .
Hence
(Seff , S) =
1
2
(S, S)Σ +
∑
ℓ,k
(
δ(r)S
δϑ∗ℓ
)
Kℓk
(
δ(ℓ)S
δϑ∗k
)
, (42)
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where
Kℓk =
δ(r)
δθℓ
(
δ(r)ΨL
δϑk
)
.
The second term on the RHS of (42) can be shown to vanish by making
use of the Grassmann properties of the products and the relation between
right-and-left derivatives. We thus finally arrive at the statement that
(Seff , S) =
1
2
(S, S)Σ ,
Hence if (40) holds, then Seff is invariant under transformations generated
by S. .
5 Conclusion
Starting from the Batalin-Fradkin-Vilkovisky (BFV) BRST invariant parti-
tion function, we have shown -for the case of first rank gauge theories with
momentum independent structure functions- that the “antifields” and gauge-
fixing conditions of the Batalin-Vilkovisky lagrangian formulation emerge in
a very natural way. In particular our phase space approach leads automati-
cally to the non-minimally extended BV lagrangian action, with the Lagrange
multipliers usually introduced to implement a particular gauge identified with
the primaries of the classical lagrangian. We have also have given a short
proof that the field-antifield action thus obtained solves the master equation.
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