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On the Index of Willmore spheres
Jonas Hirsch∗, Elena Ma¨der-Baumdicker†
We consider unbranched Willmore surfaces in the Euclidean space
that arise as inverted complete minimal surfaces with embedded
planar ends. Several statements are proven about upper and lower
bounds on the Morse Index – the number of linearly independent
variational directions that locally decrease the Willmore energy.
We in particular compute the Index of a Willmore sphere in the
three-space. This Index is m − d, where m is the number of ends
of the corresponding complete minimal surface and d is the dimen-
sion of the span of the normals at the m-fold point. The dimension
d is either two or three. For m = 4 we prove that d = 3. In
general, we show that there is a strong connection of the Morse In-
dex to the number of logarithmically growing Jacobi fields on the
corresponding minimal surface.
1. Introduction
For a closed, 2-dimensional manifold Σ and a smooth immersion f : Σ→ (N, h)
into a Riemannian manifold (N, h), dim(N) ≥ 3, we define
W(f) := 1
4
∫
Σ
| ~H|2dµg,
where g := f#h is the induced metric on Σ and ~H =
∑2
i,j=1 g
ijAij is the
mean curvature vector, which is the trace of the second fundamental form
Aij = (Di∂jf)
⊥ in local coordinates (Di is the covariant derivative along f).
In Euclidean three-space (N, h) = (R3, δR3) the mean curvature vector can be
written as ~H = (κ1 + κ2)n, where κ1, κ2 are the principle curvatures and n is
a unit normal at the given point (with the appropriate orientation).
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In the 1920’s the school of Blaschke [2, 37] showed that for surfaces into
the Euclidean space W is invariant under scaling, rigid motions and under
inversions at spheres (such as x 7→ x|x|2 ), where the center of the inversion is
not on the surface f(Σ).
Willmore rediscovered that functional in the 1960’s [40] and many authors
use his name for it: the Willmore functional. For more information about
topics related to the Willmore functional see for example [15, 20, 34] and the
references therein.
Using the conformal invariance of the Willmore functional we get the fol-
lowing fact: Take a complete minimal surface M2 in Rn, n ≥ 3, and choose a
point x0 6∈M . By inverting M at the sphere ∂B1(x0) we get a compact surface
in Rn with one point removed. This surface satisfies the Willmore equation
(the Euler Lagrange equation for W) except at the center of the inversion. If
the immersion can be extended smoothly across that “singularity” then the
surface is a smooth Willmore immersion1. Bryant proved in [4, p. 47] that
minimal surfaces in R3 with embedded planar ends (i.e. each end looks like a
single plane) are - after inversion at a sphere - smooth Willmore surfaces, thus
the singularity can be removed in that case. Furthermore, all critical points
of the Willmore energy of the type of a sphere in R3 arise as inversions of
minimal spheres and their Willmore energy is 4πm for an m ∈ N. This result
is not true for surfaces of higher genus: Every stereographic projection of the
Clifford torus (S1( 1√
2
)× S1( 1√
2
) ⊂ S3) is a smooth Willmore surface - it is in
fact the minimizer of W among competitors of genus g ≥ 1 in R3 [19] - but it
is not an inverted minimal surface in R3.
Coming back to the result of Bryant [4] it is interesting that not all num-
bers m ∈ N can be realized as W(fS2) = 4πm for a smooth closed Willmore
immersion f : S2 → R3. There are no Willmore spheres for m = 2, 3, 5, 7 [5].
But there are Willmore spheres with W(fS2) = 8πl for all l ∈ N \ {1} [5]. In
the recent work [24], Michelat exludes also the case m = 9. He conjectures
that the number of ends must always be even.
It follows from Bryant’s classification that after the round sphere (which has
W = 4π) the next possible energy level is 16π - which corresponds to 4 em-
bedded planar ends of the immersed minimal surface before the inversion. In
[5, Section 5], Bryant analyzes how many Willmore spheres (up to conformal
transformation of the ambient space) with 16π energy exist. It turns out that
there is a family of four real parameters of them. The moduli space of these
surfaces is also studied in the preprint [13] by Kusner and Schmitt. Although
Bryant has studied all of the four-ends spheres in [5, Section 5], there are at
1This is not always the case as Kuwert and Scha¨tzle showed in [14]: An inverted catenoid
cannot be extended across the singularity. There is also other examples: The inverted En-
neper surface is a closed branched Willmore surfaces, i.e. the parametrization is smooth
across the point, but it has a branch point of order three.
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least two examples that appear in another context: The Rosenberg-Toubiana
surface [35] and the Morin surface [29]. An explicit parametrization of the
minimal surface that gives rise to the Morin surface after inversion was found
by Kusner [12]. The Morin surface has a 4-fold orientation reversing sym-
metry. This means (after an appropriate rotation in R3) one can rotate the
surface around the x3-axis by
π
2
and obtains the same surface back, but with
the opposite orientation.
In this article we study the Morse Index of closed Willmore immersions in
Rn that are inverted minimal surfaces with embedded planar ends. The Morse
Index (or Willmore Morse Index) is the number of linearly independent direc-
tions of a Willmore surface that locally produce a negative second variation
of W. Obviously, minimizers for a fixed genus (as the Clifford torus among
surfaces in R3 with positive genus [19]) or minimizers in regular homotopy
classes [39, 3] have Morse Index zero, there is no variational direction that
decreases their Willmore energy. Two immersions f, g : Σ → R3 are regulary
homotopic if there is a homotopy of immersions f : Σ× [0, 1]→ R3 such that
f(·, 0) = f ,f(·, 1) = g and which induces a homotopy of the tangent bundles.
As far as we know it is not known that one of the examples of Willmore sur-
faces that appear in the the literature has positive Morse Index. But it was
conjectured in [10, Section 3] that the Morin surface has Morse Index one.
It is one of the results of this article to prove this conjecture. Furthermore,
as the Willmore spheres in R3 get more and more complicated the more ends
the corresponding surfaces have it is natural to believe that the Morse Index
increases when the number of ends increases. This is in analogy of the the-
ory of the Morse Index of the Area functional of minimal surfaces such as in [6].
Before explaining our main results we would like to mention that the Morin
surface is an important surface for the theory of the Sphere Eversion. The
fact that a standard round sphere can be turned inside out is called Sphere
Eversion. More precisely, the round sphere in R3 with a given orientation
is regularly homotopic to the round sphere with the opposite orientation.
The remarkable statement of the existence of a Sphere Eversion was proven
by Smale [36]. Since then, many mathematicians contributed to this field
[29, 11, 1, 30, 28, 21, 33, 26, 23]. We do not want to go into details at this
point but we would like to mention that the Morin surface is used as a “half-way
model” of the Sphere Eversion. The work of [10, 9] suggests that an optimal
Sphere Eversion can be constructed by the Morin surface. It is optimal in the
sense that at every time of the deformation of the sphere the immersion has
the least possible Willmore energy (thus bending energy). Having Morse Index
at least one is a necessary condition for the Morin surface to be the half-way
model for an optimal sphere eversion.
Our main results are the following:
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Theorem 1.1. Let Ψ : S2 → R3 be an unbranched Willmore sphere. Then
there is an m ≥ 1 with W(Ψ) = 4πm [4]. If m > 1, then the Morse Index is
IndW (Ψ) = m− dim span{nΨ(pi) : i = 1, ..., m}.
For m = 1, Ψ is the round sphere which has Index zero. For arbitrary m > 1
we will show
2 ≤ d := dim span{nΨ(pi) : i = 1, ..., m} ≤ 3,
see Proposition 2.5. For m = 4 we will show
Proposition 1.2. Let Ψ : S2 → R3 be a smooth Willmore sphere which arises
as the inversion of a complete minimal sphere with four embedded planar ends
then the normals at the ends {nΨ(pi) : i = 1, ..., 4} span the whole R3, i.e.
d = 3.
We think that this is always the case. Note that dim span{nΨ(pi) : i =
1, ..., m} = dim span{nX(pi) : i = 1, ..., m}, where X denotes the complete
minimal surface after inverting at the m-fold point. Our conjecture is the
following:
Conjecture 1.3. Let X : Σ \ {p1, ..., pm} → R3 be a complete minimal sur-
face with m embedded planar ends {p1, ..., pm} then the normals at the ends
{nX(pi) : i = 1, ..., m} span R3, i.e. d = 3.
Theorem 1.1 and Proposition 1.2 implies
Theorem 1.4. Let Ψ : S2 → R3 be an unbranched Willmore sphere with 16π
Willmore energy. Then the Willmore Index is one.
Another statement that follows from the results above:
Theorem 1.5. All unbranched Willmore spheres in R3 except of the round
sphere are unstable.
For other topological types of Σ and higher codimension we will prove upper
bounds on the Index of the following kind:
Theorem 1.6. Let Ψ : Σ→ Rn, n ≥ 3, be a closed Willmore immersion such
that X := Ψ|Ψ|2 : Σ\{p1, ..., pm} → Rn is a complete, immersed minimal surface
with m embedded planar ends, m > 1.
Then the Morse Index of Ψ is bounded in the following way:
IndW (Ψ) ≤ km− k − 1,
where k := n− 2 is the codimension of the surfaces.
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In the codimension one case the upper bound in Theorem 1.1 also holds for
other topological types:
Proposition 1.7. Let Ψ : Σ→ R3 be a closed Willmore immersion such that
X := Ψ|Ψ|2 : Σ\{p1, ..., pm} → R3 is a complete, immersed minimal surface with
m embedded planar ends, m > 1. Let nΨ be a unit normal vector field along
Ψ. Denote by d := dim span{nΨ(p1), ..., nΨ(pm)} the dimension of the normals
at the m-fold point of the Willmore surface Ψ. Then we have that
IndW (Ψ) ≤ m− d.
For lower bounds on the Morse Index we study certain unbounded Jacobi
fields of a minimal surface with embedded planar ends. One result is the
following:
Theorem 1.8. Let Ψ : Σ → R3 be a closed Willmore immersion such that
X := Ψ|Ψ|2 : Σ \ {p1, ..., pm} → R3 is a complete, immersed minimal surface
with m embedded planar ends, m > 1.
Assume that there exists a logarithmically growing Jacobi field on X, i.e. a
function u ∈ C2,α(Σ \ {p1, ..., pm}), Lu = 0, with expansion
u = βi log |z| + u˜i(z) with u˜i ∈ C2,α(Bǫ), βi ∈ R,
m∑
i=1
βi 6= 0.
at each end pi in local conformal coordinates z.
Then we have that IndW(Ψ) ≥ 1.
We gain the optimal lower bounds in the proof of Theorem 1.1 for spheres.
For the above mentioned Morin surface [29, 12] we study the situation more
carefully. It turns out that it is stable under variations that preserve the
4-fold orientation reversing symmetry, see Corollary 2.10. And the variation
that locally decrease the Willmore energy has a two-fold symmetry, see Propo-
sition 4.7. Both statements about the Morin surface were conjectured in [10, 9].
We want to mention that IndW (Ψ) ≤ m in the codimension one case was
already proven by Alexis Michelat [22] with different methods. Furthermore,
Michelat proposes in [25] a renormalised energy expansion to compute the
Index. Using this expansion he is able to reduce the Index question to the
determination of the eigenvalues of a finite dimensional matrix A. He is able
to give an upper bound m−1 for the Index in codimension one. This approach
is applicable also to branched Willmore spheres.
This article is structured as follows: In Section 2 we recall the main def-
initions concerning the Morse Index and prove the upper bounds. Also the
stability of the Morin surface under variations that preserve the given sym-
metry can be found here. Section 3 contains the computation of the second
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variation of the Willmore functional for functions that are not smooth but
satisfy a certain expansion at the ends (after inversion). In this section we
alse re-prove the formula for second variation of W proven by Michelat in [22]
for smooth variations. We also explain how logarithmically growing Jacobi
fields on the minimal surface with a certain condition produce positive Index
on the Willmore surface. Note that these unbounded Jacobi field were already
studied in the work of Pe´rez-Ros [32] about the moduli space of complete min-
imal surfaces. In Section 4 we combine and generalize ideas of Pe´rez-Ros [32]
and Montiel-Ros [27] to prove higher positive Index for spheres. And we show
that the variation that produces Index for the Morin surface has a two-fold
symmetry.
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2. Upper bounds
In this section we prove upper bounds for closed Willmore immersions in Rn,
n ≥ 3, coming from a complete minimal surface by inversion at a sphere. The
key ingredient is the Li-Yau inequality from [18].
From now on Σ denotes an abstract, two-dimensional closed manifold.
Definition 2.1. Let Ψ : Σ → Rn be a smooth Willmore immersion and gˆ :=
Ψ#δ. Let Γ(NΣ) be the smooth sections of the normal bundle of Ψ : Σ→ Rn.
Then there is a strongly elliptic, L2-selfadjoint operator Z : Γ(NΣ)→ Γ(NΣ)
of fourth order such that
δ2W(Ψ)(~v, ~v) :=
∫
Σ
~v · Z~v dµgˆ,
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where Z is characterized by the property
d2
dt2
W(Ψt)
∣∣
t=0
=
∫
Σ
~v · Z~v dµgˆ, (1)
for a smooth variation Ψt : Σ → Rn, t ∈ (−ǫ, ǫ), i.e. Ψt is a smooth immer-
sion for t ∈ (−ǫ, ǫ) and Ψ0 = Ψ. Here, ~v := ddtΨt
∣∣
t=0
is the variational vector
field. By composing with a tangential diffeomorphism we can always arrange
that ~v ∈ Γ(NΣ), i.e. ~vT = 0. The object δ2W(Ψ)(~v, ~v) is called Index form
and is well-defined for sections ~v that have regularity W 2,2 with respect to the
metric gˆ = Ψ#δ.
By the theory of strongly elliptic operators Z can be diagonalized on Γ(NΣ)
with eigenvalues
λ0 ≤ λ1 ≤ ... ≤ λk ≤ ...
The eigenspaces Yλj corresponding to λj are finite dimensional.
The W-Index and the W-nullity of Ψ are defined as follows:
IndW(Ψ) := dim (⊗λ<0Yλ) ,
nullityW(Ψ) := dim (Y0) .
A Willmore surface is called stable if IndW(Ψ) = 0. This is equivalent to
δ2W(~v, ~v) ≥ 0 for all ~v ∈ Γ(NΣ).
Remark i) The operator Z has the form Z~v = LL~v + Ω~v, where Ω :
Γ(NΣ) → Γ(NΣ) is an operator of order two and L : Γ(NΣ) → Γ(NΣ)
is the Jacobi operator of the area functional in Rn, i.e.
L~v = ∆⊥~v + |A|2~v.
The operator ∆⊥ is the Laplacian on the normal bundle and A is the
second fundamental form of Ψ : Σ→ Rn, see for example [7].
As
(
∆⊥
)2
is the leading part of Z and Σ is compact, we see that Z is
strongly elliptic.
ii) An explicit formula for Z for a two-sided Willmore immersion Ψ : Σ →
N3 into a smooth 3-dimensional manifold N is computed in [16]. In
this case, the normal bundle is trivial and any normal variation is of the
form ~v = αn, where n is a unit normal along Ψ. The Jacobi operator
for the area functional then reads Lα = ∆α + α|A|2 + αRicN(n, n) for
the Laplace Beltrami operator ∆ and the Ricci tensor of N , called RicN .
The formula for Z can be found in [16, (2.14)]:
Zα = LLα − 1
2
H2Lα + 2H〈A˚,∇2α〉+ 2H RicN(n,∇α)T + 2A˚(∇α,∇H)
+ α
(
|∇H|2 + 2RicN (n,∇H)T +H∆H + 2〈∇2H, A˚〉
+2H2|A˚|2 + 2H〈A˚, T 〉 −H∇nRicN(n, n)
)
.
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Note the different sign convention for L in [16]. Here, H is the (scalar)
mean curvature, Tij = Rm
N(∂i, n, n, ∂j) and A˚ is the tracefree second
fundamental form.
iii) In [22], Alexis Michelat computed the second variation for a Willmore
immersion Ψ : Σ → Nn into a general n-dimensional manifold Nn, see
formula (2.11) in [22] and the remarks below that formula. Here, less
regularity is required for the immersions Ψt, t ∈ (−ǫ, ǫ).
iv) For a minimal immersion Ψ : Σ→ Sn the second variation was computed
in [38] by Weiner for n = 3 and in [31] by Ndiaye and Scha¨tzle for general
n.
Theorem 2.2. Let Ψ : Σ→ Rn, n ≥ 3, be a closed Willmore immersion such
that X := Ψ|Ψ|2 : Σ\{p1, ..., pm} → Rn is a complete, immersed minimal surface
with m embedded planar ends, m ≥ 1. Then the Willmore index is bounded
above by the number of ends times the codimension:
IndW (Ψ) ≤ km,
where k := n− 2.
Remark i) In [22], Alexis Michelat gave a prove of the theorem above in
codimension one using an explicit formula for the second variation. That
formula will play an important role later. But it is not needed in our
proof here.
ii) Under the condition of the Theorem it follows from [12, Lemma 1] that
Ψ has Willmore energy 4πm and that there is a point x ∈ Ψ(Σ) with
multiplicity m. In the given setting we have that x = 0.
In fact, a Willmore surface Ψ has a point of multiplicity m and 4πm
energy if and only if Ψ arises as the inversion of a complete minimal
surface with m embedded planar ends.
It also follows from the condition of the Theorem that Ψ does not have
another point of multiplicity m. This is proven in [12, Lemma 2] and
can be seen with different methods in [17, p. 1191].
Proof. Note that Ψ has a point of multiplicity m with preimages p1, ..., pm and
4πm Willmore energy, see the remark above.
Let NΣ =
⋃
p∈ΣNpΣ be the normal bundle of the closed immmersion Ψ.
Denote by Γ(NΣ) the smooth sections of the normal bundle. We define
V0 := {~v ∈ Γ(NΣ) : ~v(pi) = 0 ∀i = 1, ..., m}.
For ~v ∈ V0 we define Ψt := Ψ + t~v for t ∈ (−ǫ, ǫ), ǫ small but fixed. By the
definition of V0 we get that Ψt(pi) = Ψt(pj) for i 6= j. This implies that Ψt still
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has a point of multiplicity m. By Li and Yau [18] we know that the existence
of a point of multiplicity m implies at least 4πm amount of Willmore energy.
This means that the Willmore energy cannot decrease for a variation of the
form d
dt
∣∣
t=0
Ψ = ~v ∈ V0. We get that
δ2W(Ψ)(~v, ~v) = d
2
dt2
∣∣
t=0
W(Ψt) ≥ 0,
which implies V0 ⊂ {~v : δ2W(Ψ)(~v, ~v) ≥ 0}. The set V0 is a vector space
of codimension at most km which can be seen by V0 = kernelA, where A :
Γ(NΣ) → ⊗mi=1NpiΣ ≃ Rm×k, A(~v) = (~v(p1), ..., ~v(pm)) is a linear map. By
the definition of the Index we get that IndW(Ψ) ≤ km.
Remark The property {v ∈ C∞(Σ) : v(pi) = 0 ∀i = 1, ..., m} ⊂ {v :
δ2W(Ψ)(vnΨ, vnΨ) ≥ 0} was already shown by Michelat in [22] with other
methods for the codimension one case.
The result of Theorem 2.2 can be improved in the following way:
Theorem 2.3. Let Ψ : Σ→ Rn, n ≥ 3, be a closed Willmore immersion such
that X := Ψ|Ψ|2 : Σ\{p1, ..., pm} → Rn is a complete, immersed minimal surface
with m embedded planar ends, m > 1.
For every point pi consider the decomposition R
n = TΨ(pi)Σ⊕NΨ(pi)Σ into the
tangent and normal space. We define the linear map
J : Rn → ⊗mi=1NΨ(pi)Σ ≃ Rmk, J(v) := (π1(v), ..., πm(v)),
where πi : R
n → NΨ(pi)Σ is the projection of a vector along Ψ at pi onto the
normal space at that point. Then the Index of Ψ is bounded in the following
way:
IndW (Ψ) ≤ km− rank J,
where k := n− 2 is the codimension of the surfaces.
Remark The assumption m > 1 is not really a restriction. Since a complete,
immersed minimal surface with a single embedded planar end is a plane, the
corresponding Willmore surface ist the absolute Willmore minimizer, the round
sphere.
Proof. As the Willmore functional is invariant under translations, each vector
a ∈ Rn corresponds to a W-Jacobi field a⊥ ∈ Γ(NΣ), where (·)⊥ : Rn → NΣ
is the projection onto the normal bundle.
We use the notation I : ⊗mi=1NΨ(pi)Σ → Rmk for the isomorphism identifying
⊗mi=1NΨ(pi)Σ with Rmk. Let d := rank J and arrange the matrix correspond-
ing to the linear map I ◦ J in such a way that the first d lines of I ◦ J are
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linearly independent. We denote by Jˆ : Rn → Rd the map Jˆ = σ ◦ I ◦ J ,
where σ : Rmk → Rd is the projection onto the first d components. The
map Jˆ has full rank, which implies that σ ◦ I(~v(p1), ..., ~v(pm)) has a preim-
age under Jˆ . We denote this vector by a and notice a = Jˆ−1 ◦ σ ◦ I ◦ A(~v),
where A : Γ(NΣ) → ⊗mi=1NΨ(pi)Σ is the evaluation at the points p1, ..., pm,
A(~v) = (~v(p1), ..., ~v(pm)).
Define ~w := ~v − a⊥. Then ~w(p1) = ... = ~w(pd) = 0 by construction,
and a⊥ is a W-Jacobi field. The symmetry of the second variation implies
δ2W(Ψ)(~v, a⊥) = 0 and thus
δ2W(Ψ)(~v, ~v) = δ2W(Ψ)(~v − a⊥, ~v − a⊥) = δ2W(Ψ)(~w, ~w).
Denote by Aˆ : Γ(NΣ)→ {0}d ×⊗mi=d+1NpiΣ ≃ {0}d × Rkm−d the linear map
~v 7→ (0, ..., 0, ~w(pd+1), ..., ~w(pm)).
As in the proof of Theorem 2.2 we know that kernel Aˆ ⊂ {~v : δ2W(Ψ)(~v, ~v) ≥
0}. Since Aˆ is a linear map, the cokernel has at most dimension km−d, which
implies IndW(Ψ) ≤ km− d.
For the sake of simplicity we state the result of Theorem 2.3 for codimension
one.
Corollary 2.4. Let Ψ : Σ → R3 be a closed Willmore immersion such that
X := Ψ|Ψ|2 : Σ\{p1, ..., pm} → R3 is a complete, immersed minimal surface with
m embedded planar ends, m > 1. Let nΨ be a unit normal vector field along
Ψ. Denote by
d := dim span{nΨ(p1), ..., nΨ(pm)}
the dimension of the normals at the m-fold point of the Willmore surface Ψ.
Then we have that
IndW (Ψ) ≤ m− d.
Proof. Note that dim span{nΨ(p1), ..., nΨ(pm)} = rank J for the linear map J
from Theorem 2.3.
Proposition 2.5. Let Ψ : Σ → Rn, n ≥ 3, be a closed Willmore immersion
such that X := Ψ|Ψ|2 : Σ \ {p1, ..., pm} → Rn is a complete, immersed minimal
surface with m embedded planar ends, m > 1.
As in Theorem 2.3 we define the linear map J(v) = (π1(v), ..., πm(v)), where
πi : R
n → NΨ(pi)Σ is the projection of a vector along Ψ at pi to the normal
space at that point. Then we have that
rank J ≥ k + 1, (2)
where k = n − 2 is the codimension of the surfaces. As a consequence we get
that
IndW(Ψ) ≤ km− k − 1. (3)
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Proof. Since π1 : R
n → NΨ(p1)Σ ∼= Rn−2 is an orthogonal projection we clearly
have
n− 2 ≤ rank J ≤ n.
Before we are going to show (2) by induction on n ≥ 3 let us note that since
i(x) := x|x|2 : R
n → Rn is conformal and X = i ◦Ψ we deduce that the normal
space of X at one of the embedded planar end pi we have that
NX(pi)Σ = NΨ(pi)Σ.
Now assume by contradiction that rankJ = n − 2 i.e. NΨ(pi)Σ = NΨ(pj)Σ for
all i, j. Since they all agree and dimNΨ(pi)Σ ≥ 1 we may fix v ∈ NΨ(pi)Σ with
|v| = 1. As the coordinate functions of X are harmonic, we conclude that
u(x) := v ·X(x)
is a harmonic function on Σ \ {p1, . . . , pm}. But since we have chosen v ∈
NX(pi)Σ and each end pi is planar, we deduce that u is actually bounded. This
implies that u is constant, u ≡ u0, compare Lemma A.1. In particular, we
have X(Σ) ⊂ {x ∈ Rn : v · x = u0} ∼= Rn−1. If n = 3 we have that X is a
plane, which contradicts the assumption m > 1. For n > 3 we may translate
X if necessary to ensure that u0 is 0. But since {x ∈ Rn : v ·x = 0} is invariant
under i we deduce that Ψ : Σ → {x ∈ Rn : v · x = 0} ∼= Rn−1. This as well a
contradiction by induction.
For a surface of codimension one, Proposition 2.5 obviously reads IndW(Ψ) ≤
m− 2. It turns out that we can improve this result for spheres of codimension
one with four embedded planar ends.
Theorem 2.6. All Willmore spheres Ψ : S2 → R3 that arise as an inversion
of a complete minimal surfaces with four embedded planar ends satisfy
IndW(Ψ) ≤ 1.
For the proof of this theorem we need two lemmas.
Lemma 2.7. For p2, ..., pm ∈ C we define the anti-symmetric matrix M ∈
Cm×m by
Mij :=


1
pi−pj for i 6= j and i, j ≥ 2
−1 for i = 1, j > 1
1 for i > 1, j = 1
0 for i = j.
i, j = 1, ..., m.
If there are two linearly independent vectors ~a,~b in the kernel of M such that
|ai| = |bi| for i = 1, ..., m then there is a complete minimal sphere in R3 with
m embedded planar ends where dim span{nX(p1), ..., nX(pm)} = 2.
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Proof. Let X : S2 → R3 be a complete minimally immersed sphere in R3 with
m embedded planar ends where dim span{nX(p1), ..., nX(pm)} = 2.
Without loss of generality we may assume that the minimal immersion X is
conformally parametrized, hence we have
X(z) = ℜ
(∫
φ dz
)
for some holomorphic function φ = (φ1, φ2, φ3) : Cˆ \ {p1, · · · , pm} → C3 satis-
fying φ2 = 0 and φ(z) 6= 0 ∀z ∈ Cˆ \ {p1, · · · , pm}, (the last condition ensures
that X is an immersion). Precomposing φ with a Mo¨bius transformation of Cˆ
we may assume that p1 = +∞ (later p2 = 0, p3 = 1).
Recall that X having a planar end in pi implies that locally we have
φ(pi + z) = − vi
z2
+ hi(z)
for some vi ∈ C3 \ {0}, v2i = 0 and some holomorphic hi(z) : Dδ → C3. In
particular we deduce that
(ai) |(z − pi)2φ(z)| is bounded in a neighborhood of pi for all i > 1;
(bi) limz→pi ∂z ((z − pi)2φ(z)) = 0 for all i > 1.
Similarly we can state the conditions at p1 = +∞. Observe that z 7→ X(1z ) is
a local conformal parametrization around p1. Since in this parametrization 0
is a planar end we must have that
2∂zX(
1
z
) = −v1
z2
+ h1(z)
for some v1 ∈ C3 \ {0}, v21 = 0 and some holomorphic h1(z) : Dδ → C3. But
since 2∂zX(
1
z
) = −φ( 1z )
z2
we deduce
(a1) |φ(1z )| is bounded in a neighborhood of 0, i.e. |φ(z)| is bounded at p1 =
+∞.
(b1) limz→0 ∂zφ(1z ) = 0 i.e. limz→∞ z
2φ(z) = 0.
In the following we want to translate the condition that the dimension of the
normals at the ends is two and (ai), (bi), i = 1, . . . , m into conditions on the
Weierstraß data.
After a rotation we may assume that the normal niX at the end pi is or-
thogonal to e3. This implies that in the expansions of φ at pi we must have
(vi)3 6= 0 and limz→pi φ3(z) 6= 0 for all i. Recall that we can write
φ =
(
1
2
(g−1 − g)φ3, i
2
(g−1 + g)φ3, φ3
)
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for some meromorphic g on Cˆ.
It is convenient to introduce the following polynomials:
ϕ1(z) :=
m∏
j=2
(z − pj), ϕi(z) :=
m∏
j=2
j 6=i
(z − pj), for i = 1, ..., m.
Observe that the functions
P1 := −ϕ21(φ1 + iφ2) = ϕ21gφ3
P2 := ϕ
2
1(φ1 − iφ2) = ϕ21g−1φ3
P3 := ϕ
2
1φ3
have removable singularities at pi for all i > 1 by condition (ai) and grow at
most like |z|2(m−1) at p1 by (a1). Hence Pl is a polynomial of order ≤ 2(m− 1)
(“=” for l = 3). Furthermore note that P1P2 = P
2
3 hence we must have
P1 = a
2c, P2 = b
2c, P3 = abc for some polynomials a, b, c. But since
φ1 =
1
2ϕ21
(P2 − P1), φ2 = i
2ϕ21
(P2 + P1), φ3 =
1
ϕ21
abc
we deduce that c = const. otherwise there would be a point with φ(z) = 0.
Let us summarize that P1 = a
2, P2 = b
2, P3 = ab. As observed previously
we must have that P3 is a polynomial of order 2m − 2 hence a, b must be
polynomials of order m − 1. And they cannot have zeros in any pi since
otherwise (z − pi)2φ3(z) = abϕ2i would converge to 0 contradicting (vi)3 6= 0.
Now it is straight forward that the conditions (bi) and (b1) translate to
(b∗i )
(
a2
ϕ2i
)′
(pi) = 0 which is equivalent to
a′(pi)
ϕi(pi)
− a(pi)
ϕi(pi)
ϕ′i(pi)
ϕi(pi)
= 0
(b∗1) limz→∞ z
2
(
a2
ϕ21
)′
(z) = 0 which is equivalent to
lim
z→∞
z2
(
a′(z)
ϕ1(z)
− a(z)
ϕ1(z)
ϕ′1(z)
ϕ1(z)
)
= 0,
analogously for the polynomial b.
Recall that the meromorphic function g in theWeierstraß data coincides with
the stereographic projection of the Gauß map. From the computation above
we get that g = a
b
. Since we assume that all ends have a normal perpendicular
to e3, we have that
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(ci) |g(pi)| = 1 or equivalently |a(pi)| = |b(pi)| for all i ≥ 2;
(c1) limz→∞|g(z)| = 1 or equivalently limz→∞ |a(z)||b(z)| = 1.
Note that this is the first time we use that the dimension of the span of the
normals at the ends is two-dimensional.
It is convenient to expand the polynomials a,b in the basis of ϕi, i = 1, . . . , m
i.e.
a =
m∑
i=2
aiϕi + a1ϕ1, b =
m∑
i=2
biϕi + b1ϕ1.
One checks that
ϕ′1(pi) = ϕi(pi), ϕ
′
i(pj) =


ϕj(pj)
pj−pi for j 6= i
ϕi(pi)
(∑
l 6=i
1
pi−pl
)
for i = j.
Using this in (b∗i ) we obtain
0 =
∑
l 6=i
al
ϕ′l(pi)
ϕi(pi)
=
∑
l 6=i
al
pi − pl (4)
To transform condition (b∗1) observe that ϕi for i ≥ 2 are polynomials of order
m − 2 hence limz→∞ z
2ϕ′i(z)
ϕ1(z)
= m − 2 and limz→∞ zϕ
′
1(z)
ϕ1(z)
zϕi(z)
ϕ1(z)
= m − 1. Thus,
(b∗1) transforms to
0 = lim
z→∞
∑
i≥2
ai
(
z2ϕ′i(z)
ϕ1(z)
− zϕ
′
1(z)
ϕ1(z)
zϕi(z)
ϕ1(z)
)
= −
∑
i≥2
ai. (5)
Comparing this to the statement of the lemma we recognize that the matrix
M will give us the Weierstraß representation with the desired properties.
Lemma 2.8. Let M ∈ Cm×m be the matrix from Lemma 2.7 corresponding to
points p2, ..., pm ∈ C. Let m be even and dimkernel(M) = 2. Choose the order
of the points p2, ..., pm in such a way that
M =
(
A C
−CT B
)
,
where A ∈ Cm−2×m−2 is invertible. Then we have the following representation
of the kernel of M :
kernel(M) = span
{(−A−1Cel
el
)
: l = 1, 2
}
=: {vl : l = 1, 2}. (6)
If there are j0 ∈ {1, ..., m−2} and j1 ∈ {1, ..., m−2} such that v¯j01 vj02 ∈ R\{0}
and v¯j11 v
j1
2 ∈ iR \ {0} then there do not exist two linearly independent vectors
~a,~b in the kernel such that |aj| = |bj | for all j = 1, ..., m.
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Proof. As the kernel is nontrivial, there is a vector
(
v
w
)
6= ~0 such that Av +
Cw = ~0 and −CT v + Bw = ~0. Note that w 6= ~0 because then v = 0 would
follow from the invertibility of A. We use that A is of full rank and get
v = −A−1Cw and thus (CTA−1C + B)w = 0. The matrix CTA−1C + B is a
2 × 2 skew-symmetric matrix. Since this matrix has a nontrivial element in
its kernel and as the eigenvalues of skew-symmetric matrices come in pairs, we
get B = −CTA−1C.
We choose wl = el, l = 1, 2. Then the following vectors form a basis of the
kernel of M :
kernel(M) = span
{(−A−1Cel
el
)
: l = 1, 2
}
=: {vl : l = 1, 2}
as claimed in the statement of the lemma.
We want to compare two linearly independent vectors in the kernel of M . So
let ~a = α1v1 + α
2v2 and ~b = β
1v1 + β
2v2 be two such vectors in the kernel.
The necessary condition in order to create a surface where the dimension of
the span of the normals of the ends are two-dimensional are |aj| = |bj | for
j = 1, ..., m. The form of vl in the last two components yields |αl| = |βl| for
l = 1, 2. By multiplying with constants we can assume that α1, β1 ∈ R which
implies α1 = ±β1. Let us assume α1 = β1. We compute for j = 1, ..., m− 2
|aj |2 = |α1|2|vj1|2 + |α2|2|vj2|2 + 2ℜ(α¯1α2v¯j1vj2)
= |β1|2|vj1|2 + |β2|2|vj2|2 + 2ℜ(β¯1β2v¯j1vj2) + 2ℜ
((
α¯1α2 − β¯1β2) v¯j1vj2)
= |bj |2 + 2α1ℜ
((
α2 − β2) v¯j1vj2) .
This implies ℜ ((α2 − β2) v¯j1vj2) = 0. If for j0 there in an entry vj01 = 0 or
vj02 = 0 then this is satisfied. So we consider all j ∈ {1, ..., m − 2} such that
vj1 6= 0 and vj2 6= 0.
Computing
0 = ℜ ((α2 − β2) v¯j01 vj02 )
= vj01 v
j0
2 ℜ
(
α2 − β2) and
0 = ℜ ((α2 − β2) v¯j11 vj12 )
= ℑ (v¯j11 vj12 )ℑ (α2 − β2)
implies that α2 = β2 which contradicts the fact that ~a 6= ~b taking into account
α1 = β1.
If α1 = −β1, we redo the computation above and get α2 = −β2. Again, this
contradicts the assumption of ~a and ~b beeing linearly independent.
We use this for the proof of Theorem 2.6
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Proof. Theorem 2.6
We already know from Proposition 2.5 that the dimension of the normals at
the ends is either two or three. We show that the dimension of the normals
at the ends cannot be three. We assume that this dimension is two. As
we invert the Willmore surface at Ψ(pi) we get that nX(pi) = nΨ(pi) for all
i = 1, ..., m. Therefore, we consider now a complete minimal immersion in R3
with m embedded planar ends where dim span{nX(p1), ..., nX(pm)} = 2 and
we will get a contradiction.
By applying a conformal transformation of S2 we can assume that p2 = 0 and
p3 = 1. The matrix M from the lemmas above then has the following form
M4 =


0 −1 −1 −1
1 0 −1 −1
t
1 1 0 1
1−t
1 1
t
1
t−1 0

 ,
where t is a complex parameter that has to be determined. The determinant
of M4 can be computed by the Pfaffian:
det(M4) =
(
Pfaff(M4)
)2
=
(
− 1
1− t −
1
t
+ 1
)2
=
(t2 − t+ 1)2
t2(1− t)2 .
So the parameter t is determined by the equation t2− t+1 = 0 which has the
two solutions t1,2 =
1
2
± i
√
3
2
. As computed above, the kernel of M is spanned
by the following two vectors
vl =
(−A−1Cel
el
)
, where A =
(
0 −1
1 0
)
and C =
(−1 −1
−1 −1
t
)
,
which are v1 = (1,−1, 1, 0) and v2 = (1t ,−1, 0, 1) with t ∈ iR. This implies
v¯11v
1
2 ∈ iR \ {0} and v¯21v22 ∈ R \ {0}. By Lemma 2.8 the claim follows.
Remark • There is another way of proving Theorem 2.6: Montiel and
Ros proved in [27, Corollary 16] that if the branching values of the ram-
ification points of the meromorphic map g : Σ→ S3 (from the Weierstrß
representation) lie in an equator of S2 then the minimal surface must have
at least one logarithmic end. We have shown in the proof of Lemma 2.7
that the meromorphic function g has degree d = m− 1 which is 3 here.
Therefore, there are 2d − 2 = 4 ramifcation points of g and 4 ends at
p1, ..., p4, see [27]. From the condition
a′(pi)
ϕi(pi)
− a(pi)
ϕi(pi)
ϕ′i(pi)
ϕi(pi)
= 0 (which is
condition (b∗i )) and the corresponding equation
b′(pi)
ϕi(pi)
− b(pi)
ϕi(pi)
ϕ′i(pi)
ϕi(pi)
= 0 we
see that 0 = a′(pi)b(pi)− a(pi)b′(pi). As g = ab we get that every pi must
be a ramification point. Comparing the number of ends and the number
of ramification points we get for 4 ends that the set of ramification points
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and the set {p1, ..., p4} are equal. Thus, the condition of Montiel and Ros
that the branching values of the ramification points lie in an equator is
equivalent that the normals at the ends lie in an equator. By their work
[27, Corollary 16] we know that this cannot be the case for a surface
without logarithmic ends.
Unfortunately, with this approach we cannot treat more than 4 ends. The
number or ramifications is in general bigger than the number of ends.
On the other hand, our approach above seems to require more knowledge
about the kernel of the skew-symmetric matrix M in order to deal with
more than 4 ends. It would be very interesting to know whether there is
a minimal sphere with m embedded planar ends such that the normals
at the ends lie in an equator of S2. We know from the work of Montiel
and Ros that in such a situation there must be ramification points that
are not ends and their values do not lie in that equator.
The authors think that it is not likely that there is an immersed minimal
sphere with embedded planar ends where the ends lie in an equator.
Conjecture: The span of the normals of the ends of an immersed com-
plete minimal surface with embedded planar ends in R3 is always three-
dimensional.
• After finishing the proof of Lemma 2.7 and Lemma 2.8 the authors
learned that the method of studying the skew-symmetric matrix M was
already used in the preprint [13, Proof of Theorem 15].
Proposition 2.9. Let Ψ : Σ→ R3 be a closed Willmore immersion such that
X := Ψ|Ψ|2 : Σ \ {p1, ..., pm} → Rn is a complete, immersed minimal surface
with m embedded planar ends, m = 2p for a p ∈ N. Assume furthermore that
Ψ has an orientation reversing 2p-fold rotational symmetry around an axis of
symmetry going trough 0 = Ψ(pi) = Ψ(pj). We assume further that the span of
the normals at the ends is not 2-dimensional (which is shown above for Σ = S2
and m = 4). Under these conditions the surface Ψ is stable under variations
that preserve the given symmetry.
Remark • There exist Willmore spheres with m = 2p for each even p ≥ 2
which have 2p-fold orientation reversing symmetry and the m-fold point
on the axis, see [12, 10, 9]. The most famous one is the Morin surface
where p = 2.
• For the Morin surface, the statement of Proposition 2.9 was conjectured
in [9, Section 1].
Proof. We have seen in the proof of Theorem 2.3 that substracting W-Jacobi
fields from a given variational direction does not change the second variation
of Ψ into that direction. And we know from the proof of Theorem 2.2 that Ψ
is stable under variations satisfying d
dt
|t=0Ψt(pi) = ~v(pi) = 0 for all i = 1, ..., m.
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We show now that in the given situation we can always find a Jacobi field with
~j(pi) = ~v(pi) for all i = 1, ..., m which we will then substract from the given
variation in order to see that the second variation is always non-negative.
Let S ∈ SO(3) be the matrix correspondig to the rotation by 2π
m
around an
axis in R3 which we can assume to be spanned by e3. In the given situation
we have a diffeomorphism s : Σ→ Σ such that
S(Ψ(p)) = Ψ(s(p)) ∀p ∈ Σ and s(pi) = pi+1 (7)
after possibly reordering the points pi. We use the convention pm+1 := p1.
After each rotation by 2π
m
the normal changes sign. This means that nΨ(pi+1) =
−SnΨ(pi), where nΨ denotes a unit normal along Ψ.
Now let ~v be a vector and Ψt a smooth variation with
d
dt
∣∣
t=0
Ψt = ~v that
preserves the given symmetry. Using (7) for Ψt, differentiating with respect to
t and projecting onto the normal part we get that
S~v(p)⊥s(p) = ~v(s(p))⊥s(p).
We use the notation v(p) := ~v(p) · nΨ and compute
v(pi+1) = ~v(pi+1) · nΨ(pi+1) = S~v(pi) · nΨ(pi+1)
= −~v(pi) · nΨ(pi) = −v(pi).
Since the Willmore surface Ψ is invariant under translations we know that
j(p) := nψ(p) · e3 is a W-Jacobi field, i.e. δ2W(Ψ)(jnΨ, jnΨ) = 0. By the
same reasoning as above and since e3 is the axis of the symmetry we get that
−j(pi) = j(pi+1) for all i = 1, ..., m. For an arbitrary symmetry preserv-
ing variational direction ~v = vnΨ we substract the Jacobi field J(p)nΨ :=
v(p1)
j(p1)
j(p)nΨ(p) from ~v and see that
δ2W(Ψ)(~v, ~v) = δ2W(Ψ)(~v − JnΨ, ~v − Jnψ) ≥ 0
because v(pi)− J(pi) = 0 for all i = 1, ..., m (as in the proof of Theorem 2.3).
Note that we have used here that j(p1) 6= 0. Form = 4 and Σ = S2, this follows
from the fact that the normals cannot lie in an equator (proof of theorem
Theorem 2.6). For m > 4 and Σ = S2 or for Σ 6= S2 we needed to assume this
property. We think that in general the normals do not lie in an equator. But
we cannot show that at the moment.
Corollary 2.10. The Morin surface is stable under variations that preserve
the four-fold, orientation reversing rotational symmetry.
Proof. We have shown in the proof of Theorem 2.3 that for all minimal spheres
with four ends the span of the normals at the ends is three-dimensional.
We can, of course, compute that for the Morin surface explicitly with the
parametrization found in [12]. It turns out that the normals of the Morin
surface span a regular tetrahedron.
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3. Expansion of the second variation of the Gauss
curvature
Parts of the following estimates in this section are already contained in [22],
where at least C2 regularity of the normal variation on the Willmore surface
is assumed. To close our argument we need to consider vectorfields with less
regularity towards the ends. Hence we decided to present all needed estimate
in a concise form.
Let us fix local conformal coordinates in a neighbourhood D(pi) around an
end pi in Σ such that z(pi) = 0. We may scale the coordinates such that we
have
Xz dz =
(
− a
z2
+ Y (z)
)
dz
with a ∈ C3, a2 = 0, |a|2 = 2 and Y (z) is holomorphic and bounded (since the
end is embedded and not logarithmic). In particular this implies that
1
2
|Xz|2 = |z|−4(1− ℜ(Y (z) · a¯z2) + 1
2
|z|4|Y (z)|2) = |z|−4(1 + b(z))
|X(z)|2 = |z|−2(1 + c(z))
(8)
where b, c are smooth functions satisfying
sup
|z|<ǫ0
(|z−2b(z)|+ |z−1Db(z)| + |D2b(z)|) ≤ C
sup
|z|<ǫ0
(|z−1c(z)| + |Dc(z)|+ |D2c(z)|) ≤ C
Furthermore, we set Dǫ(pi) to be the preimage of the ǫ ball around 0 in these
coordinates, i.e. Dǫ(pi) = z
−1(Bǫ), Bǫ ⊂ R2. We note that the expansion for
1
2
|Xz|2 can be used to estimate K at an end as follows. Since z are conformal
coordinates we have
K
1
2
|Xz|2 = −1
2
∆ ln
(
1
2
|Xz|2
)
= 2∆ ln(|z|)− 1
2
∆ ln(1 + b(z))
= − ∆b(z)
2 + 2b(z)
+
|∇b(z)|2
2(1 + b(z))2
= O(z2);
where we used that ∆b(z) = 1
2
∆(|z|4|Y (z)|2) = O(z2) since Y (z) · a¯z2 is holo-
morphic and ∇b(z) = O(z). In summary we conclude that
K(z) = O(z6), (9)
which was already shown in [22, Section 4.3]. The second variation of the Gauß
curvature, [22, Lemma 3.2] for a w ∈ C2(Σ \⋃iDǫ(pi)) is given by
d2
dt2
Kgt d volgt = d
(
∆gw ⋆ dw − 1
2
⋆ d|dw|2g
)
+ d (2Kg ⋆ dw)
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Applying Stokes theorem on the set Σ\⋃mi=1Dǫ(pi) we are left with estimating
m∑
i=1
∫
∂Dǫ(pi)
∆gw
∂w
∂ν
− 1
2
∂
∂ν
(|dw|2g)+
∫
∂Dǫ(pi)
2K
∂w
∂ν
=
m∑
i=1
Ii(w,w) + IIi(w).
This is summarised in the following lemma.
Lemma 3.1. Let p be a planar embedded end of Σ and let w have an expansion
of the form
w(z) = v|X(z)|2 + ℜ(α
z
) + β ln|z|+ u(z) = v|X(z)|2 + w1 ; (10)
in the conformal coordinates z, where v, β ∈ R, α ∈ C and u ∈ C2,α(Bǫ).
Then we have that∫
∂Dǫ(p)
∆gw
∂w
∂ν
− 1
2
∂
∂ν
(|dw|2g)+
∫
∂Dǫ(p)
2K
∂w
∂ν
(11)
= 2v2
∫
∂Dǫ(p)
∂|X|2
∂ν
− 8πvβ +O(ǫ) ;
where the constant in O(ǫ) only depends on X,α, β and ‖u‖C2(Dǫ).
Proof. Let us write as before
∫
∂Dǫ(p)
∆gw
∂w
∂ν
− 1
2
∂
∂ν
(|dw|2g) + ∫∂Dǫ(p) 2K ∂w∂ν =
I(w,w) + II(w,w).
We set w0(z) := v|X(z)|2 and write w = w0 + w1. Let us start with II(w).
By the above expansion of w and (8) we see that |Dw(z)| ≤ C
r3
, |z| =: r. This
implies that
|K(z)||Dw(z)| = O(z3)
and so II(w) = O(ǫ4).
Let us continue with I. Due to the bilinearity of I we are left with estimating
I(w0, w0), I(w0, w1), I(w1, w1). If v = 0 we only have to estimate the last term,
which we will show is of order O(ǫ) and we can directly conclude the lemma.
In the following we will assume w.l.o.g that v = 1 i.e. v, α, β, u → 1, α
v
, β
v
, u
v
.
Recall that X is harmonic. Therefore, we have ∆g|X|2 = 2|∇X|2g = 4. As we
use conformal coordinates we get that
|dw0|2g = 4〈X,
X1
1√
2
|∇X|〉
2 + 4〈X, X21√
2
|∇X|〉
2 = 4|XT |2
= 4|X|2 − 4|X⊥|2 = 4w0 − 4|X⊥|2
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where T is the projection onto the tangent space and ⊥ the projection onto the
normal space. A further consequence of the choice of conformal coordinates is
that for any C1-function f we have that∫
∂Dǫ(p)
∂f
∂ν
=
∫
∂Bǫ
√
1
2
|∇X|2 ∂f
∂ν
=
∫
∂Bǫ
−∂rf .
Hence we get that
I(w0, w0) =
∫
∂Dǫ(pi)
2
∂|X|2
∂ν
− 2 ∂
∂ν
|X⊥|2
= 2
∫
∂Dǫ(p)
∂|X|2
∂ν
− 4
∫
∂Dǫ(p)
X ·N X · ∂N
∂ν
= 2
∫
∂Dǫ(pi)
∂|X|2
∂ν
+O(ǫ2)
(12)
In the second to last line we used that X · N is bounded and denoting by a
the second fundamental form of Σ
|X · ∂N
∂ν
| ≤ |X||a| = |X|√−K = O(z).
Now let us estimate
I(w1, w0) =
∫
∂Dǫ(p)
4
∂w1
∂ν
+∆gw1
∂w0
∂ν
− ∂
∂ν
(〈dw0, dw1〉g)
=
∫
∂Dǫ(p)
4
∂w1
∂ν
+ III ;
where we used that ∆gw0 = 4. We want to show that∫
∂Dǫ(p)
∂w1
∂ν
= −β2π +O(ǫ) and III = O(ǫ).
By (10) we have that
−∂rw1 = 1
r
ℜ(α
z
)− β
r
+O(1).
Since
∫
∂Dǫ
ℜ(a
z
) = 0 we conclude the first part.
Using (8) we get that
− 11
2
|Xz|2
∂w0
∂r
= 2r
1 + c
1 + b
− r rcr
1 + b
= 2r + rd
1
1
2
|Xz|2
∂w0
∂θ
= r2
∂θc
1 + b
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where due to (8) we have sup|z|<ǫ0 (|z−1d(z)|+ |Dd(z)|+ |D2d(z)|) ≤ C. Hence
we have
III =
∫
∂Bǫ
− 11
2
|Xz|2
∂w0
∂r
∆w1 +
∂
∂r
(
1
1
2
|Xz|2
∂rw0∂rw1 +
1
r2 1
2
|Xz|2
∂θw0∂θw1
)
=
∫
∂Bǫ
(2 + d)(∂r(r∂rw1)) +
2 + d
r
∂θθw1 − ∂r((2 + d)r∂rw1) + ∂r( ∂θc
1 + b
∂θw1)
=
∫
∂Bǫ
2 + d
r
∂θθw1 +
∂
∂r
(
∂θc
1 + b
)
∂θw1 +
∂θc
1 + b
∂rθw1 − ∂rd r∂rw1
Let us start with the last term. Since we have −r∂rw1 = ℜ(αz ) − β + O(z)
and ∂rd = ∂rd(0) +O(r) we conclude −∂rd r∂rw1 = ∂rd(0)ℜ(αz ) + O(1). This
implies that ∫
∂Bǫ
−∂rdr∂rw1 =
∫
∂Bǫ
∂rd(0)ℜ(α
z
) +O(ǫ) = O(ǫ).
For the second of last term, we can proceed similarly: We have r∂θrw1 =
ℜ( iα
z
) +O(z) and
(
1
r
∂θc
1+b
)
=
(
1
r
∂θc
1+b
)
(0) +O(z). Thus, as before we get that
∫
∂Bǫ
( 1
r
∂θc
1 + b
)
r∂θrw1 =
∫
∂Bǫ
( 1
r
∂θc
1 + b
)
(0)ℜ( iα
z
) +O(ǫ) = O(ǫ) .
It remains to estimate the first two terms. They are estimated in a similar
fashion. We recall that if f is a C3 function then 1
r
∂θf =
(
1
r
∂θf
)
(0) + O(z)
and 1
r
∂rθf =
(
1
r
∂rθf
)
(0) +O(z) thus, there is a constant d1 such that
1
r
∂θd = d1 +O(z) and
1
r
∂
∂r
(
∂θc
1 + b
)
= O(1).
Using ∂θw1 = ℜ(−iαz ) + O(r) we integrate by parts once in the first term and
conclude∫
∂Bǫ
2 + d
r
∂θθw1 +
∂
∂r
(
∂θc
1 + b
)
∂θw1 =
∫
∂Bǫ
(
−1
r
∂θd+
∂
∂r
(
∂θc
1 + b
))
∂θw1
=
∫
∂Bǫ
(
−d1 ℜ(−iα
z
) +O(1)
)
= 0 +O(ǫ).
This concludes the mixed term.
Let us now finally estimate I(w1, w1). Note that
∆gw1
∂w1
∂ν
= − 11
2
|Xz|2
∆w1∂rw1 = − r
4
1 + b
∆u ∂rw1 = O(r
2)
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since |∂rw1| ≤ Cr2 . Using the fact that for a real valued function f one has
1
4
|Df |2 = |∂zf |2, where ∂z = 12(∂x − i∂y), we have that
1
4
|dw1|2g =
1
1
2
|Xz|2
|∂zw1|2 = r
4
1 + b
∣∣∣∣− αz2 + βz + ∂zu
∣∣∣∣
2
=
1
1 + b
|−α + βz + z2∂zu|2 .
This is a C1 function. We thus deduce that ∂
∂ν
|dw1|2g is bounded on Dǫ and we
know that I(w1, w1) = O(ǫ).
Remark We note that we also re-proved the formula for the second variation
(4.31) first proven by Michelat in [22] for a smooth variation ~v. If the variation
~v = ψnΨ is smooth, the coefficient β is zero in the expansion of w and ψ(p) =
v. Thus, it remains to show that in (11) the term 2
∫
∂Dǫ(p)
|∂X|2
∂ν
agrees with
+4πResp(
~Φ,U)
ǫ2
using the notation Resp(~Φ, U) from Definition-Proposition 4.6
in [22]. Note that we have chosen our parametrization in such a way that
Resp(~Φ, U) = 2 (see the beginning of Section 3).
In order to show 2
∫
∂Dǫ(p)
|∂X|2
∂ν
= 8π
ǫ2
+ O(ǫ) we go back to the computation
(12). We use the expansion of b and c (in particular c(0) = 0) at z = reiθ and
get that√
1
2
|∇X|2 ∂|X|
2
∂ν
= −∂|X|
2
∂r
=
2
r3
+
2c(z)
r3
− Dc(z) · z
r3
=
2
r3
+
2Dc(0) · z +D2c(0)(z, z) +O(z3)
r3
− Dc(0) · z +D
2c(0)(z, z) +O(z3)
r3
=
2
r3
+
Dc(0) · z
r3
+O(1).
And since ∫
∂Bǫ
Dc(0) · z
ǫ3
= 0
we get the form I(w0, w0) =
8π
ǫ2
+O(ǫ). All other terms remain the same as in
the proof of Lemma 3.1, therefore we have shown 2
∫
∂Dǫ(p)
|∂X|2
∂ν
= 8π
ǫ2
+ O(ǫ)
and thus
−
∫
∂Dǫ(p)
∆gw
∂w
∂ν
− 1
2
∂
∂ν
(|dw|2g)+
∫
∂Dǫ(p)
2K
∂w
∂ν
= −v28π
ǫ2
+O(ǫ)
if ψ is smooth.
At this point let us shortly fix the following property of functions with an
expansion as in Lemma 3.1.
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Lemma 3.2. Under the assumptions of Lemma 3.1 we have that w|X(z)|2 is an
element of W 2,p(Dǫ(pi), dµgˆ) ∩ C1(Dǫ(pi)) for all p < ∞ with respect to the
metric gˆ on the Willmore surface.
Proof. By (10) and (8) we have in the conformal coordinates z
w
|X(z)|2 = v + ℜ
(
α
z|X(z)|2
)
+ β
ln|z|
|X(z)|2 +
u(z)
|X(z)|2
= v + ℜ
(
αz¯
1 + c(z)
)
+ β
|z|2 ln|z|
1 + c(z)
+
|z|2u(z)
1 + c(z)
= u˜(z) + β
|z|2 ln|z|
1 + c(z)
;
where u˜ is a smooth function. Thus u˜ is clearly in element W 2,2(Dǫ(pi)) ∩
C1(Dǫ(pi)). We write the second term as
f(|z|)
1+c(z)
with f(t) = t2 ln(t). We
have f ′(t) = t(2 ln(t) + 1) is a bounded continuous function in 0 and f ′′(t) =
2 ln(t) + 3 is unbounded. Therefore we conclude that the first derivative is
bounded and continuous in 0 since
D
f(|z|)
1 + c(z)
=
f ′(|z|)
1 + c(z)
z
|z| −
f(|z|)
(1 + c(z))2
Dc(z).
For the second derivative we have
D2
f(|z|)
1 + c(z)
=
f ′(|z|)
1 + c(z)
D2|z|+ f
′′(|z|)
1 + c(z)
D|z| ⊗D|z|+R(z)
where R(z) contains at most one derivative of f(|z|) and is therefore continuous
in 0. The eigenvalues of the first part are f
′′(|z|)
1+c(z)
and f
′(|z|)
|z|(1+c(z)) corresponding to
the eigenvectors z|z| and
z⊥
|z⊥| . Both are unbounded in 0 so the function is not
C2. But they are bounded by 2(|ln(|z|||1+c(z)| ≤ 4|ln|z||. Since ln|z| ∈ Lp(BR) for all
p <∞ we conclude the argument.
Theorem 3.3. Let Ψ : Σ → R3 be a closed Willmore immersion such that
X := Ψ|Ψ|2 : Σ \ {p1, ..., pm} → R3 is a complete, immersed minimal surface
with m embedded planar ends, m ≥ 1. Take a function w ∈ W 2,2(Σ, dµgˆ) with
the additional assumption that w has around an end pi of X an expansion of
the form
w(z) = vi|X(z)|2 + ℜ(αi
z
) + βi ln|z|+ ui(z) (13)
in the conformal coordinates z from the beginning of this section, where vi, βi ∈
R, αi ∈ C and ui ∈ C2,α(Bǫ).
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We notice that the function ψ := w|X|2 satisfies ψ ∈ W 2,2(Σ, dµgˆ) by Lemma 3.2.
Then the second variation of W(Ψ) into the direction ψnΨ is well-defined. In
formulas, the second variation reads as follows: For every small ǫ > 0 the
second variation is
δ2W(Ψ)(ψ, ψ) =
∫
Σ\∪mi=1Dǫ(pi)
1
2
(Lw)2 dµg
− 2
m∑
i=1
v2i
∫
∂Dǫ(pi)
∂|X|2
∂ν
+ 8π
m∑
i=1
viβi +Rǫ,
where g = X#δ is the pullback metric of the minimal surface and Dǫ(pi) =
z−1(Bǫ) is the preimage of the Euclidean ball Bǫ ⊂ R2 under the chart z. The
term Rǫ is an error term with the property Rǫ → 0 for ǫ → 0. Furthermore,
Rǫ only depends on the sum of the vi, αi, βi and ‖ui‖C2(D¯ǫ(pi)).
Proof. We choose wk ∈ C2,α(Σ \ {p1, ..., pm}) with the following properties:
wk = w on Dǫ(pi) for all i = 1, ..., m and wk → w in W 2,2(Σ\∪mi=1D ǫ2 (pi), dµgˆ).
Furthermore, for 2δ < ǫ
2
we choose a cut-off function
ηδ =


0 on ∪mi=1 Dδ(pi)
1 on Σ \ ∪mi=1D2δ(pi)
smooth interpolation otherwise
, 0 ≤ ηδ ≤ 1, ηδ ∈ C∞(Σ).
The function wk coincides with w on Dǫ(pi). Thus, it has the same expansion
(13) around each end. Define
wδk :=
{
|X|2vi + ℜ(αiz ) + βiηδ ln |z|+ ui(z) on D¯ ǫ2 (pi)
wk on Σ \ ∪mi=1D ǫ2 (pi).
By this construction we approximated only the logarithmically growing part
of w around each end. We define
ψδk :=
wδk
|X|2 .
We notice that ψδk is a C
2,α-function on all of Σ, and ψδk → ψk = wk|X|2 as δ → 0
in W 2,2(Σ, dµgˆ) and ψk → ψ as k →∞ in W 2,2(Σ, dµgˆ).
Consider the family of C2,α-immersions Ψt = Ψ + tψ
δ
knΨ, t ∈ (−ǫ0, ǫ0). We
define the tracefree second fundamental form A˚ij = Aij − 12 ~Hgˆij . The quan-
tity |A˚|2gˆdµgˆ with gˆ = Ψ#δ is pointwise conformally invariant, see for exam-
ple [15, Section 1.2]. Because of the Gauß-Bonnet Theorem and the Gauß
equation 1
4
| ~H|2 = K + 1
2
|A˚|2 the Willmore functional W and the functional
T (Ψ) := 1
2
∫
Σ
|A˚|2dµgˆ differ only by an additive constant. Thus, we have that
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d2
dt2
W(Ψt)
∣∣
t=0
= d
2
dt2
T (Ψt)
∣∣
t=0
. We mostly suppress the dependence of t in the
notations. We compute
δ2W(Ψ)(ψδk, ψδk) =
d2
dt2
T (Ψt)
∣∣
t=0
=
d2
dt2
T ( Ψt|Ψt|2
∣∣
Σ\∪mi=1Dǫ(pi)
)
∣∣
t=0
+
d2
dt2
∣∣
t=0
∫
∪mi=1Dǫ(pi)
1
2
|A˚|2 dµgˆ
=
d2
dt2
∣∣
t=0
{∫
Σ\∪mi=1Dǫ(pi)
1
4
| ~H|2 −Kg dµg +
∫
∪mi=1Dǫ(pi)
1
2
|A˚|2 dµgˆ
}
=
∫
Σ\∪mi=1Dǫ(pi)
d2
dt2
∣∣
t=0
(
1
4
| ~H|2 −Kg
)
dµg +
∫
∪mi=1Dǫ(pi)
d2
dt2
∣∣
t=0
1
2
|A˚|2 dµgˆ
=
∫
Σ\∪mi=1Dǫ(pi)
1
2
(Lwk)
2 − d
(
∆gwk ⋆ dwk − 1
2
⋆ d|dwk|2g
)
− d (2Kg ⋆ dwk) dµg
+
∫
∪mi=1Dǫ(pi)
d2
dt2
∣∣
t=0
1
2
|A˚|2 dµgˆ
(14)
where we used several things in this computation:
• ψδk is of regularity C2,α. Only for C2 variations we a priori know
δ2W(Ψ)(ψδk, ψδk) =
d2
dt2
W(Ψt)
∣∣
t=0
.
• We used the conformal invariance of |A˚|2dµgˆ on Σ \ ∪mi=1Dǫ(pi).
• We also use that ψδk is smooth for interchanging differentiation and in-
tegration. In the first integral we have changed the metric conformally
to g which causes trouble at the ends. But we restrict ourselves to
Σ\∪mi=1Dǫ(pi) which is a compact part of the minimal surface X . There-
fore, differentiation and integration can be interchanged for the smooth
variation Ψt. On the other part ∪mi=1Dǫ(pi) we stay on the compact sur-
face with the smooth metric, therefore interchanging is not problematic.
• In the last step we used the formulas for the second derivatives of | ~H|2dµg
and Kgdµg for the a compact piece of the minimal surface X computed
in [22, p.15 and Lemma 3.2]. For that, we also needed d
dt
Ψt
|Ψt|2
∣∣
t=0
=
|X|2ψδknX from [22, (4.6)]. And we did not write the δ because we are
on the piece of the surface where wδk = wk.
On the set ∪mi=1Dǫ(pi) ⊂ Σ we notice that
∣∣ ∫
∪mi=1Dǫ(pi)
d2
dt2
∣∣
t=0
|A˚|2dµgˆ
∣∣ ≤ C‖ψδk‖W 2,2(∪mi=1Dǫ(pi)) (15)
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for a constant C not depending on ǫ, k nor δ. Thus, by letting at first δ → 0
and then k → ∞ this term is of the order O(‖ψ‖W 2,2(∪mi=1Dǫ(pi))). Taking
the computations of Lemma 3.2 into account we see that ‖ψ‖W 2,2(∪mi=1Dǫ(pi))
only depends on the sum of the vi, αi, βi and ‖ui‖C2(D¯ǫ(pi)). And obviously,
‖ψ‖W 2,2(∪mi=1Dǫ(pi)) → 0 when ǫ→ 0.
It remains to simplify the terms in (14) that come from the variation of Kg
and are boundary terms. We use Lemma 3.1 and Stokes’ theorem to see that∫
Σ\∪mi=1Dǫ(pi)
d
(
∆gwk ⋆ dwk − 1
2
⋆ d|dwk|2g
)
+ d (2Kg ⋆ dwk) dµg =
2
m∑
i=1
v2i
∫
∂Dǫ(pi)
∂|X|2
∂ν
− 8π
m∑
i=1
viβi + u˜
(16)
with u˜ ∈ O(ǫ) only depending on the sum of the vi, αi, βi and ‖ui‖C2(D¯ǫ(pi)).
We finally use that the Index form δ2W(Ψ)(·, ·) is continuous with respect to
the W 2,2-norm on (Σ, dµgˆ) (using that Σ is compact). We use (14), (15) and
(16) to get that
δ2W(Ψ)(ψ, ψ) =
∫
Σ\∪mi=1Dǫ(pi)
1
2
(Lw)2 dµg − 2
m∑
i=1
v2i
∫
∂Dǫ(pi)
∂|X|2
∂ν
+ 8π
m∑
i=1
viβi +Rǫ,
where we also used
∫
Σ\∪mi=1Dǫ(pi)
1
2
(Lwk)
2 dµg →
∫
Σ\∪mi=1Dǫ(pi)
1
2
(Lw)2 for k →
∞. The term Rǫ contains u˜ ∈ O(ǫ) and the quantity coming from (15).
As ǫ > 0 is fixed, all remaining terms are finite. Thus, the second variation of
W is well-defined for functions ψ as given in the theorem.
Theorem 3.4. Let Ψ : Σ → R3 be a closed Willmore immersion such that
X := Ψ|Ψ|2 : Σ\{p1, ..., pm} → R3 is a complete, immersed minimal surface with
m embedded planar ends, m ≥ 1. Consider a function w as in Theorem 3.3
but additionally having the same leading value at each end, i.e. w has around
an end pi of X an expansion of the form
w(z) = v|X(z)|2 + ℜ(αi
z
) + βi ln|z| + ui(z)
in conformal coordinates z as before, where v, βi ∈ R, αi ∈ C and ui ∈
C2,α(Bǫ). We use the notation
w =: v|X(z)|2 + w1.
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Then the second variation of W(Ψ) into direction ψnψ with ψ = w|X|2 can be
computed by the formula
δ2W(Ψ)(ψ, ψ) = 1
2
∫
Σ
(Lw1)
2 dµg
+ 2v
∫
Σ
Lw1(2−Kg|X|2)dµg + 8πv
m∑
i=1
βi
+ 2v2
∫
Σ
(
K2g |X|4 − 4Kg|X|2
)
dµg
(17)
Proof. We use the form w = v|X|2 + w1 and compute with the formula from
Theorem 3.3, Lemma 3.1 and ∆g|X|2 = 4
δ2W(Ψ)(ψ, ψ) = lim
ǫ→0
{1
2
∫
Σ\∪mi=1Dǫ(pi)
(
4v − 2Kg|X|2v + Lw1
)2
− 2v2
m∑
i=1
∫
∂Dǫ(pi)
∂|X|2
∂ν
+ 8πv
m∑
i=1
βi
}
= lim
ǫ→0
{∫
Σ\∪mi=1Dǫ(pi)
8v2 + 4v
(−2Kg|X|2v + Lw1) dµg
+
∫
Σ\∪mi=1Dǫ(pi)
1
2
(−2Kg|X|2v + Lw1)2 dµg
− 2v2
∫
Σ\∪mi=1Dǫ(pi)
∆g|X|2dµg + 8πv
m∑
i=1
βi
}
,
where we also used Stokes’ theorem to bring it back to Σ \ ∪mi=1Dǫ(pi). Using
∆g|X|2 = 4 again we see that the integral 8v2
∫
dµg cancels out. The terms
left over are precisely the terms in (17) but still on Σ \ ∪mi=1Dǫ(pi). In a last
step we take the limit ǫ→ 0 and integrate over all of Σ.
Theorem 3.5. Let Ψ : Σ → R3 be a closed Willmore immersion such that
X := Ψ|Ψ|2 : Σ \ {p1, ..., pm} → R3 is a complete, immersed minimal surface
with m embedded planar ends, m ≥ 1.
Assume that there exists a logarithmically growing Jacobi field on X, i.e. a
function u ∈ C2,α(Σ \ {p1, ..., pm}), Lu = 0, with expansion
u = βi log |z| + u˜i(z) with u˜i ∈ C2,α(Bǫ), βi ∈ R,
m∑
i=1
βi 6= 0.
at each end pi in the local conformal coordinates z from the beginning of this
section.
Then we have that IndW(Ψ) ≥ 1.
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Proof. For every such Jacobi field u we define w := v|X|2 + u for v ∈ R to be
chosen later. As Lu = 0 we get from formula (17) that
δ2W(Ψ)( w|X|2 ,
w
|X|2 ) = 8πv
m∑
i=1
βi + 2v
2
∫
Σ
(
K2g |X|4 − 4Kg|X|2
)
dµg.
The last integral is a positive constant c2X only depending on the geometry of
X . Hence, using the notation β :=
∑m
i=1 βi we get that
δ2W(Ψ)( w|X|2 ,
w
|X|2 ) = v(8πβ + 2vc
2
X).
For v = −2πβ
c2X
the expression on the right hand side is −8π2β2
c2X
< 0. We
emphasize that Theorem 3.3 tells us that the δ2W(Ψ)( w|X|2 , w|X|2 ) is well-defined.
Remark The Morin surface [29, 12] is a Willmore sphere in R3 with a quadru-
ple point and 16π energy. By Theorem 2.6 it has Morse Index less or equal
than one. We will know explain why it actually has Morse Index equal to one.
We will prove the precise Index for all (smooth) Willmore spheres in the fol-
lowing section. But we want to note here that the above Theorem 3.5 can also
be used to show that the Morin surface has Index one. This can be done as
follows:
The work of Montiel and Ros [27, Theorem 25] implies that the nullity, dimK
of the inverted Morin surface is five. By the work of Perez and Ros [32,
Lemma 5.2] it follows that the space of Jacobi fields that have at most loga-
rithmic growth at the ends is m + dimK0, where m = #ends and K0 is the
space of bounded Jacobi fields u with u(pi) = 0 for all i. Hence the number
of logarithmic growing Jacobi fields is m+dimK0 − dimK. In particular one
needs to show that dimK0 = 2 for the Morin surface.
The three coordinates of nΨ are bounded Jacobi fields, but they satisfy
u(pi) 6= 0, which implies that dimK0 ≤ 2. There is one other Jacobi field
known, namely the support function u = X · nX , see [27]. In order to prove
u(p) = 0 for this Jacobi field we can compute that the assymptotic planes to
the four ends all meet at one point (w.l.o.g. the origin). This implies that the
support function u is a tangential variation at the ends, which implies u ∈ K0.
The last missing Jacobi field of X is the support function of the conjugated
minimal surface corresponding to X . Again, by computing that the assymp-
totic planes meet at one point we get that this Jacobi field is also in K0. As it
is independent of the support function of X , we get that dimK0 = 2.
It remains to compute
∑4
i=1 βi 6= 0. By a computation that we will do in detail
in Proposition 4.4 we get that βi = 1 for all i = 1, ..., 4 (using
∑4
i=1 nX(pi) = 0
for the Morin surface). Thus, Theorem 3.5 gives a positive Index.
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4. Jacobi fields with logarithmic growth
In this section we want to proof the existence of Jacobi fields with logarithmic
growth on spheres with a least four ends. We are going to combine ideas of
[32] and [27] to establish their existence. Our general set up follows closely
[32, section 5].
As in the previous section we fix local conformal coordinates in a neighbour-
hood D(pi) around each of the ends pi of the minimal immersion X : Σ→ R3
such that z(pi) = 0.
The Jacobi operator on Σ is given by L = ∆g + |∇nX |2g, where nX is the
Gauss map of the minimal immersion X and g = X♯δ. We note that L
is conformally invariant, hence we may “compactify” L by multiplying the
metric g by a stirctly positive conformal factor λ. We choose λ in such a
way that in each D(pi) we have we have λ(z) = |z|4. We set gˆ = λg and
Lˆ = λL = ∆gˆ + |∇nX |2gˆ. For our purpose it is convenient to choose λ such
that gˆ = Ψ♯δ, because for this choice Lˆ agrees with the Jacobi operator of the
Willmore immersion Ψ : Σ→ R3.
Let E = E(Σ) ⊂ C2,α(Σ \ {p1, . . . , , pm}) be the space of functions u that
have in a neighbourhood pi inside the domains D(pi) the following expansion
u(z) = ℜ(ai
z
) + αi ln|z|+ u(z) (18)
with ai ∈ C, αi ∈ R and u ∈ C2,α(Dǫ). To get a better description of E1 let us
fix for each pi functions on Dǫ(pi) = {x ∈ Σ: |z| < ǫ} ⊂ D(pi)
li(z) := η(|z|) ln(|z|) (19)
si(z) := η(|z|)1
z
where η is a smooth non-negative cut-off function with η = 1 for |z| ≤ ǫ
2
and
η = 0 for |z| ≥ ǫ. Consider the m-dimensional vector space V = V (Σ) =
{∑mi=1 αili : α = (α1, · · · , αm) ∈ Rm} and the (real) 2m-dimensional vector
space V1 = V1(Σ) = {
∑m
i=1ℜ(aisi(z)) : a = (a1, · · · , am) ∈ Cm}. If we de-
note by C l,α(Σ) the set of functions that are l-times differentiable and the lth
derivative is α-Ho¨lder continuous on the compact manifold Σ, we have
E = C2,α(Σ)⊕ V ⊕ V1.
Furthermore, we consider the subspace E1 ⊂ E of all functions in E that do
not have a logarithmic part i.e. α = 0 or
E1 = C
2,α(Σ)⊕ V1.
We remark that the space E0 := C
2,α(Σ) ⊕ V had been investigated in [32].
The vector spaces E,E0, E1 are Banach space and in fact the topology is in-
dependent of the specific choice of the functions li, si. Since
1
z
and ln(|z|) are
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harmonic and each pi is a branch point of nX , compare (9), Lˆ : E → C0,α(Σ)
is a bounded linear operator. The same is valid for E0, E1 in place of E.
A helpful tool will be the following integration by parts formula, which is a
generalization of [32, lemma 5.1].
Lemma 4.1. Let p be a planar embedded end of Σ and let u, v have in the
conformal coordinates z at the end p an expansion of the form (18) i.e.
u(z) = ℜ(a
z
) + α ln|z|+ u(z) (20)
v(z) = ℜ( b
z
) + β ln|z| + v(z) (21)
Furthermore we may assume that the support of u, supp(u), is disjoint to all
the other ends. Then we have that∫
Σ
Lu v − uLv dµg = 2π(αv(0)− u(0)β)− 2πℜ(a∂zv(0)− ∂zu(0)b). (22)
Proof. First we note that Lu v − uLv = ∆gu v − u∆gv and
−
∫
Σ
Lu v−uLv dµg = − lim
ǫ→0
∫
Σ\Dǫ(p)
Lu v−uLv dµg = lim
ǫ→0
∫
∂Dǫ(p)
∂u
∂ν
v−u∂v
∂ν
where ν denotes the outer normal to ∂Dǫ(p). As mentioned before the op-
erators L and ∆g are conformally invariant. Therefore, we may perform the
calculations with respect to the metric δC of the chart. Thus we get that∫
∂Dǫ(p)
∂u
∂ν
v − u∂v
∂ν
=
∫
∂Bǫ
∂u
∂r
v − u∂v
∂r
=
∫
∂Bǫ
(
ℜ(− a
rz
) +
α
r
+ ∂ru
)(
ℜ( b
z
) + β ln(r) + v
)
−
(
ℜ(a
z
) + α ln(r) + u
)(
−ℜ( b
rz
) +
β
r
+ ∂rv
)
.
Using
∫
∂Dǫ
η(r)
z
= 0 for any function η that only depends on r we are left with∫
∂Bǫ
∂u
∂r
v − u∂v
∂r
=
∫
∂Bǫ
(
ℜ(− a
rz
)v − uℜ(− b
rz
)
)
+
(
α
r
v − uβ
r
)
+ (∂ruv − u∂rv)
=Iǫ + IIǫ + IIIǫ.
The integrand in the last term is clearly bounded which implies IIIǫ = O(ǫ).
Since v = v(0) +O(z), u = u(0) +O(z) we conclude that
IIǫ = 2π (αv(0)− u(0)β) +O(ǫ).
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Finally we may expand v(z) = v(0) + ∂zv(0)z + ∂z¯v(0)z¯ +O(z
2) and therefore
using that z¯ = r
2
z∫
∂Bǫ
a
rz
v =
∫
∂Bǫ
av(0)
rz
+
a∂zv(0)
r
+
a∂z¯v(0)r
z2
+O(1)
= 0 + 2πa∂zv(0) + 0 +O(ǫ).
Together with the equivalent expansion for u we conclude the lemma, since
Iǫ = −2πℜ (a∂zv(0)− ∂zu(0)b) +O(ǫ).
This lemma suggests to introduce the following linear bounded operators on
E, (compare [32, section 5]): Given a function u ∈ E with u = ∑iℜ(aihi) +∑
i αili + u, u ∈ C2,α(Σ), we set
L(u) := α ∈ Rm S(u) := a ∈ Cm
H(u) := (u(p1), · · · , u(pm)) ∈ Rm Z(u) := (∂zu(p1), · · · , ∂zu(pm)) ∈ Cm
where we denoted by an abused of notation ∂zu(pi) the value ∂zu(0) where ∂z
is calculated with respect to the fixed conformal chart around pi. Note first
that we have E0 = E ∩ {u : S(u) = 0} and E1 = E ∩ {u : L(u) = 0}.
Using a partition of unity subordinate to the open sets D(pi), i = 1, . . . , m
and Σ \ {p1, . . . , pm} we directly conclude from the previous lemma
Corollary 4.2. Given u, v ∈ E, we have that∫
Σ
Lu v − uLv dµg =
∫
Σ
Lˆu v − u Lˆv dµgˆ
= 2π (L(u) · H(v)− H(u) · L(v))− 2πℜ (S(u) · Z(v)− Z(u) · S(v)) .
We are now interested in the image of Lˆ : E1 → C0,α(Σ). For any linear
subspace F ⊂ C0,α(Σ) we denote with F⊥ its L2-orthogonal in C0,α(Σ) with
respect to the metric gˆ. Note that by our choice of λ we have that E ⊂
L2(Σ, µgˆ). By classical functional analysis we have that if F ⊂ C0,α(Σ) is
finite dimensional, there exist bounded orthogonal projections onto F and
F⊥. So we have that
C0,α(Σ) = F ⊕ F⊥ .
Furthermore we have F⊥⊥ = F . Note that if for another linear subspace W we
have F⊥ ⊂ W then W⊥ is finite dimensional and we have C0,α(Σ) = W ⊕W⊥
and W⊥⊥ =W . We define the following sets
K := ker(Lˆ|C2,α(Σ))
K2 := Lˆ(E)
⊥, K0 := Lˆ(E0)⊥, K1 := Lˆ(E1)⊥
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By classical elliptic regularity theory on compact manifolds we know that Lˆ is
a Fredholm operator and so K is finite dimensional. Since Lˆ is self-adjoint we
have additionally that Lˆ(C2,α(Σ)) = K⊥. But this has the consequences that
for i = 0, 1
Lˆ(E) ⊃ Lˆ(Ei) ⊃ Lˆ(C2,α(Σ)) = K⊥ .
In particular this implies that Ki, i = 0, 1, 2 are finite dimensional, K2 ⊂ Ki ⊂
K for i = 0, 1 and
Lˆ(E) = K⊥2 , Lˆ(E0) = K
⊥
0 , Lˆ(E1) = K
⊥
1 .
Compare [32, Lemma 5.2] for some results on K0. But unfortunately their
dimensional bounds on K0 are too weak for us to provide the existence of
logarithmic growing Jacobi fields in general. Hence we are particularly inter-
ested in Lˆ(E1) and therefore we would like to identify K1. Recall that the
components of nX are elements in K.
Before we are able to state our dimensional estimate on K1, we need to recall
that
nX : Σ→ S2
is a holomorphic map. In particular, we can associate to nX its ramification
divisor
R(nX) = r(q1)q1 + · · ·+ r(qr)qr (23)
where r(qi) denotes the vanishing order of ∂znX . After an appropriate rotation
and an appropriate choice of local coordinates around qi that
g(z) = zr(qi)+1 for P ◦ g(z) = nX(z) (24)
where P (w) = 1
1+|w|2 (w + w¯,−i(w − w¯),−1 + |w|2) is the inverse of the stere-
ographic projection from the north pole.
Proposition 4.3. Under the above assumptions we have that
K1 = {u ∈ K : Z(u) = 0} . (25)
In particular we have
u(z) := a · nX(z) ∈ K1 for each a ∈ R3. (26)
If Σ is a topological sphere we get that
K1 = {a · nX : a ∈ R3}. (27)
Proof. By definition of V1 the map
S : V1 → Cm
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is one-to-one, in particular S : E1 → Cm is onto. As noted before, for each
v ∈ E1 we have L(v) = 0. Since K1 = Lˆ(E1)⊥ ⊂ K = ker(Lˆ|C2,α(Σ)) we deduce
for u ∈ K1 by Corollary 4.2 that
ℜ (Z(u) · S(v)) = 0 for all v ∈ E1;
giving precisely (25). Since every end pi, i = 1, . . . , m, of Σ must be a ramifi-
cation point of nX , see (9), we have r(pi) ≥ 1 for i = 1, . . . , m. This implies
(26) due to (25).
Now we want to proof the precise description (27). First let us recall that if
Y : Σ→ Rn is a branched minimal immersion with finite total curvature (and
therefore complete ends), we have∫
Σ
K dµgY = 2π
(
χ(Σ)−
∑
q∈ ends of Y
(e(q) + 1) +
∑
p∈ branch points of Y
b(p)
)
;
where gY = Y
♯δR3 , e(q) denotes the multiplicity of an end q of Y and b(p) the
order of a branch point p, compare [8, Theorem 1]. On the the other hand we
have n♯Y δS2 = −KdµgY and thus
−
∫
Σ
K dµgY = 4π deg(nY ) .
Since nY : Σ→ S2 is a holomorphic map, it is a covering map with associated
ramification devisor R(nY ), (23) and so we have by the Riemann-Hurwitz
formula that
χ(Σ) = χ(S2) deg(nY )− |R|(nY ) = 2 deg(nY )− |R|(nY ),
where |R|(nY ) =
∑
i r(qi). Combining all the above equations we obtain for
any non-constant branched immersion Y
− |R|(nY ) = 2χ(Σ)−
∑
q∈ ends of Y
(e(q) + 1) +B(Y ) (28)
where we used the abbreviation B(Y ) =
∑
p∈ branch points of Y b(p). For us it will
only important that B(Y ) ≥ 0.
Now we will restrict ourselfs to the situation of Σ = S2 in which case (28)
reads
|R|(nY ) =
∑
q∈ ends of Y
(e(q) + 1)− B(Y )− 4. (29)
We denote by M0 = {p1, . . . , pm} the set of ends of X . By M1 = {pi ∈
M0 : r(pi) > 1} the subsets where the ramification is bigger than 1 and finally
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by R1 := {qi : qi /∈ M0} the set of ramification points of nX that are not an
end. Evaluating (29) for X , where each end is embedded, gives
|R|(nX) = 2|M0| − 4. (30)
As noted before r(pi) ≥ 1 for each pi ∈M0 and r(pi) ≥ 2 for each pi ∈M1. So
the above implies that
|R1|+ |M1| ≤ |M0| − 4 (31)
Suppose that u ∈ K1 which implies that u is a bounded solution of Lu = 0
on Σ \ {q1, . . . , qr}. Due to [27, formula 3.6]
Y (u) = unX +
1
|∂znX |2 (∂z¯u∂znX + ∂zu∂z¯nX) (32)
defines a (possibly branched) minimal immersion with possible ends in {q1, · · · , qr}
and Gauss map nX . Suppose Y (u) is not constant. From (25) we have
∂zu(pi) = 0 for all pi ∈ M0. But this implies that we have
|Y (z)| ≤ C|z|1−r(pi) +O(1)
in local conformal coordinates. In particular, pi is at most an end of multi-
plicity r(pi)− 1 and therefore Y (u) does not have ends in M0 \M1. For each
qi ∈ R1 we have just by the boundedness of ∂zu around qi that
|Y (z)| ≤ C|z|−r(qi).
In other words, qi is at most an end of multiplicity r(qi). Denoting by MY the
set of ends of Y we estimate∑
q∈EY
(e(q) + 1)−B(Y )− 4 ≤
∑
q∈MY ∩M1
(e(q) + 1) +
∑
q∈MY ∩R1
(e(q) + 1)− 4
≤
∑
q∈MY ∩M1
r(q) +
∑
q∈MY ∩R1
r(q) + |MY ∩R1| − 4
≤
r∑
i=1
r(qi)− |M0|+ |M1|+ |MY ∩ R1| − 4
= |R|(nX)− |M0|+ |M1|+ |MY ∩R1| − 4 < |R|(nX) ,
where we used (31). This contradicts (29). Hence Y (u) must be constant
which implies by [27, Proposition 2] that u = a · nX for some a ∈ R3.
Proposition 4.4. Let Σ be a topological sphere. Then we have
Jlog := {u ∈ E : L(u) 6= 0 and Lu = 0 on Σ \ {p1, . . . , pm}}
is linearly isomorphic to RN \ {0} with
N = m− dim span{nX(pi) : i = 1, . . . , m}.
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Proof. Let us define the linear map A : Rm → R3 given by
Aα =
m∑
i=1
αinX(pi).
Note that kerA ∼= RN . Hence the proposition follows if we show that L :
Jlog → kerA \ {0} is a bijection.
For the inclusion L(Jlog) ⊂ ker(A) recall that for each a ∈ R3 we have that
va := a · nX is an element of K1 i.e. Z(va) = 0. Since va is bounded, we have
as well that L(va) = 0, S(va) = 0. Now given any element u ∈ Jlog, we apply
Corollary 4.2 to the functions va and u and obtain
0 = 2πH(va) · L(u).
If L(u) = α this is equivalent to
a ·
(
m∑
i=1
nX(pi)αi
)
= 0 for all a ∈ R3.
Hence the inclusion follows.
It remains to show that L : Jlog → ker (A)\{0} is onto. Let α ∈ ker (A)\{0}
i.e.
∑m
i=1 αinX(pi) = 0. Consider the function w =
∑m
i=1 αili ∈ E where the li’s
are the functions fixed in (19). So we have L(w) = α and S(w) = 0. Applying
Corollary 4.2 to the function w and va we conclude for each a ∈ R3∫
Σ
Lw va = 2π(L(w) · H(va)) = 2πa ·
m∑
i=1
αinX(pi) = 0.
Hence by (27) we conclude that Lw ∈ K⊥1 . But then there is v ∈ E1 with
Lv = Lw. Since L(v) = 0 by the definition of E1 the function u = w − v
satisfies
Lu = 0 and L(u) = L(w) = α .
This concludes the proof.
Lemma 4.5. Let Σ, Jlog as above, then for each u ∈ Jlog there is a χ such
that χ|X|2 ∈ W 2,2(Σ, dµgˆ) with the additional properties that
• |∆gχ|2 = 16 on Σ;
• around each end pi it has in local conformal coordinates an expansion of
the form
χ(z) = σi|X(z)|2 + x(z)
for some σi ∈ {−1,+1} and some smooth x;
• if ~σ = (σ1, . . . , σm) then ~σ · L(u) 6= 0.
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Proof. Given u ∈ Jlog we set α = L(u) ∈ Rm. If
∑m
i=1 αi 6= 0 we choose σi = 1
for all i and choose χ = |X|2.
Now suppose
∑m
i=1 αi = 0. After relabelling the ends we may assume without
loss of generality that α1 6= 0. Setting σ1 = −1 and σi = 1 for i > 1 we have
that
∑m
i=1 σiαi = −2α1 6= 0. Fix a non-negative cut-off function η on Dǫ(p1)
such that supp(η) ⊂ Dǫ(p1) and η = 1 onD ǫ
2
(p1) whereDǫ(p1) is the previously
fixed domain of the conformal chart. We define w := |X|2 − 2η|X|2. We have
w = |X|2 outside of Dǫ(p1) and w = −|X|2 inside of D ǫ
2
(p1). Furthermore, we
have for some smooth function r
∆gw =


4 on Dǫ(p1)
c
r on Dǫ(p1) \D ǫ
2
(p1)
−4 on Dǫ(p1)
.
For s(x) = 4(1− 2 1D 4ǫ
3
(p1)(x)) the function
f(x) := ∆gw(x)− s(x)
is bounded and compactly supported in the annulus A := Dǫ(p1) \ D ǫ
2
(p1);
and so is the function λ−1f where λ is the conformal factor introduced at the
beginning of this chapter.
By classical L2-theory on compact manifolds and the Lax-Milgram theorem
the operator ∆gˆ =
1
λ
∆g : W
2,2(Σ, dµgˆ) → L2(Σ) is onto. Let v ∈ L2(Σ, dµgˆ)
be the solution of
∆gˆw =
1
λ
f.
Since v is harmonic outside of A, we have that v is smooth outside the compact
set A. In particular v is smooth around each end. Hence
χ(x) := w(x)− v(x)
has the desired properties, where we use Lemma 3.2 to deduce that χ|X|2 ∈
W 2,2(Σ, dµgˆ).
Recall that Bryant proved [4, 5] that all unbranched Willmore spheres in R3
come from inverted complete minimal surfaces with m embedded planar ends.
The easiest case is m = 1 for the standard round sphere. The next possible
number after that is m = 4 [5].
Corollary 4.6. Let Σ be a topological sphere and m ≥ 4 then
IndW(Ψ) = m− dim span{nX(pi) : i = 1, . . . , m}.
Proof. Since the upper bound was already proven in Corollary 2.4, it remains
to show the lower bound. Recalling Definition 2.1 we let
Y := ⊗λ<0Yλ and Y0 = ker(Z) .
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Assume by contradiction that dim(Y ) < N := m−span{nX(pi) : i = 1, . . . , m}.
In this case we can find u ∈ Jlog such that u|X|2 ∈ Y ⊥, the L2 orthogonal of
Y with respect to gˆ. After scaling of u we may assume that
∫
Σ
|u|2
|X|4 dµgˆ = 1.
Let χ be the associated function constructed in Lemma 4.5. We may take an
L2-orthogonal decomposition of χ|X|2 and
u
|X|2 with respect to Y, Y0 and their
complement i.e.
χ
|X|2 = v + k0 + r0 and
u
|X|2 = k1 + r1
with v ∈ Y , k0, k1 ∈ Y0 and r0, r1 ∈ (Y ⊕ Y0)⊥. Now let us consider the vector
field wt := χ+ tu and the associated vectorfield
ψt =
wt
|X|2 = v + (k0 + tk1) + (r0 + tr1) =: v + kt + rt. (33)
By construction we have that kt ∈ Y and rt ∈ (Y ⊕ Y0)⊥ for all t.
Let us now evaluate the index form δ2W(Ψ)(·, ·) in two ways:
First wt satisfies the assumptions of Theorem 3.3 for each t ∈ R. Since
(v1, . . . , vm) = ~σ and (β1, . . . , βm) = t L(u), we deduce that
2δ2W(Ψ)(ψt, ψt) =
∫
Σ\⋃mi=1Dǫ(pi)
(Lwt)
2 − 4
∫
⋃m
i=1 ∂Dǫ(pi)
∂|X|2
∂ν
+ 16πt ~σ · L(u) +Rǫ
=
∫
Σ\⋃mi=1Dǫ(pi)
(Lwt)
2 − 4∆g|X|2 + 16πt ~σ · L(u) +Rǫ
=
∫
Σ\⋃mi=1Dǫ(pi)
(Lwt)
2 − |∆gχ|2 + 16πt ~σ · L(u) +Rǫ
=
∫
Σ\⋃mi=1Dǫ(pi)
(2∆gχ+ |∇nX |2gχ)(|∇nX |2gχ) + 16πt ~σ · L(u) +Rǫ.
Since |∇nX |2g = −2Kg is decaying sufficiently fast, compare (9), and ∆gχ is
bounded on Σ, we can pass to the limit in ǫ independent of t i.e.
2δ2W(Ψ)(ψt, ψt) =
∫
Σ
(2∆gχ+ |∇nX |2gχ)(|∇nX |2gχ) + 16πt ~σ · L(u)
= cχ + 16πt ~σ · L(u), (34)
for some constant cχ.
On the other hand we may use the orthogonal decomposition (33) to evaluate
δ2W(Ψ)(·, ·) as a bilinear form on W 2,2(Σ, dµgˆ):
δ2W(Ψ)(ψt, ψt) = δ2W(Ψ)(v + rt, v + rt)
= δ2W(Ψ)(v, v) + 2δ2W(Ψ)(v, rt) + δ2W(Ψ)(rt, rt)
= δ2W(Ψ)(v, v) + δ2W(Ψ)(rt, rt)
≥ λmin
∫
Σ
|v|2 dµgˆ + δ2W(Ψ)(rt, rt) = −cv + δ2W(Ψ)(rt, rt) (35)
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for some constant cv > 0. In the estimates we used that δ
2W(Ψ)(kt, ·) = 0
since kt ∈ Y0 and δ2W(Ψ)(v, rt) =
∫
Σ
Z(v)rt dµgˆ = 0 as Z(Y ) ⊂ Y . Combining
(34) and (35) we have
δ2W(Ψ)(rt, rt) ≤ cχ + cv + 8πt ~σ · L(u) .
Since ~σ·L(u) 6= 0 for an appropriate choice of t ∈ Rwe get that δ2W(Ψ)(rt, rt) <
0 for rt ∈ Y ⊥. This is a contradiction.
As a consequence we have for the Morin surface that IndW Ψ = 1. We can
use it to investigate the symmetry along the associated variation. Hence the
following proposition can be seen as an extension of Proposition 2.9.
Proposition 4.7. Let Ψ : S2 → R3 be a the Morin immersion. There is
locally a C1-family of sphere immersions Ψt : S2 → R3 such that Ψ0 = Ψ and
that locally decrease the Willmore energy and have a two fold symmetry.
Proof. Recall that combining Corollary 4.6 with Theorem 2.6 we deduce that
IndW(Ψ) = 1. Hence let u ∈ C∞(S2) be the function that realizes the negative
Index i.e.
Zu = −λ1u
for some λ1 > 0. We may normalize u such that
∫
S2|u|2 dµgˆ = 1. Let I :S2 → S2 be the orientation reversing isometry that is induced by the four fold
orientation reversing symmetry of the Morin surface i.e.
S ◦Ψ(x) = Ψ ◦ I(x) and S(n(x)) = −n ◦ I(x)
where S ∈ SO(3) that rotation by π
2
.
Since I is an isometry and Z is not sensitive on the orientation we have that
Z(u ◦ I) = (Zu) ◦ I = −λ1u ◦ I .
Hence u ◦ I is as well an eigenfunction to the same eigenvalue. We conclude
that u ◦ I = σu for some σ ∈ R. Again, since I is an isometry, we have that
σ2
∫
S2
|u|2 dµgˆ =
∫
S2
|u ◦ I|2 dµgˆ =
∫
S2
|u|2 dµI♯gˆ =
∫
S2
|u|2 dµgˆ.
Thus we conclude that σ ∈ {+1,−1}. Consider the family Ψt = Ψ + t unΨ.
This family realizes the Index i.e. it degreases locally the Willmore energy. Due
to Proposition 2.9 we know that Ψt can not preserve the four fold symmetry.
Nonetheless we have
S(Ψt(x)) = S(Ψ(x)) + tu(x)S(n(x)) = Ψ(I(x))− tu(x)n(I(x))
= Ψ(I(x))− tσu(I(x))n(I(x)) .
Hence we conclude on the one hand that σ = +1 since otherwise we would have
S(Ψt(x)) = Ψt(I(x)). On the other hand we have nonetheless S
2(Ψt(x)) =
Ψt(I
2(x)). This shows the two fold symmetry.
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A. Bounded harmonic functions are constant
Lemma A.1. Let X : Σ → Rn be a complete minimal immersion with finite
total curvature K. If u is bounded harmonic function on Σ then u is constant.
Proof. The statement follows from a point singularity removability theorem
for harmonic functions. Recall we can choose a local complex coordinate on
a neighbourhood D(pi) around and end pi in Σ such that z(pi) = 0. With
respect to this local coordinates, we have
Xz(z) = − ai
zm+1
+ Y (z)
where the multiplicity of the endm ≥ 1, becauseX is complete, and |zm+1Y (z)| →
0 as z → 0. In particular we have
|Xz|2 = |z|−2m−2(|ai|2 + bi(z))
with bi(z) = O(z) smooth. Without loss of generality we may even assume that
|ai|2 = 2. To “compactify” the Laplacian on Σ we fix a function λ ∈ C∞(Σ)
strictly positive such that λ(z) = 1
2
(|z|−2m−2(|ai|2 + bi(z))) around each end pi.
The metric g := 1
λ
g is smooth and compatible with the complex structure on
Σ determined by the pullback metric g = X#δRn . Hence we have ∆g = λ∆g.
Furthermore (Σ, g) is now compact. Recall that u is harmonic hence in the
local coordinates around the end pi we have that
∆u(z) = 0 on Bǫ \ {0}.
Since u is bounded, u is harmonic across 0 and we have
∆gu = 0 on Σ.
But every harmonic function on a compact manifold is constant.
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