Thank you again for submitting your manuscript EMBOJ-2018-99793, "S phase R-loop formation is restricted by PrimPol-mediated repriming." We have in the meantime received a complete set of reviews from three referees, which you will find enclosed below for your information. Furthermore, the referees have also extensively cross-discussed the comments among themselves, coming to the overall conclusion that it would be worthwhile to further consider a revised manuscript answering their various concerns. Therefore, please start preparing a revision along the lines suggested by the referees. Since the referees had some continuing disagreement on the relevance and relative importance of some of the issues raised, I would at the same time like to invite you to compile and send a tentative letter of response to the referee comments already at the start of the revision period, so we could determine (in light of the referee cross-consultations and possibly in further discussions with some of the reviewers) how the various points might be best clarified, and which experimental additions would appear to be essential for this revision.
------------------------------------------------REFEREE REPORTS.
Referee #1:
It was a real pleasure to read and review the manuscript from Šviković et al. The topic is very interesting and highly significant to a broad audience with an interest in genome stability. The experimental data is of high quality and the appropriate, rigorous controls have been performed, and the conclusions are logical and well supported by the presented data.
The authors showed that: -a short purine-rich repeat, (GAA)10, which normally doesn't have a significant impact on transcription or replication, is actually an impediment for replication in vivo, but the re-priming activity of the Primase-Polymerase PrimPol "rescues" the processive replication at these short repeats -the (GAA)10 sequence causes epigenetic instability through this replication-dependent mechanism -the replication-impeding effect of these short repeats is dependent on DNA:RNA hybrid formation -overexpression of RNase H1 (even if limited only to S-phase) completely bypasses the requirement for PrimPol to restore processive replication, while stabilisation of R-loops enhances the replication-impeding effect of the (GAA)10 repeats -R-loops are significantly elevated in S-phase in PrimPol-cells, the majority of the elevated signal is around secondary structure-forming sequences
The lack of criticism and questions doesn't reflect the lack of careful consideration of the manuscript, but rather, I think the study is robust and convincing in its current form and I don't see the need for additional experiments before publication. I have only one minor comment: Figure 1B Legend says "red outline negative (BU-1 knockout) control" -which I found confusing at first, but I assume it is only a Bu-1a knockout.
Referee #2:
Long tracts of (GAA)n repeats are difficult to replicate and cause genomic instability, presumably because they are prone to form secondary structures and accumulate R-loops. In this manuscript, Saša Šviković and colleagues report the important observation that short tracts GAA trinucleotide repeats (10 to 20) can also induce replication fork stalling in the absence of PrimPol, a recently identified primase-polymerase involved in the repriming of DNA synthesis at stalled forks. This conclusion is based on the analysis of the expression instability at the BU-1 locus in chicken DT40 cells, a stochastic and replication-dependent event that has been extensively characterized by the Sale lab over the past few years. Remarkably, this instability is orientation dependent and is largely suppressed upon overexpression of RNase H1, suggesting that (GAA)10-20 repeats block leading strand synthesis in a manner that depends on the formation of RNA:DNA hybrids. To address this attractive possibility, the authors have performed an extensive analysis of RNA:DNA hybrids at the BU-1 locus and at the genome wide level, both in DT40 and human cells. Based on these observation, they propose an original model involving the formation of a triplex between the RNA:DNA hybrid on the lagging strand and GAA sequences on the leading strand. This model is attractive and it is fully consistent with the fluctuation analysis for generation of Bu-1 loss variants. It has major implications for our understanding of the instability of trinucleotide repeats and should therefore be of wide general interest. However, I have major concerns regarding the design and the interpretation of experiments on RNA:DNA hybrids. In my opinion, further work is needed to support the view that RNA:DNA hybrids are involved in the replication impediments mediated by short GAA tracts.
Major issues:
1. Using DRIP-qPCR, the authors show that RNA:DNA hybrids are present at the BU-1 locus (Fig.1A) , and especially at the TTS, which is a common feature of many Pol2 genes. They also show that the signal around (GAA)n increases in the absence of PrimPol. However, this signal extends quite far on both sides of the (GAA)n and is at least 20 times lower than the signal detected at the TTS, which is surprisingly insensitive to the in vivo expression of RNaseH1 (Fig. 1C) . These results and their interpretation raise a number of questions. If leading strand synthesis is blocked by (GAA)n, why would R-loop form both upstream and downstream of GAA? Moreover, what is the evidence that these hybrids are formed on the coding strand, opposite to the Purine-rich strand, as depicted on the model of Fig. 7 . Finally, the amount of RNA:DNA hybrids around (GAA)n is very low compared to TTS. This raises the question of why they are not removed by endogenous RNAseH1. One possible explanation is that these hybrids are present in only a subset of cells, when the locus is replicated, whereas R-loops form at the TTS throughout the cell cycle. This view is supported by the experiment shown Fig. 5 . However, the TTS was not analyzed in this experiment and the increase of RNA:DNA hybrid levels in mid-S is rather modest compared to G1-arrested cells. It would be important to analyze the TTS of BU-1, but also other loci that do not contain GAA repeats, to clarify this issue. Fig. 5B is very surprising. A large body of evidence indicate that R-loops form in a cotranscriptional manner and cover a large fraction of the genome. Since most of the genome is transcribed throughout the cell cycle, it is very unlikely that the sharp transitions observed in both WT and primpol cells are real. I understand that the authors used an alternative approach to DRIP to quantify R-loops, but to provide convincing evidence that this signal correspond to R-loop, they need to show that it is resistant to RNase III and sensitive to RNase H. They also need to perform the experiment several times and show the quantification of at least three biological replicates, after normalization to ssDNA. Ideally, they could also perform a classical DRIP experiment and quantify the total signal on a slot blot, in order to compare the two techniques.
The result shown in
3. The results of the DRIP-seq experiments presented in Fig. 6 are again difficult to assess as only highly processed data are shown. It would be important to show an example of the distribution of the signal at representative regions and on a metagene, to see if the data recapitulate published profiles with R-loop enrichment at TSS, gene body and TTS. It is indeed surprising that only 41% of the R-loop peaks overlap with genes. If so, what do the other peaks correspond to? And if PrimPol only affects R-loop formation at very specific loci during phase, how to explain this global increase of R-loop signals in asynchronous cells? From this respect, the assumption that PrimPol does not have a direct role in processing R-loops as primpol cells are not sensitive to CPT (p. 7) is a very indirect argument and should be toned down. Overall, whether PrimPol has a role outside of S phase to remove R-loops is not clearly addressed here and this critical point needs to be clarified.
Minor issues:
1. The model presented in Fig. 1A suggests that uncoupling between helicase and leading strand polymerase extends up to 4 kb ahead of the (GAA)n motif, which would be required to disrupt epigenetic information at the promoter region. I assume that this refers to a mutant situation, but this is not indicated. The authors should also discuss published evidence indicating that such an extensive uncoupling occurs in vivo. Finally, they should discuss the nature of the activity that could be responsible for repriming in the absence of PrimPol.
2. Figure 2 : According to the authors, the "expression of catalytically inactive PrimPol (hPrimPol [AxA] ) and the DNA-binding zinc finger mutant (hPrimPol[ZfKO] ) shows that neither is able to prevent instability of BU-1 expression". Yet, this instability was largely reduced compared to the absence of primpol or the delta RBMA mutant. Does this reflect the persistence of a residual PrimPol activity in these mutants? This issue needs to be discussed.
3. Fig. 3F : It is surprising that the effect of Gg RNase H1 #6 is not statistically significant. Is oneway ANOVA the right test to apply here? Have the authors tested the normality of the distributions? Referee #3:
PrimPol is known to reprime replication to bypass DNA damage, including UV damage, AP sites, G-quadruplexes, in both nuclear and mitochondrial DNA. This manuscript by Sale and collaborators extends the spectrum of structures at which PrimPol can initiate repriming to include R-loops. This is an interesting result, but it is studied largely in the context of a model reporter in chicken DT40 cells. The significance would be enhanced by expansion of the genomewide analysis in human cells, with more information about the specific short repetitive tracts or other motifs that may depend upon PrimPol.
Most of the manuscript (Figures 1-5 ) is devoted to a meticulous and detailed analysis of the how replication processivity is affected by insertion of (GAA)10 or (GAA)20 repeats at the BU-1 locus in chicken DT40 B cells. Only near the end is the important larger question addressed: does PrimPol prime re-initiation at R-loops in other genes and in human cells. The genomewide analyses of these two organisms are the most significant component of the manuscript, but they are presented together, in a single figure (Figure 6 ), without specific examples, detail or depth.
PrimPol function is documented in assays of replication processivity at the BU-1 locus in chicken DT40 B cells, the same approach as used previously to demonstrate that PrimPol restarts leading strand replication stalled by quadruplex structures (Schiavone et al. 2016) . At the BU-1 locus, gene expression is downregulated when the BU-1 gene looses activating marks due to replication stalling at a naturally-occurring G4 motif 3.5 kb downstream of the TSS. Tallying cells that have lost surface BU-1 expression by flow cytometry thus provides a very convenient surrogate assay for the frequency with which cells experience interrupted DNA synthesis at BU-1. Substitution of long GAA tracts (30-75 repeats) for the natural G4 motif causes global downregulation of expression, presumably by accumulation of nascent RNA in chromatin, while substitution of (GAA)10 or (GAA)20 repeats causes stochastic loss of BU-1 expression. Accumulation of loss variants requires that the GAA repeat be on the leading strand, and is greatly exacerbated by ablation of PrimPol. Suppression of epigenetic instability by PrimPol depends on its catalytic activity and DNA binding zinc finger motif.
What causes arrest? The authors hypothesize that it is an R-loop formed by the transcribed GAA repeat. To test this, RNA/DNA hybrids were assayed across the locus by ChIP with the S9.6 antibody, which recognizes RNA/DNA hybrids. This reveals that the presence of a (GAA)10 repeat results in an enhanced DRIP signal in primpol-deficient (GAA)10 cells. However, enhancement is evident throughout the gene, and is not localized to the 3.5 region as one might have thought (Fig.  3A) , even though a very strong signal is localized to the very 3' end where RNA/DNA hybrids promote transcription termination. This is surprising. Could the signal derive in part from nascent chromatin-associated RNAs that overwhelmed BU-1 expression at high repeat numbers (Fig. 1B )? This could be tested by comparing signals from BU-1 loci with different numbers of repeats (from zero up). These results raise the concern that the S9.6 antibody may not be completely specific for RNA/DNA hybrids, but may cross-react with chromatin-bound nascent RNAs.
The literature includes relatively few controls for specificity or cross-reactivity of the widely-used S9.6 antibody. Controls should be included showing that S9.6 specifically IPs RNA/DNA hybrids and not chromatin-associated RNA in DT40 cells; and accompanied by controls for specificity of this antibody in human cells used for genomewide analysis.
Taking a different tack to identify the source of epigenetic instability, treatment with RNase H1 was shown to abrogate accumulation of BU-1 loss variants (Fig. 3F) . The converse experiment, expression of the DNA:RNA hybrid binding domain (HBD) of RNaseH1, caused increased accumulation of loss variants (Fig 4) . These results of RNaseH1 and RNaseH1 HBD expression are consistent with the view that RNA/DNA hybrids are in some way responsible for accumulation of loss variants. However, they do not show that the structures form at the BU-1 locus itself, and leave open the possibility RNaseH1 treatment has improved expression or activity of some factor that rescues BU-1 expression.
The hybrids formed in the absence of PrimPol are correlated with replication by experiments showing that their abundance increases in S phase, as measured both using the antibody and by metabolic labeling of nascent RNA. As presented, the results of these different analyses ( Fig. 5B and Fig. EV6 ) seem rather different, with the mid-S phase peak in Fig. 5B not evident in Fig. EV6 ; and the only clear distinction between wild type and primpol-deficient cells in G2 phase in the latter figure. Is there a real difference? These experiments and results need better explanation.
The association between R-loops and PrimPol-dependent replication restart genomewide is determined by DRIP-Seq comparing recovery of RNA-DNA hybrids from primpol-deficient and wild type DT40 cells using the S9.6 antibody. The great majority of peaks were common between these two backgrounds, but peak heights were significantly greater in the primpol-deficient cells, suggesting that primpol-deficiency results in a higher steady state level of R-loops, but not induction of new R-loops. This could mean that PrimPol preferentially functions at a subset of genes. This could reflect enrichment of the enzyme's preferred priming site (3'GTCC5': Garcia-Gomez et al MolCell 2013), and even though this site is short it would be useful to score its enrichment/depletion near peaks.
To ask if the peaks identified correlate with possible R-loop formation, enrichment of H-DNA motifs was scored within peaks. H-DNA motifs can correlate with regions with potential to form Rloops, but not enough detail or precedent is presented to rationalize and ground this search. To keep this from seeming like a sleight of hand, more information is required to enable the reader to evaluate the details of the search and especially its stringency. The algorithm needs be stated explicitly and put into context. How long are H-DNA motifs, and how many H-DNA motifs are there in the chicken and human genomes? Has the algorithm used to identify H-DNA motifs been validated in other genomewide analyses? What happens if more (or less) stringent criteria are applied to H-motif identification?
Other information should be provided in order to evaluate the genomewide results: (1) peak width, which determines the potential for overlaps; (2) maps of peak distribution across representative individual genes, identifying sites with potential for formation of R-loops, G4 DNA, etc along the genes -this would substantiate claims of the sort found in the Discussion that PrimPol reprimes at short tandem repeats throughout the genome.
Very high statistical significance is reported in both DT40 chicken B cells and the human BOBSC stem cell line in Figure 6 , but the labels in the figure and the details of the analysis are somewhat unclear. Is the presence of a single H-DNA motif in a long gene sufficient for it to score in the statistical analysis?
Major comments:
1. Include controls for S9.6 antibody specificity in DT40 and human BOBSC stem cells.
2. DRIP-Seq peak widths must be presented to understand the significance of overlaps. It would be useful to see how results change as peak widths are narrowed; and with changes in stringency of the H-motif algorithm.
The Introduction and Discussion over-emphasize short repetitive tracts, considering that only one specific example is shown, the GAA repeat cloned into the BU-1 locus.
Minor comments:
Discussion: "We now show that the repriming function of PrimPol is frequently deployed at short tandem repeats throughout the genome...." This has not been shown and must be rephrased. Demonstrating this could be done with more detailed presentation of the genomewide analysis, which would be appropriate and interesting. Our response (blue) to the referees' comments (black)
The lack of criticism and questions doesn't reflect the lack of careful consideration of the manuscript, but rather, I think the study is robust and convincing in its current form and I don't see the need for additional experiments before publication.
We are naturally delighted by these positive comments and thank the referee for the clear summary of the key findings of our study.
I have only one minor comment: Figure 1B Legend says "red outline negative (BU-1 knockout) control" -which I found confusing at first, but I assume it is only a Bu-1a knockout. This is correct. The red line represents the FACS profile of cells in which Bu-1a has been genetically inactivated. We have clarified this in the legend.
Referee #2:
1. Using DRIP-qPCR, the authors show that RNA:DNA hybrids are present at the BU-1 locus (Fig.1A) , and especially at the TTS, which is a common feature of many Pol2 genes. They also show that the signal around (GAA)n increases in the absence of PrimPol. However, this signal extends quite far on both sides of the (GAA)n and is at least 20 times lower than the signal detected at the TTS, which is surprisingly insensitive to the in vivo expression of RNaseH1 (Fig. 1C) . These results and their interpretation raise a number of questions. If leading strand synthesis is blocked by (GAA)n, why would R-loop form both upstream and downstream of GAA?
Previous genome wide analyses of R-loop formation have indicated that about a quarter of human genes exhibit so called "sticky" behaviour i.e. they are prone to accumulate R-loops across their body (Sanz et al., 2016) . This tendency is observed mostly in very short (<10 kb) and highly expressed genes. The R-loop formation across BU-1 that we observe with DRIP-qPCR, DRIP-seq and RNA-DIP (see below) is consistent with this behaviour. We suggest that the formation of a local DNA:RNA hybrid induced by the (GAA)n repeat sequence may act to nucleate DNA:RNA hybridisation throughout the gene body, as previously suggested (Roy et al., 2008) . We have added a sentence noting this observation and the potential explanation.
Moreover, what is the evidence that these hybrids are formed on the coding strand, opposite to the Purine-rich strand, as depicted on the model of Fig. 7 .
During our human RNA DIP-seq experiments we included a DT40 spike-in control. We have now analysed and expanded this data to examine the strandedness of R-loop formation in BU-1. We observe a strong signal corresponding to the RNA component of DNA:RNA hybrids in the BU-1 locus overwhelmingly in the direction of gene transcription (new Appendix Fig S3) . This firmly places the DNA:RNA hybrid on the lagging strand and opposite the purine-rich strand consistent with the early biochemical studies of Grabczyk and colleagues (Grabczyk & Fishman, 1995 , Grabczyk et al., 2007 , Grabczyk & Usdin, 2000 , which demonstrated that an R-loop would only form when purine-rich DNA is transcribed as a coding (non-template strand). This analysis also confirms that the signal is spread across the whole gene. We also confirmed that the signal represents bona fide DNA:RNA hybrids as it is lost by pre-treatment of the isolated nucleic acids with recombinant E.coli RNase H prior to S9.6 immunoprecipitation and high-throughput sequencing (new Appendix Fig S3) . We have noted this observation in the Results section of the revised manuscript.
Finally, the amount of RNA:DNA hybrids around (GAA)n is very low compared to TTS. This raises the question of why they are not removed by endogenous RNAseH1. One possible explanation is that these hybrids are present in only a subset of cells, when the locus is replicated, whereas R-loops form at the TTS throughout the cell cycle. This view is supported by the experiment shown Fig. 5 . However, the TTS was not analyzed in this experiment and the increase of RNA:DNA hybrid levels in mid-S is rather modest compared to G1-arrested cells. It would be important to analyze the TTS of BU-1, but also other loci that do not contain GAA repeats, to clarify this issue.
We have now repeated the cell cycle DRIP analysis from scratch to include the TTS and all data. As we originally observed, the signal at the TTS is higher than that in the gene body. We can now see, as predicted by the referee, that in primpol cells the DRIP signal increases markedly shortly after the cells enter S phase, coincident with the time that we have previously reported the locus to be replicated. This similar behaviour to the gene body around the +3.5 (GAA) repeat prompted us to look more closely at the sequence around the TTS. This revealed a cluster of structure-forming sequences, including two prominent G4 motifs and a series of triplex-forming motifs (new Appendix Fig S4) . These are too far away from the promoter to cause epigenetic instability of the gene according to our model. Indeed, we have shown this by removing the structure-forming sequence at the +3.5 position ( Figure 1C and Schiavone et al., 2014 , Schiavone et al., 2016 . However, these sequences should be capable of structure formation and may account for the increase in R-loop formation around the +11.5 amplicon in mid S-phase in the absence of PrimPol. Given the large proportion of cells in S phase in an asynchronous culture of DT40 (Fig EV4) , their presence is likely to account for the increase in the steady state +11.5 DRIP signal we report in Figure 3 . We have now also shown that an increase in the TTS R-loop signal is not a general feature, as it is not observed in a selection of loci that do not harbour any identifiable structure-forming DNA in the vicinity of their TTS (new Appendix Fig S7) . It will be interesting to explore in future work whether DNA structure formation plays any role in transcription termination, or whether the increased R-loop signal at these sites in primpol cells simply reflects the additive effect of transcription termination and replication stalling, an explanation we currently favour.
Concerning the differential effects of over expression of RNase H1. The factors that determine which R-loops are susceptible and which are resistant to removal by in vivo over expression of RNaseH1 remain unclear. R-loop levels at any given site reflect a balance between formation and disassembly, with a modest shift toward disassembly expected when RNaseH1 is ectopically overexpressed. We favour the explanation offered by the referee that since the R-loops associated with transcription termination are constitutively formed during the cell cycle, they are less susceptible to complete removal by increased endogenous RNase H1 expression. As they may also be necessary for cell fitness, the anticipated higher levels of RNase H1 needed to remove them may be selected against. In contrast, as we show clearly in the new Fig 4, the R-loops formed during replication and associated with secondary structures are evanescent, and likely serve no useful function. We suggest that this makes them more susceptible removal by increased RNase H1 overexpression. These hypotheses remain to be explored in more depth. Fig. 5B is very surprising. A large body of evidence indicate that R-loops form in a cotranscriptional manner and cover a large fraction of the genome. Since most of the genome is transcribed throughout the cell cycle, it is very unlikely that the sharp transitions observed in both WT and primpol cells are real. I understand that the authors used an alternative approach to DRIP to quantify R-loops, but to provide convincing evidence that this signal correspond to R-loop, they need to show that it is resistant to RNase III and sensitive to RNase H. They also need to perform the experiment several times and show the quantification of at least three biological replicates, after normalization to ssDNA. Ideally, they could also perform a classical DRIP experiment and quantify the total signal on a slot blot, in order to compare the two techniques.
The result shown in
It turns out that the suspicions of the referee about this experiment have an unanticipated foundation. One point of this experiment was indeed attempted to develop an approach that would allow us to monitor R-loop formation independently of S9.6. At the suggestion of the referee we set up experiments aimed at systematically addressing the effects of the different RNase treatments on the readout. The experiments included not only treatment with RNase HI and RNase III, but also dropping out the treatment of the restriction digested nucleic acids with RNase A. We had previously added this to all conditions to remove contaminating signal from double stranded RNA, which can be detected by S9.6 and interfere with DNA:RNA hybrid detection. Unexpectedly, omitting RNase A resulted in abrogation of the slot blot signal (Figure 1, below) . Further, when RNase A is present, the slot blot signal is not sensitive to RNase H1. Further investigation leads us to believe that the signal we are detecting in the slot blot actually reflects a fraction of DNA bound RNase A that survives the phenol/chloroform step and subsequently becomes biotinylated by the thiol-specific EZ-link HPDP-Biotin reagent. RNase A is known to bind DNA despite not cutting it, and indeed binds more strongly to single stranded regions (Felsenfeld et al., 1963) . More recently, the problem of RNase A binding to DNA and surviving phenol:chloroform extraction has been noted as an explanation for DNA depletion following RNase A treatment (Dona & Houseley, 2014) . It is curious that the signal we detect in many ways parallels the results we see with S9.6, for instance the consistent increase in signal in PrimPol-deficient cells suggests that the assay could be picking up increased single stranded DNA in these cells. However, as we cannot currently be confident that this is the case, we have therefore decided to remove the original Figure 5B from the paper. However, we have now modified the assay so that we detect the 4-SU labelled RNA by qRT-PCR and we have applied this to the BU-1 locus (new Fig 4D) . We have shown that the signal we detect is entirely sensitive to pre-treatment with RNase H1, giving us confidence that we are detecting labelled RNA that is forming part of a DNA:RNA hybrid (new Fig 4E) . The results of applying this approach to the different stages of the cell cycle, with three completely independent synchronisations and replicates of the experiment, are striking. The amount of material recovered from each experiment limits the number of sites that can be interrogated and so we have confined our analysis to the region around the (GAA) 10 repeat. The assay reveals a spike in R-loop production around the (GAA) 10 repeat in primpol, but not wild type, cells at exactly the time we have previously determined the locus to be replicated, providing S9.6-independent evidence of R-loop synthesis at a structure-forming sequence when repriming is defective (new Figs 4F & G) .
3. The results of the DRIP-seq experiments presented in Fig. 6 are again difficult to assess as only highly processed data are shown. It would be important to show an example of the distribution of the signal at representative regions and on a metagene, to see if the data recapitulate published profiles with R-loop enrichment at TSS, gene body and TTS. It is indeed surprising that only 41% of the R-loop peaks overlap with genes.
We now expanded the genome wide analysis in the chicken human cells to occupy the whole of the new Figures 5 and 6 . We present example normalised plots of the S9.6-detected R-loop signal across representative genes in wild type and PrimPol-deficient cells (new Figs 5A & 6A) . The wild type and primpol signals are normalised to the spike-in controls and visually make two important points, which were not as evident in the original submission. First that the pattern of enrichment is highly correlated between wild type and primpol and second, the peaks in primpol are generally higher than wild type, as confirmed in the genome wide analysis presented below. We also now explicitly show the effects of pre-treatment of the samples with RNase H, confirming the specificity of S9.6 in this context.
We now present a metagene analysis of R-loop distribution (new Figs 5B & 6B) to aid comparison between our data and previously published datasets. We note that DRIP-Seq has not previously been performed in avian cells. Nonetheless, our analysis reveals a comparable pattern of R-loops enrichment at gene promoters and termini in our chicken dataset and the previously published human DRIP-seq datasets in which approximately 35% gene bodies overlap with R-loops (Ginno et al., 2012 , Sanz et al., 2016 . Further, the number of detected R-loop peaks is in the same range (~35000) as in our study.
It should be noted that DRIP-Seq approaches (i.e. sequencing of the DNA moiety of DNA:RNA Hybrids) have generally poorer correlation with the genic regions as opposed to when the RNA moiety is sequenced (DRIPc-Seq for example). If so, what do the other peaks correspond to? This is indeed also the case in our datasets: there is much less intergenic signal in the human RNA DIP-seq data than in the DT40 DRIP-seq, which is generally much noisier. We have now examined the association of the peaks in the DRIP-seq data with underlying structures and have found that 19% of extragenic peaks are within 1kb of an H-DNA sequence in wild type cells, 17% in primpol. We have included a sentence noting this in the revised manuscript. It is important to note that not all peaks are associated with the limited range of secondary structure-forming sequences we have scored (H-DNA and a subset of potential G4 motifs) or that all potential structures are associated with DRIP peaks.
And if PrimPol only affects R-loop formation at very specific loci during phase, how to explain this global increase of R-loop signals in asynchronous cells?
The global increase in steady state R-loops in primpol cells is consistent, but relatively modest, in the order of 1.2 -1.3-fold. We believe that this can readily be explained by the increase in R-loop formation during S-phase that we report. Since some 50 -60% of cells in an asynchronous culture of both wild type and primpol DT40 are in S phase (see Figure EV4 ), an increase of R-loop levels in cells during S-phase is sufficient to explain the increase in gross signal in an asynchronous culture. As the genome-wide analysis shows, the global increase in steady state R-loop levels in primpol cells can be accounted for by H-DNA and G4 containing genes.
From this respect, the assumption that PrimPol does not have a direct role in processing R-loops as primpol cells are not sensitive to CPT (p. 7) is a very indirect argument and should be toned down. Overall, whether PrimPol has a role outside of S phase to remove R-loops is not clearly addressed here and this critical point needs to be clarified.
We have toned this point down and have discussed this issue more fully. We agree that this is an important point. We cannot absolutely exclude that PrimPol additionally acts outside S phase to control R-loops. However, we are not aware of any studies as yet providing clear support for PrimPol playing a significant role outside of S phase. Rather, all the existing evidence points to PrimPol operating during DNA replication as a lesion bypass polymerase or, likely much more importantly, as a primase repriming after a range of replication impediments including DNA damage (Mouron et al., 2013) , chain terminating nucleotides (Kobayashi et al., 2016) and secondary structures (Schiavone et al., 2016) . Further, the data we present, particularly the measurements of Rloop synthesis, point to PrimPol preventing the formation of R-loops during S phase. However, even if PrimPol does play an as yet undetected function outside of DNA replication, this would not alter any of the conclusions we draw in this current paper concerning the importance of PrimPol in dealing with R-loops encountered during S phase. We have discussed this point more fully.
1. The model presented in Fig. 1A suggests that uncoupling between helicase and leading strand polymerase extends up to 4 kb ahead of the (GAA)n motif, which would be required to disrupt epigenetic information at the promoter region. I assume that this refers to a mutant situation, but this is not indicated.
Yes, this is correct and we have ensured that this is clear. The frequency of such events in wild type cells appears to be extremely low, below the threshold of detection by the Bu-1 fluctuation assay.
We have additionally observed increased instability of BU-1 expression, indicative of an increased frequency of helicase-polymerase uncoupling, under a number of circumstances, for example loss of DNA structure-selective helicases and polymerases (e.g. FANCJ and REV1) (Sarkies et al., 2012 , Schiavone et al., 2014 , depletion of nucleotide pools (Papadopoulou et al., 2015) and stabilisation of G-quadruplexes by G4-binding ligands (Guilbaud et al., 2017) .
The authors should also discuss published evidence indicating that such an extensive uncoupling occurs in vivo.
We have added discussion of this point, with references. Finally, they should discuss the nature of the activity that could be responsible for repriming in the absence of PrimPol.
Currently, only two primases are known in vertebrates, PrimPol and the PRIM1 subunit of DNA polymerase α. While the latter may possibly contribute, recent biochemical experiments with the reconstituted yeast replisome suggests that leading strand repriming by PRIM1 is inefficient (Taylor & Yeeles, 2018) . However, a number of other activities may exhibit functional redundancy with PrimPol-dependent repriming, including fork convergence. We have added some discussion of this point.
2. Figure 2 : According to the authors, the "expression of catalytically inactive PrimPol (hPrimPol [AxA] ) and the DNA-binding zinc finger mutant (hPrimPol[ZfKO]) shows that neither is able to prevent instability of BU-1 expression". Yet, this instability was largely reduced compared to the absence of primpol or the delta RBMA mutant. Does this reflect the persistence of a residual PrimPol activity in these mutants? This issue needs to be discussed.
We have previously reported that expression of the PrimPol ZfKO or AxA mutants compromises cell growth, likely through a dominant negative effect (Schiavone et al., 2016) . Expression of these transgenes is unstable and a measurable proportion of cells loose them over the course of two to three weeks in culture, as assayed by flow cytometry of YFP-tagged proteins in individual clones. Those cells that retain the constructs exhibit some growth disadvantage compared with cells that retain expression resulting in their completing fewer cell cycles during the course of the experiment. This reduces the potential for the generation of Bu-1 loss variants. We compensate for this as far as possible by assessing BU-1 expression only in cells that have retained YFP. However, it is likely that these cells have been through fewer divisions than the full primpol knockout giving them less opportunity to accumulate Bu-1 loss variants. The observation that these mutant constructs do not fully complement the BU-1 expression instability of primpol cells is consistent with the repriming function of PrimPol being required. The data we present for the ZfKO and AxA mutants at (GAA) 10 are comparable with our previously published observations at a G4 (Schiavone et al., 2016) . Importantly, the RBM-A mutant, which does not exhibit any problems with transgene stability has now provided significant additional support that ssDNA-induced repriming plays a key role at (GAA) 10 . We have clarified this point in the revised manuscript.
3. Fig. 3F : It is surprising that the effect of Gg RNase H1 #6 is not statistically significant. Is oneway ANOVA the right test to apply here? Have the authors tested the normality of the distributions?
Originally, we used ANOVA to perform multiple comparisons across the whole dataset. Most of the distributions from the fluctuation analyses meet tests of normality, but this is not invariably the case. We have therefore also performed the non-parametric Kruskal-Wallis test, which is now shown. An additional point is the question of the correct comparator in the experiment. The expression of the YFP-RNase H1-geminin degron construct is not as stable as the regular YFP-RNase H1 we use elsewhere in the study and in some clones can be lost during the course of the fluctuation analysis (Figure 2 , below). It is therefore possible to separate cells that have lost the ability to express YFP during S phase from those that can. Those clones that have lost the construct therefore provide a good internal control for the experiment as they are unable to suppress the (GAA)10-induced instability. We have now applied this analysis to the experiment and show this, along with the K-W test statistics, in Fig 3B of PrimPol is known to reprime replication to bypass DNA damage, including UV damage, AP sites, G-quadruplexes, in both nuclear and mitochondrial DNA. This manuscript by Sale and collaborators extends the spectrum of structures at which PrimPol can initiate repriming to include R-loops. This is an interesting result, but it is studied largely in the context of a model reporter in chicken DT40 cells. The significance would be enhanced by expansion of the genomewide analysis in human cells, with more information about the specific short repetitive tracts or other motifs that may depend upon PrimPol.
Most of the manuscript (Figures 1-5 ) is devoted to a meticulous and detailed analysis of the how replication processivity is affected by insertion of (GAA)10 or (GAA)20 repeats at the BU-1 locus in chicken DT40 B cells. Only near the end is the important larger question addressed: does PrimPol prime re-initiation at R-loops in other genes and in human cells. The genome-wide analyses of these two organisms are the most significant component of the manuscript, but they are presented together, in a single figure (Figure 6 ), without specific examples, detail or depth.
We thank the reviewer for their appreciation of the genome wide analysis, and agree that it adds weight to our detailed genetic analysis. As discussed in the response to Referee 2, we have expanded our analysis of the genome wide data to include example traces for genomic regions and specific genes (normalised to the spike-in control) as well as a metagene analysis demonstrating the distribution of R-loop peaks. A very detailed analysis of the nature of the short repetitive tracts or other motifs that may depend on PrimPol is beyond the technical scope of this paper as the resolution of the techniques is not sufficiently high and additional information, such as the distribution of leading and lagging strand synthesis would be needed.
What causes arrest? The authors hypothesize that it is an R-loop formed by the transcribed GAA repeat. To test this, RNA/DNA hybrids were assayed across the locus by ChIP with the S9.6 antibody, which recognizes RNA/DNA hybrids. This reveals that the presence of a (GAA)10 repeat results in an enhanced DRIP signal in primpol-deficient (GAA)10 cells. However, enhancement is evident throughout the gene, and is not localized to the 3.5 region as one might have thought (Fig.  3A) , even though a very strong signal is localized to the very 3' end where RNA/DNA hybrids promote transcription termination. This is surprising.
See reply to Reviewer #2 (point 1), above, in which we discuss this issue in detail.
Could the signal derive in part from nascent chromatin-associated RNAs that overwhelmed BU-1 expression at high repeat numbers (Fig. 1B )? This could be tested by comparing signals from BU-1 loci with different numbers of repeats (from zero up). These results raise the concern that the S9.6 antibody may not be completely specific for RNA/DNA hybrids, but may cross-react with chromatin-bound nascent RNAs.
We did report increasing chromatin-associated RNA as a function of increased (GAA)n tract length (Fig EV3) , likely reflecting the formation of R-loops and stalling of the RNAPII as previously suggested (Groh & Gromak, 2014 , Punga & Buhler, 2010 , although at n = 10 this increase is very slight. However, in all our DRIP experiments we have treated the isolated nucleic acids with RNase A to degrade any contaminating single stranded RNA species, including those originating from chromatin associated RNA. All the signals reported in our DRIP-qPCR experiments were normalised to samples treated with RNase H, but we now formally show that the signal is sensitive to RNAse H and insensitive to RNase III (new Appendix Fig S2) . The enrichments we observe should thus reflect only the bona fide R-loop signal and we are therefore as confident as we can be that the signal is specific is not accounted for by any accumulation of chromatin associated RNA.
The literature includes relatively few controls for specificity or cross-reactivity of the widely-used S9.6 antibody. Controls should be included showing that S9.6 specifically IPs RNA/DNA hybrids and not chromatin-associated RNA in DT40 cells; and accompanied by controls for specificity of this antibody in human cells used for genome wide analysis.
We had performed both DRIP-seq in DT40 and RNA DIP-seq in human samples following in vitro RNase H treatment and sequenced them, but had not shown these data in the original figures, as the treatment reduced the amount of recovered material very significantly. We now show the effect of RNase H treatment in the example plots in the new Figures 5 and 6 . In addition, all of our R-loop sequencing was performed with RNase A pre-treatment, which will remove chromatin-associated RNAs. In addition, we have added an RNase III control to our BU-1 DRIP-PCR experiments in Figure 3 , discussed above, which confirms that our R-loop signal is RNase III resistant. Together, these controls suggest that the signal we observe in DT40 and human cells is specific for R-loops.
It is important to note that ectopic RNase H1 expression in primpol cells is not rescuing BU-1 expression but rather the stability of BU-1 expression. The level of BU-1 expression in the Bu-1 high population remains the same. In other words, RNAse H1 overexpression does not affect expression of the locus directly but prevents the stochastic instability induced by the presence of the (GAA) 10 repeat. We see exactly the same stabilising effect when we delete the (GAA) 10 repeat. This is consistent with the observed instability of expression originating from local effects in the gene.
The original Fig EV6 ( now Fig EV4) simply shows cell cycle plots of synchronised and released wild type and primpol cultures. However, as discussed in detail above (Reviewer 2, point 2), we have uncovered a significant problem with the slot blot detection of nascent R-loops due to an unanticipated carry-over of RNase A through to the biotinylation step. We have therefore removed the original Figure 5B and replaced it with a completely new experiment (performed in triplicate from the synchronisation to analysis) in which we interrogate the recovered 4-SU-labelled RNA from the BU-1 locus with qRT-PCR.
This is an interesting suggestion. However, this is indeed a very short motif and the resolution of peak calling in our DRIP-seq experiments does not allow any firm conclusions to be drawn. Further, we note that while this sequence has been suggested to be preferred, it is certainly seems not to be the only sequence at which PrimPol can initiate repriming and thus the extent to which it dictates repriming in vivo remains unclear.
Simple algorithms for detecting H-DNA-forming potential focus only on identifying polypurine or polypyrimidine tracts, but frequently do not allow for interruptions in the tracts causing mismatches in the potential H-DNA structure. They thus only identify a subset of possible motifs. The algorithm we used, 'Triplex' (Hon et al., 2013) , takes a dynamic programming-based approach to identify approximate palindromes and as such does allow for mismatches and gaps, using scoring derived from models of the structure of the resulting triplex. The authors of the algorithm validated it using the E. coli and human genomes, as described in their paper. Subsequent analyses have used the algorithm in the analysis of prokaryote (Holder et al., 2015) , plant (Lexa et al., 2014) and human (Bartholdy et al., 2015) genomes. We have now provided information on the length distribution of H-DNA and G4s identified in the human and chicken genomes (Appendix Fig S10) . We have also tried the analysis with simpler algorithms as well as with a number of thresholds for length of H-DNA, including a strict threshold requiring that >=90% of the sequence was comprised of purines/pyrimidines, and found that that the correlation was robust to the choice of any reasonable threshold (i.e. one that does not eliminate almost all of the sequences).
Other information should be provided in order to evaluate the genomewide results: (1) peak width, which determines the potential for overlaps;
We have added graphs of peak widths in the supplementary information. Although there is a small, but significant increase in peak width in the primpol samples, this does not account for the increase in peak height. By examining the effect of varying the distance allowed for an overlap to be counted on the number of overlapping peaks called, we shown that this asymptotes at around 1000bp, which is the average size of the input DNA generated by our restriction enzyme cocktail. Importantly, this is also much greater than the observed increase in peak width observed in the primpol samples. We have added this data to the supplementary information (new Appendix Figs S8 & 9) and discussed it in the main text.
(2) maps of peak distribution across representative individual genes, identifying sites with potential for formation of R-loops, G4 DNA, etc along the genes -this would substantiate claims of the sort found in the Discussion that PrimPol reprimes at short tandem repeats throughout the genome.
We have now provided example plots from chromosomal regions and specific genes to provide a more direct visual representation of the experimental data. As discussed above, these plots confirm the broad similarity in the pattern of R-loop enrichment in wild type and primpol mutants and, because the data are normalised to a spike-in control, allow the increase in R-loop signal at peaks in primpol to be clearly seen. Importantly, it also shows that not every site capable of G4 and H-DNA formation, as detected by our algorithms, is associated with R-loops but that, in general, R-loop peaks that are near identified HDNA or G4-forming sequences are higher in primpol cells, as confirmed by the genome-wide analysis.
Yes, it is. We assume the reviewer has concerns that we should have normalised for gene length. We are uncertain exactly which part of this figure the reviewer might have concerns with so we address this issue in all parts that mention secondary structures. In the original Figs 6D , F, K and M (new Figs 5F & H and 6G & H) we use the same subset of genes in both wild type and primpol so length cancels out. In original Fig 6C, E, I and L (new Figs 5E & G and 6E & F) , the same subset of genes is not used across the comparisons (though the sets are ~80% identical). However, we tested whether genes with peaks were significantly different in length between wild type and primpol and they were not, as such normalisation would not affect the results shown here, especially given their degree of significance.
We also noticed a figure preparation error that left the p-values in the original panel C duplicated in panels E, J and L. This has been corrected in the revised figures but alters none of the conclusions.
See discussion above. We had performed the key controls now show them explicitly both for DRIP-PCR and genome wide analyses.
See discussion above. We have added peak width data to the revised manuscript (Appendix Figs S8 & 9) and discussed the significance in the main text.
We have modified the introduction and discussion to clarify that the studies in BU-1 employ (GAA)10 as a prototypical short repetitive tract with structure-forming potential. At the same time, we wish to make it clear that such low complexity sequences with structure forming potential are common. We believe that our findings reflect a principle that is generalisable to other short, structure-forming sequences.
Minor comments:
Discussion: "We now show that the repriming function of PrimPol is frequently deployed at short tandem repeats throughout the genome...." This has not been shown and must be rephrased. Demonstrating this could be done with more detailed presentation of the genomewide analysis, which would be appropriate and interesting.
We agree the phrasing of this sentence is an overstatement and have altered it. While our genome wide analysis supports our hypothesis that loss of PrimPol increases S phase R-loop formation in the vicinity of secondary structure-forming sequences, the resolution of the techniques employed does not currently permit a more detailed analysis. We have modified the figure. Thank you for submitting your revised manuscript for our consideration. It has now been seen once more by two of the original reviewers, whose comments are copied below. I am pleased to inform you that with both of them largely satisfied with the revisions and improvements to the paper, we shall be happy to publish this work in The EMBO Journal, following some remaining minor modifications.
References
As you will see, referee 3 still retains some concerns regarding the use of the S9.6 antibody and the associated conclusions. Please consider them carefully and provide a detailed response to them; in the manuscript itself, I feel that at least some clear further explanation/clarification would be warranted, and possibly moderating of some claims/discussion of potential caveats.
Please return the modified text file (and, if applicable, modified figure files) simply via email to me. Once we will have received these final files and synopsis items, I hope we should be able to swiftly proceed with formal acceptance and publication of the study! ___________________________________ REFEREE REPORTS.
Referee #1 (Report for Author)
reminder that RNaseH-resistance depends on the parameters of the assay, especially RNaseH concentration and incubation time and temperature, in which case it raises a caveat about use of RNaseH digestion as the control for S9.6 antibody specificity, here and elsewhere in the manuscript.
Uncertainty regarding S9.6 specificity also raises questions about the signal from the gene body. Sanz et al. used the S9.6 antibody in the report that classified about 25% of genes as "sticky", which the authors cite as a potential explanation for the puzzling signal they observe. If the S9.6 antibody is less specific than claimed, then there may be a different explanation for signal from gene body.
Final Revision -authors' response 29 th October 2018 EMBOJ: Manuscript EMBOJ-2018-99793R2
Response to comments (in blue):
Referee #1 (Report for Author) accounts for the remaining signal, which by itself appears to be significant relative to background from the gene body?
We believe that the remaining signal at the 3' end of the locus following in vitro RNaseH digestion likely reflects incomplete digestion of the extensive RNA:DNA hybrids at the 3' end of the locus, under the conditions we employed, combined with the high sensitivity of the subsequent qPCR detection. [The referee's comments about the p value being 0.1 prompted us to check the legend of Figure S2 in the appendix as a single asterisk should indicated p < 0.05. There was indeed a typo here, which is now corrected. The reduction is significant at p <0.05]. We note that the 2 -2.5-fold reduction of the 3' S9.6 signal we seen in BU-1 following RNaseH-treatment is similar to that reported for the equivalent signal detected in the human beta-actin locus (Skourti-Stathaki et al., 2014) .
The experiment does control for the obvious possibility that dsRNA is contributing to the signal, by examining sensitivity to RNaseIII, but the terminus signal was not reduced by RNaseIII digestion. The signal could be caused by something other than an RNA-DNA hybrid; or it can be seen as a reminder that RNaseH-resistance depends on the parameters of the assay, especially RNaseH concentration and incubation time and temperature, in which case it raises a caveat about use of RNaseH digestion as the control for S9.6 antibody specificity, here and elsewhere in the manuscript.
Recently, a concern has been raised (Vanoosthuyse, 2018) non-B DNA structures associated with Rloops can be recognised by the S9.6 antibody and that this could account for RNaseH-resistant signals. As the reviewer points out we control for the possibility that dsRNAs are contributing to the signal and, in addition, all our samples are pretreated with RNaseA, which will remove free RNA that could form dsRNA species during sample preparation. While we significantly reduce the 3' S9.6 signal with RNaseH, the same treatment abrogates the signal in the gene body, which is the focus of this study.
It was because of some concerns over the specificity of S9.6 that we developed an S9.6-independent method to monitor nascent R-loops formation. We use this approach to show R-loop formation in BU-1 at the time the locus is replication and, importantly for this argument, show that this signal is completely RNaseH sensitive. Additionally, all the experiments in BU-1 are genetically controlled. We therefore do not believe that this concern impacts the conclusion of the study. We have added reference to the concerns and caveats around S9.6 use in the main text. Any descriptions too long for the figure legend should be included in the methods section and/or with the source data.
In the pink boxes below, please ensure that the answers to the following questions are reported in the manuscript itself. Every question should be answered. If the question is not relevant to your research, please write NA (non applicable). We encourage you to include a specific subsection in the methods section for statistics, reagents, animal models and human subjects.
definitions of statistical methods and measures:
a description of the sample collection allowing the reader to understand whether the samples represent technical or biological replicates (including how many animals, litters, cultures, etc.).
Please fill out these boxes ê (Do not worry if you cannot see all your text once you press return) a specification of the experimental system investigated (eg cell line, species name).
C--Reagents

B--Statistics and general methods
the assay(s) and method(s) used to carry out the reported observations and measurements an explicit mention of the biological and chemical entity(ies) that are being measured. an explicit mention of the biological and chemical entity(ies) that are altered/varied/perturbed in a controlled manner.
Data
the data were obtained and processed according to the field's best practice and are presented to reflect the results of the experiments in an accurate and unbiased manner. figure panels include only data points, measurements or observations that can be compared to each other in a scientifically meaningful way. graphs include clearly labeled error bars for independent experiments and sample sizes. Unless justified, error bars should not be shown for technical replicates. if n< 5, the individual data points from each experiment should be plotted and any statistical test employed should be justified the exact sample size (n) for each experimental group/condition, given as a number, not a range;
Each figure caption should contain the following information, for each panel where they are relevant:
Captions
The data shown in figures should satisfy the following conditions:
Source Data should be included to report the data underlying graphs. Please follow the guidelines set out in the author ship guidelines on Data Presentation.
YOU MUST COMPLETE ALL CELLS WITH A PINK BACKGROUND ê
The study did not require sample size determination.
NA NA NA
NA
The study was not blinded.
Yes.
Yes.
