To be considered for the Special Session celebrating Prof. Kumar's birthday. The newly presented (k + 2, k) Hadamard minimum storage regenerating (MSR) code is the first class of high rate storage code with optimal repair property for all single node failures. In this paper, we propose a new simple repair strategy, which can considerably reduce the computation load of the node repair in contrast to the original one.
Introduction
In distributed storage systems, data is placed on a number of storage nodes with redundancy. Redundancy is compulsory for distributed storage systems to provide reliability. Normally, there are two mechanisms of redundancy: replication and erasure coding. Compared to replication, erasure coding is becoming more and more attractive because of its better storage efficiency. Up to now, several famous storage applications, such as Google Colossus (GFS2) [3] , Microsoft Azure [5] , HDFS Raid [4] , and OceanS tore [6] , have adopted erasure coding.
Due to each node being unreliable, node repair is initiated once node failures take place, so as to retain the same redundancy. With data growing, node repair occurs much more frequently than ever before. In general, there are several metrics to evaluate the cost of node repair, such as disk 110, network bandwidth, number of accessed disks, etc.
Recently, the repair bandwidth attracts a lot of attentions, which is a performance metric defined as the amount of data downloaded to repair a failed node. In [1] , Dimakis et at. established a tradeoff between the storage and repair bandwidth where MBR (minimum bandwidth regenerating) code corresponding to minimum repair bandwidth and MSR (minimum storage regenerating) code corresponding to minimum storage are the most important. In this study, we focus on (k + 2, k) MSR codes. As a (k + 2, k) MSR code, to repair a failed node 1 <::: i <::: k + 2, the optimal repair property requires downloading 1/2 of data from each surviving node 1 <::: l # i <::: k + 2. So far, several explicit constructions of such MSR codes have been proposed based on interference alignment [7] - [11] . However, it should be noted that in all the aforementioned constructions, except the one in [8] and [11] , only the systematic nodes possess the optimal repair property. In [8] , the (k + 2, k) MSR code with optimal repair property for all storage nodes, including both k systematic nodes and 2 parity nodes, was presented. Actually, the optimal repair property follows from Hadamard design with the help of lattice representation of the symbol exten-978-1-4673-8308-0115/$3l.00 © 2015 IEEE 118 sion technique. Therefore, we call this code Hadamard MSR code throughout this paper.
In this paper, we fully explore the fundamental properties of Hadamard designs. As a result, we present a generic repair strategy for the Hadamard MSR code only based on elementary principles of matrix theory instead of lattice knowledge. Further, the new generic repair strategy not only includes the original repair strategy in [8] , but also generates a much simpler but efficient one which can greatly reduce the computation load during the repair of failed nodes.
The remainder of this paper is organized as follows. In Section 2, the (k + 2, k) Hadamard MSR code is briefly reviewed. In Section 3, some fundamental properties of Hadamard deign are studied, which would help us to discuss our repair strategy. In Section 4, the new repair strategy is proposed for systematic nodes, the first parity node and the second parity node respectively. The comparison of computation load between the original strategy in [8] and ours is given in Section 5. Finally, Section 6 concludes this paper. where fi is a column vector of length N. In general, 2 parity nodes, fk+1 and f k +2, which are two column vectors of length N, hold parity data of all the systematic nodes. Table   1 illustrates the structure of a (k + 2, k) MSR code. 
where 1m is the identity matrix of order m, the elements ai # 0 and bi # 0 over the finite field of odd characteristic Proceedings of IWSDA' 15 and order q 2 2k + 3 satisfy
for alII ::; i -1= j ::; k [8] . In fact, the matrices in (1) are built on Hadamard design [2] .
As the same as other (k + 2, k) MSR codes, this (k + 2, k) Hadamard MSR code can tolerate 2 arbitrary node failures [8] . Notably, recall that this Hadamard MSR code has an advantage over other (k + 2, k) MSR codes that both systematic nodes and parity nodes have optimal repair property. Indeed, to repair a failed node 1 ::; i ::; k + 2, the optimal repair property requires downloading N /2 = 2k data from each surviving node 1 ::; 1 -1= i ::; k + 2 by multiplying its original data fl with a N /2 x N matrix called repair matrix [8] , which will be discussed in detail in Section 4.
Example 1. For k = 2, the (4,2) Hadamard MSR code has the following coding matrices over IF 7
Its repair matrices will be elaborated in Section 4.
Properties of Hadamard design
Given an integer 0 ::; S < N with s = 2:;=0 2i Si for integers Si = 0, 1, we refer to S = [Sk,· .• , sol as the binary representation of s. For 0 ::; i ::; k, to characterize the diagonal matrix Xi in (1) from Hadamard design, we define . N 1 Xi = (xj) j=O to be the row vector of length N formed by its elements ofthe main diagonal, i.e., For example, when k = 2,
Based on (3), we can easily derive the following useful lemmas, which are crucial to our repair strategy. with only the ith entry being nonzero.
In this section, we present our repair strategy respectively for the systematic nodes, the first parity node, and the second parity node by giving the corresponding repair matrices, and then check the optimality.
Optimal repair of systematic nodes
In order to repair the ith systematic node, 1 ::; i ::; k, one downloads data Bifl , 1 ::; 1 -1= i ::; k + 2, where the N /2 x N repair matrix Bi is Bi = (eo,··· ,e2i_1, eo, ... ,e2i_1,··· ,
Let S) be the jth column vector of Bi . Obviously, S} eJ.L2 i +v and where.i = p,2i+1 + v, 0::; p, < 2 ki and 0::
Then, the data from two parity nodes are ( B~~i ) fi + t (B~~l) fl l=l,l=f.i (7) where the second term is the interference resulted from systematic nodes except the failed one. To cancel the interference and recover the data fi , the optimal repair strategy requires [8] 
and rank ( Bi ) _ N BiAI -2 (9) for 1 ::; i -1= 1 ::; k.
Multiplying Al by Bi , 1 ::; 1 ::; k, we get
Consider the submatrix of ( B~~l ) formed by columns j and j + 2i where j = p,2i+1 + v, 0 ::; p, < 2 ki and 0::
x}y -l-j-( -1); = {
By Lemma 1, (2) and (7), we then have rank( Llj ) = { i: ifi = l otherwise which results in (8) (a1xJ + (b1 -bl)X~ -alxDsj by (4) and (10) . By (2) , we have rank(Llj ) = 2, rank(rj ) = 1 which leads to (11) and (12) . (eo, e1,' .. , e2k_2, e2k_1, e2k_1, e2k_2, ... , el, eo) , , , , S = (eO,el,'" ,e2k_2,e2k_l, -e2k_I' -e2k_2"" , -el, -eo)
with the jth columns Sj and Sj satisfying Sj = SN-l-j Sj = -SN-1-j forO"::: j < N. (10) Then, the data from the new first parity node and the second parity node can be expressed as ( S~l ) fk+1 -t, ( S(A 1 S _ AI) ) fl· 120 0 0 1 -1 0 0
Optimal repair of the second parity node
Similar to the repair of the first parity node, the second parity node can be regarded as the first systematic node by the following transformation where the three nodes, i.e., the first systematic node, the first parity node and the second parity node, are cyclically shifted.
Hence, it is sufficient to repair the new first systematic node by downloading data SAifi , 1 ::; i ::; k, and 8fk +1'
where the two repair matrices S and 8 are S = (eo, el,' .. , e2k_2, e2k_l' e2k_2' e2k_l' ... ,eo, el) " , " , 
Then, the data from the new first parity node and the new second parity node can be expressed as
The optimal repair strategy requires [8] (14) and rank ( 8(A l l S_ All) ) = ~ for 2 ::; 1 ::; k. ; k according to [8] . For simplicity of the characterization of the matrices All and All -All, we define pj = Tl + T l a l l xj(l -blxJ)
where 1 < 1 ::; k and 0 ::; j < N. By (5), we have and ( 8(Al/'-All) ). i.e.,
That is, rank(t1j ) = 2 and rank(rj) = 1, which gives (14) and (15). In fact, in the original repair strategy [8] the basis {eo, ... ,e2k_l} is chosen as the column vectors of the Sylvester Hadamard matrix in (16). Whereas, for our strategy, {eo, ... ,e2k-d can be any basis of lF~k. In this sense, our new repair strategy generalizes the previous one in [8] .
Most importantly, by choosing the standard basis in (6) , 
our new repair strategy can considerably reduce the computation, including both addition and multiplication, in contrast to the original repair strategy in [8] . Indeed, the decrease comes from the fact that in each row, our new repair matrices have 2 nonzero elements of 1 or -1 whereas the original matrices have N nonzero elements of 1 or -1. A comparison of the computation load is summarized in Table 2 , where ADD and MUL respectively denote the numbers of addition and multiplication. Note that the exact number of additions and multiplications depends on the concrete values of aI, bl , 1 <::: 1 <::: k, and the finite field IF q. Finally, in order to show that our new repair strategy indeed can considerably reduce the computation, we give a concrete example to compare the computation load of our new strategy and the original strategy.
Example 5. When k = 3, the computation load of the (5, 3) Hadamard MSR code is given in Table 3 . 
Conclusion
In this paper, a new repair strategy of Hadamard MSR code was presented, which can be regarded as a generalization of the original repair strategy. By choosing the standard basis, our strategy can dramatically decrease the computation load in contrast to the original one.
