Exponents of Diophantine approximation and Diophantine sets
Throughout this paper, the integer n ≥ 1 denotes the dimension of the ambient space. We denote by θ = (θ 1 , . . . , θ n ) an n-tuple of real numbers such that 1, θ 1 , . . . , θ n are Qlinearly independent.
We first define exponents of Diophantine approximation, and some of their properties. Then, we define their related Diophantine sets, and state our theorems. In Section 2, we shortly describe the theory of parametric geometry of numbers, and in particular the variational principle. The latter is the main tool for the proofs of Section 3.
1.1. Exponents of Diophantine approximation. Let d be an integer with 0 ≤ d ≤ n − 1. We define the ordinary exponent ω d (θ) (resp. the uniform exponentω d (θ)) as the supremum of the real numbers ω for which there exist rational affine subspaces
for arbitrarily large real numbers H (resp. for every sufficiently large real number H). Here H(L) denotes the height of L (see [18] for more details), and d(θ, L) = min P ∈L d(θ, P ) is the minimal distance between θ and a point of L.
These exponents were introduced originally by Laurent [14] and already studied implicitly by Schmidt [18] . They interpolate between the classical exponents ω(θ) = ω n−1 (θ) and λ(θ) = ω 0 (θ) (resp.ω(θ) =ω n−1 (θ) andλ(θ) =ω 0 (θ)) that were introduced by Khintchine [12, 13] , Jarník [11] and Bugeaud and Laurent [4, 5] . Hence, for 1 ≤ d ≤ n−2 we sometime call these exponents the intermediate exponents.
We have the straightforward relations ω 0 (θ) ≤ ω 1 (θ) ≤ · · · ≤ ω n−1 (θ), ω 0 (θ) ≤ω 1 (θ) ≤ · · · ≤ω n−1 (θ), and Minkowski's First Convex Body Theorem [15] and Mahler's compound convex bodies theory provides the lower bounds
Khintchine [13] was the first to notice that these exponents are related, with his transference principle between ω 0 and ω n−1 . In [14] , Laurent provides a splitting of Khintchine's Transference Principle in terms of the intermediate exponents ω d . In [17] , Roy shows that it is optimal. Theorem 1.1 (Laurent -Roy). Let n ≥ 2, for all n-tuple of real numbers θ = (θ 1 , . . . , θ n ) with 1, θ 1 , . . . , θ n Q-linearly independent, the exponents satisfy ω 0 (θ) ≥ 1 n and the following relations for 1 ≤ d ≤ n − 1:
where the left hand side is
there exists a n-tuple θ = (θ 1 , . . . , θ n ) of real numbers with 1, θ 1 , . . . , θ n Q-linearly independent such that for 0 ≤ d ≤ n − 1, one has
In particular, if the equality ω d = d+1 n−d holds for some 0 ≤ d ≤ n − 1, it holds for all 0 ≤ d ≤ n − 1. Following the denomination of [14] and [18] , we call going up and going down the left and right hand-side of (1.1).
Diophantine sets.
We are going to consider the Hausdorff and packing dimensions of these sets and their intersections. Hausdorff dimension was introduced by F. Hausdorff [9] , while the packing dimension was introduced by Tricot [21] . For basics and more on these notions, see [7] and [2] .
Jarník [10] and Besicovitch [1] obtained the Hausdorff dimension of Diophantine sets when d = 0 and d = n − 1.
Note that Bovey and Dodson extended the result to the case of matrices [3] .
We now provide new results concerning Hausdorff and packing dimensions of Diophantine sets, extending Theorem 1.2 to the intermediate exponents.
In particular, the Hausdorff dimension is full if and only if ω d (θ) = It appears that the packing dimension of Diophantine sets is full in a strong sense. Theorem 1.4. Fix the dimension n ≥ 2, choose a n-tuple of real numbers ω 0 , . . . , ω n−1 satisfying the going-up and going down relations (1.1). Then
Here and after, the condition that ω 0 , . . . , ω n−1 satisfy (1.1) ensures that our intersections are not empty.
Finally, we provide the exact Hausdorff dimension of intersections of Diophantine sets.
Theorem 1.5. Fix the dimension n ≥ 2, choose a n-tuple of real numbers ω 0 , . . . , ω n−1 satisfying the going-up and going down relations (1.1). Then
In particular, the Hausdorff dimension is full if and only if
The going-up and going down relations (1.1) provide that for any 0
We can use these formulae to compute the Hausdorff dimension of the sets d∈Dn W d n (ω d ) where D n is any subset of {0, . . . , n − 1}. In particular, we recover Theorem 1.3 and we have Corollary 1.6.
Note that in this case, as expected, the Hausdorff dimension is bounded above by
We have equality when ω 0 is respectively the upper and lower bound in Khintchine's transference principle.
It is an interesting open question to extend these results to the case of intermediate exponents of matrices, or to Diophantine sets related to uniform exponents. See the related definitions in [8] , and open questions in [6, §3] .
Variational principle in parametric geometry of numbers
We use the notation introduced by Roy in [16, 17] which is essentially dual to the one of Schmidt and Summerer [20, 19] . We refer the reader to these papers for further details. Here x · y = x 1 y 1 + · · · + x n y n is the usual scalar product of vectors x and y, and
Let u = (u 0 , . . . , u n ) be a vector in R n+1 , with Euclidean norm u 2 = 1. For a real parameter Q ≥ 1 we consider the convex body
Finally, we define the following map associated with u:
The lattice Z n+1 is invariant under permutation of coordinates. Hence, L u remains the same if we permute the coordinates in u. Since u 2 = 1 we can thus assume that u 0 = 0.
The following proposition links the exponents of Diophantine approximation associated with θ = (
) to the behavior of the map L u , assuming u 0 = 0. It was first stated by Schmidt and Summerer in [20] (Theorem 1.4). It also appears as Relations (1.8) and (1.9) in [19] . In the notation of Roy [17] (Proposition 3.1), it reads as follows.
, with Euclidean norm u 2 = 1 and
). We have the following relations:
.
Thus, if we know an explicit map P = (P 1 , . . . , P n+1 ) : [0, ∞) → R n+1 , such that L u −P is bounded, then we can compute the 2n exponentsω 0 (θ), . . . ,ω n−1 (θ), ω 0 (θ), . . . , ω n−1 (θ) for the above point θ upon replacing L u,d by P d in the above formulas for 1 ≤ d ≤ n. For this purpose, we consider the following family of maps, introduced by Roy in [17] . Definition 2.2 (Roy, 2014) . Let I be a subinterval of [0, ∞) with non-empty interior. A Roy-system of dimension n + 1 on I is a continuous piecewise linear map P = (P 1 , . . . , P n+1 ) : I → R n+1 with the following three properties.
(S1): For each q ∈ I, we have 0 ≤ P 1 (q) ≤ · · · ≤ P n+1 (q) and
If H is a non empty open subinterval of I on which P is differentiable, then there are integers r,r with 1 ≤ r ≤r ≤ n + 1 such that P r , P r+1 , . . . , Pr coincide on the whole interval H and have slope 1/(r − r + 1) while any other component
If q is an interior point of I at which P is not differentiable, if r,r, s,s are the integers for which
and if r <s, then we have P r (q) = P r+1 (q) = . . . = Ps(q). ( Roy, 2014) . For each non-zero point u ∈ R n+1 , there exists q 0 ≥ 0 and a
In a landmark paper, Das, Fishman, Simmons and Urbański [6] provide a quantitative version of Roy's Theorem, and extend it to the case of matrices. We state it here in the particular case of vectors, but first we need some definitions.
For a Roy-system P on [Q 0 , ∞), we define the local contraction rate δ(P, q) by δ(P, q) = n + 1 − κ where κ = min{k | P ′ k (q) > 0}. We then consider the average contraction rate defined by
and consider the lower and upper average contraction rates δ(P) and δ(P) defined by
Theorem 2.4 (Variational principle, Das -Fishman -Simmons -Urbański, 2019). Be P a set of Roy-systems on [Q 0 , ∞) closed under finite perturbation. Let
Proof of Theorems on dimensions of intersection of Diophantine sets
In this section, we prove the results concerning the Hausdorff and packing dimensions of Diophantine sets and their intersections. For this, we apply the variational principle.
3.1. Idea of the proofs. Consider F the set of Roy-systems at finite distance of the set
By the remark following Proposition 2.1, it is closed under finite perturbation. The variational principle provides that:
Here, δ(P) and δ(P) are the lower and upper average contraction rates, defined in (2.1) and (2.2).
Hence, we get a good lower bound for dimensions if we find Roy-systems P ∈ F with a high lower or upper average contraction rates. The idea is that the contraction rate is maximal and equal to n if and only if the first component is growing, in particular when all the components are equal and growing with slope 
We define a Roy-system P ε on [1, ∞). On the intervals of the form [Q 2k+1 , Q 2k+2 ], P ε is defined by P 1 (q) = · · · = P n+1 (q) = q n+1 and the local contraction rate is maximal :
On the intervals of the form [Q 2k , Q 2k+1 ], P ε is defined by the following pattern (see Figure  1) . At Q 2k , we have
n+1 . Then, the d + 1 components P n−d+1 , . . . , P n+1 grow together with slope 1 d+1 until reaching the value
, the contraction rate is δ(I) = d. Then, the n − d components P 1 , . . . , P n−d grow together with slope
= Q 2k+1 . On this interval the contraction rate is δ(I) = n.
Since P 1 + · · · + P n−d has slope 0 on the intervals [Q 2k ,
Q 2k ] and 1 otherwise, we have lim inf
The local contraction rate is always bounded above by n, so we deduce the equality for the packing dimension.
The average contraction rate ∆(P ε , Q) reaches its local minima at
Indeed, the local contraction rate is d on the intervals [Q 2k ,
Q 2k ] and n otherwise. Hence,
The lower bound for the Hausdorff dimension follows. If ω d = ∞, we replace the value of ω d by w k in the construction of each interval [Q 2k , Q 2k+1 ], where w k → k→∞ ∞. All the computation holds, and we get the same lower bound for the Hausdorff dimension.
For the upper bound, we consider the potential function Φ(q) = dq + (n + 1)(P 1 (q) + · · · + P n−d (q)).
Lemma 3.1. Let I be an interval of linearity for P. Then for q ∈ I,
Proof of Lemma 3.1. Fix an interval of linearity of P. Consider k to be the minimal index such that P ′ k > 0 on I, and j the maximal index such that P k = · · · = P k+j . We recall that by definition δ(I) = n − k + 1. With these definitions, the derivatives on I are
Integrating the inequality of Lemma 3.1 gives
Dividing by q and then taking the lim inf q→∞ gives
This finish the proof of Theorem 1.3.
3.3. Proofs of Theorems 1.5 and 1.4. Fix n ≥ 2, and choose ω 0 , . . . ω n−1 satisfying the going up and going down inequalities (1.1).
Define
, where 1/∞ = 0. It follows from (1.1) that a d is increasing with d. See also [17] . Assume first that ω n−1 = ∞ and thus a 1 > 0, we treat this pathological case later.
For 1 > ε > 0, we choose Q 0 = 1, and define the sequence (Q k ) k≥0 by Q 0 = 1 and the recurrence
Define q j for 0 ≤ j ≤ 2n by
Note that q n = a 1 + · · · + a n+1 = 1. To simplify formulae, we set α i =
We define a Roy-system P ε on [Q 0 , ∞), by defining it on each subinterval [Q k , Q k+1 ]. On the intervals of the form [Q 2k+1 , Q 2k+2 ], we set P ε by P 1 (q) = · · · = P n+1 (q) = q n+1 , where the local contraction rate is maximal :
, and for all k we have Q 2k = Q 2k+1 , meaning that P ε is defined by
On the intervals of the form [Q 2k , Q 2k+1 ], we construct a pattern illustrated by Figure 2 .
. . .
n-1 n-2 0 n n n n We start with
. . , P n+1 grow together with slope 1 n−d . On this interval of derivability of length
Then, for 0 ≤ d ≤ n, on the interval [ρ n+d Q 2k , ρ n+d+1 Q 2k ], the d + 1 components P 1 , . . . , P d+1 grow together with slope 1 d+1 . On this interval of derivability of length
This satisfies the conditions of a Roy-system.
Here, the main pattern is appearing with low frequency on the intervals [Q 2k , Q 2k+1 ] and is essentially the one constructed by Roy in [17] . He showed in detail that lim inf
Hence, the points θ associated to P by Roy's theorem are in the set
, and the upper (resp. lower) average contraction rate of P ε is a lower bound of the Hausdorff (resp. packing) dimension of this set.
First, we study the upper average contraction rate, and thus the packing dimension.
Hence for every 1 > ε > 0,
Since the local contraction rate is always bounded above by n, we deduce that the packing dimension is full. This proves Theorem 1.4.
We now study the lower average contraction rate, and thus the Hausdorff dimension.
The average contraction rate ∆(P ε , t) reaches its local minima at ρ n Q 2k , provided ε ≤ 1 2n . Indeed, starting with the estimate of ∆(P ε , Q 2k ), one can prove that ∆(P ε , q) is decreasing on [Q 2k , ρ n Q 2k ], as the local contraction rate stays lower than its value. Thus,
Hence the expected lower bound for the Hausdorff dimension.
We now deal with the pathological case, based on a light adjustment of the previous construction. The main idea is that the parameters (a d ) n+1 d=1 do not have to be constant, and can vary with k. The pathology is when ω n−1 = ∞, then we would have a 1 = 0 and our construction collapse. In this case, we replace a 1 by a sequence (a 1,k ) k≥0 that strictly decreases to a 1,k → 0. Then for 2 ≤ d ≤ n + 1 we set a d,k = max(a d , a d−1,k ). Unfortunately, they do not sum to 1, so we need to renormalize. We definẽ
We now consider the sequence (Q k ) k≥0 defined by Q 0 = 1 and
Mutatis mutandis a d byã d,k , we follow the previous construction on the intervals [Q k , Q k+1 ]. Previous computations holds, and the same conclusion follows.
We now need an upper bound for the Hausdorff dimension. We consider the potential function
Lemma 3.2. Let I be an interval of linearity for P. Then for q ∈ I,
Proof of Lemma 3.2. Fix an interval of linearity of P. Consider k to be the minimal index such that P ′ k > 0 on I, and j the maximal index such that P k = · · · = P k+j . We recall that by definition δ(I) = n − k + 1. With these definitions, the derivatives on I are P ′ k = · · · = P ′ k+j = .
