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TYPE II BLOW UP MANIFOLDS FOR THE ENERGY
SUPERCRITICAL SEMILINEAR WAVE EQUATION
CHARLES COLLOT
Abstract. We consider the semilinear focusing wave equation
∂ttu−∆u− u|u|
p−1 = 0
in large dimensions d ≥ 11 and in the radial case. For a range of supercritical
nonlinearities p > p(d) > 1 + 4
d−2
, for each integer large enough ℓ > α(d, p) > 2,
we construct a Lipschitz manifold of codimension ℓ − 1 of solutions blowing up
in finite time T by concentrating the soliton (stationnary state) profile:
u(t, r) ∼
1
λ(t)
2
p−1
Q
(
r
λ(t)
)
at the quantized blow up rate :
λ(t) ∼ cu(T − t)
ℓ
α .
The solutions can be chosen C∞ and compactly supported. In that case the
blow up is of type II i.e all norms below scaling remain bounded
lim sup
t↑T
‖∇su(t),∇s−1∂tu(t)‖L2 < +∞ for 1 ≤ s < sc =
d
2
−
2
p− 1
.
Our analysis adapts the robust energy method developed for the study of energy
critical bubbles [22], [31], [32, 33], the study of this issue for the supercritical
semilinear heat equation [5], [21], [29, 30] and the analogous result for the energy
supercritical schrödinger equation [23].
1. Introduction
1.1. The semilinear wave equation. We study in this paper the focusing semi-
linear wave equation in the radial case:
(NLW )
{
∂ttu−∆u− |u|p−1u = 0,
u|t=0 = u0, ∂tu||t=0 = u1, (t, x) ∈ R
+ × Rd, u(t, x) ∈ R. (1.1)
If u(t, x) is a solution then uλ(λt, x) = λ
2
p−1u(λt, λx) for λ > 0 is also a solution.
This scaling symmetry is an isometry of the critical homogeneous Sobolev space
‖uλ(λt, ·), ∂t(uλ(λt, ·))‖H˙sc×H˙sc−1 = ‖u(λt, ·), (∂tu)(λt, ·)‖H˙sc×H˙sc−1
for sc =
d
2 − 2p−1 . Here we consider energy supercritical nonlinearities:
p > 2∗ − 1 = 1 + 4
d− 2 , d ≥ 3 (ie sc > 1).
Under these conditions (NLW) is locally well posed in Hsc × Hsc−1 (see [19], [35]
and references therein). If the nonlinearity is analytic p = 2q+1, q ∈ N∗, the flow
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propagates Sobolev regularity. If a solution has a finite maximal time of existence
T < +∞ (we then say that it blows up) all supercritical norms must explode:
lim
t↑T
‖u(t), ut(t)‖H˙s×H˙s−1 = +∞ for s > sc.
This paper is part of the study of the blow up phenomenon. We investigate here a
special blow up scenario: the concentration at a point.
1.2. Blow up for (NLW). The question of singularity formation for (NLW) has
attracted a considerable attention since the pioneering works by John [8]. From
finite speed of propagation, using the constant in space solution
u(t, x) =
C
(T − t) 2p−1
one can construct solutions blowing up like the ODE utt = u
p. They are called type
I blow up and correspond to a complete blow up
lim
t→T
‖u(t), ∂tu(t)‖H˙1×L2 → +∞.
In the subconformal case (sc ≤ 12) the recent works by Merle and Zaag [24, 25, 26]
give in particular a complete description of the local singularity, being always a type
I blow up bubble, and we refer to this monumental series of works for complete ref-
erences on the history of the problem. Recently also, general upper bounds on the
blow up rates have been obtained [4], [11] in the superconformal, energy subcritical
case (12 < sc < 1).
The situation is much more poorly understood in the energy critical and super
critical regime sc ≥ 1. In this case, a new stationary solution arises: the soliton
profile Q which is the unique up to scaling radially symmetric solution to
∆Q+Qp = 0, d ≥ 3, sc ≥ 1.
Other blow ups than Type I appear, because this profile is at the heart of a new
concentration phenomenon. The first construction of such blow up solution in the
energy critical setting goes back to Krieger, Schlag and Tataru [17] (the result being
improved in [13]) in dimension 3 where blow up bubbles of the type
u(t, r) ∼ 1
λ(t)
1
2
Q
(
r
λ(t)
)
, λ(t) ∼ (T − t)ν (1.2)
for all ν > 1 are constructed. This result is a by product of the approach developed
for the 2-dimensional energy critical wave map problem in the seminal work [16]. A
different approach is implemented in [7] in the continuation of the energy method
developed by Merle, Raphaël and Rodnianski for the study of the energy critical
wave map problem [31] and the energy critical Schrödinger map problem [22]. In
particular Hillairet and Raphaël obtained in the energy critical case in dimension 4
blow up bubbles of the form
u(t, r) ∼ 1
λ(t)
Q
(
r
λ(t)
)
, λ(t) ∼ (T − t)e−
√
|log(T−t)|. (1.3)
An essential difference between these two constructions is the rigidity in the law
(1.3) with respect to the continuum of blow up speeds (1.2) which reflects the fact
that all solutions corresponding to (1.3) are arbitrarily smooth, while the continuum
(1.2) generically corresponds to the propagation of a singularity on the light cone.
In the related work [33] for the energy critical heat flow, the existence of a countable
family of blow up rates for C∞ data is showed, and this result could be propagated
3to the energy critical wave equation as well.
In the energy super critical setting sc > 1, much less is known. Recently, Duy-
ckaerts, Kenig and Merle showed in [3] the explosion of the critical norm at blow
up time in dimension 3 (see also [10] and [1] in dimension 5). Type I or ODE blow
up solutions of course still exist, and their stability is addressed by Donninger and
Schörkhuber in [2]. The existence of large global solutions is proved by Krieger and
Schlag in [14]. In comparison, the nonlinear heat equation is better understood.
Another type of blow up solution was predicted in large dimensions d ≥ 11 and
large nonlinearities p ≥ p(d) in the pioneering work by Herrero and Velasquez [5].
These so called type II blow up bubbles are rigorously constructed in [29, 30] using
the breakthrough approach developed by Matano and Merle [20, 21]. The collection
of these works yields a complete classification of the type II blow up scenario for the
radially symmetric energy supercritical heat equation. The main restriction of these
techniques however is the systematic use of the maximum principle which cannot
be extended to the dispersive setting.
In the breakthrough work [23], the authors fully revisit the construction of type
II blow up bubbles and show how the energy critical approach developed in [31],
[22], [32, 33] can be extended to the energy supercritical setting to construct type
II blow up solutions for the Schrödinger equation. Our main claim in this paper
is that this analysis can be propagated to the wave equation to construct the first
family of type II blow up bubbles in the energy supercritical setting.
1.3. Statement of the result. Let us introduce some numbers attached to the
super critical numerology. Let d ≥ 11 and let the Joseph-Lundgren exponent be
pJL = 1 +
4
d− 4− 2√d− 1 . (1.4)
Then for p > pJL, the soliton profile admits an asymptotic expansion
Q(r) =
c∞
r
2
p−1
+
a1
rγ
+ o
(
1
rγ
)
, a1 6= 0, (1.5)
with
c∞ =
[
2
p− 1
(
d− 2− 2
p− 1
)] 1
p−1
, γ =
1
2
(d− 2−
√
△) > 0 (1.6)
and where
△ = (d− 2)2 − 4pcp−1∞ (△ > 0 for p > pJL).
These numbers describing the asymptotic behavior of the soliton are essential in the
analysis of type II blow up bubbles and we claim:
Theorem 1.1 (Type II blow up for the energy super critical wave equation). Let
d ≥ 11, pJL be given by (1.4) and a nonlinearity
p = 2q + 1, q ∈ N∗, p > pJL. (1.7)
Let γ be given by (1.6) and define:
α = γ − 2
p− 1 . (1.8)
Assume moreover: (
d
2
− γ
)
/∈ N. (1.9)
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Pick an integer
ℓ ∈ N with ℓ > α, (1.10)
and a large enough regularity exponent
s+ ∈ N, s+ ≥ s(ℓ) (s(ℓ)→ +∞ as ℓ→ +∞).
Then there exists a radially symmetric initial data (u0, u1) ∈ Hs+ × Hs+−1(Rd)
such that the corresponding solution to (1.1) blows up in finite time 0 < T < +∞
by concentrating the soliton profile:
u(t, r) =
1
λ(t)
2
p−1
(Q+ ε)
(
r
λ(t)
)
(1.11)
with:
(i) Blow up speed:
λ(t) = c(u0)(1 + ot↑T (1))(T − t)
ℓ
α , c(u0) > 0; (1.12)
(iii) Asymptotic stability above scaling in renormalized variables:
lim
t↑T
‖ε(t, ·), λ(∂tu)λ(t, ·)‖H˙s×H˙s−1 = 0 for all sc < s ≤ s+; (1.13)
(iv) Boundedness below scaling:
lim sup
t↑T
‖u(t), ∂tu(t)‖H˙s×H˙s−1 < +∞ for all 1 ≤ s < sc; (1.14)
(v) Behavior of the critical norms:
‖u(t)‖H˙sc =
[
c(d, p)
√
ℓ+ ot↑T (1)
]√
|log(T − t)|, (1.15)
lim sup
t↑T
‖∂tu(t)‖H˙sc−1 < +∞. (1.16)
The proof of Theorem 1.1 relies on an explicit construction of blow up solutions.
It allows us to find a whole set of initial data leading to such a blow up, and to
investigate its topological properties:
Theorem 1.2. We keep the notations and assumptions of Theorem 1.1. Let a
slightly supercritical regularity exponent σ = σ(ℓ) satisfying:
0 < σ − sc ≪ 1 small enough.
There exists a locally Lipschitz manifold of codimension ℓ − 1 in the Banach space
H˙σ ∩ H˙s+ × H˙σ−1 ∩ H˙s+−1 of initial data leading to the blow up scenario described
by Theorem 1.1. We point out that as α > 2, the codimension satisfies ℓ− 1 > 2.
Comments on Theorem 1.1 and Theorem 1.2
1. On the assumptions on the nonlinearity p. The assumption (1.9) is a technical one
that avoids the presence of logarithmic losses in some weighted Hardy inequalities
that we use; a similar assumption can be found in [23]. These logarithms appear in
some analysis tools, but not in the construction of the approximate blow up solution
as in the critical settings [7], [31], [22]. This is why we believe that the assumption
(1.9) could be removed. The assumption p = 2q+1 makes the nonlinearity analytic
and hence C∞ regularity is propagated by the flow. For a nonlinearity with limited
regularity, given a large integer ℓ, a blow up solution satisfying (1.12) can be con-
structed for p ≥ p(ℓ) large enough using the same methodology.
52. The manifold construction. To prove Theorem 1.1 we employ an approximate
blow up profile having ℓ− 1 directions of unstability. We use Brouwer’s fixed point
theorem to obtain the existence of an initial datum for which these unstable modes
stay under control, following [23], [33]. Here we further show the Lipschitz regular-
ity of the set of initial data we consider. All other solutions starting close to that
manifold undergo finite time instabilities and leave a neighborhood of that manifold.
Nonetheless we cannot say anything once they have left. Manifold construction is
an important step toward the understanding of the dynamics near the ground state
(see [12] for the energy critical wave equation) and the control of some parameters
in blow up dynamics can be subtle [15].
3. On quantization of blow up rates. The quantization of blow up rates (1.12) ex-
ists in the case of the heat equation where it is sharp (a classification theorem is
in [30]), and for the harmonic heat flow [33]. It is a consequence of the regularity
and decay associated to our initial data which in particular can be chosen in C∞c (Rd).
The strength and robustness of our approach is first that it relies on the deriva-
tion of the universal system of ODE’s driving the evolution of the approximate blow
up profile avoiding any sort of matching procedure, second that the control of the
error term is performed using energy estimates only and not spectral estimates. For
both these reasons, we expect that our analysis can be propagated to the non radial
problem as well, this will be addressed in a forthcoming work.
Acknowledgment. The author is supported by the ERC advanced grant BLOW-
DISOL. This paper is part of the author PhD, and I would like to thank my advisor
P. Raphaël for his guidance and advice during the preparation of this work.
Notations: Here are the main notations and relations used all along the paper.
Super critical numerology: Given d ≥ 11, p > pJL (defined in (1.4)), we let α and
α2 be the roots of the polynomial X
2 − (d− 2− 4
p−1)X + 2(d− 2− 2p−1) satisfying
α < α2. One can check that the condition p > pJL ensures the reality of α and α2,
and that they are not equal (see Lemma 2.2). This definition is coherent with the
formula (1.8). We recall the following relation:
α = γ − 2
p− 1 > 2,
where γ was defined in (1.6). We define1:{
k0 := E[
d
2 − γ] > 1,
δ0 :=
d
2 − γ − k0, 0 < δ0 < 1.
(1.17)
because we are assuming
(
d
2 − γ
)
/∈ N, so that
d = 2γ + 2k0 + 2δ0. (1.18)
We let
g := min(α,α2 − α1)− ǫ > 0 (1.19)
and
g′ := min(g, 2, 1 + δ0 − ǫ) > 0 (1.20)
1where we recall the definition of the entire part E[x] ≤ x < E[x] + 1, E(x) ∈ Z.
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be the two real numbers that will quantify some gain in the asymptotics of our
objects later on. ǫ stands for a very small constant 0 < ǫ ≪ 1 that can be chosen
independently of the sequel. The presence of −ǫ and 1+ δ0 is just a way to simplify
the writing of results later on.
Notations for the analysis: For the sake of simplicity, we will use the following equiv-
alent formulation for the focusing nonlinear wave equation (NLW):
(NLW )
{
∂tu = F (u),
u|t=0 = u0
(t, x) ∈ R+ × Rd, u(t, x) : Rd → R× R. (1.21)
We will consider radial solutions: u(x) = u(r) where r = |x|. We refer to the
coordinates of a function u as u(1) and u(2):
u =
(
u(1)
u(2)
)
. (1.22)
We let the expression F be:
F (u) :=
(
u(2)
∆u(1) + f(u(1))
)
, f(t) := |t|p−1t. (1.23)
The bold notations will always refer to vectors. We make an abuse of notation
(regarding (1.22)) by still denoting the stationnary state introduced earlier by Q:
Q :=
(
Q
0
)
.
Given a large integer L≫ 1, we define the Sobolev exponent:
sL := k0 + 1 + L. (1.24)
We will use the standard scalar product on L2(Rd) and L2(Rd)× L2(Rd):
〈u, v〉 :=
∫
Rd
uv and 〈u,v〉 :=
∫
Rd
u(1)v(1) +
∫
Rd
u(2)v(2).
Let 0 < λ, we denote the renormalized function by:
uλ(x) :=
(
λ
2
p−1u(1)(λy)
λ
2
p−1
+1
u(2)(λy)
)
. (1.25)
The rescaled coordinates are then:
uλ :=
(
u
(1)
λ
u
(2)
λ
)
. (1.26)
We let the generator of the scaling be:
Λu :=
(
Λ(1)u(1)
Λ(2)u(2)
)
:=


(
2
p−1 + y.∇
)
u(1)(
2
p−1 + 1 + y.∇
)
u(2)

 .
We introduce the renormalized space variable:
y :=
r
λ
.
Given b1 > 0, we define:
B0 :=
1
b1
, B1 := B
1+η
0 (1.27)
7where η is a small number 0 < η ≪ 1 which will be choosen later. We denote by
Bn(R) := {x = (x1, ..., xn) ∈ Rn,
∑d
i=1 x
2
i ≤ R2},
Sn(R) := {x = (x1, ..., xn) ∈ Rn,
∑d
i=1 x
2
i = R
2},
Cn(r,R) := {x = (x1, ..., xn) ∈ Rn, r2 ≤
∑d
i=1 x
2
i ≤ R2},
the standard closed ball, sphere and ring of the standard euclidian n-dimension real
space. For u ∈ Rn we denote the standard euclidian norm by:
|u| :=
(
n∑
i=1
u2i
) 1
2
.
We introduce a generic radial, C∞ cut-off function:
χ ≡ 1 on Bd(1), χ ≡ 0 on Rd\Bd(2). (1.28)
And we adjust the zone of the cut by denoting, for B > 0:
χB : y 7→ χ
( y
B
)
. (1.29)
We use the Kronecker delta notation:
δi,j :=
{
1 if i = j,
0 otherwise.
(1.30)
Analysis near the ground state: The linearized operator near Q of equation (1.21)
is given by:
Hε :=
( −ε(2)
−∆ε(1) − pQp−1ε(1)
)
=
(
0 −1
−∆− pQp−1 0
)
ε, (1.31)
so that:
F (Q+ ε) = −Hε+NL. (1.32)
Here NL stands for the purely nonlinear term:
NL :=
(
0
f(Q+ ε(1))− f(Q)− pQp−1ε(1)
)
. (1.33)
We define:
L := −∆− pQp−1, (1.34)
so that:
H =
(
0 −1
L 0
)
. (1.35)
Eventually, we note the potential:
V := pQp−1. (1.36)
1.4. Strategy of the proof. We start by a summary of the main ideas involved
in the proof of Theorem 1.1 and Theorem 1.2. We employ the same notations as in
the critical settings, and use the formulation of (NLW) via (1.21).
(i) Constructing of an approximate blow-up profile: We study the dynamics close
to the family of solitons
(
Q 1
λ
)
λ>0
. We start at the scale λ(0) = 1 and look for a
perturbation T 1 such that at first order the dynamics moves along the branch:
−λtΛQ = λt ∂
∂λ
(
Q 1
λ
)
|λ=1
∼ ∂t
(
Q 1
λ
+ b1T 1, 1
λ
)
|t=0
= F (Q+ b1T 1) ∼ −b1H(T 1).
(1.37)
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So T 1 is given by: T 1 = −H−1ΛQ. When applying a scale change we get:
F
(
Q 1
λ
+ b1T 1, 1
λ
)
∼ −b1 ∂
∂λ′
(
Q 1
λ′
)
|λ′=λ
.
Consequently, for the approximate solution Q 1
λ(t)
+ b1(t)T 1, 1
λ(t)
the evolution of the
scaling is given by λt = −b1. b1 is supposed to be a small parameter. In the previous
equations, we omitted the time evolution of b1T 1, 1
λ
, and the non linear terms NL
because we expect them to be of higher order. We now include them in (1.37) to
look for a time evolution of b1 given by higher order terms:
b1,tT 1, 1
λ
+
b21
λ
ΛT 1, 1
λ
∼ b1,tT 1, 1
λ
− λt b1
λ
ΛT 1, 1
λ
= ∂t
(
b1T 1, 1
λ
)
∼NL.
Surprisingly, as will be explained just afterwards, one has that ΛT 1, 1
λ
∼ (1−α)T 1, 1
λ
,
and thatNL is negligeable compared to
b21
λ
T 1, 1
λ
. So we end up with: b1,t = −1−αλ b21.
In short: we have a perturbation that at first order makes the solution move along
the branch, and at second order influences its own time evolution, the error in this
approximation being of third order.
In the same spirit, to allow additional movement along T 1 we let T 2 = −H−1(T 1),
and do the same matching technique for the profile Q 1
λ
+ b1T 1, 1
λ
+ b2T 2, 1
λ
with b2
of order b21 since we already know that λb1,t should be of this order. This gives:
λt = −b1, b1,t = 1λ(−(1− α)b21 + b2), and b2,t = −2−αλ b1b2.
Letting T i = (−1)iH−iΛQ and considering a general approximate profile of the
form Qb, 1
λ
:= Q 1
λ
+
∑L
i=1 biT i, 1
λ
gives in turn at first orders2:{
λt = −b1,
bi,t =
1
λ
(−(i− α)b1bi + bi+1). (1.38)
We point out at this stage that what we are doing is to build an approximate cen-
ter manifold Map = {(Qb, 1
λ
)b,λ} close to
(
Q 1
λ
)
λ>0
, tangent to the vector space
Span(T i) being the generalized kernel of the operator H . This manifold is deter-
mined by L+1 parameters. Thanks to a matching technique we have an insight for
the parameters behavior under the dynamics of (NLW): their time evolution should
be given by (1.38). We now explain what is the matching technique.
(ii) Tail dynamics: When constructing the profiles T i one has
3:
T i(r) ∼ r−γ+i−(i mod2), as r → +∞. (1.39)
Hence for i big enough it has an irrelevant growth at infinity. For this reason, to ob-
tain a reasonable approximate profile we cut the T i, 1
λ
’s in the zone y ∼ B1 because
it is the zone where biT i has the same size as ΛQ. The true approximate profile is
in fact of the form (Q+ χB1
∑L
i=1 T i) 1
λ
.
The important computations of the analysis are then done in the zone r ∼ λB1 (in
2with the convention bL+1 ≡ 0.
3where mod stands for the Euclidean division a = a mod2 + b, 0 ≤ b ≤ 1.
9renormalized variable y ∼ B1), where biT i, 1
λ
behaves like (1.39) because B1 ≫ 1.
As we will compute later in the analysis:
ΛT i = (i− α)T i +O(r−γ+i−(i mod2)−g′), as r → +∞.
This explains why we say that ΛT i, 1
λ
∼ (i − α)T i, 1
λ
: their difference is of lower
order in the relevant zone y ∼ B1. To truly understand that point, one has to read
the analysis to see how the size of a profile in the zone y ∼ B1 is directly related to
a polynomial size in terms of the main parameter b1 for some importants norms of
this profile.
This way, the system of ODE’s (1.38) is just computed on the asymptotics of the
profiles. This heuristic has been extensively used in blow-up problems.
(iii) Approximate blow-up profiles: The natural question is: what type of special
solutions does the approximate dynamics possess? For ℓ > α, there exists4 a solution
(λe(t), be(t)) of (1.38) such that λe(t) goes to 0 in finite time T with asymptotics
λe ∼ (T − t) ℓα . This means that the approximate dynamics makes Qbe(t), 1
λe(t)
blow
up in finite time. It is the approximate blow-up profile we are going to work with.
We note that for this special solution, the parameters have the following size:
bei . (b
e
1)
i, bei,s . (b
e
1)
i+1 (1.40)
We write the approximate dynamics under the form:
F (Qb, 1
λ
) = −b1 ∂∂λ′
(
Qb, 1
λ′
)
|λ′=λ
+ 1
λ
∑L
i=1(−(i− α)b1bi + bi+1) ∂∂bi
(
Qb′, 1
λ
)
b′=b
+ψ
where ψ denote the remainder which is of higher order.
(iv) Obtaining a blow-up solution for the full dynamics: We now want to prove
that this special solution persists in the full (NLW) dynamics. We look for a true
solution under the form u(t) = Qb(t), 1
λ(t)
+ ε 1
λ
(t). ε is the error term "orthogonal"
to the manifold Map. b(t) = be(t) + b′(t) and λ(t) = λe(t) + λ′(t) are perturbations
of the special trajectory (be(t), λe(t)), they represent the projection of u on the
manifold Map. We hope to find a solution for which ε, b′ and λ′ stay small, so that
the blow-up still happens.
To do that we use a bootstrap technique. We look at all the solutions starting
in a neighborhood O of the curve
(
Qbe(t), 1
λe(t)
)
0≤t≤T
⊂Map, and we prove that at
least one has to stay in this neighborhood, leading to a blow up. We write:
O =
(
Qbe(t), 1
λe(t)
)
0≤t≤T
+O1 ×O2,
meaning that U ∈ O if and only if ε ∈ O1 and (λ′, b′) ∈ O2. To measure the size of
the objects, as (1.40) holds, b1 will be the quantity of reference. Our analysis has
three main steps.
Modulation: We compute the time evolution of the parameters λ and b. We show
4see Lemma 2.16.
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an inequality of the type:∣∣∣∣(bei + b′i)t + 1λ((i− α)(be1 + b′1)(bei + b′i)− (bei+1 + b′i+1))
∣∣∣∣ ≤ 1λ(‖ ε ‖loc +bL+31 ).
‖ ε ‖loc comes from a local interaction term. It means that as long as ε stays in O1,
it does not influence too much the evolution of the parameters. That is to say, as
long as u(t) ∈ O, the dynamics of λe+λ′ and be+b′ are given at first orders by (1.38).
Energy method: We want to estimate the size of the error term ε. Its time evo-
lution is given by:
λ∂tε = −H 1
λ
ε+NL +ψ + ψ˜,
where ψ˜ is a corrective term as ε is orthogonal to Map. Under the smallness
assumption (b′, λ′) ∈ O2, ψ can be estimated, and under the smallness assumption
ε ∈ O1 so can be ψ˜. To measure the size of ε we introduce two norms. The first
one at high regularity:
EsL =
∫
ε(1)LsLε(1) +
∫
ε(2)LsL−1ε(2).
This quantity is coercive, and in particular it controls the usual Sobolev norm (see
Corollary D.4):
EsL &‖ ε ‖2H˙sL×H˙sL−1 .
The second norm we use is at a low regularity level:
Eσ =
∫
|∇σε(1)|2 +
∫
|∇σ−1ε(2)|2
for σ > sc slightly supercritical. The first one is the most essential for the analysis,
because it is with this adapted norm that one can see that the error stays smaller
than the perturbation involved in the approximate profile. We exhibit a Lyapunov
type monotonicity formula for this term:
d
dt
{ EsL
λ2(sL−sc)
}
.
b2L+1+δ1
λ2(sL−sc)+1
for δ = δ(d, p, L) > 0. This can be integrated to obtain:
EsL . b2L+δ1 .
When deriving this estimate, we need to control derivatives at a lower level to deal
with the non-linear term. This is why we also aim at controling Eσ. For this norm
we exhibit a similar estimate:
d
dt
{ Eσ
λ2(σ−sc)
}
.
b1+δ
′
1
λ2(σ−sc)+1
.
When integrated in time it gives:
Eσ . b2(σ−sc)(1+δ
′′)
1 .
When establishing the monotonicity formula for EsL , we also need to control a local
term that cannot be estimated directly with EsL and Eσ. This is done through the
use of a third tool: a Morawetz type quantity whose time evolution controls this
local term.
All these estimates show the following fact: if u(t′) ∈ O for 0 ≤ t′ ≤ t, ε en-
joys in fact better estimates giving in particular ε(t) ∈ O˚1.
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Conclusion a la Brouwer: We recapitulate what we have shown so far in the anal-
ysis: as long as u(t) ∈ O, the parameters evolve according to (1.38) plus a small
perturbation, and the error enjoys a better estimate ε ∈ O˚1. So a solution escapes
from O if and only if (b′, λ′) escape from (λe, be) + O2. We look at the dynamics
given by (1.38) in the set (λe, be) + O2. It admits (λe, be) as an hyperbolic equi-
librium. From standard argument a la Brouwer, even perturbed this equilibrium
should persist in some sense: there must exist at least one orbit staying forever in
(λe, be) +O2. This ends the proof of the existence of a true blow-up profile.
(v) The manifold construction: Once we have the existence of our special blow
up solutions, we investigate the topological properties of the set of their initial data.
If we assume that two solutions Qb, 1
λ
+ ε and Qb′, 1
λ′
+ ε′ blow up according to the
scenario we previously set up, we have enough informations and estimates to study
their difference. We analyse the evolution equations for the differences of parameters
bi−b′i and errors ε−ε′. We find that ℓ−1 differences of parameters evolve according
to an unstable linear dynamics, and that the dynamics of the L− ℓ+ 1 others and
the difference of errors is stable. The differences of the stable parameters and errors
only have a small feedback on the time evolution of the unstable parameters. Thus,
if the initial difference of the unstable parameters is too big compared to the initial
differences of the stable parameters and errors, the unstable linear dynamics wins
and expells the differences of unstable parameters away from 0. Hence one of the
two solutions cannot blow up according to our scenario, yielding a contradiction.
This gives that the unstable parameters have Lipschitz dependance on the stable
parameters and on the error and proves Theorem 1.2.
The paper is organized as follows. In section 2 we present the main tools to
understand the linear operator H . After that we are able to construct or primary
approximate profile in Proposition 2.12. We then localize this profile in the zone
y ≤ B1 and estimate the remainder of the approximate dynamics in Proposition
2.14. We end this section by studying the special solutions of the approximate
dynamics: the existence of special solutions for (1.38) is done in Lemma 2.16, their
linear stability is studied in Lemma 2.17. In section 3 we implement our bootstrap
method and state our main result of existence in Proposition 3.2. First we explain
how to "project" the full (NLW) on the manifold of approximate solutions in Lemma
3.1. Then we estimate the impact of ε on the dynamics of the parameters b and λ
by computing the modulations equations in Lemmas 3.3 and 3.5. In the second part
we estimate the error term ε. We start by deriving the monotonicity formula for
the low Sobolev norm in Proposition 3.6, then we do it for the high regularity norm
in Proposition 3.7, which is the main result of the section. We end the section with
deriving a Morawetz identity to control a local term that appeared earlier in the
computations in Proposition 3.9. In section 4 we end the proof of Proposition 3.2.
We show that in fact better bounds hold for the error term ε in Lemma 4.2. We
then examine the dynamics for the parameters in Lemmas 4.4 and 4.6, we show the
existence of a true blow-up solution by topological arguments. For the completeness
of the result we study the behavior of Sobolev norms in subsection 4.2. In Section
5 we investigate the topological properties of the set of initial data leading to such
a blow up scenario. In Proposition 5.2 we show that the for such solutions starting
at the same scale with some additional regularity, we have Lipschitz dependence
in adapted variables. We remove the extra assumptions in Proposition 5.13, which
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allows us to prove that the set of initial data staying in our blow up scenario is a
Lipschitz manifold whose codimension is explicit.
2. The linearized dynamics and the construction of the
approximate blow-up profile
To understand the dynamics close to the 1-parameter family of ground states(
Q 1
λ
)
λ>0
we study first its linearization. In this section we start by the presentation
of appropriate notions, and technical lemmas about the linearized operatorH . Once
we have these tools, we are able to create an approximate blow up profile in the
second part of this section.
2.1. The stationnary state and its numerology. From standard argument, all
smooth radially symmetric solutions to:
−∆φ− φp = 0,
are dilates of a given normalized ground state profile:
φ = Qλ, λ > 0,
{ −∆Q−Qp = 0
Q(0) = 1
.
We will now recall the asymptotic behavior ofQ. Most of them are known properties,
see [18], [9].
Lemma 2.1 (Asymptotic expansion of the ground state). Let p > pJL (defined in
(1.4)). We recall that g > 0, c∞ and γ are defined in (1.6) and (1.19). One has:
(i) Asymptotics at infinity:
∀k ≥ 0, ∂kyQ = ∂ky
[
c∞
y
2
p−1
+
a1
yγ
]
+O
(
1
yγ+g+k
)
, as y → +∞, (2.1)
for a non null constant a1 6= 0.
(ii) Degeneracy:
∀k ≥ 0, ∂kyΛ(1)Q = ∂ky
[
c
yγ
]
+O
(
1
yγ+g+k
)
, as y → +∞, (2.2)
for a non null constant c 6= 0.
(iii) Positivity of L:
L > δ(p)
y2
> 0 on H1(Rd), (2.3)
(iv) Positivity of Λ(1)Q:
Λ(1)Q > 0. (2.4)
Proof of lemma 2.1. Only the fact that a1 6= 0 is not proven in the references we
quoted. To prove it, we have to enter in details in their proof of the asymptotic
expansion. This is done in Lemma A.1 of Appendix A. 
We now state important properties of the numbers attached to the asymptotic
expansion of the ground state. A proof can be found in [23], Lemma A1.
Lemma 2.2 (supercritical numerology). Let d ≥ 11, pJL and, α be given by (1.4)
and (1.8). Then:
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(i) the condition p > pJL is equivalent to:
2 +
√
d− 1 < sc < d
2
.
(ii) α is real if and only if p > pJL. In that case there holds the bounds:
2 < α <
d
2
− 1.
2.2. factorization of L. The positivity of Λ(1)Q (2.4) implies from a direct calcu-
lation the factorization of this operator.
Lemma 2.3 (Factorization of L). Let:
W := ∂y(log(Λ
(1)Q)), (2.5)
and define the first order operators on radial functions:
A : u 7→ −∂yu+Wu, A∗ : u 7→ 1
yd−1
∂y(y
d−1u) +Wu. (2.6)
Then we have:
L = A∗A. (2.7)
Remark 2.4. The adjunction is taken with respect to the radially symmetric
Lebesgue measure: ∫
y>0
(Au)vyd−1dy =
∫
y>0
u(A∗v)yd−1dy.
Proof of Lemma 2.3. This factorization relies on the fact that Λ(1)Q > 0, and then
it is a standard property of Schrödinger operators with a non-vanishing zero. One
can compute:
A∗Au = −∆u+ (d− 1
y
W + ∂yW +W
2)u.
Then the result follows from:
d− 1
y
W + ∂yW +W
2 =
∆Λ(1)Q
Λ(1)Q
=
−LΛ(1)Q− V Λ(1)Q
Λ(1)Q
= −V,
where we used the fact that LΛ(1)Q = 0. 
We collect here the informations about the asymptotic behavior of the potentials
V and W which will be used many times in the sequel. These results are a direct
implication of the previous Lemma 2.1.
Lemma 2.5. (Asymptotic behavior of the potentials:) There holds:
(i) Asymptotics:
∂kyV =
{
O(1) as y → 0
ck
y2+k
+O
(
1
y2+α+k
)
as y → +∞ , (2.8)
∂kyW =
{
O(1) as y → 0
c′k
y1+k
+O
(
1
y1+g+k
)
as y → +∞ , (2.9)
with ck 6= 0, c′k 6= 0 and c′1 = −γ.
(ii) Degeneracy:
∂ky
(
d
dλ
[(Qλ)
p−1]|λ=1
)
= O
(
1
y2+α+k
)
as y → +∞. (2.10)
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2.3. Inverting H on radially symmetric functions. We first start by inverting
L. We are only considering radially symmetric functions, so ∆ = ∂yy + (d − 1)∂yy ,
and we can apply basic results from ODE theory. We will do this thanks to the
explicit knowledge of the kernel of L. Indeed from the rewriting:
A : u 7→ −Λ(1)Q∂y
(
u
Λ(1)Q
)
, A∗ : u 7→ 1
yd−1Λ(1)Q
∂y(y
d−1Λ(1)Qu), (2.11)
we note that:
Au = 0 iff u ∈ Span(Λ(1)Q), A∗u = 0 iff u ∈ Span
(
1
yd−1ΛQ
)
. (2.12)
It implies that for radially symetric functions:
Lu = 0 iff u ∈ Span(Λ(1)Q,Γ), (2.13)
with:
Γ(y) := Λ(1)Q(y)
∫ y
1
dx
xd−1(Λ(1)Q(x))2
. (2.14)
We already knew Λ(1)Q was in the kernel of L since it is the tangent vector to the
branch of stationnary solutions (Qλ)λ>0. We just found the second vector in the
kernel: Γ. From the asymptotic behavior (2.2) of Λ(1)Q, we deduce the following
asymptotic for Γ:
Γ ∼
y→0
−c
yd−2
and Γ ∼
y→+∞
c′
yγ
, (2.15)
c and c′ being two positive constants. Both results are obtained from (2.14), with
the fact that Λ(1)Q > 0 and the asymptotic (2.2) that implies:
0 <
∫ +∞
1
dx
xd−1(Λ(1)Q)2
≤ C
∫ +∞
1
dx
xd−1−2γ
< +∞,
where we used the relation from (1.6): d− 1− 2γ>1.
Now that we know the Green’s functions of L we can introduce the formal inverse:
L−1f := −Γ(y)
∫ y
0
fΛ(1)Qxd−1dx+ Λ(1)Q(y)
∫ y
0
fΓxd−1dx. (2.16)
One can check that for f smooth and radial we have indeed L(L−1f) = f . As we
do not have uniqueness for the equation Lu = f , one may wonder if this definition
is the "right" one. The answer is yes because this inverse has the good asymptotic
behavior at the origin and +∞, see Lemma 2.8. To compute easily the asymptotic,
we will use the following computational lemma.
Lemma 2.6. (Inversion of L:) Let f be a C∞ radially symmetric function, and
denote by u its inverse by L: u = L−1f given by (2.16), then:
Au =
1
yd−1Λ(1)Q
∫ y
0
fΛ(1)Qxd−1dx, u = −Λ(1)Q
∫ y
0
Au
Λ(1)Q
dx. (2.17)
This lemma says that to compute u = L−1f , we can do it in a rather easy way
in two times: first we compute Au, then we compute u knowing Au.
Proof of Lemma 2.6. We compute from the definition of Γ (2.14):
AΓ = −∂yΓ + ∂y(Λ
(1)Q)
ΛQ
Γ = − 1
yd−1Λ(1)Q
.
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We therefore apply A to the definition of u given by (2.16), and using the cancellation
A(ΛQ) = 0, we find:
Au =
1
yd−1Λ(1)Q
∫ y
0
fΛ(1)Qxd−1dx.
which, together with the definition of A (2.11) gives:
u = −Λ(1)Q
∫ y
0
Au
Λ(1)Q
dx+ cuΛQ,
cu being an integration constant. But from (2.16) we see that: u = O(y
2) and
Au = O(y) as y → 0. From that we deduce the nullity of the constant: cu = 0,
which establishes the formula. 
Knowing how to invert L, we define the inverse of H by the following formula:
H−1 :=
(
0 L−1
−1 0
)
. (2.18)
2.4. Adapted derivatives, admissible and homogeneous functions. The usual
derivatives, that is to say the ∇k ones, are not fit for the study of (NLW) close to the
family of ground states (Qλ)λ>0, because they do not commute with the linearized
operator L. In this subsection we describe the adapted derivatives we will use. The
asymptotic behavior of the adapted derivatives of the profiles, at the origin and at
infinity, is going to play an important role. The second significant property is the
vectorial position (when a function f has only one of its coordinate being non null).
For the profiles we will use later, these informations are contained in the notion of
admissible function. Given a radial function f(x) = f(|x|), we define the sequence:
fk = Akf
of adapted derivatives of f by induction:
f0 := f and fk+1 :=
{
Afk for k even,
A∗fk for k odd.
(2.19)
Definition 2.7. (Admissible functions:) Let p1 be a positive integer, p2 be a real
number, and ι an indice ι ∈ {0; 1}.
We say that a vector of functions f =
(
f (1)
f (2)
)
of two C∞ radially symmetric func-
tions is admissible of degree (p1, p2, ι) if:
(i) ι is the position:
f =
(
f (1)
0
)
(ie f (2) = 0) if ι = 0, and f =
(
0
f (2)
)
(ie f (1) = 0) if ι = 1. (2.20)
We will then write indifferently f to denote f (1) or f (2) in the two cases.
(ii) p1 describes the behavior near 0:
∀2p ≥ p1, f(y) =
2p∑
k=p1−ι, k even
cky
k +O(y2p+2), as y → 0. (2.21)
(iii) p2 describes the behavior at infinity:
∀k ∈ N, |fk(y)| = O(yp2−γ−ι−k) as y → +∞. (2.22)
The actions ofH andH−1 on admissible functions enjoy the following properties:
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Lemma 2.8. (Action of H and H−1 on admissible functions:) Let f be an admis-
sible function of degree (p1, p2, ι), with p2 ≥ −1 then:
(i) ∀i ≥ 0, H if is admissible of degree (max(p1 − i, ι), p2 − i, ι + imod2).
(ii) ∀i ≥ 0, H−if is admissible of degree (p1 + i, p2 + i, ι+ imod2).
Proof of Lemma 2.8. Action of H : We compute:
H2k = (−1)k
(Lk 0
0 Lk
)
, and H2k+1 = (−1)k
(
0 −Lk
Lk+1 0
)
. (2.23)
So that the property we claim holds by a direct check at the definitions of adapted
derivatives and admissible functions.
Action of H−1: We are going to prove the property by induction on i. We will
prove it for ι = 0, the proof being the same for ι = 1. We can suppose without loss
of generality that p1 is even. The property is true, of course, for i = 0. Suppose
now it is true for i. If i is even, then:
H−(i+1)f =H−1H−if =
(
0 L−1
−1 0
)(
(H−if)(1)
0
)
=
(
0
−(H−if)(1)
)
.
The induction hypothesis forH−if implies that the function H−(i+1)f is of degree
(p1 + i+ 1, p2 + i+ 1, 1). Suppose now i is odd. Then we have:
H−(i+1)f =
(
0 L−1
−1 0
)(
0
(H−if)(2)
)
=
(L−1(H−if)(2)
0
)
.
We write u = L−1(H−if)(2)). We have from the induction hypothesis:
(H−if)(2) =
2p∑
k=p1+i−1, k even
cky
k +O(y2p+2), as y → 0.
From (2.16) one can see the gain:
u =
2p∑
k=p1+i+1, k even
c′ky
k +O(y2p+2), as y → 0,
and since ι(H−(i+1)f) = 0, we get p1(H−(i+1)f) = p1 + 1.
From the induction hypothesis for H−if , and the relation uk = (H−if)
(2)
k−2 for
k ≥ 2, the asymptotic (2.22) at +∞ for u is true for k ≥ 2. One only needs to check
the asymptotic at +∞ for k = 0 and k = 1. We use the computational Lemma 2.6:
Au = 1
yd−1Λ(1)Q
∫ y
0 (H
−if)(2)Λ(1)Qxd−1dx = O
(
1
yd−1−γ
∫ y
0 x
p2+i−1−2γ+d−1dx
)
= O(yp2+i−γ),
where we used the asymptotic (2.2) of Λ(1)Q. Indeed the integral in the right hand
side is divergent from:
p2 + i− 1− 2γ + d = p2 + i+
√
△+ 1 > 0.
We then do the same for u:
u = −Λ(1)Q
∫ y
0
Au
Λ(1)Q
dx = O
(
y−γ
∫ y
0
xp2+i−γ+γ
)
= O(yp2+i+1−γ),
and from ι(H−1f) = 0 we deduce p2(H−1f) = p2 + i+ 1. 
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This notion of admissible function will be helpful to construct the approximate
blow-up profile. The building blocks of this profile are the generators of the kernel
of the iterates of H .
Lemma 2.9. (Generators of the kernel of H i:) We recall that the numbers α and
g′ are defined in (1.8), (1.20). Let (T i)i∈N denote the sequence of profiles given by:
T 0 := ΛQ, T i+1 := −H−1T i, i ∈ N. (2.24)
Let (Θi)i∈N be the associated sequence defined by:
Θi := ΛT i − (i− α)T i, i ∈ N. (2.25)
Then:
(i) T i is admissible of degree (i, i, imod 2).
(ii) Θi is admissible of degree (i, i− g′, i, imod 2).
This lemma states that the Ti’s and Θi’s have only one coordinate being non null,
depending on the parity of i. We will then make the following abuse of notation
(with respect to (1.22)):
T 2i =
(
T2i
0
)
, T 2i+1 =
(
0
T2i+1
)
, Θ2i =
(
Θ2i
0
)
and Θ2i+1 =
(
0
Θ2i+1
)
(2.26)
Proof of Lemma 2.9. From the degenerescence (2.2) and the fact that AΛ(1)Q = 0,
ΛQ is admissible of degree (0, 0, 0). Hence due to the properties of the action of
H−1 on admissible functions, the previous Lemma 2.8, we get that T i is admissible
of degree (i, i, imod2).
To prove the second part about the Θi’s we will procede by induction. The as-
ymptotic behavior of the solitary wave (2.2) ensures that the property is true for
Θ0 = Λ(ΛQ) + αΛQ. For i odd we have:
Θi =
(
0
Λ(2)T
(2)
i − (i− α)T (2)i
)
=
(
0
−
(
(Λ(1) + 1)T
(1)
i−1 − (i− 1 + 1− α)T (1)i−1
))
=
(
0
−Θ(1)i−1
)
.
So if the property is true for i even, it is true for i + 1 from a direct check at the
definition of the degree. Let us now assume that i is even, i ≥ 2. We compute the
following relation:
L(Λ(1)u) = 2Lu+Λ(1)Lu+ (2V + y.∇V )u. (2.27)
The asymptotic behavior of the potential (Lemma 2.5), implies the improved decay:
2V + y.∇V = O
(
1
y2+α
)
. (2.28)
We then compute:
L(Θ(1)i ) = −Θ(1)i−2 + (2V + y.∇V )T (1)i . (2.29)
The induction hypothesis, together with the decay property of the potential and
the degree of T i give that HΘi is of degree (i − 1, i − 1 − g′, 1). As 0 < g′ ≤ 2
we have that p2(HΘi) = i − 1 − g′ ≥ −1 and we can apply the inversion Lemma
2.8 about admissible functions: H−1(HΘi) is of degree (i, i − g′, 0). One has
L−1L(Θi) = Θi + aΛ(1)Q + bΓ, with a and b two integration constants. From the
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asymptotics Θi(y) →
y→0
0, L−1L(Θi) →
y→0
0, Λ(1)Q(y) →
y→0
c > 0 and Γ(y) →
y→0
+∞
one deduces a = b = 0. This means that Θi = L−1L(Θi) is of degree (i, i−g′, 0). 
In the following, we will have to deal with polynomial functions of the coefficients
bi. Knowing in advance that bi ≈ bi1 for the approximate blow-up profile5, we have
that
∏
bJii ≈ b
∑
iJi
1 . Given a L-tuple J of integers, we define:
|J |1 =
L∑
1
Ji, and |J |2 =
L∑
1
iJi. (2.30)
Definition 2.10 (Homogeneous functions). b denotes a L-tuple (bi)1≤i≤L. p1 is an
integer, p2 is a real number, ι is an indice ι ∈ {0; 1} and p3 is an integer. We say
that a function S(b, y) is homogeneous of degree (p1, p2, ι, p3) if it can be written as
a finite sum:
S =
∑
J∈J , |J |2=p3
(
L∏
i=1
bJii SJ(y)
)
,
#J < +∞, where for each J , SJ is an admissible function of degree (p1, p2, ι).
Because of the asymptotics of the potential W , see (2.5), asking that Akf behave
like y−γ+k+p2 at infinity is equivalent to say that ∂kyf behaves the same way. As a
consequence, the asymptotics can be multiplied, derived etc... which is the object
of the following computational lemma. It is a straightforward application of Lemma
B.1 from the Appendix.
Lemma 2.11 (Calculus on homogeneous functions:). Let f =
(
f
0
)
, g =
(
g
0
)
be
homogeneous of degree6 (p1, p2, 0, p3) and (p
′
1, p
′
2, 0, p
′
3) (p1 and p
′
1 even). Then:
(i) Multiplication: the product fg :=
(
fg
0
)
is an homogeneous profile of degree
(p1 + p
′
1, p2 + p
′
2 − γ, 0, p3 + p′3).
(ii) Multiplication by the potentials involved in the analysis: fQk :=
(
fQk
0
)
is an homogeneous profile of degree (p1, p2 − k 2p−1 , 0, p3)
2.5. Slowly modulated blow profiles and growing tails. We now construct
an approximate blow up profile using the tools we previously displayed. First, we
construct an approximate blow-up profile generating a blow up locally around the
origin, but far away nonetheless it is irrelevant because it has polynomial growth
(Proposition 2.12). Secondarily we cut this profile in a relevant zone to avoid this
problem (Proposition 2.14). This cutting procedure creates additional error terms
which will be estimated.
To manipulate the topological properties of the dynamics we will make use of the
following adapted norms for k ∈ N:
‖ u ‖2k = ‖ u(1)k0+1+k ‖2L2 + ‖ u
(2)
k0+k
‖2
L2
=
∫
u(1)Lk0+1+ku(1) + ∫ u(2)Lk0+ku(2), (2.31)
5see Lemma 2.16.
6we just state the result for ι = 0 as in (NLW) the nonlinearity only acts on the first coordinate.
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involving the k-th adapted derivative of u defined in (2.19). We will also the local
version of these norms:
‖ u ‖2k,(y≤M)=‖ u(1)k0+1+k ‖2L2(|y|≤M) + ‖ u
(2)
k0+k
‖2L2(|y|≤M) . (2.32)
As the scale λ of our solution is changing with time, we want to work with the
appropriate space variable y = r
λ
. The appropriate renormalized time is:
s(t) = s0 +
∫ t
t0
1
λ(τ)
dτ. (2.33)
Let u be a solution of (NLW) on the time interval [0, T [, and λ : [0, T [→ R∗+ be a
C1 function. We define the associated renormalized solution by:
v(y, s) = uλ(t)(y, t).
The time evolution of v is then given by:
∂sv = F (v) +
λs
λ
Λv. (2.34)
It is often easier to work with this renormalized flow.
In the next proposition we state the existence of a primary blow up profile. This
construction is related to the so-called center manifolds. The idea is to construct
a manifold, tangent to the vector space of the generalized kernel of the linearized
operator at the point Qλ, displaying a special dynamics. At the linear level, this
dynamics is driven by the linearized operator. At the quadratic level it is driven
by the scaling. The non linear terms only affect the dynamics at higher order, thus
being invisible as we work in a perturbative setting7. The dynamics on this manifold
is then easy to write down.
Proposition 2.12. (Construction of the approximate profile) Let a very large odd
integer 8:
L≫ 1 (2.35)
and let b = (b1, ..., bL) denote a L-tuple of real numbers, with b1 > 0. There ex-
ists a L-dimensional manifold of C∞ radially symmetric functions (Qb)b∈R∗+×RL−1
satisfying the following identity:
F (Qb) = b1ΛQb +
L∑
i=1
(−(i− α)b1bi + bi+1)∂Qb
bi
−ψb, (2.36)
where we used the convention bL+1 = 0. ψb stands for a higher order remainder
term situated on the second coordinate:
ψb =
(
0
ψb
)
. (2.37)
Let B1 be defined by (1.27). In the regime in which |bi| . |b1|i, 0 < b1 ≪ 1, it enjoys
the following estimates (the adapted norm is defined by (2.32)):
7this point will be made clearer when studying the full non-linear dynamics.
8we take L to be odd just to know the coordinates of the objects we are manipulating, but it
is not important.
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(i) Global9 bounds: For 0 ≤ j ≤ L:
‖ ψb ‖2j,(y≤2B1)≤ C(L)b
2j+2+2(1−δ0)+2g′−Cη
1 (2.38)
(ii) Local improved bounds:
∀j ≥ 0, ∀B > 1,
∫
y≤B
|∇jψ(1)b |2 + |∇jψ(2)b |2 ≤ C(j, L)BC(j,L)b2L+61 . (2.39)
The profile Qb is of the form:
Qb := Q+αb, αb :=
L∑
i=1
biT i +
L+2∑
i=2
Si, (2.40)
where T i is given by Lemma 2.9, and the Si’s is are homogeneous functions in the
sense of definition 2.10:{
Si := Si(b, y), 1 ≤ i ≤ L+ 2
S1 = 0
,
with: {
deg(Si) = (i, i− g′, i mod2, i)
∂Si
∂bj
= 0 for 2 ≤ i ≤ j ≤ L . (2.41)
Remark 2.13. Because of the form (2.40) of the profile Qb, including its time
evolution in (2.36) yields:
∂sQb − F (Qb) + b1ΛQb =Mod(t) +ψb, (2.42)
where:
Mod(t) =
L∑
i=1
[bi,s + (i− α)b1bi − bi+1]

T i + L+2∑
j=i+1
∂Sj
∂bi

 . (2.43)
From the homogeneity property of the Si’s (2.41), we have the following position
depending on the parity of i, and make the abuse of notation (regarding (1.22)):
S2i =
(
S2i
0
)
, S2i+1 =
(
0
S2i+1
)
. (2.44)
Proof of Proposition 2.12. Step 1: Computation of the error. We take a profile hav-
ing the form (2.40) and compute the following identity:
−F (Qb) + b1ΛQb = A1 −A2,
with:
A1 := b1ΛQ+
∑L
i=1[T i + biHT i + b1biΛT i] +
∑L+2
i=2 [HSi + b1ΛSi],
A2 :=
(
0
f(Q+ α
(1)
b )− f(Q) + f ′(Q)α(1)b
)
.
Knowing in advance the fact that Si ∼ bi1 and bi ∼ bi1 we rearange all the term
according to the power of b1:
A1 = b1(ΛQ+HT 1) +
∑L−1
1 [b1biΛT i + bi+1HT i+1 +HSi+1 + b1ΛSi]
+b1bLΛTL +HSL+1 + b1ΛSL + b1ΛSL+1 +HSL+2 + b1ΛSL+2
=
∑L−1
1 [b1biΛT i − bi+1T i +HSi+1 + b1ΛSi]
+b1bLΛTL +HSL+1 + b1ΛSL + b1ΛSL+1 +HSL+2 + b1ΛSL+2.
9here the zone y ≤ B1 is called global because we will cut the profile Qb in the next section at
this precise location.
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Because we have assumed p to be an integer, and from the localization of the T i’s
(2.26), we can expand10 A2 as a sum of polynomials of order higher or equal to 2:
A
(2)
2 =
p∑
j=2
CjQ
p−j(α(1)b )
j =
p∑
j=2
CjQ
p−j

 L−1∑
i=2, i even
biTi +
L+2∑
i=2
S
(1)
i


j
.
Again, we reorder these polynomials according to:
A
(2)
2 =
L+2∑
i=2
Pi +R.
where:
Pi =
p∑
j=2
CjQ
p−j

 ∑
J,|J |1=j,|J |2=i
L−1∏
k=2, k even
bJki T
Jk
k
L+2∏
k=2
(S
(1)
k )
J˜k

 ,
where here J = (J2, ..., JL−1, J˜2, ..., J˜L+2) and the way to count the powers of b1 is:
|J |2 =
∑L−1
2
k=1 2kJ2k +
∑L+2
k=1 kJ˜k. The remainder is:
R =
p∑
j=2
CjQ
p−j ∑
J,|J |1=j,|J |2≥L+3

 L−1∏
k=2, k even
bJkk T
Jk
k
L+2∏
k=1
(S
(1)
k )
J˜k

 .
We make an abuse of notation by denoting P i :=
(
0
Pi
)
and R :=
(
0
R
)
. The error
term ψb has then the following expression (anticipating that
∂Sj
∂bi
= 0 for j ≤ i):
ψb =
∑L
i=1(−(i− α)b1bi + bi+1)∂Qb∂bi +A1 −A2
=
∑L
1 (−(i− α)b1bi + bi+1)
[
T i +
∑L+2
j=i+1
∂Sj
∂bi
]
+A1 −A2
=
∑L
1 [H(Si+1) + b1biΘi + b1ΛSi + P i+1 +
∑i−1
j=2((j − α)b1bj − bj+1)∂Si∂bj ]
+H(SL+2) + b1ΛSL+1 + PL+2 +
∑L
j=2(−(j − α)b1bj + bj+1)∂SL+1∂bi
+b1ΛSL+2 +
∑L
j=2(−(j − α)b1bj + bj+1)∂SL+2∂bi +R1.
(2.45)
Step 2: Expression of the Si’s, simplification of ψb. We define the Si’s by induc-
tion, in order to cancel the terms with a power of b1 less than L+ 2 in (2.45):{
S1 = 0,
Si = −H−1(Φi) for 2 ≤ i ≤ L+ 2, (2.46)
with the following expression for the profiles Φi:{
Φi+1 = b1biΘi + b1ΛSi + P i+1 +
∑i−1
j=1(−(j − α)b1bj − bj+1)∂Si∂bj for 1 ≤ i ≤ L,
ΦL+2 = b1ΛSL+1 + PL+2 +
∑L−1
j=1 (−(j − α)b1bj − bj+1)∂SL+1∂bj .
(2.47)
The Si’s being defined by (2.46), ψb has now the following expression:
ψb = b1ΛSL+2 +
L∑
j=1
(−(j − α)b1bj + bj+1)∂SL+2
∂bi
+R. (2.48)
Step 3: Properties of the Si’s. We claim the following facts (we recall that the
homogeneity is defined in Definition 2.10):
10For the moment we include all the S
(1)
i because we still have not proved their localization.
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(i) Si is homogeneous of degree (i, i − g′, i mod2, i)
(ii) P i = 0 for i odd,
(iii) the condition
∂Sj
∂bi
= 0 for j ≤ i is fullfiled.
The proof of the fact that P i = 0 for i odd is an easy induction left to the reader.
We will also prove the two other facts by induction. For i = 2 we have:
S2 =H
(−1)(b21Θ1 + P 2),
and it is straightforward to check that P 2 = 0. Hence from the result about the
Θi’s given by Lemma 2.9, we have that S2 is of degree (2, 2 − g′, 0, 2). It is also
clear from the previous identity that ∂S2
∂bi
= 0 for 2 ≤ i ≤ L.
We now suppose i ≥ 3, and that the properties (i) and (iii) are true for all 2 ≤ j < i,
which is our induction hypothesis. We look at all the terms in the right hand side
of (2.47). b1bi−1Θi−1 is of degree (i− 1, i− 1− g′, i− 1mod2, i). By the induction
hypothesis, b1ΛSi−1 is of degree (i−1, i−1− g′ , i−1 mod2, i), and so is the profile
(−(j − α)b1bj − bj+1)∂Si−1∂bj . If i is odd, P i = 0 and there is nothing to prove. If i
is even, from the position of the T i’s (2.26), and the position (2.44) of the Sj’s for
j < i given by the induction hypothesis (i), P i is a linear combination of terms of
the form:
Qp−j
∏
k<i, k even
bJkk T
Jk
k
∏
k<i, k even
SJ˜kk ,
for 2 ≤ j ≤ p, |J |1 = j and |J |2 = i. From the induction hypothesis and the
Calculus Lemma for admissible functions 2.11, we deduce the asymptotics:
Qp−j
∏
k<i, k even
bJkk T
Jk
k
∏
k<i, k even
SJ˜kk = O
(
bi1
1
1+y
(p−j) 2p−1+
∑
Jk(γ−k)+
∑
J˜k(γ−k+g
′)
)
= O
(
bi1
1
1+y
2+ 2p−1+jα+
∑
J˜kg
′−i
)
= O
(
bi1
1
1+y2+γ+(j−1)α+
∑
J˜kg
′−i
)
,
which adapts for higher derivatives (ie deriving k times the left hand side amounts to
divide the right hand side by yk). As j ≥ 2 and α ≥ 2 ≥ g′ we conclude that P i is of
degree (i−1, i−1−g′ , 1, i) (the expansion at the origin can be checked the same way).
In this step, so far, we have proven that Φi is of degree (i−1, i−1−g′ , i−1 mod2, i),
hence from the inversion Lemma 2.8 Si is of degree (i, i− g′, imod2, i).
Step 4: Bounds for the error term. We now turn to the expression of the error ψb
given by (2.48), and estimate all terms in the right hand side. We showed in step 3
that SL+2 is of degree (L+ 2, L + 2 − g′, L + 2 mod2, L + 2). As L is odd, and as
R is situated on the second coordinate we obtain the localization of ψb:
ψb =
(
0
b1Λ
(2)S
(2)
L+2 +
∑L
j=1(−(j − α)b1bj + bj+1)
∂S
(2)
L+2
∂bi
+R
)
.
We start by estimating the first two terms. We already know that b1ΛSL+2 and∑L
j=1(−(j − α)b1bj + bj+1)
∂S
(2)
L+2
∂bi
are of degree (L + 2, L + 2 − g′, 1, L + 3). This
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leads to the following estimates (the local adapted norm was defined in (2.32)):
‖ b1ΛSL+2 +
∑L
j=1(−(j − α)b1bj + bj+1)
∂S
(2)
L+2
∂bi
‖2
j,(≤B1)
≤ C(L) ∫ B10 ∣∣∣ |b1|L+3yγ−(L+2−g′)+1+k0+j
∣∣∣2 yd−1dy
= C(L)b2L+61
∫ B1
0 y
2δ0−2g′+2L+2−2j−1dy = C(L)b2j+2+2(1−δ0)+2g
′
1 .
The integral in the right hand side is always divergent as j ≤ L, and as 1+δ0−g′ ≥ 0
(see the definition of g′ (1.20), the presence of 1 + δ0 was made to produce this
result). We now prove the local estimates. We recall that we proved in step 3 that
b1ΛSL+2 +
∑L
j=1(−(j − α)b1bj + bj+1)∂SL+2∂bi is homogeneous of degree p3 = L+ 3.
This means that:
b1ΛSL+2 +
L∑
j=1
(−(j − α)b1bj + bj+1)∂SL+2
∂bi
=
∑
|J |2=L+3
bJfJ ,
for a finite number of functions fJ such that |∂kyfJ | . y−γ+L+2−1−g
′−k at infinity,
and with bJ =
∏
bJii . Hence the brute force upper bound:∣∣∣∣∣∣∂ky

b1ΛSL+2 + L∑
j=1
(−(j − α)b1bj + bj+1)
∂S
(2)
L+2
∂bi


∣∣∣∣∣∣ . bL+31 (1 + y)−γ+L+2−1−g
′−k
which implies the local bound (2.39) for this term. We now turn to the bounds for
the R term. Thanks to the homogeneity property of the Si’s, R is of the form:
R =
∑
|J |2≥L+3
L∏
i=1
bJii gJ ,
for a finite number of functions gJ whose derivatives have polynomial growth at
infinity. This directly implies the local bounds (2.39) for this term. For the global
bounds, we rewrite R as a linear sum of terms of the form:
Qp−j

 L∏
i=2, i even
bJii T
Ji
i
L∏
i=2, i even
SJ˜ii

 ,
for |J |2 ≥ L + 3 and 2 ≤ j ≤ p. Using again the Calculus Lemma for admissible
functions 2.11, each term has the asymptotic behavior:
Qp−j
(∏
bJii T
Ji
i
∏
SJ˜ii
)
= O
(
b
|J|2
1
1+y
2
p−1 (p−j)+
∑
(γ−Ji)+
∑
(γ−J˜i+g
′)
)
= O
(
b
|J2|
1
1+y2+γ+(j−1)α+(
∑
J˜i)g
′−|J2|
)
.
For all k ∈ N:
∂ky
(
Qp−j
(∏
bJii T
Ji
i
∏
SJ˜ii
))
= O
(
b
|J2|
1
1 + y2+γ+(j−1)α+(
∑
J˜i)g′−|J2|+k
)
.
From the fact that (j − 1)α > 2 ≥ g′ we conclude that the global estimates of
the term R are in all cases better (ie with a higher power of b1, b1 being small
0 < b1 ≪ 1) than the ones for b1ΛSL+2 +
∑L
j=1(−(j − α)b1bj + bj+1)
∂S
(2)
L+2
∂bi
, which
concludes the proof. 
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As we have seen with the previous estimates of the error term ψb, we have a good
approximate dynamics for y ≤ B1. However, as
Ti ∼ y−γ+i−δi odd → +∞ as y → +∞ (as soon as i > γ + 1),
the approximate dynamic is irrelevant far away of the origin. Consequently, we will
now localise the profiles of Proposition 2.12 in the zone y ≤ B1, where b2iT2iΛ(1)Q is
nearly of order 1. To do this, we will simply multiply by a cut-off function. This
cut will create additional error terms that we will estimate in the next proposition.
We recall that our cut-off function χ is defined by (1.28). We denote by χB1αb:
χB1αb :=
(
χB1α
(1)
b
χB1α
(2)
b
)
. (2.49)
Proposition 2.14 (Localization of the approximate profile). We use the assump-
tions and notations of Proposition 2.12. Let I =]s0, s1[ denote a renormalized time
interval, and
b : I → RL
s 7→ (bi(s))1≤i≤L
be a C1 map such that: |bi| . bi1 with 0 < b1 ≪ 1. Assume the a priori bound:
|b1,s| . b21. (2.50)
Let Q˜b denote the localized profile, given by:
Q˜b = Q+ χB1αb. (2.51)
Then for 0 < η ≪ 1 small enough one has the following identity (Mod(t) being
defined by (2.43)):
∂sQ˜b − F (Q˜b) + b1ΛQ˜b = ψ˜b + χB1Mod(t). (2.52)
ψ˜b, the new error term, satisfies (the adapted norm being defined in (2.32)):
(i) Global weighted bounds:
∀0 ≤ j ≤ L− 1, ‖ ψ˜b ‖2j≤ C(L)b2j+2+2(1−δ0)−Cjη1 , (2.53)
for j = L, ‖ ψ˜b ‖2L≤ C(L)b2L+2+2(1−δ0)(1+η)1 . (2.54)
(ii) Local improved bounds: For x ≤ B12 , ψ˜b(x) = ψb(x), where ψB is the
former error term of Proposition 2.12. Hence ∀j ≥ 0, ∀1 ≤ B ≤ B12 :∫
|y|≤B
|∇jψ˜(1)b |2 + |∇jψ˜
(2)
b |2 =
∫
|y|≤B
|∇jψ(2)b |2 . C(L, j)BC(L,j)b2L+61 . (2.55)
Remark 2.15. When comparing the estimates given by this proposition, and the
ones given in the proposition 2.12, we note a loss. Indeed the first non cut profile
creates an error seen on the corrective terms SL+2 and R which enjoy additional
gains y−g
′
or y−α away from the origin compared to the T i’s. When cutting, we
see in the additional error term the profiles T i’s, giving a worst estimate as they do
not have this additional gain.
However, the error created in the zone ≤ B1 is left unperturbed by the cut. The
fact that the error enjoys two different estimates: a good one in the zone y ≤ B1
and a bad one in the zone B1 ≤ y ≤ 2B1 will be helpful in the analysis later.
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Proof of Proposition 2.14. We compute the error in localizing:
∂sQ˜b − F (Q˜b) + b1ΛQ˜b = χB1ψb + χB1Mod(t)
+∂s(χB1)α˜b + b1(ΛQ˜b − χB1ΛQb)
−(F (Q˜b)− F (Q)− χB1(F (Qb)− F (Q)).
So we have the following expression for the new error term:
ψ˜b = χB1ψb + ∂s(χB1)αb + b1(ΛQ˜b − χB1ΛQb)
−(F (Q˜b)− F (Q)− χB1(F (Qb)− F (Q)),
(2.56)
and we aim at estimating all these terms in global and local norms.
Local bounds: From (2.56) we clearly see that ψ˜b ≡ ψb for |y| ≤ B12 , because the
new error terms appearing when cutting are created in the zone B1 ≤ |y| ≤ 2B1.
Therefore the local bounds are a direct consequence of the local ones established in
(2.39).
Global bounds: We recall that ‖ f ‖2j=‖ f (1)j ‖2L2 + ‖ f
(2)
j−1 ‖2L2 where the j-th
adapted derivative of a function is defined by (2.19). We will now compute this
norm for all the terms in the right hand side of (2.56).
• χB1ψb term: When applying the differential operators A or A∗ to any product
χB1f , we have:
A(χB1f) = χB1f1 − b1+η∂yχ
(
y
B1
)
f,
A∗A(χB1f) = χB1f2 + b1+η∂yχ
(
y
B1
)
f1
−
[
b2+2η∂2yχ(
y
B1
) + b1+η∂yχ
(
y
B1
)(
2W + d−1
y
)]
f.
(2.57)
And so on for higher powers of A and A∗. Because of the asymptotic of W , see
Lemma 2.5, the general expression is of the form:
(χB1f)i = χB1fi + 1B1≤y≤2B1
i∑
j=1
ajfj,
where ai(y) = O(y
−(i−j)). It means that deriving χB1 amounts to dividing by B1
and localizing in the zone B1 ≤ y ≤ 2B1. Hence for 0 ≤ j ≤ L:
‖ χB1ψb ‖2j =
∫ ∣∣∣(χB1ψ(2)b )k0+j∣∣∣2
≤ C(L)∑k0+ji=1 ∫B1≤|y|≤2B1 b2(1+η)i|ψ(2)b,k0+j−i|2 + ∫|y|≤2B1 |ψ(2)b,k0+j|2
≤ C(L) ‖ ψb ‖2j,≤2B1 +C(L)
∑k0+j
i=1
∫
b2(1+η)i
∣∣∣ bL+3
yγ−(L+2)+1+g
′+k0+j−i
∣∣∣2
≤ C(L)b2j+2+2(1−δ0)(1+η),
(2.58)
thanks to the Proposition 2.12.
• ∂s(χB1)αb term: We have from the assumption |b1,s| . b21:
∂s(χB1) = (1 + η)b
ηbsy∂yχ(
y
B1
) . b1b
1+η
1 y∂yχ(
y
B1
).
Again, deriving y∂yχ
y
B1
amounts to dividing by B1, we get:
‖ ∂s(χB1)αb ‖2j =
∫ |(∂s(χB1)α(1)b )k0+j+1|2 + |(∂s(χB1)α(2)b )k0+j|2
≤ C(L)b21
∫
B1≤y≤2B1 |α
(1)
b,k0+j+1
|2 + |α(2)b,k0+j|2.
(2.59)
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We estimate the two terms using the asymptotic of the Ti’s from Lemma 2.9 and
(2.41) for the Si’s:∫
B1≤|y|≤2B1 |α
(1)
b,k0+j+1
|2 ≤ ∫
B1≤|y|≤2B1
∑L−1
i=2, i even |biTi,k0+j+1|2
+
∫
B1≤|y|≤2B1
∑L+1
i=2, i even |Si,k0+j+2|2
≤ C(L)∑L−1i=2, i even b2i1 ∫ 2B1B1 1y2γ−2i+2k0+2j+2 yd−1dy
+C(L)
∑L+1
i=2, i even b
2i
1
∫ 2B1
B1
1
y2γ−2i+2k0+2j+2+2g
′ yd−1dy
= C(L)
∑L−1
i=2, i even b
2i
1
∫ 2B1
B1
y2δ0−2+2i−2j−1dy
+C(L)
∑L+1
i=2, i even b
2i
1
∫ 2B1
B1
y2δ0−2+2i−2j−2g
′−1dy.
(2.60)
Similarly:∫ 2B1
B1
|α(2)b,k0+j|2 ≤ C(L)
∑L
i=1, i odd b
2i
1
∫ 2B1
B1
y2δ0−2+2i−2j−1dy
+C(L)
∑L+2
i=3, i odd b
2i
1
∫ 2B1
B1
y2δ0−2+2i−2j−2g′−1dy.
(2.61)
The first upper bound (2.59), combined with the two we just proved, (2.60) and
(2.61), lead to (because 0 < δ0 < 1 avoids a possible log-term in the first sum):
‖ ∂s(χB1)αb ‖2j ≤ C(L)
∑L
i=1 b
2i
1 B
2δ0−2+2i−2j
1
+C(L)
∑L+2
i=2 b
2i
1 B
2δ0−2+2i−2j−2g′
1 log(B1)
≤ C(L)∑L1 b2j+2(1+η)(1−δ0)−η(2i−2j)
+C(L)
∑L+2
2 b
2j+2(1+η)(1−δ0)−η(2i−2j−2g′)+2g′ log(B1)
≤
{
C(L)b2j+2(1−δ0)−Cjη for j ≤ L− 1,
C(L)b2L+2(1+η)(1−δ0) for j = L,
.
(2.62)
for η small enough.
• F (Q˜b)− F (Q)− χB1(F (Qb)− F (Q)) term: We compute:
F (Q˜b)− F (Q)− χB1(F (Qb)− F (Q))
=
(
0
∆(χB1α
(1)
b )− χB1∆(α(1)b ) + f(Q˜b)− f(Q)− χB1(f(Qb)− f(Q))
)
.
(2.63)
We estimate the two terms in the right hand side of (2.63):
∆(χB1α
(1)
b )− χB1∆(α(1)b ) = ∂y(χB1)∂y(α(1)b ) + ∆(χB1)α(1)b
= b1+η∂yχ(
y
B1
)∂y(α
(1)
b ) + b
2(1+η)∆χ( y
B1
)α
(1)
b .
Considering the asymptotics of α
(1)
b we have:∫ |(∆(χB1α(1)b )− χB1∆(α(1)b ))k0+j|2
≤ C(L)b2(1+η) ∫ 2B1
B1
(∑L−1
i=2 b
2iy2δ0−2j+2i−2 +
∑
i=2,L+1 b
2iy2δ0−2j+2i−2−2g
′
)
dy
+ C(L)b4(1+η)
∫ 2B1
B1
(∑L−1
i=2 b
2iy2δ0−2j+2i +
∑
i=2,L+1 b
2iy2δ0−2j+2i−2g′
)
dy
≤
{
C(L)b2+2j+2(1−δ0)−Cjη for 0 ≤ j ≤ L,
C(L)b2+2L+2(1−δ0)(1+η) for j = L.
(2.64)
because i < L− 1 in the sum concerning the T i’s and because of the gain g′ > 0 in
the one of the Si’s. The second term is:
f(Q˜b)− f(Q)− χB1(f(Qb)− f(Q)) = χB1
p∑
k=2
CkQ
p−k(χk−1B1 − 1)α
(1)k
b .
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For each 2 ≤ k ≤ p, we can expand the polynomial and we have a linear sum of
terms of the form:
χB1Q
p−k(χk−1B1 − 1)
L−1∏
i=2, i even
(biTi)
Ji
L+1∏
i=2, i even
(Si)
J˜i ,
for |J |1 = k. According to the calculus Lemma 2.11 for homogeneous functions:
∂ly
(
Qp−k
L−1∏
i=2, i even
(biTi)
Ji
L+1∏
i=2, i even
(Si)
J˜i
)
=
y→+∞ O
(
b
|J|2
1
y
(p−k) 2
p−1+kγ+
∑
J˜ig
′−|J|2+l
)
=
y→+∞ O
(
b
|J|2
1
y2+γ+(k−1)α−|J|2+
∑
J˜ig
′+l
)
.
As we have seen before, the presence of the term χB1 does not affect the computation
(deriving χB1 amounts to divide by y):∫ 2B1
B1
|(Qp−k∏L−1i=2, i even(biTi)Ji∏L+1i=2, i even(Si)J˜i)k0+j |2
≤ C(L) ∫ 2B1
B1
b
2|J|2
1
y4+2γ+2(k−1)α−2|J|2+2
∑
J˜ig
′+2k0+2j
yd−1dy
≤ C(L) ∫ 2B1
B1
b
2|J |2
1 y
−4+2δ0−2(k−1)α+2|J |2−2
∑
J˜ig
′−2j−1dy
≤ C(L)b2+2j+2(1−δ0)(1+η) for 0 ≤ j ≤ L.
(2.65)
because of the gain (k− 1)α > α > 2. The bound (2.65) then implies the bound for
1 ≤ j ≤ L:∫
|(f(Q˜b)−f(Q)−χB1(f(Qb)−f(Q)))j+k0 |2 ≤ C(L)b2+2j+2(1−δ0)(1+η) for 0 ≤ j ≤ L.
(2.66)
The primary decomposition (2.63), with the bounds (2.64) and (2.66) implies the
bound we were looking for:
‖ F (Q˜b)−F (Q)−χB1(F (Qb)−F (Q)) ‖2j≤
{
C(L)b2+2j+2(1−δ0)−Cjη for 0 ≤ j ≤ L,
C(L)b2+2L+2(1−δ0)(1+η) for j = L.
(2.67)
• b1(ΛQ˜b − χB1ΛQb) term: We compute:
ΛQ˜b − χB1ΛQb = (1− χ)ΛQ+ y∂y(χB1)αb.
We have that:
y∂y(χB1) = b
1+η
1 y∂yχ(
y
B1
).
So the term y∂y(χB1)αb behaves the same way as the term ∂s(χB1)αb previously
treated and enjoys the same estimations. Finally we estimate the soliton contribu-
tion, because of which we had to derive k0 times at least in order to have integrability.
We again use the fact that deriving k times χB1 amounts to divide by y
k and to
localize in the zone B1 ≤ y ≤ 2B1.∫ |b1(1 − χB1)Λ(1)Qk0+j+1|2 ≤ C(L)b21 ∫∞B1 y−2γ−2k0−2−2j+d−1dy
≤ C(L)b2+2j+2(1−δ0)+(2j+2(1−δ0))η1 .
So that finally:
‖ b1(ΛQ˜b − χB1ΛQb) ‖2j.
{
C(L)b2j+2(1+η)(1−δ0)−Cjη for j ≤ L− 1,
C(L)b2L+2(1+η)(1−δ0) for j = L,
. (2.68)
The decomposition (2.56), with the bounds for each term (2.58), (2.62), (2.67)
and (2.68) give the global bounds (2.53) and (2.54) we had to prove. 
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2.6. Study of the dynamical system driving the evolution of the parame-
ters (bi)1≤i≤L. We have constructed in the preceding propositions 2.12 and 2.14 a
manifold of functions near the solitary wave such that:
F (Q˜b) ∼ b1ΛQ˜b +
L∑
i=1
(−(i− α)b1bi + bi+1)∂Q˜b
∂bi
.
By applying scaling, and the identity
∂(fλ)
∂λ
= 1
λ
Λfλ we have that:
F (Q˜b, 1
λ
) ∼ b1
λ
(ΛQ˜b)λ +
L∑
i=1
1
λ
(−(i− α)b1bi + bi+1)∂Q˜b
∂bi
.
Hence approximately a solution of (NLW) on this manifold gives:
−λt
λ
Λ(Q˜b) 1
λ
+
∑
bi,t
(
∂Q˜b
∂bi
)
1
λ
= ∂t(Q˜b, 1
λ
)
= F (Q˜b, 1
λ
)
∼ b1
λ
(ΛQ˜b) 1
λ
+
∑
(−(i− α)b1bi + bi+1)
(
∂Q˜b
∂bi
)
1
λ
.
By identifying the termswe obtain:

λt = −b1,
bi,t =
1
λ
(−(i− α)b1bi + bi+1) for 1 ≤ i ≤ L+ 1,
bL,t = − 1λ(L− α)b1bL.
(2.69)
We thus want to study the behavior of the solutions of this dynamical system in order
to understand the behavior of a real solution close to the manifold of approximate
solutions. Writing it in renormalized variables (the renormalized time being defined
by (2.33)), the evolution of the bi’s is given by:{
bi,s = −(i− α)b1bi + bi+1 for 1 ≤ i ≤ L− 1,
bL,s = −(L− α)b1bL. (2.70)
We show in this section that this dynamical system admits exceptional solutions
leading to an explosive scenario, and that the stability of such solutions can be
explicitly computed.
Lemma 2.16. (Special solutions for the dynamical system:) Let ℓ be an integer
such that α < ℓ. Then11 be :]0,+∞[→ RL given by:{
bei (s) =
ci
si
for 1 ≤ i ≤ ℓ,
bei ≡ 0 for ℓ < i,
(2.71)
with the constant ci given by:
c1 =
ℓ
ℓ− α and ci+1 = −
α(ℓ− i)
ℓ− α ci for 1 ≤ i ≤ ℓ− 1, (2.72)
is a solution of (2.70). Moreover, if the renormalized time s and the scaling satisfy:
ds
dt
=
1
λ
, s(0) = s0 > 0,
d
dt
λ = −b1, λ(0) = 1,
then there exists T > 0 with s(t)→ +∞ as t→ T , and there holds:
λ(t) ∼
t→T
(T − t) ℓα
11We forget the dependence with ℓ and write be to avoid additional notations, as ℓ will be fixed
throughout the paper
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We do not write here the proof as it is a direct computation. When dealing with
the real equation (NLW), we want these special solutions to persist. A real solution
will imply a corrective term "orthogonal" to the manifold
(
Q˜b,λ
)
b,λ
and a corrective
term for the parameters. Therefore, to understand the time evolution of the part of
the error on the manifold
(
Q˜b,λ
)
b,λ
, we have to understand the dynamics of (2.70)
close to the special solution (be(s))s>0.
Lemma 2.17. (Linearization around the special trajectories) Let us denote a per-
turbated solution around be by:
bk(s) = b
e
k(s) +
Uk(s)
sk
, for 1 ≤ k ≤ L, (2.73)
and note U = (U1, ..., UL) the perturbation. Suppose b is a solution of (2.70), then
the evolution of U is given by:
∂tU =
1
s
AℓU +O
( |U |2
s
)
, (2.74)
with:
Aℓ =


−(1− α)c1 + α ℓ−1ℓ−α 1
. . .
−(i− α)ci α ℓ−iℓ−α 1
. . . (0)
−(ℓ− α)cℓ 0 1
0 α −1
ℓ−α .
. . 1
0 (0) α ℓ−i
ℓ−α .
. . 1
0 α (ℓ−i)
ℓ−α


(2.75)
Aℓ is diagonalizable into the matrix diag(−1, 2αℓ−α , ., iαℓ−α , ., ℓαℓ−α , −1ℓ−α , ., ℓ−Lℓ−α ). We de-
note the eigenvector associated to the eigenvalue −1 by v1 and the eigenvectors
associated to the unstable modes 2α
ℓ−α , ...,
ℓα
ℓ−α by v2, ..., vℓ. They are a linear combi-
nation of the ℓ first components only. That is to say there exists a L × L matrix
coding a change of variables:
Pℓ :=
(
P ′ℓ 0
0 IdL−ℓ
)
, (2.76)
with P ′ℓ an invertible ℓ× ℓ matrix and IdL−ℓ the L− ℓ× L− ℓ identity such that:
PℓAℓP
−1
ℓ =


−1 (0) q1
2α
ℓ−α q2
.
ℓα
ℓ−α qℓ (0)−α
ℓ−α 1
. .
(0) . 1
α ℓ−L
ℓ−α


. (2.77)
with qi being some coefficient qi ∈ R for 1 ≤ i ≤ ℓ.
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Proof of Lemma 2.17. Step 1: Linearization. We compute:
0 = bk,s + (k − α)b1bk − bk+1
= 1
sk+1
[s(Uk,s − kUk + (k − α)c1Uk(k − α)ckU1 − Uk+1 +O(U1Uk)]
= 1
sk+1
[s(Uk,s + α
k−ℓ
ℓ−αUk + (k − α)ckU1 − Uk+1 +O(U1Uk)].
which gives the expression of Aℓ.
Step 2: Diagonalization. We will compute by induction the characteristic poly-
nomial. The case ℓ = 3 can be done by hand. We now assume ℓ ≥ 4 and let:
Pℓ(X) = det(Aℓ −XId).
We first notice that: Pℓ(X) = det(A′ℓ − XId)det(A′′ℓ − XId) where A′ℓ stands for
the ℓ× ℓ matrix on the top left corner, and A′′ℓ for the (L− ℓ)× (L− ℓ) matrix on
the bottom right corner:
A′ℓ =


−(1− α)c1 + α ℓ−1ℓ−α 1 (0)
. . .
−(i− α)ci α ℓ−iℓ−α 1
. (0) . .
−(ℓ− α)cl 0

 , (2.78)
A′′ℓ =


− α
ℓ−α 1 (0)
· ·
−α i−ℓ
ℓ−α 1
· ·
(0) −αL−α
ℓ−α

 . (2.79)
We have:
det(A′′ℓ −XId) =
L∏
i=ℓ+1
(−1)
(
X +
(i− ℓ)α
ℓ− α
)
. (2.80)
We write P ′ℓ = det(A′ℓ − XId). We develop this determinant with respect to the
last row and iterate this process. It gives for P ′ℓ an expression of the form:
P ′ℓ = (−1)ℓ+1(−1)(ℓ− α)cℓ + (−X)
[
(−1)ℓ(−1)(ℓ− 1− α) + ( α
ℓ−α −X)
×
[
(−1)ℓ−1(−1)(ℓ − 2− α)cℓ−2 + ( 2αℓ−α −X)[...]
]]
.
We let for 1 ≤ i ≤ ℓ:
Ai := (−1)ℓ+2−i(−1)(ℓ+ 1− i− α)cℓ+1−i, (2.81)
and
Bi := (i− 1) α
ℓ− α −X. (2.82)
We then rewrite:
P ′ℓ = A1 +B1 (A2 +B2 [A3 +B3 [...]]]) .
We now let for 1 ≤ i ≤ ℓ− 1:
Ci := (−1)ℓ+1−i(X(ℓ − i− α)cℓ−i + ℓ− α
i
cℓ−i+1). (2.83)
We have the following relation for 1 ≤ i ≤ ℓ− 2:
Ci +B1B2Ai+2 = Bi+2Ci+1. (2.84)
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Indeed we compute:
Ci +B1B2Ai+2 = (−1)ℓ+1−i(X(ℓ− i− α)cℓ−i + ℓ−αi cℓ−i+1)
+(−X)( α
ℓ−α −X)(−1)ℓ−i(−1)(ℓ− i− 1− α)cℓ−i−1
= (−1)ℓ−i(−X(ℓ− i− α)cℓ−i − ℓ−αi cℓ−i+1
+X( (i+1)α
ℓ−α − i αℓ−α −X)(ℓ − i− 1− α)cℓ−i−1
)
= Bi+2(−1)ℓ−i(ℓ− i− 1− α)cℓ−i−1
+(−1)ℓ−i[−X(ℓ− i− α)cℓ−i − αcℓ−i
−i α
ℓ−αX(ℓ− i− 1− α)(− ℓ−αα(i+1)cℓ−i)
]
= Bi+2(−1)ℓ−i(ℓ− i− 1− α)cℓ−i−1
+(−1)ℓ−icℓ−i(−X(ℓ− i− α) + α+ ii+1(ℓ− i− 1− α)X)
= Bi+2(−1)ℓ−i(ℓ− i− 1− α)cℓ−i−1 + (−1)ℓ−icℓ−i(− ℓ−αi+1X + α)
= Bi+2(−1)ℓ−i(ℓ− i− 1− α)cℓ−i−1 + (−1)ℓ−i ℓ−αi+1 cℓ−iBi+2
= Bi+2Ci+1.
We also have:
A1 +B1A2 = C1.
By iterations we get:
P ′ℓ = A1 +B1A2 +B1B2A3 +B1B2B3(A4 +B4(...))
= C1 +B1B2A3 +B1B2B3(A4 +B4(...))
= C2B3 +B1B2B3(A4 +B4(...)) = B3(C2 +B1B2(A4 +B4(...))
= B3(B4C3 +B1B2B4(A5 +B5(...)) = B3B4(C3 +B1B2(A5 +B5(...))
...
= B3...Bℓ(Cℓ−1 +B1B2).
We compute the last polynomial:
Cℓ−1+B1B2 = X(1−α)c1+ ℓ− α
ℓ− 1 c2+(−X)
(
α
ℓ− α −X
)
= (X+1)
(
X − αℓ
ℓ− α
)
.
So:
P ′ℓ = (X + 1)
ℓ∏
i=2
(
iα
ℓ− α −X
)
.
This result, together with the result concerning P ′′ℓ shows that Aℓ is diagonalizable
and that its eigenvalues are: (−1, 2α
ℓ−α , ...,
ℓα
ℓ−α ,
−α
ℓ−α , ...,
(L−ℓ)α
ℓ−α ).
In addition, from the form of Aℓ, one sees that the ℓ first components do not affect
the L− ℓ last ones: P(ℓ+1,L)AP(1,ℓ) = 0 where P(ℓ+1,L) and P(1,ℓ) are the projectors:
P(ℓ+1,L)(U1, ..., UL) = (0, ..., 0, Uℓ+1, ..., UL), P(1,ℓ)(U1, ..., UL) = (U1, ..., Uℓ, 0, ..., 0).
This gives the last result stated in the lemma. The vi’s are a linear combination of
the ℓ first components only. 
3. The trapped regime
In this section we are considering a real solution of (NLW). We fix 1≪ L odd and
α < ℓ. Our aim is to show that the approximate solution (Q˜be) 1
λe
constructed in
the last section does persist. That is to say that there exists an orbit of the (NLW)
equation that stays asymptotically (with respect to renormalized time s) close to
the family of special approximate solutions (Q˜be) 1
λ
. Note that we do not prescribe
in advance the behavior of the scaling λ, but it will be shown to have the same
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asymptotical behavior as λe.
In order to do that, we need to understand how the full dynamics affects the ap-
proximate one we exhibited in the last section. We decompose a true solution under
the form u(t) = (Q˜b + ε) 1
λ
. We aim at estimating the contribution of the error ε
on the parameters dynamics, and at estimating the size of ε in adapted norms.
The special approximate solutions (Q˜be) 1
λ
for λ ∼ λe, generate a reasonable error
term, because as |bei || . s−i ≈ (be1)i the estimates on the error term ψb in Propo-
sition 2.14 apply. But they are not stable along the unstable directions (v2, ..., vℓ)
(defined in Lemma 2.17), and if the parameters bi’s move too much, the error
term in the approximate dynamics grows too big, consequently making a control
over ε impossible. Therefore we cannot work close to the full approximate mani-
fold
(
Q˜b,λ
)
b,λ
: we are restricted to work close to the subset of these approximate
trajectories
(
Q˜be(s),λ
)
s>0,λ>0
. We work in a neighborhood of these approximate
trajectories, study all the real trajectories starting from that neighborhood, and
show that at least one must stay in that neighborhood for all time. We make a
proof based on a bootstrap technique. We in particular argue "forward" in time
what allows us to measure precisely the stabilities and instabilities.
The fact that staying in an appropriate neighborhood of a special approximate
solution leads to a blow-up, whose blow-up rate and asymptotic behavior can be
computed, will be shown in the next section.
3.1. Setting up the bootstrap. We are now going to define in which neighbor-
hood of the family of approximate solutions
(
Q˜be(s), 1
λ
)
s,λ
we want to work. We
start by defining how we decompose our solution into the sum u = (Q˜b + ε) 1
λ
. Af-
ter that we describe the neighborhood and state the main Proposition of the paper
claiming the existence of an orbit staying inside.
3.1.1. Projection onto the approximate solutions manifold. Close to Q, the manifold(
Qb,λ
)
b,λ
is tangent to the vector space Span(T i). It is consequently appealing to
ask 〈T i, ε〉 = 0 for all i. However, the T i’s are not in appropriate functional spaces,
and in particular cannot be used to generate orthogonality conditions. Instead,
we will create a sequence of profiles with compact support that approximate such
orthogonality conditions. We let the adjoint of H be the operator:
H∗ =
(
0 L
−1 0
)
. (3.1)
We have the following relations: 〈Hu,v〉 = 〈u,H∗v〉, and
H∗2i =
(
(−1)iLi 0
0 (−1)iLi
)
, H∗(2i+1) =
(
0 (−1)iLi+1
(−1)i+1Li 0
)
. (3.2)
We recall that L is an odd, large integer. We let M be a large constant, and define:
ΦM =
L∑
p=0
cp,MH
∗p(χMΛQ), (3.3)
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with the constants cp,M defined by:
c0,M = 1 and ck,M = (−1)k+1
∑k−1
p=0 cp,M 〈H∗p(χMΛQ),T k〉
〈χMΛQ,ΛQ〉 . (3.4)
Lemma 3.1. (Generation of orthogonality conditions:) The profile ΦM is located
on the first coordinate:
ΦM =
(
ΦM
0
)
, (3.5)
because for 1 ≤ k = 2i + 1 ≤ L an odd integer one has ck,M = 0. Moreover the
following bounds hold: 

|〈ΦM ,ΛQ〉| ∼ cM2k0+2δ0 ,
|cp,M | ≤ CMp,∫
Φ2M ≤ CM2k0+2δ0 .
(3.6)
for two positive constants c, C > 0. In addition, the following orthogonality condi-
tions are met for 1 ≤ j ≤ L and i ∈ N:
〈ΦM ,H iT j〉 = 〈χMΛQ,ΛQ〉δi,j . (3.7)
Proof of Lemma 3.1. Proof of the orthogonality conditions:
〈ΦM ,ΛQ〉 = c0,M 〈χMΛQ,ΛQ〉+
∑L
p=1 cp,M〈χMΛQ,Hp(ΛQ)〉
= 〈χMΛQ,ΛQ〉
∼ cMd−2γ ,
c > 0, from the asymptotic Λ(1)Q ∼ c′
yγ
, c′ 6= 0. This proves the first property
of (3.6). The orthogonality with respect to the T i’s is created on purpose by the
definition of the constants cp,M :
〈ΦM ,T k〉 =
k−1∑
p=0
cp,M〈H∗p(χMΛQ),T k〉+ ck,M 〈χMΛQ,HkT k〉 = 0.
Hence by duality:
〈ΦM ,H iT j〉 = 〈χMΛQ,ΛQ〉δi=j .
This proves (3.7).
Bounds on the constants: We notice by induction that cp,M = 0 for p odd. This
implies that Φ
(2)
M = 0. We prove the estimate on the constants cp,M by induction.
Since c0 = 1, the estimation is true for k = 0. We assume now k to be even. By
definition we have:
|ck,M | = |
∑k−1
p=0〈H∗p(χMΛQ),T k〉|
|〈χMΛQ,ΛQ〉|
≤ CM−d+2γ∑k−1p=0 |cp,M ||〈H∗p(χMΛQ),T k〉|
= CM−d+2γ
∑k−1
p=0 |cp,M ||〈χMΛQ,T k−p〉|.
In the sum, for k − p odd this term equals 0. So we have k − p ≥ 2. Using the
asymptotics Λ(1)Q ∼ cy−γ and Tk−p ∼ cy−γ+k−p the integral in the scalar product
is divergent and we estimate:
|〈χMΛQ,T k−p〉| ∼ cMd−2γ+k−p.
Using the induction hypothesis we get:
M−d+2γ |cp,M ||〈H∗p(χMΛQ,T k〉 ≤ CMk,
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and so the estimate is true for ck,M . We have proven the second assertion of (3.6).
L2estimate:
∫ |ΦM |2 is a finite sum of terms of the following form enjoying the
bound (from the asymptotic (2.2)):
|〈cp1,MH∗p1(χMΛQ), cp2,MH∗p2(χMΛQ)〉|
≤ CMp1+p2 |〈L p1+p22 (χMΛQ), χMΛQ〉| ≤ CM−2γ+d,
because we assumed d2−γ not to be an integer. It implies the last bound in (3.6) 
3.1.2. Modulation: We want to decompose a function u close to Qλ as a unique
sum u = (Qb + ε), with ε "orthogonal" to the manifold (Qb,λ)b,λ. We make
the following change of variable for the parameter b: b˜1 := (b1, 0, ..., 0) and b˜i =
(b1, 0..., 0, bi, 0, ..., 0) and introduce the application φ : (λ, b) 7→ (〈Q˜b,H∗iΦM 〉)0≤i≤L.
We denote by Dφ the jacobian matrix of φ at the point (1, (0, ..., 0)) in the (λ, b˜)
basis. From the properties (3.6) and (3.7) of the profile ΦM that we previously
established, one has:
Dφ = 〈ΛQ, χMΛQ〉


1 0 (0)
1 1
1 .
. 1
(0) 1

 .
This proves that φ is a local diffeomorphism around (1, (0, ..., 0)). The implicit
function theorem gives for u close enough12 to Q the existence of a unique decom-
position:
u = (Q˜b) 1
λ
+w = (Q˜b) + ε) 1
λ
, (3.8)
with ε verifying the L+ 1 orthogonality conditions:
〈ε,H∗iΦM 〉 = 0, for 0 ≤ i ≤M. (3.9)
Hence for a real solution to (NLW) starting close enough to Q, and by scaling
argument, we have as long as u is close enough to Qλ a decomposition:
u = (Q˜b(t) + ε) 1
λ(t)
, (3.10)
with b and λ being C1 in time13, and ε satisfying (3.9).
3.1.3. Adapted norms: We quantify the smallness of ε through the following norms:
(i) High order Sobolev norm adapted to the linearized operator: Remember that
sL = L+ k0 + 1 and that the k-th adapted derivative of a function f , fk, is
defined in (2.19). We define:
EsL :=
∫ |ε(1)k0+L+1|2 + ∫ |ε(2)k0+L|2
=
∫
ε(1)Lk0+L+1ε(1) + ∫ ε(2)Lk0+Lε(2), (3.11)
which is coercive thanks to the result of Lemma D.3. In particular:
EsL &‖ ε ‖2H˙sL×H˙sL−1 .
12the closeness assumption is described in the next subsection and is compatible with what we
are saying here.
13As the dynamic will be smooth enough.
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As we will see later on in this paper, a local part of this norm will have to
be treated separately. Let N > 0, we define:
EsL,loc :=
∫
y≤N
|ε(1)k0+L+1|2 +
∫
y≤N
|ε(2)k0+L|2. (3.12)
(ii) Low order slightly supercritical Sobolev norm: We choose a real number σ
such that:
0 < σ − sc ≪ 1, (3.13)
and we define:
Eσ :=
∫
|∇σε(1)|2 +
∫
|∇σ−1ε(2)|2. (3.14)
Estimates we want to bootstrap and main Proposition: Let s0 denote a large enough
real number s0 ≫ 1. We recall the definition of the renormalized variables:
y =
r
λ(t)
, s(t) = s0 +
∫ t
0
dτ
λ(τ)
. (3.15)
We introduce notations for the decomposition of the solution in both real and renor-
malized time:
u = Q˜b(t), 1
λ(t)
+w = (Q˜b(s) + ε(s)) 1
λ(s)
. (3.16)
The parameters bi are chosen as a perturbation of the solution b
e:
bi(s) = b
e
i (s) +
Ui(s)
si
. (3.17)
To treat the stable and unstable modes separately, we employ the change of variables
coded by the matrix Pℓ defined by (2.76). Instead of U1, ..., Uℓ we consider:
Vi := (PℓU)i for 1 ≤ i ≤ ℓ. (3.18)
We assume initially14:
(i) Smallness of the unstable modes: Let 0 < η˜ be a constant to be defined
later.
(V2(s0), ..., Vℓ(s0)) ∈ Bl−1
(
1
sη˜0
)
. (3.19)
(ii) Smallness of the stable modes15:
V1(s0) ≤ 1
10s0
, and |bi(s0)| ≤ ǫi
10s
(i−α)c1
0
for ℓ+ 1 ≤ i ≤ L. (3.20)
(iii) Smallness of the initial perturbation in high and low Sobolev norms:
EsL(s0) + Eσ(s0) <
1
s
2L+2+2(1−δ0)(1+η)
0
. (3.21)
(iv) Normalization: up to a fix rescaling, we may always assume:
λ(s0) = 1. (3.22)
14the choice of the constants is done in the next proposition.
15the 1
10
is arbitrary: we just want the initial condition to be smaller than the information we
want to bootstrap, see next proposition.
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Proposition 3.2. (Existence of an initial datum for which the solution stays in
yhe trapped regime:) There exists universal constants for the analysis:
0 < η = η(d, p, L)≪ 1,M = M(d, p, L)≫ 1, N = N(d, p, L,M)≫ 1,
Ki = Ki(d, p, L,M)≫ 1, for i = 1, 2, s0 = s0(l, d, p, L,M,K) ≫ 1, (3.23)
and constants for smallness:
0 < ǫi for ℓ+ 1 ≤ i ≤ L, 0 < ǫ1, and 0 < η˜ (all ≪ 1), (3.24)
such that the following fact holds. Given ε(s0) satisfying (3.9), (3.21), and stable
parameters V1(s0), (bℓ+1(s0), ..., bL(s0)) satisfying (3.20), there exists initial condi-
tions for the unstable parameters (V2(s0), ...Vℓ(s0)) satisfying (3.19) for which the
solution to (NLW) with initial data Q˜b(s0) + ε(s0) with:
b(s0) = b
e(s0) + (0, ..., 0, bℓ+1(s0), ..., bL(s0))
+
(
(P−1
ℓ
(V1(s0),...,Vℓ(s0),0,...,0))1
s0
, ...,
(P−1
ℓ
(V1(s0),...,Vℓ(s0),0,...,0))ℓ
sℓ0
, 0, ..., 0
)
,
admits the following bounds for all s ≥ s0:
- control of the part on the approximate profiles manifold: for the unstable
modes:
(V2(s), ...Vℓ(s)) ∈ Bℓ−1
(
1
sη˜
)
. (3.25)
for the stable modes:
|V1(s)| ≤ 1
sη˜
, |bk(s)| ≤ ǫk
sk+η˜
, for ℓ+ 1 ≤ k ≤ L. (3.26)
- control of the error term:
EsL(s) ≤ K1b2L+2(1−δ0)(1+η)1 ,
Eσ(s) ≤ K2b
2(σ−sc) ℓℓ−α
1 .
(3.27)
To prove Proposition 3.2 we argue by contradiction and suppose that for all initial
data of the unstable modes (V2, ..., Vℓ) ∈ Bℓ−1(s−η˜0 ), the conditions are not met for
all time:
s∗ = s∗(ε(s0), s0, V1(s0), ..., Vℓ(s0), bℓ+1(s0), ..., bL(s0))
= sup{s ≥ s0 such that (3.27), (3.25) and (3.26) hold on[s0, s]}
< +∞.
(3.28)
By continuity of the flow and the smallness of the initial perturbation, we know
that s∗ > 0. We perform a three steps reasoning to prove the contradiction:
(i) First we show that as long as ε is controlled by the estimates (3.27), it does
not perturb too much the dynamical system (2.70). That is to say we have a
sufficient control over the evolution of the bi’s to show that the perturbation
U of the trajectory be evolves according to the linearisation at the leading
order.
(ii) (i) has given us control over the part of the solution on the approximate
manifold, this allows us to compute the evolution of the scale λ. Under the
bootstrap conditions we know the size of the error term ψ˜b generated by the
approximate dynamics. Once we know the behavior of ψ˜b and λ, we can
look for better informations about ε. Indeed we apply an energy method
and find out that we control the time evolution of EsL and Eσ. As ε is a
stable perturbation, we find that we have in fact a better estimate for this
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term: ε is smaller than the estimate given by (3.27). Hence at time s∗ we
have:
EsL(s∗) < K1b2L+2(1−δ0)(1+η)1 ,
Eσ(s∗) < K2b
2(σ−sc) ℓℓ−α
1 .
(3.29)
This implies that the exit of the trapped regime is only when the parameters
do not satisfy the estimates (3.26) and (3.26) anymore.
(iii) With the estimates we have found regarding the parameters dynamics in (i)
we are able to say that this is impossible. Indeed, the stable parameters
cannot go away because their dynamics is stable. It is possible for some un-
stable parameters to go away, but they cannot all leave the ball Bℓ−1
(
1
(s∗)η˜
)
in finite time. We have seen in Lemma 2.17 that the Vi’s for 2 ≤ i ≤ ℓ evolve
as a linearized system around a repulsive equilibrium. The true dynamics,
adding a small error term to their time evolution, preserves this structure.
The dynamics in our case cannot expulse all the orbits away from the equi-
librium point: we will show how in that case it would be a contradiction to
Brouwer’s fixed point theorem.
3.2. Evolution equations for ε and w: We recall that we are studying a solution
under the form:
u = Q˜b(t), 1
λ(t)
+w = (Q˜b(s) + ε(s)) 1
λ(s)
,
where Q˜b is defined by (2.51) and ε satisfies the orthogonality conditions (3.9), this
decomposition being explained in Subsubsection 3.1.2. The evolution of ε and w is
given by:
∂sε− λsλ Λε+H(ε) = −Mod(t) + (λsλ + b1)ΛQ˜b − ψ˜b
+F (Q˜b + ε)− F (Q˜b) +Hb(ε) }:= NL(ε)
+H(ε)−Hb(ε) }:= L(ε) ,
(3.30)
where Hb denotes the linearization close to Q˜b:
Hb :=
(
0 −1
−∆− pQ˜p−1b 0
)
, (3.31)
and:
∂tw +H 1
λ
w = 1
λ
(−Mod(t) + (λs
λ
+ b1)ΛQ˜b) 1
λ
− 1
λ
ψ˜b, 1
λ
+F (Q˜b, 1
λ
+w)− F (Q˜b, 1
λ
) +Hb, 1
λ
w }:= NL(w)
+H 1
λ
w −Hb, 1
λ
w }:= L(w) ,
(3.32)
where:
H 1
λ
:=
(
0 −1
−∆− p(Q 1
λ
)p−1 0
)
, andHb, 1
λ
:=
(
0 −1
−∆− p(Q˜b, 1
λ
)p−1 0
)
. (3.33)
We notice that the NL and L terms are situated on the second coordinate:
NL(ε) =
(
0
NL(ε)
)
, NL(w) =
(
0
NL(w)
)
, L(ε) =
(
0
L(ε)
)
, L(w) =
(
0
L(w)
)
.
(3.34)
We let the new modulation term that now includes the scale change be:
˜Mod(t) :=Mod(t)−
(
λs
λ
+ b1
)
ΛQ˜b. (3.35)
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3.3. Modulation equations. In this section we compute the influence of ε on the
equations governing the evolution of the parameters λ and b.
Lemma 3.3 (Modulation estimates). Assume that all the constants involved in
Proposition 3.2 are fixed in their range16, except s0. Then for s0 large enough there
holds the bounds for s0 ≤ s < s∗:∣∣λs
λ
+ b1
∣∣+∑L−1i=1 |bi,s + (i− α)b1bi + bi+1|
≤ C(M)bL+31 +C(L,M)b1
√EsL , (3.36)
|bL,s + (L− α)b1bL| ≤ C(M)
√
EsL + C(M)bL+31 . (3.37)
Remark 3.4. Under the assumption on the smallness of ε (3.27) This implies in
particular that:
λs
λ
= −b1 +O(b21)
and
bi,s = −(i− α)b1bi + bi+1 +O(bi+21 )
for 1 ≤ i ≤ L−1. If we had also bL,s = −(L−α)b1bL+O(bL+1+c1 ) for a small constant
c > 0, this would be enough to conclude that the dynamics of the parameters is
given at the first order by (2.70). Unfortunately this last condition is not met. We
will see how to skirt this problem in the next Lemma 3.5.
Proof of Lemma 3.3. We let:
D(t) =
∣∣∣∣λsλ + b1
∣∣∣∣+
L∑
i=1
|bi,s + (i− α)b1bi − bi+1|. (3.38)
For 0 ≤ i ≤ L we take the sclar product of (3.30) with H∗iΦM :
〈 ˜Mod(t),H∗iΦM 〉 = 〈−H(ε),H∗iΦM 〉+ 〈λsλ Λε,H∗iΦM 〉 − 〈ψ˜b,H∗iΦM 〉
+〈NL(ε),H∗iΦM 〉+ 〈L(ε),H∗iΦM 〉.
(3.39)
Step 1: law for λ. We take i = 0 in the preceding equation (3.39) and compute
all the terms. As ΦM is located on the first coordinate, see (3.6), it gives:
〈NL(ε),ΦM 〉 = 〈L(ε),ΦM 〉 = 0. (3.40)
ΦM is of compact support in |y| ≤ 2M and situated on the first coordinate. For b1
small enough one has ψ˜b(y) = ψb(y), and ψb is situated on the second coordinate
from (2.37). Hence:
〈ψ˜b,ΦM 〉 = 0. (3.41)
The linear term is equal to 0 because of the orthogonality conditions (3.9):
〈−H(ε),ΦM 〉 = 0. (3.42)
The left hand side, the modulation term, is the one catching the evolution of λs:
〈 ˜Mod(t),ΦM 〉 = (λsλ + b)〈ΛQ˜b,ΦM 〉
+
∑L
i=1(bi,s + (i− α)b1bi − bi+1)〈T i +
∑L
j=i+1
∂Sj
∂bi
,ΦM 〉
= (λs
λ
+ b1)〈ΛQ,ΛQ〉+O(b1D(t)).
(3.43)
We now estimate the scaling term:
|〈λs
λ
Λε,ΦM 〉| ≤ |λsλ + b1||〈Λ(1)ε(1),ΦM 〉|+ b1|〈Λ(1)ε(1),ΦM 〉|
≤ (b1 +D(t))| ‖ Λε(1) ‖L2(≤M)‖ ΦM ‖L2 .
16It means that, for example, if we wrote 0 < C ≪ 1 that C is fixed very small
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We use the coercivity estimate from Corollary D.4 to relate the L2 norm on the
compact set y ≤M to EsL :∫
y≤M
|ε(1)|2 =
∫
y≤M
(1 + y)2k0+2L+2
|ε(1)|2
1 + y2k0+2L+2
≤ C(M)EsL ,
∫
y≤M
|y∂yε(1)|2 ≤
∫
y≤M
(1 + y)2k0+2L+2
|∂yε(1)|2
1 + y2k0+2L
≤ C(M)2(k0+L+1)EsL .
This gives:
|〈λs
λ
Λ(1)ε(1),ΦM 〉| ≤ C(M)(b1 +D(t))
√
EsL . (3.44)
Now that we have computed all the terms in (3.39) for i = 0, in (3.40), (3.41),
(3.42), (3.43) and (3.44), we end up with:∣∣∣∣λsλ + b1
∣∣∣∣ = O(b1D(t)) +O((b1 +D(t))C(M)√EsL). (3.45)
Step 2: law of bi for 1 ≤ i ≤ L − 1. We take again equation (3.39) and do the
same computations. The M˜od term represents the approximate dynamics:
〈 ˜Mod(t),H∗iΦM 〉 = 〈ΛQ,ΦM 〉(bi,s + (i− α)b1bi − bi+1) +O(b1D(t)). (3.46)
The linear term still disappears because of the orthogonality conditions:
〈−H(ε),H∗iΦM 〉 = 0. (3.47)
For the scale changing term, as before, thanks to the coercivity of EsL and to (3.45):
|〈λs
λ
Λε,H∗iΦM 〉| ≤ (b1 +D(t))C(M)
√
EsL . (3.48)
The error contribution, as ψ˜b = ψb for y ≤ 2M (for s0 small enough) is estimated
thanks to Proposition 2.12:
|〈ψ˜b,H∗iΦM 〉| ≤ C(M)bL+31 . (3.49)
We now want to estimate the nonlinear contribution. Since NL is a linear sum of
terms of the form Q˜p−kb ε
(1)k for k ≥ 2 we estimate using Cauchy-Schwarz, the L∞
estimate given in Lemma E.1, and again the coercivity estimate:
〈Q˜p−kb ε(1)k,H∗iΦM 〉 ≤ C(M) ‖ ǫ(1) ‖k−2L∞ EsL
= o(b1
√EsL), (3.50)
in the regime (3.27). Because (Q˜
(1)
b )
p−1 − Qp−1 = O(b1) there holds for the small
linear term:
|〈L(ε),H∗iΦM 〉| ≤ b1C(M)
√
EsL . (3.51)
We have estimated all the terms in (3.39) for 1 ≤ i ≤ L−1, in (3.46), (3.47), (3.48),
(3.49), (3.50) and (3.51), it yields:
|bi,s − (i− α)b1bi| ≤ O(b1D(t)) + C(M)bL+31 + C(M)b1
√
EsL . (3.52)
Step 3: the law of bL. We compute:
〈 ˜Mod(t),H∗LΦM 〉 = O(b1D(t)) + (bL,s + (L− α)b1bL)〈ΛQ,ΦM 〉.
The terms that we previously estimated still admits the same bounds. But the
linear term does not disappear in this case. We recall that we have chosen L odd.
From the identity (2.23) relating Hk to L:
|〈H(ε),H∗LΦM 〉| = |〈HL+1ε,ΦM 〉| = |
∫
LL+12 ε(1)ΦM | ≤ C(M)
√
EsL .
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This gives: ∣∣∣∣〈H(ε),H∗LΦM 〉〈ΦM ,ΛQ〉
∣∣∣∣ .M−δ0√EsL . (3.53)
We then conclude that:
|bL,s − (L− α)b1bL| ≤ C(M)(b1D(t) + bL+31 ) + C(M)
√
EsL . (3.54)
Step 4: reinjection of the bounds. Summing (3.54), (3.52) and (3.45) we find that:
D(t) = O(
√
EsL + bL+31 ). (3.55)
This allows us to go back to the previous estimate of the law of λ (3.45), of the bi’s
(3.52), and of bL (3.54) to obtain the desired estimates (3.36) and (3.37) 
3.4. Improved modulation equation for bL. We have seen in remark 3.4 that
the control over the evolution of bL we found in the last Lemma 3.3 is not sufficient.
In fact, this is because our orthogonality conditions approximate a true orthogonal
decomposition (which would have been to ask 〈ε,T i〉 = 0 and would have implied
the vanishing of the bad term 〈Hε,T L〉 = 〈ε,−T L−1〉 = 0). Nevertheless, we are
able to determine which part of ε contributes in the worst way to the evolution of
bL and to control it. This is the subject of the following lemma:
Lemma 3.5 (Improved modulation equation for bL:). We recall that B0 is given by
(1.27). Assume all the constants involved in Proposition 3.2 are fixed in their range
except s0. Then for s0 large enough there holds
17 for s0 ≤ s < s∗:∣∣∣∣∣∣bL,s + (L− α)b1bL − dds

 〈HLε,χB0ΛQ〉〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂SL+2
∂bL
)
L−1
〉


∣∣∣∣∣∣
≤ 1
B
δ0
0
C(L,M)
[√EsL + bL+1−δ0+g′1 ] ,
(3.56)
where g′ is the gain in the asymptotic of the profiles Si defined by (1.20).
Proof of Lemma 3.5. Step 1: Expression of the time derivative of the numerator.
We first compute the time evolution of the numerator of the new term we introduced
in (3.5): 〈HLǫ, χB0ΛQ〉. From the evolution equation for ε given by (3.30):
d
ds
(〈HLε, χB0ΛQ〉) = 〈HLεs, χB0ΛQ〉+ 〈HLε, b1,sy∂yχ( yB0 )ΛQ〉. (3.57)
We will now compute each term in the right hand side. We first estimate the second
term. From the modulation equation (3.36), and under the bootstrap assumptions
(3.27) one has |b1,s| ≤ Cb21. We use the expression of HL given by (2.23), L being
odd, and the coercivity of EsL , see Corollary D.4:∣∣∣〈HLε, b1,s∂yχ( yB0 )ΛQ〉
∣∣∣ = ∣∣∣∫ (−1)L+12 LL−12 ε(2)b1,sy∂yχ( yB0 )Λ(1)Q
∣∣∣
≤ Cb21
∫ 2B0
B0
|ε(2)L−1| yyγ = Cb21
∫ 2B0
B0
|ε(2)L−1|
yk0+1
yk0−γ+2
≤ C(M)b21
√ESL (∫ 2B0B0 y2k0−2γ+4
) 1
2
≤ C(M)b21
√ESLb−(2k0+δ0+2)1
≤ C(M)√ESLb−(2k0+δ0)1
(3.58)
where we used the asymptotic (2.2) of Λ(1)Q (and we recall that fk stands for the
k-th adapted derivative of f given by (2.19)). We now aim at estimating the other
17The denominator being non null from (3.69).
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term in the right hand side of (3.57). We compute using again the expression of
HL given by (2.23) and the fact that L is odd:
(−1)L+12 〈HLεs, χB0ΛQ〉 =
∫ LL−12 ε(2)s Λ(1)Q
=
∫
χB0Λ
(1)Q
(
−Lε(1) + λs
λ
Λ(2)ε(2) − M˜od(t)(2) − ψ˜(2)b +NL(ε) + L(ε)
)
L−1
,
(3.59)
and we now estimate all the terms in the right hand side.
• Lε(1) term: There holds using coercivity and the fact that A(Λ(1)Q) = 0:∣∣∫ χB0Λ(1)Q(Lε(1))L−1∣∣ ≤ C ∫ 2B0B0 1yγ+1 |ε(1)L | ≤ C ∫ 2B0B0 ε(1)Lyk0+1 yk0−γ
≤ C(M)√EsLb−(2k0+δ0)1 . (3.60)
•Λ(2)ε(2) term: Again, using the same arguments, as |λs|
λ
≤ Cb1 from (3.36):∣∣∫ χB0Λ(1)Qλsλ (Λ(2)ε(2))L−1∣∣ ≤ Cb1 ∫ 2B0B0 1yγ+1 |ǫ(2)L−1| ≤ C(M)b1√EsLb−(2k0+1+δ0)1
≤ C(M)√EsLb−(2k0+δ0)1 .
(3.61)
• ψ˜b term: Because we are in the zone ∼ B0 we do not see the bad tail. We can
then use the improved bound of Proposition 2.12:∣∣∣∫ χB0Λ(1)Q(ψ˜b(2))L−1∣∣∣ = ∣∣∣∫ χB0Λ(1)Q(ψ(2)b )L−1∣∣∣
≤ ‖ Λ(1)Q ‖L2(≤2B0)‖ ψ(2)b,L−1 ‖L2(≤2B0)
≤ CbL+1−2k0−2δ0+g′1 .
(3.62)
• NL(ε) term: By duality we put all the derivatives on Λ(1)Q:∣∣∫ χB0Λ(1)Q(NL(ε))L−1∣∣ = ∣∣∫ (χB0Λ(1)Q)L−1NL(ε)∣∣ ≤ C ∫ 2B0B0 1yγ+L−1 |NL(ε)|.
We know that NL(ε) is a sum of terms of the form: Qp−kε(1)k for k > 2. So from
the asymptotic (2.1) of Q and using coercivity:∣∣∣∫ 2B0B0 1yγ+L−1Qp−kε(1)k
∣∣∣ ≤ C ‖ ε(1) ‖k−1L∞ ∫ 2B0B0 |ε(1)|
y
γ+L−1+ 2p−1 (p−k)
≤ C(M) ‖ ε(1) ‖k−1L∞
√EsLb−(2k0+δ0)1 b−2+ 2p−1 (p−k)1 .
We now use the estimate provided by Lemma E.1:
‖ ε(1) ‖L∞ ≤ C(M,K1,K2)
√Eσb
d
2
−σ+
2
p−1α
L
+O(σ−scL )
1
≤ C(M,K1,K2)
(
Eσ
b
σ−sc
1
)
b
2
p−1
+
2
p−1α
L
+O(σ−scL )
1 .
Therefore:∣∣∣∣∣
∫ 2B0
B0
Qp−kε(1)k
yγ+L−1
∣∣∣∣∣ ≤ C(M,K1,K2)
( Eσ
bσ−sc1
)k−1√
EsLb
−(2k0+δ0)+ 2(k−1)α(p−1)L +O(σ−scL )
1 .
Under the bootstrap estimate, for s0 small enough this gives:∣∣∣∣
∫
χB0Λ
(1)QNL(ε(1))L−1
∣∣∣∣ ≤√EsLb−(2k0+δ0)1 . (3.63)
Indeed, the constant s0 being chosen after all the other constants, we can increase
s0 to erase the dependence on the other constant in the preceding equation.
• L(ε) term:∣∣∫ χB0Λ(1)Q(L(ε))L−1∣∣ ≤ C ∫ 2B0B0 1yγ+L−1 |Qp−1b −Qp−1||ε(1)|.
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We use the degeneracy of the potential: Qp−1b −Qp−1 ≤ C1+y2+α to estimate:∣∣∫ χB0Λ(1)Q(L(ε))L−1∣∣ ≤ C ∫ 2B0B0 |ε(1)|yγ+L−1+2+α
≤ C(M)√EsLb−(2k0+δ0)1 bα1 . (3.64)
• ˜Mod(t)(2) term: From the localization of the Ti’ and Si’s ((2.26) and (2.41)):∫ ˜Mod(t)(2)L−1χB0Λ(1)Q
=
∫
(
∑L
i=1(bi,s + (i− α)b1bi − bi+1)(Tiδimod2,1 +
L+2∑
j=i+1 odd
∂Sj
∂bi
))L−1χB0Λ(1)Q
− ∫ (λs
λ
+ b1)Λ
(2)α˜
(2)
b )L−1χB0Λ
(1)Q
= (bL,s + (L− α)b1bL)
∫
(TL +
∂SL+2
∂bL
)L−1χB0Λ(1)Q
+
∫
(
∑L−1
i=1 (bi,s + (i− α)b1bi − bi+1)(Tiδimod2,1 +
L+2∑
j=i+1 odd
∂Sj
∂bi
))L−1χB0Λ(1)Q
− ∫ (λs
λ
+ b1)(Λ
(2)α˜
(2)
b )L−1χB0Λ
(1)Q.
We compute from the fact that H(TL) = (−1)LΛQ:∫
(TL)L−1χB0Λ
(1)Q = (−1)L−12
∫
|Λ(1)Q|2χB0 .
For i < L, as (Ti)L−1 = 0 we have:∣∣∣∣∫ (Tiδimod2,1 +∑L+2j≥i+1 odd ∂S(2)j∂bi )L−1χB0Λ(1)Q
∣∣∣∣
=
∣∣∣∣∫ ∑L+2j≥i+1
(
∂S
(2)
j
∂bi
)
L−1
χB0Λ
(1)Q
∣∣∣∣ ≤ CbL−i+g′1 b−(2k0+2δ0)1 .
And for the last term there holds the bound:∣∣∣∣
∫
(Λ(2)α˜
(2)
b )L−1χB0Λ
(1)Q
∣∣∣∣ ≤ CbL−(2k0+2δ0)1
We then conclude, using the majoration obtained in the previous Lemma 3.3 for
the evolution of the bi’s and λ, that for the ˜Mod(t) term:∫ ˜Mod(t)(2)L−1χB0Λ(1)Q
= (bL,s + (L− α)b1bL)
(
(−1)L−12 ∫ (Λ(1)Q)2χB0 +
(
∂S
(2)
L+2
∂bL
)
L−1
χB0Λ
(1)Q
)
+O(
√EsLb−(2k0+δ0)1 + bL+3−(2k0+δ0)1 )
(3.65)
(From now on we use the O() notation, the constants hidden depending only on
M). We now collect all the estimates (3.60), (3.61), (3.62), (3.63), (3.64) and (3.65),
inject them in (3.59) to find that the first term in the right hand side of (3.57) is:
〈HLεs, χB0ΛQ〉+O(
√EsLb−(2k0+δ0)1 ) +O(bL+1−2k0−2δ0+g′1 ).
= (bL,s + (L− α)b1bL)
〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉 (3.66)
With the two computations (3.66) and (3.58), the time evolution of the numerator
given by (3.57) is now:
d
ds
〈HLε, χB0ΛQ〉+O(
√EsLb−(2k0+δ0)1 ) +O(bL+1−2k0−2δ0+g′1 ).
= (bL,s + (L− α)b1bL)
〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉 (3.67)
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Step 2: end of the computation. We have thanks to our previous estimate (3.67):
d
ds

 〈HLε,χB0ΛQ〉〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉


= (bL,s + (L− α)b1bL) + O(
√EsLb−(2k0+δ0)1 +bL+1−(2k0+2δ0)+g
′
1 )〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
−
〈HLε,χB0ΛQ〉× dds

〈χB0Λ(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉2 .
(3.68)
From the asymptotic of Λ(1)Q and SL+2, the denominator has the following size:
〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
∼ Cb−2k0−2δ01 , (3.69)
for some constant C > 0. So the second term in the right hand side of (3.68) is:
∣∣∣∣∣∣∣∣∣
O(
√EsLb−(2k0+δ0)1 + bL+1−(2k0+2δ0)+g′1 )〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
∣∣∣∣∣∣∣∣∣
≤ C(M)
(
b−δ01
√
EsL + bL+1+g
′
1
)
(3.70)
We now estimate the third term in the right hand side of (3.68). We have by
coercivity of the adapted norm:
|〈HLε, χB0ΛQ〉| ≤ C
∫ 2B0
B0
ε(2)
yγ+L−1
≤ C(M)
√
EsLb−(2k0+δ0)−11 . (3.71)
As
∂S
(2)
L+2
∂bL
does not depend on bL, we obtain using the modulation bound (3.36) for
b1,...,bL−1:∣∣∣∣∣∣∣∣∣
d
ds
[〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉]
〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
∣∣∣∣∣∣∣∣∣
≤ C(M)b1.
The third term in the right hand side of (3.68) then admits the bound:
∣∣∣∣∣∣∣∣∣
〈HLε,χB0ΛQ〉× dds

〈χB0Λ(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉2
∣∣∣∣∣∣∣∣∣
≤ C(M)b−δ01
√EsL .
(3.72)
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The identity (3.68), with the bounds on the terms (3.70) and (3.72), gives:
d
ds

 〈HLǫ,χB0ΛQ〉〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉

 = (bL,s + (L− α)b1bL)
+O(
√EsLbδ01 + bL+1+g′1 ),
the constant hidden in the O() depending on M (and L of course but we do not
track the dependence on this constant anymore). 
3.5. Lyapunov monotonicity for the low Sobolev norm: As it appeared in
the previous subsections, the key estimate in our analysis is the one concerning
the high Sobolev norm. Nonetheless, to have an idea on how the lower derivatives
behave, and to close an estimate for the nonlinear term in the next section, we start
by computing an energy estimate on the low Sobolev norm. We define:
ν :=
α
ℓ− α, (3.73)
so that 1 + ν = ℓ
ℓ−α and that the condition (3.27) for Eσ can be rewriten as:
Eσ ≤ K2b2(σ−sc)(1+ν)1 (3.74)
Proposition 3.6. (Lyapunov monotonicity for the low Sobolev norm:) Assume all
the constants involved in Proposition 3.2 are fixed in their range, except s0 and η.
Then for s0 large enough and η small enough there holds for s0 ≤ s < s∗:
d
dt
{ Eσ
λ2(σ−sc)
}
≤ b1
√Eσb(σ−sc)(1+ν)1
λ2(σ−sc)+1
[
b
α
2L
+O(σ−scL )
1 + b
α
2L
+O(σ−scL )
1
p∑
k=2
( √Eσ
bσ−sc1
)k−1]
(3.75)
(the norm Eσ was defined in (3.14)).
Proof of Proposition 3.6. To prove this proposition we will compute the derivative
with respect to time of Eσ
λ2(σ−sc)
and estimate it in the trapped regime using (3.27)
and the size of the error given by Proposition 2.14. From the evolution of w given
by (3.32) we first compute the following identity:
d
dt
{
Eσ
λ2(σ−sc)
}
= d
dt
{∫ |∇σw(1)|2 + ∫ |∇σ−1w(2)|2}
=
∫ ∇σw(1).∇σ(w(2) + 1
λ
(−M˜od(t)(1)1
λ
− ψ˜b(1)1
λ
))
+
∫ ∇σ−1w(2).∇σ−1(−Lw(1) + 1
λ
(−M˜od(t)(2)1
λ
− ψ˜b(2)1
λ
) +NL(w) + L(w)).
(3.76)
Step 1: estimate on each term. We will now estimate everything in the right hand
side of (3.76).
• Linear terms: Because the norm we are using is adapted to a wave equation we
have:∫ ∇σw(1).∇σw(2) −∇σ−1w(2).∇σ−1Lw(1) = ∫ ∇σ−1w(2).∇σ−1(pQp−11
λ
w(1))
≤ ‖ ∇σw(2) ‖L2‖ ∇σ−2(Qp−11
λ
w(1)) ‖L2 .
We now use the asymptotic behavior Qp−1 ∼ c
x2
(c > 0) and the weighted Hardy
estimate from Lemma C.2:
‖ ∇σ−2(Qp−11
λ
w(1)) ‖L2≤ C ‖ ∇σw(1) ‖L2= C
√Eσ
λσ−sc
.
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The other term is estimated by interpolation. Indeed as ‖ ∇sL−1ε(2) ‖2
L2
≤ cEsL
from Corollary D.4:
‖ ∇σw(2) ‖L2≤
C(M)
λσ−sc+1
√
Eσ
1− 1
sL−σ
√
EsL
1
sL−σ
We have the following estimate under the bootstrap conditions (3.27) :√
Eσ
1− 1
sL−σ
√
EsL
1
sL−σ ≤ C(K1,K2,M)b(σ−sc)(1+ν)1 b
( 1
sL−σ
)(L+(1−δ0)(1+η)−(σ−sc)(1+ν))
1
and from: L+(1−δ0)(1+η)−(σ−sc)(1+ν)
sL−σ = 1 +
(1−δ0)η+α
L
+O(σ−sc
L
) we conclude that:∣∣∫ ∇σw(1).∇σw(2) −∇σ−1w(2).∇σ−1Lw(1)∣∣
≤ C(K1,K2,M)
√Eσb(σ−sc)(1+ν)1
λ2(σ−sc)
b1
λ
b
α
L
+O(σ−scL )
1 .
(3.77)
• ˜Mod(t) terms: We only treat the ˜Mod(t)(2) terms, the computation being the
same for the first coordinate.∣∣∣∣ 1λ
∫
∇σ−1w(2).∇σ−1 ˜Mod(t)(2)1
λ
∣∣∣∣ ≤ 1λ2(σ−sc) 1λ
√
Eσ ‖ ∇σ−1 ˜Mod(t) ‖L2 .
We compute thanks to the previous estimate on the modulation, see Lemma 3.3:
‖ ∇σ−1M˜od(2) ‖L2
. (
√EsL + bL+3)
( ∑
i<j≤L+2
‖ ∇σ−1
(
χB1
∂S
(2)
j
∂bi
)
‖L2 +
∑L
0 ‖ χB1∇σ−1T (2)i ‖L2
)
= (
√EsL + bL+3)b(1+η)(−k0−δ0−L+σ)1
≤ C(M)bα+(1−δ0)+(σ−sc)+η(1−δ0+α+(σ−sc)−L)1 .
Hence, treating similarly the other coordinate:∣∣∣∣ 1λ
∫
∇σ−1w(2).∇σ−1 ˜Mod(t)(2)1
λ
+∇σw(1).∇σ ˜Mod(t)(1)1
λ
∣∣∣∣ ≤ C(M)b1
√Eσb(σ−sc)+α1
λ2(σ−sc)+1
.
(3.78)
• ψ˜b term: Again we just compute for the first coordinate ψ˜(1)b , because we can
treat the second one exactly the same way.∣∣∣∣ 1λ
∫
∇σw(1).∇σψ˜(1)
b, 1
λ
∣∣∣∣ ≤ 1λ2(σ−sc) 1λ
√
Eσ ‖ ∇σψ˜(1)b ‖L2 .
We can estimate using proposition 2.14:
‖ ∇σψ˜(1)b ‖L2≤ Cb(1−δ0)+σ−k0−Cη1 = Cb(σ−sc)+α−Cη+11 .
Hence for η small enough:∣∣∣∣ 1λ
∫
∇σw(1).∇σψ˜(1)
b, 1
λ
∣∣∣∣ ≤ Cλ(σ−sc) b1λ
√
Eσbσ−sc1 b
3α
4
1 .
The same computation for the second coordinate gives the same result, hence the
error’s contribution is:∣∣∣∣ 1λ
∫
∇σw(1).∇σψ˜(1)
b, 1
λ
+
1
λ
∫
∇σ−1w(2).∇σ−1ψ˜(2)
b, 1
λ
∣∣∣∣ ≤ Cλ(σ−sc) b1λ
√
Eσbσ−sc1 b
3α
4
1 .
(3.79)
• L(w) term: First using Cauchy-Schwarz:∣∣∣∣
∫
∇σ−1w(2).∇σ−1(L(w))
∣∣∣∣ ≤
√Eσ
λ2(σ−sc)+1
‖ ∇σ−1L(w) ‖L2 .
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Now we have that L(w) = (pQp−1 − pQ˜p−1b )w(1). From the asymptotics of the
profiles Ti and Si, the potential here enjoys the following bounds:∣∣∣∂ky (Qp−1 − Q˜p−1b )∣∣∣ ≤ Cb1 1y1+α−C(L)η (3.80)
It allows us to use the fractionnal Hardy estimate from Lemma C.2:
‖ ∇σ−1L(w) ‖L2≤ Cb1 ‖ ∇σ+
1
p−1w(1) ‖L2 ,
because σ + 1
p−1 <
d
2 , and because for η small enough one has: α − C(L)η ≥ 1p−1
(as α > 2). In the trapped regime one has by interpolation:
‖ ∇σ+ 1p−1w(1) ‖L2 ≤ C(M)
√Eσ1−
1
(p−1)(sL−σ)
√EsL 1(p−1)(sL−σ)
≤ C(K1,K2,M) b(σ−sc)(1+ν)1 b
1
p−1
+O( 1L)
1 .
Therefore we end up with the following bound on the small linear term:∣∣∣∣
∫
∇σ−1w(2).∇σ−1(L(w))
∣∣∣∣ ≤ C(K1,K2,M) b1
√Eσ
λ2(σ−sc)+1
b
(σ−sc)(1+ν)+ 1p−1+O( 1L )
1
(3.81)
• NL term: We start by integrating by parts and using Cauchy-Schwarz:∣∣∫ ∇σ−1w(2)∇σ−1NL(w)∣∣
≤ 1
λ2(σ−sc)+1
‖ ∇σ−(k−1)(σ−sc)ε(2) ‖L2‖ ∇σ−2+(k−1)(σ−sc)NL(ε) ‖L2 . (3.82)
The first term is estimated via interpolation, and gives under the bootstrap condi-
tions:
‖ ∇σ−(k−1)(σ−sc)ε(2) ‖L2 ≤ C(M)
√Eσ1−
1−(k−1)(σ−sc)
sL−σ
√EsL 1−(k−1)(σ−sc)sL−σ
≤ C(M,K1,K2)b(σ−sc)(1+ν)+1−(k−1)(σ−sc)+
α
L
+O(σ−scL )
1 .
(3.83)
We now estimate the second one. We know that NL(ε) is a linear combination of
terms of the form: Q˜
(1)(p−k)
b ε
(1)k for 2 ≤ k ≤ p. We know also that here we have:
∂jyQ˜
(1)(p−k)
b ≤ c
y
2
p−1 (p−k)+j
. So using the weighted and fractional hardy estimate of
Lemma C.2:
‖ ∇σ−2+(k−1)(σ−sc)(Qp−kε(1)k) ‖≤ C ‖ ∇σ−2+ 2p−1 (p−k)+(k−1)(σ−sc)(ε(1)k) ‖L2 .
We let σ˜ = E[σ − 2 + 2
p−1(p− k) + (k − 1)(σ − sc)] so that:
σ − 2 + 2
p− 1(p− k) + (k − 1)(σ − sc) = σ˜ + δσ,
with 0 ≤ δσ < 1. Developing the entire part of the derivative yields:
‖ ∇σ−2+ 2p−1 (p−k)+(k−1)(σ−sc)(ε(1)k) ‖L2=‖ ∇δσ(∇σ˜(ε(1)k)) ‖L2 .
We develop the ∇σ˜(v(1)k) term: it is a linear combination of terms of the form:
k∏
j=1
∇ljε(1),
for
∑k
j=1 lj = σ˜. We recall the standard commutator estimate:
‖ ∇δσ(uv) ‖Lq≤ C ‖ ∇δσu ‖Lp1‖ v ‖Lp2 +C ‖ ∇δσv ‖
L
p′
1
‖ u ‖
L
p′
2
,
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for 1
p1
+ 1
p2
= 1
p′1
+ 1
p′2
= 1
q
, provided 1 < q, p1, p
′
1 < +∞ and 1 ≤ p2, p′2 ≤ +∞. So
by iteration we have that:
‖ ∇σ−2(Qp−kε(1)k) ‖L2≤ C
k∑
j=1
k∏
i=1
‖ ∇l(j)iε(1) ‖Lp(j)i ,
with l(j)i = li + δσδi=j and with
∑ 1
p(j)i
= 12 . We have for any i and j: l(j)i < σ.
Hence we can use Sobolev injection to find:
∇l(j)iε(1) ∈ Lp(j)∗i ,
for p(j)∗i =
2d
d−2σ+2l(j)i . We compute (the strategy was designed to obtain this):
1
p(j)∗
:=
k∑
i=1
1
p(j)∗i
=
1
2
.
So we take p(j)i = p(j)
∗i. We then have:
‖ ∇σ−2+ 2p−1 (p−k)+(k−1)(σ−sc)(NL(ε)) ‖L2≤ C
√
Eσ
k
. (3.84)
The Cauchy-Schwarz inequality (3.82), with the estimates for the two terms (3.83)
and (3.84) give eventually: ∣∣∫ ∇σ−1w(2).∇σ−1(NL(w))∣∣
≤ C(K1,K2,M)b1
√Eσ
λ2(σ−sc)+1
( √Eσ
b
σ−sc
1
)k−1
b
(σ−sc)(1+ν)+αL+O(σ−scL )
1 .
(3.85)
Step 2: Gathering the bounds. We have made the decomposition (3.76) and have
found an upper bound for all terms in the right hand side in (3.77), (3.78), (3.79),
(3.81) and (3.85). So we get:
d
dt
{
Eσ
λ2(σ−sc)
}
≤ C(K1,K2,M)
λ2(σ−sc)
b1
λ
√Eσb(σ−sc)(1+ν)1 ×
(
b
α
L
+O(σ−scL )
1 + b
α−ν(σ−sc)
1
+b
3
4
α−ν(σ−sc)
1 + b
1
p−1
+O( 1L)
1 + b
α
L
+O(σ−scL )
1
∑p
k=2
( √Eσ
b
σ−sc
1
)k−1)
,
(3.86)
We see that if one choose σ − sc small enough there holds:
α
2L
< min
(
α
L
+O
(
σ − sc
L
)
, α− ν(σ − sc), 3
4
α− ν(σ − sc), 1
p− 1 +O
(
1
L
))
.
(3.87)
In the trapped regime we recall that b1 ∼ c1s is small, so that ba1 ≪ bb1 if b < a.
Consequently by taking s0 big enough to "erase" the constants, (3.86) combined
with (3.87) give the result of the proposition. 
3.6. Lyapunov monotonicity for the high Sobolev norm: We have seen that
in order to control the evolution of the parameters, we need to control the high
Sobolev norm EsL . Indeed, the law of bL is computed when projecting the dynamics
onto H∗LΦM , which involves at least to control L derivative. Why do we look
at the k0 + 1 + L-th derivative? Because it is only when deriving at least k0 + 1
more times that we gain something on the error term ψ˜b: the η gain (see propo-
sition 2.14)18. However, if we look at a higher order derivative (> k0 + L + 1) we
loose the control of the solution by lack of Hardy inequalities (Corollary D.4 does not
work at a higher level of regularity). For these reasons, the choice L+k0+1 is sharp.
We state here a control on the evolution of EsL , and prove it. We will not be
18this is the reason why we need or approximate profile to expand till the zone y ∼ B1.
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able to estimate it directly, a local part will require the study of a Morawetz type
quantity. This is the subject of the following subsection.
Proposition 3.7. (Lyapunov monotonicity for the high Sobolev norm:) Suppose
all the constants of Proposition 3.2 are fixed, except s0 and η. Then for s0 large
enough and η small enough there holds for s0 ≤ s < s∗:
d
dt
{
EsL
λ2(sL−sc)
+O
(
EsLb
η(1−δ0)
1
λ2(sL−sc)
)}
≤ C(M)
λ2(sL−sc)
b1
λ
[
EsLb
α
2L
+O(σ−scL )
1
p∑
k=2
[ √Eσ
b
σ−sc
1
]k−1
+C(N)EsL,loc +
EsL
N
δ0
2
+
√EsLbL+(1−δ0)(1+η)1 ]
(3.88)
the constant hidden in the O() in the left hand side depending on M (the norms EsL
and EsL,loc are defined by (3.11) and (3.12)).
Proof of Proposition 3.7. : First we compute the time evolution of EsL :
d
dt
( EsL
λ2(sL−sc)
)
= d
dt
(∫ |w(1)k0+1+L|2 + |w(2)k0+L|2
)
= d
dt
(∫
w(1)Lk0+L+11
λ
w(1) + w(2)Lk0+L1
λ
w(2)
)
= 2
∫
w(1)Lk0+L+11
λ
w
(1)
t +w
(2)Lk0+L1
λ
w
(2)
t
+
∑k0+L+1
i=1
∫
w(1)Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L+1−i1
λ
w(1)
+
∑k0+L
i=1
∫
w(2)Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L−i1
λ
w(2)
= 2
∫
w(1)Lk0+L+11
λ
(w(2) − 1
λ
ψ˜
(1)
b, 1
λ
− 1
λ
M˜od 1
λ
(t)(1))
+2
∫
w(2)Lk0+L1
λ
(−L 1
λ
w(1) − 1
λ
ψ˜
(2)
b, 1
λ
− 1
λ
M˜od(t)
(2)
1
λ
+ L(w) +NL(w))
+
∑k0+L+1
i=1
∫
w(1)Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L+1−i1
λ
w(1)
+
∑k0+L
i=1
∫
w(2)Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L−i1
λ
w(2).
(3.89)
We aim at computing the effect of everything in the right hand side.
Step 1: Terms that can be estimated directly. We claim that the quadratic term,
the error term and the non-linear term can be estimated directly, transforming
(3.89) into:
d
dt
( EsL
λ2(sL−sc)
)
= 2
∫
w(1)Lk0+L+11
λ
(− 1
λ
M˜od 1
λ
(t)(1)) + w(2)Lk0+L1
λ
(− 1
λ
M˜od(t)
(2)
1
λ
+ L(w))
+
∑k0+L+1
i=1
∫
w(1)Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L+1−i1
λ
w(1)
+
∑k0+L
i=1
∫
w(2)Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L−i1
λ
w(2)
+ b1
λ2(sL−sc)+1
[
O(
√EsLbL+(1−δ0)(1+η)1 ) +O
(
EsLb
α
L
+O(σ−scL )
1
p∑
k=2
[ √Eσ
b
σ−sc
1
]k−1)]
.
(3.90)
where the constant hidden in the first O() does not depend on K1 and K2. We now
prove this intermediate estimate.
• The linear term: Because this norm is adapted to the flow of the wave equation
we have the fundamental cancellation:∫
w(1)Lk0+L+11
λ
w(2) + w(2)Lk0+L1
λ
(−L 1
λ
w(1)) = 0. (3.91)
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• the ψ˜b term: It is this term that gives the eventual estimate for EsL we want to
prove. We recall that fj, the j-th adapted derivative of a function f , is defined in
(2.19). We just use Cauchy-Schwarz and the estimate provided in Proposition 2.14:∣∣∣∣ 1λ ∫ w(1)Lk0+L+11
λ
ψ˜
(1)
b, 1
λ
+ w(2)Lk0+L1
λ
ψ˜
(2)
b, 1
λ
∣∣∣∣
=
∣∣∣∣∣ 1λ ∫ w(1)k0+1+L
(
ψ˜
(1)
b, 1
λ
)
k0+1+L
+ w
(2)
k0+L
(
ψ˜
(2)
b, 1
λ
)
k0+L
∣∣∣∣∣
≤ C 1
λ
1
λ2(sL−sc)
√EsLb1+L+(1−δ0)(1+η)1 .
(3.92)
for a constant C depending on L only.
• The non linear term: We begin by Cauchy-Schwarz inequality and by doing a
change on the scaling:∣∣∣∣
∫
w(2)Lk0+L1
λ
NL(w)
∣∣∣∣ ≤ 1λ2(sL−sc)+1
√
EsL ‖ NL(ε)k0+L ‖L2 .
We aim at estimating the last term in the right hand side. We know that NL(ε)
is a sum of terms of the form Q˜
(1)(p−k)
b ε
(1)k for 2 ≤ k ≤ p. So by now we have to
study quantities of the form: (Q˜
(1)(p−k)
b ε
(1)k)k0+L. For l = (l0, ..., lk) we recall the
notation: |l|1 =
∑k
i=0 li. Close to the origin, we have from the equivalence between
Sobolev norms and adapted norms (Lemma B.2), and because HsL(y ≤ 1) is an
algebra:∫
y≤1
(NL(ε)k0+L)
2 ≤ C
p∑
k=2
‖ ε(1) ‖2kHsL (y≤1)≤ C(M)EsL ≤ C(M)
√
EsLb21.
For y ≥ 1 we notice that when applying A and A∗:
(Q˜
(1)(p−k)
b ε
(1)k)k0+L =
∑
|l|1=k0+L
fl˜0∂
l0
y (Q˜
(1)(p−k)
b )
k∏
i=1
∂liy ε
(1).
with f
l˜0
∼ 1
1+yl˜0
. We have the following asymptotic for the potential:
∂l0y (Q˜
(1)(p−k)
b ) ≤
C
1 + y
2
p−1
(p−k)+l0
.
So, putting together the decay given by ∂l0y Q˜
(1)(p−k)
b and fl˜0 and renaming l0 := l0+l˜0
we need to study integrals of the following form:∫
y≥1
|NL(ε)sL−1|2 .
p∑
k=2
∑
|l|1=k0+L
∫
y≥1
∏k
i=1 |∂liy ε(1)|2
1 + y
4
p−1
(p−k)+2l0
, (3.93)
for
∑k
i=0 li = sl − 1. We order the coefficient li for 1 ≤ i ≤ k by increasing order:
l1 ≤ l2 ≤ ... ≤ lk.
◦ Case 1: we suppose that: 2
p−1(p − k) + l0 + lk ≤ sL. It implies the integrability
∂
lk
y ε
(1)
1+y
l0+
2
p−1 (p−k)
∈ L2(y ≥ 1) by the improved Hardy inequality from Lemma E.1.
There also holds in that case for all 1 ≤ i ≤ k − 1 that li < sL − d2 which implies
∂liy ε
(1) ∈ L∞(y ≥ 1). We then estimate:∥∥∥∥∥
∏k
i=1 |∂liy ε(1)|2
1 + y
4
p−1
(p−k)+2l0
∥∥∥∥∥
L2(y≥1)
≤ C
∥∥∥∥∥ ∂
lk
y ε
(1)
1 + y
2
p−1
(p−k)+l0
∥∥∥∥∥
L2(≥1)
k−1∏
i=1
∥∥∥∂liy ε(1)∥∥∥ ‖L∞(y≥1) .
50 C.COLLOT
For 1 ≤ i ≤ k − 1, from the equivalence between Laplace and ∂y derivatives for
y ≥ 1:
∂liy ε
(1) =
li∑
j=0
fjD
jε(1),
with ∂ny fj = O
(
1
1+xli−j+n
)
for y ≥ 1, we deduce:
‖ ∂liy ε(1) ‖L∞(y≥1) ≤ C
∑li
j=0 ‖ D
jε(1)
1+xli−j
‖L∞
≤ C√Eσ
sL−li−
d
2
sL−σ
√EsL li+
d
2−σ
sL−σ .
We used Sobolev injection, interpolation and coercivity. For i = k from Lemma
E.1:∥∥∥∥∥ ∂
lk
y ε
(1)
1 + y
2
p−1
(p−k)+2l0
∥∥∥∥∥
L2(y≥1)
≤ C(M)
√
Eσ
sL−lk−l0−
2
p−1 (p−k)
sL−σ
√
EsL
lk+l0+
2
p−1 (p−k)−σ
sL−σ .
So that when combining the last two estimates we find:∥∥∥∥ ∏ki=1 |∂liy ε(1)|2
1+y
4
p−1 (p−k)+2l0
∥∥∥∥
L2(y≥1)
≤ C√Eσ
∑k−1
i=1
(
sL−li−
d
2
sL−σ
)
+
sL−lk−l0−
2
p−1 (p−k)
sL−σ
√EsL
∑k−1
i=1
(
li+
d
2−σ
sL−σ
)
+
lk+l0+
2
p−1 (p−k)−σ
sL−σ
C depending on M . We can calculate the coefficients:
k∑
i=2
(
sL − li − d2
sL − σ
)
+
sL − lk − l0 − 2p−1(p − k)
sL − σ =
(k − 1)(sL − d2 + 1− 2p−1(p − k)
sL − σ ,
k−1∑
i=1
(
li +
d
2 − σ
sL − σ
)
+
lk + l0 +
2
p−1(p− k)− σ
sL − σ = 1 +
1− (k − 1)(σ − sc)
sL − σ .
Under the bootstrap assumptions (3.27) it gives:∥∥∥∥∥
∏k
i=1 |∂liy ε(1)|2
1 + y
4
p−1
(p−k)+2l0
∥∥∥∥∥
L2
≤ C(K1,K2,M)b1
√
EsL
( √Eσ
bσ−sc1
)k−1
b
α
L
+O(σ−scL )
1 . (3.94)
◦ Case 2: if the last condition does not hold, it implies that lk + l0 = sL − 1 with
2
p−1(p− k)− 1 > 0, and that consequently for 1 ≤ i ≤ k − 1, li = 1. It means that
we have to estimate an integral of the following form:∫
y≥1
|ε(1)|2(k−1) |∂
lk
y ε
(1)|2
1 + y
4
p−1
(p−k)+2l0
.
We rewrite it as: ∫
y≥1
|ε(1)|2(k−2) |ε
(1)|2
1 + y
4
p−1
(p−k)−2
|∂lky ε(1)|2
1 + y2+2l0
.
The L∞ norm of ε(1) is estimated in Lemma E.1:
‖ ε(1) ‖L∞≤ C(M,K1,K2)
√
Eσb
( d2−σ)+ 2α(p−1)L+O(σ−scL )
1
We use the improved Hardy estimate from Lemma E.1 to estimate:∥∥∥∥∥ ∂
lk
y ε
(1)
1 + y1+l0
∥∥∥∥∥
L2(y≥1)
≤ C(M)
√
EsL .
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And finally we use the weighted L∞ estimate (still from Lemma E.1):∥∥∥∥∥ |ε
(1)|
1 + y
2
p−1
(p−k)−1
∥∥∥∥∥
L∞
≤ C(M,K1,K2)
√
Eσb
2(p−k)
p−1
−1+(d
2
−σ)+ 2α
(p−1)L
+O(
(σ−sc)
L
)
1 .
With these last three estimates we have:∥∥∥∥|ε(1)|(k−2) |ε(1)|
1+y
2
p−1 (p−k)−1
|∂lky ε(1)|
1+y1+l0
∥∥∥∥
L2(y≥1)
.
√EsL√Eσ(k−2)+1b(k−2)(d2−σ)+ 2(k−2)α(p−1)L1 b 2(p−k)p−1 −1+(d2−σ)+( 2p−1+ 2(p−k)p−1 −1)αL+O( (σ−sc)L )1
≤ C(M,K1,K2)
√EsLb1 ( √Eσbσ−sc1
)k−1
b
α
L
+O(σ−scL )
1 .
(3.95)
We now come back to (3.93) and inject the bounds we have found. Putting together
the result obtained in case 1, (3.94) and the result obtained in the second case,
(3.95), gives for the non linear term:∣∣∣∣
∫
w(2)Lk0+L1
λ
(NL(w))
∣∣∣∣ ≤ C(K1,K2,M)λ2(sL−sc) b1λ EsL
[
p∑
k=2
( √Eσ
bσ−sc1
)k−1]
b
α
L
+O(
(σ−sc)
L
)
1 .
(3.96)
We now recapitulate: we have found directs bounds for the quadratic term (3.91),
for the error term (3.92), and for the non linear term (3.96). We inject them in
(3.89) to obtain the intermediate identity (3.90), wich we claimed in this step 1.
Step 2: Terms for which only a local part is problematic. The small linear term
and the scale changing term involve a potential that, in both cases, has a better
decay than 1
y2
far away of the origin. So away from the origin we can control them
directly. Unfortunately, close to the origin we cannot. This is why we will have to
use an additional tool, the study of a Morawetz type quantity, which will be done
in the next subsection. We claim that (3.90) yields:
d
dt
( EsL
λ2(sL−sc)
)
= 2
∫
w(1)Lk0+L+11
λ
(− 1
λ
M˜od 1
λ
(t)(1)) +w(2)Lk0+L1
λ
(− 1
λ
M˜od(t)
(2)
1
λ
)
+ b1
λ2(sL−sc)+1
[
O(
√EsLbL+(1−δ0)(1+η)1 ) +O
(
EsLb
α
L
+O(σ−scL )
1
p∑
k=2
[ √Eσ
b
σ−sc
1
]k−1)]
+ b1
λ2(sL−sc)+1
O
(EsL
Nδ
+ C(N)EsL,loc
)
.
(3.97)
We are now going to prove this identity (3.97) by establishing bounds on the small
linear term and the scale changing term in (3.90).
• The L(w) term: We start by rescaling and using Cauchy-Schwarz:∣∣∣∣
∫
w(2)Lk0+L1
λ
(L(w))
∣∣∣∣ ≤ 1λ2(sL−sc)+1
√
EsL ‖ (L(ε))k0+L ‖L2 .
We have: L(ε) = p(Qp−1 − Q˜(1)(p−1)b )ε(1). From the asymptotic of the the profiles
Ti and Si there holds the degeneracy:
|∂jy(Qp−1 − Q˜(1)(p−1)b )| ≤ C(L)
b1
1 + y1+α+j−C(L)η
,
Let19 δ = δ02 . We first estimate the integral close to the origin. H
sL−1(y ≤ 1) is an
algebra, from the equivalence between Laplace based derivatives and adapted ones
19We cannot expect to gain the weight y−α because if α is too big the weighted coercivity does
not apply. The limiting case is δ0 hence our choice for δ.
52 C.COLLOT
(see Lemma B.2), and from the weighted coercivity (Lemma D.3):∫
y≤1
(L(ε))2sL−1 ≤ Cb21
∫
y≤1
sL∑
i=0
|Diε(1)|2 ≤ C(M)b21
∫ |ε(1)sL |
1 + y2δ
.
Away from the origin we estimate using the weighted coercivity and the equivalence
between ∂y derivatives and adapted derivatives (Lemma B.1).
‖ (L(ε(1))k0+1 ‖2L2(y≥1) ≤ C
∑sL−1
i=0 ‖ b1|ε
(1)
i |
1+y1+α+sL−1−i−Cη
‖2
L2(y≥1)
≤ C(M)b21 ‖
ε
(1)
sL
1+yδ
‖2
L2
.
With the two estimates, close and away from the origin, we have shown:
‖ (L(ε))sL−1 ‖2L2. b21
∥∥∥∥∥ ε
(1)
sL
1 + yδ
∥∥∥∥∥
2
L2
. (3.98)
We now split the term of the right hand side in two parts, one before N and the
other after, where N > 0 is the large constant used in the definition of the local
adapted norm (see (3.12)):∥∥∥∥∥b1 ε
(1)
sL
1 + yδ
∥∥∥∥∥
L2
≤ b1 ‖ ε(1)sL ‖L2(≤N) +b1
1
N δ
‖ ε(1)sL ‖L2(≥N) .
Finally:∣∣∣∣
∫
w(2)LsL−11
λ
(L(w))
∣∣∣∣ . C(M)λ2(sL−sc) b1
√EsL
λ
(√EsL
N δ
+ C(N)
√EsL,loc
)
.
We now use Youngs inequality to reformulate it as:∣∣∣∣
∫
w(2)LsL−11
λ
(L(w))
∣∣∣∣ ≤ C(M)λ2(sL−sc) b1λ
(EsL
N δ
+ C(N)EsL,loc
)
. (3.99)
• The scale changing term: The same reasoning applies to the scale changing term.
Indeed one has:
d
dt
(L 1
λ
) = −λs
λ2
pQp−21
λ
(Λ(1)Q) 1
λ
= −λs
λ4
V˜
(y
λ
)
where the potential V˜ satisfies an improved decay property:∣∣∂jyV ∣∣ ≤ C1 + λy2+α+j .
Consequently, as −λs
λ
≈ b1 from the modulation equations, we have the same gain of
a weight y−α we had for the small linear term. Using verbatim the same techniques
one obtains:∣∣∣∣∫ ∑sLi=1 w(1)Li−11
λ
d
dt
(L 1
λ
)LsL−i1
λ
w(1) +
∫ ∑sL−1
i=1 w
(2)Li−11
λ
d
dt
(L 1
λ
)LsL−1−i1
λ
w(2)
∣∣∣∣
≤ C(M)
λ2(sl−sc)
b1
λ
(EsL
Nδ
+ C(N)EsL,loc
)
,
(3.100)
We now come back to the identity (3.90) established in step 1, and inject the bounds
on the small linear term (3.99) and on the scale changing term (3.100). This gives
the identity (3.97) we claimed in this step 2.
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Step 3: Managing the modulation term. Eventually, we have to estimate the
influence of the modulation term on (3.97). We claim that:
∫
w(1)LsL1
λ
1
λ
M˜od(t)
(1)
1
λ
+
∫
w(2)LsL−11
λ
1
λ
M˜od(t)
(2)
1
λ
= d
dt
O
[ EsL
λ2(sL−sc)
b
η(1−δ0)
1
]
+O
(
b1EsL
λ2(sL−sc)+1
b
η(1−δ0)
1 +
b1
√EsL
λ2(sL−sc)+1
b
L+(1−δ0)(1+2η)
1
)
.
(3.101)
Once this bound is proven, we can finish the proof of the proposition by injecting
it in (3.97). So to finish to proof, we will now prove (3.101). For 1 ≤ i ≤ L− 1, the
bound (3.36) we found for the modulation equations provides a sufficient estimate for
the terms (bi,s+(i−α)b1bi−bi+1)(T i+
∑ ∂Sj
∂bi
). Indeed, pick an indice 1 ≤ i ≤ L−1
and suppose it is even (the odd case being exactly the same). We calculate:∣∣∣∣∣ 1λ ∫ w(1)LsL1λ ((bi,s + (i− α)b1bi − bi+1)χB1(Ti +
L+2∑
j=i+1, j even
∂Sj
∂bi
)) 1
λ
∣∣∣∣∣
+
∣∣∣∣∣ 1λ ∫ w(2)LsL−11λ ((bi,s + (i− α)b1bi − bi+1)χB1(
L+2∑
j=i+1, j odd
∂Sj
∂bi
)) 1
λ
∣∣∣∣∣
≤ C(M)
√EsL
λ2(sL−sc)
(b1
√EsL + bL+31 )
∥∥∥∥∥∥
(
χB1
(
Ti +
L+2∑
j=i+1, j even
∂Sj
∂bi
))
sL
∥∥∥∥∥∥
L2
+
C(M)
√EsL
λ2(sL−sc)
(b1
√EsL + bL+31 )
∥∥∥∥∥∥
(
χB1
(
L+2∑
j=i+1, j odd
∂Sj
∂bi
))
sL−1
∥∥∥∥∥∥
L2
.
Since:∥∥∥∥∥∥

χB1(Ti + L+2∑
j=i+1, even
∂Sj
∂bi
)
sL
∥∥∥∥∥∥
L2
+
∥∥∥∥∥∥

χB1( L+2∑
j=i+1, odd
∂Sj
∂bi
)
sL−1
∥∥∥∥∥∥
L2
≤ Cb(L−i)1
and that we assumed i < L, this bound implies the following identity for the mod-
ulation term: ∫
w(1)LsL1
λ
1
λ
M˜od(t)
(1)
1
λ
+
∫
w(2)LsL−11
λ
1
λ
M˜od(t)
(2)
1
λ
= 1
λ
∫
w(1)LsL1
λ
((bL,s + (L− α)b1bL)χB1(∂SL+1∂bL )) 1λ +
b1O(b1EsL+
√EsLbL+31 )
λ2(sL−sc)+1
+ 1
λ
∫
w(2)LsL−11
λ
((bL,s + (L− α)b1bL)χB1(TL + ∂SL+2∂bL )) 1λ
(3.102)
The bad term is the last one for i = L. But we know by the improved bound for
the evolution of bL, see Lemma 3.5 that bL,s + (L − α)b1bL is small enough up to
the derivative in time of the projection of ε onto H∗LχB1ΛQ. Let
20:
ξ :=
〈HLε,χB0ΛQ〉〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂SL+2
∂bL
)
L−1
〉 [χB1 (T L + ∂SL+1∂bL + ∂SL+2∂bL
)]
1
λ
:= C(ξ)
[
χB1
(
T L +
∂SL+1
∂bL
+
∂SL+2
∂bL
)]
1
λ
(3.103)
20ξ can be seen as the coordinate of ε along the vector χB0TL.
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We claim that the bad part of the L-th modulation term can be integrated in time
the following way:
d
dt
(∫
w(1)LsL1
λ
ξ(1) +
∫
w(2)LsL−11
λ
ξ(2) + 12
∫
ξ(1)LsL1
λ
ξ(1) + 12
∫
ξ(2)LsL−11
λ
ξ(2)
)
= 1
λ
∫
w(1)LsL1
λ
((bL,s + (L− α)b1bL)χB1(∂SL+1∂bL )) 1λ
+ 1
λ
∫
w(2)LsL−11
λ
((bL,s + (L− α)b1bL)χB1(TL + ∂SL+2∂bL )) 1λ
+ b1
λ2(sL−sc)+1
O(EsLbη(1−δ0)1 ) + b1λ2(sL−sc)+1O(
√EsLbL+(1+2η)(1−δ0)1 )
(3.104)
We will prove this identity at the end of this step 3. Once it is established, it allows
us to prove the identity (3.101). Indeed, (3.102) can be rewritten as:
∫
w(1)LsL1
λ
1
λ
M˜od(t)
(1)
1
λ
+
∫
w(2)LsL−11
λ
1
λ
M˜od(t)
(2)
1
λ
= d
dt
(∫
w(1)LsL1
λ
ξ(1) +
∫
w(2)LsL−11
λ
ξ(2) − 12
∫
ξ(1)LsL1
λ
ξ(1) − 12
∫
ξ(2)LsL−11
λ
ξ(2)
)
+
b1
√EsL
λ2(sL−sc)+1
O
(
b
η(1−δ0)
1
√EsL + bL+(1−δ0)(1+2η)1 )
(3.105)
We just have to check the gain obtained by the time integration. From the two esti-
mates (3.69) and (3.71) we used in the proof of the improved modulation equation,
one has the following size for the coefficient C(ξ):
|C(ξ)| .
√
EsLbδ0−11 . (3.106)
From the construction of the profiles Si in Proposition 2.12, one has the following
asymptotics:
∣∣∣∣∂jy
(
∂SL+1
∂bL
)∣∣∣∣ ≤ C(L)b11 + yγ−L−1+g′+j , and
∣∣∣∣∂jy
(
∂SL+2
∂bL
)∣∣∣∣ ≤ C(L)b211 + yγ−L−1+g′+j .
(3.107)
The cancellation LL+12 TL = 0 implies that the support of (χB1TL)sL−1 is in the zone
B1 ≤ y ≤ 2B1, hence ‖ (χB1TL)sL−1 ‖L2. b(1−δ0)(1+η)1 . The two last estimates then
imply:
∣∣∣∣∫ w(1)LsL1
λ
ξ(1) + w(2)LsL−11
λ
ξ(2)
∣∣∣∣
≤
√EsL |C(ξ)|(‖(χB1 ∂SL+1∂bL )sL‖L2+‖(χB1 (TL+
∂SL+2
∂bL
))sL−1‖L2 )
λ2(sL−sc)
≤ C(M) EsL
λ2(sl−sc)
b
η(1−δ0)
1 ,
(3.108)
For the same reasons:
∣∣∣∣12
∫
ξ(1)LsL1
λ
ξ(1) +
1
2
∫
ξ(2)LsL−11
λ
ξ(2)
∣∣∣∣ . 1λ2(sl−sc)EsLb2η(1−δ0)1 , (3.109)
The injection of these last bounds (3.108) and (3.109) in the previous identity (3.105)
yields the identity (3.101) we claimed in this step 3. To end the proof of the
proposition, it just remains to prove (3.104), what we are now going to do. Using
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the improved modulation bound (3.56) for bL,s one calculates:
d
dt
(∫
w(2)LsL−11
λ
ξ(2) +
∫
w(1)LsL1
λ
ξ(1)
)
= 1
λ
∫
w(1)LsL1
λ
((bL,s + (L− α)b1bL)χB1 ∂SL+1∂bL ) 1λ
+ 1
λ
∫
w(2)LsL−11
λ
((bL,s + (L− α)b1bL)χB1(TL + ∂SL+2∂bL )) 1λ
+
O(b
δ0
1
√EsL+bL+1+g
′
1 )
λ
[
∫
w(1)LsL1
λ
(χB1
∂SL+1
∂bL
) 1
λ
+ w(2)LsL−11
λ
(χB1(TL +
∂SL+2
∂bL
)) 1
λ
]
+
∫
w(1)LsL1
λ
C(ξ)∂t
(
LsL1
λ
[
χB1
(
∂SL+1
∂bL
)]
1
λ
)
+
∫
w(2)LsL−11
λ
C(ξ)∂t
(
LsL−11
λ
[
χB1
(
TL +
∂SL+2
∂bL
)]
1
λ
)
+
∫
w
(2)
t LsL−11
λ
ξ(2) +
∫
w
(1)
t LsL1
λ
ξ(1).
(3.110)
We show that all the other terms are small enough. From the modulation equations
(3.36) for bi for i < L one has: |λsλ−1| . b1, |bi,s| . bi+11 . As ξ does not depend on
bL, this gives us the following bounds when the time derivative applies to ξ or L:∣∣∣O(bδ01 √EsL+bL+1+g′1 )λ [∫ w(1)LsL1
λ
(χB1
∂SL+1
∂bL
) 1
λ
+
∫
w(2)LsL−11
λ
(χB1(TL +
∂SL+2
∂bL
)) 1
λ
]
+
∫
w(1)LsL1
λ
C(ξ)∂t
(
LsL1
λ
[
χB1
(
∂SL+1
∂bL
)]
1
λ
)
+
∫
w(2)LsL−11
λ
C(ξ)∂t
(
LsL−11
λ
[
χB1
(
TL +
∂SL+2
∂bL
)]
1
λ
)∣∣∣
≤ C(L,M) b1
√EsL
λ2(sL−sc)+1
(
√EsLbη(1−δ0)1 + bL+(1−δ0)(1+η)+g′1 ),
(3.111)
where we used coercivity, (3.106) and (3.107) and the fact that ∂t(LsL−1χB1TL) has
its support in B1 ≤ y ≤ 2B1. We have now to estimate the terms involving wt in
(3.110). We do exactly the same things we did to the proof of Lemma 3.5. For the
sake of simplicity we will only do it for the second coordinate, the first one being
the same. We first compute the expression:∫
w
(2)
t LsL−11
λ
ξ(2) =
∫ −L 1
λ
w(1)LsL−11
λ
ξ(2) +
∫ − 1
λ
(ψ˜
(2)
b + M˜od(t)
(2)) 1
λ
LsL−11
λ
ξ(2)
+
∫
(L(w) +NL(w))LsL−11
λ
ξ(2).
(3.112)
We use the bootstrap assumptions to put an upper bound on everything except the
bL,s term. For the linear term one has the bound:∣∣∣∣
∫
−L 1
λ
w(1)LsL−11
λ
ξ(2)
∣∣∣∣ ≤
√EsL
λ(sl−sc)
‖ (ξ(2))sL ‖L2≤ C(M)
b1
λ2(sl−sc)+1
EsLbη(1−δ0)1 .
(3.113)
Using the bounds on the error ψ˜b from Proposition 2.14:∣∣∣∣∫ − 1λ(ψ˜(2)b ) 1λLsL−11λ ξ(2)
∣∣∣∣ ≤ 1λsL−sc+1 ‖ (ψ˜(2)b )sL−1 ‖L2‖ ξ(2)sL−1 ‖L2
≤ C(M)b1
λ2(sL−sc)+1
√EsLbL+(1−δ0)(1+2η)1 .
(3.114)
The small linear term gives the same estimate as the linear one:∣∣∣∣
∫
L(w)LsL−11
λ
ξ(2)
∣∣∣∣ ≤ C(M)b1λ2(sl−sc)+1 EsLbη(1−δ0)1 . (3.115)
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Finally, we start by decomposing the nonlinear term as a sum of term of the form:
Q˜
(1)(p−k)
b, 1
λ
w(1)k for 2 ≤ k ≤ p. For each term we let all the derivatives on ξ(2):
∣∣∣∣∫ NL(w)LsL−11
λ
ξ(2)
∣∣∣∣ .
√EsLbδ0−11
λ2(sL−sc)+1
∫ |ε|(1)|k
1+y
2
p−1 (p−k
(χB1(TL +
∂SL+2
∂bL
))2sL−2.
We know from their construction that (TL+
∂SL+2
∂bL
))2sL−2 = O
(
1
1+yγ+L+1+2k0
)
, and
by using the coercivity of the adapted norm and the L∞ estimate for w(1):
∣∣∣∣∣∫
|ε|(1)|k(χB1 (TL+
∂SL+2
∂bL
))2sL−2
1+y
2
p−1 (p−k
∣∣∣∣∣ ≤ C ∫ |ε(1)|k1+y 2p−1 (p−k)+γ+L+2k0+1
≤ C(M)b−L+γ−1+
2
p−1
(p−k)
1 EsL ‖ ε(1) ‖k−2L∞
≤ C(M,K1,K2)EsLb
−L+1+α+O( 1
L
)
1
( √Eσ
b
σ−sc
1
)k−2
where the integral in y we used with the Cauchy-Schwarz inequality was indeed
divergent. Under the bootstrap assumptions it leads to:
√EsLb1−δ01
λ2(sL−sc)+1
∫ |ε|(1)|k
1 + y
2
p−1
(p−k) (χB1(TL +
∂SL+2
∂bL
))2sL−2 ≤
b1EsL
λ2(sL−sc)+1
b
η(1−δ0)+α2
1
(as C(M,K1,K2)b
α
1 ≤ b
α
2
1 for s0 large). Therefore for the non linear term we have:∣∣∣∣
∫
NL(w)LsL−11
λ
ξ
∣∣∣∣ ≤ b1EsLλ2(sL−sc)+1 bη(1−δ0)+
α
2
1 . (3.116)
We now treat the modulation terms, preserving the L-th one. With the bound
(3.36) on the modulation for 1 ≤ i ≤ L− 1, one has:
∣∣∣∫ 1λM˜od(2)1
λ
LsL−1ξ(2) − ∫ 1
λ
(bL,s + (L− α)b1bL)
(
χB1(TL +
∂SL+2
∂bL
)
)
1
λ
LsL−1ξ(2)
∣∣∣
≤ C(M) b1
√EsL
λ2(sL−sc)
(
√EsLbη(1−δ0)1 + bL+31 ).
(3.117)
We come back to the expression (3.112) of the term involving w
(2)
t , inject the bounds
we have found for each term (3.113), (3.114), (3.115) and (3.116), yielding:
∫
w
(2)
t LsL−11
λ
ξ(2) =
∫
1
λ
(bL,s + (L− α)b1bL)
(
χB1(TL +
∂SL+2
∂bL
)
)
1
λ
LsL−1ξ(2)
+ b1
λ2(sL−sc)+1
O
(
EsLbη(1−δ0)1 +
√EsLbL+(1−δ0)(1+2η)1 ) .
(3.118)
As we said, the same computation can be done using verbatim the same techniques
for the first coordinate, yielding:
∫
w
(1)
t LsL1
λ
ξ(1) =
∫
1
λ
(bL,s + (L− α)b1bL)
(
χB1
∂SL+1
∂bL
)
1
λ
LsLξ(1)
+ b1
λ2(sL−sc)+1
O
(
EsLbη(1−δ0)1 +
√EsLbL+(1−δ0)(1+2η)1 ) . (3.119)
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Now we look back at the identity (3.110). We estimated all terms in the right hand
side in (3.111), (3.118) and (3.119). Therefore it gives the intermediate identity:
d
dt
(∫
w(2)LsL−11
λ
ξ(2) +
∫
w(1)LsL1
λ
ξ(1)
)
= 1
λ
∫
w(1)LsL1
λ
((bL,s + (L− α)b1bL)χB1 ∂SL+1∂bL ) 1λ
+ 1
λ
∫
w(2)LsL−11
λ
((bL,s + (L− α)b1bL)χB1(TL + ∂SL+2∂bL )) 1λ
−(bL,s + (L− α)b1bL)
[∫ (
χB1
∂SL+1
∂bL
)
1
λ
LsLξ(1) + (χB1(TL + ∂SL+2∂bL )) 1λLsL−1ξ(2)
]
+O
(
b1
√EsL
λ2(sL−sc)+1
(√EsLbη(1−δ0)1 + bL+(1−δ0)(1+2η)1 )
)
.
(3.120)
We will now integrate in time the remaining term involving bL,s+(L−α)b1bL. From
the improved modulation equation (3.56) for bL, one compute using (3.120):
d
dt
(
1
2
∫
ξ(1)LsL1
λ
ξ(1) + 12
∫
ξ(2)LsL−11
λ
ξ(2)
)
=
∫
ξ
(1)
sL ∂t(ξ
(1)
sL ) +
∫
ξ
(2)
sL−1∂t(ξ
(2)
sL−1)
= O(bδ01
√EsL + bL+1+g′1 )[∫ ξ(1)LsL1
λ
(χB1
∂SL+1
∂bL
) 1
λ
+ ξ(2)LsL−11
λ
(χB1(TL +
∂SL+2
∂bL
) 1
λ
]
+(bL,s + (L− α)b1bL)
(∫
ξ(1)LsL1
λ
(χB1
∂SL+1
∂bL
) 1
λ
+ ξ(2)LsL−11
λ
(χB1(TL +
∂SL+2
∂bL
) 1
λ
)
+C(ξ)2
∫
ξ(1)∂t
(
LsL1
λ
(χB1
∂SL+1
∂bL
) 1
λ
)
+ C(ξ)2
∫
ξ(2)∂t
(
LsL−11
λ
(χB1(TL +
∂SL+2
∂bL
)) 1
λ
)
Using verbatim the same techniques employed throughout this step 3 we estimate
the remaining terms in this identity and end up with:
d
dt
(
1
2
∫
ξ(1)LsL1
λ
ξ(1) + 12
∫
ξ(2)LsL−11
λ
ξ(2)
)
= (bL,s + (L− α)b1bL)
(∫
ξ(1)LsL1
λ
(χB1
∂SL+1
∂bL
) 1
λ
+ ξ(2)LsL−11
λ
(χB1(TL +
∂SL+2
∂bL
) 1
λ
)
+
b1
√EsL
λ2(sL−sc)+1
O(
√EsLb2η(1−δ0)1 + bL+(1−δ0)(1+2η)+g′1 ).
(3.121)
We can now end the proof: combing the intermediate estimates (3.121) and (3.120)
yields the identity (3.104) 
3.7. Control from a Morawetz type quantity: As will be clear when we rein-
tegrate the bootstrap equation in the next section, the term we still do no control in
the monotonicity formula for the high regularity norm is the local one. We control
it here via the study of a Morawetz type quantity. This term contributes to the
time evolution of a bounded quantity (compared with EsL), so when we integrate it
with respect to time it should remain small. For A > 0 and δ > 0 let:
φA(x) :=
∫ x
0
χA(x
′)x
′(1−δ)dx′ (3.122)
be the primitive of the function χA(x)x
1−δ and we still denote by φA its radial
extension. The quantity we will now study is (we recall that the adapted derivative
fk of a function is defined in (2.19)):
M = −
∫
[∇φA.∇ε(1)sL−1 + (1− δ)
∆φA
2
ε
(1)
sL−1]ε
(2)
sL−1. (3.123)
From coercivity (Corollary D.4), it is controlled by the high Sobolev norm:
|M| ≤ C(A,M)EsL (3.124)
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We start by a lemma describing how this quantity controls the local norm EsL,loc
thanks to the fact that L > 0 on H˙1.
Lemma 3.8. (control from the Morawetz identity at the linear level) For A big
enough, δ small enough, there holds the following control:∫
[∇φA.∇ε(1)sL−1 +
(1−δ)∆φA
2 ε
(1)
sL−1]Lε
(1)
sL−1
− ∫ [∇φA.∇ε(2)sL−1 + (1−δ)∆φA2 ε(2)sL−1]ε(2)sL−1
≥ C δ
Nδ
EsL,loc − C(M)Aδ EsL ,
(3.125)
for some constant C > 0 that does not depend on the other constants.
Proof of Lemma 3.8. We calculate each term in the left hand side of (3.125). For
the second one we have:
−
∫
[∇φA.∇ε(2)sL−1 +
(1− δ)∆φA
2
ε
(2)
sL−1]ε
(2)
sL−1 = δ
∫
∆φA
2
|ε(2)sL−1|2.
As ∆φA =
(d−δ)χA
yδ
+
∂yχ( yA)
Ayδ−1
we get a control over the second coordinate:
−
∫
[∇φA.∇ε(2)sL−1+
(1− δ)∆φA
2
ε
(2)
sL−1]ε
(2)
sL−1 ≥ δ
∫
χA|ε(2)sL−1|2
yδ
+O
(EsL
Aδ
)
(3.126)
We now turn to the first term in (3.125). We start by calculating:
− ∫ [∇φA.∇ε(1)sL−1 + (1−δ)∆φA2 ε(1)sL−1](−Lε(1)sL−1)
=
∫
(∂2yφA − δ∆φA2 |∇ε
(1)
sL−1|2 − 1−δ4
∫
∆2φA|ε(1)sL−1|2 +
∫ ∇V.∇φA+δ∆φAV
2 |ε
(1)
sL−1|2.
(3.127)
We are now going to show that locally, the first term of the right hand side is
bigger than the two others and control the first coordinate. We have ∂2y(ψA) =
(1−δ)χA
y−δ
+ y
1−δ
A
∂yχ(
y
A
) which leads to:
∫
(∂2yφA −
δ∆φA
2
|∇ε(1)sL−1|2 = (1−O(δ))
∫
χA
|∇ε(1)sL−1|2
yδ
+O
(
1
Aδ
EsL
)
. (3.128)
We claim the following weighted Hardy inequality for radial functions:∫
χA
y−δ
|∇u|2 ≥ (d− 2− δ)
2
4
∫
χA
u2
y2+δ
− C
∫ |y∂χ( y
A
)|
y2+δ
u2. (3.129)
We prove this general inequality now. For smooth radial functions we compute,
performing integration by parts:∫
χA
y1+δ
u∂yu = −d− 2− δ
2
∫
u2
y2+δ
χA − 1
2
∫
u2
y2+δ
y∂yχ(
y
A
)
A
. (3.130)
We can control the left hand side by using Cauchy-Schwarz and Young’s inequality:∣∣∣∣
∫
χA
y1+δ
u∂yu
∣∣∣∣ ≤ ǫ2
∫
χA
y2+δ
u2 +
1
2ǫ
∫
χA
yδ
|∇u|2. (3.131)
Combining the two equations (3.130) and (3.131) with the choice ǫ = d−2−δ2 gives
the analysis bound (3.129) we claimed. We now come back to the identity (3.128),
which gives the following control thanks to the Hardy inequality (3.129) we just
proved:∫
(∂2yφA − δ∆φA2 )|∇ε
(1)
sL−1|2 ≥ δ
∫
χA
|∇ε(1)sL−1|
2
yδ
+ (1−O(δ))2 (d−2−δ)24
∫
χA
|ε(1)sL−1|
2
y2+δ
+O
(
1
Aδ
EsL
)
.
(3.132)
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With this control coming from the "gradient" part, the equation (3.127) can be
rewriten as:
− ∫ [∇φA.∇ε(1)sL−1 + ∆φA2 ε(1)sL−1](−Lε(1)sL−1)
≥ δ ∫ χA |∇ε(1)sL−1|2yδ + (1−O(δ)) (d−2−δ)24 ∫ χA |ε
(1)
sL−1
|2
y2+δ
+O
(
1
Aδ
EsL
)
−1−δ4
∫
∆2φA|ε(1)sL−1|2 + 12
∫
(∇V.∇φA + δ∆φAV )|ε(1)sL−1|2.
(3.133)
We now prove that the last two terms are controled by the two first ones. We
calculate:
−∆2(φA) = δ(d − δ)(d − 2− δ)
2
χA
y2+δ
+O
(
1
Aδ
1A≤y≤2A
)
. (3.134)
For the term involving the potential we have that because Λ(1)Q,Q > 0:
1
2y∂yV =
y
2p(p− 1)Qp−2∂yQ = p2(p− 1)Qp−2Λ(1)Q− pQp−1≥ −pQp−1
≥ −
(d−2)2
4
−δp
y2
,
(3.135)
for some δp > 0, because the potential is strictly smaller than the Hardy potential
from Lemma 2.1. The expressions (3.134) and (3.135) imply that (3.133) can be
rewriten as:∫
∂2yφA|∇ε(1)sL−1|2 − 1−δ4
∫
∆2φAε
(1)2
sL−1 +
1
2
∫
(∇V.∇φ+ δ∆φAV )ε(1)2sL−1
≥ δ ∫ χA|∇ε(1)sL−1|
yδ
+ (δp −O(δ))
∫ |ε(1)sL−1|2
y2+δ
+O
(EsL
Aδ
)
.
Hence the identity (3.127) becomes:
− ∫ [∇φA.∇ε(1)sL−1 + ∆φA2 ε(1)sL−1](−Lε(1)sL−1)
≥ δ ∫ χA|∇ε(1)sL−1|
yδ
+ (δp −O(δ))
∫ χA|ε(1)sL−1|2
y2+δ
+O
(EsL
Aδ
)
.
(3.136)
We now come back to the left hand side of (3.125). We have estimated the two
terms in (3.126) and (3.136). For δ ≪ δp this gives the identity (3.125) we had to
prove. 
We can now state the control in the full nonlinear wave equation:
Proposition 3.9. (Control of the local term by the Morawetz identity) We suppose
all the parameters of Proposition 3.2 are fixed in their range, except s0. For s0 and
A large enough, there holds for s0 ≤ s < s∗:
d
ds
M≥ δ
2N δ
EsL,loc −
C(M)
Aδ
EsL − C(A)
√
EsLbL+31 , (3.137)
(EsL and EsL,loc were defined in (3.11) and (3.12)).
Remark 3.10. As:
d
dt
M
λ2(sL−sc)
= 2(sL − sc) b1M
λ2(sL−sc)+1
+
1
λ2(sL−sc)+1
d
ds
M,
from the control 3.124, the result of the lemma implies (remember b1 ≤ 1s0 in the
bootstrap regime, and that s0 is chosen in last so than b1 can be arbitrarily small
compared to the other constants) :
d
dt
( M
λ2(sL−sc)
)
≥ 1
λ2(sL−sc)+1
(
δ
2N δ
EsL,loc −
C(M)
Aδ
EsL − C(A,M)
√
EsLbL+31
)
.
This is because the impact of the scale changing in the estimate we want to prove
is of lower order, so we can work both at level ε or w.
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Proof of Proposition 3.9. The control comes from the previous lemma, and the new
terms in the full (NLW) will be showed to be negligible. The time evolution of M
is (fk being the k-th adapted derivative of f defined in (2.19)):
d
ds
M = − ∫ ∇φA.∇[(−λsλ Λ(1)ε(1) + ε(2) − ψ˜(1)b − M˜od(t)(1))]sL−1ε(2)sL−1
− ∫ (1−δ)∆φA2 (−λsλ Λ(1)ε(1) + ε(2) − ψ˜(1)b − M˜od(t)(1))sL−1ε(2)sL−1
+
∫ ∇φA.∇ε(1)sL−1[Lε(1) + λsλ Λ(2)ε(2) + ψ˜(2)b + M˜od(t)(2) − L(ε)−NL(ε)]sL−1
+
∫ (1−δ)∆φA
2 ε
(1)
sL−1[Lε(1) + λsλ Λ(2)ε(2) + ψ˜
(2)
b + M˜od(t)
(2) − L(ε) +NL(ε)]sL−1.
(3.138)
And we aim at computing the effect of everything in the right hand side. The linear
part produces exactly the control we want thanks to the previous Lemma 3.8:∫
[∇φA.∇ε(1)sL−1 +
(1−δ)∆φA
2 ε
(1)
sL−1]Lε
(1)
sL−1
− ∫ [∇φA.∇ε(2)sL−1 + (1−δ)∆φA2 ε(2)sL−1]ε(2)sL−1
≥ δ
2Nδ
EsL,loc − CAδ EsL .
(3.139)
We are now going to show that all the other terms are of smaller order. As we work
on a compact support, from the coercivity (D.24) and the fact that λs
λ
∼ −b1 from
(3.36): ∣∣∣∫ [∇φA.∇(λsλ Λ(1)ε(1)sL−1) + (1−δ)∆φA2 λsλ Λ(1)ε(1)sL−1]ε(2)sL−1
∣∣∣
+
∣∣∣∫ [∇φA.∇(ε(1)sL−1) + (1−δ)∆φA2 ε(1)sL−1]λsλ Λ(2)ε(2)sL−1
∣∣∣
≤ b1C(A)EsL ,
(3.140)
so with b1 small enough it is negligeable. Still from the compactness of the support
of φA, for b1 small enough we do not see the bad tail of ψ˜b (remember that for
y ≤ B1, ψ˜b = ψb). Hence:∣∣∣∫ [∇φA.∇(ψ˜(1)b,sL−1) + (1−δ)∆φA2 ψ˜(1)b,sL−1]ε(2)sL−1
∣∣∣
+
∣∣∣∫ [∇φA.∇(ε(1)sL−1) + (1−δ)∆φA2 ε(1)sL−1]ψ˜(2)b,sL−1
∣∣∣
≤ C(A)√EsL(‖ ψ˜(1)b,sL ‖L2(≤A) + ‖ ψ˜(2)b,sL−1 ‖L2(≤A) ≤ C(A)√EσbL+31 .
(3.141)
The small linear term is also estimated easily. Indeed, we have that:
L(ε) = p(Qp−1 − Q˜p−1b )ε(1) = b1ε(1)O(1)
for y ≤ A for b1 small enough. This gives using Cauchy-Schwarz:∣∣∣∣
∫
[∇φA.∇(ε(1)sL−1) +
(1− δ)∆φA
2
ε
(1)
sL−1]L(ε)sL−1
∣∣∣∣ ≤ C(A)b1EsL . (3.142)
For the nonlinear term we use what we already showed during the proof of the
monotonicity formula for the high Sobolev norm, see (3.96):∣∣∣∫ [∇φA.∇(ε(1)sL−1) + (1−δ)∆φA2 ε(1)sL−1]NL(ε)sL−1
∣∣∣ ≤ C(A)√EsL ‖ NL(ε)sL−1 ‖L2
≤ C(A)b1EsL ,
(3.143)
which is negligeable for b1 small enough as we said before. Finally it just remains
to control the modulation terms. We just compute for the second coordinate, a
similar estimate holding for the first one. Let i be odd, 1 ≤ i ≤ L. As A ≪ B1
for s0 large enough, we do not see the the cut χB1 in the integral: χB1 ≡ 1
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y ≤ 2A. Because HiT i = (T i)i−1(−1) i+12 = (−1)iΛQ this term cancels in the
integral because (T i)sL−1 = ((T i)i−1)sL−i = 0 as sL − i = L+ k0 − i ≥ 1.∫
[∇φA∇(ε(1)sL−1) +
(1− δ)∆φA
2
ε
(1)
sL−1](bi,s + (i− α)b1bi − bi+1)(χB1Ti)
(2)
sL−1 = 0.
For the terms of the form
∂Sj
∂bi
we always have at least one parameter bi involved
in this expression, which gives that for y ≤ A there holds:
∣∣∣∂Sj∂bi (y)
∣∣∣ ≤ C(A)b1. We
then use the modulation equation proven in Lemma 3.3 to estimate:∣∣∣∫ [∇φA.∇(ε(1)sL−1) + (1−δ)∆φA2 ε(1)sL−1](bi,s + (i− α)b1bi − bi+1)(χB1 ∂Sj∂bi )(2)sL−1
∣∣∣
≤ C(A,M)EsLb1 + C(A,M)
√EsLbL+31 .
As we said, the same reasoning applies to treat the first coordinate. Consequently
we have the following bound for the modulation terms:∣∣∣∫ ∇φA.∇[M˜od(t)(1))]sL−1ε(2)sL−1 + ∫ (1−δ)∆φA2 (M˜od(t)(1))sL−1ε(2)sL−1∫ ∇φA.∇ε(1)sL−1[M˜od(t)(2)]sL−1 + ∫ (1−δ)∆φA2 (ε(1))sL−1[M˜od(t)(2)]sL−1
∣∣∣
≤ C(A,M)EsLb1 + C(A,M)
√EsLbL+31 .
(3.144)
We now come back to our initial decomposition (3.138). We have the expected
control from the linear term in (3.139), and have estimated all the other terms in
(3.140), (3.141), (3.142), (3.143) and (3.144). It gives the desired result. 
4. End of the proof:
4.1. End of the Proof of Proposition 3.2. We now end the proof of the propo-
sition 3.2. We will reintagrate in time the equations giving the time evolution of
the parameters and the norms for the error term to obtain improved bounds. The
definition of the minimal time s∗ for which the bootstrap assumptions are violated
implies that at time s∗ at least one of the following three facts is true:
(i) The error term has grown too big:
EsL(s∗) = K1b1(s∗)2L+2(1−δ0)(1+η) or Eσ = K2b1(s∗)2(σ−sc)
ℓ
ℓ−α ,
(ii) Exit of the stable modes
V1(s
∗) =
1
(s∗)η˜
or |bk(s∗)| = ǫk
(s∗)k+η˜
,
(iii) Exit of the instable modes:
(V2(s
∗), ..., Vℓ(s∗)) ∈ S l−1
(
1
(s∗)η˜
)
.
We will show in this section that the cases (i) and (ii) never happen for any initial
solution. Indeed, the estimates of the error term can be improved using all the pre-
ceding monotonicity formulas, and are in fact smaller than what we asked for. The
exit of the stable modes is impossible because their evolution is governed by a lin-
ear equation for which 0 is an attractor, plus a force term whose size is under control.
There are initial data leading to the exit of the unstable modes because they are
driven by unstable dynamics. Indeed from the study of the linearized equation
for the parameters we have seen that 0 is a repulsive equilibrium for these modes.
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However this equilibrium must persist21 when we add the perturbative term to the
equation, because the contrary would go against Brouwer fixed point theorem. This
part will be made clearer in our precise case later on.
We begin with integrating the scaling equations.
Lemma 4.1 (law for the scaling in the trapped regime). Up to time s∗ there holds
the following estimations for the scaling:
λ(s) =
(s0
s
) ℓ
ℓ−α
[
1 +O
(
1
sη˜0
)]
. (4.1)
Proof of Lemma 4.1. Untill s∗, we have under the bootstrap assumptions (3.26)
and (3.25) for the parameters that bi(s) = b
e
i +
Ui
si+1
with Ui ≤ 1sη˜ . So we use the
modulation equation proved in Lemma 3.3:
−λs
λ
= b1 +O
(
b1EsL + bL+31 )
)
=
ℓ
(ℓ− α)s +O
(
1
s1+η˜
)
.
We rewrite this equation as: ∣∣∣∣ dds(log(s ℓℓ−αλ))
∣∣∣∣ . 1s1+η˜ .
After integration gives:
λ(s) =
(s0
s
) ℓ
ℓ−α
[
1 +O
(
1
sη˜0
)]
.

We now rule out the case (i). We recall that K1 and K2 are used to quantify the
control of the error term ε in the trapped regime of proposition 3.2.
Lemma 4.2 (Integrating the evolution equations for the norms). Assume all the
other constants of Proposition 3.2 are fixed in their range. There exist K1,K2 > 0,
N > 0, ν > 0 and ǫ such that for s0 big enough, η small enough, under the bootstrap
assumptions untill time s∗ the norms enjoy a better estimation. There holds in fact:
EsL ≤
K1
2
b
2L+2(1−δ0)(1+η)
1 , (4.2)
and:
Eσ ≤ K2
2
b
2(σ−sc) ℓℓ−α
1 . (4.3)
Remark 4.3. The constant 12 is not really important, we could have stated it for
any constant.
Proof of Lemma 4.2. The low Sobolev norm: We recall the bound on the time evo-
lution of the low Sobolev norm from Proposition 3.6:
d
dt
{ Eσ
λ2(σ−sc)
}
≤ b1
√Eσb(σ−sc)(1+ν)1
λ2(σ−sc)+1
[
b
α
2L
+O(σ−scL )
1 + b
α
2L
+O(σ−scL )
1
p∑
k=2
( √Eσ
bσ−sc1
)k−1]
21this is a way of speaking, there is no fixed point but one trajectory staying bounded.
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with ν = α
ℓ−α . One has
∑p
k=2
( √Eσ
b
σ−sc
1
)k−1
≪ 1 under the bootstrap conditions
(3.27). Therefore, we see that there exists a small constant 0 < δ ≪ 1, such that if
one chooses s0 large enough, this equation can be rewriten as:
d
ds
{ Eσ
λ2(sL−sc)
}
≤ 1
λ2(σ−sc)
b1
λ
√
Eσb
(σ−sc) ℓℓ−α+δ
1 .
Still under the bootstrap assumption we can integrate this equation:
Eσ(s) ≤ Eσ(0)λ2(σ−sc) + λ2(σ−sc)
∫ s
s0
b1
λ2(σ−sc)
√
K2b
2(σ−sc) ℓℓ−α+δ
1 . (4.4)
We recall that λ(0) = 1 and from (4.1) and the bootstrap assumptions (3.26) and
(3.25) on b1: ∣∣∣∣λ(s)− (s0s
) ℓ
ℓ−α
∣∣∣∣ ≤ 1
scη˜0
(s0
s
) ℓ
ℓ−α
and
∣∣∣b1 − c1
s
∣∣∣ ≤ 1
s1+η˜
.
It implies: λ(s) ≤ C
s
ℓ
ℓ−α
and b1 ∼ c1s . Consequently:
Eσ(0)λ2(σ−sc) ≤ CEσ(0)b
2(σ−sc) ℓℓ−α
1 .
Given the initial condition (3.21) on Eσ(0) it yields:
Eσ(0)λ2(σ−sc) ≤ b
2(σ−sc) ℓℓ−α
1 . (4.5)
For the integral term one has:
λ2(σ−sc)
∫ s
s0
b1
λ(2(σ−sc)
b
2 ℓ
ℓ−α
(σ−sc)+δ
1 ≤ Cλ2(σ−sc) ≤ Cb
2(σ−sc) ℓℓ−α
1
because the integral is convergent ( b1
λ(2(σ−sc)
b
2 ℓ
ℓ−α
(σ−sc)
1 ≤ s−1−δ). Therefore:
λ2(σ−sc)
∫ s
s0
b1
λ(2(σ−sc)
b
2 ℓ
ℓ−α
(σ−sc)
1
√
K2 ≤ C
√
K2b
ℓ
ℓ−α
(σ−sc)
1 . (4.6)
Injecting the two estimates (4.5) and (4.6) we found in (4.4) gives:
Eσ(s) ≤ b
2(σ−sc) ℓℓ−α
1
(
1 + C
√
K2
)
,
and
(
1 + C
√
K2
) ≤ K22 for K2 large enough.
The high Sobolev norm: We recall the estimate of Proposition 3.7:
d
dt
{
EsL
λ2(sL−sc)
+O
(
EsLb
η(1−δ0)
1
λ2(sL−sc)
)}
≤ C(M)
λ2(sL−sc)
b1
λ
[
EsLb
α
2L
+O(σ−scL )
1
p∑
k=2
[ √Eσ
b
σ−sc
1
]k−1
+C(N)EsL,loc +
EsL
N
δ0
2
+
√EsLbL+(1−δ0)(1+η)1 ]
with C(M) independent of N . In the trapped regime (3.27), by taking s0 large
enough one has:
EsLb
α
2L
+O(σ−scL )
1
p∑
k=2
( √Eσ
bσ−sc1
)k−1
≤ CEsL
N
δ0
2
.
So the previous equation becomes:
d
ds
{ EsL
λ2(sL−sc)
+O
( EsL
λ2(sL−sc)
b
η(1−δ0)
1
)}
≤ Cb1
λ2(sL−sc)
×
[
EsL
N
δ0
2
+
√EsLbL+(1−δ0)(1+η)1 + C(N)EsL,loc
]
,
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(by multipliying the constant C by 2). We also have by the Proposition 3.9:
d
ds
( M
λ2(sL−sc
)
≥ δ
2N δλ2(sL−sc)
EsL,loc −
C
Aδλ2(sL−sc)
EsL −
C(A,N)
√EsL
λ2(sL−sc)
bL+31 .
Let a > 0. Once N , K1 and A are chosen, for s0 small enough we have:
CC(N)b1
λ2(sL−sc)
EsL,loc ≤
C(N)
a
(
d
ds
( M
λ2(sL−sc)
))
+
C(N,M)b1
Aδλ2(sL−sc)
EsL +
C(A,N)
λ2(sL−sc)
√
EsL ,
which gives for the evolution of the high Sobolev norm the following monotonicity
formula:
d
ds
{ EsL
λ2(sL−sc)
+O
(
Eσ
λ2(sL−sc)
b
η(1−δ0)
1
)}
≤ Cb1
λ2(sL−sc)
[ Eσ
N
δ0
2
+C(A,N)
√EsLbL+(1−δ0)(1+η)1 + C(N)Aδ EsL]+ C(N)a dds
(
M
λ2(sL−sc)
)
.
Let a′ > 0 be a large constant. By letting N be large enough, then by letting A
and a be large enough we can reformulate it as:
d
ds
{ EsL
λ2(sL−sc)
+O
(
Eσ
λ2(sL−sc)
b
η(1−δ0)
1
)}
≤ b1
λ2(sL−sc)
[
Eσ
a′
+ C
√EsLbL+(1−δ0)(1+η)1 ]
+ 1
a′
d
ds
(
M
λ2(sL−sc)
)
,
with C independent of a′. We will now integrate it in time as we did for the low
Sobolev norm, using the bootstrap assumption (3.27):
EsL(s) ≤ C(s0)(EsL(s0) + |M(s0|)λ2(sL−sc) + 1a′ |M(s)|
+ λ2(sL−sc)
∫ s
s0
b1
λ(2(sL−sc)
(
K1
a′
+ C
√
K1
)
b
2(L+(1−δ0)(1+η))
1 .
We recall that: |M| ≤ C(A)EsL , so:∣∣∣∣Ma′
∣∣∣∣ ≤ C(M)a′ EsL .
We then compare using the equivalents for b1 and λ:
b
2L+2(1−δ0)(1+η)
1 ≈
1
s2L+2(1−δ0)(1+η)
.
λ2(sL−sc) ∼ 1
s2
ℓ
ℓ−α
(L+k0− d2+ 2p−1 )
.
1
s
2L+α
ℓ
L+O
(
1
L2
) .
This implies λ2(sL−sc) = o(b2(L+(1−δ0)(1+η)1 ) (remember that ℓ≪ L). Because of the
initial bound (3.21) on EsL(0) there holds for all s0 ≤ s ≤ s∗:
C(s0)(EsL(0) + |M(s0)|)λ2(sL−sc) ≤ b2L+2(1−δ0)(1+η)1 .
We now treat the integral term using the equivalents for λ(s) and b1(s):
λ2(sL−sc)
∫ s
s0
b1
λ(2(sL−sc)
b
2(L+(1−δ0)(1+η))
1
≤ Cs−2(sL−sc) ℓℓ−α ∫ s
s0
s−1−2(L+(1−δ0)(1+η)+2(sL−sc)(
ℓ
ℓ−α
)
≤ Cs−2L−2(1−δ0)(1+η) ≤ Cb2L+2(1−δ0)(1+η)1 ,
with the constant C just depending on c1 and s0. The integral is indeed divergent
from −2(L+ (1− δ0)(1 + η)) + 2(sL − sc) ℓℓ−α > 0 (as ℓ≪ L). Eventually the three
estimations we have shown allow us to conclude:(
1− C(N)
a′
)
EsL(s) ≤ b2L+2(1−δ0)(1+η)1
(
C
a′
K1 + C
√
K1 + C
)
.
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For a′ and K1 big enough one has:
C
a′
K1 + C
√
K1 + C
1− C(N)
a′
≤ K1
2
(remember that here C(N)
a′
= C(N)
a
and since we choose a after M this term can be
arbitrarily small. 
We now rule out case (ii) in the possible exit scenarios. We recall that the small
coefficients (ǫi)ℓ+1≤i≤L are used to quantify the control over the stable modes in the
trapped regime of Proposition 3.2.
Lemma 4.4 (control of the stable modes). After having choosen the other constants
correctly, there exists small enough constants η˜, and (ǫi)ℓ+1≤i≤L such that for s0 big
enough, untill time s∗ there holds:
|V1| ≤ 1
2sη˜
, and |bk(s)| ≤ ǫi
2sk+η˜
for ℓ+ 1 ≤ k ≤ L. (4.7)
Proof of Lemma 4.4. The stable modes for ℓ+ 1 ≤ i ≤ L− 1: Let i be an integer,
ℓ+ 1 ≤ i ≤ L− 1. We recall that the evolution of bi is given by:
bi,s = −(i− α)b1bi + bi+1 +O(b1
√EsL + bL+31 )
= − c1(i−α)
s
bi − (i− α)U1bis + bi+1 +O(s−L−1−(1−δ0))
= − c1(i−α)
s
bi + bi+1 +O(s
−1−i−2η˜),
for η˜ small enough, because U1bi = O(s
−2η˜) under the bootstrap assumptions.
Hence for s0 large enough it gives:
|bi,s + (i− α)c1 bi
s
| ≤ 2ǫi+1
si+1+η˜
,
which we rewrite as:
| d
ds
(s(i−α)c1bi)| ≤ 2ǫi+1s(i−α)c1−(i+1+η˜). (4.8)
We notice that (i−α)c1 = l(i−α)l−α > i. So for η˜ small enough one has (i−α)c1 ≥ i+η˜.
With these two facts in mind we integrate the last equation and estimate using the
initial condition (3.20):
|bi(s)| ≤ bi(0)s(i−α)c1s(i−α)c1 +
2ǫi+1
s(i−α)c1
∫ s
s0
τ (i−α)c1−(i+1+η˜)dτ
≤ ǫi
10si+η˜
+ 2ǫi+1
((i−α)c1−i)si+η˜ ,
the integral that appeared being divergent. We therefore see here that we can choose
the constants of initial smallness (ǫi)ℓ+1≤i≤L one after each other: once ǫi is choosen
we can take ǫi+1 small enough to produce
ǫi
10 +
2ǫi+1
(i−α)c1 <
ǫi
2 . This, of course, makes
only sense if one is able to bootstrap the estimate on the last parameter bL.
The stable mode i = L: We recall the improved modulation equation for bL:∣∣∣∣∣∣bL,s + (L− α)b1bL − dds

 〈HLε,χB0ΛQ〉〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂SL+2
∂bL
)
L−1
〉


∣∣∣∣∣∣
≤ 1
B
δ0
0
C(M)
[√EsL + bL+(1−δ0)(1+η)1 ] .
(4.9)
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We have seen in (3.106) that:∣∣∣∣∣∣∣
〈HLε, χB0ΛQ〉〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂SL+2
∂bL
)
L−1
〉
∣∣∣∣∣∣∣ ≤ C
√
EsLbδ0−11 . s−L−1−η(1−δ0),
We integrate the time evolution of bL the same way we did for the other stable
modes. This time, however, the force term comes from the error ε. We reformulate
(4.9)
d
ds
(s(L−α)c1bL) = s(L−α)c1
d
ds
O
(
1
sL+η(1−δ0)
)
+s(L−α)c1O
(
1
sL+1+η(1−δ0)
)
. (4.10)
Then as for the bi’s for ℓ+1 ≤ i ≤ L− 1, we integrate and use integration by parts
to find, under the initial smallness assumption on bL and for η˜ small enough:
|bL(s)| ≤ ǫL
10sL+η˜
+
C
sL+η(1−δ0)
,
where C is just some integration constant. Hence by choosing s0 large enough and
η˜ < η(1− δ0) we have: |bL(s)| ≤ ǫL2sL+η˜ .
control of V1. We recall that V1 is the eigenvector associated to the eigenvalue −1
of the linearized operator Aℓ, defined by (3.18): V1 = (PℓU)1 =
∑ℓ
1 p1,iUi. We first
calculate the time evolution of the Ui’s for for 1 ≤ i ≤ ℓ thanks to the modulation
equation (3.3):
Ui,s =
(AU)i
s
+ O(|U
2|)
s
+ siO(b1C(M)
√EsL + C(M)bL+31 )
:= (AU)i
s
+ O(|U
2|)
s
+ sigi(s),
where gi(s) stands for the terms added in the full equation. It leads to the following
expression for the time evolution of V1:
V1,s = −1
s
V1 +
O(|V |2)
s
+
L∑
j=1
p1,js
jgj(s) + q1s
ℓbℓ+1, (4.11)
where q1 is a constant defined by (2.77). We reformulate it under the bootstrap
assumptions as:
d
ds
(sV1) = sO
(
1
s1+2η˜
+
1
sL−l
)
+ sq1s
ℓbℓ+1.
As |bℓ+1| ≤ ǫℓ+1s−η˜ under the bootstrap assumptions, for s0 large enough the time
integration gives:
|V1(s)| ≤ s0|V1(s0)|
s
+O
(ǫℓ+1
sη˜
)
.
We recall the initial assumption V1(s0) ≤ 110s0 . For ǫℓ+1 small enough the last
equation becomes:
|V1(s)| ≤ 1
2sη˜
.

We now fix all the constants of the analysis, and the constants of smallness, so
that the last two lemmas hold. We just allow us to increase the initial time s0 if
necessary, as it still make these two lemmas hold.
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Remark 4.5. we now know that s∗ is characterized by:
(V2(s
∗), ..., Vℓ(s∗)) ∈ Sℓ−1
(
1
sη˜
)
.
We fix ε(s0), V1(s0) and bi(s0) satisfying the smallness assumptions (3.21) and
(3.20). we define the following application:
f : D(f) ⊂ Bℓ−1
(
1
s
η˜
0
)
→ Sℓ−1
(
1
s
η˜
0
)
(V2(s0), ...Vℓ(s0)) 7→ (s
∗)η˜
s
η˜
0
(V2(s
∗), ..., Vℓ(s∗)),
(4.12)
With domain:
D(f) =
{
(V2(s0), ..., Vℓ(s0)) ∈ Bℓ−1
(
1
sη˜0
)
, such that s∗ < +∞
}
. (4.13)
We prove in the following lemma that D is non empty, open in Bℓ−1
(
1
s
η˜
0
)
, that f
is continuous and equivalent to the identity on the sphere Sℓ−1
(
1
s
η˜
0
)
.
Lemma 4.6. (Topological properties of f) The following properties hold:
(i) D(f) is non empty and open, satisfying Sℓ−1
(
1
s
η˜
0
)
⊂ D(f) .
(ii) f is continuous and is the identity on the sphere Sℓ−1
(
1
s
η˜
0
)
.
Proof of Lemma 4.6. We recall that Vi is the projection of U on the unstable direc-
tion vi associated to the eigenvalue
iα
ℓ−α of the matrix Aℓ, see Lemma (2.17). To
ease notation we will write µi :=
iα
ℓ−α the eigenvalues. From the time evolution of
Ui for 1 ≤ i ≤ ℓ computed in (4.1) we get that the time evolution of Vi is:
Vi,s =
µi
s
Vi +O(s
−1−2η˜) +O(sL−ℓ) +O(ǫℓ+1s−1−η˜)
= µi
s
Vi +O(ǫℓ+1s
−1−η˜).
Let (V2(s0), ..., Vℓ(s0)) ∈ Sℓ−1
(
1
s
η˜
0
)
be an initial data on the sphere. We claim that
s∗ = 0 which implies of course:
f((V2(s0)), ...Vl(s0))) = (V2(s0)), ...Vl(s0)).
This will prove that D(f) is non empty and that f is equivalent to the identity on
Sℓ−1
(
1
s
η˜
0
)
. To prove that, we just compute the scalar product between the time
derivative of (V2(s), ...Vℓ(s)) and an outgoing normal vector to the sphere at the
point (V2(s0), ...Vℓ(s0)):
(V2(s0), ...Vℓ(s0)).(V2,s(s0), ...Vℓ,s(s0)) =
ℓ∑
i=2
µi
s0
|Vi|2 +O(ǫℓ+1s−1−2η˜0 ) > 0
for ǫℓ+1 small enough. In addition, this inequality uniformly holds on the sphere.
For any small time s′, we have that (V2(s0 + s′), ...Vℓ(s0 + s′)) is outside the ball,
which implies s∗ = s0.
At s = s0, this says that close to the border of the ball Bℓ−1( 1
s
η˜
0
) the force term
whose size is O(ǫℓ+1s
−1−η˜
0 ) is overtaken by the linear repulsive dynamics. We are
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going to show that this is also true for s0 ≤ s ≤ s∗.
We now prove that f is continuous. Let s be such that s0 ≤ s ≤ s∗ and let
(V2(s0), ..., Vℓ(s0)) be an initial data such that at time s,
1
2sη˜
≤ (V2(s), ..., Vℓ(s)).
The same computation gives:
d
ds
|V |2 = (V2(s), ...Vℓ(s)).(V2,s(s), ...Vℓ,s(s))
≥ min((µi)2≤i≤ℓ) 14s1+2η˜ +O(
ǫℓ+1
s1+2η˜
)
> 0,
once again provided one has taken ǫℓ+1 small enough. It implies that at time s
fixed, there exists a small enough time s+ > 0 and a small enough distance r > 0
such that:
1
sη˜
− r ≤ |V (s)| ≤ 1
η˜
implies s ≤ s∗ ≤ s+,
ie the orbit leaves the ball Bℓ−1( 1
sη˜
) in finite time. Let now (V2(s0), ..., Vℓ(s0)) be
an initial data such that s∗ < +∞. Since the time evolution of V is a lipischitz
continuous function of our problem, there is local continuity of the trajectories.
Take s− < s∗ close enough to s∗ so that 1/sη˜ − r2 ≤ |V (s−)|, there exists a small
enough distance r0 > 0 such that if |V ′(s0) − V (s0)| < r0 then |V ′(s) − V (s)| < r4
for s0 ≤ s ≤ s−. The exit result we just stated implies that s− < s∗(V ′) and that
1/sη˜ − 3r4 ≤ V ′(s−). So that s− ≤ s∗(V ′) ≤ s− + s+. We have proven that D(f) is
open.
From direct inspection, with the use of continuity properties, it is easy to prove
in the same spirit that the function s∗ is continuous on D, and that f is continuous
too on D(f). 
We have reached the end of the proof. Indeed, if for all choices of initial data
(V2(s0), ..., Vℓ(s0)) we had s
∗ < +∞, ie that no solution stayed in the trapped
regime for all time, then f would be a continuous function from the ball Bℓ−1( 1
s
η˜
0
)
onto the sphere Sℓ−1( 1
s
η˜
0
) being equal to the identity at the border. This would be a
contradiction to Brouwer’s fixed point theorem. It implies the existence of at least
one initial data (V2(s0), ..., Vℓ(s0)) ∈ Bℓ−1
(
1
s
η˜
0
)
such that the solution of (NLW)
stays in the trapped regime described by Proposition 3.2.
We now end the proof of the main theorem. We know from Proposition 3.2 that
there exists an orbit satisfying the assumptions of the trapped regime. We have
computed that in that case there exists a constant c > 0 such that:
1
c
s−
ℓ
ℓ−α ≤ λ ≤ cs− ℓℓ−α .
Since ds
dt
= 1
λ
it gives:
1
c′
s
ℓ
ℓ−α ≤ ds
dt
≤ c′s ℓℓ−α .
This is an explosive ODE, we have that there exists a maximal time T with:
s ∼ C(u(0))(T − t)− ℓ−αα as t→ T.
This implies:
1
c
(T − t) ℓα ≤ λ(t) ≤ c(T − t) ℓα as t→ T.
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4.2. Behavior of Sobolev norms near blow-up time. We now prove the con-
vergence of the norms (1.15), (1.16), (1.13) and (1.14). First note that our analysis
relies only on the study of supercritical Sobolev norms (H˙σ∩H˙sL)×(H˙σ−1∩H˙sL−1)
for the perturbative term α˜b, 1
λ
+w. For this reason, the finiteness of the H˙1 × L2
norm of the initial data is not a requirement. Still, it is worth studying the behavior
of lower order Sobolev norms because it applies when taking "nice" initial data, say
smooth and with compact support, and because their asymptotic really corresponds
to the concentration of a critical object. We still consider a solution described by
Proposition 3.2 but now under the following decompositions:
u = Q 1
λ
+ w˜ = (Q+ ε˜) 1
λ
, ie w˜ = w + α˜b, 1
λ
, and ε˜ = ε+ α˜b, (4.14)
u = χQ 1
λ
+w′ = (χ 1
λ
Q+ε′) 1
λ
, ie w′ = w˜+((1−χ 1
λ
)Q) 1
λ
, and ε′ = ε˜+(1−χ 1
λ
)Q.
(4.15)
We recall that the subscript 1
λ
has a different meaning when it applies to χ, see
(1.29). First note that because of (3.27) and because EsL controls the usual Sobolev
norms, see (D.25), one has by interpolation:
‖ ε ‖H˙s×H˙s−1 →
t→T
0 for all σ ≤ s ≤ sL. (4.16)
Moreover, this convergence is also true for the perturbation on the manifold of
approximate blow-up solutions:
‖ α˜b ‖H˙s×H˙s−1 →t→T 0 for all σ ≤ s ≤ sL.
so we get for the perturbation:
‖ ε˜ ‖H˙s×H˙s−1 →t→T 0 for all σ ≤ s ≤ sL. (4.17)
We suppose from now on that ‖ u(0) ‖H˙1×L2 is finite. This implies the boundedness
of the perturbation at initial time: ‖ ε′(0) ‖H˙1×L2=‖ w′(0) ‖H˙1×L2≤ C(u(0)). We
show first that this last quantity stays bounded.
Lemma 4.7 (Boundedness in H˙1×L2). Suppose u is a solution described by Propo-
sition 3.2, such that u(0) ∈ H˙1 × L2. Then there exists a constant C(u(0)) such
that for all 0 ≤ t < T :
‖ u ‖H˙1×L2≤ C(u(0)) (4.18)
Proof of Lemma 4.7. We first compute that under the decomposition (4.15), the
soliton’s contribution to the H˙1 norm is finite:
‖ χQ 1
λ
‖H˙1=
1
λ1−sc
‖ χ 1
λ
Q ‖H˙1≤
1
λ1−sc
C
(∫ 1
λ
1
y
d− 4
p−1
−2
)1
2
≤ C. (4.19)
Therefore, the lemma is proven once we show that the H˙1×L2 norm of w′ stays fi-
nite. We are going to prove this by computing its time evolution under the bootstrap
regime. We claim that:
d
dt
‖ w′ ‖2
H˙1×L2≤ C ‖ w′ ‖H˙1×L2 +C
p∑
k=1
‖ w ‖2−ck
H˙1×L2‖ w ‖
c′
k
H˙σ×H˙σ−1 , (4.20)
where for each k, 0 < ck ≤ 2. We start by proving this bound. The time evolution
of w′ is:
∂tw
′ = L+
1
λ
F 1
λ
+
1
λ
I 1
λ
(4.21)
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where L is the linear part, L :=
(
w(2)
∆w(1)
)
, F is the force term:
F =
(
λtχ 1
λ
Λ(1)Q
χ 1
λ
Qp(χp−11
λ
− 1) + (λ2(∂rrχ) 1
λ
+ d−1
r
λ(∂rχ) 1
λ
)Q+ 2λ(∂rχ) 1
λ
∂rQ
)
,
and I is the interaction term: I =
(
0∑p
k=1Ck(χ 1
λ
Q)p−k(ε
′(1))k
)
. It leads to the
following expression for the time derivative of the norm:
d
dt
‖ w′ ‖2
H˙1×L2= 2
∫
∇w′(1).∇(L(1) + 1
λ
F (1)) + 2
∫
w
′(2)(L(2) +
1
λ
F (2) + 1
λ
I(2)).
(4.22)
We now want to estimate everything in the right hand side of (4.22). The linear
term’s contribution is null:∫
∇w′(1).∇w′(2) + w′(2)∆w′(1) = 0. (4.23)
We then compute the size of the force term. For the first coordinate:∫
1
λ2
|∇F (1)|2 = 1
λ2
1
λ2(1−sc)
∫
λ2t |∇(χ 1
λ
Λ(1)Q)|2 ≤ C 1
λ2(2−sc)
∫ 1
λ
1 y
d−2γ−2−1dy
≤ C λ2t
λ2(2−sc)+d−2γ−2
≤ Cλ2tλ2α−2 ≤ C,
(4.24)
because α > 2 and λt = b1 → 0 as t→ T . For the second coordinate:∫
1
λ2
|F (2)|2 = 1
λ2
1
λ2(1−sc)
(∫ |χ 1
λ
Qp(χp−11
λ
− 1)
+(λ2(∂rrχ) 1
λ
+ d−1
r
λ(∂rχ) 1
λ
)Q+ 2λ(∂rχ) 1
λ
∂rQ|2
)
≤ C 1
λ2(2−sc)
∫ 1
λ
1 y
d−4− 4
p−1
−1
dy ≤ C 1
λ2(2−sc)
1
λ
d− 4p−1−4
= C.
(4.25)
The bounds (4.24) and (4.25) imply the bound for the force term’s contribution:∣∣∣∣
∫
1
λ
∇w′(1).∇F (1) + 1
λ
w
′(2)F (2)
∣∣∣∣ ≤ C ‖ w′ ‖H˙1×L2 . (4.26)
We now turn to the L2 norm of the interaction term. First we rescale:∣∣∣∣ 1λ
∫
w
′(2)I(2)
∣∣∣∣ ≤ Cλ1+2(1−sc)
p∑
k=1
∫
|ε′(2)|(χ 1
λ
Q)(p−k)|ε′(1)|k. (4.27)
We first take k = 1. Because of the asymptotic Qp−1 ∼ c
y2
we use Hardy inequality
and interpolation:∫ |ε′(2)|(χ 1
λ
Q)(p−1)|ε′(1)| ≤ C ‖ ε′(2) ‖L2‖ ∇2ε′(1) ‖L2
≤ C ‖ ε′(2) ‖L2‖ ε′(1) ‖
σ−2
σ−1
H˙1
‖ ε′(1) ‖
1
σ−1
H˙σ
.
As σ−2
σ−1 (1− sc) + σ−scσ−1 = 2− sc this gives the the estimate when applying the scale
change:
1
λ1+2(1−sc)
∫
|ε′(2)|(χ 1
λ
Q)(p−1)|ε′(1)| ≤ C ‖ w′(2) ‖L2‖ w
′(1) ‖
σ−2
σ−1
H˙1
‖ w′(1) ‖
1
σ−1
H˙σ
.
(4.28)
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Now let k be an integer, 2 ≤ k ≤ p. We have the asymptotic: Qp−k ∼ c
y
2
p−k
p−1
. We
put this weighted decay on ε
′(2), use Hardy inequality and interpolation:
‖ (χ 1
λ
Q)p−kε
′(2) ‖L2≤ C ‖ ∇
2(p−k)
p−1 ε
′(2) ‖L2≤ C ‖ ε
′(2) ‖1−θ
L2
‖ ∇σ−1ε′(2) ‖θL2 (4.29)
for θ = 2(p−k)(p−1)(σ−1) . From Sobolev injection |ε
′(1)|k ∈ Lq for q ∈ [ 2d
k(d−2) ,
2d
k(d−2σ) ].
Because we work in a high dimension d ≥ 11 and p is an integer ≥ 2 one has:
2d
k(d− 2) ≤ 2 ≤
2d
k(d− 2σ) =
(p− 1)d
2k
+O(σ − sc).
This implies that ε
′(1)k ∈ L2 with the estimate:
‖ ε′(1)k ‖L2=‖ ε′(1) ‖kL2k≤ C ‖ ε
′(1) ‖k(1−θ′)
H˙1
‖ ε′(1) ‖kθ′
H˙σ
, (4.30)
for (1−θ
′)(d−2)
2d +
θ′(d−2σ)
2d =
1
2k . The estimates (4.29) and (4.30) allow us to apply
Cauchy Schwarz and find:∫
|ε′(2)|(χ 1
λ
Q)(p−k)|ε′(1)|k ≤ C ‖ ε′(2) ‖1−θ
L2
‖ ε′(2) ‖θ
H˙σ−1
‖ ε′(1) ‖k(1−θ′)
H˙1
‖ ε′(1) ‖kθ′
H˙σ
.
We now compute:
(1− θ)(1− sc) + θ(σ − sc) + k(1− θ′)(1 − sc) + kθ′(σ − sc = 1 + 2(1− sc)).
Hence when applying the scale change the last estimate gives:
1
λ1+2(1−sc)
∫
|ε′(2)|(χ 1
λ
Q)(p−k)|ε′(1)|k ≤ C ‖ w ‖1−θ+k(1−θ′)
H˙1×L2 ‖ w ‖
θ+kθ′
H˙σ×H˙σ−1 (4.31)
we compute the power involved for the ‖ w ‖H˙1×L2 term:
1− θ + k(1− θ′) = 2− 1− (k − 1)(σ − sc)
σ − 1 = 2− ck.
We now go back to the expression (4.27). We have computed the right hand side for
the linear case in (4.28), and in the non linear case in (4.31). We have computed the
coefficient condition for the non linear case in the last equation (it is straightforward
in the linear case). Therefore we have the following estimate for the interaction term:∣∣∣∣ 1λ
∫
w
′(2)I(2)
∣∣∣∣ ≤ C
p∑
k=1
‖ w ‖2−ck
H˙1×L2‖ w ‖
c′k
H˙σ×H˙σ−1 . (4.32)
We now come back to the identity (4.22). We estimated the right hand side in
(4.23), (4.26) and (4.32), proving the bound (4.20) we claimed. We now integrate
this equation in time. We recall that w′ = w + α˜b, 1
λ
+ (1 − χ 1
λ
Q) 1
λ
. We take s
slightly supercritical: sc < s ≤ σ. The profile α˜b, 1
λ
has finite supercritical norm:
‖ α˜b, 1
λ
‖H˙s×H˙s−1 →t→T 0. (4.33)
The tail of the soliton has also a bounded size:
‖ ((1 − χ 1
λ
)Q) 1
λ
‖H˙s×H˙s−1≤ C. (4.34)
From the bound (3.27), the same property holds forw for s = σ: ‖ w ‖H˙σ×H˙σ−1≤ C.
Consequently, we have the boundedness of the σ Sobolev norm for w′:
‖ w′ ‖H˙σ×H˙σ−1≤ C.
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Coming back to the identity (4.20) it gives:
d
dt
‖ w′ ‖2
H˙1×L2≤ C ‖ w′ ‖H˙1×L2 +C
p∑
k=1
‖ w ‖2−ck
H˙1×L2 .
The growth of this quantity is sub linear: it stays bounded until time T . 
We now know from the previous Lemma 4.7 that our solution stays bounded in
L2 until blow-up time. Using (4.19) we have that:
‖ w′ ‖H˙1×L2≤ C.
This implies for the renormalized error:
‖ ε′ ‖H˙1×L2≤ λ1−scC.
On the other hand, the bootstrap bound (3.27) gives:
‖ ε′ ‖H˙σ×H˙σ−1≤ λσ−scC.
By interpolation, we get that for any 1 ≤ s ≤ σ:
‖ ε′ ‖H˙s×H˙s−1≤ λs−scC. (4.35)
We now come back to the decomposition: ε′ = ε + α˜b + (1 − χ 1
λ
Q). From (4.33)
and (4.34) the perturbation α˜b and the tail of the solitary waves enjoy the bound:
‖ α˜b + (1− χ 1
λ
)Q ‖H˙s×H˙s−1≤ λs−scC.
Combined with the previous bound (4.35), it gives for the original error term:
‖ ε ‖H˙s×H˙s−1≤ λs−scC → 0 as t→ T.
This proves the convergence to 0 of the renormalized perturbation in slightly super-
critical norms:
‖ ε˜ ‖H˙s×H˙s−1→ 0 as t→ T, for sc < s ≤ σ. (4.36)
We now put (4.17) and (4.36) together: for any sc < s ≤ sL,
‖ ε˜ ‖H˙s×H˙s−1→ 0 as t→ T. (4.37)
Now we turn to subcritical Sobolev norms. Let s be such that 1 ≤ s < sc. From
(4.35), the perturbation has finite subcritical norms:
‖ w′ ‖H˙s×H˙s−1≤ C.
As the localized soliton also has finite subcritical norms:
‖ (χ 1
λ
Q) 1
λ
‖H˙s×H˙s−1≤ C,
this means that the full solution stays bounded in subcritical norms:
‖ u ‖H˙s×H˙s−1≤ C(u(0)). (4.38)
We now turn the the critical norm. From (4.35), the perturbation has finite critical
and slightly supercritical norms:
‖ w′ ‖H˙s×H˙s−1≤ C(u(0)) for sc ≤ s ≤ σ
As the soliton is located on the first coordinate, this implies the boundedness of the
time derivative in the critical and slightly critical spaces:
‖ ∂tu(1) ‖H˙s−1=‖ u(2) ‖H˙s−1≤ C(u(0)) for sc ≤ s ≤ σ (4.39)
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The critical norm for the first coordinate comes then from the soliton cut in a fixed
zone:
‖ u(1) ‖H˙sc∼‖ χQ 1
λ
‖H˙sc= C(d, p)
√
ℓ
√
|log(T − t)|(1 + o(1)) as t→ T. (4.40)
5. Lipschitz aspect and codimension of the set of solutions
described by Proposition 3.2
In Proposition 2.14, we have constructed an approximate blow up profile de-
scribed by a set of L+1 parameters λ, b1, ..., bL: Q˜b, 1
λ
. We studied the approximate
dynamics of (NLW) for such profiles, and found in Lemma 2.16 that for each integer
ℓ > α, the time dependent profile Q˜be, 1
λe
was a good approximate blow up solution.
In Proposition 3.2, we showed the existence of a real solution of (NLW), under the
form Q˜
be+(
U1
s
,...,
UL
sL
), 1
λ
+w, that stayed close to this approximate blow up solution.
To prove it, we studied the parameters V1, ..., Vℓ, Uℓ+1, .., UL (obtained from the Ui’s
by a linear change of variables). We showed that at leading order, V1, Uℓ+1, ..., UL
were evolving according to a stable linear dynamics, whereas V2, ..., Vℓ were evolv-
ing via a unstable linear one. The error w was showed to be a stable perturbation.
For each initial values of the stable parameters V1(s0), Uℓ+1(s0), ..., UL(s0) and error
w(s0), we proved in Lemma 4.6 that we could apply Brouwer’s continuity argument
to find the existence of at least one initial perturbation V2(s0), ..., Vℓ(s0) such that
the orbit V2, ..., Vℓ stayed small., giving the existence of the real blow up solution.
Now one could wonder: is the choice V2(s0), ...Vℓ(s0) unique? If yes, how does
it depend on the initial perturbation along the stable directions V1(s0), Uℓ+1(s0),...,
UL(s0) and w(s0)? We show in this section the uniqueness and the Lipschitz de-
pendence. It will imply that the set of type II blow up solutions described by
Proposition 3.2 is a Lipschitz manifold of codimension ℓ− 1.
Theorem 5.1. We keep the assumptions and notations of Proposition 3.2, and recall
that σ and sL are defined in (3.13) and (1.24). There exists a choice of constants
implied in this proposition such that its result still holds, and that moreover the set
of initial data leading to such solutions is a locally Lipschitz manifold of codimension
ℓ− 1 in the space
(
H˙σ ∩ H˙sL
)
×
(
H˙σ−1 ∩ H˙sL−1
)
.
Roughly speaking, the proof of Theorem 5.1 is the adaptation of everything we
did in the proof of Proposition 3.2, this time to study the difference of two solutions
and to see what informations we can get. For this reason, some technical points
in the proofs to come will be treated in a faster way whenever we already treated
them in Section 3.
Our strategy of the proof is the following:
(i) Lipschitz aspect of the unstable modes under extra assumptions. We first
prove that for initial data starting at the same scale and having extra reg-
ularity assumptions, the coefficients of the unstable modes V2(s0), ..., Vℓ(s0)
have Lipschitz dependence on the stable modes V1(s0), bℓ+1(s0), ..., bL(s0)
and w(s0).
(ii) removal of the extra assumptions. We then show how to remove the extra
assumptions we needed in the first step: it just consists in performing a lower
order decomposition at initial time. Instead of studying the decomposition
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U = (Q˜b + ε) 1
λ
for b a L-tuple b = (b1, ..., bL), we study the decomposition
U = (Q˜b + ε) 1
λ
for b a L − 1-tuple. We apply the result of the first step
to this new decomposition. As bL is small because it represents a small
perturbation along the last stable mode, it imply the result for the original
decomposition.
5.1. Lipschitz dependence of the unstable modes under extra assump-
tions. We now perform the first part of the analysis. Let U and U ′ be two solu-
tions described by Proposition (3.2). For U we keep the notations introduced in
the analysis throughout the previous section. For U ′ we adapt them:
U ′ := (Qb′ + ε
′) 1
λ′
= Qb′, 1
λ′
+w′,
with ε′ satisfying the orthogonality conditions (3.9). Its renormalized time is s′
(defined by (3.15)), its associated scale λ′, and associated parameters U ′ and V ′.
We use the same notation for the norms of the error we already used and introduce
a higher derivative adapted norm:
E ′σ :=
∫
|∇σε′(1)|2 + |∇σ−1ε′(2)|2, EsL :=
∫
|ε′(1)sL |2 + |ε
′(2)
sL−1|2,
E ′sL+1 :=
∫
|ε′(1)sL+1|2 + |ε
′(2)
sL
|2.
We introduce the following notations for the differences:
△U ′i := Ui − U ′i , △Vi := Vi − V ′i , △Vuns := (△V2, ...,△Vl), (5.1)
△EsL :=
∫
|(ε(1) − ε′(1))sL |2 + |(ε(2) − ε′(2))sL−1|2, (5.2)
△Eσ :=
∫
|∇σ(ε(1) − ε′(1))|2 + |∇σ−1(ε(2) − ε′(2))|2. (5.3)
In the analysis, it will be easier to use the following renormalized differences:
△rEsL := b
−2L−2(1−δ0)(1+ η2 )
1 △EsL , △rEσ := b−2(σ−sc)(1+ν)1 △Eσ. (5.4)
The presence of η2 instead of the usual η is just technical. Here is the main proposi-
tion of this subsection, the Lipschitz dependence of the unstable coefficients under
some extra assumptions: the two solutions start at the same scale and have some
additional regularity.
Proposition 5.2. Suppose that U 0 = Qb0 +ε0 and U
′
0 = Qb′0 +ε
′
0 are two initial
data of solutions described by Proposition (3.2), starting at the same scale. Suppose
that they are close initially:
b0 = b
e(s0) +
(
U1(s0)
s0
, ...,
UL(s0)
sL0
)
, b′0 = b
e(s0) +
(
U ′1(s0)
s0
, ...,
U ′L(s0)
sL0
)
, (5.5)
which means s0 = s
′
0. Suppose moreover that we have the following additional
regularity for ε′:
E ′sL+1(s′) ≤ K3(b′1)(2L+2+2(1−δ0)(1+η), for all s0 ≤ s′, (5.6)
for some constant K3 = K3(K1,K2). Then there exist a constant C > 0 such that
for s0 small enough the following bound at initial time holds:
|△Vuns(s0)| ≤ C
(
|△V1(s0)|+
L∑
ℓ+1
|△Ui(s0)|+
√
△rEσ(s0) +
√
△rEsL(s0)
)
.
(5.7)
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The next subsubsections are devoted to the proof of this Proposition. We first
introduce an adapted time for comparison sˆ′, and associate to U ′ the adapted vari-
ables for the analysis εˆ′, Uˆ ′ and Vˆ ′. We then write the time evolution equation for
the differences of the parameters and error, yielding a system of coupled equations.
We study this system and we show that if the initial size of the difference of the
unstable parameters is too big compared to the initial size of the differences of the
stable parameters and error, then repellency wins and it cannot converge to zero,
preventing one of the two solutions to stay forever in the trapped regime.
5.1.1. Adapted time for comparison, notations and identities. The two solutions U
and U ′ might blow up at different times. In addition, we have seen that the values
of λ, s and the parameters b are correlated, see the equivalences in the trapped
regime (2.71), (3.25), (3.26) and (4.1). Thus, we do not compare U ′ to U at the
same time t, but at the times for which their scale coincide: λ = λ′.
Definition 5.3 (adapted time and variables for comparison). We define
sˆ′(s) = (λ′)−1(λ(s)), (5.8)
as the adapted time for comparison, where λ′ : [s0; +∞[→ ]0; 1] is seen as C1 dif-
feomorphism (remember that λ′s′ ∼ −λ′ c1s′ < 0 from (3.36)). We associate to U ′ the
variables εˆ′, bˆ′, Uˆ ′, Vˆ ′ defined by (Pℓ being defined in (2.76)):
wˆ′(t) = w′(t(sˆ′(s))), εˆ′(s) = ε′(sˆ′(s)), bˆ′(s) = b′(sˆ′(s)), (5.9)
Uˆ ′i(s) =
(
s
sˆ′(s)
)i
U ′i(sˆ
′(s)), for 1 ≤ i ≤ L, and Vˆ ′ = Pℓ(Uˆ ′). (5.10)
We use the following notations for the norms of εˆ′:
Eˆ ′σ :=
∫
|∇σ εˆ′(1)|2+ |∇σ−1εˆ′(2)|2, EˆsL+i :=
∫
|εˆ′(1)sL+i|2+ |εˆ
′(2)
sL−1+i|2, i = 0, 1. (5.11)
We now prove that the times s and sˆ′ are close. All the analysis bounds of the
trapped regime for U ′, expressed in function of bˆ′1, then still hold interchanging bˆ
′
1
with b1.
Lemma 5.4 (Bounds on the change of variables). The following bound holds:
sˆ′ = s(1 +O(s−η˜0 )). (5.12)
The bounds of the trapped regime (3.27) and the bound (5.6) can be written as:
Eˆ ′sL+i ≤ 2K2b
2L+2i+2(1−δ0)(1+η)
1 , i = 0, 1 and Eˆ ′σ ≤ 2K1b2(σ−sL)(1+ν)1 . (5.13)
The parameters also enjoy the same estimates:
|Vˆ ′1 | ≤
C
sη˜
, |Vˆ ′i | ≤
C
sη˜
for 2 ≤ i ≤ ℓ, |bˆ′i| ≤
C
si+η˜
for ℓ+ 1 ≤ i ≤ L, (5.14)
the constant C being independent of the other parameters. Moreover, εˆ′ still enjoys
the orthogonality conditions:
〈εˆ′,H∗ΦM 〉 = 0, for 1 ≤ i ≤ L. (5.15)
Proof of Lemma 5.4. . The orthogonality conditions are a straightforward conse-
quence of those for ε′, see (3.9). We use the formula (4.1) relating λ and s:
λ(t) =
(
s0
s(t)
) l
l−α
(1 +O(s−η˜0 )).
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This implies:
s(t) =
s0
λ(t)
l−α
l
(1 +O(s−η˜0 )), and sˆ
′(s) =
s0
λ(t)
l−α
l
(1 +O(s−η˜0 )).
From that we get the first bound of the lemma: s(t)
s′(t′) = 1 + O(s
−η˜
0 ). Now we
recall that in the trapped regime: b1(s) =
c1
s
+ U1
s
= c1
s
+ O(s−1−η˜) and bˆ′1(s) =
c1
sˆ′
+
U ′1(sˆ
′)
sˆ′
= c1
sˆ′
+ O((sˆ′)−1−η˜). Hence, (5.12) implies b1(s)
bˆ′1(s)
= 1 + O(s−η˜0 ). The
bounds (5.13) and (5.14) are just a rewriting of the bootstrap bounds (3.27) and
(5.6) knowing this equivalence.

We use the following notation for the differences (all terms taken at time s):
△bˆi := bi − bˆ′i, △Uˆi := Ui − Uˆ ′i , △Vˆi := Vi − Vˆ ′i , △Vˆuns := (△Vˆ2, ...,△Vˆℓ) (5.16)
△EˆsL :=
∫
|(ε(1) − εˆ′(1))sL |2 + |(ε(2) − εˆ′(2))sL−1|2, (5.17)
△Eˆσ :=
∫
|∇σ(ε(1) − εˆ′(1))|2 + |∇σ−1(ε(2) − εˆ′(2))|2, (5.18)
In the analysis, it will be easier to use the following renormalized differences:
△rEˆsL := b
−2L−2(1−δ0)(1+ η2 )
1 △EˆsL, △rEˆσ := b−2(σ−sc)(1+ν)1 △Eˆσ, (5.19)
The coefficient η2 instead of the η we had previously is because we will loose a bit in
the analysis later on. We adapt the notation for the terms involved the analysis22:
ψ
bˆ′
(s) := ψ˜b′(sˆ
′), Lˆ
′
(s) := L′(ε′)(sˆ′(s)), NˆL
′
(s) :=NL′(ε′(sˆ′(s))). (5.20)
ˆMod
′
(s) :=
dsˆ′
ds
M˜od
′
(sˆ′(s)), Bˆ′1 := (bˆ
′
1)
−(1+η), and Sˆ
′
i := Si(bˆ
′). (5.21)
The change of variables of Definition (5.3) produces the following identities:
bˆ′i(s) =
ci
sˆ′i
+
Uˆ ′i
si
, (5.22)
ˆMod
′
(s) = χ
Bˆ′1
∑L
i=1(bˆ
′
i,s +
dsˆ′
ds
((i− α)bˆ′1bˆ′i − bˆ′i+1))
(
T i +
∑L+2
j=i+1
∂Sj
∂bi
(bˆ′)
)
−(λs
λ
+ dsˆ
′
ds
bˆ′1)ΛQ˜bˆ′ .
(5.23)
We introduce the following notation for 1 ≤ i ≤ L:
△ ˆModi := (bi,s + (i− α)b1bi − bi+1)χB1(T i +
L+2∑
j=i+1
∂Sj
∂bi
)
−(bˆ′i,s + dsˆ
′
ds
((i− α)bˆ′1bˆ′i − bˆ′i+1))χBˆ′1(T i +
L+2∑
j=i+1
∂Sˆ
′
j
∂bi
),
(5.24)
and define:
△ ˆMod0 := −(λs
λ
+ b1)ΛQ˜b + (
λs
λ
+
dsˆ′
ds
bˆ′1)ΛQ˜bˆ′ (5.25)
22We do not mention the dependance of L and NL in ε and w anymore to ease notations, as
it will be clear to which variable we are refering to in future computations.
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So that ˜Mod−Mˆod′ =
L∑
i=0
△Mˆodi. With these new notations the time evolution
of the difference of errors in renormalized variables is given by:
d
ds
(ε− εˆ′)− λs
λ
Λ(ε− εˆ′) +H(ε− εˆ′) + (1− dsˆ′
ds
)H(εˆ′)
= − ˜Mod+ ˆMod′ − ψ˜b + dsˆ
′
ds
ψˆ
bˆ′
+NL − dsˆ′
ds
NˆL
′
+L− dsˆ′
ds
Lˆ
′
.
(5.26)
The time evolution of the original variables w − wˆ′ is:
d
dt
(w − wˆ′) +H 1
λ
(w − wˆ′) + (1− dsˆ′
ds
)H 1
λ
(wˆ′)
= − 1
λ
˜Mod 1
λ
+ 1
λ
ˆMod
′
1
λ
− 1
λ
ψ˜b, 1
λ
+ dsˆ
′
ds
1
λ
ψˆ
bˆ′
+NL − dsˆ′
ds
NˆL
′
+L− dsˆ′
ds
Lˆ
′
.
(5.27)
5.1.2. Modulation equations for the difference. In this subsection we compute the
time evolution of the difference of parameters between the first solution and the
modified second solution defined in Definition (5.3). We relate it to the difference
ε − εˆ′ and itself. We start with a technical lemma linking the differences of some
profiles to the differences of the parameters.
Lemma 5.5 (Asymptotic for some differences of profiles for y ≤ 2B0:). The follow-
ing bounds hold, k denoting an integer k ∈ N .
(i) Differences of potentials: For 1 ≤ j ≤ p− 1:
|∂ky ((Q˜(1)bˆ′ )
p−j − (Q˜(1)b )p−j)| ≤
Cb1
1 + y
2(p−j)
p−1
−1+α+k−Ckη
sup
1≤i≤L
(b−i1 |△bˆi|). (5.28)
(ii) Difference of the errors in the central zone: For y ≤ 2B0, one has that
ψ˜b − ψ˜bˆ′ =
(
0
ψb − ψbˆ′
)
is on the second coordinate and there holds:
|∂ky (ψb − ψbˆ′)| ≤
CbL+31
1 + yγ+g
′−L−1+k sup
1≤i≤L
(b−i1 |△bˆi|). (5.29)
Proof of Lemma 5.5. Step 1: Differences of polynomials of parameters. We claim
that for any L-tuple J there holds:
|bJ − bˆ′J | ≤ Cb|J |21 sup
1≤i≤L
(b−i1 |△bˆi|). (5.30)
We recall the notations |J |1 =
L∑
i=1
Ji and |J |2 =
L∑
i=1
iJi. We show this bound by
iteration. It is true for the trivial case |J |1 = 0. Take now i ≥ 1 and suppose that
it is true for all J ′ satisfying |J ′|1 ≤ i− 1. Take J satisfying |J |1 = i. Let j be the
first coordinate for which J is non null. We have then:
bJ − bˆ′J = bjbJ ′ − bˆ′j bˆ
′J ′ = (bj − bˆ′j)bJ
′
+ bˆ′j(b
J ′ − bˆ′J ′)
for some L tuple J ′ satisfying |J ′|1 = i− 1 and |J ′|2 = |J |2 − j. The bound (5.14)
imply that the parameters of the two solutions have the same size: |bj |, |bˆ′j | . bj1.
For the first term of the previous identity one then has:
|(bj − bˆ′j)bJ
′ | ≤ C|△bˆj|b|J
′|2
1 ≤ Cb|J |21 (b−j1 |△bˆj |).
For the second term, from the induction hypothesis for J ′ one has:
|bˆ′j(bJ
′ − bˆ′J ′)| ≤ Cbj1b|J
′|2
1 sup
1≤i≤L
(b−i1 |△bˆi|) = Cb|J |21 sup
1≤i≤L
(b−i1 |△bˆi|).
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This implies that the property is true for i.
Proof of (i): The difference of the two potentials is:
(Q˜
(1)
bˆ′
)p−j − (Q˜(1)b )p−j =
p−1∑
i=1
CiQ
p−j−i
(
χi
Bˆ′1
((α
(1)
bˆ′
)i − (α(1)b )i) + (α(1)b )i(χiBˆ′1 − χ
i
B1
)
)
(5.31)
for some constants (Ci)1≤i≤p−j . Let i be fixed, with 1 ≤ i ≤ p − 1. We first study
the first term in the right hand side of (5.31). There holds:
(α
(1)
bˆ′
)i−(α(1)b )i =
∑
|J |1=i
CJ
( L−1∏
n=2 even
bJnn T
Jn
n
L+1∏
n=2 even
SJ˜nn −
L−1∏
n=2 even
bˆ
′Jn
n T
Jn
n
L+1∏
n=2 even
Sˆ
′J˜n
n
)
and the profiles Sn are homogeneous of degree (n, n− g′, n mod2, n) in the sense of
Definition 2.10. This means that for n even:
Sn(b) =
∑
J ′∈J , |J ′|2=n
bJ
′
fJ ′ ,
the sum being finite#J < +∞, and the profiles satisfying ∂kyfJ ′ = O
(
1
1+yγ−n+g′+k
)
.
Therefore one has the identity:
L−1∏
n=2, even
bJnn T
Jn
n
L+1∏
n=2, even
SJ˜nn −
L−1∏
n=2, even
bˆ
′Jn
n T
Jn
n
L+1∏
n=2, even
Sˆ
′J˜n
n =
∑
G∈G
[bG − (bˆ′)G]gG,
the sum being finite #G < +∞, for some determined profiles gG having the asymp-
totic: ∂ky gG = O
(
1
1+yiγ+g
′∑L+2
2 J˜n−|G|2+k
)
. Using the bound (5.30) on bG− bˆ′G, one
has for y ≤ 2Bˆ′1:
|∂ky [bG − (bˆ′)G]gG| ≤ C( sup
1≤k≤L
b−k1 |△bˆk|) 11+yiγ+k
b
|G|2
1
1+y−|G|2
≤ C( sup
1≤k≤L
b−k1 |△bˆk|) b11+yiγ−1+k+O(η) .
With (2.1) one obtains the desired bound (i) for the first term in (5.31):
∂ky
(
p−1∑
i=1
CiQ
p−j−iχi
Bˆ′1
(αi
bˆ′
− αib)
)
= O


b1 sup
1≤k≤L
(b−k1 |△bˆk|)
1 + y
2(p−j)
p−1
−1+α+k+O(η)

 . (5.32)
We now turn to the second term in (5.31). First we factorize:
χi
Bˆ′1
− χiB1 = (χBˆ′1 − χB1)
i−1∑
n=0
Cnχ
n
Bˆ′1
χi−1−nB1 ,
for some constants (Cn)0≤n≤i−1 and then we use the integral formulation:
χB1(y)− χBˆ′1(y) = y(b
1+η
1 − bˆ
′(1+η)
1 )
∫ 1
0
∂yχ(y((1− θ)bˆ
′(1+η)
1 + θb
1+η
1 )dθ, (5.33)
to find that: ∂ky (χ
i
Bˆ′1
− χiB1) = O
(
1
1+yk
b−11 |△bˆ1|
)
. We know from the asymptotic
of the Ti’s and Si’s that for y ≤ 2max(B1, Bˆ′1):
∂ky (Q
p−j−iαib) = O
(
b1
1 + y
2(p−j)
p−1
−1+iα+O(η)
)
.
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The two last asymptotics give the desired bound for the second term in (5.31):
∂ky
(
p−1∑
i=1
CiQ
p−j−i(αib(χ
i
Bˆ′1
− χiB1))
)
= O
(
b1b
−1
1 |△bˆ1|
1 + y
2(p−j)
p−1
−1+α+k+O(η)
)
. (5.34)
Injecting (5.32) and (5.34) in (5.31) gives the desired result (5.28).
Proof of (ii): As we are in the zone y ≤ 2B0, from the localization property of
Proposition 2.14 the error is given by:
ψb =
∑
J∈J , |J |2≥L+3
bJfJ ,
the sum being finite#J < +∞ and the profiles satisfying ∂kyfJ = O
(
1
1+yγ+g
′+1−|J|2
)
.
The difference of the primary errors then writes: ψb−ψbˆ′ =
∑
J∈J , |J |2≥L+3
(bJ−bˆ′J)fJ .
Therefore, the bound (5.29) of the lemma is a consequence of the asymptotic of the
fJ ’s and of the bound (5.30) on b
J − bˆ′J . 
We can now relate the time evolution of the difference of the parameters to the
difference of the errors ε− εˆ′ and to itself.
Lemma 5.6 (Modulation estimates for the difference). There holds the following
identities. The difference of the two times obeys to:
dsˆ′
ds
− 1 = △bˆ1
bˆ′1
+O
(
b
L+(1−δ0)(1+ η2 )
1 (b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL)
)
. (5.35)
For the parameters, for 1 ≤ i ≤ L− 1 one has:∣∣∣bi,s + (i− α)b1bi − bi+1 − [bˆ′i,s + dsˆ′ds ((i− α)bˆ′1bˆ′i − bˆ′i+1)]∣∣∣
≤ CbL+1+(1−δ0)(1+
η
2
)
1
(
b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL
)
,
(5.36)
and for the last one we have the primary bound:∣∣∣bL,s + (L− α)b1bL − [bˆ′L,s + dsˆ′ds (L− α)bˆ′1bˆ′L]∣∣∣
≤ CbL+(1−δ0)(1+
η
2
)
1
(
b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL
)
.
(5.37)
Proof of Lemma 5.6. We take the scalar product of (5.26) with the profile H∗iΦM
for i = 0, ..., L. It gives, because of the orthogonality conditions (3.9) and (5.15):
〈 ˜Mod− ˆMod′,H∗iΦM 〉 − 〈λsλ Λ(ε− εˆ′),H∗iΦM 〉+ 〈H(ε− εˆ′),H∗iΦM 〉
= 〈dsˆ′
ds
ψˆ
bˆ′
− ψ˜b + (dsˆ
′
ds
− 1)H(εˆ′) +NL− dsˆ′
ds
NˆL
′
+L(ε)− dsˆ′
ds
Lˆ(εˆ′),H∗iΦM 〉.
(5.38)
To simplify the analysis we introduce the following intermediate quantity:
△D(t) =
∣∣∣b1 − dsˆ′ds bˆ′1∣∣∣
+
∑L
i=1
∣∣∣bi,s + (i− α)b1bi − bi+1 − [bˆ′i,s + dsˆ′ds ((i− α)bˆ′1bˆ′i − bˆ′i+1)]∣∣∣ .
We notice that as ε− εˆ′ still satisfy the orthogonality conditions (3.9) we can still
use the coercivity of △EˆsL given by Corollary (D.3).
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Step 1: Law for dsˆ
′
ds
. We take i = 0 in the previous equation (5.38). The linear
terms disappear because of the orthogonality conditions (3.9) and (5.15):
〈H(ε− εˆ′),ΦM 〉 − 〈(dsˆ
′
ds
− 1)H(εˆ′),ΦM 〉 = 0 (5.39)
The non linear, small linear and error terms are not on the first coordinate, so:〈
−ψ˜b +
dsˆ′
ds
ψˆ
bˆ′
+NL− dsˆ
′
ds
NˆL
′
+L(ε)− dsˆ
′
ds
Lˆ(εˆ′),H∗iΦM
〉
= 0. (5.40)
For the the scale changing term, the coercivity and the fact that λs
λ
∼ b1 give:∣∣∣∣〈λsλ Λ(ε− εˆ′),H∗iΦM 〉
∣∣∣∣ ≤ C(M)bL+1+(1−δ0)(1+ η2 )1
√
△rEˆsL . (5.41)
The ˜Mod term catches the dynamics on the manifold (Q˜b,λ)λ,b. Taking i = 0
in (5.38) means that we are computing the law for the scaling. But by the very
definition (5.8) of the time sˆ′, the two solutions have the same scale. This property
induces the law for sˆ′ as we are going to see. Using the notations (5.24) and (5.25)
one writes:
〈 ˜Mod− ˆMod′,ΦM 〉 =
L∑
0
〈△ ˆModi,ΦM 〉. (5.42)
Using the orthogonality conditions (3.7) and the fact that M ≪ B1, B′1 one decom-
poses for 1 ≤ i ≤ L:
〈△ ˆModi,ΦM 〉
= 〈∑Li=1(bi,s + (i− α)b1bi − bi+1)(∑L+2j=i+1 ∂Sj∂bi − ∂Sˆ
′
j
∂bi
),ΦM 〉
+
L∑
i=1
(bi,s + (i− α)b1bi − bi+1 − (bˆ′i,s + dsˆ
′
ds
((i− α)bˆ′1bˆ′i − bˆ′i+1)))〈
L+2∑
j=i+1
∂Sˆ
′
j
∂bi
,ΦM 〉
(5.43)
Now we recall that Sj is an homogeneous profile of degree (j, j − g′, j mod2, j). It
implies that for 1 ≤ i < j ≤ L + 2, one has the bound:
∣∣∣∂Sj∂bi
∣∣∣ ≤ C(L,M)b1 on
y ≤ 2M (and similarly for Sˆ′). Hence the bound for the second term in (5.43):∣∣∣∣∣
L∑
i=1
(bi,s + (i− α)b1bi − bi+1 − (bˆ′i,s + dsˆ
′
ds
((i− α)bˆ′1bˆ′i − bˆ′i+1)))〈
L+2∑
j=i+1
∂Sˆ
′
j
∂bi
,ΦM 〉
∣∣∣∣∣
≤ C(L,M)b1△D(t).
(5.44)
The homogeneity of the Sj’s means that:
∂Sj
∂bi
=
∑
J∈J b
JfJ and
∂Sˆ
′
j
∂bi
=
∑
J∈J bˆ
′JfJ
where the J ’s are non null: J 6= (0, ..., 0). Using the bound (5.30) on bJ − bˆ′J we ob-
tain that for y ≤ 2M ,
∣∣∣∣∂Sj∂bi − ∂Sˆ
′
j
∂bi
∣∣∣∣ ≤ b1C(L,M) sup
1≤i≤min(|J |2−1,L)
|b−i1 △bˆi|. Moreover,
we know from the modulation equations (3.36) and (3.37) that |bi,s + (i− α)b1bi −
bi+1| ≤ C(L,M)bL+(1−δ0)(1+η)1 . Hence we get the following bound for the second
term in the right hand side of (5.43):∣∣∣∣
〈∑L
i=1(bi,s + (i− α)b1bi − bi+1)(
∑L+2
j=i+1
∂Sj
∂bi
− ∂Sˆ
′
j
∂bi
),ΦM
〉∣∣∣∣
≤ CbL+1+(1−δ0)(1+η)1 sup
1≤i≤L
|b−i1 △bˆi|.
(5.45)
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The identity (5.43) and the bounds (5.44) and (5.45) give for 1 ≤ i ≤ L:∣∣∣〈△ ˆModi,ΦM 〉∣∣∣ ≤ C(L,M)[bL+(1−δ0)(1+η)+11 sup
1≤i≤L
|△bˆi|+ b1△D(t)]. (5.46)
We now look at the first term in the sum in the right hand side of (5.42). Using the
same ideas we just used for the others, one gets:
〈△ ˆMod0,ΦM 〉 = 〈(λsλ + b1)(ΛQ˜b −ΛQ˜bˆ′) + (b1 − dsˆ
′
ds
bˆ′1))ΛQ˜bˆ′ ,ΦM 〉
= O(b
L+1+(1−δ0)(1+η)
1 sup
1≤i≤L
|b−i1 △bˆi|) +O(b1△D(t)) + (b1 − dsˆ
′
ds
bˆ′1)〈ΛQ,ΦM 〉.
(5.47)
We have estimated all terms involved in the identity (5.42) for the modulation term
in (5.46) and (5.47), giving:
〈 ˜Mod− ˆMod′,ΦM 〉 = (b1 − dsˆ′ds bˆ′1)〈ΛQ,ΦM 〉
+O(b
L+1+(1−δ0)(1+η)
1 sup
1≤i≤L
|△bˆi|+ b1△D(t)). (5.48)
We can now come back to the modulation equation (5.38) for i = 0. We have
calculated all terms in the right hand side in (5.39), (5.40), (5.41) and (5.48), so it
now writes (because 〈ΛQ,ΦM 〉 ∼ cM2k0+2δ0 > 0 for c > 0):∣∣∣∣b1 − dsˆ′ds bˆ′1
∣∣∣∣ ≤ C[b1△D(t) + bL+1+(1−δ0)(1+ η2 )1 (b η2 (1−δ0)1 sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL)].
(5.49)
This identity gives a first bound for the law of sˆ′:
1− dsˆ
′
ds
=
−△bˆ1
bˆ′1
+O[△D(t) + bL+(1−δ0)(1+
η
2
)
1 (b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL)].
(5.50)
Step 2: Law for △bˆi for 1 ≤ i ≤ L− 1. We look at (5.38) for 1 ≤ i ≤ L− 1. The
linear term disappear because of orthogonality conditions:〈
H(ε− εˆ′)− (dsˆ
′
ds
− 1)H(εˆ′),H∗iΦM
〉
= 0. (5.51)
The scale changing term is estimated as before:∣∣∣∣〈λsλ Λ(ε− εˆ′),H∗iΦM 〉
∣∣∣∣ ≤ C(L,M)bL+1+(1−δ0)(1+ η2 )1
√
△rEˆsL . (5.52)
The bounds (5.29), (5.50) and (2.39) on on ψ˜b − ψ˜bˆ′ , |dsˆ
′
ds
− 1| and ψˆ
bˆ′
imply:∣∣∣〈ψ˜b − dsˆ′ds ψˆbˆ′ ,H∗iΦM 〉
∣∣∣ = ∣∣∣〈ψ˜b − ψˆbˆ′ + (1− dsˆ′ds )ψˆbˆ′ ,H∗iΦM 〉
∣∣∣
≤ CbL+31 ( sup
1≤i≤L
b−i1 |△bi|+△D(t) +
√
△rEˆsL).
(5.53)
For the nonlinear terms, we have that NL =
∑p−2
j=0 CjQ˜
(1)j
b ε
(1)(p−j) and similarly
for NˆL
′
. Fix j, 1 ≤ j ≤ p−2. We estimate, using the bound (5.28) on Q˜(1)jb −Q˜(1)jbˆ′ :
‖ Q˜(1)jb ε(1)(p−j) − Q˜(1)jbˆ′ (εˆ
′(1))(p−j) ‖L1,y≤2M
≤ ‖ Q˜(1)jb − Q˜(1)jbˆ′ ‖L∞,y≤2M‖‖ ε
(1)(p−j) ‖L1,y≤2M
+C ‖ ε(1)(p−j) − (εˆ′(1))(p−j) ‖L1,y≤2M
≤ Cb2L+(1−δ0)(2+η)1 sup
1≤i≤L
|△bˆi|+ Cb2L+(1−δ0)(2+η)1
√
△rEˆsL .
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For j = 0 one has: ‖ ε(1)p − (εˆ′(1))p ‖L1,y≤2M≤ Cb2L+(1−δ0)(2+η)1
√
△rEˆsL . The
previous bounds and the bound (5.50) on dsˆ
′
ds
− 1 finally imply:∣∣∣〈NL − dsˆ′ds NˆL′,H∗iΦM 〉∣∣∣ = ∣∣∣〈NL − NˆL′ + (1− dsˆ′ds )NˆL′,H∗iΦM 〉∣∣∣
≤ C ‖ NL− NˆL′ ‖L1,y≤2M +C|1− dsˆ
′
ds
| ‖ NˆL′ ‖L1,y≤2M
≤ Cb2L+(1−δ0)(2+η)−11 ( sup
1≤i≤L
|△bˆi|+
√
△rEˆsL +△D(t)).
(5.54)
We treat the same way the small linear term:∣∣∣〈L(ε)− dsˆ′ds Lˆ(εˆ′),H∗iΦM 〉∣∣∣
≤ C ‖ (Q˜(1)(p−1)b −Qp−1)ε(1) − (Q˜
(1)(p−1)
bˆ′
−Qp−1)εˆ′(1) ‖L1,y≤2M
+C|1− dsˆ′
ds
| ‖ Lˆ(εˆ′) ‖L1
≤ CbL+1+(1−δ0)(1+
η
2
)
1 [b
η
2
(1−δ0)
1 sup
1≤i≤L
|△bˆi|+
√
△rEˆsL + b
η
2
(1−δ0)
1 △D(t)].
(5.55)
Finally, for the modulation term, using the same tools employed for i = 0 we obtain:
〈 ˜Mod− ˆMod′,H∗iΦM 〉 = O(b1△D(t) + bL+1+(1−δ0)(1+η)1 sup
1≤i≤L
|△bˆi|).
+(bi,s + (i− α)b1bi − bi+1 − (bˆ′i,s + dsˆ
′
ds
((i − α)bˆ′1bˆ′i − bˆ′i+1)))〈ΛQ,ΦM 〉.
(5.56)
We now collect all the estimates we have showed, (5.51), (5.52), (5.53), (5.54), (5.55)
and (5.56) and inject them in (5.38). This gives:∣∣∣bi,s + (i− α)b1bi − bi+1 − (bˆ′i,s + dsˆ′ds ((i− α)bˆ′1bˆ′i − bˆ′i+1))∣∣∣
≤ C[b1△D(t) + bL+1+(1−δ0)(1+
η
2
)
1 (b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL)].
(5.57)
Step 3: Law for △bˆL. The computations we made in the previous step, to find
the estimates (5.53), (5.52), (5.54), (5.55) and (5.56) still work when taking i = L.
The difference is that the linear term does not cancel anymore. Namely, using the
bound (5.50) on dsˆ
′
ds
− 1:∣∣∣〈H(ε− εˆ′)− (dsˆ′ds − 1)H(εˆ′),H∗iΦM 〉∣∣∣
≤ C ‖ ε− εˆ′ ‖L2,y≤2M +|dsˆ
′
ds
− 1| ‖ εˆ′ ‖L2,y≤2M
≤ CbL+(1−δ0)(1+
η
2
)
1
√
△rEˆsL + CbL+(1−δ0)(1+η)1 (△D(t) + sup
1≤i≤L
b−i1 |△bˆi|).
So for i = L in (5.38) one obtains:∣∣∣bL,s + (L− α)b1bL − (bˆ′L,s + dsˆ′ds (L− α)bˆ′1bˆ′L)∣∣∣
≤ C
(
b1△D(t) + bL+(1−δ0)(1+
η
2
)
1 (b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL)
)
.
(5.58)
Step 4: Gathering the bounds. We now put together the primary bounds we
found so far for the scaling (5.49), for the parameters (5.57) and (5.58) to find that:
|D(t)| ≤ CbL+(1−δ0)(1+
η
2
)
1 [b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL)].
We reinject it in the previous primary bounds (5.49), (5.57) and (5.58) to obtain
the bounds (5.35), (5.36) and (5.37) claimed in the lemma.

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We are now going to improve our control over △bL by the same technique we
used in Lemma (3.5). After an integration by parts in time, the time evolution of
△bˆL enjoys a sufficiently good estimate for our purpose, as the ones we just proved
for △bˆi for 1 ≤ i ≤ L− 1 in Lemma 5.6.
Lemma 5.7 (Improved modulation equation for △bˆL). There holds23 :
(bL,s + (L− α)b1bL − (bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′L))
= d
ds


〈HL(ε−εˆ′),χB0ΛQ〉−bˆ′L
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉


+O[b
L+1+ η
2
(1−δ0)
1 (
√
△rEˆsL + b
η
2
(1−δ0)
1 sup b
−i
1 |△bˆi|)].
(5.59)
The quantity appearing via its derivative in time has the following size:∣∣∣∣∣∣∣∣
〈HL(ε−εˆ′),χB0ΛQ〉−bˆ′L
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
∣∣∣∣∣∣∣∣
≤ CbL+
η
2
(1−δ0)
1 (
√
△rEˆsL + bg
′+O(η)
1 sup
1≤i≤2
b−i1 |△bˆi|).
(5.60)
Proof of Lemma 5.7. We will do the same computations we did to prove Lemma
(3.5), this time expressing everything in function of the differences △bˆi and ε− εˆ′.
Step 1: Time derivative of the numerator in (5.59). We compute for the first term:
d
ds
〈HL(ε− εˆ′), χB0ΛQ〉 = 〈HL(εs− εˆ′s), χB0ΛQ〉+〈HL(ε− εˆ′), b1,sy∂yχ(
y
B0
)ΛQ〉.
(5.61)
We now calculate everything in the right hand side. For the second term:∣∣∣∣〈HL(ε− εˆ′), b1,s∂yχ( yB0 )ΛQ〉
∣∣∣∣ ≤ C(M)
√
△EˆsLb−(2k0+δ0)1 . (5.62)
We will now estimate the first term in the right hand side of (5.61). From the time
evolution of the difference (5.26), one gets:
(−1)L+12 〈HL(εs − εˆs), χB0ΛQ〉
=
∫
χB0Λ
(1)Q× (L(εˆ′(1) − ε(1)) + λs
λ
Λ(2)(ε(2) − εˆ′(2))− (M˜od(t)(2) − Mˆod′(2))
−ψ˜(2)b + ψ˜(2)bˆ′ +NL− NˆL
′
+ L− Lˆ′ + (dsˆ′
ds
− 1)(Lεˆ′(1) + ψ˜(2)
bˆ′
− NˆL′ − Lˆ′))
L−1
(5.63)
and we now consider each term in the right hand side.
• Linear term: One has the bound from coercivity:∣∣∣∣
∫
χB0Λ
(1)Q(L(ε(1) − εˆ′(1)))L−1
∣∣∣∣ ≤ C(M)
√
△rEˆsLb
−2(k0+δ0)+L+1+ η2 (1−δ0)
1 . (5.64)
•Scale changing term: One has the same bound:∣∣∣∣
∫
χB0Λ
(1)Q
λs
λ
(Λ(2)(ε(2) − εˆ′(2)))L−1
∣∣∣∣ ≤ C(M)
√
△rEˆsLb
−2(k0+δ0)+L+1+ η2 (1−δ0)
1 .
(5.65)
• Error term: As we are in the zone y ≤ 2B0 we can use the asymptotic (5.29):
23the denominator being strictly positive from (3.69).
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∣∣∣∣
∫
χB0Λ
(1)Q(ψ˜b
(2) − ψ˜(2)
bˆ′
)L−1
∣∣∣∣ ≤ Cb−2(k0+δ0)+L+1+g′1 sup
1≤i≤L
b−i1 |△bˆi|. (5.66)
• NL term: We start by puting all the adapted derivatives on χB0Λ(1)Q, localizing
the integral in B0 ≤ y ≤ 2B0 as AΛ(1)Q = 0:∣∣∣∣
∫
χB0Λ
(1)Q(NL− NˆL′)L−1
∣∣∣∣ ≤ C
∫ 2B0
B0
1
yγ+L−1
|NL− NˆL′|.
We know that NL is a sum of terms of the form24: Q˜p−kb ε
(1)k for k > 2, and similarly
for NˆL
′
. Suppose that k = p, then:∫ 2B0
B0
|ε(1)p−εˆ′(1)p|
yγ+L−1
≤ Cmax(‖ ε(1) ‖p−1L∞ , ‖ ε
′(1) ‖p−1L∞ )
∫ 2B0
B0
1
yγ+L−1
|ε(1) − εˆ′(1)|
≤ C
(√Eσ+√Eˆ ′σ
b
σ−sc
1
)p−1
b
2+ 2α
L
+O(σ−scL )
1
√
△EˆsLb−2(k0+δ0)−21
≤ Cb−2(k0+δ0)+L+1+
α
2
+O(η,σ−scL )
1
√
△rEˆsL ,
(5.67)
where we used the estimates mettre ref of the trapped regime (we recall that they
hold for both ε and ε′ as b1 ∼ bˆ′1 from (5.12)). Suppose now 2 ≤ k ≤ p − 1. We
start by splitting in two parts:∣∣∣∣∫ 2B0B0 Q˜
p−k
b ε
(1)k−Q˜p−k
bˆ′
εˆ
′(1)k
yγ+L−1
∣∣∣∣ =
∣∣∣∣∫ 2B0B0 (Q˜
p−k
b −Q˜p−kbˆ′ )ε
(1)k
yγ+L−1
+
Q˜
p−k
bˆ′
(ε(1)k−εˆ′(1)k)
yγ+L−1
∣∣∣∣ .
For the first part, from the bound (5.28) for Q˜p−kb − Q˜p−kbˆ′ , one gets:∣∣∣∣∫ 2B0B0 (Q˜
p−k
b
−Q˜p−k
bˆ′
)ε(1)k
yγ+L−1
∣∣∣∣ ≤ Cb 2(p−k)p−1 +α+O(η)1 sup
1≤i≤L
b−i1 |△bˆi| ‖ ε(1) ‖k−1L∞
∫ 2B0
B0
|ε(1)|
yγ+L−1
≤ Cb−2(k0+δ0)+L+1+α+O(η,σ−sc,
1
L)
1 sup
1≤i≤L
b−i1 |△bˆi|.
For the second part, as |Q˜(p−k)
bˆ′
| ≤ Cb
2(p−k)
p−1
1 for B0 ≤ y ≤ 2B0 one gets using again
the L∞ estimate and coercivity:∣∣∣∣∣
2B0∫
B0
(Q˜p−k
bˆ′
(ε(1)k−εˆ′(1)k))
yγ+L−1
∣∣∣∣∣ ≤ max(‖ ε(1) ‖k−1L∞ , ‖ εˆ′(1) ‖k−1L∞ )b−
2(p−k)
p−1
−(2k0+δ0)
1
√
△EˆsL
≤ b−2(k0+δ0)+L+1+
2(k−1)α
(p−1)L
+O(η,σ−scL )
1
√
△r ˆEsL .
As η ≪ 1 the last bounds give the following estimate for the non linear term:∣∣∣∫ χB0Λ(1)Q(NL− NˆL′)L−1∣∣∣
≤ Cb−2(k0+δ0)+L+1+
η
2
(1−δ0)
1 (
√
△r ˆEsL + b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|).
(5.68)
• Small linear term: One has: L = (Q˜p−1b −Qp−1)ε(1) and similarly for Lˆ′. As for
the non-linear we start by decomposing:∣∣∣∣
∫
χB0Λ
(1)Q(L− Lˆ′)L−1
∣∣∣∣ ≤ C
∫ 2B0
B0
|Q˜p−1b − Q˜p−1bˆ′ ||ε
(1)|+ |Q˜p−1
bˆ′
||ε(1) − εˆ′(1))|
yγ+L−1
.
24we write Q˜b instead of Q˜
(1)
b to ease notations.
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For the first term we use the asymptotic (5.28) for Q˜p−1b − Q˜p−1bˆ′ , yielding:
∫ 2B0
B0
1
yγ+L−1
|Q˜p−1b − Q˜p−1bˆ′ ||ε
(1)| ≤ b−2(k0+δ0)+L+1+α+O(η)1 ( sup
1≤i≤L
b−i1 |△bˆi|).
For the second term, from |Q˜p−1
bˆ′
| ≤ Cb21 for B0 ≤ y ≤ 2B0 one gets:
∫ 2B0
B0
1
yγ+L−1
(|Q˜p−1
bˆ′
||ε(1) − εˆ′(1))|) ≤ Cb−2(k0+δ0)+L+
η
2
(1−δ0)
1
√
△rEˆsL .
The last two bounds show that for the small linear term:
∣∣∫ χB0Λ(1)Q(L−Lˆ′)L−1∣∣ ≤ Cb−2(k0+δ0)+L+ η(1−δ0)21 (
√
△rEˆsL+b
η(1−δ0)
2
1 sup
1≤i≤L
b−i1 |△bˆi|)
(5.69)
• The modulation term: From the localization of the Ti’ and Si’s ((2.26) and (2.41)),
and because (Ti)L−1 = 0 for i < L− 1:
∫
(M˜od
(2) − Mˆod
′(2)
)L−1χB0Λ(1)Q
=
∫
χB0Λ
(1)Q(bL,s + (L− α)b1bL)(TL + ∂SL+2∂bL )L−1
− ∫ χB0Λ(1)Q(bˆ′L,s + dsˆ′ds (L− α)bˆ′1bˆ′L)(TL + ∂Sˆ′L+2∂bL ))L−1
+
L−1∑
i=1
∫
χB0Λ
(1)Q((bi,s + (i− α)b1bi − bi+1)
(
L+2∑
j=i+1, j odd
∂Sj
∂bi
)
L−1
−
L−1∑
i=1
∫
χB0Λ
(1)Q((bˆ′i,s +
dsˆ′
ds
((i− α)bˆ′1bˆ′i − bˆ′i+1))
(
L+2∑
j=i+1, j odd
∂Sˆ′j
∂bi
)
L−1
− ∫ χB0Λ(1)Q((λsλ + b1)Λ(2)Q˜(2)b − (λsλ + dsˆ′ds bˆ′1)Λ(2)Q˜(2)bˆ′ )L−1.
(5.70)
We start by studying the first term in (5.70). Since H(T L) = (−1)LΛQ:
∫
χB0Λ
(1)Q(bL,s + (L− α)b1bL)(TL + ∂SL+2∂bL )L−1
− ∫ χB0Λ(1)Q(bˆ′L,s + dsˆ′ds (L− α)bˆ′1bˆ′L)(TL + ∂Sˆ′L+2∂bL ))L−1
= (−1)L−12 (bL,s + (L− α)b1bL − (bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′L))
× ∫ χB0Λ(1)Q
(
Λ(1)Q+
(
∂SL+2
∂bL
)
L−1
)
+(bˆ′L,s +
dsˆ′
ds
(L− α)bˆ′1bˆ′L)
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1
= (−1)L−12 (bL,s + (L− α)b1bL − (bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′L))
× ∫ χB0Λ(1)Q
(
Λ(1)Q+
(
∂SL+2
∂bL
)
L−1
)
+bˆ′L,s
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1
+O(b
−2(k0+δ0)+L+1+g′
1 sup
1≤i≤L
b−i1 |△bˆi|).
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For the second, third and fourth terms in (5.70), using the modulation bounds (5.35)
and (5.36) from the proof of the last Lemma and splitting as we did before:
∣∣L−1∑
i=1
∫
χB0Λ
(1)Q((bi,s + (i− α)b1bi − bi+1)
(
L+2∑
j=i+1, j odd
∂Sj
∂bi
)
L−1
−
L−1∑
i=1
∫
χB0Λ
(1)Q((bˆ′i,s +
dsˆ′
ds
((i− α)bˆ′1bˆ′i − bˆ′i+1))
(
L+2∑
j=i+1, j odd
∂Sˆ′j
∂bi
)
L−1
− ∫ χB0Λ(1)Q((λsλ + b1)Λ(2)Q˜(2)b − (λsλ + dsˆ′ds bˆ′1)Λ(2)Q˜(2)bˆ′ )L−1∣∣
≤ b−2(k0+δ0)+L+1+g′+(1−δ0)+O(η)1 (
√
△rEˆsL + sup b−i1 |△bˆi|)).
With the previous computations, (5.70) becomes eventually:
(−1)L−12 ∫ ( ˜Mod(t)(2) − Mˆod′(2))L−1χB0Λ(1)Q
= (bL,s + (L− α)b1bL − (bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′L))
×〈χB0Λ(1)Q,Λ(1)Q+ (−1)
L−1
2 (
∂SL+2
∂bL
)L−1〉
+O(b
−2(k0+δ0)+g′+L+1
1
√
△rEˆsL) + bˆ′L,s
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1
+O[sup b−i1 |△bˆi|(b−2(k0+δ0)+g
′+L+1
1 )].
(5.71)
• The time error term: Using the upper bound (5.35) for
∣∣∣dsˆ′ds − 1∣∣∣ and the previous
bounds(3.60), (3.62), (3.64) and (3.63) from the original Lemma about the improved
modulation: ∣∣∣∫ χB0Λ(1)Q(dsˆ′ds − 1)(Lεˆ′(1) + ψ˜(2)bˆ′ − NˆL′ − Lˆ′)L−1
∣∣∣
≤ b−2(k0+δ0)+L+11 (bL+1−δ0+O(η)1
√
△rEˆsL + bη(1−δ0)1 sup b−i1 |△bˆi|).
(5.72)
We can now gather all the bounds (5.64), (5.65), (5.66), (5.68), (5.69), (5.70) and
(5.72), inject them in (5.63) to find that the first term in the rhs of (5.61) is:
〈HL(εs − εˆ′s), χB0ΛQ〉 − bˆ′L,s
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1
= (bL,s + (L− α)b1bL − (bˆ′L,s + dsˆ
′
ds
((L− α)bˆ′1bˆ′L))
×
〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
+O(b
−2(k0+δ0)+L+1+ η2 (1−δ0)
1 (
√
△rEˆsL + b
η
2
(1−δ0)
1 sup b
−i
1 |△bˆi|)).
(5.73)
Combining the two computations we made, (5.73) and (5.62), the time evolution of
the first term of the numerator in (5.61) is now:
d
ds
〈HL(ε− εˆ′), χB0ΛQ〉 − bˆ′L,s
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1
= (bL,s + (L− α)b1bL − (bˆ′L,s + dsˆ
′
ds
((L− α)bˆ′1bˆ′L))
×
〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
+O(b
−2(k0+δ0)+L+1+ η2 (1−δ0)
1 (
√
△rEˆsL + b
η
2
(1−δ0)
1 sup b
−i
1 |△bˆi|)).
(5.74)
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Step 2: End of the computation. We can now end the proof of the Lemma. We
recall that the denominator in (5.59) and its time derivative have the following size:〈
χB0Λ
(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
∼ cb−2k0−2δ01 , (c a constant, c > 0)∣∣∣∣ dds〈χB0Λ(1)Q,Λ(1)Q+ (−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉∣∣∣∣ ≤ Cb−2(k0+δ0)+11 .
We get by coercivity of the adapted norm:
|〈HL(ε− εˆ′), χB0ΛQ〉| ≤ Cb
−2(k0+δ0)−1+L+ η2 (1−δ0)
1
√
△rEˆsL . (5.75)
The last three bounds, together with the identity (5.74) we derived in Step 1, give:
d
ds

 〈HL(ε−εˆ′),χB0ΛQ〉〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉


−bˆ′L,s
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
= (bL,s + (L− α)b1bL − (bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′L))
+O(b
L+1+ η
2
(1−δ0)
1 (
√
△rEˆsL + b
η
2
(1−δ0)
1 sup b
−i
1 |△bˆi|)).
(5.76)
As
∂SL+2
∂bL
is homogeneous of degree (L+ 2, L+ 2, 1, 2) and does not depend on bL,
we have using the modulation bounds (3.36) and (5.36):∣∣∣∣∣∣∣∣
d
ds


∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉


∣∣∣∣∣∣∣∣
≤ Cbg′+11
(
sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL
)
.
Integrating by parts then yields:
bˆ′L,s
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉 +O[bL+g′+11 ( sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL)]
= d
ds

bˆ′L
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉

 .
Injecting this last identity in (5.76) give the identity (5.59) we had to prove. To
finish, the gain when integrating is a consequence of (5.75), of the size of the de-
nominator (3.69), and of the asymptotic:(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1
= O(y−γ−g
′+2b21 sup
1≤i≤2
b−i1 |△bˆ|i)

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5.1.3. Energy identities for the difference of errors. In the previous section, the key
norm of ε we had to control was the adapted high Sobolev norm EsL . We recall
the non linear tools we used to find a sufficient estimate: we control ε at another
level of regularity to close the non linear term, integrate in time the modulation
part that is not controlled directly, and derive a Morawetz type identity to manage
a local term. Here we want to know how the time evolution of the adapted high
Sobolev norm of the difference of the errors, ε− εˆ′ depends on the differences of the
parameters and itself, and will do it using the same non linear tools.
We start with a technical lemma linking the difference of the profiles to the dif-
ference of the parameters.
Lemma 5.8 (Bounds on the differences of profiles:). The following bounds hold:
‖ ψ˜b − ψ˜bˆ′ ‖H˙σ×H˙σ−1≤ Cb
α+1+O(σ−sc,η)
1
(
sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL
)
, (5.77)
‖ (ψ˜(1)b − ψ˜(1)bˆ′ )sL ‖L2 + ‖ (ψ˜
(2)
b − ψ˜(2)bˆ′ )sL−1 ‖L2
≤ CbL+1+(1−δ0)(1+η)1 sup
1≤i≤L
(b−i1 |△bˆi|) + Cb2L+2−2δ0+O(η)1
√
△rEˆsL .
(5.78)
Proof of Lemma (5.8). We recall from (2.56) the expression of the differences of the
errors:
ψ˜b − ψ˜bˆ′ = χB1ψb − χBˆ′1ψbˆ′ + ∂s(χB1)αb − ∂sˆ′(χB1)αbˆ′
+b1(ΛQ˜b − χB1ΛQb)− bˆ′1(ΛQ˜ˆ′b− χB1ΛQbˆ′)
−(F (Q˜b)− F (Q)− χB1(F (Qb)− F (Q))
+(F (Q˜
bˆ′
)− F (Q)− χB1(F (Qbˆ′)− F (Q)),
(5.79)
We have to estimate everything in the right hand side. It always rely on finding the
asymptotic of the profiles and relating it to the difference of the parameters. We
will just do it for the first two terms: the same methodology giving the same results
for the others. The first one is on the second coordinate and we decompose:
χB1ψb − χBˆ′1ψbˆ′ =
(
0
χB1(ψb − ψbˆ′) + ψbˆ′(χB1 − χBˆ′1)
)
. (5.80)
For the first term in (5.80), from the asymptotic (5.29) of ψb − ψbˆ′ we obtain:
‖ χB1(ψb − ψbˆ′) ‖H˙σ−1≤ Cb
α+1+g′+O(η,σ−sc)
1 sup
1≤i≤L
(b−i1 |△bˆi|), (5.81)
‖ (χB1(ψb − ψbˆ′))sL−1 ‖L2≤ Cb
L+1+(1−δ0)+g′+O(η)
1 sup
1≤i≤L
(b−i1 |△bˆi|), (5.82)
We now turn to the second term in (5.80). The integral formula (5.33) for χB1 −
χ
Bˆ′1
implies that χB1 − χBˆ′1 = (b
1+η
1 − bˆ
′(1+η)
1 )f(y) with the function f having its
support in [min(B1, Bˆ
′
1), 2max(B1, Bˆ
′
1)], and satisfying: ∂
k
yf = O(y
1−k). As one has
|b1+η1 − bˆ
′(1+η)| ≤ C|b1 − bˆ′1|, using the previous result (2.53) we get:
‖ ψ
bˆ′
(χB1 − χBˆ′1) ‖H˙σ−1≤ Cb
α+1+g′+O(η,σ−sc)
1 b
−1
1 |△bˆ1|. (5.83)
‖ (ψ
bˆ′
(χB1 − χBˆ′1))sL−1 ‖L2≤ Cb
L+1+(1−δ0)+g′+O(η,σ−sc)
1 b
−1
1 |△bˆ1|. (5.84)
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The decomposition (5.80) and the bounds (5.81), (5.83), (5.82) and (5.84) imply for
the following bounds for the first term in (5.79):
‖ χB1ψb − χBˆ′1ψbˆ′ ‖H˙σ×H˙σ−1≤ Cb
α+1+g′+O(η,σ−sc)
1 sup
1≤i≤L
(b−i1 |△bˆi|). (5.85)
‖ (χB1ψb − χBˆ′1ψbˆ′)sL−1 ‖L2≤ Cb
L+1+(1−δ0)+g′+O(η,σ−sc)
1 sup
1≤i≤L
(b−i1 |△bˆi|). (5.86)
We now turn to the second difference of terms in (5.79). We compute:
∂s(χB1)αb − ∂sˆ′(χB1)αbˆ′ := y(1 + η)(A1 +A2 +A3 +A4)
= y(1 + η)
[
(b1,s − bˆ′1,s)bη1∂yχ(yb1+η1 )αb + bˆ′1,s(bη1 − bˆ
′η
1 )∂yχ(yb
1+η
1 )αb
+bˆ′1,sbˆ
′η
1 (∂yχ(yb
1+η
1 )− ∂yχ(ybˆ
′(1+η)
1 ))αb + bˆ
′
1,sbˆ
′η
1 ∂yχ(yb
′(1+η)
1 )(αb −αbˆ′)
]
.
(5.87)
and will estimate everything in the right hand side. From the expressions (5.36)
and (5.35) for b1,s − bˆ′1,s and dsˆ
′
ds
− 1 we deduce that for the first term:
|b1,s − bˆ′1,s| ≤ Cb21 sup
1≤i≤L
b−i1 |△bˆi|+ b
L+1+(1−δ0)(1+ η2 )
1
√
△rEˆsL .
For the second term one has |b1,s(bη1 − bˆ
′η
1 )| ≤ b2+η1 |b1 − bˆ′1|. For the third term an
integral formula similar to (5.33) holds, giving:
∂ky (∂yχ(yb
1+η
1 )− ∂yχ(ybˆ
′(1+η)
1 ) = O
(
bη1|△bˆ1|
1 + y−1+k
)
.
Therefore we get for the first three terms in (5.87):
‖ y(1 + η)(A1 +A2 +A3) ‖H˙σ×H˙σ−1 ≤ Cb
α+1+O(η,σ−sc)
1 sup
1≤i≤L
(b−i1 |△bˆi|)
+Cb
L+1+α+O(η,σ−sc)
1
√
△rEˆsL ,
(5.88)
‖ (y(A(1)1 +A(1)2 +A(1)3 ))sL ‖L2 + ‖ (y(A(2)1 +A(2)2 +A(2)3 ))sL−1 ‖L2
≤ CbL+1+(1−δ0)(1+η)1 sup
1≤i≤L
(b−i1 |△bˆi|) + Cb2L+2−2δ0+O(η)1
√
△rEˆsL .
(5.89)
We turn to the fourth term in (5.87). One has:
αb −αbˆ′ =
L∑
1
(bi − bˆ′i)T i +
L+2∑
2
Si − Sˆ′i.
The bound (5.30), the fact that the Si’s are homogeneous, using their asymptotic
and the one of the T i’s yield:
‖ ybˆ′1,sbˆ
′η
1 ∂yχ(
y
Bˆ′1
)(αb −αbˆ′) ‖H˙σ×H˙σ−1≤ Cb
α+1+O(η,σ−sc)
1 sup
1≤i≤L
(b−i1 |△bˆi|)
(5.90)
‖ (ybˆ′1,sbˆ
′η
1 ∂yχ(
y
Bˆ′1
)(α
(1)
b − α
(1)
bˆ′
)sL ‖L2 + ‖ (ybˆ′1,sbˆ
′η
1 ∂yχ(
y
Bˆ′1
)(α
(2)
b − α
(2)
bˆ′
)sL−1 ‖L2
≤ CbL+1+(1−δ0)(1+η)1 sup
1≤i≤L
(b−i1 |△bˆi|).
(5.91)
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because |bˆ′1,sbˆ
′η
1 | ≤ Cb2+η1 . We collect the bounds (5.88), (5.90), (5.89) and (5.91)
to find that for the second term in (5.79):
‖ ∂s(χB1)αb − ∂sˆ′(χB1)αbˆ′ ‖H˙σ×H˙σ−1 ≤ Cb
α+1+O(η,σ−sc)
1 sup
1≤i≤L
(b−i1 |△bˆi|)
+b
L+1+α+O(η,σ−sc)
1
√
△rEˆsL ,
(5.92)
‖ (∂s(χB1)α(1)b − ∂sˆ′(χB1)α(1)bˆ′ )sL ‖L2 + ‖ ∂s(χB1)α
(2)
b − ∂sˆ′(χB1)α(2)bˆ′ )sL−1 ‖L2
≤ CbL+1+(1−δ0)(1+η)1 sup
1≤i≤L
(b−i1 |△bˆi|) + Cb2L+2−2δ0+O(η)1
√
△rEˆsL .
(5.93)
We claim that the bounds (5.92) and (5.93) also holds for the last two differences
of profiles in (5.79) and that they can be proven using verbatim the same tools we
employed so far. This fact give us the bounds for the remaining terms in (5.79),
which combined with the previous estimates for the first two terms (5.85), (5.86),
(5.92) and (5.93) proves the two estimates (5.77) and (5.78) of the lemma.

We state now how the time evolution of the low Sobolev norm of the difference
of the errors ε− εˆ′ is influenced by itself and the difference between the parameters
and the renormalized times. It is the analogue of Proposition (3.6).
Lemma 5.9. (Time evolution of the low Sobolev norm of ε − εˆ′). We keep the
assumptions and notations of Proposition 5.2. There holds:
d
dt
{
△Eσ
λ2(σ−sc)
}
≤ Cb
1+2(σ−sc)(1+ν)+
α
2L
1
λ2(σ−sc)+1
(
△rEˆσ +△rEˆsL + ( sup
1≤i≤L
b−i1 |△bˆi|)2
)
(5.94)
(the norm △Eσ is defined in (5.18), the renormalized norms △rEˆσ and △rEˆsL are
defined in (5.19)).
Proof of Lemma 5.9. We start by computing the following identity:
d
dt
{
△Eˆσ
λ2(σ−sc)
}
=
∫ ∇σ(w(1) − wˆ′(1)).∇σ(w(2) − wˆ′(2) + (Mˆod(t)′(1)−M˜od(t)(1)+ψ˜(1)bˆ′ −ψ˜(1)b ) 1λ
λ
+(1− dsˆ′
ds
)
∫ ∇σ(w(1) − wˆ′(1)).∇σ(−wˆ′(1) − 1
λ
ψ˜
(2)
bˆ′, 1
λ
)
+
∫ ∇σ−1(w(2) − wˆ′(2)).∇σ−1(L(wˆ′(1) − w(1)) + (Mˆod′(t)(2)−M˜od(t)(2)+ψ˜(2)bˆ′ −ψ˜b(2)) 1λ
λ
+NL− NˆL′ + L− Lˆ′ + (1− dsˆ′
ds
)(−Lwˆ′(1) − 1
λ
ψ˜
(2)
bˆ′, 1
λ
+ NˆL
′
+ Lˆ′)
)
.
(5.95)
We now compute the size of every term in the right hand side of equation (5.95).
• Linear terms: The norm studied here being adapted to a wave equation:∫ ∇σ(w(1) − wˆ′(1)).∇σ(w(2) − wˆ′(2)) +∇σ−1(w(2) − wˆ′(2)).∇σ−1L(w(1) − wˆ′(1))
=
∫ ∇σ−1(w(2) − wˆ′(2)).∇σ−1(pQp−11
λ
(w(1) − wˆ′(1)))
≤ O(‖ ∇σ(w(2) − wˆ′(2)) ‖L2‖ ∇σ−2(Qp−11
λ
(w(1) − wˆ′(1))) ‖L2).
We recall the asymptotic Qp−1 ∼ c
x2
(c > 0). Using the weighted Hardy estimate
from Lemma C.2 one has for the second term:
‖ ∇σ−2(Qp−11
λ
(w(1) − wˆ′(1))) ‖L2≤
C
λσ−sc
‖ ∇σ(ε(1) − εˆ′(1)) ‖L2= C
√△Eσ
λσ−sc
.
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By interpolation, we get for the other term:
‖ ∇σ(w(2) − wˆ′(2)) ‖L2≤
C
λσ−sc+1
√
△Eσ
1− 1
sL−σ
√
△EsL
1
sL−σ .
Using the definition of the renormalized norms of the difference (5.19) and the fact
that L+(1−δ0)(1+η)−(σ−sc)(1+ν)
sL−σ = 1 +
α
L
+O((σ − sc)L−1, ηL−1, L−2) we conclude:∣∣∣∫ ∇σ(w(1) − wˆ′(1).∇σ(w(2) − wˆ′(2))−∇σ−1w(2).∇σ−1L(w(1) − wˆ′(1))∣∣∣
≤ Cb
2(σ−sc)(1+ν)+1+
α
L
+O(σ−scL ,
η
L
, 1
L2
)
1
λ2(σ−sc)+1
√△rEσ2−
1
sL−σ
√△rEsL 1sL−σ .
(5.96)
• ˜Mod(t) terms: We only compute for the M˜od(2) terms, the calculation being the
same for the first coordinate. Rescaling, using Cauchy-Schwarz and the notations
(5.24) and (5.25):∣∣∣ 1λ ∫ ∇σ−1(w(2) − wˆ′(2)).∇σ−1(M˜od(2) − Mˆod′(2)) 1λ
∣∣∣
≤ 1
λ2(σ−sc)+1
√△Eσ
(∑L
i=0 ‖ ∇σ−1△Mˆod
(2)
i ‖L2
)
.
(5.97)
We will just compute a bound for the last term: △Mˆod(2)L . Indeed it is for this one
that we have the worst bound, see Lemma 5.6. We first split:
△Mˆod(2)L = (bL,s + (L− α)b1bi − (bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′i))χB1(TL + ∂SL+2∂bL )
+(bˆ′L,s +
dsˆ′
ds
(L− α)bˆ′1bˆ′i)(χB1(TL + ∂SL+2∂bL )− χBˆ′1(TL +
∂Sˆ′L+2
∂bL
)).
(5.98)
For the first term, the bound (5.37) derived in the previous Lemma 5.6 implies:
‖ ∇σ−1(bL,s + (L− α)b1bi − (bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′i))χB1(TL + ∂SL+2∂bL ) ‖L2
≤ Cbα+1−δ0+O(η,σ−sc)1 (
√
△rEˆsL + sup
1≤i≤L
(b−i1 |△bˆi|)).
(5.99)
We now want to estimate the second term in (5.98). We decompose:
χB1(TL +
∂SL+2
∂bL
)− χ
Bˆ′1
(TL +
∂Sˆ′L+2
∂bL
) = (χB1 − χBˆ′1)(TL +
∂SL+2
∂bL
)
+χB1(
∂SL+2
∂bL
− ∂SL+2
∂bL
).
The identity (5.33) gives that χB1(y) − χBˆ′1(y) = (b
1+η
1 − bˆ
′(1+η)
1 )fb1,bˆ′1
(y) with
f
b1,bˆ
′
1
(y) being a C∞ function with support in [min(B1, Bˆ′1), 2max(B1, Bˆ
′
1)] satis-
fying: |∂ky fb1,bˆ′1 | ≤ Cb
k−1+Ckη
1 . We recall the meaning of our notation:
bˆ′L,s +
dsˆ′
ds
(L− α)bˆ′1bˆ′i =
dsˆ′
ds
(
d
dsˆ′
b′L(sˆ
′) + (L− α)b′1(sˆ′)b′L(sˆ′)
)
.
From the bound on the modulation (3.37), and from |b1+η1 − bˆ
′(1+η)
1 | ≤ C|b1 − bˆ′1|
one gets using the asymptotic of TL and
∂SL+2
∂bL
:
‖ ∇σ−1(bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′i)(χB1 − χBˆ′1)(TL +
∂SL+2
∂bL
) ‖L2
≤ Cbα+1−δ0+O(η,σ−sc)−11 |b1 − bˆ′1|.
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For the second part, using again the bound (3.37), the fact that
SL+2
∂bL
is homogeneous
of degree (L+ 2, L+ 2− g′, 1, 2) and the bound (5.30):
‖ ∇σ−1(bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′i)χB1(∂SL+2∂bL −
∂SL+2
∂bL
) ‖L2
≤ Cbα+1−δ0+O(η,σ−sc)1 sup
1≤i≤L
(b−i1 |bi − bˆ′i)|.
Eventually we have found, gathering the two previous bounds:
‖ ∇σ−1(bˆ′L,s + dsˆ
′
ds
(L− α)bˆ′1bˆ′i)(χB1(TL + ∂SL+2∂bL )− χBˆ′1(TL +
∂Sˆ′L+2
∂bL
)) ‖L2
≤ Cbα+1−δ0+O(η,σ−sc)1 sup
1≤i≤L
(b−i1 |△bˆi|)).
(5.100)
We can now go back to (5.98) and inject the bounds (5.99) and (5.100) for the terms
in the right hand side. This gives for the L-th modulation term:
‖ ∇σ−1△Mˆod(2)L ‖L2≤ Cbα+1−δ0+O(η,σ−sc)1 ( sup
1≤i≤L
(b−i1 |△bˆi|) +
√
△rEˆsL). (5.101)
The primary modulation bounds for the evolution of bL and △bˆL being worst than
the ones for bi and △bˆi (compare (3.36) and (3.37), (5.57) and (5.58)) we claim that
a better estimate than (5.101) also holds for the other terms in (5.97) and that it
also work for the first coordinate, yielding when injected in (5.97):∣∣ 1
λ
∫ ∇σ−1(w(2) − wˆ′(2)).∇σ−1(M˜od(2) − Mˆod′(2)) 1
λ
+ 1
λ
∫ ∇σ(w(1) − wˆ′(1)).∇σ(M˜od(1) − Mˆod′(1)) 1
λ
∣∣
≤ C b
1+α−δ0+O(η,σ−sc)
1
λ2(σ−sc)+1
√△rEσ( sup
1≤i≤L
(b−i1 |△bˆi|) +
√
△rEˆsL),
(5.102)
and we recall that α− δ0 > 2− δ0 > 1.
• ψ˜b term: We use the bound (5.77) on ψ˜b − ψ˜bˆ′ :∣∣∣∣ 1λ ∫ ∇σ(w(1) − wˆ′(1)).∇σ(ψ˜b − ψ˜bˆ′)(1)1
λ
+∇σ−1(w(2) − wˆ′(2)).∇σ−1(ψ˜b − ψ˜bˆ′)
(2)
1
λ
∣∣∣∣
≤ C b
1+α+O(η,σ−sc)
1
λ2(σ−sc)+1
√△rEσ( sup
1≤i≤L
(b−i1 |△bˆi|+
√
△rEˆsL),
(5.103)
and we recall that α > 2.
• L(w) term: We compute the following identity:
L− Lˆ′ = (p− 1)(Qp−1 − Q˜p−1b )ε(1) − (p− 1)(Qp−1 − Q˜p−1bˆ′ )εˆ
′(1)
= (p− 1)(Q− Q˜p−1b )(ε(1) − εˆ
′(1)) + (p− 1)(Q˜p−1
bˆ′
− Q˜p−1b )εˆ
′(1).
We recall that thanks to the asymptotic (3.80) and to the fractional Hardy inequality
one has for the first term:
‖ ∇σ−1(Q− Q˜p−1b )(ε(1) − εˆ
′(1)) ‖L2≤ Cb1 ‖ ∇σ+
1
p−1 (ε(1) − εˆ′(1)) ‖L2
≤ Cb1+
1
p−1
+O(L−1,η,σ−sc)
1
√
△rEˆσ
1− 1
(p−1)(sL−σ)
√
△rEˆsL
1
(p−1)(sL−σ)
.
For the second one, the bound (5.28) on the asymptotic of Q˜p−1
bˆ′
− Q˜p−1b and the
Hardy inequality yield:
‖ ∇σ−1(Q˜p−1
bˆ′
− Q˜p−1b )εˆ
′(1) ‖L2≤ Cb
1+ 1
p−1
+O(L−1,η,σ−sc)
1 sup
1≤i≤L
(b−i1 |△bˆi|).
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Therefore we end up with the following bound on the small linear term:∣∣∣∫ ∇σ−1(w(2) − wˆ′(2)).∇σ−1(L− Lˆ′)∣∣∣ ≤ C‖w(2)−wˆ′(2)‖H˙σ−1‖L−Lˆ′‖H˙σ−1
λ2(σ−sc)+1
≤ C
b
1+ 1p−1+O(L
−1,σ−sc,η)
1
√
△rEˆσ( sup
1≤i≤L
(b−i1 |△bˆi|+
√
△r Eˆσ
1− 1
(p−1)(sL−σ)
√
△rEˆsL
1
(p−1)(sL−σ) )
λ2(σ−sc)+1
.
(5.104)
• NL term: The difference of the non linear terms is25:
NL− NˆL′ = ∑pj=2CjQ˜p−jb ε(1)j −∑pj=2CjQ˜p−jbˆ′ εˆ′(1)j
=
∑p
j=2CjQ˜
p−j
b (ε
(1)j − εˆ′(1)j) +∑pj=2Cj(Q˜p−jb − Q˜p−jbˆ′ )εˆ′(1)j .
(5.105)
for some coefficients Cj appearing when developing the polynomial (X + Y )
p. We
start with the second term of this identity, assuming j 6= p. We now recall the
bound (3.84) we found for the non-linear term in the proof of Proposition (3.6):∥∥∥∇σ−2+(j−1)(σ−sc)(v(y)ε′(1)j)∥∥∥
L2
≤ C
√
Eˆ ′σ
j
,
for potentials v satisfying ∂kyv = O
(
1
1+y
2
p−j
p−1+k
)
. Here, thanks to the asymptotic
(5.28), the potential is even better because of an extra gain y−α, therefore:∥∥∥∇σ−2+(j−1)(σ−sc)((Q˜p−j
bˆ′
− Q˜p−jb )εˆ
′(1)j)
∥∥∥
L2
≤ C
√
Eˆ ′σ
j
sup
1≤i≤L
(b−i1 |△bˆi|).
This last bound imply that, integrating by part, for the second term in (5.105):∣∣∣∫ ∇σ−1(w(1) − wˆ′(1)).∇σ−1((Q˜p−jb − Q˜p−jbˆ′ )εˆ′(1)j)
∣∣∣
≤ C
λ2(σ−sc)+1
‖ ε(1) − εˆ′(1) ‖H˙σ−(j−1)(σ−sc)
∥∥∥(Q˜p−j
bˆ′
− Q˜p−jb )εˆ
′(1)j
∥∥∥
H˙σ−2+(j−1)(σ−sc)
≤
Cb
2(σ−sc)(1+ν)+1+
α
L
+O(σ−scL )
1 sup
1≤i≤L
(b−i1 |△bˆi|)
√
△rEˆσ
1−
1−(j−1)(σ−sc)
sL−σ
√
△rEˆsL
1−(j−1)(σ−sc)
sL−σ
λ2(σ−sc)+1
.
(5.106)
We now turn to the first term in (5.105). We factorize the non linear term:
(ε(1)j − εˆ′(1)j) = (ε(1) − εˆ′(1))
j−1∑
i=0
Ciε
(1)i(εˆ
′(1))j−1−i,
for some coefficients (Ci)0≤i≤j−1. We can then apply the same reasoning we used
in the proof of the bound (3.84), giving this time:
∥∥∥∇σ−2+(j−1)(σ−sc)(Q˜p−jb (ε(1)j − εˆ′(1)j))∥∥∥
L2
≤ C
√
△Eˆσ
j−1∑
i=0
√
Eσ
i
√
Eˆ ′σ
j−1−i
.
As we did previously for the second term in (5.105), we now use interpolation and
inject the bootstrap bounds (3.27) to find:∣∣∣∫ ∇σ−1(w(1) − wˆ′(1)).∇σ−1(Q˜p−jb (ε(1)j − εˆ′(1)j))∣∣∣
≤ C
λ2(σ−sc)+1
‖ ε(1) − εˆ′(1) ‖H˙σ−(j−1)(σ−sc)
∥∥∥Q˜p−jb (ε(1)j − εˆ′(1)j)∥∥∥
H˙σ−2+(j−1)(σ−sc)
≤ Cb
2(σ−sc)(1+ν)+1+
α
L
+O(σ−scL )
1
λ2(σ−sc)+1
√
△rEˆσ
2− 1−(j−1)(σ−sc)
sL−σ
√
△rEˆsL
1−(j−1)(σ−sc)
sL−σ
.
(5.107)
25we make here the abuse of notation Q˜p−jb = Q˜
(1)(p−j)
b to ease notations.
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In (5.106) and (5.107) we have found an estimate for the two terms in the right hand
side of (5.105), giving the following bound for the non linear terms contribution:
∣∣∣∫ ∇σ−1(w(1) − wˆ′(1)).∇σ−1(NL− NˆL′)∣∣∣
≤ Cb
2(σ−sc)(1+ν)+1+
α
L
+O(σ−scL )
1
λ2(σ−sc)+1
√
△rEˆσ
1− 1−(j−1)(σ−sc)
sL−σ
√
△rEˆsL
1−(j−1)(σ−sc)
sL−σ
×(
√
△rEˆσ + sup
1≤i≤L
(b−i1 |△bˆi|)).
(5.108)
• The time difference terms: We now look for a bound for the terms involving dsˆ′
ds
−1
in (5.95). We have already computed the size of most of the terms in (3.79), (3.81)
and (3.85), yielding:
∣∣∫ ∇σ(w(1) − wˆ′(1)).∇σ(− 1
λ
ψ˜
(2)
bˆ′, 1
λ
)
+
∫ ∇σ−1(w(2) − wˆ′(2)).∇σ−1(− 1
λ
ψ˜
(2)
bˆ′, 1
λ
+ NˆL
′
+ Lˆ′)
∣∣
≤
Cb
2(σ−sc)(1+ν)+
α
L
+O(σ−scL )
1 (
√
△rEˆσ+
p∑
k=2
√
△r Eˆσ
1−
1−(k−1)(σ−sc)
sL−σ
√
△rEˆsL
1−(k−1)(σ−sc)
sL−σ )
λ2(σ−sc)+1
.
With the bound (5.35) on |dsˆ′
ds
− 1| we obtain:
∣∣(1− dsˆ′
ds
)
∫ ∇σ(w(1) − wˆ′(1)).∇σ(− 1
λ
ψ˜
(2)
bˆ′, 1
λ
)
+(1− dsˆ′
ds
)
∫ ∇σ−1(w(2) − wˆ′(2)).∇σ−1(− 1
λ
ψ˜
(2)
bˆ′, 1
λ
+ NˆL
′
+ Lˆ′)
∣∣
≤ Cb
2(σ−sc)(1+ν)+
α
L
+O(σ−scL )
1
λ2(σ−sc)+1
(
√
△rEˆsL + sup
1≤i≤L
(b−i1 |△bˆi|))
×
(√
△rEˆσ +
p∑
k=2
√
△rEˆσ
1− 1−(k−1)(σ−sc)
sL−σ
√
△rEˆsL
1−(k−1)(σ−sc)
sL−σ
)
.
(5.109)
The only term we did not really estimate in the proof of Proposition 3.6 is the
linear one, because we had a natural cancellation, the norm being adapted to a
wave equation. We start with the terms involving derivatives:
∣∣∣∫ ∇σ(w(1) − wˆ′(1)).∇σ(−wˆ′(2)) +∇σ−1(w(2) − wˆ′(2)).∇σ−1(∆wˆ′(1))∣∣∣
≤ C
λ2(σ−sc)+1
√
△Eˆσ ‖ εˆ′ ‖H˙σ+1×H˙σ≤
Cb
1+2(σ−sc)(1+ν)+
α
L
+O(σ−scL )
1
λ2(σ−sc)+1
√
△rEˆσ.
(5.110)
For the term involving the potential, integrating by parts, using Hardy inequality
(as Qp−1 = O(y−2)) and interpolation yields:
∣∣∣∣∫ ∇σ−1(w(2) − wˆ′(2)).∇σ−1((p − 1)Qp−11
λ
wˆ
′(1))
∣∣∣∣
≤ C
λ2(σ−sc)+1
‖ ∇σ(w(2) − wˆ′(2)) ‖L2‖ ∇σ−2(Qp−11
λ
wˆ
′(1)) ‖L2
≤ Cb
1+2(σ−sc)(1+ν)+
α
L
+O(σ−scL )
1
λ2(σ−sc)+1
√
△rEˆσ
1− 1
sL−σ
√
△rEˆσ
1
sL−σ
.
(5.111)
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The two previous bounds (5.110) and (5.111), combined with the bound (5.35) on
|dsˆ′
ds
− 1| give for the linear term:
∣∣∣(dsˆ′ds − 1) ∫ ∇σ(w(1) − wˆ′(1)).∇σwˆ′(2) +∇σ−1(w(2) − wˆ′(2)).∇σ−1Lwˆ′(1)∣∣∣
≤
Cb
1+2(σ−sc)(1+ν)+
α
L
+O(σ−scL )
1
√
△rEˆσ
1− 1sL−σ
√
△rEˆσ
1
sL−σ (
√
△r Eˆσ+ sup
1≤i≤L
(b−i1 |△bˆi|))
λ2(σ−sc)+1
.
(5.112)
The bounds (5.109) and (5.112) imply that for the terms in (5.95) involving dsˆ
′
ds
−1:
∣∣(1− dsˆ′
ds
)
∫ ∇σ(w(1) − wˆ′(1)).∇σ(−wˆ′(1) − ψ˜(2)
bˆ′, 1
λ
)
+(1− dsˆ′
ds
)
∫ ∇σ−1(w(2) − wˆ′(2)).∇σ−1(−Lwˆ′(1) − ψ˜(2)
bˆ′, 1
λ
+ NˆL
′
+ Lˆ′)
∣∣
≤
Cb
1+2(σ−sc)(1+ν)+
α
L
+O(σ−scL )
1
√
△rEˆσ
1− 1sL−σ
√
△rEˆσ
1
sL−σ (
√
△r Eˆσ+ sup
1≤i≤L
(b−i1 |△bˆi|))
λ2(σ−sc)+1
.
(5.113)
Step 2: Gathering the bounds. We have made the decomposition (5.95) and have
computed an upper bound for all terms in the right hand side in (5.96), (5.102),
(5.103), (5.104), (5.108) and (5.113). Consequently:
d
dt
{
△Eσ
λ2(σ−sc)
}
≤ Cb
1+2(σ−sc)(1+ν)+
α
2L
1
λ2(σ−sc)+1
(
△rEˆσ +△rEˆsL + ( sup
1≤i≤L
b−i1 |△bˆi|)2
)
,
which is the bound we had to prove. 
We now turn to the control of the most important of the two norms of the
difference of errors ε− εˆ′: the adapted one at a high level of regularity. We state a
similar result as the one in Proposition 3.7, this time relating the time evolution to
the differences of the parameters and errors. Again, we will not be able to control
directly a local norm, relegating it to the next lemma.
Lemma 5.10. (Lyapunov monotonicity for the high Sobolev norm:) We recall that
△EsL and △EsL,loc are defined in (3.11) and (3.12)). There holds for s0 ≤ s:
d
dt
{
△EˆsL
λ2(sL−sc)
+O
(
b
2L+2(1−δ0)(1+η)
1
λ2(sL−sc)
(△rEˆsL + | sup
1≤i≤L
b−i1 |△bˆi||2)
)}
≤ Cb
2L+2(1−δ0)(1+
η
2 )+1
1
λ2(sL−sc)+1
(b
η
2
(1−δ0)
1
√
△rEˆsL sup
1≤i≤L
b−i1 |△bˆi|+ C(N)△rEˆsL,loc
+ C
N
δ0
2
(△rEˆsL +△rEˆσ) + b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|)2),
(5.114)
for some universal constant C that does not depend on N .
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Proof of Lemma 5.10. The strategy of the proof of Lemma 5.10 is similar to the one
of the proof of Proposition (3.7). We start by computing the following identity:
d
dt
( △EsL
2λ2(sL−sc)
)
=
∫
(w(1) − wˆ′(1))Lk0+L+11
λ
[
w(2) − wˆ′(2) − 1
λ
ψ˜
(1)
b, 1
λ
+ 1
λ
ψ˜
(1)
bˆ′, 1
λ
− 1
λ
M˜od
(1)
1
λ
+ 1
λ
Mˆod
′(1)
1
λ
+ (dsˆ
′
ds
− 1)(wˆ′(2) − 1
λ
ψ˜
(1)
bˆ′, 1
λ
)
]
+
∫
(w(2) − wˆ′(2))Lk0+L1
λ
[
−L 1
λ
(w(1) − wˆ′(1))− 1
λ
(ψ˜
(2)
b, 1
λ
− ψ˜(2)
bˆ′, 1
λ
)− 1
λ
M˜od
(2)
1
λ
+ 1
λ
Mˆod
′(2)
1
λ
+ L− Lˆ′ +NL− NˆL′ + (1− dsˆ′
ds
)(−Lwˆ′(1) − 1
λ
ψ˜
(2)
bˆ′, 1
λ
+ NˆL
′
+ Lˆ′)
]
+12
∑k0+L+1
i=1
∫
(w(1) − wˆ′(1))Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L+1−i1
λ
(w(1) − wˆ′(1))
+12
∑k0+L
i=1
∫
(w(2) − wˆ′(2))Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L−i1
λ
(w(2) − wˆ′(2)).
(5.115)
We now manage all terms in the right hand side.
Step 1: Direct bounds. The linear, non linear, error, and time error terms can be
estimated via a direct bound. We claim the following identity:
d
dt
( △EsL
2λ2(sL−sc)
)
=
∫
(w(1) − wˆ′(1))Lk0+L+11
λ
[− 1
λ
M˜od
(1)
1
λ
+ 1
λ
Mˆod
′(1)
1
λ
]
+
∫
(w(2) − wˆ′(2))Lk0+L1
λ
[
− 1
λ
M˜od
(2)
1
λ
+ 1
λ
Mˆod
′(2)
1
λ
+ L− Lˆ′
]
+12
∑k0+L+1
i=1
∫
(w(1) − wˆ′(1))Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L+1−i1
λ
(w(1) − wˆ′(1))
+12
∑k0+L
i=1
∫
(w(2) − wˆ′(2))Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L−i1
λ
(w(2) − wˆ′(2))
+O
(Cb2L+(1−δ0)(2+ 32η)+11 (√△r EˆsL sup
1≤i≤L
b−i1 |△bˆi|+b
α+O(σ−sc,η)
L
1 (△rEˆsL+△rEˆσ))
λ2(sL−sc)+1
)
,
(5.116)
which we are now going to prove by finding upper bounds for each term in the right
hand side of (5.115).
• Linear terms: The fact that the form of the norm is adapted to the linear wave
equation with operator L induces:∫
(w(1)− wˆ′(1))Lk0+L+11
λ
(w(2)− wˆ′(2))+(w(2)− wˆ′(2))Lk0+L1
λ
(−L 1
λ
(w(1)− wˆ′(1))) = 0.
(5.117)
• Error terms: Using the bound (5.78) on ψ˜b − ψ˜bˆ′ :∣∣∣∣ 1λ ∫ (w(1) − wˆ′(1))Lk0+L+11
λ
(ψ˜
(1)
b, 1
λ
− ψ˜(1)
bˆ′, 1
λ
) + (w(2) − wˆ′(2))Lk0+L1
λ
(ψ˜
(2)
b, 1
λ
− ψ˜(2)
bˆ′, 1
λ
)
∣∣∣∣
≤ C
√
△r EˆsL
λ2(sL−sc)+1
(b
2L+(1−δ0)(2+ 32η)+1
1 sup
1≤i≤L
(b−i1 |△bˆi|) + b3L+3−3δ0+O(η)1
√
△rEˆsL).
(5.118)
• Non linear terms: We know that NL is a sum of terms of the form Q˜p−kb ε(1)k for
2 ≤ k ≤ p. Therefore we start by decomposing:
‖ (NL− NˆL′)k0+L ‖L2 ≤ C
∑p
2 ‖ (Q˜p−kb (ε(1)k − εˆ
′(1)k))k0+L ‖L2
+ ‖ (εˆ′(1)k(Q˜(1)(p−k)b − Q˜(1)(p−k)bˆ′ ))k0+L ‖L2
(5.119)
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For the first term of this identity, we can do the same reasoning we used in the
proof of the direct bound (3.96) in the proof of Proposition 3.7. What changes here
is that we do not have to treat ε(1)k, but (ε(1) − εˆ′(1))ε(1)iεˆ′(1)(k−1−i) because of the
factorization:
ε(1)k − εˆ′(1)k = (ε(1) − εˆ′(1))
k−1∑
i=0
Ciε
(1)iεˆ
′(1)(k−1−i)
for some constants (C0)1≤i≤k−1. We recall that using various decompositions, Hardy
inequalities and Sobolev injections, in (3.96) we proved:
‖ (NL)sL−1 ‖2L2≤ C(K1,K2)b
2L+2+2(1−δ0)(1+η)+ 2αL +O(σ−scL )
1 . (5.120)
Whenever interpolating between △Eˆσ and △EˆsL one has for 0 ≤ θ ≤ 1:
△Eˆθσ△Eˆ1−θsL ≤ b
2θ(σ−sc)(1+ν)+2(1−θ)(L+(1−δ0 )(1+η))
1 △rEˆθσ△rEˆ1−θsL
≤ b2θ(σ−sc)(1+ν)+2(1−θ)(L+(1−δ0 )(1+η))1 (△rEˆσ +△rEˆsL).
This is why in this case, (5.120) transforms into:
‖ (Q˜p−kb (ε(1)k − εˆ
′(1)k))sL−1 ‖2L2≤ Cb
2L+2+2(1−δ0)(1+η)+ 2αL +O(σ−scL )
1 (△rEˆσ +△rEˆsL).
(5.121)
We now turn to the second term in (5.119). Using the bound (5.28) and again the
same reasoning that proved (3.96) one gets:
‖ ((Q˜(1)(p−k)b − Q˜(1)(p−k)bˆ′ )εˆ
′(1)k)sL−1 ‖2L2
≤ Cb2L+2+2(1−δ0)(1+η)+
2α
L
+O(σ−scL )
1 sup
1≤i≤L
(b−i1 |△bˆi|).
(5.122)
We can now come back to the identity (5.119), inject the bounds (5.121) and (5.122)
to find that the size of the nonlinear term is:
‖ (NL− NˆL′)k0+L ‖L2
≤ CbL+1+(1−δ0)(1+η)+
α
L
+O(σ−scL )
1 (
√
△rEˆσ +
√
△rEˆsL + sup
1≤i≤L
b−i1 |△bˆi|).
(5.123)
After rescaling and applying Cauchy-Schwarz, this gives the following bound on the
nonlinear term’s contribution:∣∣∣∣∫ (w(2) − wˆ′(2))LsL−11
λ
(NL− NˆL′)
∣∣∣∣
≤ Cb
2L+2(1−δ0)(1+η)+1+
α
L
+O(σ−scL )
1
√
△rEˆsL
λ2(sL−sc)+1
( sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆσ +
√
△EˆsL).
(5.124)
• Time difference terms: For the small linear term involving wˆ′ we recall (3.98):
‖ Lˆ′sL−1 ‖L2≤ Cb1
∥∥∥∥∥ εˆ
′(1)
sL
1 + yδ
∥∥∥∥∥
L2
≤ Cb1 ‖ ε′(1)sL ‖L2≤ Cb
L+(1−δ0)(1+η)+1
1 .
For the linear term, we need the extra assumption (5.6) on the higher derivative of
εˆ′, it produces:
‖ εˆ′(2)sL ‖L2 + ‖ εˆ
′(1)
sL+1
‖L2≤ CbL+(1−δ0)(1+η)+11 .
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The two previous inequalities, with the estimates (3.92) and (3.96) we already de-
rived for the non linear and error terms, plus the bound (5.35) on |dsˆ′
ds
− 1| yield:
|dsˆ′
ds
− 1|
[
‖ (wˆ′(2) − 1
λ
ψ˜
(1)
bˆ′, 1
λ
)sL ‖L2 + ‖ (Lwˆ
′(1) + 1
λ
ψ˜
(2)
bˆ′, 1
λ
− NˆL′ − Lˆ′)sL−1 ‖L2
]
≤ Cb
L+(1−δ0)(1+η)+1
1
λ(sL−sc)+1
( sup
1≤i≤L
b−i1 |△bˆi|+ bL+(1−δ0)1
√
△rEˆsL).
(5.125)
This implies that the contribution of the terms involving the difference of the evo-
lution of the renormalized times dsˆ
′
ds
− 1 in (5.115) is:
∣∣∣(dsˆ′ds − 1) ∫ (w(1) − wˆ′(1))LsL(wˆ′(2) − 1λ ψ˜(1)bˆ′, 1
λ
+
∫
(w(2) − wˆ′(2))LsL−1(−Lwˆ′(1) − 1
λ
ψ˜
(2)
bˆ′, 1
λ
+ NˆL
′
+ Lˆ′)
∣∣∣
≤ Cb
2L+(1−δ0)(2+
3
2 η)+1
1
λ2(sL−sc)+1
√
△rEˆsL( sup
1≤i≤L
b−i1 |△bˆi|+ bL+1−δ01
√
△rEˆsL).
(5.126)
We reach the end of the proof of the first step. We now inject the bounds (5.117)
for the linear terms, (5.118) for the error terms, (5.124) for the non linear terms
and (5.126) for the time error term in (5.115), yielding the intermediate equation
(5.116) claimed in this step 1.
Step 2: Terms making appear a local part that cannot be estimated directly. The
small linear terms and the scale changing terms cannot be estimated directly. The
aim of this step is to decompose their contribution into two parts: one that can be
bounded directly and the other that requires the study of a Morawetz type quantity,
see next Lemma 5.11. We claim that (5.116) can be transformed into:
d
dt
( △EsL
2λ2(sL−sc)
)
=
∫
(w(1) − wˆ′(1))Lk0+L+11
λ
[− 1
λ
M˜od
(1)
1
λ
+ 1
λ
Mˆod
′(1)
1
λ
]
+
∫
(w(2) − wˆ′(2))Lk0+L1
λ
[
− 1
λ
M˜od
(2)
1
λ
+ 1
λ
Mˆod
′(2)
1
λ
]
+O
(
Cb
2L+2(1−δ0)(1+
η
2 )+1
1
λ2(sL−sc)+1
(b
η
2
(1−δ0)
1
√
△rEˆsL sup
1≤i≤L
b−i1 |△bˆi|
+C(N)△rEˆsL,loc + C
N
δ0
2
(△r EˆsL +△rEˆσ)
)
,
(5.127)
the constant C being independent of N . We now prove this identity by establishing
bounds on the small linear terms and the scale changing terms in (5.116).
• The small linear terms: We start by decomposing:
L− Lˆ′ = p(Q˜(1)(p−1)b −Qp−1)ε(1) − p(Q˜(1)(p−1)bˆ −Q
p−1)εˆ
′(1)
= p(Q˜
(1)(p−1)
b − Q˜(1)(p−1)bˆ′ )ε
(1) + p(Q˜
(1)(p−1)
bˆ
−Qp−1)(ε(1) − εˆ′(1))
(5.128)
and we now estimate each term. For the first term in (5.128), from the bound (5.28)
on Q˜
(1)(p−1)
b − Q˜
(1)(p−1)
bˆ′
one gets:
‖ ((Q˜(1)(p−1)b − Q˜(1)(p−1)bˆ′ )ε
(1))sL−1 ‖L2≤ bL+1+(1−δ0)(1+η)1 sup
1≤i≤L
b−i1 |△bˆi|. (5.129)
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Now for the second term in (5.128), using the same reasoning we used to prove
(3.98) we obtain:
‖ ((Q˜(1)(p−1)
bˆ
−Qp−1)(ε(1) − εˆ′(1)))sL−1 ‖2L2≤ Cb21
∥∥∥∥∥(ε
(1) − εˆ′(1))sL
1 + y
δ0
2
∥∥∥∥∥
2
L2
.
By cutting at a distance N from the origin one gets:∥∥∥((Q˜(1)(p−1)
bˆ
−Qp−1)(ε(1) − εˆ′(1)))sL−1
∥∥∥2
L2
≤ b
2
1C
N δ0
△EˆsL +C(N)b21△EˆsL,loc. (5.130)
We now come back to the expression (5.128) for which we have found bounds in
(5.131) and (5.130), yielding the following size for the small linear terms:
‖ (L− Lˆ′)sL−1 ‖L2
≤ CbL+(1−δ0)(1+
η
2
η)+1
1
(√
△rEˆsL
N
δ0
2
+ C(N)
√
△rEˆsL,loc + b
η
2
(1−δ0)
1 sup
1≤i≤L
b−i1 |△bˆi|
)
.
(5.131)
After rescaling, applying Cauchy-Schwarz inequality the contribution of the small
linear terms can be split into:∣∣∣∣∫ (w(2) − wˆ′(2))Lk0+L1
λ
(L− Lˆ′)
∣∣∣∣
≤
Cb
2L+2(1−δ0)(1+
1
2η)+1
1
(
b
η
2 (1−δ0)
1
√
△r EˆsL sup
1≤i≤L
b−i1 |△bˆi|+ 1
N
δ0
2
△r EˆsL+C(N)△r EˆsL,loc
)
λ2(sL−sc)+1
.
(5.132)
• The scale changing term: Using verbatim the same methodology we used to prove
(3.100) we get:∣∣∣∑k0+L+1i=1 ∫ (w(1) − wˆ′(1))Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L+1−i1
λ
(w(1) − wˆ′(1))
+
∑k0+L
i=1
∫
(w(2) − wˆ′(2))Li−11
λ
d
dt
(
L 1
λ
)
Lk0+L−i1
λ
(w(2) − wˆ′(2))
∣∣∣
≤ C(M)b
2L+2(1−δ0)(1+
η
2 )+1
1
λ2(sL−sc)+1
(
△r EˆsL
N
δ0
2
+C(N)△rEˆsL,loc
)
,
(5.133)
Coming back to the identity (5.116) we derived in step 1, and injecting the bounds
(5.132) on the small linear terms and (5.133) on the scale changing terms gives the
identity (5.127) that we had to prove in this step 2.
Step 3: The modulation term. We need to find a proper integration by parts in
time to deal with the modulation terms. We claim that:
∫
(w(1) − wˆ′(1))LsL1
λ
(M˜od
(1)−Mˆod
′(1)
) 1
λ
λ
+ (w(2) − wˆ′(2))LsL−11
λ
(M˜od
(2)−Mˆod
′(2)
) 1
λ
λ
= ∂t
[
O
(
b
2L+2(1−δ0)(1+η)
1
λ2(sL−sc)
(△rEˆsL + | sup
1≤i≤L
b−i1 |△bˆi||2)
)]
+O
(
b
2L+1+2(1−δ0)(1+η)
1
λ2(sL−sc)+1
(△rEˆsL + | sup
1≤i≤L
b−i1 |△bˆi||2)
)
.
(5.134)
Once this bound is proven, we finish the proof of the proposition by injecting it in
(5.127). Therefore to finish to proof we now prove (5.134). We recall that △Mˆodi
is defined by (5.24) and (5.25), and that ˜Mod− Mˆod′ =∑Li=0△ ˆModi. First we
find a direct bound for the all the modulation terms other than the L-th. Let i
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denote an even integer, 1 ≤ i ≤ L − 1. The fact that we assume i even is just to
have a precise location for the profiles. In that case one decompose:
△ ˆModi := A1 +A2
= (bi,s + (i− α)b1bi − bi+1 − (bˆ′i,s + dsˆ
′
ds
((i − α)bˆ′1bˆ′i − bˆ′i+1)))χB1(T i +
L+2∑
j=i+1
∂Sj
∂bi
)
+(bˆ′i,s +
dsˆ′
ds
((i− α)bˆ′1bˆ′i − bˆ′i+1))(χB1(T i +
L+2∑
j=i+1
∂Sj
∂bi
)− χ
Bˆ′1
(T i +
L+2∑
j=i+1
∂Sˆ
′
j
∂bi
)).
(5.135)
For the first term of the previous equation, we employ the bound (5.36) on the
modulation of the parameters bi for 1 ≤ i ≤ L− 1, yielding:
‖ (A(1)1 )sL ‖L2 + ‖ (A(2)1 )sL−1 ‖L2≤ CbL+3−δ0+O(η)1 ( sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL).
(5.136)
For the second term (5.30) and (5.33) imply that:∥∥∥∥∥∥
(
χB1(T i +
L+2∑
j=i+1 even
∂Sj
∂bi
)− χ
Bˆ′1
(T i +
L+2∑
j=i+1 even
∂Sˆ
′
j
∂bi
)
)
sL
∥∥∥∥∥∥
L2
+
∥∥∥∥∥∥
(
χB1
L+2∑
j=i+1 odd
∂Sj
∂bi
− χ
Bˆ′1
L+2∑
j=i+1 odd
∂Sˆ
′
j
∂bi
)
sL−1
∥∥∥∥∥∥
≤ Cb1 sup
1≤i≤L
b−i1 |△bˆi|.
We then use the primary bound (3.36) on the modulation to find that:
‖ (A(1)2 )sL ‖L2 + ‖ (A(2)2 )sL−1 ‖L2≤ CbL+3−δ0+O(η)1 sup
1≤i≤L
b−i1 |△bˆi|. (5.137)
We come back to the decomposition (5.135) for which we have found bounds for the
terms in the right hand side in (5.138) and (5.137), in the case where i is even. Now
if i is odd or i = 0 the very same computations show that they still hold, yielding:
‖∑L−1i=0 (△Mˆod(1)i )sL ‖L2 + ‖∑L−1i=0 (△Mˆod(2)i )sL−1 ‖L2
≤ CbL+3−δ0+O(η)1 ( sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL).
(5.138)
The previous bound (5.138) then imply the intermediate identity:
∫
(w(1) − wˆ′(1))LsL1
λ
(M˜od
(1)−Mˆod
′(1)
)
(1)
1
λ
λ
+ (w(2) − wˆ′(2))LsL−11
λ
(M˜od
(2)−Mˆod
′(2)
) 1
λ
λ
= 1
λ
∫
(w(1) − wˆ′(1))LsL1
λ
△Mˆod(1)L, 1
λ
+ (w(2) − wˆ′(2))LsL−11
λ
△Mˆod(2)L, 1
λ
+O
(
b
2L+2(1−δ0)+2+O(η)
1
λ2(sL−sc)+1
(
√
△rEˆsL sup
1≤i≤L
b−i1 |△bˆi|+△rEˆsL)
)
.
(5.139)
We now have to deal with the last modulation term. We know by the improved
bound for the evolution of △bˆL, see Lemma 5.7 that
bL,s + (L− α)b1bL − (bˆ′L,s + (L− α)bˆ′1bˆ′L)
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is small enough up to the derivative in time of the projection of ε − εˆ′ onto
H∗LχB1ΛQ. We claim the following identity:
1
λ
∫
(w(1) − wˆ′(1))LsL1
λ
△Mˆod(1)L, 1
λ
+ 1
λ
∫
(w(2) − wˆ′(2))LsL−11
λ
△Mˆod(2)L, 1
λ
= ∂t
[
O
(
b
2L+2(1−δ0)(1+η)
1
λ2(sL−sc)
(△rEˆsL + | sup
1≤i≤L
b−i1 |△bˆi||2
)]
+O
(
b
2L+1+2(1−δ0)(1+η)
1
λ2(sL−sc)+1
(△rEˆsL + | sup
1≤i≤L
b−i1 |△bˆi||2
)
.
(5.140)
Once this identity is proven, we can combine it with (5.139) to obtain the identity
(5.134) we claimed in this step 3. The rest of the proof is now devoted to the proof
of (5.140). We define two radiations:
ξ :=
〈HL(ε−εˆ′),χB0ΛQ〉−bˆ′L
∫
χB0Λ
(1)Q
(
∂SL+2
∂bL
− ∂Sˆ
′
L+2
∂bL
)
L−1〈
χB0Λ
(1)Q,Λ(1)Q+(−1)L−12
(
∂S
(2)
L+2
∂bL
)
L−1
〉
×
[
χB1
(
TL +
∂SL+1
∂bL
+
∂SL+2
∂bL
)]
1
λ
,
ξ′ :=
〈HL(εˆ′,χ
Bˆ′0
ΛQ〉〈
χ
Bˆ′0
Λ(1)Q,Λ(1)Q+(−1)L−12
(
∂Sˆ′
L+2
∂bL
)
L−1
〉[χB1 (TL + ∂SL+1∂bL + ∂SL+2∂bL
)
−χ
Bˆ′1
(
TL +
∂Sˆ
′
L+1
∂bL
+
∂Sˆ
′
L+2
∂bL
)]
1
λ
.
They enjoy the bound for i = 0, 1:
‖ (ξ(1) + ξ′(1))sL+i ‖L2 + ‖ (ξ(2) + ξ
′(2))sL−1+i ‖L2
≤ C b
L+(1−δ0)(1+
3
2η)+i
1
λsL−sc+i
(
√
△rEˆsL + sup
1≤i≤L
b−i1 |△bˆi|).
(5.141)
From (5.59) and (3.56) one has:
∂t(ξ + ξ
′) =
1
λ
△MˆodL, 1
λ
+R, (5.142)
where R is a remainder satisfying:
‖ R(1)sL ‖L2 + ‖ R
(2)
sL−1 ‖L2≤
Cb
L+(1+ 3
2
η)(1−δ0)+1
1
λsL−sc+1
(
√
△r ˆEsL+ sup
1≤i≤L
b−i1 |△bˆi|) (5.143)
In the time evolution of w − wˆ′, (5.27), we found a bound for almost all the terms
in the right hand side in (5.78), (5.120), (5.125), (5.131) and (5.138). With the
identity (5.142) and the bound (5.143) it gives the following identity:
∂t(w − wˆ′) +H 1
λ
(w − wˆ′) = − 1
λ
△ ˆModL, 1
λ
+R′
= −∂t(ξ + ξ′) +R′ −R,
R′ being a remainder with the following size:
‖ R′(1)sL ‖L2 + ‖ R
′(2)
sL−1 ‖L2≤ C
b
L+1+(1−δ0)(1+ η2 )
1
λsL−sc+1
(
√
△rEˆsL + sup
1≤i≤L
b−i1 |△bˆi|).
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With the previous relations, we perform the following integration by parts in time:
1
λ
∫
(w(1) − wˆ′(1))LsL1
λ
△Mˆod(1)L, 1
λ
+ 1
λ
∫
(w(2) − wˆ′(2))LsL−11
λ
△Mˆod(2)L, 1
λ
= ∂t
[∫
(w(1) − wˆ′(1))LsL1
λ
(ξ(1) + ξ
′(1)) +
∫
(w(2) − wˆ′(2))LsL−11
λ
(ξ(2) + ξ
′(2))
+12
∫
(ξ(1) + ξ
′(1))LsL1
λ
(ξ(1) + ξ
′(1)) + 12
∫
(ξ(2) + ξ
′(2))LsL−11
λ
(ξ(2) + ξ
′(2))
]
− ∫ (w(1) − wˆ′(1))∂t(LsL1
λ
)(ξ(1) + ξ
′(1)) +
∫
(w(2) − wˆ′(2))∂t(LsL−11
λ
)(ξ(2) + ξ
′(2))
−12
∫
(ξ(1) + ξ
′(1))∂t(LsL1
λ
)(ξ(1) + ξ
′(1)) + 12
∫
(ξ(2) + ξ
′(2))∂t(LsL−11
λ
)(ξ(2) + ξ
′(2))
+O
(
b
2L+1+2(1−δ0)(1+η)
1
λ2(sL−sc)+1
(△rEˆsL + | sup
1≤i≤L
b−i1 |△bˆi||2)
)
.
Using the degeneracy of the derivative in time of the potential (2.10) one has the
bound for the third and fourth terms in the previous identity:∣∣∣∫ (w(1) − wˆ′(1))∂t(LsL1
λ
)(ξ(1) + ξ
′(1)) +
∫
(w(2) − wˆ′(2))∂t(LsL−11
λ
)(ξ(2) + ξ
′(2))
−12
∫
(ξ(1) + ξ
′(1))∂t(LsL1
λ
)(ξ(1) + ξ
′(1)) + 12
∫
(ξ(2) + ξ
′(2))∂t(LsL−11
λ
)(ξ(2) + ξ
′(2))
∣∣
≤ C b
2L+1+2(1−δ0)(1+η)
1
λ2(sL−sc)+1
(△r EˆsL + | sup
1≤i≤L
b−i1 |△bˆi||2).
Hence we can write:
1
λ
∫
(w(1) − wˆ′(1))LsL1
λ
△Mˆod(1)L, 1
λ
+ 1
λ
∫
(w(2) − wˆ′(2))LsL−11
λ
△Mˆod(2)L, 1
λ
= ∂t
[∫
(w(1) − wˆ′(1))LsL1
λ
(ξ(1) + ξ
′(1)) +
∫
(w(2) − wˆ′(2))LsL−11
λ
(ξ(2) + ξ
′(2))
+12
∫
(ξ(1) + ξ
′(1))LsL1
λ
(ξ(1) + ξ
′(1)) + 12
∫
(ξ(2) + ξ
′(2))LsL−11
λ
(ξ(2) + ξ
′(2))
]
+O
(
b
2L+1+2(1−δ0)(1+η)
1
λ2(sL−sc)+1
(△rEˆsL + | sup
1≤i≤L
b−i1 |△bˆi||2
)
.
We now take the previous equation, inject the bound (5.141) for the terms integrated
in time, it gives the intermediate identity (5.140) we had to prove.

To control the local term in (5.114), we study a Morawetz type quantity localized
near the origin. We recall that φA is defined by (3.122). We define the following
quantity:
△M = − ∫ [∇φA.∇(ε(1) − εˆ′(1))sL−1 + (1−δ)∆φA2 (ε(1) − εˆ′(1))sL−1]
×(ε(2) − εˆ′(2))sL−1.
(5.144)
△M is controlled by the high Sobolev norm of the difference:
|△M| ≤ C(A,M)△EsL (5.145)
At the linear level of the dynamics (5.26) of ε− εˆ′, this quantity controls the local
term △EˆsL,loc. Indeed, from Lemma 3.8 one has:
∫
[∇φA.∇(ε(1) − εˆ′(1))sL−1 + (1−δ)∆φA2 (ε(1) − εˆ
′(1))sL−1](L(ε(1) − εˆ
′(1))sL−1)
− ∫ [∇φA.∇(ε(2) − εˆ′(2))sL−1 + (1−δ)∆φA2 (ε(2) − εˆ′(2))sL−1](ε(2) − εˆ′(2))sL−1
≥ δ
2Nδ
△EsL,loc − C(M)Aδ △EsL .
(5.146)
This control remains in the full non linear equation. We have the following result:
103
Lemma 5.11 (Control of the local term by a Morawetz type identity). One has
the following lower bound on the evolution of △M:
d
ds
△M ≥ δ
2Nδ
△EsL,loc − C(M)Aδ △EsL
−C(A)√△EsLbL+1+(1−δ0)+O(η)1 (√△rEσ + sup
1≤i≤L
b−i1 |△bˆi|). (5.147)
Proof of Lemma 5.11. To prove the identity of the lemma, we first compute the
time evolution of △M, use the control (5.146) obtained at the linear level, and
show that the other terms are negligible. The time evolution of △M is:
d
ds
△M
= − ∫ ∇φA.∇[(λsλ Λ(1)(ε(1) − εˆ′(1)) + ε(2) − εˆ′(2) − ψ˜(1)b + ψ˜(1)bˆ′ − M˜od(1)
+Mˆod
′(1)
+ (dsˆ
′
ds
− 1)(ψ˜(1)
bˆ′
− εˆ′(2))
]
sL−1
(ε(2) − εˆ′(2))sL−1
− ∫ (1−δ)∆φA2 [(λsλ Λ(1)(ε(1) − εˆ′(1)) + ε(2) − εˆ′(2) − ψ˜(1)b + ψ˜(1)bˆ′ − M˜od(1)
+Mˆod
′(1)
+ (dsˆ
′
ds
− 1)(ψ˜
bˆ′
− εˆ′(2))
]
sL−1
(ε(2) − εˆ′(2))sL−1
− ∫ ∇φA.∇(ε(1) − εˆ′(1))sL−1[−L(ε(1) − εˆ′(1))− λsλ Λ(2)(ε(2) − εˆ′(2))
−ψ˜(2)b + ψ˜
(2)
bˆ′
− M˜od(2) + Mˆod
′(2)
+L− Lˆ′ +NL− NˆL′ + (dsˆ′
ds
− 1)(ψ˜(2)
bˆ′
+ Lεˆ′(1) − Lˆ′ − NˆL′)
]
sL−1
− ∫ (1−δ)∆φA2 (ε(1) − εˆ′(1))sL−1[−L(ε(1) − εˆ′(1))− λsλ Λ(2)(ε(2) − εˆ′(2))
−ψ˜(2)b + ψ˜(2)bˆ′ − M˜od
(2)
+ Mˆod
′(2)
+L− Lˆ′ +NL− NˆL′ + (dsˆ′
ds
− 1)(ψ˜(2)
bˆ′
+ Lεˆ′(1) − Lˆ′ − NˆL′)
]
sL−1
.
(5.148)
We now compute everything in the right hand side. The linear part produces
exactly the control we want thanks to the identity (5.146):
∫
[∇φA.∇(ε(1) − εˆ′(1))sL−1 + (1−δ)∆φA2 (ε(1) − εˆ
′(1))sL−1](L(ε(1) − εˆ
′(1))sL−1)
− ∫ [∇φA.∇(ε(2) − εˆ′(2))sL−1 + (1−δ)∆φA2 (ε(2) − εˆ′(2))sL−1](ε(2) − εˆ′(2))sL−1
≥ δ
2Nδ
△EsL,loc − C(M)Aδ △EsL .
(5.149)
Now φA is of compact support. Hence by integrating by parts and using coercivity
we can control the scale changing term:
∫
[∇φA.∇(λsΛ
(1)(ε(1)−εˆ′(1))sL−1
λ
) +
(1−δ)∆φAλsΛ(1)(ε(1)−εˆ′(1))sL−1
2λ ](ε
(2) − εˆ′(2))sL−1
+
∫
[∇φA.∇(ε(1) − εˆ′(1))sL−1) +
(1−δ)∆φA(ε(1)−εˆ′(1))sL−1
2 ]
λs(Λ(2)ε(2)−εˆ′(2))sL−1
λ
= O(b1C(A)△EsL),
(5.150)
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As we work on a compact set, we do not see the bad tail of the error terms. Hence
their contribution is:∣∣∣∫ [∇φA.∇(ψ˜(1)b − ψ˜bˆ′)sL−1) + (1−δ)∆φA2 (ψ˜(1)b − ψ˜(1)bˆ′ )sL−1)](ε(2) − εˆ′(2))sL−1
∣∣∣
+
∣∣∣∫ [∇φA.∇(ε(1) − ˆε′(1)sL−1) + (1−δ)∆φA2 (ε(1) − εˆ′(1))sL−1](ψ˜(2)b − ψ˜(2)bˆ′ )sL−1
∣∣∣
≤ C(A)√△EσbL+31 sup
1≤i≤L
b−i1 |△bˆi|.
(5.151)
For the small linear terms we use the decomposition:
L− Lˆ′ = p(Q˜(1)(p−1)b − Q˜(1)(p−1)bˆ′ )ε
(1) + p(Q˜
(1)(p−1)
bˆ
−Qp−1)(ε(1) − εˆ′(1)).
From (5.28) one has for the first term in this decomposition:∣∣∣∫ [∇φA.∇(ε(1) − εˆ′(1))sL−1 + (1−δ)∆φA2 (ε(1) − εˆ′(1))sL−1]
×((Q˜(1)(p−1)b − Q˜(1)(p−1)bˆ′ )ε
(1))sL−1
∣∣∣
≤ C(A)
√
△EˆsLbL+2−δ0+O(η)1 sup
1≤i≤L
b−i1 |△bˆi|.
For the second term, as |∂ky (Q˜(1)(p−1)bˆ′ −Q
p−1)| ≤ C(A, k)b1 because of the compact-
ness of the support, one gets:∣∣∣∫ [∇φA.∇(ε(1) − εˆ′(1))sL−1 + (1−δ)∆φA2 (ε(1) − εˆ′(1))sL−1]
×((Q˜(1)(p−1)
bˆ
−Qp−1)(ε(1) − εˆ′(1))sL−1
∣∣∣
≤ C(A)△EˆsLb1.
Hence the contribution of the small linear terms is:∣∣∣∫ [∇φA.∇(ε(1) − εˆ′(1))sL−1) + (1−δ)∆φA2 (ε(1) − εˆ′(1))sL−1](L− Lˆ′)sL−1∣∣∣
≤ C(A)b2L+3−2δ0+O(η)1
√
△rEˆsL(
√
△rEˆsL + sup
1≤i≤L
b−i1 |△bˆi|).
(5.152)
For the nonlinear terms we use the bound (5.123) we derived in the proof of the
monotonicity of the adapted high Sobolev norm to find:∣∣∣∫ [∇φA.∇(ε(1) − εˆ′(1))sL−1 + (1−δ)∆φA2 (ε(1) − εˆ′(1))sL−1](NL− NˆL′)sL−1∣∣∣
≤ C(A)√EsLbL+2−δ0+ α2L+O(σ−scL ,η)1 (
√
△rEˆsL +
√
△rEˆσ + sup
1≤i≤L
b−i1 |△bˆi|).
(5.153)
Using the bounds (3.92), (3.99), (3.96) we derived in the proof of Proposition 3.7
plus the assumption (5.6) and the bound (5.35) on dsˆ
′
ds
− 1 one gets for the terms
involving the evolution of the time difference:∣∣∣(dsˆ′ds − 1) ∫ [∇φA.∇(ε(1) − εˆ′(1))sL−1 + (1−δ)∆φA2 (ε(1) − εˆ′(1))sL−1]
×(ψ˜(2)
bˆ′
+ Lεˆ′(1) − Lˆ′ + NˆL′)sL−1
∣∣∣
+
∣∣∣∣(dsˆ′ds − 1) ∫ [∇φA.∇(ψ˜(1)bˆ′ − εˆ′(2))sL−1 + ∆φA(ψ˜
(1)
bˆ′
−εˆ′(2))sL−1
2 ](ε
(2) − εˆ′(2))sL−1
∣∣∣∣
≤ C(A)√△EsLbL+1+(1−δ0)(1+ 32η)1 ( sup
1≤i≤L
b−i1 |△bˆi|+ bL+(1−δ0)(1+η)1
√
△rEˆsL).
(5.154)
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To finish the proof it remains to estimate the modulation terms. We just compute
for one difference of modulation terms located in the second coordinate, that is to
say a term of the form:∫
[∇φA.∇(ε(1) − εˆ′(1))sL−1 +
(1− δ)∆φA
2
(ε(1) − εˆ′(1))sL−1]△Mˆod
(2)
i )sL−1
where we recall that △Mˆodi is defined by (5.24). We suppose also that i is odd. We
claim that the same computations yield the same result for the other modulation
terms. As we work on a compact support, we do not see the two cut off χB1 and
χ
Bˆ′1
. So the profile Ti cancels as (Ti)sL−1 = 0. Therefore the quantity we have to
estimate simplifies into:
(△Mˆod(2)i )sL−1
= (bi,s + (i− α)b1bi − bi+1 − (bˆ′i,s + dsˆ
′
ds
((i− α)bˆ′1bˆ′i + bˆ′i+1)))
L+2∑
j=i+1, j odd
∂Sj
∂bi
+(bˆ′i,s +
dsˆ′
ds
((i− α)bˆ′1bˆ′i + bˆ′i+1))
L+2∑
j=i+1, j odd
∂Sj
∂bi
− ∂Sˆ
′
j
∂bi
for y ≤ 2A. Therefore, using the modulation bounds (5.36) and (5.37) one gets that
the contribution of this term is:∣∣∣∫ [∇φA.∇(ε(1) − εˆ′(1))sL−1 + (1−δ)∆φA2 (ε(1) − εˆ′(1))sL−1](△Mˆod(2)i )sL−1∣∣∣
≤ C(A)
√
△EˆsLbL+2−δ0+O(η)1 ( sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL).
For the other terms involved in the modulation terms, the same reasoning yield the
same estimate, hence: ∣∣∣(∫ [∇φA.∇(ε(1) − εˆ′(1))sL−1 + (1−δ)∆φA2 ]
×(M˜od(2) − Mˆod
′(2)
)sL−1
∣∣∣
+
∣∣∣∫ [∇φA.∇(M˜od(1) − Mˆod′(1))sL−1 + (1−δ)∆φA2 (M˜od(1) − Mˆod′(1))sL−1]
×(ε(2) − εˆ′(2))sL−1
∣∣∣
≤ C(A)
√
△EˆsLbL+2−δ0+O(η)1 ( sup
1≤i≤L
b−i1 |△bˆi|+
√
△rEˆsL).
(5.155)
Now, gathering together all the bounds we have proven: the control on the linear
terms (5.155), the bounds on the error terms (5.151), on the scale changing terms
(5.150), on the small linear and non linear terms (5.152) and (5.153), and the time
difference terms (5.154) and on the modulation terms (5.155) one gets the bound
(5.147) claimed in the lemma. 
5.1.4. Study of the coupled dynamical system, end of the proof of Proposition (5.2).
So far in this section, we introduced new variables (εˆ′, bˆ′) that we could compare
with the other solution (ε, b). We then computed the time evolution of the dif-
ference of relevant quantities. In the Lemmas 5.6 and 5.7 we calculated the time
evolution of the difference of the parameters, and in Lemma 5.10 we related the
time evolution of the adapted high Sobolev norm of the difference of errors to the
difference of parameters. The two other Lemmas 5.9 and 5.11 for the low Sobolev
norm and for the Morawetz quantity are just additional tools to close an estimate
for the previous norm.
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Thus, at this point we found a quite complicated coupled dynamical system for
the differences of the variables of the two solutions bi − bˆ′i for 1 ≤ i ≤ L, s − sˆ′
and ε − εˆ′. In the following lemma we analyse this dynamical system, and find
that it is only weakly coupled. Namely: the difference of the unstable parameters
evolves according to an repelling linear dynamic plus a smaller feedback from the
difference of the stable parameters and errors, the difference of stable parameters
evolves according to an attractive linear dynamic plus a smaller feedback from the
difference of the unstable parameters and errors and the dynamics of the difference
of the errors is also stable.
Lemma 5.12. For any 0 < κ≪ 1, there exists universal constants C˜, (Ci)ℓ+1≤i≤L,
C1, C△sˆ, 0 < κ1 < κ, 0 < κi < κ for ℓ + 1 ≤ i ≤ L and s such that if s0 ≥ s the
following holds for s0 ≤ s:
(i) Estimates on the stable parameters: for ℓ+ 1 ≤ i ≤ L one has
|△Vˆ1(s)| ≤ C1
(
sup
ℓ+1≤i≤L
|△Uˆi(s0)|+ |△Vˆ1(s0)|+
√
△rEˆσ(s0) +
√
△rEˆsL(s0)
)
+κ1 sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|,
(5.156)
|△Uˆi(s)| ≤ Ci
(
sup
ℓ+1≤i≤L
|△Uˆi(s0)|+ |△Vˆ1(s0)|+
√
△rEˆσ(s0) +
√
△rEˆsL(s0)
)
+κi sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|, for ℓ+ 1 ≤ i ≤ L.
(5.157)
For the difference of renormalized times there holds:
|s−sˆ′(s)|
slog(s) ≤ C△sˆ
(
sup
ℓ+1≤i≤L
|△Uˆi(s0)|+ |△Vˆ1(s0)|+
√
△rEˆσ(s0) +
√
△rEˆsL(s0)
+ sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|
)
.
(5.158)
(ii) Estimates on the difference of errors: One has the bounds:√
△rEˆσ(s) ≤ C˜
(
sup
ℓ+1≤i≤L
|△Uˆi(s0)|+ |△Vˆ1(s0)|+
√
△rEˆσ(s0) +
√
△rEˆsL(s0)
+ sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|
)
,
(5.159)√
△rEˆsL(s) ≤ C˜
(
sup
ℓ+1≤i≤L
|△Uˆi(s0)|+ |△Vˆ1(s0)|+
√
△rEˆσ(s0) +
√
△rEˆsL(s0)
+ sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|
)
.
(5.160)
Proof of Lemma (5.12). The proof is based on a bootstrap technique: we inject the
bounds of the lemma in the evolution equations, and find that they can be boot-
strapped. From now on we fix the constants of the Lemma (5.12): κ is small κ≪ 1,
and the C’s are large. We just allow us to increase s if necessary. The bounds of
the lemma are verified at least on a small interval of time [s0, s
′], so we define s1
as the supremum of times s′ such that all the bounds of the Lemma are verified on
[s0, s1[. If s1 = +∞ the lemma is proven. So we now assume s1 < +∞ and look for
a contradiction.
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We recall that we have the following relation: η˜ ≪ η ≪ 1. We first state the
following identity:
△bˆi = bi − bˆ′i = cisi + Uisi − ci(sˆ′)i −
Uˆ ′i
si
= ci
(sˆ′)i−si
si(sˆ′)i
+ △Uˆi
si
. (5.161)
To ease notations, we let:
Dstab(s0) = sup
ℓ+1≤i≤L
|△Uˆi(s0)|+ |△Vˆ1(s0)|+
√
△rEˆσ(s0) +
√
△rEˆsL(s0).
Step 1: the time difference. We recall that because the two solutions we are
studying are in the trapped regime one has: b1 ∼ s−1 and |Ui| + |Uˆi| . s−η˜. We
inject the identity (5.161) in the time evolution of s− sˆ′ given by (5.35):
d
ds
(
s− sˆ′
s
)
= O

 |s− sˆ′|
s2+η˜
+
|△Uˆ1|
s
+
|△U |+
√
△rEˆsL
sL+(1−δ0)(1+
η
2
)+1

 , (5.162)
the constant in the O() being independent on the constants of the Lemma we are
proving. We integrate till s1. As △Uˆ1 is a linear combination of the △Vˆi for
1 ≤ i ≤ ℓ, injecting the bounds (5.157), (5.156), (5.158) and (5.160) gives:∣∣∣∣∣∫ s1s0 O
(
|s−sˆ′|
s2+η˜
+ |△Uˆ1|
s
+
|△U |+
√
△r EˆsL
sL+(1−δ0)(1+
η
2 )+1
)∣∣∣∣∣
≤ Clog(s1)
(
log(s0)
s
η˜
0
C△sˆ + C1 +
C˜+
∑L
ℓ+1 Ci
s
L+(1−δ0)(1+
η
2 )
0
)
Dstab(s0)
+Clog(s1)
(
1 + C˜
s
L+(1−δ0)(1+
η
2 )
0
+ log(s0)
s
η˜
0
C△sˆ
)
sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|,
for some constant C independent of the bootstrap constants (the κi’s do not appear
as they are small, κi ≪ 1). Now we recall that at initial time sˆ′(s0) = s0. Hence
when integrating (5.162):
|s1 − sˆ′(s1))| ≤ s1log(s1)
(
CC1 +O(s
− η˜
2
0 )(C△sˆ +
∑L
ℓ+1Ci + C˜)
)
Dstab(s0)
+s1log(s1)
(
C +O(s
− η˜
2
0 )(C˜ + C△sˆ)
)
sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|.
It means, as C1 is a big constant and 1≪ s0, that the inequality (5.158) is strict at
time s1 provided:
C△sˆ > CC1 +O(s
− η˜
2
0 )(C˜ +
L∑
ℓ+1
Ci), (5.163)
where the constant C and the constants hidden in the O() are independent of the
other constants of the Lemma we are proving.
Step 2: the parameter V1. The identity (5.22) implies that for 1 ≤ i ≤ ℓ:
bi,s + (i− α)b1bi − bi+1 − (bˆ′i,s + dsˆ
′
ds
((i − α)bˆ′1bˆ′i − bˆ′i+1))
= 1
si
(△Uˆi,s − (Aℓ△Uˆ)is +O(s−1−η˜( |sˆ
′−s|
s
+ |△Uˆ |+ |dsˆ′
ds
− 1|))). (5.164)
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We now inject it in (5.36) using the bound (5.35) on dsˆ
′
ds
− 1 to find:
△Uˆi,s = (Aℓ△Uˆ)i
s
+O(s−1−η˜(| sˆ
′ − s
s
|+ |△Uˆ |)) +O(s−L−(1−δ0)(1+ η2 )+i
√
△rEˆsL),
(5.165)
the constants in the O() being independent of the constants of the Lemma we are
proving. As △Vˆ1 is a linear combination of the △Uˆi for 1 ≤ i ≤ ℓ only, see (3.18),
and because of the shape of the matrix Aℓ, see (2.77), the previous identity yields:
△Vˆ1,s = −△Vˆ1
s
+
q1△Uℓ+1
s
+O(| sˆ
′ − s
s2+η˜
|+ |△Uˆ |
s1+η˜
))+O(s−L−(1−δ0)(1+
η
2
)+ℓ
√
△rEˆsL),
for some coefficient q1 coming from the change of variable. This can be rewritten
the following way:
d
ds
(s△Vˆ1) = q1△Uℓ+1+O(s−η˜(| sˆ
′ − s
s
|+ |△Uˆ |))+O(s−L−(1−δ0)(1+ η2 )+ℓ+1
√
△rEˆsL).
(5.166)
We now integrate till s1 this identity. Injecting the bootstrap bounds (5.157),
(5.156), (5.158) and (5.160) one finds:
1
(s1−s0)
∣∣∣∣∣
s1∫
s0
q1△Uℓ+1 +O(| sˆ′−ss1+η˜ |+
|△Uˆ |
sη˜
) +O(s−L−(1−δ0)(1+
η
2
)+ℓ+1
√
△rEˆsL)
∣∣∣∣∣
≤ (q1Cℓ+1 + C( log(s0)
s
η˜
0
C△sˆ +
C1+
∑L
i=ℓ+1 Ci
s
η˜
0
+ C˜
s
L+(1−δ0)(1+
η
2 )−ℓ−1
0
))Dstab(s0)
+(q1κℓ+1 + C(
log(s0)C△sˆ+κ1+
∑L
i=ℓ+1 κi
s
η˜
0
+ C˜
s
L+(1−δ0)(1+
η
2 )−ℓ−1
0
)) sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|.
So after integrating (5.166) one obtains:
|△Vˆ1(s1)|
≤ (1 + q1Cℓ+1 +C( log(s0)
s
η˜
0
C△sˆ +
C1+
∑L
i=ℓ+1 Ci
s
η˜
0
+ C˜
s
L+(1−δ0)(1+
η
2 )−i−1
0
))Dstab(s0)
+(q1κℓ+1 + C(
log(s0)C△sˆ+κ1+
∑L
i=ℓ+1 κi
s
η˜
0
+ C˜
s
L+(1−δ0)(1+
η
2 )−i−1
0
)) sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|.
As ℓ≪ L and 1≪ s0 the inequality (5.156) is thus strict at time s1 provided:
C1 > 2 + 2q1Cℓ+1 +O(s
− η˜
2
0 )(C△sˆ +
∑L
i=ℓ+1 Ci + C˜),
κ1 > 2q1κℓ+1 +O(s
− η˜
2
0 )(C△sˆ +
∑L
i=ℓ+1 κi + C˜).
(5.167)
Step 3: the parameters Ui for ℓ+1 ≤ i ≤ L−1. Pick i satisfying ℓ+1 ≤ i ≤ L−1.
One has the identity:
bi,s + (i− α)b1bi − bi+1 − (bˆ′i,s + dsˆ
′
ds
((i− α)bˆ′1bˆ′i − bˆ′i+1))
= 1
si
(△Uˆi,s − (i−(i−α)c1)△Uˆi+△Uˆi+1s +O(s−1−η˜( |sˆ
′−s|
s
+ |△Uˆ |+ |dsˆ′
ds
− 1|))).
Hence, using the bound (5.35), the modulation equation (5.36) can be rewritten as:
△Uˆi,s = (i−(i−α)c1)△Uˆis + △Uˆi+1s
+O(s−1−η˜( |s−sˆ
′|
s
+ |△Uˆ |) + s−L−1−(1−δ0)(1+ η2 )+i
√
△rEˆsL).
As i − (i − α)c1 < 0, we can inject the bootstrap bounds (5.157), (5.156), (5.158)
and (5.160) in the previous equation, and integrate till time s1 as we did in the
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previous steps to find that:
|△Uˆi(s1)| ≤ (1 + CCi+1 +O(s
−η˜
2
0 )(C△sˆ +C1 +
L∑
j=ℓ+1
Cj + C˜))Dstab(s0)
+(Cκi+1 +O(s
−η˜
2
0 )(C△sˆ + κ1 +
L∑
j=ℓ+1
κi + C˜)) sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|.
Thus the inequality (5.157) is strict at time s1 provided:
Ci > 2 + CCi+1 +O(s
− η˜
2
0 )(C1 + C△sˆ +
∑L
j=ℓ+1, j 6=iCj + C˜),
κi > Cκi+1 +O(s
− η˜
2
0 )(κ1 + C△sˆ +
∑L
j=ℓ+1, j 6=i κj + C˜),
(5.168)
the constant C being independent on the constants of the Lemma.
Step 4: the last parameter UL. Similarly, we rewrite (5.59) as:∣∣∣∣ dds
(
s(L−α)c1−L)△UˆL +O(s(L−α)c1−L−
η
2
(1−δ0)(
√
△r ˆEsL + |sˆ
′−s|
s
+ |△Uˆ |))
)∣∣∣∣
≤ Cs(L−α)c1−L−1(s− η2 (1−δ0)
√
△r ˆEsL + s−η˜( |sˆ
′−s|
s
+ |△Uˆ |))
because of the bound (5.60) (the constant in the O() being independent on the
other constants of the lemma we are proving). Because (L − α)c1 − L > 0, when
integrating this equation till time s1 one gets:
|△UˆL(s1)| ≤ (1 +O(s
−η˜
2
0 )(C△sˆ + C1 +
∑L
j=ℓ+1Cj + C˜))Dstab(s0)
+O(s
−η˜
2
0 )(C△sˆ + κ1 +
∑L
i=ℓ+1 κi + C˜) sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|.
Thus the inequality (5.157) is strict at time s1 provided:
CL > 2 +O(s
− η˜
2
0 )(C1 + C△sˆ +
∑L−1
j=ℓ+1Cj + C˜),
κL > O(s
− η˜
2
0 )(κ1 + C△sˆ +
∑L−1
j=ℓ+1 κj + C˜),
(5.169)
the constants in the O() being independent on the constants of the Lemma.
Step 5: the low Sobolev norm. We consider the time evolution of the low Sobolev
norm of the difference of the errors given by (5.94). Because λ2(σ−sc) ∼ cb2(σ−sc)(1+ν)1
for some constant c > 0 one can rewrite it as:
d
ds
{
△Eσ
λ2(σ−sc)
}
≤ Cb1+
α
2L
1
(
△rEˆσ +△rEˆsL + ( sup
1≤i≤L
b−i1 |△bˆi|)2
)
.
Now, in a similar way as we did in all the previous step, we inject the bootstrap
bounds, and integrate this identity till time s1, to find that the bound (5.159) is
strict at time s1 provided:
C˜ > 2 +O(s
− α
4L
0 )(C1 + C△sˆ +
L−1∑
j=ℓ+1
Cj), (5.170)
the constants in the O() being independent on the constants of the Lemma.
Step 6: the high Sobolev norm. We consider the time evolution of the adapted high
Sobolev norm of the difference of the errors given by (5.114). We inject the control
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on the local term given by the Morawetz estimate (5.147), knowing |M| . △EˆsL ,
and rewrite it as (taking s0 large enough and using Young’s inequality):∣∣∣∣∣ dds
{
△EˆsL
λ2(sL−sc)
+O
(
b
2L+2(1−δ0)(1+η)
1
λ2(sL−sc)
(△rEˆsL + | sup
1≤i≤L
b−i1 |△bˆi||2
)}∣∣∣∣∣
≤ Cb
2L+2(1−δ0)(1+
η
2 )+1
1
λ2(sL−sc)
[△EˆsL
Aδ
C(N)
+ C
N
δ0
2
(△rEˆsL +△rEˆσ) + C(N,A))b
η
2
(1−δ0)
1 ( sup
1≤i≤L
b−i1 |△bˆi|)2
]
.
We inject the bootstrap bounds (5.157), (5.156), (5.158), (5.160) and (5.159) in the
previous identity and integrate this identity till time s1 (we recall that b1 ∼ cs and
λ ∼ c
s
ℓ
ℓ−α
):
△rEˆsL(s1) ≤ C(Dstab(s0) + sup
s0≤s′≤s, 2≤i≤ℓ
|△Vˆi|)
[
1 +
(
1
N
δ0
2
+ C(N)
Aδ
)
C˜2
+O
(
log(s0)
s
η
2 (1−δ0)
0
)
(C21 +
∑L
ℓ+1C
2
i + C
2
△sˆ)
]
.
(5.171)
The κ’s do not appear as they are small. The constant C is independent on the
other constants. Thus, the bound (5.160) is strict at time s1 provided:
C˜2 > C
[
1 +
(
1
N
δ0
2
+
C(N)
Aδ
)
C˜2 +O
(
log(s0)
s
η
2
(1−δ0)
0
)
(C21 +
L∑
ℓ+1
C2i + C
2
△sˆ)
]
,
the constants in the O() being independent on the other constants. Taking s0, N ,
then A large enough, the previous inequality is met if:
C˜2 > C
[
1 +O
(
log(s0)
s
η
2
(1−δ0)
0
)
(C21 +
L∑
ℓ+1
C2i + C
2
△sˆ)
]
, (5.172)
for some constant C independent on the other constants.
Step 7: end of the proof. We have seen that the bootstrap inequalities (5.157),
(5.156), (5.158), (5.159) and (5.160) are strict at time s1 provided that the conditions
(5.163), (5.167), (5.168), (5.169), (5.170) and (5.172) are met. Now, if one takes
s0 large enough, one can see that there exists constants C1, C˜, C△sˆ, (Ci)ℓ+1≤i≤L,
κ1 ≤ κ, (κi)1≤i≤L with κi ≤ κ that satisfies all these conditions. Thus, if the
time s1 were finite, all the bootstrap bounds would be strict at this time, which is
impossible from a continuity argument. 
Thanks to the previous Lemma we can now end the proof of Proposition (5.2).
Proof of Proposition (5.2). Let U and U ′ be two solutions satisfying the assump-
tions of Proposition (5.2). We recall that △Vˆuns is defined by (5.16). At time s0 one
has: △Vˆuns = △Vuns. Let i be an integer, 2 ≤ i ≤ ℓ. As △Vˆi is a linear combination
of the △Uˆj for 1 ≤ i ≤ ℓ only, see (3.18), and because of the shape of the matrix
Aℓ, see (2.77), the identity (5.165) gives that the time evolution of △Vˆi is:
△Vˆi,s = µi△Vˆ1
s
+ qi
△Uℓ+1
s
+O(| sˆ
′ − s
s2+η˜
|+ |△Uˆ |
s1+η˜
) +O(s−L−(1−δ0)(1+
η
2
)+i
√
△rEˆsL),
(5.173)
where µi > 0 denotes the i-th eigenvalue of the matrix Aℓ, see Lemma 2.17, and
qi is some constant coefficient coming from the change of variables from △Uˆ to
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△Vˆ . Now let µ := min
2≤i≤ℓ
µi and q := max
2≤i≤ℓ
|qi|. Using Cauchy-Schwarz inequality,
the identity (5.173) gives for the evolution of the unstable parameters:
d
ds
|△Vˆuns|2
≥ |△Vˆuns|
s
(µ2 |△Vˆuns| − q|△Uˆℓ+1| − 1
s
η˜
2
(| sˆ′−s
s
|+ |△Vˆ1 + |
∑L
ℓ+1 |△Uˆi|+
√
△rEˆsL)),
(5.174)
if one has chosen s0 big enough. Now, as q and µ are fixed constants of the problem,
one can ask that:
qκ <
µ
10
. (5.175)
Let the constants C˜, C1, (Ci)ℓ+1≤i≤L, C△sˆ, 0 < κ1 < κ, 0 < κi < κ for ℓ+1 ≤ i ≤ L
and s be such that the previous Lemma (5.12) holds. In particular, one can take s0
big enough such that:
1
s
η˜
2
(log(s)C△sˆ + C˜ + κ1 +
L∑
i=ℓ+1
κi) ≤ µ
10
(5.176)
We now argue by contradiction. Suppose one has at initial time:
|△Vuns(s0)| > 10
µ
(C1 + C˜ + C△sˆ + qCℓ+1 +
L∑
ℓ+2
|△Uˆi|)Dstab(s0). (5.177)
We are going to show that this leads to a contradiction. Indeed, (5.174) implies
that at initial time the differences of unstable modes are growing:
d
ds
|△Vˆuns|2 > 0. (5.178)
Let s1 denote the supremum of all times s with s0 ≤ s such that (5.178) holds on
[s0, s1]. We are going to prove that s1 = +∞. Indeed, suppose s1 were finite. Then
at time s1 one has:
sup
s0≤s′≤s1, 2≤i≤ℓ
|△Vˆi| ≤ |△Vˆuns(s1)|
because of the monotonicity (5.178) on [s0, s1]. Injecting the bounds (5.160), (5.158),
(5.156) and (5.157) in (5.174) give, because of the inequalities (5.175) and (5.176)
between the constants:
d
ds
|△Vˆuns|2
≥ µ|△Vˆuns|2s
(
|△Vˆuns|(1− 2qκℓ+1µ − 2
µs
η˜
2
(log(s)C△sˆ + C˜ + κ1 +
∑L
i=ℓ+1 κi))
− 2
µ
(qCℓ+1 +
1
s
η˜
2
(log(s)C△sˆ + C˜ + C1 +
∑L
i=ℓ+1 Ci))Dstab(s0)
)
≥ µ|△Vˆuns|2s
(
|△Vˆuns|12
− 2
µ
(qCℓ+1 +
1
s
η˜
2
(log(s)C△sˆ + C˜ + C1 +
∑L
i=ℓ+1Ci))Dstab(s0)
)
.
But because |△Vˆuns| is increasing on [s0, s1], and because at initial time (5.177)
holds, one has:
|△Vˆuns(s1)|1
2
− 2
µ
(qCℓ+1 +
1
s
η˜
2
(log(s)C△sˆ + C˜ + C1 +
L∑
i=ℓ+1
Ci))Dstab(s0) > 0
which in turn implies that at time s1:
d
ds
|△Vˆuns|2 > 0, contradicting the definition
of s1. Hence s1 = +∞. But if s1 = +∞, that means that |△Vˆuns| does not converge
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toward 0. This is the desired contradiction, because as U and U ′ stay in the trapped
regime, this should be true. 
5.2. Removal of extra assumptions, end of the proof of Theorem 5.1. In
the proof of Proposition 3.2, we have seen that in order to control the projection of a
solution on the first L iterates of the kernel ofH , one needs to control the k0+1+L
adapted derivative of ε. Therefore, we will decompose only on the first L−1 modes,
which will allow us to work with the k0 + L-th adapted derivative, while keeping
the bound (5.6) for the k0 + 1 + L-th one. It will allow us to remove the regularity
assumption (5.6) in Proposition 5.2. An other extra assumption in this proposition
was the fact that the two solutions started with the same scale, what we will also
remove. Our main result is the following improvement of Proposition (5.2):
Proposition 5.13. Suppose U(s0) =
(
Q˜b, 1
λ
+w
)
(s0), U
′(s0) =
(
Q˜b′, 1
λ′
+w′
)
(s0)
are two initial data whose solutions stay in the trapped regime described by Propo-
sition 3.2. Suppose that they are close initially, that is to say that:
b(s0) = b
e(s0) +
(
U1(s0)
s0
, ...,
UL(s0)
sL0
)
, b′(0) = be(s0) +
(
U ′1(s0)
s0
, ...,
U ′L(s0)
sL0
)
.
(5.179)
Suppose that the scales are close to one:
|λ(s0)− 1|+ |λ′(s0)− 1| ≤ s−L0 (5.180)
Then there exists C > 0 such that for s0 small enough the following bound holds:
|△Vuns(s0)| ≤ C
(
|△V1(s0)|+
∑L
ℓ+1 |△Ui(s0)|+ |λ′(s0)− λ(s0)|
C(s0) ‖ w(s0)−w′(s0) ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1
)
.
(5.181)
5.2.1. Lower order decomposition. We start by lowering the number of modes on
which we project on the manifold of approximate solutions (Q˜b,λ)b,λ. We let:
L = L− 1. (5.182)
Definition 5.14 (Lower order decomposition). Suppose U = Q˜b, 1
λ
+w = (Q˜b+w) 1
λ
is a solution satisfying the assumptions of Proposition 5.13. We define the L-tuple
of real numbers b, the scale λ, and the error terms ε and w by:
U (t) = Q˜b, 1
λ
+w(t) = (Q˜b + ε(s)) 1
λ
, (5.183)
where ε satisfies the L orthogonality conditions:
〈ε,H∗iΦM 〉 = 0, for 0 ≤ i ≤ L− 1. (5.184)
The renormalized time is given by:
s := s0 +
∫ t
0
1
λ(τ)
dτ. (5.185)
This decomposition is possible for U because as it is a solution given by Proposition
3.2, the result of subsubsection 3.1.2 applies for the integer L. We then define the
tuples of parameters U and V as (P ℓ being the analogue of Pℓ defined by (2.76)):
U i := s
i(bi − ci
si
), for 1 ≤ i ≤ L, and V := P ℓ(U). (5.186)
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We introduce the following notation for the norms of ε:
Eσ :=
∫
|∇σε(1)|2 + |∇σ−1ε(2)|2, E i :=
∫
|ε(1)i |2 + |∇σ−1ε(2)i−1|2, i = sL, sL + 1.
(5.187)
This decomposition works as follows: we have approximately b ∼ (b1, ..., bL−1) and
ε ∼ ε + bLTL. The bounds of the trapped regime for the original decomposition
transform into bounds for the lower order decomposition. This way we obtain a
solution of the trapped regime (with respect to the integer L instead of L) with the
extra higher regularity bound (5.6): this is the type of solution for which we proved
a primary Lipschitz bound in Proposition 5.2.
Lemma 5.15 (Bounds for the lower order decomposition). We keep the assumptions
and notations of Definition 5.14. The following estimates for 0 ≤ t < T hold:
(i) Global closeness for the parameters: The renormalized time satisfies:
s = s+O
(
1
sL0
)
. (5.188)
For all 1 ≤ i ≤ L− 1 there holds:
|Ui − U i| = O(s−1). (5.189)
These two bounds imply in particular that:
b1 ∼ b1. (5.190)
(ii) Bounds for the high adapted derivatives: for i = 0, 1 one has
EsL+i ≤ C(L,M)K2b
L+i+(1−δ0)(1+η)
1 . (5.191)
(iii) Bound at σ level of regularity:
Eσ ≤ C(L,M)K1b2(σ−sc)(1+ν)1 . (5.192)
We denote the canonical projection from RL to RL by:
π : (b1, ..., bL) 7→ (b1, ..., bL−1). (5.193)
The difference between Q˜b and Q˜π(b) is denoted by:
Q˜b = Q˜π(b) + χB1(bLT L + SL+2 + SL+1 − SL+1) (5.194)
where SL+1 is given by Proposition mettre renvoi for the L-tuple b and SL+1 is
the profile given by the same proposition, but for the L− 1 tuple π(b).
Proof of Lemma 5.15. Proof of (i):
• Step 1: primary bound. We claim that for all 0 ≤ t < T :∣∣∣∣λ(t)λ(t) − 1
∣∣∣∣ ≤ C(L,M)b1(t)L+1, (5.195)∣∣bi(t)− bi(t)∣∣ ≤ C(L,M)b1(t)L+1. (5.196)
We start by proving these two estimates. ε is given by:
ε = ελ
λ
+ (Q˜ λ
λ
−Q) + (α˜
π(b),λ
λ
− α˜b)
+(χB1(bLTL + SL+2 + SL+1 − SL+1))λ
λ
.
(5.197)
We take the scalar product between ε and H∗iΦM for 0 ≤ i ≤ L. For i = 0 we
obtain a bound for the scaling.
−〈Qλ
λ
−Q,ΦM 〉 = 〈ε λ
λ
+ α˜
π(b),λ
λ
− α˜b + (bLT L + SL+2 + SL+1 − SL+1)λ
λ
,ΦM 〉.
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The left hand side is:
〈Q λ
λ
−Q,ΦM 〉 = (λ
λ
− 1)〈ΛQ,ΦM 〉+O(|λ
λ
− 1|2)
We now look at the terms in the right hand side. Performing a change of variables:
〈ελ
λ
,ΦM 〉 =
(
λ
λ
)d− 4
p−1
〈ε,Φ
M,λ
λ
〉 = O
(
b
L+(1−δ0)(1+η))
1 (
λ
λ
− 1)
)
.
For the second term we decompose:
〈α˜
π(b),λ
λ
− α˜b,ΦM 〉 = 〈α˜π(b),λ
λ
− α˜π(b) + α˜π(b) − α˜b,ΦM 〉.
There holds for the first part:
〈α˜
π(b),λ
λ
− α˜π(b),ΦM 〉 = O
(
b21(
λ
λ
− 1)
)
.
For the second part, because of the orthogonality property (3.7):
〈α˜π(b) − α˜b,ΦM 〉 =
〈
L−2∑
i=2
Si(π(b))− Si(b) + SL+1(π(b)) − SL+1(b),ΦM
〉
,
where we recall that SL+1 is defined in (5.194). All these terms are of the form:∫
ΦMf(
L−1∏
1
bJii −
L−1∏
1
b
Ji
i )
where |J |2 ≥ 2 (the notation for the tupples are defined in mettre ref) and f is
bounded. The bound (5.30) on the difference of polynomials of the bi’s then gives:
〈α˜π(b) − α˜b,ΦM 〉 = O(b1sup(|bi − bi|)).
The last term gives:
〈(χB1(bLTL + SL+2 + SL+1 − SL+1))λ
λ
,ΦM 〉 = O(bL+11 ).
Put together, all the previous computations yield:
(
λ
λ
− 1) = O(bL+11 ) +O(b1sup(|bi − bi|)). (5.198)
Similarly, taking the scalar product of (5.197) with H∗iΦM for 1 ≤ i ≤ L yields:
(bi − bi) = O(bL+11 ) +O(b1sup(|bi − bi|)) +O
((
b1 + |λ
λ
− 1|
)
|λ
λ
− 1|
)
. (5.199)
By summing (5.199) and (5.198) one obtains the primary bounds we claimed:
(5.196) and (5.195).
• Step 2: integration of the primary bounds. Equation (5.195) gives a control on
the renormalized time difference:
ds
ds
=
ds
dt
dt
ds
=
λ
λ
= 1 +O(bL+11 ).
As b1 . s
−1 an integration in time yields:
s = s+O
(
1
sL0
)
.
This implies in particular that for 1 ≤ i ≤ L:
bei = b
e
i +O(s
−(i+1)),
which, combined with the primary bound (5.196) ends the proof of (i).
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Proof of (ii): We proved in the previous step that s ∼ s and b1 ∼ b1. We first
prove the bound at the level of regularity sL + 1 = sL. We have to compute the
adapted norm of the right hand side of (5.197). We just show here the computations
for the second coordinate ε(2), because the estimate for the first one can be proven
using the very same calculations. As ε satisfies the result of Proposition 3.2, and as
λ ∼ λ, see (5.195), there holds:∫
|(ε(2)
λ
λ
)sL−1|2 ≤ CK2b
2L+2(1−δ0)(1+η)
1
with C independent of the other constants. For the second term we decompose:∫
|(α˜(2)
π(b),λ
λ
− α˜(2)
b
)sL−1|2 .
∫
|(α˜(2)
π(b),λ
λ
− α˜(2)
π(b))sL−1|2 + |(α˜
(2)
π(b) − α˜
(2)
b
)sL−1|2.
The first term of the right hand side satisfies:
(α˜
(2)
π(b),λ
λ
− α˜(2)
π(b)) = (
λ
λ
− 1)
∫ 1
0
1
1− θ + θ λ
λ
(Λ(2)α˜
(2)
π(b))1−θ+θ λ
λ
dθ.
And as: ∫
|(Λ(2)α˜(2)
π(b′))1−θ+θ λ
λ′
,sL−1|
2 < +∞,
we conclude using (5.195) that:∫
|(α˜(2)
π(b),λ
λ
− α˜(2)
π(b)
)sL−1|2 ≤ |
λ
λ
− 1|2 . b2L+21 . b
2L+2(1−δ0)(1+η)
1 .
For the other term we compute:
|(α˜(2)
π(b) − α˜
(2)
b
)sL−1|2 .
∑L−1
i=2, odd |((biχB1Ti − biχB1Ti)sL−1|2
+
∑L+1
i=2, odd |(χB1Si(π(b)− χB1Si(b))sL−1|2.
We have:∫
|((biχB1Ti−biχB1Ti)sL−1|2 .
∫
|(b′i(χB1−χB1)Ti)sL−1|2+ |((bi−bi)χB1Ti)sL−1|2
and we estimate the two parts:∫
|(bi(χB1 − χB1)Ti)sL−1|2 . b
2L+2(1−δ0)(1+η)
1 ,
∫
|((bi − bi)χB1Ti)sL−1|2 . b
2L+2(1−δ0)(1+η)+2(L+1−i)
1 ,
where we used (5.196) for the second inequality. A similar argument gives a similar
control for the Si’s contribution, hence yielding to:∫
|(α˜(2)
π(b)
− α˜(2)
b
)sL−1|2 . b
2L+2(1−δ0)(1+η)
1 .
We go on, estimating the next term. From the asymptotic of TL, see Lemma 2.9:∫
b2L|((χB1TL)λ
λ
)sL−1|2 ≤ |bL|2b2(1+η)(1−δ0)1 ≤ Cb
2L+2(1−δ0)(1+η)
1 ,
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with a constant C that just depends on the bootstrap constant26 ǫL and on L, but
which, if L is fixed, is uniformly bounded in ǫL. Similarly, from (2.41):
∫ |((χB1SL+2)λ
λ
)sL−1|2 ≤
{
Cb
2L+2(1−δ0)−C′η+2g′
1 if 2δ0 + 2− 2g′ > 0
Cb
2L+4
1 if 2δ0 + 2− 2g′ < 0
≤ Cb2L+2(1−δ0)(1+η)1 ,
for η small enough, (we recall the assumption 0 < δ0). All the previous estimates
show the bound (ii) for the second coordinate:∫
|ε(2)sL−1|2 ≤ C(K1, ǫL, L,M)b
2L+2(1−δ0)(1+η)
1 .
We claim that the estimate for the first coordinate can be shown making verbatim
the same computations. For the sake of completeness, we just show how to deal
with the term involving the soliton. We compute first:
Qλ
λ
−Q = (λ
λ
− 1)
∫ 1
0
1
1− θ + θ(λ
λ
)
(Λ(1)Q)
1−θ+θ( λ
λ′
)
dθ. (5.200)
As for all θ,
∫ |((ΛQ)
1−θ+θ( λ
λ′
)
)sL |2 < +∞, using (5.195) and because 0 < δ0 we get:∫
|(Qλ
λ
−Q)sL |2 ≤ Cb
L+1
1 ≤ b
2L+2(1−δ0)(1+η))
1
for η small enough. This way we get the bound (ii) for i = 1. To prove (ii) for
i = 0 we need to use the energy estimate we used to control the error in the proof
of Proposition 3.2. In the proof of this proposition, we saw (see Section 4) that if
a solution started in the trapped regime, the only way to escape it was by having
unstable mode growing too big. Here the unstable modes are under control from
the previous bounds (5.189). So if it starts in the trapped regime described by
proposition 3.2 associated to the integer L, it will imply the control (5.191) for
i = 0. We compute the adapted sL norm of the right hand side of (5.197) at initial
time s0. One has for the error by interpolation of (3.21):
‖ ε(1)(s0)λ
λ
,sL
‖L2 + ‖ ε(2)(s0)λ
λ
,sL−1
‖L2≤ Cb1(s0)L+2+(1−δ0)(1+η).
For the L-th mode one has using the bound (3.20):
‖ bL(s0)(χB1TL)sL−1 ‖L2≤ C|bL(s0)|b
−δ0(1+η)
1 ≤ Cb
L+1−δ0+αL−ℓℓ−α+O(η))
1 .
We claim that for all the other terms in the right hand side of (5.197), the same
computations we did for the proof of (ii) in the case i = 1 yield similar results.
Hence at initial time one has:
‖ ε(1)(s0)sL ‖L2 + ‖ ε(2)(s0)sL−1 ‖L2≤ Cb1(s0)L+(1−δ0)(1+η).
Hence we use the result Remark 4.1: as the unstable modes are under control from
(5.189), we get the desired bound for all time:
‖ ε(1)sL ‖L2 + ‖ ε
(2)
sL−1
‖L2≤ CbL+(1−δ0)(1+η)1 .
Proof of (iii): The estimate for Eσ can be done by direct computation as we did
for (ii) using similar computations. We estimate again all the terms in the right
hand side of (5.197). We only show the estimate for the first coordinate, as the proof
26remember that ǫL quantify the size of bL, see (3.26).
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for the second one relies on similar computations. From λ ∼ λ, and as ε satisfies
the bound (3.27) one gets:∫
|∇σε(1)
λ
λ
|2|∇σ−1ε(2)
λ
λ
|2 ≤=
∣∣∣∣λλ
∣∣∣∣
2(σ−sc)
Eσ ≤ CK1b2(σ−sc)(1+ν)1
for a constant C independent of the other constants. For the soliton term, we use
the expression (5.200) and Fubini to estimate:∫
|∇σ(Qλ
λ
−Q)|2 ≤
∣∣∣∣λλ − 1
∣∣∣∣
2
sup
θ∈[0,1]
∣∣∣∣1− θ + θλλ
∣∣∣∣
2(σ−sc)−2 ∫
|∇σ(Λ(1)Q)|2 ≤ Cb2L+21 .
We used the bound |λ
λ
− 1| . bL+11 and the fact that
∫ |∇σ(Λ(1)Q)|2 < +∞ from
the asymptotic (2.2). For the following term, we decompose:
α˜
(1)
π(b),λ
λ
− α˜(1)
b
) = α˜
(1)
π(b),λ
λ
− α˜(1)
π(b) + α˜
(1)
π(b) − α˜
(1)
b
.
For the first part, using the analogue of formula (5.200):∫ |∇σα˜(1)
π(b),λ
λ
− α˜(1)
π(b)|2 ≤
∣∣∣λλ − 1∣∣∣2 sup
θ∈[0,1]
∣∣∣1− θ + θ λλ ∣∣∣2(σ−sc)−2
× ∫ |∇σ(Λ(1)α˜(1)
π(b))|2 ≤ C(L,M)b
2L+2
1
because
∫ |∇σ(Λ(1)α˜(1)
π(b))|2 < +∞ from the asymptotic (2.41) and Lemma 2.9. For
the other part, (5.30), (5.196) and again the same asymptotics yield:∫
|∇σ(α˜(1)
π(b) − α˜
(1)
b
)|2 ≤ b41.
Putting together the last two estimates gives:∫
|∇σ(α˜(1)
π(b),λ
λ
− α˜(1)
b
)|2 . b41.
The last remaining term is estimated similarily:∫
|∇σ((SL+1 − SL+1)λ
λ
)|2 . b41
The estimate we have done for each term of the right hand side of (5.197) give:∫
|∇σε(1)|2 ≤ C(K2)b2(σ−sc)(1+ν)1 .
Using the very same method, one finds the same estimation for the second coordi-
nate, leading to the result (iii). 
The same lower order decomposition also applies for the other solution U ′, and
we have the analogue of the previous lemma. What we want to do now is to apply
the Proposition 5.2 associated to the integer L to these two new solutions in the
trapped regime associated to the integer L. There remains two steps: we have to
check that the differences between the parameters and errors under the lower order
decomposition can be related to the original decomposition, and we have to deal
with a possible scale difference at initial time. We use the following notations for
the lower order decomposition associated to U ′ by the Definition (5.14) :
U ′(t) = Q˜
b
′
, 1
λ
′
+w′(t) = (Q˜
b
′ + ε(s′)) 1
λ
′
, (5.201)
where ε′ satisfies the L orthogonality conditions:
〈ε′,H∗iΦM 〉 = 0, for 0 ≤ i ≤ L. (5.202)
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Similarly we define (P ℓ being the analogue of Pℓ defined by (2.76)):
s′ := s0 +
∫ t
0
1
λ
′
(τ)
dτ, (5.203)
U
′
i := (s
′)i(b′i −
ci
(s′)i
), for 1 ≤ i ≤ L, and V := P ℓ(U). (5.204)
We use the following notations for the differences under lower order decomposition:
△b := bi − b′i, △U i := U i − U ′i, △λ := λ− λ
′
.
We make now a slight change regarding the former norm notations. They now
concern w instead of ε:
△Eσ :=‖ w −w′ ‖2H˙σ×H˙σ−1 , △rEσ := b
−2(σ−sc)(1+ν)
1 △Eσ,
△EsL :=
∫
(w(1) − w′(1))2sL + (w
(2) − w′(2))2sL , △rEsL := b
−2L−(1−δ0)(2+η)
1 △EsL .
In the following lemma we relate the differences between the lower order decom-
position and the original decomposition at initial time. Basically, the differences of
the two solutions in lower or higher order are almost the same.
Lemma 5.16 (Bounds for the differences at initial time). We keep the assumptions
and notations from Definitions 5.14 and Proposition 5.13. There holds initially:
(i) bounds on the parameters: For 1 ≤ i ≤ L:
△U i(s0) = △Ui(s0) +O[b1|△U(s0)|+ b(1−δ0)(1+η)1 |△λ|]
+O(C(s0) ‖ w −w′ ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1),
(5.205)
(ii) bounds on the errors:√
△rEsL ≤ C(s0) ‖ w −w′ ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1 +C(b1|△U |+ b
η
2
1 |△λ|), (5.206)√
△rEσ ≤ C(s0) ‖ w −w′ ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1 +CbL1 (|△U |+ |△λ|). (5.207)
(iii) bound on the scales:
△λ(s0) = △λ(s0) +O[b1|△U(s0)|+ b(1−δ0)(1+η)1 |△λ|]
+O(C(s0) ‖ w −w′ ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1),
(5.208)
for some constant C independent of the other constants.
Remark 5.17. In all the previous computations, w and w′, or w and w′ were
always at the same scale: there was no confusion regarding orthogonality conditions
or adapted norms. Now, in the case of Lemma (5.16), each error has a different scale:
λ, λ′, λ and λ′. From (5.180) and (5.195) they are all close to one:
|λ− 1|+ |λ′ − 1|+ |λ− 1|+ |λ′ − 1| . bL1 .
From coercivity (see (3.100)) we obtain that for f ∈ H˙σ ∩ H˙sL × H˙σ−1 ∩ H˙sL−1
satisfying the orthogonality conditions (3.9) and λ˜ close enough to 1:
‖ f (1)sL −((f
(1)
λ˜
)sL) 1
λ˜
‖L2 + ‖ f (2)sL −((f
(2)
λ˜
)sL) 1
λ˜
‖L2. |λ˜−1|(‖ f (1)sL ‖L2 + ‖ f
(2)
sL−1 ‖L2),
from what we deduce that the scale does not matter for this adapted norm:
‖ ((f (1)
λ˜
)sL) 1
λ˜
‖L2 + ‖ ((f (2)λ˜ )sL) 1λ˜ ‖L2∼‖ f
(1)
sL
‖L2 + ‖ f (2)sL−1 ‖L2 .
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Proof of Lemma 5.16. . To ease notations, we do not mention the dependence with
respect to time: all objects are taken at time s0. At this initial time, one has:
Q˜b, 1
λ
− Q˜b′, 1
λ′
− (Q˜b, 1
λ
− Q˜
b
′
, 1
λ
′
) +w −w′ − (w −w′) = 0. (5.209)
We introduce the following the notation:
D =
L∑
i
|△bi −△bi|.
Throughout the proof we will use Remark 5.17 and the fact that from (5.189) the
parameters have the same size:
bi ≈ b′i ≈ bi ≈ b
′
i for 1 ≤ i ≤ L.
w′ satisfies the orthogonality conditions (3.9), but at the scale 1
λ
′ . To deal with the
problem of the scale in orthogonality conditions and adapted norms, we introduce:
v′ := w′ −
L∑
0
〈w′, (H∗iΦM ) 1
λ
〉
〈Λ(1)Q,χMΛ(1)Q〉
χB1T i. (5.210)
Thus, v′ satisfies the orthogonality conditions (3.9) at the scale λ. It is very close
to w′ and one has the estimates:
‖ w′ − v′ ‖H˙σ×H˙σ−1≤ |△λ|b
α+1−δ0+O(η,σ−sc)
1 , (5.211)
‖ (w′(1) − v′(1))sL ‖L2 + ‖ (w
′(2) − v′(2))sL−1 ‖L2≤ |△λ|b
L+2(1−δ0)(1+η)
1 , (5.212)
‖ w′ − v′ ‖L∞×L∞(y≤2M)≤ C|△λ|bL+(1−δ0)(1+η)1 , (5.213)
Step 1: Difference of differences of polynomials of parameters. We claim that for
any L-tuple J there holds:
|bJ − bˆ′J − (bJ − b
′J
)| ≤ C(b|J |21 |△U −△U |+ bL+11 |△b|). (5.214)
We show this bound by iteration on |J |1 = i. It is obviously true for i = 0. We take
i ≥ 1 and J satisfying |J |1 = i and suppose it is true for all J ′ with |J ′|1 ≤ i − 1.
Let j be the first coordinate for which J is non null and write bJ = bjb
J ′ with
|J ′| = i− 1. We decompose:
bJ − bˆ′J − (bJ − b
′J
) = bj(b
J ′ − b′J ′ − (bJ
′
− b
′J ′
)) + b
′J ′
(bj − b′j − (bj − b
′
j))
+(bj − bj)(bJ ′ − b′J ′) + (b′J ′ − b
′J ′
)(bj − b′j).
From (5.189) one gets for the last two terms |(bj − bj)(bJ ′ − b′J ′) + (b′J ′ − b
′J ′
)(bj −
b′j)| ≤ bL+11 |△b|. For the first two terms we apply the iteration hypothesis for J ′
and conclude.
step 2: the scale. We claim the first bound:
△λ = △λ+O(b1D)+O[bL+11 |△U |+ bL+(1−δ0)(1+η)1 |△λ|)]+O(bL1
√
△EsL). (5.215)
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We prove it by taking the scalar product of (5.209) with (ΦM ) 1
λ
. For the part on
the manifold of approximate solutions one has the following decomposition:
Q˜b, 1
λ
− Q˜b′, 1
λ′
− (Q˜b, 1
λ
− Q˜
b
′
, 1
λ
′
) = (Q˜b − Q˜b′ − (Q˜b − Q˜b′)) 1
λ
+((Q˜b − Q˜b′) 1
λ
− (Q˜b − Q˜b′) 1
λ
)
+((Q˜b′ − Q˜b′) 1λ − (Q˜b′ − Q˜b′) 1λ′ )
+(Q˜
b
′
, 1
λ
− Q˜
b
′
, 1
λ′
− (Q˜
b
′
, 1
λ
− Q˜
b
′
, 1
λ
′
)).
(5.216)
We aim at estimating the contribution of each term in the right hand side. For the
first term, from the orthogonality conditions (3.6) and the localization (3.5):
〈(Q˜b − Q˜b′ − (Q˜b − Q˜b′)) 1
λ
,ΦM, 1
λ
〉
= 〈(Q˜(1)b − Q˜
(1)
b′ − (Q˜
(1)
b
− Q˜(1)
b
′ )),Φ
(1)
M 〉
+O(bL1 ‖ Q˜(1)b − Q˜(1)b′ − (Q˜(1)b − Q˜
(1)
b
′ ) ‖L2(≤2M))
= 〈(SL+2 − S′L+2 + SL+1 − SL+1 − (S′L+1 − S
′
L+1),Φ
(1)
M 〉
+O(‖∑Li=1, even Si − S′i − (Si − S′i) ‖L2(≤2M))
+O(bL1 ‖ Q˜(1)b − Q˜(1)b′ − (Q˜
(1)
b
− Q˜(1)
b
′ ) ‖L2(≤2M))
Now, one decomposes the profiles Si’s for 1 ≤ i ≤ L as a finite sum Si =
∑
bJf
with |J |2 = i and f a C∞ function. Applying (5.214) gives (we recall that D is
defined at the begining of the proof):
‖ Si − S′i − (Si − S′i) ‖L2(≤2M)= O(b1D) +O(bL+11 |△b|).
So for the first term in (5.216) we obtain:
〈Q˜b − Q˜b′ − (Q˜b − Q˜b′) 1
λ
,ΦM, 1
λ
〉 = O(b1D) +O(bL+11 |△U |).
From (5.195) we get for the second:
〈(Q˜b − Q˜b′) 1
λ
− (Q˜b − Q˜b′) 1
λ
,ΦM, 1
λ
〉 = O(bL+11 |△b|).
For the third from (5.189) one has:
〈(Q˜b′ − Q˜b′) 1λ − (Q˜b′ − Q˜b′) 1λ′ ,ΦM, 1λ 〉 = O(b
L+1
1 |△λ|).
For the fourth we decompose, use (5.189) and (5.195) to find:
〈Q˜
b
′
, 1
λ
− Q˜
b
′
, 1
λ′
− (Q˜
b
′
, 1
λ
− Q˜
b
′
, 1
λ
′
),ΦM, 1
λ
〉
= 〈(Q˜
b
′
, 1
λ
− Q˜
b
′
, 1
λ′
)− (Q˜
b
′
, 1
λ
− Q˜
b
′
, 1
λ′
)λ
λ
,ΦM, 1
λ
〉+ 〈Q˜
b
′
, 1
λ
′
− Q˜
b
′
, λ
λλ′
,ΦM 〉
= O(bL+11 |△λ|)− (λ
′ − λ′λ
λ
)(〈χMΛ(1)Q,Λ(1)Q〉+O(b1))
= (△λ−△λ)(〈χMΛ(1)Q,Λ(1)Q〉+O(b1)) +O(bL+11 |△λ|)
from the identity λ
′ − λ′λ
λ
= △λ − △λ + 1
λ
(λ − λ)(λ′ − λ). The decomposition
(5.216) and the four previous equations give for the contribution of the difference
of differences of approximate profiles in (5.209):
〈Q˜b, 1
λ
− Q˜b′, 1
λ′
− (Q˜b, 1
λ
− Q˜
b
′
, 1
λ
′
),ΦM, 1
λ
〉
= (△λ−△λ)(〈χMΛ(1)Q,Λ(1)Q〉+O(b1)) +O[bL+11 (|△U |+ |△λ|)] +O(b1D).
(5.217)
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We now turn to the contribution of the difference of differences of errors in (5.209).
We compute using the orthogonality conditions (3.9) and the hypothesis |1−λ| ≤ bL1 :
〈w −w′,ΦM, 1
λ
〉 = −〈w′,ΦM, 1
λ
−ΦM, 1
λ′
〉 = O(bL+(1−δ0)(1+η)1 |△λ|).
Using the variable v′ introduced at the begining of the proof, one can use coercivity
thanks to Remark (5.17):
〈w −w′,ΦM, 1
λ
〉 = 〈w − v′,ΦM, 1
λ
〉+ 〈v′ −w′,ΦM, 1
λ
〉
= 〈w − v′,ΦM, 1
λ
−ΦM, 1
λ
〉+ 〈v′ −w′,ΦM, 1
λ
〉
= O(bL1
√
△EsL) +O(b
L+(1−δ0)(1+η)
1 |△λ|).
where we used the estimates (5.212) and (5.213). We put the two previous estimates
for the contribution of the errors and (5.217) in (5.209), it gives the estimate (5.215)
we claimed in this step 2.
step 3: the parameters. We claim that the techniques employed in the previous
step adapts when we consider the scalar product between (5.209) and (H∗iΦM ) 1
λ
for 1 ≤ i ≤ L, yielding:
△bi = △bi +O(b1D) +O[bL+11 (|△U |+ |△λ|)] +O(bL1
√
△EsL)
+O(b
L+(1−δ0)(1+η)
1 |△λ|).
Injecting the bound (5.218), the previous equation simplifies into:
△bi = △bi+O(b1D)+O[bL+11 (|△U |)+bL+(1−δ0)(1+η)1 |△λ|)]+O(bL1
√
△EsL) (5.218)
Step 4:improving the bounds. We sum the previous identity (5.218) from i = 1
to L, it gives:
D = O[bL+11 (|△U |) + bL+(1−δ0)(1+η)1 |△λ|)] +O(bL1
√
△EsL) +O(bL1
√
△EsL).
Putting back this bound in (5.215) and (5.218) yield:
△λ = △λ+O[bL+11 (|△U |) + bL+(1−δ0)(1+η)1 |△λ|)] +O(bL1
√
△EsL), (5.219)
△bi = △bi +O[bL+11 (|△U |) + bL+(1−δ0)(1+η)1 |△λ|)] +O(bL1
√
△EsL). (5.220)
step 5: the error terms. The difference between the two error terms in lower order
decomposition is:
w −w′ = Q˜b, 1
λ
− Q˜b′, 1
λ′
− (Q˜b, 1
λ
− Q˜
b
′
, 1
λ
′
) +w −w′.
Injecting the bounds (5.219) and (5.220) in the decomposition (5.216) gives:√
△EsL =
√△EsL +O[b
L+1
1 (|△U |) + bL+(1−δ0)(1+η)1 |△λ|)] +O(bL1
√
△EsL),
Now, as: √
△Es
L
.‖ w −w′ ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1
it gives:√
△rEsL ≤ C(s0) ‖ w−w′ ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1 +
√
△rEσ)+C(b1|△U |+b
η
2
1 |△λ|).
We turn back to the previous identities (5.219) and (5.220), inject the bound we
just found to obtain:
△λ = △λ+O[bL+11 |△U |+bL+(1−δ0)(1+η)1 |△λ|]+O(‖ w−w′ ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1),
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△bi = △bi+O[bL+11 |△U |+bL+(1−δ0)(1+η)1 |△λ|]+O(‖ w−w′ ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1),
where the constant in the O() depends on s0. These two bounds allow us to compute
the last norm of w −w′:√
△Eσ ≤ C(bL+11 |△U |+bL+(1−δ0)(1+η)1 |△λ|)+C(s0) ‖ w−w′ ‖H˙σ∩H˙sL×H˙σ−1∩H˙sL−1 .
The four last bounds directly imply the bounds of the lemma we had to prove.

We are now ready to end the proof of Proposition 5.13.
Proof of Proposition 5.13. Let U and U ′ be two solutions described by the Propo-
sition 5.13. We associate to the two solutions their lower order decomposition de-
scribed by Definition 5.14. Without loss of generality, we can assume λ(s0) ≤ λ′(s0),
which means that in lower order decomposition, the second solution starts at a
higher scale than the first one.
We let the second solution evolve with time and define s′1 as the time at which
its scale is the same as the initial scale of the first solution in lower order decompo-
sition: λ
′
(s′1) = λ(s0). We now estimate the difference between the second solution,
in lower order decomposition, taken at these two times. From the equation (3.36)
governing the time evolution of the scale one has:
|s′1 − s0| ≤ Cb−11 |λ
′
(s0)− λ(s0)|.
We can then estimate, from (3.36) and (3.56) the time variation of the parameters:
|b′i(s′1)− b
′
i(s0)| ≤ Cbi1|λ
′
(s0)− λ(s0)|.
Let us now quantify how the error changed. In the proof of the energy estimate
for the high adapted Sobolev norm (3.88), we computed the size of everything in
the right hand side of (3.32). We computed also the influence of the scale changing
in (3.100). The form of this energy estimate was meant to cancel the linear part,
see (3.91). But we have here the additional regularity (5.6) for the second solution
under the lower order decomposition. Thus all these estimates yield:
‖ d
ds′
[(((w
′(1)
λ
′ )sL) 1
λ
′
],
d
ds′
[(((w
′(2)
λ
′ )sL−1) 1
λ
′
] ‖L2×L2≤ CbL+1+(1−δ0)(1+η)1 .
From that we deduce (using Remark 5.17):
‖ w′(1)s
L
(s′1)− ((w
′(1)
λ
′
λ
(s0))sL) λ
λ
′
, w
′(2)
sL−1(s
′
1)− ((w
′(2)
λ
′
λ
(s0))sL−1) λ
λ
′
‖L2×L2
≤ CbL+(1−δ0)(1+η)1 |λ
′
(s0)− λ(s0)|.
A similar result holds for the low regularity Sobolev norm:
‖ w′(1)(s′1)−w
′(1)(s0), w
′(2)(s′1)−w
′(2)(s0) ‖H˙σ×H˙σ−1≤ Cb
(σ−sc)(1+ν)
1 |λ
′
(s0)−λ(s0)|.
We now apply the result of Proposition 5.2 to U(s0) and U
′
(s′1). It gives the primary
Lipschitz bound (using Remark 5.17):
|V uns(s0)− V ′uns(s′1)|
≤ C
(
|V 1(s0)− V ′1(s′1)|+
∑L
ℓ+1 |U i(s0)− U
′
i(s
′
1)|
+b
−(σ−sc)(1+ν)
1 ‖ w(s0)−w′(s′1) ‖H˙σ×H˙σ−1
+b
−L−(1−δ0)(1+η)
1 ‖ w(1)sL (s0)− w
′(1)
sL
(s′1), w
(2)
sL−1(s0)− w
′(1)
sL−1(s
′
1) ‖L2×L2
)
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for the variables under lower order decomposition and at different times s0 and s
′
1.
We now use the four previous bounds that link the variables for the second solution
under lower order decomposition between the times s0 and s
′
1 to obtain from the
previous equation:
|V uns(s0)− V ′uns(s0)|
≤ C
(
|V 1(s0)− V ′1(s0)|+
∑L
ℓ+1 |U i(s0)− U
′
i(s0)|+ |λ(s0)− λ
′
(s0)|
+b
−(σ−sc)(1+ν)
1 ‖ w(s0)−w′(s0) ‖H˙σ×H˙σ−1
+b
−L−(1−δ0)(1+η)
1 ‖ w(1)sL (s0)− w
′(1)
sL
(s0), w
(2)
s
L
−1(s0)− w
′(1)
s
L
−1(s0) ‖L2×L2
)
,
where we used again Remark 5.17. The previous identity is the Lipschitz aspect
under lower order decomposition. To relate it to the original higher order decom-
position, we use the bounds (5.205), (5.206), (5.207) and (5.208) of the previous
Lemma (5.16), and we obtain the result of the Proposition.

We can now end the proof of the main Theorem 5.1 of this section.
Proof of Theorem (5.1). We letX :=
(
H˙σ ∩ H˙sL
)
×
(
H˙σ−1 ∩ H˙sL−1
)
and U0 ∈X
be a solution leading to a type II blow up as described by Proposition 3.2. Without
loss of generality we can assume that its scale is 1. We then write:
U0 = Q˜b0 +w0,
with b0 = b
e(s0) + (
U1(s0)
s0
, ..., UL(s0)
sL0
) according to the decomposition explained in
Subsubsection 3.1.2.
Step 1: Flattening the non linear coordinates. Let U ′0 ∈ X be another initial
datum. It can be written as:
U ′0 = U0 + δλ
∂
∂λ
(Q˜b0, 1λ
)|λ=1 +
L∑
1
δUi
si0
∂
∂bi
(Q˜b)|b=b0 + δw, (5.221)
where δw ∈ X satisfies fixed orthogonality conditions at scale 1: 〈δw,H∗iΦM 〉 = 0
for 0 ≤ i ≤ M . We have seen that for the parameters one had stable directions
of perturbation V1, Uℓ+1, ..., UL, unstable ones V2, ...Vℓ and that the error w was a
stable perturbation. We recall the notation Vi =
∑ℓ
1 pi,jUj . With the decomposition
we just stated we can define the stable and unstable spaces of linearized directions
of perturbation:
Xs :=
{
δλ ∂
∂λ
(Q˜b0, 1λ
)|λ=1 + δV1(
ℓ∑
1
p1,j
s
j
0
∂
∂bj
(Q˜b)|b=b0) +
L∑
ℓ+1
δUi
si0
∂
∂bi
(Q˜b)|b=b0 +w,
(δλ, δV1, δUℓ+1, ..., δUL) ∈ RL−ℓ+2,
δw ∈X, 〈δw,H∗iΦM 〉 = 0 for 0 ≤ i ≤M
}
,
Xu :=
{ ∑ℓ
2 δVi(
∑ℓ
1
pi,j
s
j
0
∂
∂bj
(Q˜b)|b=b0), (δV2, ..., δVℓ) ∈ Rℓ−1
}
.
So that we decompose in an affine way X = U 0 + (Xu ⊕Xs).
Step 2: From linear to adapted coordinates. To be able to use the results of
Proposition 3.2 and Proposition 5.13 we consider the following mapping:
φ : X → X
U 7→ Q˜b+δb, 1
1+δλ
+ w˜
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where, using the decomposition (5.221), we define δb as δb := ( δU1
s0
, ..., δUL
sL0
) and:
w˜ := w + δw −
L∑
0
〈w + δw, (H∗iΦM ) 1
1+δλ
〉
〈T i, 1
1+δλ
, (H∗iΦM ) 1
1+δλ
〉 T i, 11+δλ (5.222)
satisfies the orthogonality conditions (3.9) at the scale 11+δλ :
〈δw, (H∗iΦM ) 1
1+δλ
〉 = 0 for 0 ≤ i ≤M.
φ is a C∞ diffeomorphism that preserves U0: φ(U0) = U0.
Step 3: the Lipschitz manifold properties. Let
δλ
∂
∂λ
(Q˜b0, 1λ
)|λ=1+δV1(
ℓ∑
1
p1,j
sj0
∂
∂bj
(Q˜b)|b=b0)+
L∑
ℓ+1
δUi
si0
∂
∂bi
(Q˜b)|b=b0+w := δU s ∈ Xs
be small enough. We apply the result of Proposition 3.2 to φ(U0 + δU s). There
exists a choice of unstable modes δV2, ..., δVℓ such that U˜ := Q˜b+δb, 1
1+δλ
+ w˜ is an
initial datum leading to a blow up as described in this Proposition, where δb :=
( δU1
s0
, ..., δUL
sL0
), and δVi :=
∑ℓ
1 pi,jUj for 1 ≤ i ≤ ℓ. Moreover, from Proposition
(5.13) the ℓ− 1-tuple δV2, ..., δVℓ is unique. We then have:
φ−1(U˜ ) = U 0 + δU s + δUu,
with δUu :=
∑ℓ
2 δVi(
∑ℓ
1
pi,j
s
j
0
∂
∂bj
(Q˜b)|b=b0) ∈Xu. Let O be a small enough open set
of X with 0 ∈ O. We define the application f as:
f : δO ∩Xs → δXu
U s 7→ Uu
withXu being defined by the previous construction. For U s ∈Xs∩O, the function
φ(U0 + δU s + f(δU s)) yields a type II blow up as described by Proposition 3.2.
Moreover, Proposition 5.13 implies that f is a Lipsichitz mapping. Let M denote
the set of initial data described by Proposition 3.2. We just have proved that
φ−1(M∩ (U 0+O)) is the graph of the Lipschitz mapping f :Xs ∩O →Xu with
X =Xu⊕Xs and Xu of dimension ℓ−1. This means that φ−1(M∩ (U0+O)) is
a Lipschitz manifold of codimension ℓ− 1. As φ is a C∞ diffeomorphism, it implies
that M ∩ (U 0 +O)) is a Lipschitz manifold of codimension ℓ− 1. Hence M is a
locally Lipschitz manifold of codimension ℓ− 1 in X.

Appendix A. Properties of the stationnary state
We state here the fundamental decomposition for the asymptotic of the stationary
state Q. These results are now standard, see [18] [6] for exemple, and see also [23] for
its role in type II blow-up involving Q for the Schrödinger equation. An important
fact, the non nullity of the second term in the expansion, is however not proven in
these works. We therefore prove it hereafter.
Lemma A.1. (Asymptotic expansion for the stationary state:) We have the ex-
pansion:
∂kyQ(y) = ∂
k
y
(
c∞
y
2
p−1
+
a1
yγ
)
+O
(
1
yγ+g+k
)
as y goes to +∞, (A.1)
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with a1 being a strictly negative (in particular a1 6= 0) coefficient:
a1 < 0 (A.2)
In [6] and references therein, the authors show the expansion, but they do not
show that a1 6= 0. This appendix is devoted to prove this fact. In the paper the
authors show the following result:
Lemma A.2 (Gui Ni Wang, [6], Theorem 2.5). We recall that 0 < α1 < α2 are the
roots of the polynomial:
X2 −
(
d− 2− 4
p− 1
)
X + 2
(
d− 2− 2
p− 1
)
. (A.3)
Then the following expansion is true.
(i) If α2
α1
/∈ N, then for all k1, k2 ∈ N, as y → +∞ one has:
Q(y) =
c∞
y
2
p−1
+
k1,k2∑
i,j=1
ai,j
y
2
p−1
+k1α1+k2α2
+O
(
1
y
2
p−1
+(k1+1)α1
)
. (A.4)
(ii) If α2
α1
= k + 1 ∈ N: then as y → +∞ one has::
Q(y) =
c∞
y
2
p−1
+
k+1∑
i=1
ai
y
2
p−1
+iα1
+
aklog(y) + a
′
k
y
2
p−1
+kα1
+O
(
1
y
2
p−1
+(k+1)α1
)
. (A.5)
As in the previous case the expansion can be continued to higher terms, but
it does not matter for the analysis of the present paper.
(iii) This expansion adapts for higher derivatives of Q.
This proves the expansion of Lemma A.1. The rest of this section is devoted to
the proof that a1 is strictly negative.
Proof of the assertion (A.2). As a consequence of the previous lemma we get that,
noting k := E[λ2
λ1
] if α2
α1
/∈ N, and k := α2
α1
− 1 if α2
α1
∈ N we have in both cases:
Λ(1)Q =
k∑
i=1
−iα1 a1
y
2
p−1
+iα1
+O
(
log(y)
y
2
p−1
+α2
)
, (A.6)
and:
∂yΛ
(1)Q =
k∑
i=1
(iα1)
(
2
p− 1 + iα1
)
a1
y
2
p−1
+iα1+1
+O
(
log(y)
y
2
p−1
+α2+1
)
. (A.7)
The key point is that the coefficient ai are linked with a reccurence relation:
Lemma A.3. For 1 ≤ i ≤ k, ai is given by ai = Pi(a1) where Pi is a polynomial
such that Pi(0) = 0 for all 1 ≤ i ≤ k.
This lemma is proved later. Hence we have the following alternative:
either a1 6= 0 or ∂yΛ(1)Q = O
(
log(y)
y
2
p−1
+α2+1
)
. (A.8)
The remainder term of (A.7) is in L2. Indeed, we compute:
d− 2 2
p− 1 − 2α2 − 2 = −
√
△ < 0.
So If a1 = 0 then Λ
(1)Q ∈ H˙1. The term associated to a1 is not in L2 because
d− 2 2
p−1 − 2α1 − 2 =
√△ > 0, see (1.6).
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But we know from [9] that L is positive definite on H˙1, and that LΛ(1)Q = 0. We
then must have Λ(1)Q /∈ H˙1. Considering what was said previously, this implies
a1 6= 0.
We also know from [9] that Λ(1)Q > 0. From the expansion (A.6) This implies
that a1 is strictly negative. 
We now give the proof of the recurrence relation between the ai’s stated in Lemma
A.3.
Proof of Lemma A.3. We use here the ideas developped in [18]. In this paper or in
references therin, the following facts are proven:
Lemma A.4 ([18] Lemmas 4.3 and 4.4). The following holds:
(i) the solitary wave exists and has C∞ regularity.
(ii) y
2
p−1Q(y) has a limit as y → +∞, denoted c∞.
(iii) If we renormalise the space variable by y = et and define:
W (t) = y
2
p−1Q(y)− c∞. (A.9)
W then satisfies the differential equation for t large:
Wtt +
(
d− 2− 4
p− 1
)
+ 2
(
d− 2− 2
p− 1
)
W + P (W ) = 0, (A.10)
where P denotes the polynomial:
(X + c∞)p − cp∞ − pcp−1∞ X. (A.11)
(iv) W has the following begining of expansion at infinity:
W (t) =


a1e
−α1t +O(e−α2t) if α2 < 2α1
a1e
−α1t +O(te−α2t) if α2 = 2α1
a1e
−α1t +O(e−2α1t) if α2 > 2α1.
(A.12)
We will now compute the other coefficients of the expansion. As W is a solution
of (A.10), basic ODE theory states that there exists two coefficients a and b such
that:
W (t) = ae−α1t + be−α2t +
1
α2 − α1
∫ t
T0
(eα2(s−t − eα1(s−t))P (W )ds. (A.13)
We now prove lemma A.3 by iteration. Our iteration hypothesis is the following for
1 ≤ j ≤ k − 1:
H(j) : W (t) =
∑j
i=1 aie
−iα1t +O(e−(j+1)α1t), with ai = Pi(a1),
Pi being a polynomial such that Pi(0) = 0.
(A.14)
Initialization: For i = 1, a1 = P1(a1) with P1 = X and of course P1(0) = 0. Because
of the preliminary expansion (iv), the property is true for j = 1.
Heredity: We now suppose it is true for 1 ≤ j ≤ k − 1. We then plug the ex-
pansion (A.14) into (A.13). It gives the following expression for W :
W (t) = ae−α1t+
1
α2 − α1 +
∫ t
T0
(eα2(s−t−eα1(s−t))P (W )ds+O(e−(j+1)α1t), (A.15)
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since (j + 1)α1 < α2 (because 1 ≤ j ≤ k − 1). But with the definition (A.11) of P
and the hypothesis (A.14) on the ai for i ≤ j we have that:
P (W (t)) =
j+1∑
i=2
a˜ie
−iα1t +O(e−(j+2)α1t),
where a˜i = P˜i(a1) with P˜i being a polynomial such that P˜i(0) = 0. We now put
this expression in (A.15) and compute the integral of the right hand side. For
2 ≤ i ≤ j + 1:∫ t
T0
(eα2(s−t − eα1(s−t))e−iα1sds = 1
α2−iα1 e
−α2t − 1(i−1)α1 e−α1t
+
(
1
α2−iα1 +
1
(i−1)α1
)
e−iα1t,
and: ∫ t
T0
(eα2(s−t − eα1(s−t))O(e−(j+2)α1s)ds = e−α2t ∫ t
T0
O(e(α2−(j+2)α1)s)ds
−e−α1t ∫ t
T0
O(e−(j+1)α1s)ds.
(A.16)
Since α2 > (j+2)α1 the first integral diverges, the second term is integrable. Hence:∫ t
T0
(eα2(s−t − eα1(s−t))O(e−(j+2)α1s)ds = e−α2tO(∫ t
T0
e(α2−(j+2)α1)sds)
−e−α1t( ∫ +∞
T0
O(e−(j+1)α1)
− ∫ +∞
t
O(e−(j+1)α1
)
= Ce−α1t +O(e−(j+2)α1t).
So we finally get for a constant C:
W (t) = Ce−α1t +
∑j+1
i=2 a˜i
1
α2−α2
(
1
α2−iα1 − 1−(i−1)α1
)
e−iα1t
+ O(e−(i+2)α1t).
(A.17)
By identifying this last identity with the expansion (A.14) given by the induction
hypothesis, one finds that in fact C = a1 and ai = a˜i for i ≤ j. Therefore the
property H(j) is true for j + 1.
By induction, we have proved that (A.14) is valid for j = k− 1. To finish the proof
one needs to do the same computation that we did before for the case j = k − 1
(i) If α2
α1
6= N. Then the only things that changes is that we do not have
e−α2t = O(e−(k+1)α1t), so we cannot throw away the terms involving e−α2t
and we get:
W (t) = Ce−α1t +
k∑
i=2
a˜ie
−iα1t +O(e−(k+1)α1t).
(ii) If α2
α1
is an integer, and k = α2
α1
−1 to go from k−1 to k we also do the same
computations as before. Now what changes is that we have a t corrective
term in (A.16):∫ t
T0
eα2(s−t)O(e−(k+1)α1t) = O(te−α2t).
which is what produces the log term in the expansion of Q in that case.

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Appendix B. Equivalence of norms
In this subsection we show that the notion of degree for admissible functions
(see Definition 2.7) is equivalent for usual derivatives and adapted ones. We also
show that the weighted usual Sobolev norms are equivalent, to some extent, to the
weighted adapted ones.
Lemma B.1. (equivalence of the degree) Let p2 be a real number and f a C
∞ radial
function. We recall that fk is the k-th adapted derivative defined in (2.19). The two
following proposition are equivalents:
(i) ∀k ≥ 0, ∂kyf = O
(
1
yp2+k
)
as y → +∞ .
(ii) ∀k ≥ 0, fk = O
(
1
yp2+k
)
as y → +∞ .
Let a ∈ R. For any u ∈ C∞rad there holds:27
k∑
i=0
∫
y≥1
|∂iyu|2
1 + y2k−2i+2a
∼
k∑
i=0
∫
y≥1
|ui|2
1 + y2k−2i+2a
. (B.1)
Proof of Lemma B.1. We just show that (i) implies (ii), the other implication being
similar. So we suppose:
f ∈ C∞rad, with ∀k ≥ 0, fk = O
(
1
yp2+k
)
as y → +∞.
We are going to show to following property by induction: for i an integer:, for all
0 ≤ j ≤ i and k ∈ N there holds:
H(i) ∂kyfj = O
(
1
yp2+j+k
)
for all 0 ≤ j ≤ i and k ∈ N.
The property H(0) is obviously true from the supposition on f . Suppose now H(i)
is true for i, and let k ∈ N, suppose in addition that i is odd. Then:
∂kyfi+1 = ∂
k
y (A∗fi) = ∂ky
[
∂yfi +
(
d− 1
y
+W
)
fi
]
.
As ∂ly
(
d−1
y
+W
)
= O
(
1
yl+1
)
the property H(i+ 1) is then true. If i is even, then
replacing A∗ by A leads to the same result as they have the same structure (they
divide or multiply by a potential similar to y−1) at infinity. We have proven that if
H(i) is true then so is H(i+ 1). Hence we have showed the first proposition of the
lemma by induction.
For the equivalence of the weighted norms away from the origin, we note that what
we have just proven is the fact that for any integer i:
∂iyf =
i∑
j=0
ai,jfj and fi =
i∑
j=0
a˜i,j∂
j
yf,
the functions ai,j and a˜i,j being radial and C
∞ outside the origin, with ai,j =
O(y−(i−j)) and a˜i,j = O(y−(i−j)) as y → +∞. This implies (B.1). 
We recall that the Laplace based derivatives of a C∞ functions are:
D2ku := ∆ku, and D2k+1u := ∂y∆
ku.
27the quantity need not be finite. By x ∼ y we mean here x
c
≤ y ≤ cx for c > 0.
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Lemma B.2. (Equivalence of weighted adapted norms) There holds for all u ∈ C∞
radial function and integer k:
k∑
i=0
∫
u2i
1 + y2k−2i
∼
k∑
i=0
∫ |Diu|2
1 + y2k−2i
. (B.2)
Proof of Lemma B.2. step 1: Leibnitz rule. Let f and u be C∞ radial, with:
∂kyf = O
(
ya−k
)
as y → +∞,
for some real number a. We will show the following property by induction: for any
integer i:
H(i) : (fu)i =
i∑
j=0
Vi,j(f)uj,
Vi,j(f) ∈ C∞ depending just on f , with ∂kyVi,j(f) ∼ ya−(j−i)−k, and with the regu-
larity
Vi,j(f)
y
∈ C∞ for i− j odd.
he property H(0) is obviously true. Suppose now it is true for i odd:
(fu)i+1 = A
∗((fu)i) =
∑i
j=0, j even A
∗(Vi,juj) +
∑i
j=0, j odd A
∗(Vi,juj)
=
∑i
j=0, j even
(
−A+ 2W + d−1
y
)
(Vi,juj+1)
+
∑i
j=0, j odd ∂yVi,juj + Vi,juj+1
=
∑i
j=0, j even Vi,juj+1 +
(
∂yVi,j + 2WVi,j +
(d−1)Vi,j
y
)
uj
+
∑i
j=0, j odd ∂yVi,juj + Vi,juj+1
=
∑
j=0, (i+1−j)even
(
∂yVi,j + 2WVi,j +
d−1
y
Vi,j + Vi,j−1
)
uj
+
∑
j=0, (i+1−j)odd ∂yVi,juj + Vi,j−1uj .
For the terms in the first sum we have: ∂yVi,j + 2WVi,j +
d−1
y
Vi,j + Vi,j−1 ∈ C∞
because of the property for i, and it satisfies the decay propriety:
∂ky
(
∂yVi,j + 2WVi,j +
d− 1
y
Vi,j + Vi,j−1
)
= O
(
ya−(i+1−j)−k
)
.
For the second one the asymptotic property is also true from the induction hypoth-
esis H(i), and we have indeed: 1
y
(∂y(Vi,j) + Vi,j−1) ∈ C∞. We have showed that if
H(i) is true for i odd, then H(i + 1) is true. For i even a similar reasoning gives
also that H(i) implies H(i+1). Consequently, the proprerty H(i) holds for all i ∈ N.
Step 2: passing from one derivation to the other: We now claim that for any in-
teger i another property holds:
H′(i) Diu =
i∑
j=0
V˜i,juj,
with Vi,j ∈ C∞ satisfaying ∂kyVi,j ∼ y−(i−j)−k, and for j − i odd 1y V˜i,j ∈ C∞. We
show this property also by induction. It is true for i = 0, 1, 2. Suppose now it is
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true for i ≥ 2. Suppose i even, then:
Di+1u = ∂y(D
iu) =
∑i
j=0, j even(−A+W )(Vi,juj)
+
∑i
j=0, j odd(A
∗ −W − d−1
y
)(Vi,juj)
=
∑i
j=0, j even−Vi,juj+1 + ∂yVi,juj
+
∑i
j=0, j odd Vi,juj+1 + (∂yVi,j −WVi,j − d−1y Vi,j)uj .
The asymptotic behavior of the potentials is easily checked from the induction hy-
pothesis. For i + 1 − j odd we have: V˜i+1,j = ∂yVi,j + Vi,j−1, which verifies indeed
1
y
V˜i+1,j ∈ C∞ from the induction hypothesis H′(i). Hence H′(i + 1) is true. We
have shown H(i) implies H′(i+1) for i even and claim that for i odd a very similar
proof shows the heredity. Therefore, the propriety H′(i) is true for any integer i
This implies: ∫
|Diu|2 ≤ C
i∑
j=0
∫
u2j
1 + y2(i−j)
,
which implies the control of the Laplace derivatives by adapted derivatives in the
Lemma. The other inequality of the equivalence can be proved exactly the same
way. The opposite formula holds indeed also:
ui =
i∑
j=0
V˜ ′i,jD
ju,
with V˜ ′i,j ∈ C∞, ∂ky V˜ ′i,j ∼ y−(i−j)−k and 1y V˜ ′i,j ∈ C∞ if i − j odd. The proof is left
to the reader.

Appendix C. Hardy inequalities
In this subsection we recall the standard Hardy estimates we used in the paper,
in order to make this paper self contained. We use them to derive Hardy type
estimates for the adapted norms, see next subsection. These analysis results, used
to relate a norm that is adapted to a linear flow to the standard L2 norms for usual
derivatives, is now used in a canonical way in some works about blow-up, see for
exemple [34] in a more subtle critical setting, [23] in a supercritical setting.
Lemma C.1. (Hardy inequality with best constant)
(i) Hardy near the origin: Let u ∈ ∩0<r<1H1(C(r, 1)), then:28∫
y≤1
|∂yu|2yd−1dy ≥ (d− 2)
2
4
∫
y≤1
u2
y2
yd−1dy − C(d)u2(1). (C.1)
(ii) Hardy away from the origin, non critical exponent: Let p > 0, p 6= d−22 , and
u ∈ ∩1<RH1(C(1, R)). If p is supercritical, p > d−22 then:29∫
y≥1
|∂yu|2
y2p
yd−1dy ≥
(
d− (2p + 2)
2
)2 ∫
y≥1
u2
y2p+2
yd−1dy − C(d, p)u2(1), (C.2)
(2p+ 2− d)2
4
∫ R
1
u2
y2p+2
yd−1dy ≤
∫ R
1
|∂yu|2
y2p
yd−1dy + C(d, p)u2(1). (C.3)
28Note that the quantities can be infinite.
29Note that the quantities can be infinite.
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If p is subcritical, 0 < p < d−22 , if:
30∫
y≥1
|u|2
y2p+2
yd−1dy < +∞, (C.4)
then: ∫
y≥1
|∂yu|2
y2p
yd−1dy ≥
(
d− (2p + 2)
2
)2 ∫
y≥1
u2
y2p+2
yd−1dy. (C.5)
Proof of Lemma C.1. A proof of this lemma can be found in [23]. 
We now state a useful refined version of Hardy inequality for arbitrary weight
function and number of derivatives. We denote by x := (x1, ..., xd) an element
x ∈ Rd. We introduce a notation for the partial derivatives of a function:
∂κf =
∂f
∂κ1x1 ...∂
κd
xd
(C.6)
for a d-tuple κ := (κ1, ..., κd) with |κ|1 =
∑d
i=1 κi.
Lemma C.2. (Weighted Fractional Hardy :) Let:
0 < ν < 1, k ∈ N and 0 < α satisfying α+ ν + k < d
2
,
and let f be a smooth function with decay estimates:
|∂κf(x)| ≤ C(f)
1 + |x|α+i , for |κ|1 = i, i = 0, 1, ..., k + 1, (C.7)
then for ε ∈ H˙α+k+ν , there holds εf ∈ H˙ν+k with:
‖ ∇ν+k(εf) ‖L2≤ C(C(f), ν, k, α, d) ‖ ∇α+k+νε ‖L2 . (C.8)
If f is a smooth radial function satisfying:
|∂i|x|f(|x|)| ≤
C(f)
1 + |x|α+i , i = 0, 1, ..., k + 1, (C.9)
then (C.8) holds.
Proof of Lemma C.2. We first proove for f satisfying the non radial condition (C.7),
and show after that for a radial function, this condition is equivalent to (C.9) the
radial condition mentionned in the Lemma.
Step 1: case for k = 0. A proof of the case k = 0 can be found in [23] for example.
Step 2: Proof for k ≥ 1. Let f , ε, α, ν and k satisfying the conditions of the
lemma, with k ≥ 1. Using Liebnitz rule for the integer part of the derivation:
‖ ∇ν+k(εf) ‖2L2≤ C
∑
(κ,κ˜),|κ||1+|κ˜|1=k
‖ ∇ν(∂κkε∂κ˜kf ‖2L2 (C.10)
We can now apply the result obtained for k = 0 to the norms ‖ ∇ν(∂κkε∂κ˜kf ‖2
L2
in (C.10). We have indeed that ∂κkε ∈ H˙α+k2+ν , and that ∂κ˜ satisfyies the decay
property from (C.7). It implies that for all κ, κ˜:
‖ ∇ν(∂κkε∂κ˜kf ‖2L2≤ C ‖ ∇ν+α+kε ‖2L2
which implies the result: ‖ ∇ν+k(εf) ‖2
L2
≤ C(C(f), ν, d, k, α) ‖ ∇ν+α+kε ‖2
L2
.
30we need integrability this time, a constant function violates this rule for example.
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Step 3: equivalence between the decay properties. We want to show that (C.7)
and (C.9) are equivalents for radial smooth functions, therefore implying the last
assertion of the lemma. Suppose that f is smooth, radial, and satisfies (C.7). Then
one has:
∂iyf(y) =
∂f
∂ix1
(|y|e1)
where e1 stands for the unit vector (1, ..., 0) of R
d. From this formula, we see that
the condition (C.7) on ∂f
∂ix1
(|y|e1) implies the radial condition (C.9). We now suppose
that f is a smooth radial function satisfying the radial condition (C.9). Then there
exists a smooth radial function φ such that:
f(y) = φ(y2).
With a proof by iteration left to the reader one has that the decay property (C.9)
for f implies the following decay property for φ:
|∂iyφ(y)| ≤
C(f)
1 + y
α
2
+i
, i = 0, 1, ..., k + 1,
Now the standard derivatives of f are easier to compute with φ. We claim that for
all d-tuple κ there exists a finite number of polynomials Pi(x) := Cix
i1
1 ...x
id
d , for
1 ≤ i ≤ l(κ), such that:
∂κf(x) =
l(κ)∑
i=1
Pi(x)∂
q(i)
|x| φ(|x|2)
with for all i, 2q(i)−∑dj=1 ij = |κ|1. This fact is also left to the reader. The decay
property for φ then implies:
|Pi(x)∂q(i)|x| φ(|x|2)| ≤
C
1 + yα+2q(i)−
∑d
j=1 ij
=
C
1 + yα+|κ|1
,
which implies the property (C.7). 
Appendix D. Coercivity of the adapted norms
Here we derive Hardy type inequalities for the operators A, A∗ and L. Such
quantities are easier to manipulate for the linear flow of the operator H (defined
in (1.31)). As for the previous section of the Appendix, this kind of bounds is now
standard and we refer to the papers quoted therein for the use of similar techniques.
We start with A∗, then A, and after that we are able to deal with the coercivity of
the adapted norms.
We recall that the profile ΦM is defined by equation (3.3). Its main properties
that we will use in this section are its localization on the first coordinate and its
non-orthogonality with respect to ΛQ (from (3.5) and (3.6)):
ΦM =
(
ΦM
0
)
, 〈ΦM ,ΛQ〉 = 〈Φm,Λ(1)Q〉 ∼ CM2k0+2δ0 > 0 (C > 0). (D.1)
We also recall the structure of the two first order differential operators on radial
functions A and A∗:
A∗ = ∂y +
(
d− 1
y
+W
)
, A = −∂y +W, (D.2)
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where W is a smooth radial function with the asymptotic at infinity from (2.9):
W =
−γ
y
+O
(
1
y1+g
)
as y → +∞ (D.3)
Lemma D.1. (Weighted coercivity for A∗). Let p be a non negative real number.
Then there exists a constant cp > 0 such that for all radial u ∈ H1loc(Rd) there
holds31: ∫ |A∗u|2
1 + y2p
≥ cp
[∫
u2
y2(1 + y2p)
+
∫ |∂yu|2
1 + y2p
]
. (D.4)
Proof of Lemma D.1. We take u satisfying the conditions of the lemma.
Step 1: Subcoercivity for A∗. We claim the subcoercivity lower bound:∫ |A∗u|2
1+y2p
≥ c
[∫
u2
y2(1+y2p)
+
∫ |∂yu|2
1+y2p
]
−1
c
[
u2(1) +
∫
u2
1+y2p+g
]
,
(D.5)
for a universal constant c = c(d, p) > 0. We introduce the operator: W˜ := W + d−1
y
.
First we estimate close to the origin:∫
y≤1 |A∗u|2 =
∫
y≤1(|∂yu|2 + W˜ 2u2 + 2W˜u∂yu)
=
∫
y≤1 |∂yu|2 +
∫
y≤1 u
2
(
W˜ 2 − 1
yd−1
(yd−1W˜ )
)
+W (1)2u(1)2
≥ ∫
y≤1 |∂yu|2 +
∫
y≤1 u
2( (d−1)
2−(d−1)(d−2)
y2
+O(1))
=
∫
y≤1 |∂yu|2 + (d− 1)
∫
y≤1
u2
y2
+O(
∫
y≤1 u
2).
(D.6)
Away from the origin, from the asymptotic (D.3):∫ R
1
|A∗u|2
y2p
=
∫ R
1
1
y2p
(∂yu+
d−1−γ
y
u+O( 1
y1+g
)u)2
=
∫ R
1
1
y2p
[∂yu+
d−1−γ
y
u]2 +
∫ R
1 uO
(
1
y2p+1+g
)(
∂yu+ uO
(
1
y
))
=
∫ R
1
1
y2p+2(d−1−γ)
|∂y(yd−1−γu)|2 +
∫ R
1 uO
(
1
y2p+1+g
)(
∂yu+ uO
(
1
y
))
.
(D.7)
Let v = yd−1−γu, and p′ = p+ d− 1− γ. We have: 2p′− (d− 2) = 2p+ d− 2γ > 0.
Hence we can apply the identity (C.3):∫ R
1
1
y2p+2(d−1−γ)
|∂y(yd−1−γu)|2 =
∫ R
1
1
y2p
′ |∂yv|2 ≥ C(d, p)
∫ R
1
v2
y2p
′+2
− C ′v2(1)
=
∫ R
1
u2
y2p+2
− C ′u2(1).
We have by developing the expression, using Cauchy Schwarz and Young’s inequal-
ity:
R∫
1
1
y2p+2(d−1−γ)
|∂y(yd−1−γu)|2 ≥
∫ R
1
|∂yu|2
y2p
+ C u
2
y2p+2
− C ′
(∫ R
1
|∂yu|2
y2p
) 1
2
(∫ R
1
u2
y2p+2
) 1
2
≥ (1− ǫ2C ′)
∫ R
1
|∂yu|2
y2p
+ (C − C′2ǫ )
∫ R
1
u2
y2p+2
.
Combining the last two estimates gives:∫ R
1
1
y2p+2(d−1−γ)
|∂y(yd−1−γu|2 ≥ c
(∫ R
1
u2
y2p+2
+
∫ R
1
|∂yu|2
y2p
)
− C ′u2(1), (D.8)
31The quantities need not be finite.
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for a constant c > 0. We come back to (D.7) and inject the bound (D.8), it yields:∫ R
1
|A∗u|2
y2p
≥ c
(∫ R
1
u2
y2p+2
+
∫ R
1
|∂yu|2
y2p
)
− 1
c
u2(1)
+
∫ R
1 uO
(
1
y2p+1+g
)(
∂yu+ uO
(
1
y
))
.
(D.9)
We now use Cauchy-Schwarz and Young inequalities on better decaying term:∣∣∣∫ R1 uO ( 1y2p+1+g)(∂yu+ uO ( 1y))
∣∣∣
≤ Cǫ ∫ R1 |∂yu|2y2p + Cǫ ∫ R1 |u|2y2p+2+2g + C ∫ R1 |u|2y2p+2+g .
Taking ǫ small enough and combining this bound with (D.9) gives for a constant
c > 0:∫ R
1
|A∗u|2
y2p
≥ c
(∫ R
1
u2
y2p+2
+
∫ R
1
|∂yu|2
y2p
)
− 1
c
(
u2(1) +
∫ R
1
u2
y2p+2+g
)
Because of the additional decay in the last term we have that if u
2
y2p+2
or
|∂yu|2
y2p
is non
integrable at infinity, then going to the limit R → 0 gives that |A∗u|2
y2p
is non inte-
grable. Therefore in that case all quantities in (D.4) are infinite and the inequality
is proven. Now, if they are integrable, then going to the limit R→ +∞ in the last
inequality and combining it with the estimate close to the origin (D.6)we proved
earlier gives the subcoercivity bound (D.5).
Step 2: Coercivity. We argue by contradiction. We suppose that there exists a
sequence of functions (un)n∈N such that, up to a renormalization:∫ |A∗u|2
1 + y2p
≤ 1
n
, and
∫
u2
y2(1 + y2p)
+
∫ |∂yu|2
1 + y2p
= 1 (D.10)
From the subcoercivity estimate (D.5) it implies that:
un(1)
2 +
∫
u2n
1 + y2p+2+g
& 1.
And by (D.10) we have that un is uniformly bounded in H
1[r,R]. Hence by com-
pacity and by an extraction argument there exists a limit profile u∞ ∈ H1loc such
that up to a subsequence,
un ⇀ u∞ in H1loc.
From continuity of functions in H1 in one dimension, and from compactness of the
injection H1 →֒ L2 on compact sets we have also:
un → u∞ in L2loc, un(1)→ u∞(1).
We now show that u∞ 6= 0. We have that u2n(1) → u2∞(1). Indeed the continuity
of the H1loc functions in 1 dimension, the strong convergence L
2 and of the equi-
continuity of the family {un} implies the convergence in L∞. If u2∞(1) 6= 0, then
u∞ 6= 0. If u∞(1) = 0 then the subcoercivity bound implies that
∫ u2n
1+y2p+2+g
& 1.
The local L2 convergence, and the fact that
∫ u2n
y2(1+y2p)
is uniformly bounded implies
that: ∫
u2n
1 + y2p+2+g
→
∫
u2∞
1 + y2p+2+g
.
Hence
∫ u2∞
1+y2p+2+g > 0 so u∞ 6= 0. In any cases we have found: u∞ 6= 0. On the
other hand from semi-continuity again we have that:
A∗u∞ = 0.
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This equation has for unique solution in H1 the function Γ up to multiplication by
a scalar. Hence:
u∞ = cΓ.
c is non zero because u∞ is non zero. But:∫
y≤1
Γ2
y2
&
∫
y≤1
yd−1
y2(d−2)+2
dy = +∞,
which contradicts (D.11). 
We now focus on the coercivity of the operator A.
Lemma D.2. (Weighted coercivity for A:) Let p be a non negative real number.
Let k0 and δ0 be defined by (1.17) (δ0 > 0)). Then:
(i) case p small: if 0 ≤ p < k0+ δ0− 1, then there exists a constant cp > 0 such
that for all u ∈ H1rad,loc(Rd) satisfying:∫
y≥1
u2
y2p+2
< +∞, (D.11)
there holds the coercivity:32∫ |Au|2
1 + y2p
≥ ck
[∫ |∂yu|2
1 + y2p
+
u2
y2(1 + y2p)
]
. (D.12)
(ii) case p large: let p > k0 + δ0− 1, let M be large enough (depending on d and
p only), then there exists cM,p > 0 such that if u ∈ H1rad,loc satisfies:
〈u,ΦM 〉 = 0. (D.13)
then:33 ∫ |Au|2
1 + y2p
≥ cM,p
[∫ |∂yu|2
1 + y2p
+
u2
y2(1 + y2p)
]
. (D.14)
Proof of Lemma D.2. As for A∗ we first show a subcoercivity bound and then show
that if we want to violate the Hardy type inequality, one must get closer and closer
to the zero of A which is Λ(1)Q, but this is impossible due to integrability conditions
in the case p small and due to the orthogonality condition for the case p large.
Step 1: subcoercivity. Let p ≥ 0. Then we claim that if u satisfies (D.11):∫ |Au|2
1 + y2p
≥ c
[∫ |∂yu|2
1 + y2p
+
u2
y2(1 + y2p)
]
− 1
c
[
u2(1) +
∫
u2
1 + y2p+2+g
]
, (D.15)
for a universal constant c > 0. We start by computing close to the origin using
(D.2), with the help of the Hardy inequality close to the origin (C.1):∫
y≤1 |Au|2 =
∫
y≤1 |∂yu|2 +
∫
y≤1O(u
2) +
∫
u∂yuO(1)
≥ c
(∫
y≤1 |∂yu|2 + u
2
y2
)
− 1
c
(
u2(1) +
∫
y≤1 u
2
)
+
∫
u∂yuO(1).
We apply Cauchy-Schwarz and Young inequality to control the last term:∣∣∣∣
∫
u∂yuO(1)| ≤ ǫC
∫
y≤1
∣∣∣∣ ∂yu|2 + Cǫ
∫
y≤1
u2.
32the quantities in the coercivity estimate need not be finite.
33idem.
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Taking ǫ small enough gives close to the origin:∫
y≤1
|Au|2 ≥ c
(∫
y≤1
|∂yu|2 + u
2
y2
)
− 1
c
(
u2(1) +
∫
y≤1
u2
)
. (D.16)
Away from the origin, we use the asymptotics (D.3) of the potential W to derive:∫ R
1
|Au|2
y2p
=
∫ R
2
1
y2p
[
∂yu+
γ
y
u+O
(
u2
y1+g
)]2
=
∫ R
1
1
y2p
[
∂yu+
γ
y
u
]2
+
∫ R
1 O
(
u
y2p+1+g
)(
∂yu+ uO
(
1
y
))
.
(D.17)
This time we let v = yγu, and 2p′ = 2p + 2γ. We observe: 2p′ − (d − 2) =
2p − 2k0 + 2− 2δ0 < 0 in the case p small and > 0 in the case p large. For p small
we have from (??):∫ R
1
1
y2p
[
∂yu+
γ
y
u
]2
=
∫ R
1
|∂yv|2
y2p
′ ≥ c
∫ R
1
v2
y2p
′+2 − R
d−2p′−2
d−2−2p′ v
2(R)
= c
∫ R
1
u2
y2p+2
− Rd−2−2k
d−2−2p u
2(R).
(D.18)
As we did in the proof of the sub-coercivity estimate for A∗, the identity (D.17) and
the control (D.18) imply using Cauchy-Schwarz and Young inequality:∫ R
1
|Au|2
y2p
≥ c′
(∫ R
1
u2
y2p+2
+
|∂yu|2
y2p
)
− 1
c
(
Rd−2−2p
d− 2− 2pu
2(R) +
∫ R
1
u2
y2p+2+g
)
.
The integrability condition (D.11) gives that along a sequence Rn the u(Rn) term
goes to zero. This allow us to conclude that if
|∂yu|2
y2p
is not integrable, then |A
∗u|2
y2p
is not integrable neither. This gives the Hardy inequality in the case the quantities
are infinite. We can now suppose that the involved quantities are finite. We go to
the limit in the previous equation along Rn and combine it with (D.16) to obtain
the subcoercivity estimate.
For p large we are in the supercritical case in the standard Hardy inequality for
v. We can do verbatim the same reasoning we did for the proof of the subcoercivity
estimate for A∗.
Step 2: Coercivity. We argue by contradiction. If the hardy inequality we want
to show was wrong, there would exist a sequence (un)n∈N, such that:∫ |∂yun|2
1 + y2p
+
u2n
y2(1 + y2p)
= 1,
∫ |Au|2
1 + y2p
→ 0.
From the subcoercivity estimate implies:
u2n(1) +
∫
u2n
1 + y2p+2+g
& 1,
and un ⇀ u∞ in H1loc(]0,+∞[). The quantities go the same way to the limit and
we find that u∞ is not zero and must satisfy:
Au = 0.
This implies u∞ = cΛ(1)Q, c 6= 0.
If k ≥ k0 then the orthogonality condition goes to the limit with the weak topology
and we find 〈u∞,ΦM 〉 = 0 which violates (D.1). If k ≤ k0 − 1, we have from lower
semi continuity that: ∫
u2∞
1 + y2p+2
< +∞,
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but Λ(1)Q does not satisfy this inequality because as −2γ−2p−2+d = 2(k0−p)−
2(1 − δ0) > 0 we have: ∫
Λ(1)Q2
1 + y2p+2
= +∞.
In both cases there is a contradiction. Hence the lemma are proven. 
Once the coercivity properties of A and A∗ have been established, we can turn to
the core of this part: the coercivity estimates for the adapted norms provided some
orthogonality conditions are satisfied.
Lemma D.3 (Coercivity of Ek). We still assume δ0 6= 0. k denotes an integer. We
recall that uj, the j-th adapted derivative of u, is defined in (2.19).
(i) case k small Let 0 ≤ k ≤ k0 and 0 ≤ δ < δ0. Then there exists a constant
ck,δ > 0 such that for all u ∈ Hkrad,loc(Rd) satisfying:
k∑
p=0
∫
u2p
1 + y2k−2p
< +∞, (D.19)
there holds: ∫
u2k
1 + y2δ
≥ ck
k−1∑
p=0
∫
u2p
1 + y2k−2p+2δ
. (D.20)
(ii) case k large Let k ≥ k0 + 1 and 0 ≤ δ < δ0, let j = E(k−k02 ). Then for
M = M(k) large enough, there exists cM,k > 0 such that for all H
k
loc,rad(R
d)
satisfying:
k∑
p=0
∫
u2p
1 + y2k−2
< +∞ and 〈u,LpΦM 〉 = 0, for 0 ≤ p ≤ j − 1, (D.21)
there holds: ∫
u2k
1 + y2δ
≥ cM,k
k−1∑
p=0
∫
u2p
1 + y2k−2p+2δ
. (D.22)
Corollary D.4 (Coercivity of EsL). Let L and σ be defined by (2.35) and (3.13) (L
is odd) and 0 ≤ δ < δ0. Then there exists a constant c > 0 such that for all radial
ε ∈ H˙sL × H˙sL−1 ∩ H˙σ × H˙σ−1 satisfying:
〈ε,H∗iΦM 〉 = 0 for 0 ≤ i ≤ L, (D.23)
there holds:
sL−1∑
p=0
∫ |ε(1)p |2
1 + y2sL−2p+2δ
+
sL−2∑
p=0
∫ |ε(2)p |2
1 + y2sL−2−2p+2δ
≤ c
(∫ |ε(1)sL |2
1 + y2δ
+
∫ |ε(2)sL−1|2
1 + y2δ
)
(D.24)
‖ ε ‖2
H˙sL×H˙sL−1≤ cEsL < +∞, (D.25)
the adapted derivatives uk being defined by (2.19) and EsL being defined by (3.11).
Proof of Corollary (D.4). Step 1: Proof that EsL < +∞. From the equivalence be-
tween Laplace derivatives and adapted ones, (B.2), one has:∫
|ε(1)sL |2 ≤ C
sL∑
i=0
∫ |Diε(1)|2
1 + y2sL−2i
.
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For σ ≤ i ≤ sL one has by interpolation
∫ |Diε(1)|2 < +∞, hence ∫ |Diε(1)|2
1+y2sL−2i
< +∞.
For 0 ≤ i ≤ σ one has Diε(1)
1+yσ−i
∈ L2 from the Hardy inequality (C.8). Consequently
in that case we also have D
iε(1)
1+ysL−i
∈ L2. This proves:∫
|ε(1)sL |2 < +∞.
Similarily one has
∫ |ε(2)sL−1|2 < +∞, implying EsL < +∞. Step 2: Proof of the
coercivity estimate. We want to apply the previous Lemma D.3 for k = sL. We
have seen in the previous step 1 that the integrability condition (D.21) is met. Now
from the formula (2.23) giving the powers of H∗ we compute that the orthogonality
condition (D.23) implies:
〈ε(1),LiΦM〉 = 〈ε(2),LiΦM 〉 = 0 for 0 ≤ i ≤ L− 1
2
.
We compute: E
[
k−k0
2
]
= E
[
L+k0+1−k0
2
]
= L+12 . Therefore the Lemma D.3 applies
and gives the bound (D.24). Now we use the equivalence between Laplace and
adapted derivatives (B.2), with the bound we just proved for (D.24) for δ = 0 and
it yields (D.25). 
Proof of Lemma D.3. case k small: We suppose 1 ≤ k ≤ k0, and that u is a function
satisfying the conditions of the lemma. We have, depending on the parity of k:
uk = Auk−1 or uk = A∗uk−1.
In both cases, the conditions required to apply to uk−1 Lemma D.2 or Lemma D.1
are fulfilled. Consequently: ∫
u2k
1 + y2δ
&
∫
u2k−1
1 + y2+2δ
.
If k − 1 = 0 we have finished. If not, then again, uk−1 = Auk−2 or uk−1 = A∗uk−2
and in both cases we can apply Lemma D.2 or Lemma D.1 which gives:∫
u2k
1 + y2δ
&
∫
u2k−1
1 + y2+2δ
&
∫
u2k−2
1 + y4+2δ
.
We can iterate k times what we did previously to obtain:∫
u2k
1 + y2δ
&
∫
u2k−1
1 + y2+2δ
& ... &
∫
u21
1 + y2(k−2)+2δ
&
∫
u2
1 + y2k+2δ
,
which gives the result in that case.
Case k large: Suppose first that k ≥ k0+1 and that j = k−k02 ∈ N∗, so k = k0+2j.
We can apply the result for k small we just showed to derive:∫
u2k
1 + y2δ
&
∫
u2k−k0
1 + y2k0+2δ
=
∫
u22j
1 + y2k0+2δ
.
Since 2j is even we know that: u2j = A
∗A...A∗Au = A∗u2j−1 and we can apply
Lemma D.1 to find:∫
u22j
1 + y2k0+2δ
&
∫
u22j−1
1 + y2k0+2+2δ
=
Au22j−2
1 + y2k0+2+2δ
.
139
We need an orthogonality condition for u2j−2 in order to go on. This is given by
the orthogonality condition on u. Indeed:
〈u2j−2,ΦM 〉 = 〈u,Lj−1ΦM 〉 = 0.
Hence: ∫
u22j−1
1 + y2(k0+1+δ)
&
∫
u22j−2
1 + y2(k0+2+δ)
.
We need exactly the j orthogonality conditions to iterate like that till we reach 0.
Suppose now that k = k0 + 2j + 1. Then it works the same, indeed without use of
orthogonality conditions:∫
u2k
1 + y2δ
&
∫
u2k−1
1 + y2+2δ
& ... &
u2k−k0
1 + y2k0+2δ
=
∫ |Au2j |2
1 + y2k0+2δ
.
We have exactly j orthogonality conditions to go down to zero as we did before:∫ |Au2j |2
1 + y2k0+2δ
&
∫
u22j
1 + y2k0+2δ
& ... &
∫
u2
1 + y2k+2δ
.
This ends the proof. 
Appendix E. Specific bounds for the analysis
We make use here of the tools established in the last subsection to control ε.
Again, the use of such estimate is standard in blow-up issues, and we refer to the
papers quoted in Appendix C. Although their proofs are not very hard to write once
one has the previous results, we put it here for the reader’s convenience. aAs the
non-linearity just acts on ε(1) we just state results for this coordinate.
Lemma E.1. Under the bootstrap conditions (3.27) of Proposition 3.2 and pro-
vided that ε satisfies the orthogonality conditions (3.9) there holds (EsL and Eσ being
defined in (3.11) and (3.14)):
(i) Improved Hardy inequality: For j ∈ N and p > 0 satisfying σ ≤ j + p ≤ sL:∫
y≥1
|∂jyε(1)|2
1 + y2p
≤ C(M)E
sL−(j+p)
sL−σ
σ E
j+p−σ
sL−σ
sL , (E.1)
(ii) L∞ control:
‖ ǫ(1) ‖L∞≤ C(K1,K2,M)
√
Eσb
( d2−σ)+ 2α(p−1)L+O(σ−scL )
1 , (E.2)
(iii) Weighted L∞ bound: for 0 < a < d2∥∥∥∥∥ ǫ
(1)
1 + xa
∥∥∥∥∥
L∞
≤ C(K1,K2,M)
√
Eσba+(
d
2
−σ)+
( 2
p−1+a)α
L
+O(σ−scL )
1 . (E.3)
Proof of Lemma E.1. Proof of (i): Let j ∈ N and p satisfying σ ≤ j + p ≤ sL. For
a slow decaying potential, ie if p satisfies in addition p < d2 then the equivalence
between Laplace derivatives and ∂y ones away from the origin, together with the
weighted Hardy inequality (Lemma C.2) gives:∫ |∂jyε(1)|2
1 + y2p
≤ C
∫
|∇j+pε(1)|2,
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and we conclude by interpolation. We claim now that:
sL∑
i=0
∫
y≥1
|∂iyε(1)|2
1 + y2(sL−i)
≤ C(M)EsL .
Indeed, from the equivalence between ∂y and adapted derivatives (Lemma B.1), and
from coercivity we have:
sL∑
i=0
∫
y≥1
|∂iyε(1)|2
1 + y2(sL−i)
∼
sL∑
i=0
∫
y≥1
|ε(1)i |2
1 + y2(sL−i)
≤ C(M)EsL .
This claim implies that for a fast decaying potential, ie p = sL − j:∫ |∂jyε(1)|2
1 + y2p
≤ EsL .
Now, for d2 ≤ p ≤ sl − j we interpolate the last two results, as for a ≤ b ≤ c:
|ε(1)|2
1 + y2b
∼
( |ε|2
1 + y2a
) c−b
c−a
( |ε|2
1 + y2b
) b−a
c−a
and this gives (i).
Proof of (ii). We prove it for ε(1), the proof for the second coordinate being
similar. By the coercivity bound (D.25) we have that:
‖ ∇sLε(1) ‖2L2≤ C(M)EsL .
We have by interpolation that for all σ ≤ k ≤ sL, ∇kε(1) ∈ L2 with the control
‖ ∇kε(1) ‖2L2≤ C(M)E
sL−k
sL−σ
σ E
k−σ
sL−σ
sL .
Denoting by ˆε(1) the Fourier transform of ε(1) we have:
|ε(1)(y)| ≤
∫
|ξ|≤1
| ˆε(1)||ξ|k12
|ξ|k12
+
∫
|ξ|≥1
| ˆε(1)||ξ|k22
|ξ|k22
.‖ ∇k1ε(1) ‖L2 + ‖ ∇k2ε(1), ‖L2
with σ < k1 <
d
2 < k2 < sL. Using the interpolation bound previously derived and
taking k1, k2 → d2 gives:
|ε(1)(y)|2 ≤ CE
sL−
d
2
sL−σ
σ E
d
2−σ
sL−σ
sL ≤ CEσb
2(L+(1−δ0)(1+η)−(σ−sc) ℓℓ−α)(d2−σ)
(
1
sL
+ σ
s2
L
+O( 1
L3)
)
1
= CEσb
(d
2
−σ)2+
2
p−1 (2η(1−δ0)+2α)
L
+O
(
(σ−sc)
L
)
1 ≤ CEσb
(d
2
−σ)2+
2
p−1α
L
+O
(
(σ−sc)
L
)
1
which gives the result.
Proof of (iii) Take a ≥ 1, α ≤ a≪ sL. Then from (i):
‖ ∇E[d2+1] ε(1)1+ya ‖2L2 ∼
∫ ∣∣∣DE[d2+1] ( ε(1)1+a)∣∣∣2 ≤ C(M)E
sL−E[ d2+1]−a
sL−σ
σ E
E[d2+1]+a−σ
sL−σ
σ .
And we estimate the same way ‖ ∇E[ d2−1] ε(1)1+ya ‖2L2 . We can the interpolate this two
estimations to have an estimate for ‖ ε(1)1+ya ‖L∞ . By calculating the exponents the
same way we did for the proof of (ii) we get the result of the lemma for a. Now we
can interpolate this result with (ii) to conclude for any exponent 0 ≤ a ≤ sL. 
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