This paper presents a novel two phase method that combines one class support vector machine classifiers classifiers using combination rules to quantitatively assess the degree of abnormality at various heights during individual aircraft descents and also over the whole descent.
Introduction
The introduction and development of one class classifiers and novelty detection methods has increased the potential for more accurate fault detection systems. Such systems are very important in a world that has become increasingly automated. As such, the topics of fault diagnosis [1, 2, 3, 4] , detecting mechanical failure [5, 6, 7] and condition monitoring [8, 9] are important within the research community. The faults themselves can potentially have catastrophic consequences such as loss of the machine, loss of revenue and even death. Therefore there is an increasing demand for diagnostic systems that can not only detect faults but also identify when the system is moving from normal operation to abnormal (or unusual) operation.
on the overall impact of the parts.
Gardner et al. [16] uses a one class SVM with a sliding window to detect seizures from electroencephalography recordings (EEGs). The benefits of the method are that it is not patient specific and it does not require training on seizure data which can be very difficult to obtain. It achieves a sensitivity of over 95%, highlighting the ability of the one class SVM to detect unseen events.
Abnormalities in combustion were looked at by Clifton [17] .
Note that in this paper, a positive SVM decision function value denotes abnormality whereas in this paper, it denotes normality.
A one class SVM was trained on data from each of the three combustion chambers to identify the moment that the overall combustion became unstable. To this end, a mean, product, maximum and a minimum combination rule was used on the three classifier outputs. It was found that the mean and maximum rules were the most effective in detecting precursors to unstable combustion but it was also stated that all four rules could provide useful information. Clifton showed that this approach was very accurate in identifying the first signs of unstable combustion.
Combination rules were also studied by Tax et al. [18] for the purposes of improving classification by combining the outputs from multiple classifiers. Rather than training one classifier on a large dataset, there can be advantages to training different classifiers on different parts of the dataset and combining their information to classify the data. It is found that the mean rule is best when the posterior probabilities are not well estimated.
The system described in this paper is similar to the method in Clifton's paper, but there are subtle differences. Clifton's method is trying to detect the first time an anomaly occurs whereas when analysing flight data, if possible, all anomalies and their impact should be detected. To this end, the first phase consists of classifiers considering snapshot data at different heights during the descent. In Clifton's paper, the classifier output was assessed using combination rules. Also, there was no interest in comparing several sets of combustion tests to find the most abnormal combustion. This ability is useful to analyse multiple descents. To achieve this, the second phase of the approach consists of one classifier analysing the outputs of the classifiers in phase one and ranking the occurrences by a single novelty score. The method is fully described in section 5.
The novelty of the proposed method is that it quantifies the degree of normality/abnormality at selected points during the descent. By modelling each height during the descent via a one class SVM and using the difference between the decision function value and the computed threshold, analysts can identify the points where abnormalities occur and how abnormal they are. In addition, the method has the ability to rank multiple occurrences of the descents using another SVM which compares the all the outputs for an individual task. This unique feature enables the analyst to identify those descents that had the greatest overall novelties so that action can be taken to remedy any problems. Furthermore, such scores could be plotted over time to identify persistent deviations from the airline's standard operating procedures.
Support Vector Novelty Detection
One Class Support Vector Machine (OCSVM) [13, 19] is a powerful novelty detection method based on the support vector machine [20, 21] .
Consider 'normal' training data x 1 , x 2 , ..., x l ∈ R n . Let φ be the mapping φ : R → F into some feature dot product space
, φ(y)) be a positive definite kernel which operates on the mapping φ. In this paper, the kernel used is the Gaussian kernel, k(x, y) = exp − x − y 2 /2σ 2 , as it suppresses growing distances in larger feature spaces. Here, σ is the width parameter associated with the Gaussian kernel. The data is mapped into the feature space via the kernel function and is separated from the origin with maximum margin. The decision function is found by minimising the weighted sum of the support vector regulariser and the empirical error term depending on a margin variable ρ and individual error terms ξ i , min w∈F,ξ∈R l ,ρ∈R
where w is a weight vector in F and v is the fraction of the training set to be regarded as outliers. Using Lagrangian multipliers, α i , β i ≥ 0, with constraints and setting the derivatives of those multipliers with respect to w equal to zero leads to
The dual problem is formulated to give
Solutions for the dual problem yield parameters w 0 , ρ 0 where
Here, N s is the number of support vectors and s i denotes a support vector. The decision function is given by
The 'abnormality' detection function is then given by
The user has to choose the appropriate kernel, with its associated parameters for the problem. However, rather than choosing an error penalty C as via the classical SVM method, one chooses a value for ν which is the fraction of the training set to be classified as outliers. The software used for this classifier is LIBSVM for Matlab version 2.91 [22] , a well established SVM program.
The one class SVM is ideally suited to this type of prob- 
Combination Rules
In this paper, a Combination Rule (CR) is regarded as a statistic summarising a set of data; in this case, the set of SVM decision values for an occurrence of a descent. For n heights, the combination rules used are as follows
i where x i < 0,
x i where x i < 0,
SumPos
The sum rule has been chosen because it is able to assess the impact of positive and negative values in an additive way and thus is able to quantitatively assess the quality of an occurrence of a descent. The standard deviation is a measure of the spread of the data and it is anticipated that a high standard deviation will be indicative of an abnormal descent. It is probable that the minimum will be more useful than the maximum value as it directly measures the most abnormal value. The number of negatives measures how many of the heights returned negative values and, along with the sum of the negative values, should be a good measure of the degree of abnormality of the descent.
The sum of the positive values should provide a measure of the normality of the descent and the ratio rule, similar to the sum rule, should be able to consider the descent as a whole.
It is noted that the sum rule is a linear combination of the sum of the negatives rule and the sum of the positives rule. This is not advisable in general when choosing features but for this problem, a brute force method will be used which considers all possible combinations of rules in order to find the best subset of rules.
The motivation behind introducing the combination rules was the concern that by using the raw-values, large abnormalities for one stage could distort the overall score. Furthermore, if the descent was represented by a large number of heights, the 2nd phase feature space would have a large number of dimensions. This would mean there would need to be training data numbering at least an order of magnitude larger than the number of heights. For some applications this could be hard to satisfy. By using the combination rules, the dimension of the second phase feature space will remain small and large amounts of training data will not be needed.
Proposed Method
In this section, the proposed two phase method is detailed. 
Method Details
• Using relevant domain knowledge, identify the airport for which the descents are being made into and select a suit- • Create training and testing sets for each of the heights.
• Train a one class SVM for each height.
• For each descent in the training and testing sets, form a feature vector containing the combination rules computed from the SVM output from each height.
• Feature vectors formed from SVM outputs from training data form a new training set for the second phase. Likewise for feature vectors created from testing data.
• Train a new one class SVM on the training set of feature vectors and test it using the corresponding testing set.
• The SVM output ranks the descents by their level of overall abnormality.
Experiments

Overview
In this section, the proposed method is tested on artificial data and real world flight data. The artificial data is used to establish if the combination rules provide better performance than using the raw outputs and if so, which combination rules achieved the best results.
The flight data is obtained from jet aircraft making a descent and landing on the same runway. The data has been extracted from data obtained from that airline's Flight Data Monitoring 
Error Metrics
To assess the performance of the classifiers in this paper, the standard confusion matrix will be utilised, where True Positive which gives the impression of a strong model. The BER however is 50%, highlighting the fact that the classifier is very poor at detecting negative examples.
Artificial Data
To test the proposed method, Gaussian data was generated along with outliers to identify how well descents with outliers This means that the problem becomes a two class classification problem and so the outlier model is too unrealistic. This problem is avoided by using the same distribution for the target class and the outlier class but multiplying the covariance matrix by small numbers to generate outliers, thus ensuring that the majority of outliers are close to the target class. 
Results
This section shows the BERs for each of the artificial experiments and compares the results if the raw values or the combination rules are used as the inputs for the second phase SVM. Tables 3, 4 and 5 show the results for 10, 20 and 50 sample points respectively. In all cases the combination rules produce a superior BER by a significant margin. This is perhaps because the combination rules are better able to describe the 'shape' of the graphed phase 1 SVM outputs which enables the phase 2 SVM to obtain better results. Furthermore, there is likely to be some redundancy in using all the SVM outputs (raw values) as not all sample points may be significant. This is likely in this instance due to the fact that the artificial abnormal data is abnormal at every sample point. In general, for both methods, classification improves with more sample points though this could be due to the same reason. 
Flight Data Experiment
In this section, the proposed method is tested on real data from jet aircraft descending and preparing to land. Snapshot data is taken from certain heights in the descent, which of course all aircraft must pass through if they are to land. The data set consists of 1,518 descents by one operator onto the same runway at the same airfield. All the descents were anal- In this experiment the number of heights is varied to determine if this has any impact on the results, along with all possible non empty subsets of the set of all 8 combination rules. In the results section of this experiment, there is reference to the term Descent Abnormality Profile (DAP). This is a chart plotted for an individual descent for which the raw SVM output from each of the phase 1 classifiers is plotted against the heights that those SVMs represent. This enables the user to immediately identify any regions of abnormality and the heights at which they occur at. Table 6 shows all the features used in the flight data. These were selected via expert knowledge. Note that not all features are used at each height.
Features
In this section, some of the features used in this dataset are analysed. Figure 2 shows the differences in the distributions of the Distance-Height ratio for the normal and abnormal descents. All heights for which this parameter was used are included in this chart and range from 10000ft to 2500ft. The majority of the normal data is contained between 250Ft/NM and 350Ft/NM whereas the abnormal data has a larger proportion of its values in the higher and lower regions. Figure 3 shows the differences in the Indicated Airspeed dis- tributions for the normal and abnormal descents. The spiky nature of the middle part of the chart highlights that the aircraft for the most part of the descent aim to fly at specific speeds.
Though it is not as distinct as the Distance-Height chart, there is a larger proportion of the abnormal data in the higher and lower regions. An important point to note is that many of the data points on the abnormal descents will be normal; thus making it harder to detect overall differences. Figure 4 shows the differences in the Recommended Rate of Descent (ROD) distribution for the normal and abnormal descent. This data ranges from 1000ft to 100ft. For a given aircraft groundspeed, it is the recommended rate of descent in order to land on the correct part of the runway. Like figure 2 , most of the normal data is between -100 and 200 feet per minute, the centre part of the graph. There is a greater proportion of abnormal data in the tails of the distribution. Table 7 shows the main results for the flight data experiment.
Results
As expected, by increasing the number of heights, the BER for both approaches falls. The raw value method and the combination rule method produce similar results with the combination rule approach having a lower BER at 10 heights. A two-tailed t-test was also used to analyse the data. The combination rule approach has a significantly lower average BER with 10 heights (t(18) = 5.2807 p<0.05) though with 13 heights the raw value approach BER is significantly lower (t(18) = 4.9906, p<0.05).
However for 24 heights, there is no significant difference between the two methods (t(18) = 1.6612, p<0.05). What is interesting to note is that the best rule set for all experiments contains rule 4 and 8 (minimum and ratio). This is logical given that they make statements about the abnormal regions of the DAPs and therefore should be valuable in describing them.
Of the 63 descents which have abnormalities, only 19 were detected by traditional flight data analysis methods using the event based parameter exceedance approach (see Appendix B
of [25] for details). There were no false positives and the de- 
Analysis of Select Descents of the Flight Data
In this section, 3 descents are studied to highlight how the method provides information about the degree of abnormality at various heights.
Descent 1 -Very steep descent.
The large negative region on figure 5 is caused by the very steep descent of the aircraft. At 10000ft, the aircraft has just 24NM track miles to go compared to the average value of 40NM. This leads to high rates of descent, high airspeeds and heavy speedbrake usage. Furthermore, at 2500ft and 2000ft, Table 9 : Event List Descent 1.
Event Name Severity Level Height
High Descent Rate >2000ft 1 2935
High Speed 500-50ft 1 286 table 9 for a list of events. Table 11 shows some of the heights of interest for this flight. High Speed 500-50ft 3 284
Low Pitch at Touchdown 3 20
G Landing 1 0
Descent 2 -High speed event
At 10000ft the aircraft is 60NM from the runway at an airspeed of 207kts. The average track miles to landing is 40NM and the average indicated airspeed is 275kts. From the available evidence the aircraft chose a shallow descent because of high winds. Once the aircraft reaches a height of around 750ft, the airspeed begins to increase and the pitch angle becomes negative. See table 11 for a list of events. Table 10 shows some of the heights of interest for this flight.
The slightly negative region shown on the DAP (see figure 6) resulted from the aircraft descending earlier than usual and at a slower than average indicated airspeed. Whilst this is not unsafe, it is unusual. However, the main point of interest is after 500ft. At 1000ft the aircraft satisfies the criteria for a stable approach but from 500ft, the airspeed has increased rapidly and the pitch angle is negative. The impact of these parameters is visible on the DAP. 
Descent 3 -Normal descent
This descent is smooth with an airspeed and a rate of descent typical for this approach. Landing gear and flaps are deployed at typical heights and by 1500ft, the aircraft is established on the Instrument Landing System (ILS) with a normal speed. By 1000ft, the aircraft's airspeed is around vref + 8 kts with a rate of descent appropriate for its groundspeed. The approach power is set and flap 30 (landing flap) has been chosen. Table 12 shows some of the heights of interest for this flight.
The DAP (see figure 7) is such that all data points are positive, highlighting that the descent has been conducted with the majority of parameters at the different heights within normal ranges. Table 12 shows that some of the parameters at certain heights were abnormal but their impact on the whole descent was not enough to make the descent itself abnormal or for that matter, any of the heights. 
Discussions of Method and Results
Discussion of Method
The benefits of such a method are that firstly abnormalities can be detected and individual descents can be ranked against others. Phase 2 outputs can be stored and over time, this historical information could prove very valuable in assessing any changes in the act of descending. It could be affected by very cold or very hot weather or there could be differences between early descents and later descents resulting from changes to the standard operating procedures. All of this information can be utilised to improve the responses of the maintenance teams and the flight safety officers. The ability of the one class SVM to interpret abnormal data in the training set is important because whilst it may be possible to obtain faults with which to test on, there might be examples of unusual data which contains no faults but they are still different to normal approach conditions.
The ability to handle this unseen data is very important. Another benefit is that the magnitude and sign of the SVM output allows descents to be directly compared and this can be useful in assessing any differences over a period of time. There are also very few parameters to be optimised. If the Gaussian kernel is used then a grid search can be used to optimise σ P1 , σ P2 , ν P1
and ν P2 . The P1 parameters are those of the individual SVMs for phase 1 and the P2 parameters are those for the single SVM in phase 2.
There are however some disadvantages. Firstly, it is not intuitively clear how to choose the number of heights. However, the results show that more heights led to a smaller BER. It is clear that significant domain knowledge will be needed in order to understand which heights could be informative and the features necessary to record at each height.
Discussion of Results
Looking at the results for the artificial data experiment (see It is also unlikely that abnormal occurrences of a descent will be abnormal at every sample point, thus making them harder in principle to detect.
In the flight data experiment (see table 7), the BERs for the raw value method and the combination rule method are closer and in fact there is little difference between the two methods as the combination rule method is significantly lower with 10 heights, the raw value method is significantly lower with 13 heights and there is no significant difference with 24 heights.
The results for the artificial data set (see tables 13 to 15) are illuminating in terms of the best combination rules to choose. appears the least often is unusual given that a low minimum is an indication of an abnormality or unusual behaviour. However, given that the outlier data will be similar for each sample point (since they were generated from the same Gaussian parameters), the minimum may not stand out very much.
Another point to make is that although there were 8 rules available, the classifier never needed more than 6 rules to achieve the best BER and usually 2 or 3 was enough. In some cases one rule was enough but this is likely to be because of the artificial nature of the data.
It is important to note that there are some important differences between the artificial data and the flight data. Whilst the artificial abnormal occurrences had abnormalities at nearly all of the sample points, this was not the case for the flight data. In fact some normal flights had abnormalities at some heights but in the opinion of the flight data experts, these were not enough to make the label of those descents abnormal. Similarly, descents that were regarded as abnormal often had regions of normal flight. For this reason, it is not surprising that rule 8 is one of the best rules in the 3 experiments (see table 13 ). It is able to consider the impact of the negative and positive regions in terms of number and magnitude and is therefore ideal for detecting abnormalities. Rule 4 is also prominent because a low 
It highlights that whilst rule 3 (maximum) has very low correlation with any rule, inclusion of this rule significantly raises the average BER. This demonstrates that it is not a useful rule because even abnormal descents can have high maximums. Table 18 shows the average BERs and average best BERs when using a certain number of rules. As is perhaps expected, using more rules reduces the average BER but interestingly 6
is the optimum number in terms of best average BER. This reflects the complexity of the dataset. However, due to the high correlation between many of the features, the lowest BER is achieved with only 3 rules (see table 10 ). 
Conclusion
In this paper, a method that demonstrates two different ways to combine one class classifiers to identify abnormalities in aircraft descents and rank multiple descents has been introduced.
The results show that on artificial data, using combination rules, rather than the raw SVM outputs, achieves a lower BER for all experimental parameters as shown in 2. It also highlights that there is no optimum set of combination rules to achieve a low BER on artificial data. However, of the combination rules, rules 1, 7 and 8 (sum, sum of negatives and ratio) appear the most often. Rules 1 and 8 are able to assess both positive and negative regions so it is not surprising that they perform well whilst rule 7 is useful given that the abnormal occurrences are designed to be abnormal at each sample point.
The experiments on the real world flight data set produced results different to those from the artificial experiment. This is due to the fact that for abnormal descents, abnormalities are unlikely to occur at every height. The results demonstrate that rules 4 and 8 (minimum and ratio) perform well on a difficult dataset. Both are included in the best set of rules for each choice of heights.
Although the combination rule method is no worse statistically than the raw value method, it does have an added advan-tage. The dimensionality of the feature space for the 2nd phase SVM is equal to the number of heights. This means that for large numbers of heights, the training set would need to contain task instances numbering at least an order of magnitude larger if classifying via the raw-value method. If the combination rule method is used, the dimensionality remains the same which means the training set does not need to be as large.
Section 6.5 demonstrates that the method can accurately identify abnormalities and assess their impact in the form of the DAP which allows the user to easily to assess any points of interest. By collecting historical data, the user can identify if there are any changes at any of the heights and perform the appropriate actions.
For future work, it is intended to investigate whether different heights are needed for different runway approaches and whether there is an optimum number of heights that produces the best BER.
