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Resumo
O problema de estimar dados faltantes em matrizes aparece em diversas aplicações
e tem despertado interesses de pesquisadores das mais variadas áreas. Em termos
gerais, o Problema de Completamento de Matrizes (PCM) consiste em determinar
as entradas desconhecidas ou imprecisas de uma matriz. Em diversas situações
o PCM está associado a matrizes que possuem postos reduzidos. Nestes casos,
o PCM pode ser modelado como um problema de otimização, que admite uma
relaxação nuclear na forma Lagrangiana por meio de um parâmetro regularizador.
Neste trabalho, desenvolvemos um estudo teórico e computacional sobre o PCM
com posto reduzido. Propomos uma maneira de computar a sequência associada
ao parâmetro regularizador, quando o posto da matriz é conhecido visando acele-
rar a convergência do algoritmo conhecido na literatura como Soft-Impute. Esta
modificação tem apresentado resultados computacionais relevantes permitindo, por
exemplo, resolver problemas com até 99% de dados faltantes com alta precisão.
Como aplicação, exploramos o completamento de Matriz de Distâncias Euclidianas
(EDM) e propomos um protocolo de recuperação que explora a matriz de Gram
associada à EDM. Finalmente, comparamos os resultados obtidos, usando a nossa
proposta, com os resultados obtidos a partir de outros métodos e propomos aplica-
ções relacionadas ao processamento de imagens, tanto para eliminação de ruído
quanto para a construção de compressores de imagens usando o PCM. Diversos
resultados numéricos atestam a eficiência das nossas propostas.
Palavras-chave: Completamento de Matrizes, Posto Reduzido, Matrizes de Dis-
tâncias Euclidianas, Matriz de Gram, Regularização.
Abstract
The problem of estimating missing data in matrices appears in several applications
and it has aroused the attention of researchers from different areas. In general,
the Matrix Completion Problem (PCM) consists in determining the unknown or
imprecise entries of a matrix. In several situations the PCM is associated with
matrices that have low-rank. In these cases, the PCM can be modeled as an
optimization problem that admits a nuclear relaxation in the Lagrangian form,
and uses a regularization parameter. In this work, we develop a theoretical and
computational study on the PCM with low-rank. We propose a new way to compute
the sequence associated with the regularization parameter for the case where the
rank of the matrix is known in order to accelerate the convergence of the algorithm
known in the literature as Soft-Impute. This modification has presented relevant
computational results allowing, for example, solving problems with up to 99% of
missing data with high precision. As an application, we explore the Euclidean
Distances Matrix (EDM) completion and propose a retrieval protocol that explores
the Gram matrix associated to the EDM. Finally, we compare the results obtained,
using our proposal, with the results obtained from other methods and propose
applications related to image processing, both for noise elimination and for the
construction of image compressors using PCM. Several numerical results attest the
efficiency of our proposals.
Keywords: Matrix Completion, Low-Rank, Euclidean Distance Matrix, Gram
Matrix, Regularization.
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Introdução
Panorama geral
Neste trabalho, discorremos sobre o Problema de Completamento de Matrizes
(PCM), que consiste em estimar entradas desconhecidas de uma determinada matriz.
O PCM envolve diversas aplicações e teve seu ápice recentemente com resultados
que mostram que, sob certas condições, é possível recuperar as entradas em falta,
mesmo com um número reduzido das entradas conhecidas de uma matriz [10].
Esse problema surge em diversas áreas como, por exemplo, filtragem colaborativa
[1, 36], aprendizado de máquina [2, 3], controle [31], sensoriamento remoto [8], visão
computacional [37] e geometria de distâncias [18].
Usaremos as expressões "completar matriz" e "recuperar matriz" como
expressões sinônimas que, de grosso modo, significam determinar as entradas em
falta da matriz. Também, usaremos as expressões "entradas conhecidas" e "valores
observados" como sinônimas.
No decorrer do trabalho, apresentaremos as demonstrações dos principais
resultados relacionados com as nossas contribuições. Todos esses resultados estão
diretamente ligados à convergência do algoritmo Soft-Impute [30] (onde aparece uma
das contribuições), ou relacionados com o posto reduzido da matriz de distâncias
Euclidianas [18] (tema da outra contribuição).
Trabalhos relacionados
A literatura sobre PCM é vasta e se divide, basicamente, em duas grandes
linhas. Uma que estipula algumas condições e infere sobre a quantidade mínima de
entradas conhecidas para que se possa recuperar as entradas em falta (limitantes
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teóricos), e outra que busca métodos/algoritmos eficientes para resolver o problema.
Vários resultados sobre limitantes teóricos são conhecidos. Candès e Recht
[10] mostraram que é possível completar uma matriz M ∈ Rn×n de posto r com
apenas uma quantidade de valores observados da ordem de n1.2r log n. Candès e
Plan [12] também provaram que com uma quantidade de ordem de nr log2 n, com
um erro que é proporcional ao nível do ruído nos valores observados, é possível
recuperar os valores em falta. Nessa mesma linha, Keshavan et al [22], Candès e Tao
[11] apresentaram resultados melhorarando os resultados de Candès e Recht [10].
Posteriormente, Recht [35] melhorou ainda mais os resultados citados. Todos esses
trabalhos sobre os limitantes teóricos têm por base a resolução de um problema
convexo (relaxação nuclear). Como era de se esperar, com base nesses resultados
teóricos, vários trabalhos foram publicados, propondo algoritmos eficientes para
resolver o PCM. Dentre eles destacam-se o SVT [9], o Soft-Impute [30], o AGP [38]
e o algoritmo baseado no Lagrangiano aumentado [28]. Além desses, vários outros
algoritmos foram desenvolvidos com propósitos específicos [5, 16, 22, 23, 25, 44].
Motivações e contribuições da tese
Uma das motivações do presente trabalho advém de problemas reais cujo
posto da matriz associada é conhecido a priori ou pertence a um conjunto de
cardinalidade baixa. Um exemplo é o problema de conformação molecular [21, 26],
onde procura-se associar a cada átomo de uma determinada molécula, um ponto
do espaço R3, sabendo apenas um subconjunto das distâncias entre os átomos.
Sabe-se [18] que o posto da matriz de distâncias Euclidianas (EDM) associada a
esse problema é no máximo 5.
Partindo do pressuposto de que o posto da matriz a ser completada é conhecido
a priori, propomos uma nova maneira de computar a sequência associada ao
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parâmetro regularizador que pode ser utilizada em métodos iterativos baseados em
decomposição em valores singulares como o Soft-Impute [30]. A proposta consiste
em atualizar o parâmetro iterativamente em função do posto da matriz, acelerando
consideravelmente a convergência desses métodos.
Uma outra contribuição desta tese está relacionada com a recuperação de
matrizes de distâncias Euclidianas (EDM). Propomos recuperar uma EDM por meio
da matriz de Gram associada e mostramos, numericamente, que essa abordagem é
mais eficiente do que recuperar diretamente a EDM.
Os resultados relacionados com esta tese foram apresentados em [34, 32] e
versões estendidas submetidas para revistas estão disponíveis em arXiv [33].
Organização da tese
O restante do trabalho está organizado da seguinte maneira: no Capítulo
1, introduzimos o Problema de Completamento de Matrizes, com destaque ao
caso particular do conjunto das matrizes de posto reduzido, que é o foco central
do trabalho. No Capítulo 2, discorremos sobre os principais métodos/algoritmos
para a resolução do Problema de Completamento de Matrizes de Posto Reduzido
(PCMPR). O Capítulo 3 contém as principais contribuições desta tese. Apresen-
tamos a proposta de computar o parâmetro regularizador para problemas em
que o posto é conhecido a priori, e a abordagem de recuperar EDM por meio da
matriz de Gram. No Capítulo 4, apresentamos os resultados numéricos relativos às
propostas apresentadas no Capítulo 3 e também algumas aplicações do PCMPR
para a recuperação de imagens. Finalmente, apresentamos nossas considerações
finais e algumas perspectivas futuras.
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1 Completamento de Matrizes de Posto
Reduzido
Neste capítulo descrevemos o PCM e aproveitamos para deixar claro a notação
que será usada no decorrer deste trabalho. Apresentamos também algumas definições
e os principais resultados da área.
1.1 O Problema de Completamento de Matrizes
SejamM ∈ Rm×n, I = [m] := {1, 2, . . . ,m}, J = [n] e Ω ⊂ I×J . Suponhamos
que da matriz M só se conhece as entradas cujas posições estão em Ω. Ao problema
 encontrar X ∈ R
m×n
sujeito a Xij = Mij, (i, j) ∈ Ω,
(1.1)
denominamos de Problema de Completamento de Matrizes (PCM).
Podemos ver que o problema (1.1) é um problema mal posto, uma vez que
infinitas soluções são admissíveis. Assim sendo, precisaremos de propriedades extras
da matriz M para contornar esse impasse.
Seja Pp (6= ∅) um conjunto de matrizes que têm a propriedade p. Redefinimos
o problema (1.1) da seguinte maneira:
encontrar X
sujeito a Xi,j = Mi,j, (i, j) ∈ Ω
X ∈ Pp.
(1.2)
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Neste trabalho, vamos considerar que a matriz a ser completada é uma matriz
de posto baixo, assunto que abordaremos na seção seguinte.
1.2 Completamento de Matrizes de Posto Reduzido
1.2.1 Modelagem do problema e aplicações
A seguir, introduzimos algumas noções da Álgebra Linear, com o intuito de
definir o posto de uma matriz e dar a ideia de quando ele é considerado baixo.
Definição 1 (Combinação linear). Considere o conjunto de vetores V = {v1, v2, . . . ,
vm} ⊂ Rn e o conjunto dos escalares {α1, α2, . . . , αm} ⊂ R.
A expressão dada por
α1v1 + α2v2 + . . .+ αmvm, (1.3)
chamamos de combinação linear dos elementos de V .
Definição 2 (Dependência e independência linear). Dizemos que o conjunto V =
{v1, v2, . . . , vm} ⊂ Rn é linearmente dependente se
α1v1 + α2v2 + . . .+ αmvm = 0, αi ∈ R, i ∈ [m], (1.4)
para algum αi 6= 0.
Caso (1.4) seja verificada somente quando αi = 0, ∀i ∈ [m], dizemos que o conjunto
V é linearmente independente.
Definição 3 (Posto de uma matriz). Seja M ∈ Rm×n. O posto da matriz M ,
denotado por posto(M), é o número máximo de linhas ou colunas linearmente
independentes.
O foco central deste trabalho está intimamente relacionado com a restrição
no posto da matriz. As matrizes M ∈ Rm×n de interesse para este trabalho são tais
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que r  min(m,n), onde r é o posto de M .
Um conceito fundamental para o completamento de matrizes de posto reduzido
é o da decomposição em valores singulares, que apresentaremos a seguir.
Definição 4 (Valores singulares). SejaM ∈ Rm×n uma matriz de posto r. Às raízes
quadradas positivas dos autovalores de MMT ou de MTM , λi, i ∈ [r], chamamos
de valores singulares de M e simbolizamos por σi =
a
λi, i ∈ [r].
Teorema 1 (Decomposição em Valores Singulares [19]). Seja M ∈ Rn×m uma
matriz de posto r. Então, M pode ser escrita na forma
M = UΣV T , (1.5)
onde U ∈ Rn×n e V ∈ Rm×m são matrizes ortogonais e Σ ∈ Rn×m é dada por
Σ =
»– Σ1 0r×(m−r)
0(n−r)×r 0(n−r)×(m−r)
fifl , (1.6)
com Σ1 = diag{σ1, . . . , σr}.
A decomposição (1.5) é chamada de decomposição em valores singulares de
M . As colunas de U são vetores ortonormais e são chamados de vetores singulares
à direita de M e as colunas de V também são ortonormais e chamados de vetores
singulares à esquerda de M .
Uma outra forma comumente utilizada é a seguinte:
Teorema 2 (SVD condensada [42]). Seja M ∈ Rm×n uma matriz não nula de
posto r. Então existem U ∈ Rm×r, Σ ∈ Rr×r e V ∈ Rn×r tais que U e V são
matrizes com colunas ortogonais, Σ é uma matriz diagonal com as entradas na
diagonal principal σ1 ≥ σ2 ≥ . . . ≥ σr > 0, e
M = UΣV T . (1.7)
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A fórmula (1.7) é comumente apresentada como:
M =
∑
k∈[r]
σkukv
T
k , (1.8)
onde σ1, . . . , σr > 0 são os valores singulares, u1, . . . , ur são as colunas de U , e
v1, . . . , vr são as colunas de V .
O resultado seguinte nos dá uma alternativa para o cálculo do posto. Como
iremos ver mais à frente, a aplicação desse resultado será um ponto chave nos
algoritmos de completamento.
Teorema 3 ([39]). Seja M ∈ Rm×n. O posto de M é a quantidade de valores
singulares não nulos.
Demonstração. Seja r o número de valores singulares não nulos da matriz M dada
na forma SVD por
M = UΣV T .
Claramente, posto(Σ) = r. Sendo U e V matrizes de posto completo, temos que
posto(M) = posto(Σ) = r.
Agora que já definimos o posto de uma matriz, demos a noção de quando
uma matriz tem posto reduzido e apresentamos o resultado que conecta o posto
e a decomposição em valores singulares, estamos em condições de apresentar
formalmente o problema de completamento de matrizes de posto reduzido.
A forma mais comum de modelar esse problema é aproximá-lo pelo seguinte
problema de otimização:
min
X
posto(X)
s.a Xij = Mij (i, j) ∈ Ω,
(1.9)
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onde X ∈ Rm×n é a variável de decisão e Ω é o conjunto dos índices dos valores
observados.
O problema (1.9) pertence à classe dos problemas NP-difícil, indicando que
ele seja intratável computacionalmente [41]. Com esse impasse, o que em geral
se faz, é usar a relação existente entre o posto e os valores singulares da matriz
X. Uma vez que o posto da matriz X é dado pela quantidade dos seus valores
singulares não nulos, em vez de minimizar o posto da matriz X, minimiza-se a soma
dos seus valores singulares. Assim sendo, tem-se o seguinte problema de otimização:

min
X
‖X‖∗
s.a Xij = Mij, (i, j) ∈ Ω,
(1.10)
onde ‖X‖∗ é a norma nuclear de X, definida como sendo a soma dos valores
singulares
˜
‖X‖∗=
n∑
k=1
σk(X)
¸
. Ao problema (1.10) denomina-se relaxação nuclear.
A grande vantagem do problema (1.10) é que ele é um problema convexo e
pode ser resolvido de forma eficiente, usando técnicas adequadas [10].
Uma hipótese razoável de se admitir é que os dados podem conter ruídos.
Sendo assim, o problema (1.10) pode ser reformulado da seguinte maneira:
min
X
‖X‖∗
s.a
∑
(i,j)∈Ω
pXij −Mijq2 ≤ δ, (1.11)
onde δ ≥ 0 é a tolerância associada ao nível de ruído.
O problema (1.11) pode ser tratado numa forma Lagrangiana, dada por:
min
X
1
2
∑
(i, j)∈Ω
(Mij −Xij)2 + λ‖X‖∗, (1.12)
onde λ é o parâmetro de regularização que controla a norma nuclear do minimizadorpXλ de (1.12). O problema (1.12) será o foco para o PCMPR neste trabalho.
Existem muitos problemas práticos que requerem o completamento de uma
matriz a partir do conhecimentos de algumas das suas entradas. Em muitas dessas
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situações a matriz associada tem posto reduzido ou aproximadamente reduzido. A
seguir, citamos algumas áreas, onde o problema de completamento aparece:
• Euclidean embedding problem (EEP)
No EEP, dado um subconjunto de distâncias entre pontos, pretende-se encon-
trar uma configuração de pontos (as coordenadas cartesianas) num espaço
de dimensão d, cuja distância Euclidiana entre os pontos dessa configuração
satisfaça as distâncias conhecidas. Se conseguirmos determinar as distâncias
desconhecidas a partir das conhecidas e das propriedades da matriz de dis-
tâncias Euclideanas, basicamente o problema estará resolvido, uma vez que
existem algoritmos eficientes para computar uma configuração quando todas
as distâncias são conhecidas [13].
1 2
3
4
5
−→ D =
»————–
0 X X × X
X 0 X X ×
X X 0 X ×
× X X 0 X
X × × X 0
fiffiffiffiffifl
Figura 1 – Euclidean embedding problem visto como um problema de completa-
mento de matrizes. X− distâncias conhecidas; ×− distâncias desconhe-
cidas.
Exemplos de aplicações práticas deste problema aparecem em localização em
redes de sensores [8] e em conformação molecular [21].
• Sistemas de recomendação
Em sistemas de recomendação, pretende-se estimar as respostas de usuários
para determinadas opções que não foram avaliadas, utilizando dados de
avaliações que o usuário fez para outros produtos/opções. Com base nessas
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previsões, novos produtos podem ser sugeridos para diferentes classes de
usuários [17].
Um famoso problema é o Netflix problem [20]:
– Os usuários (representados nas linhas da matriz de dados) tem a opor-
tunidade de avaliar filmes (coluna da matriz de dados). Cada usuário
avalia um pequeno número de filmes (a priori, aqueles que ele já viu),
fazendo com que os valores observados sejam muito poucos. É do in-
teresse da Netflix o completamento dessa matriz para que possa fazer
recomendações de novos filmes aos usuários. É razoável admitir que essa
matriz de dados tem posto reduzido, uma vez que possivelmente apenas
alguns fatores contribuem para a preferência individual.
F1 F2 F3 . . . Fn
U1 ? 3 4 . . . ?
U2 4 ? ? . . . 2
U3 ? ? 3 . . . 5
... ... ... ... . . . ...
Um 2 4 ? . . . ?
Tabela 1 – Ilustração do Netflix Problem. A entrada na posição (i, j) representa a
avaliação do filme Fj pelo usuário Ui.
1.2.2 Restrições sobre os valores observados
• Quantidade mínima
Claro está que precisamos ter uma quantidade mínima de entradas conhecidas
para que o completamento tenha sentido e para não cairmos na situação em
que qualquer valor para uma dada entrada da matriz nos leve a uma solução
do problema. Nesta seção, vamos apenas discutir essa quantidade mínima em
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função de graus de liberdade da matriz a ser completada. Outros limitantes
serão abordados nas seções seguintes.
Definição 5 (Número de graus de liberdade). O número de graus de liberdade
de um dado problema é a quantidade de variáveis independentes do problema
que deve ser especificada para que o problema tenha solução única.
Analisemos o número de graus de liberdade de uma matriz M ∈ Rm×n
de posto r. Para tal, consideremos a decomposição SVD de M , dada pelo
Teorema 1.
M =
»– | | |u1 · · · ur · · · um
| | |
fifl
»———————–
σ1
. . .
σr
0
. . .
0
fiffiffiffiffiffiffiffifl
»– | | |v1 · · · vr · · · vn
| | |
fiflT .
(1.13)
Para que o posto de M continue inalterado, estamos livres para trocar os
r valores singulares positivos por qualquer outro conjunto de valores positivos.
Com isso, podemos constatar que o número total de graus de liberdade associado
aos valores singulares σ1, . . . , σr > 0 é r. Relativamente aos m vetores singulares
à esquerda, o primeiro tem m − 1 graus de liberdade devido à normalização; o
segundo tem m− 2, pois é, além disso, ortogonal ao primeiro; o r−ésimo tem m− r
graus de liberdade. Os restantes vetores singulares não são contabilizados, uma vez
que correspondem aos valores singulares iguais a zero [18]. Assim sendo, o número
total de graus de liberdade associado aos vetores singulares à esquerda uk é dado
por:
(m− 1) + (m− 2) + . . .+ (m− r) = mr −
r∑
i=1
i = mr − r(r + 1)2 (1.14)
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De maneira análoga, o número total de graus de liberdade associado aos
vetores singulares à direita vk é dado por:
(n− 1) + (n− 2) + . . .+ (n− r) = nr −
r∑
i=1
i = nr − r(r + 1)2 (1.15)
Portanto, o número total de graus de liberdade de uma matriz de posto r é
dado por
df = r +
ˆ
mr − r(r + 1)2
˙
+
ˆ
nr − r(r + 1)2
˙
= mr + nr − r2 (1.16)
Assim sendo, se o número de entradas conhecidas de uma matriz M ∈ Rm×n
de posto r for inferior a df , então existem infinitas matrizes de posto r com essas
entradas.
Exemplo 1. Consideremos uma matriz não nula M ∈ R2×2 de posto r = 1, dada
por:
M =
»– a c
b d
fifl , a, b, c, d ∈ R.
Temos que
posto(M) = 1⇔ det(M) = 0⇔ ad = bc. (1.17)
Por outro lado, o número de graus de liberdade da matriz M é dado por
df (M) = r(m+ n− r) = 3. (1.18)
Se conhecermos apenas 2 entradas de M (|ΩM |= 2), a equação (1.17) torna-se
uma equação possível e indeterminada, fazendo com que existam uma infinidade de
matrizes consistentes com as entradas conhecidas, de posto 1. Isso resulta do fato
da quantidade de valores observados ser inferior ao número de graus de liberdade
(|ΩM |< df (M)), como foi referido acima.
Note que a análise feita apenas nos informa a quantidade de entradas conhe-
cidas abaixo da qual o problema fica mal posto, isto é, o problema terá infinitas
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soluções. Portanto, esse resultado não nos garante que com uma quantidade de
entradas conhecidas igual ou superior ao número de graus de liberdade da matriz
tenhamos necessariamente o problema resolvido.
• Posições das entradas
Devemos ter em atenção as posições dos valores observados. Vamos ver que
caso queiramos que o problema seja bem definido (no sentido de não ter infinitas
soluções), precisamos impor algumas restrições nas posições.
Seja M ∈ Rm×n uma matriz de posto 1, dada por
M = xyT , x ∈ Rm e y ∈ Rn. (1.19)
A componente xi só aparece na i−ésima linha da matriz M . Portanto, se
não tivermos pelo menos uma informação da i−ésima linha de M não podemos
computar o valor de xi. O mesmo acontece com yj em relação à j−ésima coluna
de M . Essa análise que fizemos para uma matriz de posto 1 pode ser feita para
um posto qualquer, levando-nos à mesma conclusão. Assim sendo, não podemos
reconstruir qualquer matriz se não for conhecida pelo menos uma entrada de cada
linha/coluna.
Perante essas restrições, uma questão natural que aparece é:
• Quais são as condições que devemos impor sobre a quantidade de valores
observados m e sobre as posições dos mesmos para garantirmos a reconstrução
da matriz?
A resposta sobre esta questão será desenvolvida na subseção seguinte.
1.2.3 Limitantes teóricos
As condições discutidas na subseção anterior traduzem as condições para que
o problema seja bem posto. Nesta subseção discorreremos sobre as condições sufici-
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entes. Apresentaremos os principais resultados presentes na literatura, baseados
em hipóteses sobre as posições dos valores observados e sobre a matriz em si.
Para estabelecer tais resultados, precisaremos de alguns conceitos fundamen-
tais.
Definição 6 (Coerência [10]). Sejam U um subespaço de Rn de dimensão r e PU
a projeção ortogonal sobre U . A coerência de U é definida como
µ pUq = n
r
max
1≤i≤n
‖PUei‖22 , (1.20)
onde ei é o i−ésimo vetor canônico.
Usando o conceito da coerência, definem-se duas propriedades: a incoerência
e a incoerência forte. Essas duas propriedades são cruciais nos teoremas sobre os
limitantes teóricos que serão enunciados mais a frente.
Considere uma matriz M ∈ Rn1×n2 , cuja decomposição em valores singulares
(condensada) é dada por:
M =
∑
k∈[r]
σkukv
T
k , (1.21)
com espaços coluna e linha denotados por U e V respectivamente. A projeção
ortogonal sobre o espaço coluna PU e a projeção ortogonal sobre o espaço linha PV
são dadas por:
PU =
∑
i∈[r]
uiu
T
i , (1.22)
PV =
∑
i∈[r]
viv
T
i . (1.23)
Considere ainda a matriz E dada por
E :=
∑
i∈[r]
uiv
T
i . (1.24)
Considere agora as seguintes premissas:
Capítulo 1. Completamento de Matrizes de Posto Reduzido 33
A0: ∃µ0 > 0 : max pµ pUq , µ pV qq ≤ µ0.
A1: ∃µ1 > 0 : ∀ (i, j) ∈ [n1]× [n1] e (k, l) ∈ [n2]× [n2]ˇˇˇˇ
〈ei, PUej〉 − r
n1
1i=j
ˇˇˇˇ
≤ µ1
?
r
n1
, (1.25)
ˇˇˇˇ
〈ek, PV el〉 − r
n2
1k=l
ˇˇˇˇ
≤ µ1
?
r
n2
, (1.26)
onde 1i=j é 1 se i = j e 0, caso contrário.
A2: ∃µ2 > 0 : ∀ (i, j) ∈ [n1]× [n1],
|Eij| ≤ µ2
?
r?
n1n2
. (1.27)
Definição 7 (Incoerência). Dizemos que M obedece a propriedade da incoerência
relativa aos parâmetros µ0 > 0 e µ2 > 0, se A0 e A2 são satisfeitos.
Definição 8 (Incoerência forte). Dizemos que M obedece a propriedade da inco-
erente forte relativa ao parâmetro µ3 > 0 se A1 e A2 são satisfeitos, e podemos
tomar µ1 e µ2 ambos menores ou iguais a µ3.
Teorema 4 ([10]). Considere uma matriz M ∈ Rn1×n2 de posto r, obedecendo A0 e
A2. Seja n := max(n1, n2). Suponha que observamos m entradas de M com posições
amostradas aleatoriamente com distribuição uniforme. Então existem constantes
positivas C e c tais que, se
m ≥ C max
´
µ22, µ
1/2
0 µ2, µ0n
1/4
¯
nr(β log n), (1.28)
para algum β > 2, então o minimizador para o problema (1.10) é único e igual a
M com probabilidade no mínimo de 1 − cn−β. Para r ≤ µ−10 n1/5 esta estimativa
melhora para
m ≥ Cµ0n6/5r(β log n) (1.29)
com a mesma probabilidade de sucesso.
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Teorema 5 ([11]). Considere uma matriz M ∈ Rn1×n2 de posto r = O(1) obe-
decendo a propriedade da incoerência forte relativa ao parâmetro µ3. Seja n :=
max(n1, n2). Suponha que observamos m entradas de M com posições amostradas
aleatoriamente com distribuição uniforme. Então existe uma constante positiva C
tal que, se
m ≥ Cµ43n plog nq2 , (1.30)
então M é a solução única para o problema (1.10), com probabilidade no mínimo
de 1− n−3.
Tanto o Teorema 4 como o Teorema 5 exigem que a matriz M seja incoerente.
Essa condição pede que os vetores singulares de M estejam suficientemente espa-
lhados, no sentido de não terem grande quantidade de zeros nas suas componentes.
Caso contrário, o problema fica mais difícil de se resolver, precisando assim de uma
grande quantidade de valores observados para tal. Por exemplo, suponhamos que o
vetor singular à esquerda uk é igual a ei e que o vetor singular à direita vk é igual
a ej. Nessa situação, o valor singular σk só pode ser recuperado se a entrada (i, j)
for observada, o que é provável somente quando uma quantidade significativa de
elementos da matriz for observada. Assim, quanto menor for a quantidade de zeros
nos vetores singulares, menor é a quantidade de elementos observados necessários
para a recuperação da matriz.
Candès e Tao [11] apresentaram um conjunto de três modelos de matrizes que
apontam para o fato de que, se todas as componentes de cada vetor singular forem
próximas, o valor do parâmetro da incoerência é baixo (situação desejável de acordo
com os Teoremas 4 e 5). Esses autores desenvolveram o modelo ortogonal limitado
uniformemente, o modelo de posto reduzido e de baixa coerência e o modelo aleatório
ortogonal, e mostraram que sob certas condições, matrizes que se encaixam num
desses modelos podem ser recuperadas de forma exata, sabendo-se apenas uma
pequena quantidade das suas entradas.
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• Modelo ortogonal limitado uniformemente
Considere uma matriz M ∈ Rn×n, cuja decomposição em valores singulares é
dada por M = UΣV T . Suponhamos que
max
k∈[n]
{‖uk‖∞, ‖vk‖∞} ≤
a
µB/n, (1.31)
onde µB = O(1). Candès e Tao [11] mostraram que, em geral, as matrizes
que satisfazem (1.31) também satisfazem as propriedades A1 e A2 com
µ1 = µ2 = O(
a
log n). Repare que µ1 e µ2 são valores pequenos, o que nos
leva a concluir que se (1.31) for obedecida, a propriedade da incoerência forte
é estabelecida para um parâmetro µ pequeno.
O modelo é desenhado da seguinte forma:
– Considere duas famílias arbitrárias de n vetores ortonormais {u1, . . . , un}
e {v1, . . . , vn}, obedecendo (1.31).
– Selecione r vetores singulares à direita uα(1), . . . , uα(r) aleatoriamente,
com reposição, da primeira família, e r vetores singulares à esquerda
vβ(1), . . . , vβ(r) aleatoriamente, com reposição, da segunda família.
– Faça M =
∑
k∈[r]
kσkuα(k)v
T
β(k), onde 1, . . . , r ∈ {−1,+1} são escolhidos
aleatoriamente de forma independente e uniforme, e σ1, . . . , σr > 0 são
números positivos distintos arbitrários.
• Modelo de posto reduzido e de baixa coerência
Neste modelo assume-se que r = O(1) e que os vetores singulares obedecem
(1.31), uma vez que essa condição implica que o valor do parâmetro da
incoerência µ seja baixo.
• Modelo aleatório ortogonal
Neste caso, os procedimentos para a geração de uma matriz são semelhantes
aos do modelo ortogonal limitado uniformemente. Só não se pede que os
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vetores singulares satisfaçam (1.31). Assume-se que [u1, . . . , un] e [v1, . . . , vn]
são matrizes ortogonais aleatórias independentes e usa-se o fato de que a
máxima entrada de uma matriz ortogonal aleatória (n× n) é O
˜c
log n
n
¸
com alta probabilidade para mostrar que este modelo obedece a propriedade
de incoerência forte com µ3 = O(log n).
Os resultados teóricos descritos neste capítulo dão suporte a diferentes métodos
e algoritmos para resolver o PCM que serão discutidos no próximo capítulo.
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2 Algoritmos para Completamento de
Matrizes de Posto Reduzido
Neste Capítulo, vamos discorrer sobre os principais algoritmos usados para
resolver o problema de completamento de matrizes de posto reduzido existentes
na literatura, dando especial atenção aos algoritmos baseados na decomposição
em valores singulares. Todos os algoritmos buscam resolver o problema (1.10) ou
formulações equivalentes.
Diversos algoritmos têm sido propostos com vista a estimar os valores faltantes
de uma matriz de posto reduzido. A maioria deles visa resolver a relaxação nuclear
apresentada no capítulo anterior. Candès e Recht [10] usaram algoritmos da progra-
mação semidefinida. Krislock [24] utilizou técnicas de redução facial semidefinida
para completar matrizes de distâncias Euclideanas de posto reduzido. Mazumder
et al [30] usaram técnicas baseadas em decomposição em valores singulares para
resolver o problema relacionado com a norma nuclear. De forma semelhante, Cai et
al [9] construíram um algoritmo cuja essência está relacionada com a decomposição
SVD. Esses métodos são discutidos em detalhes ao longo deste capítulo.
2.1 Definições e Resultados básicos
Nesta seção vamos discorrer sobre os conceitos e os resultados básicos que
sustentam os algoritmos de completamento de matrizes de posto reduzido. Como
veremos a seguir, a decomposição em valores singulares de uma matriz vai desem-
penhar um papel crucial nesses algoritmos.
Definição 9 (Operador soft-thresholding). Seja M ∈ Rm×n uma matriz de posto r
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cuja decomposição em valores singulares é dada por
M = UΣV T ,
com U ∈ Rm×r, Σ = diag p{σi}ri=1q ∈ Rr×r e V ∈ Rn×r.
Para cada λ > 0, o operador soft-thresholding Sλ(·) é definido da seguinte maneira:
Sλ(M) ≡ UΣλV T , (2.1)
onde Σλ = diag p{max(σi − λ, 0)}ri=1q.
Um resultado interessante do ponto de vista de aproximação de matrizes
considerando o posto é o seguinte:
Teorema 6 ([42]). Seja A ∈ Rn×m uma matriz de posto r. Considere A = UΣV T
a SVD de A, com valores singulares σ1 ≥ σ2 ≥ . . . ≥ σr > 0. Para k ∈ [r − 1],
defina Ak = UΣkV T , onde Σk ∈ Rn×m é a matriz cuja diagonal principal é dada
por diag{σ1, . . . , σk, 0, . . . , 0}.
Então, posto(Ak) = k, e
σk+1 = ‖A− Ak‖2= min {‖A−B‖2: posto(B) ≤ k} . (2.2)
O Teorema 6 nos diz que dentre todas as matrizes de posto menor ou igual a
k, Ak é a mais próxima de A.
A seguir, vamos apresentar o conceito de subgradiente, que será utilizado para
demonstrar um dos resultados mais importantes do problema de completamento
de matrizes de posto reduzido.
Definição 10 (Subgradiente). Seja f : Rn×m → R uma função convexa. Dizemos
que Y ∈ Rn×m é subgradiente de f em X0 ∈ Rn×m e denotamos Y ∈ ∂f pX0q
(∂f pX0q é denominado subdiferencial de f em X0 − conjunto de todos os subgradi-
entes de f em X0), se
f pXq ≥ f pX0q+ 〈Y, X −X0〉, ∀X ∈ Rn×m, (2.3)
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onde 〈Y, X −X0〉 = tr
`
Y T (X −X0)
˘
.
Um outro resultado essencial para os algoritmos de completamento inspirados
em SVD é o seguinte:
Teorema 7 ([9]). Sejam Y ∈ Rn×m uma matriz de posto r, e λ ≥ 0. A solução do
problema de otimização
min
X
1
2‖X − Y ‖
2
F + λ‖X‖∗ (2.4)
é dada por Yˆ = Sλ(Y ).
Demonstração. Sejam X ∈ Rn×m e f pXq = 12‖X − Y ‖
2
F + λ‖X‖∗ uma função
que é estritamente convexa e portanto com um único mínimo.
Caso 1: λ = 0
Neste caso temos que f pXq = 12‖X − Y ‖
2
F , fazendo com X = Y = S0(Y )
seja o minimizador do problema.
Caso 2: λ > 0
Sλ(Y ) minimiza f se, e somente se, 0 é um subgradiente de f no ponto Sλ(Y ),
isto é,
0 ∈ Sλ(Y )− Y + λ∂‖Sλ(Y )‖∗, (2.5)
onde ∂‖Sλ(Y )‖∗ é o conjunto de subgradientes da norma nuclear.
Seja X ∈ Rn×m uma matriz arbitrária e UΣV T a SVD dela. Sabe-se [43] que
∂‖X‖∗=
{
UV T +W : W ∈ Rn×m, UTW = 0, WV = 0, ‖W‖2≤ 1
}
. (2.6)
Considere a SVD de Y decomposta da seguinte maneira:
Y = U0Σ0V T0 + U1Σ1V T1 , (2.7)
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onde U0, V0 (U1, V1) são vetores singulares associados aos valores singulares
maiores do que λ (menores do que λ). Assim,
Sλ(Y ) = U0 pΣ0 − λIqV T0 , (2.8)
portanto,
Y − Sλ(Y ) = λ
`
U0V
T
0 +W
˘
, W = λ−1U1Σ1V T1 . (2.9)
A forma como foram construídas as matrizes U0, V0, U1 e V1 faz com que
UT0 W = 0, WV0 = 0, e uma vez que os elementos da diagonal de Σ1 têm
magnitudes limitadas por λ, também temos ‖W‖2≤ 1.
Logo,
Y − Sλ(Y ) ∈ λ∂‖Sλ(Y )‖∗. (2.10)
Assim sendo, Sλ(Y ) é o minimizador do problema (7).
Pode-se notar que o problema (1.12), proposto em [30] para modelar o
problema de completamento, está intimamente ligado ao problema (2.4) do Teorema
7. Portanto, é natural pensar num algoritmo que use o operador soft-thresholding,
minimizador do problema (2.4), para fazer o completamento.
Definição 11 (Matriz projeção). Sendo Ω o conjunto dos índices das entradas
observadas, a matriz projeção da matriz Y ∈ Rn×m é definida como
PΩ(Y )(i, j) =
 Yij, se (i, j) ∈ Ω;0, c.c. (2.11)
Através de PΩ define-se a projeção complementar como
P⊥Ω (Y ) = Y − PΩ(Y ). (2.12)
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2.2 O algoritmo Soft-Impute
Mazumder et al [30] propuseram o algoritmo Soft-Impute, cuja essência é
o operador soft-thresholding. Antes de apresentar o algoritmo, vamos apresentar
alguns elementos que farão parte do mesmo.
Usando (2.11), o problema (1.12) fica na seguinte forma
min
X
fλ pXq := 12 ‖PΩ(M)− PΩ(X)‖
2
F + λ‖X‖∗ , (2.13)
sobre a qual o Soft-Impute irá operar.
A cada iteração, o algoritmo coloca nas posições em falta as estimativas da iteração
anterior e faz a atualização dessas estimativas resolvendo o problema (2.4).
Algoritmo 2.1 Soft-Impute
• Entrada: Matriz com entradas em falta M ∈ Rm×n e a tolerância .
1. Inicializar Xantigo = 0.
2. Escolher uma sequência decrescente de escalares: λ1, λ2, . . . , λk.
3. Para i = 1 até k fazer:
a) Repita
i. Calcule Xnovo ← Sλi(PΩ(M) + P⊥Ω (Xantigo)).
ii. Se ‖X
novo −Xantigo‖2F
‖Xantigo‖2F
< , termine.
iii. Faça Xantigo ← Xnovo.
b) Xˆλi ← Xnovo
• Saída: Sequência de soluções Xˆλ1 . . . XˆλK
2.2.1 Análise da Convergência do Soft-Impute
Nesta seção será feito um estudo da convergência do algoritmo Soft-Impute.
Serão apresentados resultados da convergência assintótica assim como a taxa de
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convergência não-assintótica. Além do mais, resultados que apontam o quão longe
uma dada aproximação está da solução, também são apresentados.
Para uma dada matriz rX, considere Qλ ´·| rX¯ assim definida
Qλ
´
X| rX¯ = 12
∥∥∥∥PΩ(M) + P⊥Ω ´ rX¯−X∥∥∥∥2
F
+ λ‖X‖∗. (2.14)
Pode-se notar que Qλ
´ rX| rX¯ é igual à função objetivo do problema (2.13)
aplicada em rX.
A convergência do algoritmo Soft-Impute é garantida pelo Teorema 8, cuja
demonstração utiliza os Lemas 1, 2, 3 e 4 enunciados a seguir.
Lema 1 ([30]). Para qualquer λ ≥ 0, fixo, considere a sequência Xkλ dada por
Xk+1λ = arg min
X
Qλ
`
X|Xkλ
˘
, (2.15)
com um ponto inicial X0λ. Então, a sequência Xkλ satisfaz
fλ
`
Xk+1λ
˘ ≤ Qλ `Xk+1λ |Xkλ˘ ≤ fλ `Xkλ˘ (2.16)
Demonstração. Pelo Teorema 7, temos que
Xk+1λ = Sλ
`
PΩ(M) + P⊥Ω (Xkλ)
˘
. (2.17)
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Usando novamente o Teorema 7 e a definição de Qλ
`
X|Xkλ
˘
, segue que:
fλ
(
Xkλ
)
= Qλ
(
Xkλ |Xkλ
)
= 12
∥∥∥PΩ(M) + P⊥Ω (Xkλ)−Xkλ∥∥∥2F + λ‖Xkλ‖∗
≥ min
X
1
2
∥∥∥PΩ(M) + P⊥Ω (Xkλ)−X∥∥∥2F + λ‖X‖∗
= Qλ
(
Xk+1λ |Xkλ
)
= 12
∥∥∥{PΩ(M)− PΩ (Xk+1λ )}+ {P⊥Ω (Xkλ)− P⊥Ω (Xk+1λ )}∥∥∥2F + λ ∥∥∥Xk+1λ ∥∥∥∗
= 12
{∥∥∥PΩ(M)−PΩ (Xk+1λ )∥∥∥2F + ∥∥∥P⊥Ω (Xkλ)−P⊥Ω (Xk+1λ )∥∥∥2F
}
+ λ
∥∥∥Xk+1λ ∥∥∥∗
≥ 12
∥∥∥PΩ(M)− PΩ (Xk+1λ )∥∥∥2F + λ ∥∥∥Xk+1λ ∥∥∥∗
= Qλ
(
Xk+1λ |Xk+1λ
)
= fλ
(
Xk+1λ
)
(2.18)
Lema 2 ([30]). ∀ W1, W2 ∈ Rn×m, tem-se
‖Sλ pW1q− Sλ pW2q‖2F ≤ ‖W1 −W2‖2F (2.19)
Pode-se constatar que com isso, Sλ pW q é uma aplicação contínua em W .
Lema 3 ([30]). As diferenças sucessivas ‖Xkλ − Xk−1λ ‖2F da sequência Xkλ são
monótonas decrescentes:
‖Xk+1λ −Xkλ‖2F≤ ‖Xkλ −Xk−1λ ‖2F , ∀ k. (2.20)
Além disso, a diferença converge para 0, isto é
Xk+1λ −Xkλ → 0 quando k →∞ (2.21)
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Lema 4 ([30]). Todo ponto limite da sequência Xkλ definida no Lema 1 é um ponto
estacionário de
1
2‖PΩ(M)− PΩ(X)‖
2
F+λ‖X‖∗, (2.22)
e consequentemente, uma solução para a equação de ponto fixo
X = Sλ
`
PΩ(M) + P⊥Ω (X)
˘
. (2.23)
Todos os resultados acima apresentados são essenciais para provar o resultado
chave que mostra a convergência assintótica das sequências geradas pelo algoritmo
Soft-Impute.
Teorema 8 ([30]). A sequência Xkλ definida no Lema 1 converge para um ponto
limite X∞λ que resolve
min
X
1
2‖PΩ(M)− PΩ(X)‖
2
F+λ‖X‖∗, (2.24)
Demonstração. É suficiente mostrar que Xkλ converge, pois o resto vem do Lema 4.
Seja Xˆλ um ponto limite da sequência Xkλ . Existe uma subsequência mk tal que
Xmkλ → Xˆλ. Pelo Lema 4, Xˆλ resolve o problema (2.24) e satisfaz a equação de
ponto fixo (2.23). Portanto,
∥∥∥Xˆλ −Xkλ∥∥∥2F =
∥∥∥∥Sλ ´PΩ(M) + P⊥Ω (Xˆλ)¯− Sλ `PΩ(M) + P⊥Ω (Xk−1λ )˘∥∥∥∥2
F
(2.25)
≤
∥∥∥∥´PΩ(M) + P⊥Ω (Xˆλ)¯− `PΩ(M) + P⊥Ω (Xk−1λ )˘∥∥∥∥2
F
(2.26)
=
∥∥∥∥P⊥Ω ´Xˆλ −Xk−1λ ¯∥∥∥∥2
F
(2.27)
≤
∥∥∥Xˆλ −Xk−1λ ∥∥∥2F (2.28)
Em (2.25) foram usadas as fórmulas (2.23) e (2.17). A inequação (2.28) faz com
que a sequência
∥∥∥Xˆλ −Xk−1λ ∥∥∥2F convirja quando k → ∞, pois, indica que essa
sequência (limitada inferiormente) é decrescente. Para mostrar a convergência de
Xkλ é suficiente provar que a sequência Xˆλ −Xkλ converge para zero. A prova disso
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será feita por contradição.
Suponha que a sequência Xkλ tem um outro ponto limite X+λ 6= Xˆλ. Então, Xˆλ−Xkλ
tem dois pontos limite, 0 e X+λ −Xˆλ 6= 0. Isto contraria a convergência da sequência∥∥∥Xˆλ −Xk−1λ ∥∥∥2F . Portanto, a sequência Xkλ converge para Xˆλ := X∞λ .
O teorema a seguir nos dá o pior caso da taxa de convergência do Soft-Impute.
Teorema 9 ([30]). Para todo λ ≥ 0, a sequência Xkλ , k ≥ 0, definida no Lema 1,
no pior caso, tem a seguinte taxa de convergência não-assintótica :
fλ
`
Xkλ
˘− fλ pX∞λ q ≤ 2‖X0λ −X∞λ ‖2Fk + 1 · (2.29)
2.3 O algoritmo Singular Value Thresholding (SVT)
Um outro algoritmo para o problema de completamento de matrizes de posto
reduzido é apresentado em [9], denominado Singular Value Thresholding (SVT).
Trata-se de um algoritmo de primeira ordem, direcionado aos problemas cuja
solução ótima tem posto reduzido. A seguir, vamos apresentar um breve resumo do
SVT e os principais resultados associados.
O algoritmo SVT resolve o seguinte problema de otimização:
min
X
τ‖X‖∗+12‖X‖
2
F
s.a PΩ(X) = PΩ(M),
(2.30)
onde M é a matriz com as entradas conhecidas, Ω é o conjunto dos índices das
entradas conhecidas em M e PΩ(·) é o operador projeção definido em (2.11).
Como podemos observar, o problema (2.30) é diferente da relaxação nuclear
(1.10). No entanto, Cai et al [9] mostraram que a sequência
{
Xk
}
das aproximações
geradas pelo SVT converge para uma solução do problema (2.30), que por sua vez,
para um τ suficientemente grande, converge para a relaxação nuclear (1.10). Esse
fato é justificado pelo seguinte teorema:
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Teorema 10 ([9]). Sejam X∗τ a solução do problema (2.30) e X∞ a solução de
norma mínima (norma de Frobenius) do problema (1.10), definido como
X∞ := argmin
X
{
‖X‖2F : X é solução de (1.10)
}
. (2.31)
Então,
lim
τ→∞‖X
∗
τ −X∞‖F= 0. (2.32)
A demonstração deste teorema pode ser encontrada em [9], cuja prova aborda
o caso geral.
Algoritmo 2.2 Singular Value Thresholding
• Entrada: Matriz com entradas em falta M ∈ Rm×n, τ ∈ R++ e a tolerância .
1. Inicializar Y 0 = 0 ∈ Rm×n.
2. Escolher uma sequência {δk}k≥1 de tamanho de passos.
3. Para k = 1, 2, 3, . . . fazer:
a) Xk = Sτ
`
Y k−1
˘
.
b) Y k = Y k−1 + δkPΩ
`
M −Xk˘.
c) Se o critério de parada for atingido, termine.
• Saída: Xk
Detalhes sobre a escolha da sequência {δk} e o critério de parada podem ser
encontrados em [9].
O algoritmo SVT pode ser visto como um algoritmo do tipo de multiplicador
de Lagrange. O Lagrangiano associado ao problema (2.30) é dado por:
L(X, Y ) = τ‖X‖∗+12‖X‖
2
F+〈Y, PΩ(M −X)〉, (2.33)
com Y ∈ Rm×n.
Com base na teoria da dualidade e no algoritmo de Uzawa [4], pode-se deduzir
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as expressões de Xk e Y k do algoritmo SVT (ver [9]).
Por fim, apresentamos o teorema que garante a convergência do algoritmo
SVT.
Teorema 11 ([9]). Suponha que a sequência dos tamanhos de passo obedece 0 <
inf δk ≤ sup δk < 2. Então, a sequência {Xk} gerada pelo Algoritmo 2.2 converge
para a solução única do problema (2.30).
2.4 Gradiente Proximal Acelerado
Toh e Yun [38] utilizaram uma versão do método de gradiente proximal, e
suas versões aceleradas, no problema de completamento de matrizes. A seguir,
vamos apresentar um pequeno resumo desse método.
Considere o seguinte problema de otimização:
min
X∈Rm×n
F (X) = f(X) + P (X), (2.34)
onde P : Rm×n → (−∞, ∞] é uma função própria, convexa e semi-contínua à
esquerda e f é uma função suave convexa sobre um subconjunto aberto de Rm×n
contendo D(P ) = {X|P (X) <∞}. Assume-se ainda que D(P ) é fechado e ∇f é
Lipschitz-contínua sobre D(P ), isto é,
‖∇f(X)−∇f(Y )‖F ≤ Lf‖X − Y ‖F , ∀ X, Y ∈ D(P ), (2.35)
para algum escalar positivo Lf .
Um dos algoritmos de gradiente proximal usa a seguinte aproximação quadrática,
Q, de F (·) no ponto Y ∈ D(P ):
Qτ (X, Y ) := f(Y ) + 〈∇f(Y ), X − Y 〉+ τ2‖X − Y ‖
2
F+P (X)
= τ2‖X −G‖
2
F+P (X) + f(Y )−
1
2τ ‖∇f(Y )‖
2
F , (2.36)
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onde, τ > 0 é um parâmetro dado, G = Y − τ−1∇f(Y ). Uma vez que (2.36) é uma
função fortemente convexa de X, Qτ (X, Y ) tem um único minimizador, denotado
por
Sτ (G) := argmin{Qτ (X, Y )|X ∈ D(P )}. (2.37)
Assim sendo, tem-se o seguinte algoritmo:
Algoritmo 2.3 Gradiente Proximal
Escolha X0 = X−1 ∈ D(P ), t0 = t−1 ∈ [1, ∞). Para k = 1, 2, 3, . . . , gere Xk+1 a
partir de Xk de acordo com a seguinte iteração:
Passo 1: Faça Y k = Xk + t
k−1 − 1
tk
`
Xk −Xk−1˘.
Passo 2: Faça Gk = Y k − `τ k˘−1∇f `Y k˘, onde τ k > 0, e compute Sτk `Gk˘.
Passo 3: Escolha um tamanho de passo αk > 0 e faça Xk+1 = Xk + αk `Sτk `Gk˘−Xk˘.
Passo 4: Escolha tk+1 ∈ [1, ∞), satisfazendo`
tk+1
˘2 − tk+1 ≤ `tk˘2 . (2.38)
Um resultado que garante a convergência do Algoritmo 2.3 é o seguinte:
Teorema 12 ([38]). Considere {Xk} a sequência gerada pelo Algoritmo 2.3, com
τ k = Lf , tk = 1 e αk = 1 para todo k. Então, para k ≥ 1, tem-se
F
`
Xk
˘− F pX∗q ≤ Lf‖X0 −X∗‖2F2k , ∀ X∗ ∈ X ∗, (2.39)
onde X ∗ é o conjunto das soluções ótimas.
Esse resultado implica numa convergência lenta da sequência
{
Xk
}
. Para
contornar esse impasse, várias estratégias nas escolhas dos parâmetros do Algoritmo
2.3 têm sido propostas, com o intuito de acelerar o método (ver [6, 40]).
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Toh e Yun [38] utilizaram o Algoritmo 2.3, com tk+1= 1+
?
1+4ptkq2
2 , τ k = Lf ,
αk = 1, ∀ k, no problema de completamento de matrizes. Para isso, as funções f e
P foram tomadas da seguinte maneira:
f(X) = 12 ‖PΩ(M)− PΩ(X)‖
2
F , (2.40)
P (X) = λ‖X‖∗, (2.41)
que nos conduzem à resolução do problema (1.12). Essa nova forma de gerar a
sequência {tk}, diferente da estabelecida no Teorema 12, onde tk = 1 ∀k, acelerou
o Algoritmo 2.3, como pode ser constatado em [38].
Na parte relativa aos experimentos numéricos, apresentaremos alguns resulta-
dos desse método, comparando-os com resultados de outros métodos e de outras
técnicas de aceleração.
2.5 Método dos Multiplicadores de Lagrange Aumentado
O método de multiplicadores de Lagrange aumentado resolve problemas de
otimização do tipo:
min
x
f(x)
s.a h(x) = 0,
(2.42)
onde f : Rm → R e h : Rm → Rn. Assim, define-se a função Lagrangiana aumentada
por
L(x, c, λ) = f(x) + λTh(x) + 12c‖h(x)‖
2, com λ ∈ Rn. (2.43)
Com isso, resolve-se uma sequência de problemas do tipo
min
x
L(x, ck, λk), (2.44)
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onde {ck} é uma sequência de parâmetros de penalidade positivos, {λk} é gerada
por
λk+1 = λk + ckh(xk), (2.45)
sendo xk uma solução do problema (2.44). O vetor inicial λ0 é escolhido a priori
e a sequência {ck} pode ser pré-selecionada ou gerada durante a computação, de
acordo com alguma estratégia. Mais detalhes podem ser encontrados em [7].
Lin et al [28] usaram o método de multiplicadores de Lagrange aumentado
para resolver o problema de completamento de matrizes formulado como o seguinte
problema de otimização:
min
X
‖X‖∗
s.a PΩ(M)−X − E = 0
PΩ(E) = 0,
(2.46)
onde E aparece como um fator de correção associado a possíveis ruídos.
Os autores construíram a função Lagrangiana aumentada parcial do problema
(2.46), dada por
L(X,E, Y, µ) = ‖X‖∗+〈Y, PΩ(M)−X − E〉+ µ2‖PΩ(M)−X − E‖
2
F , (2.47)
e propuseram dois métodos. O método de multiplicadores de Lagrange aumentado
exato, que resolve o subproblema`
X∗k+1, E
∗
k+1
˘
= argmin
X,E
L pX, E, Y ∗k , µkq (2.48)
de forma exata, isto é, resolve-se uma sequência de problemas do tipo
Xj+1k+1 = argmin
X
L
`
X, Ejk+1, Yk, µk
˘
Ej+1k+1 = argmin
E
L
`
Xj+1k+1, E, Yk, µk
˘
,
(2.49)
até que haja convergência. As atualizações de Y e µ são dadas por
Yk+1 = Yk + µk(PΩ(M)−Xj+1k+1 − Ej+1k+1), (2.50)
Capítulo 2. Algoritmos para Completamento de Matrizes de Posto Reduzido 51
µk+1 = ρµk, ρ > 1. (2.51)
Repare que em (2.49) é feita a atualização de Xk e de Ek a cada iteração.
Já no método de multiplicadores de Lagrange aumentado inexato, resolve-se o
subproblema (2.48) de forma aproximada, atualizando Xk e Ek uma única vez, visto
que isso é suficiente para garantir a convergência de Xk e Ek para a solução ótima
do problema (2.46). No Algoritmo 2.4 descrevemos os passos principais do método
de multiplicadores de Lagrange aumentado inexato que Lin et al [28] usaram para
completar matrizes.
Algoritmo 2.4 Multiplicadores de Lagrange Aumentado Inexato para PCM
• Entrada: Matriz com entradas em falta, M ∈ Rm×n, e a tolerância .
1. Y0 = 0; E0 = 0; µ0 = 0; ρ > 1; k = 0.
2. Enquanto não convergir, fazer:
a) Xk+1 = Sµ−1
k
`
M − Ek + µ−1k Yk
˘
.
b) Ek+1 = PΩ
`
M −Xk+1 + µ−1k Yk
˘
.
c) Yk+1 = Yk + µk pM −Xk+1 − Ek+1q.
d) µk+1 = ρµk.
e) k = k + 1.
• Saída: pXk, Ekq.
O seguinte resultado estabelece a convergência de Xk e de Ek gerados pelo
Algoritmo 2.4 para a solução do problema (2.46).
Teorema 13 ([28]). Para o Algoritmo 2.4, se µk não aumentar muito rápido, de
modo que
+∞∑
k=1
µ−2k µk+1 < +∞ e lim
k→∞
µk pEk+1 − Ekq = 0, então pXk, Ekq converge
para uma solução ótima pX∗, E∗q do problema (2.46).
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2.6 Outros métodos
Uma outra classe de algoritmos para o problema de completamento de ma-
trizes de posto reduzido é a que se baseia em minimização sobre a variedade de
Grassmann Gr
`
Rn+r
˘
(conjunto de todos os subespaços vetoriais de dimensão r do
espaço Euclidiano Rn+r [27]). Esses algoritmos resolvem a seguinte aproximação
do problema (1.9), dada por
min
X
‖PΩ(X)− PΩ(M)‖F
s.a posto(X) ≤ r.
(2.52)
Esse problema assume que as entradas conhecidas estão corrompidas por
um ruído Gaussiano. Para este caso, Keshavan et al [22] propuseram o algoritmo
conhecido como OptSpace, que minimiza a função
F (U, V ) ≡ min
S∈Rr×r
1
2‖PΩ(M − USV
T )‖2F , (2.53)
onde U ∈ Rm×r e V ∈ Rn×r são matrizes ortogonais, normalizadas como UTU = nI
e V TV = mI, sendo I a matriz identidade.
Mais tarde, Keshavan e Oh [23] descreveram uma implementação do OptS-
pace com algumas modificações.
Um outro algoritmo para completamento de matrizes de posto reduzido é o
denominado Subspace Evolution and Transfer (SET) introduzido por Dai e Milen-
kovic [16], que também resolve o problema (2.52), à semelhança do OptSpace. No
entanto, SET precisa que o posto seja definido a priori e minimiza apenas sobre as
colunas (OptSpace minimiza sobre linhas e colunas). Esse algoritmo baseia-se na
minimização da seguinte função
F (U) = min
W∈Rr×n
‖PΩ(M − UW )‖2F , (2.54)
onde U ∈ Rm×r é uma matriz ortogonal. Detalhes sobre SET podem ser encontrados
em [16].
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Um terceiro algoritmo que faz o uso da Variedade de Grassmann para com-
pletar matrizes de posto reduzido é o Grassmannian Rank-One Update Subspace
Estimation (GROUSE). Esse algoritmo, introduzido por Balzano et al [5], baseia-se
na minimização da função (2.54), em que é otimizada uma coluna por vez, dando
origem à seguinte função:
F (U, i) = min
a
‖PΩ,i(Mi − Ua)‖2, (2.55)
onde PΩ,i é a restrição de PΩ na coluna i. Mais informações podem ser encontradas
em [5].
Além dos citados nesta seção, outros algoritmos para completar matrizes
de posto reduzido foram desenvolvidos. Na linha dos que usam a Variedade de
Grassmann encontra-se Atomic decomposition for minimum rank approximation
(ADMiRA) [25]. Um outro é o Low-rank Matrix Fitting Algorithm (LMaFit) [44].
Para uma classe específica de matrizes (matrizes de distâncias Euclidianas), Nathan
Krislock [24] utilizou técnicas de redução facial semidefinida para fazer o completa-
mento.
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3 Completamento de Matrizes de Posto
Fixo
Neste Capítulo, abordaremos um caso especial do PCMPR, onde se conhece
a priori o posto da matriz a ser completada. A grande motivação advém do fato
de que, em alguns problemas, já se conhece o posto da matriz associada. Um dos
exemplos é o problema da conformação molecular [21], cujo objetivo é determinar
uma estrutura 3D de uma molécula. Matematicamente falando, associar a cada
átomo de uma molécula um ponto de R3, respeitando as distâncias conhecidas entre
alguns pares de átomos. O posto da matriz de distâncias Euclidianas associada a
esse problema é no máximo igual a cinco, conforme demostrado no Teorema 16.
Focaremos em dois pontos que caracterizam as nossas contribuições:
• A exploração da sequência associada ao parâmetro de regularização, apresen-
tada no Algoritmo 2.1, para a qual propomos uma maneira de computá-la;
• A recuperação da matriz de distâncias Euclidianas por meio da matriz de
Gram.
3.1 Escolha do parâmetro regularizador
Assumindo que o posto da matriz a ser completada é conhecido, ganhamos
mais uma informação para o completamento. Essa informação pode ser muito vali-
osa na computação do parâmetro regularizador (λ) do problema lagrangiano (1.12).
A seguir, apresentaremos detalhes dessa nova maneira de computar o parâmetro
regularizador.
Existem alguns impasses na aplicação do Algoritmo 2.1 para resolver o pro-
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blema (1.12). O de maior impacto tem a ver com a escolha da sequência do
parâmetro regularizador, uma etapa que é crucial para a velocidade da convergência
do algoritmo. Mazumder et al [30] não especificam como escolher ou computar tal
sequência. Os autores apenas sugerem que uma sequência seja determinada a priori.
Assim sendo, propomos uma nova maneira de computar o parâmetro regularizador.
Nossa proposta consiste em calcular o parâmetro regularizador λ iterativa-
mente, utilizando informações da solução mais recente da matriz a ser completada.
Formalmente, propomos que λ seja recalculado a cada iteração da seguinte maneira:
λ = βσr+1, (3.1)
onde β ∈ (0, 1), r é o posto da matriz a ser completada e σr+1 é o (r + 1)−ésimo
valor singular da matriz PΩ(M) + P⊥Ω (Xˆ), sendo Xˆ a mais recente aproximação.
A ideia é ligar λ e a mais recente aproximação de X e automatizar esse
cálculo. Uma vez que queremos que o algoritmo convirja para a matriz M , que
tem posto r, a matriz gerada pelo algoritmo deve ter apenas r valores singulares.
Assim, o (r + 1)−ésimo valor singular nos dá uma informação valiosa sobre o quão
longe estamos da solução, e portanto, podemos calibrar o tamanho do passo para a
próxima iteração.
O único parâmetro que resta é β, que é ajustado para controlar a taxa de
decrescimento dos valores singulares em cada iteração do método. Algumas matrizes
são muito sensíveis relativamente à taxa de decrescimento dos valores singulares
menos significantes, fazendo com que o Algoritmo 2.1 gere uma matriz de posto r
sem atingir a tolerância desejada. Por esse motivo, sugerimos que β ∈ (0, 1).
Desta forma, obtemos o Algoritmo 3.1, que denominamos Fixed-Rank Soft-
Impute.
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Algoritmo 3.1 Fixed-Rank Soft-Impute (FRSI)
• Entradas: M ∈ Rm×n (matriz com entradas em falta); r (posto de M); 
(tolerância) e β ∈ (0, 1).
1. Inicializar Xantigo = 0.
2. Escolha um valor inicial para λ (λ = λ0).
3. Para i = 1 até K fazer:
a) Calcule Xnovo ← Sλ(PΩ(M) + P⊥Ω (Xantigo)).
b) Faça λ = βσr+1.
c) Se ‖X
novo −Xantigo‖2F
‖Xantigo‖2F
< , termine.
d) Faça Xantigo ← Xnovo.
• Saída: Xnovo
Podemos observar que computar λ não adiciona custo, uma vez que σr+1 é
calculado em 3(a). Essa nova maneira de computar λ se mostrou bastante eficiente,
como será mostrado no Capítulo 4 com a apresentação dos experimentos numéricos.
3.2 Completamento de Matrizes de Distâncias Euclidianas
Nesta seção, discorremos sobre uma classe específica de matrizes a serem a
completadas: a classe das Matrizes de Distâncias Euclidianas (EDM). Em vez de
aplicar o algoritmo de completamento diretamente na EDM, propomos completar
uma matriz associada a esta, a matriz de Gram, e depois usamos uma função que
aplicada à matriz de Gram, nos leva à EDM. A seguir, apresentamos os principais
conceitos e resultados que sustentarão a proposta acima referida.
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3.2.1 Notações e definições preliminares
Seja X = rx1 x2 . . . xns , xi ∈ Rd uma matriz cujas colunas representam n
pontos num espaço Euclidiano d−dimensional. O quadrado da distância pdijq entre
dois pontos quaisquer em Rd é definido por:
dij = ‖xi−xj‖22fi 〈xi−xj , xi−xj〉 = xTi xi−2xTi xj +xTj xj = ‖xi‖22+‖xj‖22−2xTi xj.
(3.2)
Definição 12 (Matriz de distâncias Euclidianas). A matriz D = rdijs ∈ Rn×n,
cujas entradas representam o quadrado da distância entre n pontos, colunas de X,
(em Rd) é denominada matriz de distâncias Euclidianas e denotada por edm(X).
Definição 13 (Matriz de Gram). A matriz G = XTX ∈ Rn×n, cujas entradas
representam o produto interno entre n pontos em Rd é denominada matriz de Gram
associada a X.
Com base em (3.2) define-se o operador linear K : Sn+ −→ Sn, dado por
K(G) = D = 1diag pGqT − 2G+ diag pGq1T , (3.3)
onde 1 representa o vetor coluna, em Rn, com todas as entradas são iguais a 1,
diag(A) representa o vetor coluna das entradas da diagonal de A, Sn é o conjunto
das matrizes simétricas de ordem n e Sn+ é o conjunto das matrizes semidefinidas
positivas.
Definimos um outro operador K+ : Sn −→ Sn, dado por
K+(D) = −12JsDJ
T
s , (3.4)
onde Js = I − 1sT , com sT1 = 1 e sTD 6= 0. I representa a matriz identidade, 1
representa o vetor coluna, em Rn, com todas as entradas são iguais a 1 e s um
vetor coluna, em Rn.
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Quando s = ej, o j−ésimo vetor canônico, obtemos um caso particular
(G = K+(D)), importante para este trabalho, que é apresentado no próximo
teorema.
Teorema 14 ([18]). Se a j-ésima coluna da matriz X contém o vetor nulo de Rd,
então a matriz G pode ser obtida diretamente da matriz D da seguinte forma:
G = −12
“
D − `1eTj D +Dej1T ˘‰ , (3.5)
onde ej é o j-ésimo vetor canônico em Rd.
Demonstração. Sabemos que
G = XTX =
»——————–
‖x1‖22 xT1 x2 . . . xT1 xn
xT2 x1 ‖x2‖22 . . . xT2 xn
... ... . . . ...
xTnx1 x
T
nx2 . . . ‖xn‖22
fiffiffiffiffiffiffifl . (3.6)
Assim,
diag(G) =
“‖x1‖22 ‖x2‖22 . . . ‖xn‖22‰T . (3.7)
Por outro lado,
Dej = rd1j d2j . . . dnjs = diag(G). (3.8)
Isso implica que
1eTj D +Dej1T =
»——————–
2‖x1‖22 ‖x1‖22+‖x2‖22 . . . ‖x1‖22+‖xn‖22
‖x1‖22+‖x2‖22 2‖x2‖22 . . . ‖x2‖22+‖xn‖22
... ... . . . ...
‖x1‖22+‖xn‖22 ‖x2‖22+‖xn‖22 . . . 2‖xn‖22
fiffiffiffiffiffiffifl (3.9)
Usando (3.2), temos que
D =
»———–
0 ‖x1‖22+‖x2‖22−2xT1 x2 . . . ‖x1‖22+‖xn‖22−2xT1 xn
‖x1‖22+‖x2‖22−2xT1 x2 0 . . . ‖x2‖22+‖xn‖22−2xT2 xn
...
...
. . .
...
‖x1‖22+‖xn‖22−2xT1 xn ‖x2‖22+‖xn‖22−2xT2 xn . . . 0
fiffiffiffifl (3.10)
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Portanto,
D − 1eTj D +Dej1T =
»——————–
−2‖x1‖22 −2xT1 x2 . . . −2xT1 xn
−2xT1 x2 −2‖x2‖22 . . . −2xT2 xn
... ... . . . ...
−2xT1 xn −2xT2 xn . . . −2‖xn‖22
fiffiffiffiffiffiffifl = −2G (3.11)
Logo,
G = −12
“
D − `1eTj D +Dej1T ˘‰ (3.12)
Teorema 15 ([18]). O posto de uma matriz de Gram associada a X é no máximo
d.
Demonstração. Como X tem d linhas, temos que posto(X) ≤ d. Pelas propriedades
posto(AB) ≤ min(posto(A), posto(B)) e posto(A) = posto(AT ), concluímos que:
posto(G) = posto(XTX) ≤ min(posto(XT ), posto(X)) = posto(X) ≤ d.
Teorema 16 ([18]). O posto de uma edm(X) é no máximo d+ 2.
Demonstração. Pelo Teorema 15, temos que o posto de XTX é d. Por outro lado,
tanto 1diag(XTX)T como diag(XTX)1T são matrizes de posto 1.
Portanto, pela propriedade, posto(A + B) ≤ posto(A) + posto(B) e por (3.3),
concluímos que:
posto(edm(X)) ≤ 1 + d+ 1 = d+ 2.
Outro resultado relevante para o estudo de EDM é conhecido como critério
de Schoenberg. Este critério estabelece condições necessárias e suficientes para que
uma matriz quadrada com diagonal zero represente uma EDM. Uma referência
detalhada sobre este resultado pode ser encontrada em [15]
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3.2.2 Completamento de EDM via matriz de Gram
Seja Df uma matriz de distâncias Euclidianas, na qual algumas de suas entra-
das não são conhecidas. Pretende-se construir estimativas para os dados faltantes
em Df , de forma a obter uma matriz de distâncias Euclidianas completa Dˆ.
Este problema possui diversas aplicações e diferentes métodos podem ser
utilizados. Neste trabalho, propomos abordar a questão como um problema de
completamento de matrizes de posto reduzido.
Mais especificamente, propomos explorar as relações existentes entre as ma-
trizes X, D e G, bem como o fato de que, em geral, os postos das matrizes D e G
são reduzidos, conforme o Teorema 15 e o Teorema 16.
Como alternativa para recuperação dos dados faltantes em Df , propomos a
aplicação do algoritmo FRSI na matriz de Gram. Para tanto, assumiremos que
as distâncias de pelo menos um ponto a todos os outros são conhecidas, ou seja,
pelo menos uma linha (e portanto uma coluna) da matriz D é completamente
conhecida. Com isto, podemos utilizar a equação (14) para obter a matriz de Gram
correspondente. Sob estas condições, observamos que as posições onde existem
dados conhecidos em D implicarão em mesmas posições de dados conhecidos em G,
ou seja o conjunto Ω de entradas conhecidas é o mesmo para as matrizes D e G.
O diagrama apresentado na Figura 2 descreve o processo de recuperação
de Df via matriz de Gram incompleta Gf . Neste diagrama, a matriz de Gram
recuperada Gˆ é obtida de Gf , através de métodos de completamento de matrizes epD é então computada fazendo xdij = pgii + xgjj − 2xgij.
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Df
Gf
f
pGg
pD
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Figura 2 – Esquema proposto para recuperação via matriz de Gram
De acordo com a Figura 2, devemos seguir os seguintes passos:
Passo 1: Calcular a matriz PΩ(G), associada à matriz PΩ(D) (Teorema 14):
PΩ(G) = −12
“
PΩ(D)−
`
1eTj PΩ(D) + PΩ(D)ej1T
˘‰
.
Passo 2: Aplicar Algoritmo 3.1 sobre PΩ(G), obtendo Gˆ.
Passo 3: Calcular Dˆ usando Gˆ (Equação 3.3).
No próximo capítulo, apresentaremos os resultados obtidos por essa abordagem
e comparamos tais resultados com a recuperação direta na EDM.
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4 Aplicações e Resultados Numéricos
Neste capítulo apresentamos e discutimos os resultados numéricos obtidos
com as propostas apresentadas no Capítulo 3.
4.1 Metodologia de testes
Para verificar a eficiência das nossas propostas, implementamos os métodos
em linguagem MATLAB, versão R2014b, e executamos testes utilizando um micro-
computador com sistema operacional Windows-64 bits, com processador Intel Core
i5 2500CPU, 3.3GHz e 8GB de memória RAM.
Para o Fixed-Rank Soft-Impute geramos matrizes M ∈ Rm×n, de posto r, da
seguinte forma:
M = MmMTn , (4.1)
onde Mm ∈ Rm×r e Mn ∈ Rn×r são matrizes com entradas independentes e
identicamente distribuídas. Para obter uma matriz com dados em falta, geramos
um subconjunto Ωp ∈ [mn] de índices uniformemente distribuídos. Os elementos
de Ωp correspondem às posições das entradas conhecidas, sendo p a percentagem
das entradas conhecidas. O valor 1− p corresponde à percentagem das entradas
apagadas, que está relacionado ao complementar de Ωp em [mn].
Para a recuperação das EDM’s, foram gerados de forma aleatória n pontos
do espaço real de dimensão d e armazenados nas colunas de uma matriz X ∈ Rd×n.
Em seguida, foi utilizada a fórmula (3.3) para construir a EDM. O procedimento
para se ter EDM com entradas em falta foi semelhante ao descrito acima. Sob
as condições impostas na Subseção 3.2.2, podemos computar a matriz de Gram
com entradas em falta, preservando as posições das entradas conhecidas da EDM
associada, utilizando a fórmula (14).
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Como critério de parada do algoritmo foi utilizado o erro relativo, definido
por
Er =
‖M − Mˆ‖2F
‖M‖2F
, (4.2)
onde M é a matriz original e Mˆ é a aproximação dada pelo algoritmo, e quando
necessário, o número máximo de iterações. Além disso, em alguns casos, também
computamos o erro máximo, Em = max
i
(max
j
(|Mˆij −Mij|)).
Todos os resultados apresentados (número de iterações, erro relativo, erro
máximo) são médias de um conjunto de simulações feitas em cada caso.
Nos resultados apresentados, r representa o posto da matriz, m a quantidade
de linhas, n a quantidade de colunas, p a percentagem de entradas conhecidas,
1− p a percentagem de entradas apagadas,  a tolerância, Er o erro relativo e Em
o erro máximo, calculado elemento a elemento.
4.2 Completamento usando o Fixed-Rank Soft-Impute
Nesta seção, apresentamos e discutimos os resultados de completamento
usando o Fixed-Rank Soft-Impute de acordo com o protocolo estabelecido na Seção
4.1. Para estabelecer o parâmetro β, utilizado no Algoritmo 3.1, fizemos um conjunto
de simulações variando-o de 0 a 1, de forma a ter uma boa escolha. A Figura 3
mostra os resultados dessas simulações, sugerindo que, para esse caso, podemos
considerar β ≈ 0.8.
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Figura 3 – Número médio de iterações versus beta. Foram feitas 100 simulações
usando EDMs associadas a 100 pontos do espaço R2 com uma percenta-
gem de apagamento de 40% dos dados.
Para avaliar o desempenho do algoritmo Fixed-Rank Soft-Impute, diversos ex-
perimentos computacionais foram realizados. A Tabela 2 sumariza os resultados de
um primeiro conjunto de experimentos, para os quais foram consideradas matrizes
com posto igual a 100 e variadas dimensões. Nesses experimentos, a percentagem
de apagamento (1 − p) foi fixada em 43% e a tolerância () em 10−4. Para cada
caso, foram realizadas 10 simulações e as médias dos resultados dessas simulações
são apresentadas.
As duas primeiras colunas da Tabela 2 representam, respectivamente, o nú-
mero de linhas e de colunas das matrizes testadas. A coluna FRSI representa o
número médio de iterações que o algoritmo Fixed-Rank Soft-Impute utilizou para
atingir o erro estipulado. As colunas SVT e FPC representam, respectivamente,
o número médio de iterações gastas pelos algoritmos Singular Value Threshol-
ding [9] e Fixed Point Continuation [29]. Todos os experimentos foram realizados
com implementações em MATLAB, disponibilizadas pelos respectivos autores dos
algoritmos.
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r = 100, p = 57%,  = 10−4
dimensão número de iterações
m n FRSI SVT FPC
1000 1000 98 129 325
2000 1000 59 97 237
2000 2000 39 73 170
3000 2000 35 66 153
3000 3000 30 59 132
4000 3000 28 56 125
4000 4000 26 53 95
Tabela 2 – Comparação do algoritmo FRSI com os algoritmos SVT e FPC, variando
a dimensão da matriz.
Pode-se notar que todos os algoritmos convergiram de acordo com tolerância
estabelecida. No entanto, o algoritmo Fixed Rank Soft Impute, em todos os casos,
precisou de menos iterações atingir a convergência. Nota-se ainda que à medida que
as dimensões das matrizes aumentam, menor é o número de iterações necessárias
para a convergência. Isto se deve ao efeito "posto reduzido", pois como o posto
das matrizes se manteve fixo (r = 100) em todas as simulações, quanto maior a
dimensão da matriz, menor a razão entre r e min(m,n).
n = m = 1000, p = 60%,  = 10−4
posto número de iterações
r FRSI SVT FPC
10 20 43 73
15 21 47 84
20 23 51 92
40 31 65 126
80 55 96 211
150 181 209 500
Tabela 3 – Comparação do algoritmo FRSI com os algoritmos SVT e FPC, variando
o posto da matriz.
A Tabela 3 nos apresenta uma outra comparação entre os algoritmos men-
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cionados no parágrafo anterior. Desta vez, o posto foi variado e foram fixadas a
dimensão da matriz(n = m = 1000), a percentagem de entradas apagadas (p = 40%)
e a tolerância ( = 10−4). Novamente, o algoritmo FRSI, em todos os casos, precisou
de menos iterações para atingir a convergência, em comparação com os outros
algoritmos.
n = m = 1000, r = 20,  = 10−4
% entradas conhecidas número de iterações
p FRSI SVT
10 500 120
20 116 71
30 57 57
40 36 50
50 25 45
60 19 41
70 14 38
80 11 36
90 8 32
Tabela 4 – Comparação do algoritmo FRSI com o algoritmo SVT, variando a
percentagem de entradas conhecidas.
Finalmente, variamos a percentagem das entradas conhecidas (p). A Tabela 4
apresenta os resultados desses experimentos. Nota-se que quando a percentagem
de entradas conhecidas é inferior a aos 70%, o algoritmo FRSI necessitou de menos
iterações para dar uma solução com a tolerância estabelecida. Ao passo que, para
valores de p superior aos 70% o algoritmo SVT itera menos vezes.
Além desses resultados, o algoritmo Fixed Rank Soft Impute conseguiu recupe-
rar matrizes de dimensão 7000× 7000, nas quais 99% das entradas foram apagadas,
com uma precisão de Er ≤ 10−5.
Fizemos, também, testes com matrizes de dimensões menores do que as das
matrizes apresentadas nas tabelas anteriores. A Tabela 5 resume esses resultados,
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mostrando novamente que o algoritmo FRSI consegue recuperar entradas em faltas
com uma boa precisão. Para cada caso, fizemos 50 simulações e calculamos a
percentagem de sucesso obtido. A tolerância (erro relativo) foi fixada em  = 10−8
e o número máximo de iterações em 1000. Somente no primeiro conjunto de testes
(m = n = 30, r = 2, p = 0.7) é que o algoritmo FRSI não atingiu os 100% de su-
cesso, resolvendo 48 dos 50 problemas. Nos dois casos onde não houve convergência
relativa à tolerância estabelecida ( = 10−8), os erros relativos foram de 1.4× 10−3
e de 1.6× 10−4. Em todos os casos, o algoritmo FRSI resolveu os problemas em
poucos segundos.
m n r p sucesso (%) tempo médio (s)
30 30 2 0.7 96 3
40 40 3 0.7 100 4
50 50 3 0.7 100 4.5
70 60 3 0.6 100 6
80 90 4 0.6 100 5
100 100 3 0.5 100 7
Tabela 5 – Desempenho do algoritmo FRSI relativo às matrizes cujo número de
linhas/colunas varia de 30 a 100.
4.3 Completamento da EDM
4.3.1 Completamento diretamente na EDM
Apresentamos agora resultados numéricos relativos ao comportamento de
matrizes de distâncias Euclidianas (EDM). Para tanto, geramos n pontos aleatórios,
uniformemente distribuídos no espaço Euclidiano Rd e depois computamos a EDM
correspondente D. Para cada experimento, geramos um subconjunto Ωp ⊂ [n2] de
índices, de forma uniforme, sendo p a percentagem dos índices. Preservamos todas
as entradas de D cujo índice está em Ωp, e eliminamos os restantes, obtendo assim
uma matriz Dˆ com p% de entradas conhecidas. Aplicamos o Algoritmo 3.1 sob Dˆ
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para recuperar as entras em falta.
A Tabela 6 mostra resultados numéricos de testes feitos com EDM’s geradas
aleatoriamente. Variamos a quantidade de pontos (n), a dimensão do espaço (d),
o posto da matriz (r), a percentagem de entradas apagadas (1 − p) e fixamos
a tolerância () em 10−8. Para cada caso, foram realizadas 10 simulações. Cada
resultado apresentado na tabela é a média dos resultados dessas simulações.
n d r 1− p (%) # Iteração Em
500 10 12 50 61 2.76× 10−7
1000 3 5 70 82 7.11× 10−8
2000 10 12 70 86 2.45× 10−7
5000 50 52 50 44 1.27× 10−6
5000 200 202 50 74 8.32× 10−6
5000 50 52 80 193 1.61× 10−6
5000 3 5 90 201 1.24× 10−4
10000 100 102 80 187 3.40× 10−6
Tabela 6 – Desempenho do Algoritmo 3.1, variando alguns parâmetros tais como
a quantidade de pontos (n), a dimensão do espaço (d), o posto da
matriz (r) e a percentagem de entradas apagadas (1 − p). Para cada
experimento fixamos a tolerância em 10−8.
De acordo com estes resultados, podemos ver que o Algoritmo 3.1 recupera
entradas em falta com alta precisão. Além do mais, a Tabela 6 nos mostra que
podemos recuperar matrizes cujo posto não é tão baixo. Por exemplo, matrizes
com posto 102 e 202 foram recuperadas com uma boa precisão.
Para os resultados apresentados na Tabela 7, fixamos n = 1000 pontos no
espaço R8 e variamos a percentagem de apagamento p no conjunto {10, 20, . . . , 90}.
Desta vez utilizamos como critério de parada o número máximo de iterações igual a
1000 ou erro relativo inferior a 10−12. Novamente, para cada caso, foram realizadas
10 simulações. Cada resultado apresentado na tabela é a média dos resultados
dessas simulações.
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Apagamento (%) Resultados computacionais
tempo (s) # iteração Er Em
10 10.2 24 5.73× 10−13 7.67× 10−12
20 9 35 6.04× 10−13 1.31× 10−11
30 17.4 43 5.04× 10−13 7.22× 10−12
40 18.6 58 6.79× 10−13 8.35× 10−12
50 27 75 8.53× 10−13 9.43× 10−12
60 38.4 110 9.08× 10−13 1.72× 10−11
70 69 184 9.18× 10−13 1.32× 10−11
80 170.4 430 9.42× 10−13 2.05× 10−11
90 367.8 1000 2.91× 10−07 3.30× 10−06
Tabela 7 – Desempenho do Fixed Rank Soft Impute. Resultados de uma simulação
com uma EDM associada a 1000 pontos em R8, um número máximo de
iterações de 1000 e tolerância igual a 10−12.
Como esperado, o número de iterações necessárias para o algoritmo convergir
aumenta à medida em que a percentagem de entradas apagadas cresce. Mesmo
assim, em todos os casos, o algoritmo foi capaz de alcançar um erro máximo de
10−11 para até 80% dos dados apagados e 10−6 para 90% com menos de 1000
iterações em poucos minutos.
Variamos, também, a dimensão dos EDM’s, usando pontos em R5 e apagando
p = 70% das entradas, para ver como é o comportamento da nossa abordagem.
Sumarizamos os resultados na Tabela 8. Para cada caso, foram feitas 10 simulações.
Cada resultado apresentado na tabela representa a média dos resultados dessas
simulações.
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#pontos (n) Resultados computacionais
tempo (s) # iteração Er Em
200 10.8 473 9.72× 10−09 5.61× 10−08
500 16.2 165 9.33× 10−09 8.17× 10−08
1000 29.4 108 9.13× 10−09 1.05× 10−07
2000 149.4 83 8.16× 10−09 8.46× 10−08
Tabela 8 – Desempenho do Fixed Rank Soft Impute. Resultados de uma simulação
com uma EDM associada a n pontos (n ∈ {200, 500, 1000, 2000})
em R5, com apagamento aleatório de 70% das entradas, um número
máximo de iteração de 1000 e tolerância igual a 10−08.
Podemos notar que para uma percentagem fixa de entradas em falta, o número
de iterações necessário decresce quando a dimensão da EDM cresce.
Finalmente, efetuamos testes com EDM’s associados a 5000 pontos em R3
e consideramos p = 0.02. Nestes casos, o Algoritmo 3.1 foi capaz de recuperar as
EDM’s com erro máximo inferior a 10−7.
4.3.2 Completamento da EDM via matriz de Gram
Nessa seção, apresentamos os resultados do completamento de EDM’s por meio
da matriz de Gram associada. Comparamos esses resultados com o completamento
direto nas EDM’s. Os números de iterações que aparecem nas figuras são médias
respectivas às 10 simulações feitas, para cada caso.
A Figura 4 nos mostra o desempenho da recuperação direta na EDM versus o
desempenho da recuperação por meio da matriz de Gram. Foram gerados 500 pontos
no espaço R3, a partir dos quais se construiu a EDM associada. A percentagem de
apagamento foi de 50%. Podemos notar que as duas abordagens tiveram sucessos,
não havendo grande diferença no desempenho, sendo que a recuperação direta na
EDM precisou de 32 iterações para convergir e a recuperação por meio da matriz
de Gram, 30. A tolerância estabelecida foi  = 10−5.
A diferença de desempenho começa a aparecer quando a quantidade de
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Figura 4 – Resultados de uma simulação com uma EDM associada a 500 pontos
em R3, com apagamento aleatório de 50% das entradas.
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Figura 5 – Resultados de uma simulação com uma EDM associada a 200 pontos
em R3, com apagamento aleatório de 80% das entradas.
entradas conhecidas é bem reduzida. A Figura 5 e a Figura 6 mostram esse fato.
De acordo com estas duas figuras, recuperar EDM’s por meio da matriz de Gram
apresenta um desempenho bem melhor, isto é, são utilizadas menos iterações
(diferença bem significativa) para atingir a tolerância desejada do que no caso da
recuperação direta.
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Figura 6 – Resultados de uma simulação com uma EDM associada a 500 pontos
em R3, com apagamento aleatório de 90% das entradas.
A diferença no desempenho cresce até o ponto em que a abordagem por meio
da matriz de Gram recupera uma EDM para a qual a abordagem direta não tem
sucesso, como pode ser constatada na Figura 7.
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Figura 7 – Resultados de uma simulação com uma EDM associada a 100 pontos
em R3, com apagamento aleatório de 80% das entradas.
Também fizemos a variação na dimensão do espaço para ver como se com-
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portam as duas abordagens. A Tabela 9 resume os resultados referentes a essa
variação.
Dimensão (d) Número de iteraçõesRecuperação direta Recuperação via matriz de Gram
2 168 146
3 209 158
4 217 181
5 204 182
6 228 193
7 251 218
8 332 226
9 276 245
10 307 273
15 483 416
20 880 683
Tabela 9 – Comparação da abordagem direta e da abordagem via matriz de Gram,
variando a dimensão do espaço d. Em cada caso foram gerados 1000
pontos e apagados 85% das entradas da EDM. Foi estabelecida uma
tolerância  = 10−5.
Nota-se que a recuperação por meio da matriz de Gram apresenta melhores
resultados do que a recuperação direta na EDM. No entanto, para aplicarmos essa
abordagem precisamos conhecer uma linha/coluna completa da EDM, o que pode
ser uma restrição forte para algumas aplicações.
4.4 Aplicação ao problema de localização de sensores
O problema de Localização em Redes de Sensores (PLRS) consiste em de-
terminar as posições de todos os sensores da rede, usando o conhecimento das
posições de um subconjunto de sensores e informações de conectividade entre os
nós desconhecidos [14]. O PLRS abrange uma vasta gama de aplicações: sistemas
ciber-físicos, comunicações militares, saúde digital, monitoramento do meio ambi-
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Figura 8 – Rede de sensores com âncoras. A marcas vermelhas indicam âncoras.
ente, previsão de tempo, dentre outras [14].
O PLRS pode ser bastante complexo e, inclusive, mal posto. De maneira
geral, pode ser impossível determinar a posição exata de todos os sensores de uma
rede, a menos que se conheça algumas informações prévias. Tipicamente, assume-se
que os sensores têm uma amplitude limitada de comunicação, que lhes permite
determinar a posição de outros sensores que estão dentro certo raio. Além disso, em
vários sistemas, a posição de alguns sensores, denominados âncoras, é conhecida de
todos. A Figura 8 apresenta uma ilustração de uma rede de sensores onde âncoras
estão destacadas com a cor vermelha.
Algumas das técnicas para a localização em redes de sensores são [14]:
• Baseadas em âncora − considera-se que existem sensores com posições pré-
estabelecidas;
• Livres de âncora − todos os sensores têm posições desconhecidas a priori;
• Baseadas em amplitude − usam-se técnicas de medição de distância entre os
sensores;
• Livres de amplitude − usa-se a conectividade entre os sensores em vez de
distâncias.
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Com base nessa classificação, diferentes combinações podem ser feitas. Neste tra-
balho, modelamos o PLRS, considerando que para um subconjunto de sensores,
se conhece o respectivo subconjunto das posições (Baseadas em Âncora), e que
um subconjunto de distâncias entre os sensores também é conhecido (Baseadas em
Amplitude). O objetivo principal é estimar as distâncias entre os sensores, usando
técnicas de completamento de matrizes de posto baixo.
O problema de Localização em Redes de Sensores é um problema de comple-
tamento de matriz de distâncias Euclidianas em pequena dimensão, onde a posição
de um subconjunto de nós é especificada. Nesse problema, tem-se n−m pontos
desconhecidos
x1, . . . , xn−m ∈ Rd,
chamados sensores, e m pontos conhecidos
a1, . . . , am ∈ Rd,
denominados âncoras.
Em notação matricial, consideramos
X :=
»———–
xT1
...
xTn−m
fiffiffiffifl
T
∈ Rd×(n−m), A :=
»———–
aT1
...
aTm
fiffiffiffifl
T
∈ Rd×m,
P :=
”
X A
ı
∈ Rd×n.
Com isso, escrevemos a matriz de distâncias Euclidianas, D, associada a P , da
seguinte forma:
D :=
»– D11 D12
D21 D22
fifl ,
onde D11 ∈ R(n−m)×(n−m), D12 ∈ R(n−m)×m, D21 ∈ Rm×(n−m) e D22 ∈ Rm×m.
O problema de Localização em Redes de Sensores consiste em encontrar
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um X ∈ Rd×(n−m) de modo que as distâncias conhecidas em relação a P sejam
preservadas. Neste trabalho nos concentramos em encontrar aproximações para os
valores desconhecidos na matriz D, dado que, uma vez obtida uma matriz completa
de distâncias, há algoritmos eficientes para se determinar a localização dos pontos
X [18]. A ideia é determinar a matriz de Gram (G) a partir da matriz de distâncias
Euclidianas (D) (Teorema 14) e fazer a decomposição espectral:
K+(D) = G = QΛQT = Q
?
Λ
?
ΛQT , (4.3)
onde Q ∈ Rn×d é uma matriz com colunas ortonormais, Λ ∈ Rd×d é uma matriz
diagonal e
?
Λ ∈ Rd×d é uma matriz diagonal cujos elementos da diagonal principal
são as raízes quadradas de cada respectivo elemento da diagonal principal de Λ.
Com isso, uma possível configuração é dada por
P =
?
ΛQT . (4.4)
Os testes computacionais são divididos em 2 casos. No primeiro, n pontos
são distribuídos aleatoriamente sob uma região quadrangular r × r do plano,
onde m pontos são escolhidos como âncoras, sendo os demais n − m pontos
designados sensores. Com base nesses pontos, construímos a matriz de distâncias
Euclidianas associada a esses n pontos e em seguida apagamos, aleatoriamente,
de acordo com uma distribuição uniforme, uma percentagem p dessas distâncias,
preservando as distâncias entre as âncoras. Sob a matriz incompleta (com dados
apagados) aplicamos o Algoritmo 3.1 e comparamos o resultado com a matriz
original. No segundo caso, executamos os mesmos passos até a construção da matriz
de distâncias Euclidianas. Após essa etapa, apagamos todas as distâncias maiores
do que a amplitude de alcance dos sensores (considerado constante), à excepção das
distâncias entre as âncoras. A semelhança do caso anterior, aplicamos o Algoritmo
3.1 para estimar as distâncias em falta.
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Figura 9 – Localização em redes de sensores. Simulação com 100 pontos em R2, cujas
posições foram determinadas por meio de uma distribuição uniforme
em um quadrado de tamanho 1× 1, dos quais 25 são âncoras. Foram
apagadas 70.62% das distâncias (excluindo as entres as âncoras).
A Figura 9 foi obtida a partir de uma simulação com 100 pontos em R2,
cujas posições foram determinadas por meio de uma distribuição uniforme em um
quadrado de tamanho 1× 1. Desses pontos, 25 foram considerados como âncoras.
Assim como foi descrito acima, construímos a matriz de distâncias Euclidianas, da
qual apagamos de forma aleatória e uniforme 70.62% das suas entradas, preservando
as distâncias entre as âncoras. De seguida, aplicamos o Algoritmo 3.1 com uma
tolerância de 10−4 (erro relativo) para estimar as entradas apagadas. O Algoritmo
convergiu, sendo que pelo menos 3 casas decimais das entradas estimadas foram
corretas. Portanto, obtivemos uma boa estimativa das distâncias apagadas, que foi
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confirmada com a configuração da rede (Figura 9), tanto para a matriz de distâncias
Euclidianas original como para a matriz de distâncias Euclidianas estimada, usando
a função do Matlab para o Classical Multidimensional Scaling (cmdscale).
Fizemos simulações usando a abordagem baseada em amplitude, para obter
alguns resultados. Novamente, usamos 100 pontos para a simulação. Resumimos os
resultados na Tabela 10. A estimação dos dados não é tão boa quanto no primeiro
caso. Isto deve-se ao fato do conjunto das posições das distâncias conhecidas não
seguir uma distribuição uniforme, hipótese que é fundamental para que este método
funcione bem [10].
# âncoras Ampl. % de apag. Erro relativo Erro absoluto
30 0.8 15.6 1.51× 10−1 8.58× 10−1
30 0.9 6.1 9.99× 10−5 5.69× 10−4
30 1 3.36 9.93× 10−5 6.51× 10−4
50 0.8 11.72 3.16× 10−2 2.98× 10−1
50 0.9 6.16 9.97× 10−5 8.77× 10−4
50 1 1.5 9.87× 10−5 1.8× 10−3
Tabela 10 – Simulação com 100 pontos em R2 e uma tolerância de 10−4.
A Figura 10 também foi construída com o auxílio da função do Matlab
cmdscale. Foi obtida a partir de uma simulação com 100 pontos, dos quais 30 são
âncoras, num quadrado 1× 1, e uma amplitude de alcance de 0.9. Os resultados
dessa simulação podem ser vistos na Tabela 10.
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Figura 10 – Localização em redes de sensores. Simulação com 100 pontos, dos quais
30 são âncoras. Foi usada uma amplitude de alcance de 0.9.
4.5 Aplicações do PCMPR a imagens
Nesta seção, apresentamos uma aplicação de métodos de recuperação de
matrizes de posto reduzido para o tratamento (ou compactação) de imagens.
De maneira geral, matrizes associadas a imagens possuem posto completo.
No entanto, se fizermos a decomposição em valores singulares dessas matrizes é
possível observar que, em muitos casos, a magnitude dos valores singulares decai
rapidamente, como ilustrado na Figura 11 para os valores singulares de uma das
matrizes da imagem original da Figura 13. Para esta matriz, cerca de 75% da
magnitude total estão concentrados nos primeiros 30 valores singulares, de um total
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Figura 11 – Perfil de decaimento dos valores singulares de uma das matrizes da
imagem original da Figura 13.
de 512. Isto significa que é possível obter uma matriz Ar, de posto reduzido, que
representa uma boa aproximação para uma dada imagem. Desta forma, de posse da
matriz Ar, podemos proceder um apagamento aleatório uniforme de um percentual
p de suas entradas e submeter a matriz com dados faltantes (M) ao Algoritmo 3.1.
Se a recuperação da matriz M ocorrer com êxito, significa que é possível obter uma
representação da imagem, sujeita às distorções provocadas pelo filtro da SVD ao
obter Ar, apenas armazenando as coordenadas da matriz com dados faltantes M .
Este procedimento pode ser resumido nos seguintes passos:
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Passo 1: Obtenção da matriz:
 Seja A a matriz que representa uma dada imagem;
Passo 2: Filtro SVD:
 Definir Ar de acordo com o Teorema 6;
Passo 3: Apagamento de um percentual p dos dados da matriz;
Passo 4: Aplicar para a recuperação na matriz Ar o Algoritmo 3.1.
Observação 1. Notamos aqui que as imagens em tons de cinza são representadas
por uma única matriz de pixels, ao passo que imagens coloridas são representadas
por três matrizes, que dizem respeito ao sistema de cores RGB.
As imagens usadas nos experimentos foram recolhidas no site de domínio
público http://www.publicdomainpictures.net/.
Para os resultados apresentados na Figura 12, foi utilizada uma imagem
original, (a), de 1280× 549 pixels. Como esta imagem é colorida, ela é definida por
três matrizes, como foi referido na Observação 1. Uma vez que essas matrizes têm
posto completo, usamos o Teorema 6 para ter uma imagem aproximada (b) da
original, de modo que as matrizes dessa nova imagem tenham posto baixo. Em vez
de definirmos um valor a priori para o posto, decidimos definir a percentagem dos
valores singulares das matrizes da imagem original a ser utilizada nas matrizes da
imagem aproximada. Neste caso, pedimos que a imagem aproximada tenha uma
representatividade de 75% dos valores singulares das matrizes da imagem original,
fazendo com que os postos das três matrizes da imagem aproximada ficassem
definidos por 38 para a componente R, 55 para G e 61 para B. Os erros relativos
obtidos foram de 1.3× 10−3, 1.1× 10−2 e 1.5× 10−2, respectivamente.
Colocamos ruído na imagem aproximada, substituindo, de forma uniforme,
50% dos pixels originais por 0, obtendo uma imagem corrompida (c). Em seguida,
aplicamos o Algoritmo 3.1 para recuperar a imagem corrompida.
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Como podemos constatar, o Algoritmo 3.1 conseguiu remover com sucesso o
ruído colocado na imagem.
A Figura 13 retrata um experimento sob uma imagem de 512× 512 pixels.
Foram utilizadas 75% dos valores singulares, implicando em postos de 33, 61 e
85 para as componentes R, G e B, respectivamente, da imagem aproximada. À
semelhança do caso anterior, colocamos ruído na imagem aproximada, substituindo,
de forma uniforme, 50% dos pixels originais por 0. Novamente, a recuperação foi
bem sucedida. Os erros relativos associados a cada uma componentes foram de
9.8× 10−4, 3.9× 10−2 e 5.8× 10−2, respectivamente.
Nas mesmas condições do experimento anterior, recuperamos uma imagem
de 1920× 1280 pixels (Figura 14). Os postos para as componentes R, G e B, da
imagem aproximada, foram 94, 92 e 93, respectivamente. Neste experimento, os
erros relativos associados a cada uma destas componentes foram de 7.2 × 10−3,
8.3× 10−3 e 9.9× 10−3, respectivamente.
Na Figura 15 aumentamos a percentagem de corrupção para 65%. Os 75%
dos valores singulares das matrizes associadas às componentes R, G e B resultaram
em postos iguais a 102, 140 e 167, respectivamente. Mesmo assim, o algoritmo
conseguiu tirar o ruído da imagem, com erros relativos de 5.5× 10−2, 8.5× 10−2 e
7.7× 10−2 para cada uma destas componentes, respectivamente.
Para finalizar, fizemos testes com imagens em tons de cinza. A Figura 16
retrata um desses experimento, no qual foi testada uma imagem de 1920× 1544
pixels. O posto da matriz da imagem truncada foi 161 e a taxa de corrupção nessa
imagem foi de 65%. Foi obtido um erro relativo de 5.7× 10−2.
A aplicação descrita nesta seção pode ser vista como um protocolo de com-
pactação de imagens. Considere uma imagem I, no sistema RGB, em que cada
componente tem m× n pixels. A armazenagem da imagem I numa dada memória
exige com se tenha um espaço livre que caiba 3mn números. Muitas vezes o que
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Figura 12 – Recuperação de uma imagem de 1280 × 549 pixels. (a) − imagem
original; (b) − imagem truncada; (c) − imagem corrompida; (d) −
imagem recuperada.
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Figura 13 – Recuperação de uma imagem de 512 × 512 pixels. (a) − imagem
original; (b) − imagem truncada; (c) − imagem corrompida; (d) −
imagem recuperada.
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(a)
(b)
(c)
(d)
Figura 14 – Recuperação de uma imagem de 1920 × 1280 pixels. (a) − imagem
original; (b) − imagem truncada; (c) − imagem corrompida; (d) −
imagem recuperada.
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(a)
(b)
(c)
(d)
Figura 15 – Recuperação de uma imagem de 1920 × 1080 pixels. (a) − imagem
original; (b) − imagem truncada; (c) − imagem corrompida; (d) −
imagem recuperada.
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(a) (b)
(c) (d)
Figura 16 – Recuperação de uma imagem de 1920 × 1544 pixels. (a) − imagem
original; (b) − imagem truncada; (c) − imagem corrompida; (d) −
imagem recuperada.
acontece é enviar as partes mais significativas e não toda a informação. No nosso
caso em concreto propomos enviar uma pequena fração de todos os pixels e depois
obter uma imagem usando algoritmos do PCMPR.
Uma vez que a SVD pode ser encarada como um protocolo de compressão,
devemos analisar a quantidade de valores a armazenar e ver até que certo ponto vale
a pena usar os algoritmos do PCMPR. A Tabela 11 nos apresenta as quantidades
dos valores armazenados por cada um desses protocolos, para uma matriz de ordem
m× n e posto r.
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Quantidade de valores a armazenar
PCMPR SVD
(1− p)m · n r(m+ n+ 1)
Tabela 11 – Quantidades dos valores armazenados pelo protocolo SVD e pelo pro-
tocolo baseado nos algoritmos do PCMPR. 1−p traduz a percentagem
das entradas a serem descartadas.
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Considerações finais e perspectivas futuras
Neste trabalho, discorremos sobre aspectos teóricos e computacionais do
PCMPR. Apresentamos duas propostas: uma incidindo sobre o parâmetro regu-
larizador que aparece na modelagem do PCMPR, onde apresentamos uma nova
maneira de computar esse parâmetro a cada iteração do algoritmo e à custa do
posto da matriz a ser completada; e outra proposta visando o completamento de
matrizes de distâncias Euclidianas por meio da matriz de Gram associada. Em
ambos os casos, as propostas apresentadas se mostraram eficientes, de acordo com
os resultados numéricos apresentados.
O problema de completamento de matrizes de posto reduzido, além de versar
sobre aspectos teóricos e computacionais no campo de Otimização, está intima-
mente ligado a vários problemas reais. Dentre esses, destacam-se o problema de
conformação molecular, onde procura-se associar a cada átomo de uma determinada
molécula um ponto do espaço R3, sabendo apenas um subconjunto das distâncias
entre os átomos, e o problema de localização em redes de sensores que consiste em
determinar a localização dos sensores na rede com base no conhecimento das distân-
cias entre eles. Tais problemas podem ser vistos como problemas de completamento
de matrizes de distâncias Euclidianas.
Como trabalho futuro, pretendemos analisar com mais detalhes esses dois
problemas do ponto de vista de completamento de matrizes. No problema de
conformação molecular e no problema de localização em redes de sensores, as
matrizes correspondentes apresentam estruturas de forma que as posições das
entradas conhecidas não seguem uma distribuição uniforme, o que se torna um
desafio para os métodos de completamento de matrizes de posto reduzido. Isso
nos leva a ter que traçar novas abordagens e desenhar novas estratégias para
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ter sucesso no completamento. Além desses problemas enunciados, pretendemos
também fazer um estudo mais detalhado acerca da aplicação desse método no
campo de processamento de imagens, mais especificamente na compactação de
imagens.
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ANEXO A – Códigos
Nesta parte apresentamos as 3 principais funções para o PCMPR. Todas
foram implementadas no Matlab.
A.1 Operador projeção (PΩ)
Esta função foi implementada de acordo com a Definição 2.11.
1 function [Z] = P_Omega(Z,v)
2 % Operador projecao;
3 % Z --> Matriz de dados;
4 % v --> posicao dos dados faltantes.
5 Z(v) = 0;
6 end
A.2 Operador Soft-Thresholding (Sλ(·))
Este operador foi introduzido na Definição 9. Nesta implementação aproveita-
mos para ter como saída uma lista de valores singulares, da qual será selecionado
um para a computação do parâmetro regularizador que será usado na iteração
seguinte.
1 function [S, sv] = Soft_Thresholding(W,lambda ,d)
2 %addpath(’PROPACK/’)
3 [U, D, V] = lansvd(W,d+7,’L’);
4 D_lambda = D-lambda*eye(size(D));
5 D_lambda(D_lambda < 0) = 0;
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6 S = U*D_lambda*V’;
7 sv = diag(D);
8 end
A.3 Fixed-Rank Soft-Impute
A terceira implementação que iremos apresentar é, basicamente, a essência
do complemento. Ela retrata o descrito no Algoritmo 3.1.
1 function [SAIDA] = Soft_Impute(N,dados ,Omega ,n,m,r,beta ,
it_max ,epsilon)
2 %% SOFT IMPUTE
3 %
4 % ENTRADAS:
5 %
6 % N --> Matriz Original (somente utilizado para
controlar o erro)
7 % dados --> Valores observados
8 % Omega --> Posicao dos valores observados
9 % n --> quantidade de linhas da matriz
10 % m --> quantidade de colunas da matriz
11 % r --> posto da matriz
12 % beta --> valor entre 0 e 1 para a calibragem do
parametro regularizador
13 % it_max --> Numero maximo de iteracoes
14 % epsilon --> Tolerancia desejada (comparada com o erro
relativo)
15 %
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16 % SAIDA --> Uma estrutura contendo o erro relativo , o
erro maximo , o tempo de execucao , o numero de
iteracoes e a solucao do problema
17
18 addpath(’PROPACK/’)
19
20 %%
21 if isvector(dados)
22 [I,J] = ind2sub ([n m],Omega);
23 M = sparse(I,J,dados ,n,m);
24 M = full(M);
25 else
26 M = dados;
27 end
28
29 % Posicoes dos dados faltantes
30 Omega_c = setdiff (1:n*m,Omega);
31
32 Z_old = zeros(n,m);
33
34 P = P_Omega(M,Omega_c) - P_Omega(Z_old ,Omega_c) + Z_old;
35 sv = svds(P,r+1,’L’);
36 lambda = sv(end);
37
38 tic
39 disp(’----------------------------------------------’);
40 disp(’RODANDO ...’)
41 for k = 1: it_max;
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42 P = P_Omega(M,Omega_c) - P_Omega(Z_old ,Omega_c) +
Z_old;
43 [M_comp , sv] = Soft_Thresholding(P,lambda ,r);
44
45 lambda = beta*sv(r+1);
46
47 erro(k) = norm(M_comp - N,’fro’)/norm(N,’fro’);
48 erro_max = max(max(abs(M_comp - N)));
49 erro_aprox = norm(M_comp - Z_old ,’fro’)/norm(Z_old ,’
fro’);
50
51 if mod(k,100) == 0
52 erro(k)
53 end
54
55 if erro(k) < epsilon || k == it_max
56 tf = toc;
57 tf = tf/60;
58 if erro(k) < epsilon
59 disp(’--------------------------------------’
);
60 disp(’RECUPERACAO DIRETA ’);
61 disp(’RESULTADO: O algoritmo convirgiu!’);
62 disp([’ITERACOES: ’,num2str(k)]);
63 disp([’ERRO RELATIVO (COMPARADA COM A MATRIZ
ORIGINAL): ’,num2str(erro(k))]);
64 disp([’ERRO RELATIVO (SUCESSIVAS APROXIMACOES
) : ’,num2str(erro_aprox)]);
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65 disp([’ERRO ABSOLUTO MAXIMO : ’,num2str(
erro_max)]);
66 disp([’DURACAO : ’,num2str(tf),’ minutos!’]);
67 disp([’POSTO DA MATRIZ : ’,num2str(r)]);
68 disp([’PERCENTAGEM DE APAGAMENTO : ’,num2str
(100 -100* length(Omega)/(n*m))]);
69 disp(’--------------------------------------’
);
70 break
71 elseif k == it_max
72 disp(’--------------------------------------’
);
73 disp(’RECUPERACAO DIRETA ’);
74 disp(’RESULTADO: Numero maximo de iteracoes
atingido (Nao convirgiu)!’);
75 disp([’ITERACOES: ’,num2str(k)]);
76 disp([’ERRO RELATIVO (COMPARADA COM A MATRIZ
ORIGINAL): ’,num2str(erro(k))]);
77 disp([’ERRO RELATIVO (SUCESSIVAS APROXIMACOES
) : ’,num2str(erro_aprox)]);
78 disp([’ERRO ABSOLUTO MAXIMO : ’,num2str(
erro_max)]);
79 disp([’DURACAO : ’,num2str(tf),’ minutos!’]);
80 disp([’POSTO DA MATRIZ : ’,num2str(r)]);
81 disp([’PERCENTAGEM DE APAGAMENTO : ’,num2str
(100 -100* length(Omega)/(n*m))]);
82 disp(’---------------------------------------
’);
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83 end
84 end
85 Z_old = M_comp;
86 end
87 SAIDA.ERRO = erro(end);
88 SAIDA.ERRO_ABSOLUTO_MAXIMO = erro_max;
89 SAIDA.TEMPO = tf;
90 SAIDA.ITERACAO = k;
91 SAIDA.MATRIZ_RECUPERADA = M_comp;
92 end
