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Abstract
The scattering theory of electron transport allows for a compact and powerful description
in terms of gˇ2 = 1 Green functions, so-called circuit theory of quantum transport. A
scatterer in the theory is characterized by an action, most generally a Keldysh one,
that can be further used as a building bock of theories describing statistics of electron
transport, superconducting correlations, time-dependent and interaction effects. The
action is usually used in the form suitable for a two-terminal scatterer.
Here we provide a comprehensive derivation of a more general form of the action that
is especially suitable and convenient for general multi-terminal scatterers. The action
is expressed as a determinant of a block of the scattering matrix obtained by projec-
tion on the positive eigenvalues of the Green functions characterizing the reservoirs. We
start with traditional Green function formalism introducing gˇ2 = 1 matrices and give a
first example of multi-terminal counting statistics. Further we consider one-dimensional
channels and discuss chiral anomaly arising in this context. Generalizing on many chan-
nels and superconducting situation, we arrive at the block-determinant relation. We give
the necessary elaborative examples reproducing basic results of counting statistics and
super-currents in multi-terminal junctions.
Keywords: quantum circuit theory, multi-terminal junction, Green functions
PACS: 72.10.Bg, 73.23.-b, 74.45.+c
1. Introduction
The well-established and refined culture of theoretical description of electron trans-
port in bulk solids and heterostructures was based on field-theoretical methods [1] and
Keldysh Green functions [2]. The pioneering works of Landauer and Buttiker [3, 4] that
unambiguously related electron transport and coherent scattering in micro-contacts have
been regarded with suspicion: the genuine simplicity of their approach looked as a bar-
baric intrusion to a sophisticated domain. It took time to appreciate the idea that the
electron resistance is in fact scattering. Once the appreciation of this revolutionary idea
was in place, a fast research progress has revealed many facets of the universality of
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scattering approach and its relevance in the areas where its applicability was not at all
obvious. The electic noise was understood in terms of scattering [5, 6]. The sophistication
came back when a state-of-the-art quantum calculation [7] has demonstrated that the
whole statistics of electron transport is defined by the scattering matrix. The approach
has been applied to superconducting contacts.
This also initiated research that combined Green function approaches with the notions
of scattering and discrete elements giving rise to a bunch of so-called quantum circuit
theories [8] that are indispensable for accessing full counting statistics, transmission dis-
tribution in complex scatterers, superconducting and spin transport in nanostructures.
A starting point of this research was actually the paper of Buttiker and Beenakker about
the noise in diffusive connector [9] that seemed wrong to the author and thus motivated
him to prove the statement on more solid grounds. Quantum circuit theories posses a
remarkable degree of universality. A two-terminal scatterer in this approach is always
described by an action
S = 1
2
∑
n
Tr
[
ln
(
1 + Tn
Gˇ1Gˇ2 + Gˇ2Gˇ1 − 2
4
)]
(1)
where n labels transport channels of the scatterer, Tn are corresponding transmission
coefficients, while the matrices Gˇ1,2 characterize the states of the leads, steam from
the Green functions and satisfy Gˇ21,2 = 1. The matrix structure as well as the role
of the action conforms a concrete situation from the great variety where the relation
can be applied. In case of circuit theory of transmission distribution [10] Gˇ is a single-
parametric 2×2 matrix and S is function to be minimized while in a theory encompassing
interplay of Coulomb interaction and disorder [11] Gˇ may represent supersymmetric σ-
model quantum fields, matrix structure includes time indexes and the action is a part of
a path integral weight.
In this article, we address the generalization of Eq. 1 to the case of multiple terminals.
Such generalization has hardly been discussed in the literature. One of the reasons for
this is the fact that in a (quantum) circuit theory a multi-terminal scatterer can be readily
modelled with two-terminal ones and at least a single node connected to the leads by
means of these two-terminal scatterers. For instance, this is a way to multi-terminal
counting statistics.[12] However, such approach is not general. On mean-field level, it
disregards random phase factors accumulated in the course of the scattering in the node.
The statistics of these random phase factors can in principle be obtained if going beyond
the mean-field level. However, this does not give an action for a concrete realization of
these phase factors. Such action is especially important in the context of recent discovery
of non-trivial topological phenomena in multi-terminal superconducting junctions [13].
A proposal for such generalization has been made in [14] in the context of understand-
ing Fermi Edge singularity. In this paper, we provide a full and comprehensive derivation
of this relation starting from the common textbook Green functions and extend it to the
case of superconducting terminals. The result is expressed as a determinant of a block
of the scattering matrix obtained by projection on the positive eigenvalues of the Green
functions characterizing the reservoirs and is given by Eqs. 45,67.
The structure of the article is as follows. In Section 2 we discuss the Keldysh Green
functions, its extension to counting statistics and give a single-state multiterminal ex-
ample. In Section 3 we consider a transport channel connecting two reservoirs without
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scattering, compute Green functions and the action, recognize and heal a dangerous chi-
ral anomaly. The generalization to many channels and scattering comes in the Section
4. We introduce the superconducting reservoirs in Section 5 and generalize the action
to this case in Section 6. Further we elaborate on two basic examples for the block-
determinant formula obtained. In Section 7 we derive the full counting statistics for
multi-terminal transport of the normal electrons. In Section 8 we perform the projection
in superconducting case, consider the ground state energy of the junction and derive a
usefull formula for non-stationary superconducting current. We conclude in Section 9.
2. Green functions: general
We start our considerations with conventional definition [2] of Keldysh Green func-
tions in terms of averages of fermion creation-annihilation operators Ψ(t,X), X being
an element of a Hilbert space (for instance, space coordinate)
iGˇ(X1, X2) = i
[
G++ G+−
G−+ G−−
]
=
= 〈Ψ1Ψ†2〉
[
Θ− 1
0 Θ+
]
− 〈Ψ†2Ψ1〉
[
Θ+ 0
1 Θ−
]
; Θ± ≡ Θ(±(t1 − t2)) (2)
Here Ψ1,2 ≡ Ψ(X1,2) and ”check” denotes the matrix structure in the Keldysh index
i = ±. Let us specify to a general stationary nonequilibrium state where the density
matrix is diagonal in the space of energy levels k and filling factor of this level is fk Since
Ψ(t) = exp(−iǫkt)Ψ(0), the Green function is diagonal in the levels and reads
iGˇk(t1, t2) = exp(iǫk(t2 − t1))
([
Θ(t2 − t1) 1
0 Θ(t1 − t2)
]
− fk
[
1 1
1 1
])
. (3)
To get it in the energy representation, Gˇ(ǫ) ≡ ∫ dteiǫtGˇ(t, 0) we note that∫
dtei(ǫ−ǫk)t−δtΘ(t) =
i
ǫ + iδ − ǫk ≡ iGR; ImGR = −iπδ(ǫ− ǫk) (4)∫
dtei(ǫ−ǫk)t−δtΘ(−t) = −i
ǫ − iδ − ǫk ≡ −iGA; ImGA = iπδ(ǫ− ǫk) (5)∫
dtei(ǫ−ǫk)t−δt = 2πδ(ǫ − ǫk) ≡ i(GR −GA) (6)
where we have introduced advanced and retarded Green functions not depending on the
filling factors. With those, we can represent the Green function as
Gˇ = GR
[ −f 1− f
−f 1− f
]
+GA
[
f − 1 f − 1
f f
]
(7)
For proper description of the reservoirs we need what in old literature is called ”Green
function in coinciding points”, Gˇ(X,X). In fact, this concept has little to do with
geometric proximity of the points: rather, it represents a Green function ”avegared” over
a big number of similar states of a quasicontinuous spectrum of the same energy. Let
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us generally define it as Gˇav =
∑
k wkGˇk, wp being some positive weights. The result of
such averaging reads
Gˇav = −iπν
[
1− 2f 2(1− f)
−2f 1− 2f
]
(8)
where ν ≡ ∑k wkδ(ǫk − ǫ). For Green function in coinciding points, ν is the density of
states. Its dependence on ǫ can be disregarded in all important cases. If the filling factors
of the levels before the averaging depend on energy only, the filling factor f(ǫ) in the
above relation natually reproduces f of the levels. If not, f(ǫ) is a weighted average of
those and effective filling factor of this group of the states if they are used as a reservoir.
The common Keldysh technique can be defined through the unitary evolution of the
density matrix:
ρ(t) = T exp(−iHt)ρ(−∞)T˜ exp(iHt).
The extended Keldysh technique [8] is defined through a non-unitary evolution of the
pseudo-density matrix with the Hamiltonians H± depending on the Keldysh index
ρ(t) = T exp(−iH−t)ρ(−∞)T˜ exp(iH+t) (9)
We define the action S in terms of the trace of this pseudo-density matrix after its
evolution over a big interval of time T , eS = Trρ(T ). Common application of extended
Keldysh technique is full counting statistics of electron transfers[15]. In this case, H± =
H±χ/2I, I being the operator of current to a certain reservoir and the Fourier transform
of eS with respect to χ gives the probabilities of transferring N electrons during the time
interval T ,
PN =
∫ 2π
0
dχ
2π
eiχNeS(χ).
We will be interested in variations of the action. Let us assume that the Hamiltonians
have been changed by a little addition H± → Hpm+
∑
ab h
±
ab(t)Ψ
†
aΨb. The corresponding
variation of the action in the limit of small h is expressed in terms of the Green functions,
δS = −i
∫
dth−ab(t)〈Ψ†a(t)Ψb(t)〉− + i
∫
dth+ab(t)〈Ψ†a(t)Ψb(t)〉+ =
=
∫
dt
(−h−ab(t)Gba−−(t+ 0, t) + h+ab(t)Gba++(t− 0, t)) (10)
The sign difference for ± in above equation is inconveniently annoying. Also, the
evolution equation for Gˇ has this inconvenient sign difference,(
ǫ− Hˆ
)
Gˇ = −τz. (11)
To avoid this nuisance, we better redefine Gˇnew = −Gˇoldτz departing from the conven-
tional definition. With this redefinition,
Gˇ = GR
[
f 1− f
f 1− f
]
+GA
[
1− f f − 1
−f f
]
(12)
and the averaged function can be presented as
Gˇav = −iπνgˇ; gˇ =
[
2f − 1 2(1− f)
2f 1− 2f
]
. (13)
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Importantly, gˇ2 = 1. The variation of the action becomes
δS = −
∫
dt
(
h−ab(t)G
ba
−−(t+ 0, t) + h
+
ab(t)G
ba
++(t− 0, t)
)
= −Tr [hˇGˇ] (14)
where the trace in the last equality includes everything: the Hilbert space, Keldysh index
and time.
With this, we are ready to discuss the reservoirs. We do it in the context of a single
level k. We take into account the transition matrix elements tkp from a state k to a
reservoir whose states are labelled by p. This brings self-energy to the equation for Gˇk
Σˇ =
∑
p
|tkp|2Gˇp = −i(Γ/2)gˇ; Γ = 2π
∑
p
|tpk|2δ(ǫp − ǫ) (15)
where we have averaged Gˇp over the states, disregarded the ǫ dependence of Γ and the
real part of Σ since the latter only causes an unimportant shift of ǫk.
The Green function of the state k then reads
Gˇk =
1
ǫ− ǫk − Σˇ
=
1
ǫ− ǫk + i(Γ/2)gˇ =
∑
±
1± gˇ
2
1
ǫ− ǫk ± i(Γ/2) (16)
If we take many states connected to the same reservoir, and average the Green functions
over these states, we get Gav = −iπνgˇ. This implies that the reservoir is reproduced and
is completely characterized by the matrix gˇ.
Let us concentrate on the action. The formula for the variation can be rewritten as
δS = −Tr [δ(Σˇ)Gˇk] , (17)
from this it follows that
S = −Tr [ln Gˇk] (18)
this makes sense: eS is the determinant of the matrix determining the quadratic Grass-
man action of the creation and annihilation operators.
Let us connect the level k to a number of reservoirs labelled by i and consider full
counting statistics of charge transfers between the reservoirs. Since there are several
reservoirs, the self-energy is contributed by all of them,
Σ = −i
∑
i
(Γi/2)gˇi (19)
Σˇ is a 2× 2 traceless matrix, Σˇ2 = −Σ2, the scalar Σ2 equals
Σ2 =
1
4

∑
i
Γ2i +
∑
i>j
ΓiΓj(gˇigˇj + gˇj gˇj)


S =
∫
dǫ
2π
ln
(
(ǫ− ǫk)2 +Σ2
)
(20)
To incorporate full counting statistics, we transform gˇ with proper counting fields χi,
gˇ → eiχ/2τz gˇe−iχ/2τz , so that the gˇ of a given reservoirt becomes
gˇ =
[
2f − 1 2(1− f)eiχ
2fe−iχ 2f − 1
]
5
with this,
gˇigˇj + gˇj gˇj = 2 + 4(fi(1− fj)(ei(χj−χi) − 1) + fj(1− fi)(ei(χi−χj))
Theoretically, the action should vanish in the limit of χ → 0. However, this result
may be difficult to reproduce without a tedious calculation. It is more convenient to
compute the action allowing some freedom in the insignificant factors that bring extra
χ-independent terms and than to substract the value of the computed action at χ = 0
to correct for this. This is what we do now to arrive at
S = T
∫
dǫ
2π
ln

1 +∑
i6=j
Tijfi(1− fj)(ei(χj−χi) − 1)

 . (21)
This describes statistics of scattering of the electrons from one reservoir to another
trought the level k with energy-dependent transmission coefficients Tij ,
Tij =
ΓiΓj
(ǫ− ǫk)2 + (
∑
j Γj/2)
2
.
To remind, T is a time interval at which the statistics is acquired. If Γ is much smaller
than the scale at which f is changing (this is usually a temperature), this expression can
be integrated over the energy.
S =
√
(
∑
j
Γj/2)2 +
∑
i6=j
ΓiΓjfi(1 − fj)(ei(χj−χi) − 1)−
∑
j
Γj/2. (22)
The fi(ǫ) in the above expression are taken at ǫ = ǫk.
In fact, we have obtained a simplest model of a multi-terminal scattering: that gener-
ated by transitions through a single resonant level. It is not the most general form of the
scattering matrix. To consider this one, we need to turn to Green functions of transport
channels. Those can be conventionally modelled assuming a 1d spacial dependence [3, 4].
3. Single one-dimensional channel
Let us consider a 1d channel with the Hamiltonian
Hˆ = −iv∂x (23)
sign of the velocity v is important here: at the moment, we assume it is positive. Similarly
to what we have done for a single level, let us consider weak coupling of the channel states
to those of a reservoir. This results in a self-energy part Σˇ = (−i/2τ)gˇ, where τ is a
typical time of escape from the channel to the reservoir, gˇ characterizing the reservoir.
Green function of the electrons in the channel satisfies the differential equation
(ǫ+ iv∂x + (i/2τ)gˇ) Gˇ(x, x
′) = δ(x− x′) (24)
The differential equation with respect to another coordinate reads:
− iv∂xGˇ(x, x′) + Gˇ(x, x′) (ǫ+ (i/2τ)gˇ) = δ(x− x′) (25)
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We can solve it in x deriving
Gˇ(x1, x2) = Rˇ(x1 − x′1)Gˇ(x1, x2)Rˇ−1(x2 − x′2); Rˇ ≡ exp
(
−x gˇ
2τv
)
(26)
Since gˇ2 = 1, for any A
exp (Agˇ) =
1 + gˇ
2
exp(A) +
1− gˇ
2
exp(−A).
Let us complicate the situation and consider a channel connected to two reservoirs.
To this extent, let us introduce a simple x-dependence of the reservoir Green function:
at x < 0, gˇ = gˇ1, and at x > 0 gˇ = gˇ2. Let us concentrate on the Green function
in coinciding points, Gˇ(x) = Gˇ(x, x′). For a convenient normalization, it is prudent to
rewrite it as Gˇ = −iπνQˇ = −i(1/2v)Qˇ. Actually, Qˇ(x, x′) satisfies the equation(
−iǫ/v + ∂x + 1
2τv
gˇ
)
Qˇ(x, x′) = δ(x− x′) (27)
We can express Qˇ(x) in terms of Qˇ(0) at the ”boundary”,
x < 0 : Qˇ(x) =
∑
±
e±
x
τv
1∓ gˇ1
2
Qˇ(0)
1± gˇ1
2
− 1
2
(
Qˇ(0)− gˇ1Qˇ(0)gˇ1
)
(28)
x < 0 : Qˇ(x) =
∑
±
e±
x
τv
1∓ gˇ2
2
Qˇ(0)
1± gˇ2
2
+
1
2
(
Qˇ(0)− gˇ2Qˇ(0)gˇ2
)
(29)
To determine Qˇ(0), we note that for the solution not to diverge at the infinities we need
to require
(1 + gˇ1)Qˇ(0)(1 − gˇ1) = 0; (1− gˇ2)Qˇ(0)(1 + gˇ2). (30)
Besides, by reproducibility of the reservoir, we have to require ˇQ(x)→ gˇ1,2 at x→ ∓∞.
With this,
ˇQ(0) = (1 − gˇ1) 1
gˇ1 + gˇ2
+
1
gˇ1 + gˇ2
(1 + gˇ1) = (1 + gˇ2)
1
gˇ1 + gˇ2
+
1
gˇ1 + gˇ2
(1− gˇ2). (31)
Actually, Qˇ(x, x′) has a discontinuity at x→ x′. One shows that Qˇ(x±0, x) = ±1ˇ+Qˇ(x).
Let us compute the action. We vary the Green function of the first reservoir,
δS = −
∫ 0
−∞
dxTr
[
δ(Σ(x))Gˇ(x, x)
]
=
1
4τv
∫ 0
−∞
dxTr
[
δ(gˇ1)(x)Qˇ(x)
]
since Tr [δ(gˇ)gˇ] = 0 for gˇ2 = 1 matrices, the integral is accumulated at distances of the
order of 1/vτ from the interface where Qˇ(0) changes into Gˇ,
δS = 1
4τv
∫ 0
−∞
dxTr
[
δ(gˇ1)Qˇ(0)
]
e
x
τv = −1
4
Tr
[
δ(gˇ1)Qˇ(0)
]
(32)
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Substituting (31) yields
δS = 1
2
Tr
[
δ(gˇ1)(1 − gˇ1) 1
gˇ1 + gˇ2
]
(33)
Now we need to integrate over gˇ1 to determine the action. Eventually, this does not
quite work. To make this explicit, let us do this for 2 × 2 matrices gˇ1,2. This is general
case, since gˇ1,2 can always be presented in the form of 2× 2 blocks in the space of doubly
degenerate eigenvalues of gˇ1gˇ2 + gˇ2gˇ1. We substitute gˇ = ~g · ~ˇσ to obtain
δS = δSn + δSa;
δSn = (δ~g1, ~g2)
(~g1 + ~g2)2
=
1
2
δ(ln(1 + (~g1, ~g2));
δSa = −1
2
(δ~g1, ~g1, ~g2)
1 + (~g1, ~g2)
The variation of Sn can be easily integrated. For general gˇ,
Sn = 1
2
Tr
[
ln
gˇ1 + gˇ2
2
]
(34)
where we have added factor of 2 to make sure Sn = 0 if both reservoirs are identical.
As a matter of fact, the term δSa in the action cannot be integrated. Indeed, if we
set gˇ2 ‖ z, gˇ1 = (cos θ, sin θ sinφ, sin θ cosφ), we obtain
δSa = −δφ sin
2 θ
2(1 + cos θ)
,
that is, ∂φ∂θS 6= ∂φ∂θS.
This signals the breakdown of the perturbation theory in Σˇ and is in fact a man-
ifestation of chiral anomaly. A chiral channel between two different reservoirs is not
well-defined, for instance, it would provide an infinite current between them. One can
think of a less invasive configuration, for instance, gˇ = gˇ1 at x → ±∞ and gˇ = gˇ2 in
the finite but long interval of x In this case, the two boundaries between regions with
gˇ1,2 produce the S⊣ of opposite sign, so that the anomalous part cancels and the action
is integrable. This is because the channel starts and ends up in identical reservoirs. An
equivalent picture includes two channels of opposite velocities between two reservoirs.
The Sa terms cancel and Sn add resulting in
S = Tr
[
ln
gˇ1 + gˇ2
2
]
(35)
If we substitute the reservoirs with counting field, we reproduce the known expression
for counting statistics of the quantum point contact of ideal transparency,
S =
∫
dǫ
2π
ln
(
1 + f1(1− f2)eiχ + f2(1− f1)e−iχ
)
(36)
This eventually sets the model in use: further we assume that the channels are
grouped in pairs of opposite velocity, and the members of the pair share the same reser-
voir.
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4. Scattering
Let us have many (pairs) of channels and describe scattering between those. Without
loosing the generality we assume that all channels are at x < 0 and the wave function
amplitudes at x = 0 are related by scattering matrix,
ψouti =
∑
j
Sijψ
in
j
We incorporate the index of the channel into the ”check” index. To simplify the formulas,
we assume
Let us compute the Green function of the incoming electrons at a point x′. We define
Qˇ± ≡ Qˇ(x′ ± 0, x′). For the solution not to diverge at x→ −∞, it should satisfy
(1 + gˇ) Qˇ− = 0.
At x > x′, the Q evolves to Qˇ+(0, x′) = Rˇ(−x′)Qˇ+. Further, it scatters to the outgoing
channels where the amplitudes should satisfy the condition with changed sign of gˇ1. This
gives
(1− gˇ) SˇRˇ(−x′)Qˇ+ = 0
We multiply this equation by Sˇ−1 from the left to arrive at
(1− gˇ3) Rˇ(−x′)Qˇ+ = 0; gˇ3 ≡ Sˇ−1gˇSˇ. (37)
We substitute Qˇ± = R(x′)qˇ±R−1(x′) to arrive at
(1 + gˇ) qˇ− = 0; (1− gˇ3) qˇ− = 0; q+ − gˇ− = 2. (38)
Substituting qˇ± = qˇ ± 1, we arrive at the answer similar to Eq. 31,
qˇ = (1− gˇ) 1
gˇ + gˇ3
+
1
gˇ + gˇ3
(1 + gˇ) = (1 + gˇ3)
1
gˇ + gˇ3
+
1
gˇ + gˇ3
(1− gˇ3). (39)
Repeating the steps that lead to Eq. 33, we arrive at
δS = 1
2
Tr
[
δ(gˇ)(1 − gˇ) 1
gˇ + gˇ3
]
(40)
Now we need to compute the contribution of the outgoing channels. There are sign
differences in the equations indicating the opposite sign of the velocity. For instance,
Eq.41 becomes
(1 + gˇ) qˇ− = 0; (1− gˇ4) qˇ− = 0; q+ − gˇ− = 2; gˇ4 ≡ SˇgˇSˇ−1 (41)
As a result of this, the contribution of the outgoing channels reads
δS = 1
2
Tr
[
δ(gˇ)(1 + gˇ)
1
gˇ + gˇ4
]
(42)
We bring both contributions together in the following form
δS = 1
2
Tr
[(
Sˇδ(gˇ)(1 + gˇ) + δ(gˇ)(1 − gˇ)Sˇ) 1
gˇSˇ + Sˇgˇ
]
(43)
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Now it is time to integrate. The integration is less trivial than one could expect.
The practical way is to do it in the basis where gˇ is diagonal. The positive and negative
eigenvalues of the matrix define a block structure:
gˇ =
[
1 0
0 −1
]
; Sˇ =
[
Sˇ11 Sˇ12
Sˇ21 Sˇ22
]
(44)
The action after the integration (see Appendix for details) is expressed in terms of the
determinant of the upper left block of Sˇ,
S = Tr [ln Sˇ11] = ln det (Sˇ11) . (45)
This formula can be presented in a basis-invariant form in a variety of ways, the most
logical one is the following:
S = Tr
[
ln
(
1− gˇ
2
+
1 + gˇ
2
Sˇ
1 + gˇ
2
)]
(46)
where the first term is the projector on the down right block, and the second one is the
projection of Sˇ on the upper left block.
5. Superconducting reservoirs
Let us generalize the Keldysh Green function of normal electrons
iGˇ(X1, X2) = i
[ −G++ G+−
−G−+ G−−
]
= 〈Ψ1Ψ†2〉
[ −Θ(t2 − t1) 1
0 Θ(t1 − t2)
]
−〈Ψ†2Ψ1〉
[ −Θ(t1 − t2) 0
−1 Θ(t2 − t1)
]
(47)
to superconducting state. We label electron operators with α = ±1,Ψ1 = Ψ,Ψ−1 = Ψ†
to introduce the Green function with Nambu indices
iGˇαβ(X1, X2) = 〈Ψ1,αΨ2,−β〉
[ −Θ(t2 − t1) 1
0 Θ(t1 − t2)
]
−〈Ψ2,βΨ1,α〉
[ −Θ(t1 − t2) 0
−1 Θ(t2 − t1)
]
(48)
Given a superconducting Hamiltonian (where Hˆ is Hermitian and ∆ˆ = −∆ˆT )
Hˆ =
∑
k,l
Ψ†kHklΨl +
1
2
Ψ†k∆klΨ
†
l +
1
2
Ψl∆
∗
klΨ
†
k (49)
the time-dependence of Ψ is given by the Bogolyubov-deGennes ”Hamiltonian” HBdG,
i
∂
∂t
[
Ψ1
Ψ−1
]
= HBdG
[
Ψ1
Ψ−1
]
; HBdG ≡
[
Hˆ ∆ˆ
∆ˆ† −HˆT
]
. (50)
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With this, in energy representation the Green function satisfies
(ǫ−HBdG) Gˇ = 1ˇ. (51)
This is not convenient since the usual potential comes to this equation in the form U(x)ηz ,
~η being the Pauli matrices in Nambu space. To circumvent this, we redefine Gˇnew = Gˇηz.
The redefined function satisfies
(
ǫηz − H¯BdG
)
Gˇ = 1ˇ; H¯BdG =≡
[
Hˆ ∆ˆ
−∆ˆ† −HˆT
]
(52)
We can equilidate the standard spin structure of ∆ˆ = iσy∆ˆ by making unitary transfor-
mation of Gˇ, H¯BdG with the matrix ((1 + ηz) + σy(1− ηz))/2 to arrive at
H¯BdG =≡
[
Hˆ −i∆ˆ
i∆ˆ† ˆ¯H
]
, (53)
where ˆ¯H is the time-reversed Hˆ . Let us compute the Green function of a normal metal
averaged over the states. It has a block structure in Nambu space: the upper block is
the same as evaluated in (13), while the lower block is obtained by replacing Ψ† ↔ Ψ.
For a single state k, it therefore reads (c.f. Eq.54)
iGˇdownk (t1, t2) = (54)
− exp(−iǫk(t2 − t1))
([ −Θ(t2 − t1) 1
0 Θ(t1 − t2)
]
− (1 − fk)
[ −1 −1
1 1
])
. (55)
In energy representation, it becomes
− Gˇdown = GR
[
1− f f
1− f f
]
+GA
[
f −f
−(1− f) (1− f)
]
; GA,R ≡ 1
ǫ∓ iδ + ǫk . (56)
We notice that upon averaging the filling factor is taken at −ǫ. With this, both blocks
are presented as
Gˇ = −iπν
(
1 + ηz
2
Fˇ+ +
ηz − 1
2
)
Fˇ− ≡ −iπνgˇN ; (57)
Fˇ+ =
[
2f(ǫ)− 1 2(1− f(ǫ))
2f(ǫ) 1− 2f(ǫ)
]
; Fˇ− =
[
1− 2f(−ǫ) 2f(−ǫ)
2(1− f(−ǫ)) 2f(−ǫ)− 1
]
(58)
If f(ǫ) = 1 − f(−ǫ) as it is the case of Fermi distribution at µ = 0,Fˇ+ = Fˇ− = Fˇ ,
gˇN = ηzFˇ .
Let us now compute the Green function of a superconductor connected to a normal
metal reservoir. The reservoir produces the self-energy ΣˇN = −i/τ gˇN , we will assume
1/τ ≪ ǫ,∆. The Green function sought is defined by(
ǫηz + i∆ηx − ξ − ΣˇN
)
Gˇ = 1ˇ. (59)
11
assuming real ∆. If f(ǫ) = 1 − f(−ǫ), the matrix can be diagonalized in Keldysh
structure separately from the Nambu one, and the Green function can be presented with
the projectors on the blocks of Fˇ ,
Gˇ =
1 + Fˇ
2
GˇR +
1− Fˇ
2
GˇA; GˇR,A =
1
(ǫ ± iδ)ηz +∆ηx − ξ . (60)
In general case, the solution is more involved. Let us note that if |ǫ| < |∆|, GˇR = GˇA and
the Green function does not depend on f : there is no density of states for such energies
and nothing is to be eqilibrated with the normal reservoir. In opposite case, the matrix
Eˇ ≡ ǫηz +∆ηx can be presented as Eˇ = Eǫˇ, ǫˇ2 = 1. It is convenient to choose the signs
in such a way that Tr(ηz ǫˇ) ≡ νB is always positive. In this case, νB = |ǫ|/
√
ǫ2 −∆2 is
the normalization factor of BCS density of states. The advanced and retarded Green
functions read
GˇR,A =
1
Eˇ ± iηzδ − ξ
=
1
E ± iδ − ξ
1 + ǫˇ
2
+
1
−E ∓ iδ − ξ
1− ǫˇ
2
(61)
For averaged functions,
GˇR,A = −iνπ ± ǫˇ.
To compute the Green function, we project the Nambu structure in Eq. 57 onto ± blocks
of ǫ:
gˇN → TrN
[
1± ǫˇ
2
gˇN
]
= Fˇ+
1± νB
2
− Fˇ− 1∓ νB
2
≡ ±Vˇ± (62)
With this,
Gˇ =
∑
σ,σ′=±1
1
σE − ξ + iσ′δ
1 + σǫˇ
2
1 + σ′σvˇσ
2
(63)
where matrices v± are obtained from Vˇ± by normalization such that v
2
± = 1 For the
standard structure not spoiled by any counting fields, v± = ±Vˇ±/νB, and the matrices
v± have a structure ?? corresponding to the effective filling factors
f± = f(ǫ)
1± 1/νB
2
+ (1 − f(−ǫ))1∓ 1/νB
2
; f±(ǫ) = (1− f∓(−ǫ).
The effective filling factors account for charge imbalance in the superconductor that is
induced provided f(ǫ) 6= (1 − f(−ǫ)).
The average G then reads:
iπνGˇ =
1 + ǫˇ
2
vˇ+ +
ǫˇ− 1
2
vˇ− (64)
The formulas relating the Green functions and the variation of the action remain
the same apart from 1/2 factor that comes with the trace over Nambu structure and
compensates the artificial doubling of fermionic states in Nambu formalism. For instance,
Eq. 17 becomes
δS = −1
2
Tr
[
δ(Σˇ)Gˇk
]
. (65)
For spin-symmetric case, this factor cancels with the factor of 2 accounting for spin
degeneracy.
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6. Formulation for multi-terminal superconductor
The Green functions describing the superconducting reservoir can be dealt with in
the same way as we deal with the Keldysh functions: we just account for an extra Nambu
index. The same holds for possible spin structure or for any other more exotic structure
accounting for approximate degeneracy of electron states. The only essential modification
of the approach developed in Section 4 is the Nambu index dependence of the scattering
matrix. Indeed, the scattering matrix for normal electrons relates annihilation operators
Ψouti =
∑
j
SijΨ
in
j
For creation operators, this is transformed to
Ψ†,ini =
∑
j
S∗ijΨ
†,out
j .
This defines the Nambu structure of the scattering matrix in conventional terms of ”elec-
tron” and ”hole” scattering,
Sˇij =
1 + ηz
2
seij +
1− ηz
2
shij ; s
e
ij ≡ Sij (66)
In the simplest case of energy and spin-independent scattering matrix, sh = (se)T . Gen-
erally, sh(ǫ) = σy(s
e(−ǫ))Tσy . With this, we reproduce the same formulas as for the
normal case:
S = 1
2
Tr
[
ln Sˇ11
]
=
1
2
ln det
(
Sˇ11
)
. (67)
or, in basis-invariant form,
S = 1
2
Tr
[
ln
(
1− gˇ
2
+
1 + gˇ
2
Sˇ
1 + gˇ
2
)]
(68)
As mentioned, the 1/2 factor compensates for the doubling of states in Nambu represen-
tation. It cancels the spin doubling factor for spin-independent scattering. The formulas
45, 67 provide an ultimately general and compact answer for statistics of electron trans-
port. It is important to understand that the formulas suit perfectly the time-dependent
scattering matrices, reservoirs and currents since time is just another index in the ”check”
matrix structure, and also for time-dependent counting fields. In this article, we will not
go into details of time-dependent situation. Rather, we will elaborate two examples for
stationary case when the matrix structure can be resolved separately at each energy.
7. Elaborative example for normal multi-terminal statistics
For normal case, we demonstrate the known relations for counting statistics in the
limit of long measuring times.
The Green function in a reservoir connected to the channel k is given by Eq.13. As
any matrix we can present it as an expansion in left and right eigen-vectors, gαβ =∑
i giψ
L
αψ
R. The gˇ has eigenvalues ±1 and without counting field the eigenvectors read
ψL,+ =
[
1
1
]
; ψR,+ =
[
fk
1− fk
]
; ψL,− =
[ −(1− fk)
fk
]
; ψR,− =
[ −1
1
]
. (69)
13
With the counting field χk associated with this particular reservoir, the eigenvectors are
changed by unitary transformation ψL,R → exp(i ± τzχk)ψL,R. To evaluate the action,
we need to project onto +1 eigenvalue. Upon the projection, the element of scattering
matrix is modified to
S¯jk = Sjkψ
R,+
j,α ψ
L,+
k,α = Sjk
(
fke
i(χj−χk)/2 + (1− fk)ei(χk−χj)/2
)
. (70)
With this, the action for full counting statistics becomes
S = T
∫
dǫ
2π
(
ln det
(
¯ˇS
)
− ln det (Sˇ)) , (71)
where we have added the last term to make sure that S = 0 at χ→ 0. There are many
equivalent representations of this formula with matrices that have the same determinant.
To give a useful one, let us transform the matrix S¯ with unitary transform exp(iχˇ/2)
and multiply the result with Sˇ† from the left coming to
Qˇ = exp(−iχˇ/2) ¯ˇS exp(iχˇ/2)Sˇ† = 1− fˇ + fˇ exp(−iχˇ)Sˇ exp(iχˇ)Sˇ† (72)
We observe that det(Qˇ) = det( ¯ˇS)/det(Sˇ) so that
S = T
∫
dǫ
2π
ln det
(
Qˇ
)
(73)
In this form, this is the same formula as given in seminal work [7]: actually, Eq. 8 of this
work, that is much less popular than its two-terminal one-channel elaboration.
For completeness, let us derive this elaboration as well. Let us consider a 2 × 2
scattering matrix in the basis of the channels 1, 2,
Sˇ =
[
r1 t12
t21 r2
]
its unitarity implying |r1|2 + |t12|2 = |r2|2 + |t21|2 = 1, r∗1t12 + r2t∗12 = 0. The matrix Qˇ
thus reads
Qˇ = 1ˇ +
[
f1|t|2(exp(i(χ2 − χ1))− 1) f1r∗2t12(exp(i(χ2 − χ1))− 1)
f2r
∗
1t21(exp(−i(χ2 − χ1))− 1) f2|t|2(exp(−i(χ2 − χ1))− 1)
]
Computing the determinant and substituting the result into 73 we arrive at the standart
expression for the two-terminal full counting statistics that leads to binomial statistics
of the charge transferred,
S = T
∫
dǫ
2π
ln (1 + f1(1− f2)(exp(i(χ2 − χ1))− 1) + f2(1 − f1)(exp(i(χ1 − χ2))− 1)) .
(74)
8. Elaborative example for a superconducting setup
Let us elaborate on a similar example for a superconducting setup. For simplicity we
assume the absence of charge imbalance in the superconducting reservoirs so that each
reservoir is described by (c.f. Eq. 60)
Gˇ =
1 + Fˇ
2
gˇR +
1− Fˇ
2
gˇA; (75)
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To project on the upperleft block of this matrix, we need to find its left and right eigen-
vectors. Those separate in Nambu (latin index) and Keldysh structure, two independent
vectors can be chosen as follows:
ΞL1 = ψ
L,+
α R
L
a ; gˇRR
L = RL (76)
ΞL2 = ψ
L,−
α R
L
a ; gˇAA
L = AL, (77)
and similar for right eigenvectors. To proceed, it is convenient to parametrize gA,R in
the form that corresponds to zero superconducting phase yet suffuciently general one to
account for possible complex energy dependence of these functions. The parametrization
in terms of complex ”phase” θ(ǫ) is as follows:
gˇR =
1
cos θ
[ −i sin θ 1
1 i sin θ
]
; gˇA =
1
cos θ∗
[ −i sin θ∗ 1
1 i sin θ∗
]
. (78)
For pure BCS density of states, θ is the solution of sin θ = ǫ/|∆| in upper half of the
complex plane. At ǫ < |∆| it is real and differs by π/2 shift from the phase of Andreev
scattering. [8] At |ǫ| > |∆|, θ = π2 sngǫ+ iµ, where µ > 0, coshµ = |ǫ|/∆. With this, the
eigenvectors needed become
AL = AR =
[
e−iθ
∗/2
eiθ
∗/2
]
1√
2 cos θ∗
; RL = RR =
[
e−iθ/2
eiθ/2
]
1√
2 cos θ
. (79)
We assign both superconducting phases φk and counting fields χk to the scattering
matrix. With this, it becomes
Sˇc =
1 + ηz
2
(
1 + τz
2
sˇ+ +
1− τz
2
sˇ+
)
+
1− ηz
2
(
1 + τz
2
sˇT+ +
1− τz
2
sˇT−
)
(80)
where sˇ± = exp(iφˇ/2± χˇ/2)sˇ exp(−iφˇ/2∓ χˇ/2). We project the matrix Sˇc onto the space
spanned by the vectors Ξ1,2 going from 4×4 Nambu-Keldysh structure to a simpler 2×2
structure. The result reads (Zˇ ≡ exp(iθˇ))
Sˇc,11 = MˇQˇMˇ ; Mˇ =

 Zˇ√2 cos(θ) 0
0 Zˇ
∗√
2 cos(θ∗)

 ; Qˇ = [ Qˇ11 Qˇ12
Qˇ21 Qˇ22
]
(81)
Qˇ11 = fˇ sˇ+ + (1− fˇ)sˇ− + Zˇ−2
(
fˇ sˇT+ + (1− fˇ)sˇT−
)
Zˇ−2; (82)
Qˇ12 =
(−fˇ sˇ+(1− fˇ) + (1− fˇ)sˇ−fˇ) Zˇ∗−2 +
Zˇ−2
(−fˇ sˇT+(1− fˇ) + (1− fˇ)sˇT−fˇ) (83)
Qˇ21 = (sˇ− − sˇ+) Zˇ−2 + Zˇ∗−2
(
sˇT− − sˇT+
)
; (84)
Qˇ22 = sˇ
T
+(1− fˇ) + sˇT−fˇ + Zˇ∗−2
(
sˇ+(1− fˇ) + sˇ−fˇ
)
Zˇ∗−2; (85)
Qˇ12 = Qˇ
T
12; Qˇ21 = Qˇ
T
21; Qˇ11 = Qˇ
T
22. (86)
Since the determinant of Mˇ does not depend on χˇ, we can skip then and concentrate on
detQˇ,
S = 1
2
ln detQˇ (87)
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This result provides the most complete description of the transport in a multi-terminal
superconducting structure and is readily generalized to time- and energy dependent scat-
tering matrix. Let us comprehend the structure of the answer by contemplating several
limits.
First of all, let us consider a limit of a non-superconducting circuit. Since Imθ → +∞
in this limit, we need to set Z−1 → 0. This vanishes Qˇ12,21 and the determinant is a
product of the determinants Qˇ11 and Qˇ22. The matrix Qˇ11 in this limit approaches
Qˇ11 → fˇ sˇ+ + (1− fˇ)sˇ−.
This is equivalent to the matrix in Eq. 70. The matrix Qˇ22 in this limit approaches
Qˇ11 → sˇT+(1 − fˇ) + sˇT−fˇ
which does not look the same. However, we note that QˇT22 = Qˇ11 if transposition includes
ǫ → −ǫ (recall that we assume f(ǫ) = (1 − f(−ǫ)). Since the determinant of a matrix
is the same as that of the transposed one, detQˇ22 provides an equal contribution to the
action. This double counting is removed by the 1/2 prefactor in the action discussed.
Let us now derive the transport properties of the junction in the ground state. In
this case, f = Θ(−ǫ, 1 − f = Θ(ǫ), f(1 − f)=0 so that Qˇ12 = 0 and again detQˇ =
detQˇ11detQˇ22 = (detQˇ11)
2 Let us assume for simplicity that θ is the same for all leads:
this is the case of equal superconducting gaps in the leads. In this case,
Qˇ11 = sˇ− + e
2iθ sˇT− if ǫ > 0 (88)
Qˇ11 = sˇ+ + e
2iθ sˇT+ ifǫ > 0 (89)
To proceed, we multiply the matrix with sˇ− at positive ǫ and with sˇ+ at negative ǫ. Since
the determinant of these matrices does not depend on counting fields, this operation does
not change the action of interest that now becomes
S = T
∫
dǫ
2π
(
Θ(ǫ) ln det
[
1 + e2iθ sˇ−1− sˇ
T
−
]
+Θ(−ǫ) ln det [1 + e2iθ sˇ−1+ sˇT+]) (90)
Now we can concentrate on the eigenvalues of the unitary matrices s−1± sˇ
T
±, exp(iλ). The
structure of the matrices is such that the eigenvalues form complex-conjugated pairs
exp(i ± λ). The eigenvalues exp(iλ±) of the matrices s−1± sˇT± are obviously the functions
of the superconducting phases {φi} shifted by counting fields. Let us now consider the
integral
I(λ) =
∫ ∞
0
dǫ
2π
∑
±
[
1 + e2iθei±λ
]
Although this is not immediately obvious, the integral is purely imaginary. To prove
this, we note that
I ∗ (λ) =
∫ ∞
0
dǫ
2π
∑
±
[
1 + e−2iθ
∗
ei±λ
]
=
∫ 0
−∞
dǫ
2π
∑
±
[
1 + e2iθei±λ
]
since θ(−ǫ) = −θ∗(ǫ) and
I + I∗ =
∫ ∞
−∞
dǫ
2π
∑
±
[
1 + e2iθei±λ
]
= 0
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since the function e2iθ is analytical in the upper half-plane of ǫ and the integration
contour can be shifted there to infinity where the integral vanishes.
With this, we are ready to represent the action as
S = T i(Eg({φi + χi})− Eg({φi − χi})) (91)
Eg being a phase-dependent part of the ground state energy of the junction. This is a form
expected for FCS in a general ground state [15] and in particular in superconductor[16].
The ground state energy is expessed as a sum over the eigenvalues λ({φi}) of the λ-
dependent part of the integral
Eg = i
∑
0<λi<π
I(λi)
By substracting λ-independent part he integral can be transformed to
− iI ≡ Eλ/2 =
∫ ∞
0
dǫ
2π
arg (cos(2θ)− cosλ) (92)
For purely BCS superconducting spectrum, the argument is π in the energy inverval
0 < E < EA, where EA is the (positive) energy of a discrete Andreev bound state
determined from the equation 2θ(EA) = λ, and therefore Eλ = EA. In more complex
situations, the discrete bound state is not formed and/or the contribution to the energy
can come from the states of the continous spectrum. In any case, every eigenvalue λ
contibutes to the energy with a term given by 92.
To conclude the section, we derive a useful formula for the superconducting currents
averaged over statistical fluctuations. This relation is obtained by singling out from the
action the terms proportional to the first power of χ:
Iˇ = −1
2
diag
(
[sˇ, Aˇ(1− 2fˇ)− (1− 2fˇ)Zˇ∗−2AˇT Zˇ∗−2 + 2Zˇ−2AˇQˇ(0)12 AˇT
]
) (93)
where
Aˇ =
(
sˇ+ Zˇ−2sˇT Zˇ−2
)−1
; Qˇ
(0)
12 = [sˇ, fˇ ]Zˇ
∗−2 + Zˇ2[fˇ , sˇT ]
For a stationary case, the ”check” structure in this formula is in the channel space, and
it gives a contribution to the current in the channel i at an energy. It needs to be
integrated over energy to get the stationary current. For time-dependent situation, one
includes time in the ”check” structure so that the formula gives the current Ii(t) while
the energy-dependend φˇ, Zˇ, fˇ become the integral kernels in time.
9. Conclusions
In conclusion, we have provided a technical and comprehensive introduction to the
Keldysh action formalism for a multi-terminal scatterer with special emphasis on super-
conducting leads. We have derived a very general and compact formula 45 and have
elaborated on simple important examples to demonstrate the variety of its applications.
I did this to commemorate Markus Buttiker, the pioneer of scattering approach to
quantum transport, one of the fathers of this big, prosperous and fruitfully developing
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research field. I admire not only his research merits: throughout 25 years of our acquain-
tance I was appreciating much his daring to remain himself, to keep his own research
style, research topics and idea sets in times where the close following of a quickly chang-
ing scientific fashion seemed to be a must. He was also a charming personality and a
good friend.
Appendix A. Details of the variational integration
Let us give here the details of the calculations between Eq. 43 and Eq. 45. We work
in the basis where
gˇ =
[
1 0
0 −1
]
; Sˇ =
[
Sˇ11 Sˇ12
Sˇ21 Sˇ22
]
(A.1)
The variation of gˇ anticommutes with gˇ and in this basis generally reads
gˇ =
[
0 Vˇ
Wˇ 0
]
(A.2)
The inverse matrix playing important role becomes
1
gˇSˇ + Sˇgˇ
=
[
Sˇ−111 0
0 −Sˇ−122
]
(A.3)
With this, the variation of action becomes
δS = Tr [Sˇ21Wˇ Sˇ−111 + Vˇ Sˇ12Sˇ−111 ] (A.4)
Let us now determine how the blocks of Sˇ are transformed upon the variation of gˇ. The
matrix transforming Gˇ back to the diagonal form reads
Lˇ, Lˇ−1 = 1± 1
2
[
0 Vˇ
−Wˇ 0
]
(A.5)
Applying this to Sˇ, Sˇ → LˇSˇLˇ−1, we observe that
δSˇ11 = Vˇ Sˇ21 + Sˇ12Wˇ .
Therefore,
δS = Tr [δSˇ11Sˇ−111 ] (A.6)
which makes the integration straightforward.
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