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Abstract
The minimum number of nonzero entries in an n by n orthogonal matrix which has a
column of nonzeros is known to be
f (n) := (lg n + 3)n − 2lg n+1.
In this note the sparsity of orthogonal matrices which have both a column and a row of non-
zeros is studied. For each integer n  2 we construct an n by n orthogonal matrix which has
both a row and column of nonzeros and has
g(n) :=
{
(2k + 2)n − 7 · 2k−1 + 3 if 2k  n  2k + 2k−1,
(2k + 3)n − 10 · 2k−1 + 3 if 2k + 2k−1 < n < 2k+1,
nonzero entries.
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1. Introduction
An n by n real matrix Q is orthogonal if QTQ = In, where In is the n by n iden-
tity matrix. Recently there has been some research on the combinatorial structure of
orthogonal matrices. Some focuses on determining the relationship between the signs
of the entries of the matrices [9,12]. Other [2–6,11] focuses on the combinatorial
arrangements of the nonzero entries. This note continues along the latter line.
The zero-pattern of an n by n matrix A = [aij ] is the n by n (0, 1)-matrix B =
[bij ] where bij = 1 if aij /= 0, and bij = 0 otherwise. The matrix A can also be
conveniently represented as a graph. The bipartite graph of A is the graph with
vertices 1, 2, . . . , n, 1′, 2′, . . . , n′ and an edge joining i and j ′ if and only if aij /= 0.
The matrix A is fully indecomposable if it does not have a p by q zero submatrix
with p + q = n. It is easy to verify that if A is an orthogonal matrix and A has a p
by q zero submatrix with p + q = n, then there exist permutation matrices P and Q
such that
PAQ =
[
A1 O
O A2
]
,
where A1 is a p by p orthogonal matrix and A2 is a q by q orthogonal matrix. Thus,
an orthogonal matrix is fully indecomposable if and only if its bipartite graph is
connected.
A row or column of A is full if each of its entries is nonzero. Note that an or-
thogonal matrix with a full row or column is necessarily fully indecomposable, as
its bipartite graph is clearly connected. Throughout, let #(A) denote the number of
nonzero entries in the matrix A.
An m by m (0, 1)-matrix B allows orthogonality if there exists an orthogonal
matrix whose pattern is B. For example[
1 1
1 1
]
allows orthogonality because
[
1/
√
2 1/
√
2
−1/√2 1/√2
]
is an orthogonal matrix, and[
1 1
0 1
]
does not allow orthogonality because the dot-product between the rows of any matrix
with this zero-pattern is nonzero.
A natural question that arises early in the study of zero-patterns of orthogonal
matrices is: how sparse can an n by n orthogonal matrix A be? In other words, what
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is the smallest number of nonzero entries in an n by n orthogonal matrix? As an
orthogonal matrix must contain at least one nonzero in each row and column, and
the n by n identity matrix is an orthogonal matrix, the answer is trivially n. However,
as first noted by Fiedler [7], the question becomes more interesting if we insist that
A have additional structure, e.g. A is fully indecomposable.
In [2] it is shown that for n  2 the smallest number of nonzero entries in an n by
n fully indecomposable, orthogonal matrix is 4n − 4, and the extremal patterns are
characterized. In [5], it is shown that the smallest number of nonzero entries in an n
by n orthogonal matrix with a full row is
f (n) := (lg n + 3)n − 2lg n+1,
where lg denotes the base-2 logarithm function, and the extremal patterns are char-
acterized. Thus, the results of [2,5] imply that the requirement of a full row forces
an orthogonal matrix to be significantly more dense than the requirement of full
indecomposability.
In this note we ask, and provide partial answers to, the question: how sparse can
an n by n orthogonal matrix with both a full row and a full column be? We note that
orthogonal matrices with both a full row and a full column arise naturally as (scaled)
character tables of finite groups [8], and as the P and Q matrices of association
schemes [1], and that zeros in these tables and matrices have algebraic and combina-
torial meaning. Hence this question may be of some interest to group theorists and
combinatorialists.
In Section 2, we describe a rich family of n by n orthogonal matrices, namely,
those that are the product of n − 1 Givens rotations. We show that this family con-
tains a sparsest fully indecomposable orthogonal matrix, and a sparsest orthogonal
matrix with a full row. We also show that the smallest number of nonzero entries in
a matrix which is in this family and which has both a full row and a full column is
(n2 + 3n − 2)/2.
In Section 3, for n  6 we construct n by n orthogonal matrices with both a full
row and column that have
g(n) :=
{
(2k + 2)n − 7 · 2k−1 + 3 if 2k  n  2k + 2k−1,
(2k + 3)n − 10 · 2k−1 + 3 if 2k + 2k−1 < n < 2k+1,
nonzero entries, which is significantly smaller than the sparsity, (n2 + 3n − 2)/2, for
such an orthogonal matrix that is the product of n − 1 Givens rotations.
2. Examples
Pothen [10] introduced a rich family of fully indecomposable, sparse orthogonal
matrices. The basic building block of Pothen’s family are the Givens rotations. A
Givens rotation of Rn is an n by n orthogonal matrix which fixes all but two of the
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coordinate axes, and rotates the plane spanned by these two axes. Thus, the Givens
rotations are the matrices of the form
P

cos θ − sin θsin θ cos θ O
O In−2

P T,
where 0  θ < 2π , P is an n by n permutation matrix, and In−2 is the n − 2
by n − 2 identity matrix. We call θ the angle of the rotation. If θ /∈ {0, π/2, π,
3π/2}, then the Givens rotation is called a proper Givens rotation. We say that a
proper Givens rotation is of type {i, j} if it fixes each axis other than the xi th and
xj th.
In certain instances, in particular those where no “cancellation” occurs, it is easy
to describe the effect on the zero-pattern of multiplication by a Givens rotation.
Proposition 2.1. Let G be an n by n Givens rotation of type {i, j}, and angle θ, and
let A be an n by n matrix with zero-pattern B.
(a) If θ ∈ {0, π}, then the zero-pattern of GA is B.
(b) If θ ∈ {π/2, 3π/2}, then the zero-pattern of GA is obtained from B by inter-
changing rows i and j.
(c) If G is proper, and there does not exist a k such that aik and ajk are both
nonzero, then the zero-pattern of GA is obtained from B by replacing rows i
and j by the sum of rows i and j of B.
Proof. If θ ∈ {0, π}, then GA = A or GA is obtained from A by negating rows i
and j . Hence (a) holds. If θ ∈ {π/2, 3π/2}, then GA is obtained from A by inter-
changing, and then possibly negating rows i and j . Hence (b) holds.
Assume that hypothesis of (c) holds. Without loss of generality we may assume
that the ith and j th rows of A have the form
Ai = [x 0 0],
Aj = [0 y 0],
where each entry of the vectors x and y is nonzero. Then the ith and j th rows of GA
are
Ai = [x cos(θ) −y sin(θ) 0],
Aj = [x sin(θ) −y cos(θ) 0],
and (c) holds. 
The type of a product G1G2 · · ·Gk of proper n by n Givens rotations is the se-
quence {a1, b1}, {a2, b2}, . . . , {ak, bk} of types of G1,G2, . . . ,Gk , respectively. The
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graph of the product G1G2 · · ·Gk is the multigraph consisting of vertices 1, 2, . . . , n
and edges {ai, bi} (i = 1, 2, . . . , k).
Proposition 2.2. Each product of less than n − 1 Givens rotations is not fully in-
decomposable, and a product n − 1 Givens rotation is fully indecomposable if and
only if each factor is a proper Givens rotation, and the graph of the product is a tree.
Proof. Consider a product A = G1G2 · · ·Gk of n by n Givens rotations. Without
loss of generality, we may assume that each rotation is not the identity. Let {ai, bi}
be the type of Gi for i = 1, 2, . . . , k. Let  be the graph of the product.
First suppose that  is disconnected (which is the case when k  n − 1). Then
there exists a partitioning α ∪ β = {1, 2, . . . , n} such that  has no edge joining a
vertex in α and a vertex in β. It follows that the submatrix, A[α, β], of A with rows
indexed by α and columns indexed by β is a matrix of zeros. Hence A is not fully
indecomposable.
Next suppose that k = n − 1 and  is connected. If one of the angles θi is in
{0, π/2, π, 3π/2}, then the zero-pattern of A is permutationally equivalent to that of
a product of n − 2 Givens rotations, which implies that A is not fully indecompos-
able.
Assume that each Gi is proper. Since  has n vertices and n − 1 edges, 
is a tree. Proposition 2.1 implies that for i = 1, 2, . . . , n − 1 the zero-pattern of
GiGi+1 · · ·Gn−1 is obtained from that of Gi+1Gi2 , . . . ,Gn−1 by replacing both
the ai th and bi th rows by their sum. In particular, the bipartite graph of the zero-
pattern of G1G2 · · ·Gn−1 contains the edges of the form {i, i′}, {ai, b′i}, {a′i , bi}
for i = 1, 2, . . . , n − 1. Since the graph of the product G1G2 · · ·Gn−1 is a tree, it
follows that the bipartite graph of the zero-pattern of G1G2 · · ·Gn−1 is connected,
and hence fully indecomposable. 
Using Proposition 2.2, we can now determine the sparsest products of Givens
rotations that satisfy certain conditions. The inequlatities in (a) and (c) of the
following theorem, are implied by the results of [2] and [5]. We present the proofs
here because the arguments for this special class of orthogonal matrices are much
simpler.
Theorem 2.3. Let n  2, and let A = G1G2 · · ·Gn−1 be a fully indecomposable,
product of n − 1 n by n proper Givens rotations.
(a) #(A)  4n − 4, and equality occurs when n is even and the type is {2, 3}, {4, 5},
. . . , {n− 2, n− 1}, {1, 2}, {3, 4}, . . . , {n− 1, n} for n even, and when n is odd
and the type is {n − 1, n}, {2, 3}, {4, 5}, . . . , {n − 3, n − 2}, {1, 2}, {3, 4}, . . . ,
{n − 2, n − 1},
(b) #(A)  (n2 + 3n − 2)/2 and equality occurs for the type {n − 1, n}, {n − 2,
n − 1}, . . . , {1, 2}.
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(c) if A has a full row, then #(A)  f (n) and equality occurs for the type
{1, 2k + 1}, {2, 2k + 2}, {3, 2k + 3}, . . . , {r, 2k + r}
{1, 2k−1 + 1}, {2, 2k−1 + 2}, {3, 2k−1 + 3}, . . . , {2k−1, 2k}
{1, 2k−2 + 1}, {2, 2k−2 + 2}, {3, 2k−2 + 3}, . . . , {2k−2, 2k−1}
...
{1, 5}, {2, 6}, {3, 7}, {4, 8},
{1, 3}, {2, 4}
{1, 2}
where k = lg n, and r = n − 2k.
(d) if A has both a full row and column, then #(A) = (n2 + 3n − 2)/2.
Proof. It is a simple matter of counting to show that if the type is as described in
(a), then #(A) = 4n − 4.
If the type is as described in (b), then the zero-pattern of A is the lower Hessenberg
matrix, and hence #(A) = (n2 + 3n − 2)/2.
If the type is as described in (c), then 2r rows of A have k + 2 nonzero entries
and the remaining rows each have k + 1 nonzero entries. Hence, in this case,
#(A) = 2r(k + 2) + (n − 2r)(k + 1) = nk + n + 2r = f (n).
We now prove each of the inequalities by induction on n. These are clear for
n = 2. Assume that n  3 and proceed by induction.
Let  be the graph of the product G1G2 · · ·Gn−1. By Proposition 2.2,  is a
tree. Let G1 have type {i, j}. Since  is a tree, the bipartite graph of G2G3 · · ·Gn−1
has two connected components; one that contains i and the other that contains j .
Hence, by simultaneously permuting the rows and columns, we may without loss of
generality assume that G2G3 · · ·Gn−1 has the form[
B O
O C
]
,
where B is a fully indecomposable k by k matrix which is the product of k − 1 proper
Givens rotations, C is a fully indecomposable n − k by n − k matrix which is the
product of n − k − 1 proper Givens rotations, i = k and j = k + 1. By Proposition
2.1,
#(A) = #(B) + #(C) + b + c,
where b (respectively, c) is the number of nonzero entries in row k (respectively, row
1) of B (respectively, C).
A fully indecomposable matrix of order at least 2, has at least 2 nonzero entries
in each row. Hence if k  2 and n − k  2, then by induction
#(A) = #(B) + #(C) + b + c  4k − 4 + 4(n − k) − 4 + 2 + 2 = 4n − 4.
Otherwise, we may without loss of generality assume that k = 1. Since n − k =
n − 1  2, the inductive assumption now implies that
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#(A) = #(B) + #(C) + b + c  1 + 4(n − 1) − 4 + 1 + 2 = 4n − 4.
Hence the inequality in (a) is established.
Also, by the inductive hypothesis we have
#(A)  k
2 + 3k − 2
2
+ (n − k)
2 + 3(n − k) − 2
2
+ k + n − k,
which is easily seen to imply that
#(A)  n
2 + 3n − 2
2
.
Hence the inequality in (b) is established.
Now suppose that A has a full row. Then the last row of B and the first row of C
are full, and #(A) = #(B) + #(C) + n. By the inductive assumption, we have
#(A)  n + f (k) + f (n − k).
It is easy to verify that the function f (m) − f (m − 1) is a nondecreasing function
for m  1. Thus f (k) + f (n − k) is a nonincreasing function of k for k  n/2 and
a nondecreasing function for k  n/2	. It is readily verified that
n + f (n/2) + f (n/2	)  f (n).
Thus, #(A)  f (n).
Finally, suppose that A has both a full row and a full column. Then k = 1 or
n − k = 1. Without loss of generality, we may assume that k = 1, and hence that C
has a full row and column. Therefore, we have that #(A) = n + 1 + #(C), and by in-
duction #(A)  n + 1 + ((n − 1)2 + 3(n − 1) − 2)/2 = (n2 + 3n − 2)/2. Thus (d)
follows from (b), and induction. 
As previously noted, it is shown in [2] that the minimum number of nonzero
entries in an n by n fully indecomposable matrix (with n  2) is 4n − 4, and in an n
by n orthogonal matrix with a full row is f (n). Hence, among the products of n by
n proper Givens rotations is a sparsest fully indecomposable orthogonal matrix, and
a sparsest orthogonal matrix with a full row. In the next section, we show that for
n  6 the products of n − 1 n by n proper Givens rotations do not contain a sparsest
orthogonal matrix with both a full row and column.
3. Full row and column
In this section we consider sparse orthogonal n by n matrices A with both a full
row and a full column. For small n, the lower Hessenberg pattern provides a zero-
pattern of a sparsest such A.
Proposition 3.1. Let A be an n by n orthogonal matrix with n  5, and with both a
full row and column. Then #(A)  (n2 + 3n − 2)/2.
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Proof. If n = 1 or 2, then it is clear that A has no zeros, and the result follows. Any
3 by 3 (0, 1)-matrix with a full row and column and at most 7 ones is either not fully
indecomposable, or has two rows whose inner product is 1. Such a matrix is not the
zero-pattern of an orthogonal matrix. Hence the result follows for n = 3.
Suppose n = 4 or 5. Then the matrix obtained from A by deleting one of its full
rows is an (n − 1) by n matrix B with a full column and whose rows are pairwise
orthogonal. By the characterization of [5], #(B)  9 if n = 4, and #(B)  13 with
equality only if the zero-pattern of B is permuationally similar to
C =


1 1 1 1 0
0 1 1 0 1
0 1 1 1 0
0 1 1 0 1

 .
As the inner product of column 1 and column 5 of C is 0, it is impossible to have a 5 by
5 orthogonal matrix whose last row is full and whose first four rows have zero pattern
C. Thus, if n = 4 then #(A)  13, and if n = 5 then #(A)  19, as desired. 
We now describe a general way to construct orthogonal matrices with a full row
and column from smaller such matrices. This construction will be used to give such
orthogonal matrices that are sparser than the lower Hessenberg matrix, for n  6.
We first need a very technical lemma.
Lemma 3.2. Let y and x be positive numbers with y /= x. Then there exist infinitely
many real numbers z for which there are 2 by 2 Givens rotations G1 and G2 such
that
G1
[
y 0
0 x
]
G2 (1)
has the form[
0 /= 0
/= 0 z
]
.
Proof. Let θ be an angle in (0, π/2), and let  be the angle in (0, π/2) such that
tan(θ) tan() = y/x. (2)
Set
G1 =
[
cos θ −sin θ
sin θ cos θ
]
and,
G2 =
[
cos −sin
sin cos
]
Using the fact that the product in (1) is invertible, it is easy to verify that (1)
has the desired form and z = −y sin(θ) sin() + x cos(θ) cos(). As  is defined
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implicitly in terms of θ , we can view z as a function of θ . If θ = π/4, then it is easy
to verify that
z = (x
2 − y2) cos()
x
√
2
/= 0.
Also, as θ → 0,  → π/2 and z → 0. Since z is a continuous function of θ , it fol-
lows from the intermediate value theorem that z takes on an infinite number of values
as θ ranges over (0, π/4). 
For an n by n matrix A, A(i|j) denotes the (n − 1) by (n − 1) submatrix obtained
from A by deleting its ith row and j th column.
Theorem 3.3. For integers r, s  2, let X and Y, respectively, be the zero-patterns
of r by r and s by s orthogonal matrices U = [uij ] and V = [vij ] whose first col-
umns and last rows are both full and for which ur1 /= ±vs1. Then
X♦Y :=


1 1
... X(r|1) ... O
1 1
1 1 · · · 1 0 1 · · · 1
1 1
... O
... Y (s|1)
1 1
1 1 · · · 1 1 1 · · · 1


(3)
is the zero-pattern of an (r + s) by (r + s) orthogonal matrix with a full row and full
column. Moreover, #(X♦Y ) = #(X) + #(Y ) + 2(r + s) − 3, and there an infinite
number of different values for the (r + s, 1)th entry of orthogonal matrices with
zero-pattern X♦Y.
Proof. By Lemma 3.2, there exist θ and  neither in {0, π/2, π, 3π/2} and Givens
rotations G1 and G2 such that
G1
[
ur1 0
0 vs1
]
G2
has form[
0 /= 0
/= 0 z
]
,
where z is nonzero. Now view G1 and G2 as n by n Givens rotations of type {r, r + s}
and {1, r + 1} respectively. Let P be the permutation matrix corresponding to the
transposition (1, r + 1), and let U ⊕ V be the direct sum of U and V . It follows
from Proposition 2.1 and Lemma 3.2 that
G1(U ⊕ V )G2P
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has zero-pattern X♦Y . The fact that the (r + s, 1)th entry can be taken to have infi-
nitely many values follows from Lemma 3.2. 
For example, let Hn be the (0, 1), n by n lower Hessenberg matrix. If n  2, and
Q is an orthogonal matrix with zero-pattern Hn, then so is GQ for all but a finite
number of Givens rotations G. Hence, for n  2, the (n, 1)-entry takes on an infinite
number of values among the orthogonal matrices with zero-pattern Hn. Hence by
Theorem 3.3, for m, n  2, Hm♦Hn is an m + n by m + n zero-pattern which allows
orthogonality and has a full row and column. For example,
H3♦H3 =


1 1 0 1 0 0
1 1 1 1 0 0
1 1 1 0 1 1
1 0 0 1 1 0
1 0 0 1 1 1
1 1 1 1 1 1


.
Note for n  6, #(H2♦Hn−2) < #(H(n)), and thus for n  6 there are orthogonal
matrices with both a full row and column that are sparser than any such matrix that
is a product of n − 1 proper Givens rotations.
We now recursively define a family of n by n (0, 1)-matrices, Kn, n  2. We set
K2 = H2, and K3 = H3, and for n  4, define Kn = Hn/2♦Hn/2	.
Theorem 3.4. For n  2, the matrix Kn is an n by n matrix which allows orthogo-
nality, has a full row and a full column, and satisfies
#(Kn) =
{
(2k + 2)n − 7 · 2k−1 + 3 if 2k  n  2k + 2k−1,
(2k + 3)n − 10 · 2k−1 + 3 if 2k + 2k−1 < n < 2k+1. (4)
Proof. That K allows orthogonality and has a full row and column follows from
Theorem 3.3.
Let g(n) be the function defined by the righthand side in (4). It is easy to verify
that if n = 2k + 2k−1, then
(2k + 2)n − 7 · 2k−1 + 3 = (2k + 3)n − 10 · 2k−1 + 3,
and if n = 2k+1, then
(2k + 3)n − 10 · 2k−1 + 3 = (2(k + 1) + 2)n − 7 · 2(k+1)−1 + 3.
Thus replacing each of the strict inequalities in (4) by an inequality results in no
ambiguities.
We verify that (4) holds by induction on n. This is clear if n = 2 or n = 3. Assume
that n  4 and proceed by induction.
First suppose that 2k  n  2k + 2k−1. Since k  2, 2k−1  n/2 and n/2	 
2k−1 + 2k−2. If n is even, then by induction,
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#(Kn) = g(n/2) + g(n/2) + 2n − 3, (5)
= 2((2(k − 1) + 2)(n/2) − 7 · 2k−2 + 3) + 2n − 3, (6)
= 2kn − 7 · 2k−1 + 6 + 2n − 3, (7)
= (2k + 2)n − 7 · 2k−1 + 3, (8)
as desired. If n is odd,
#(Kn) = g
(
n − 1
2
)
+ g
(
n + 1
2
)
+ 2n − 3 (9)
=
[
2k
n − 1
2
− 7 · 2k−2 + 3
]
+
[
2k
n + 1
2
− 7 · 2k−2 + 3
]
+ 2n − 3 (10)
= 2kn − 7 · 2k−2 + 6 + 2n − 3 (11)
= (2k + 2)n − 7 · 2k−1 + 3, (12)
again as desired.
A similar argument applies for n with 2k + 2k−1  n  2k+1. 
We do not yet know of an exact formula for the minimum number of nonzeros in
n by n orthogonal matrix Q with both a full row and column. However, since such a
matrix has a full row,
2n lg n ≈ g(n)  #(Q)  f (n) ≈ n lg n.
Thus, the above construction creates Q whose sparsity is within a factor of 2 of the
correct magnitude.
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