In this paper, we investigate the convergence speed of the Arimoto algorithm. By analyzing the Taylor expansion of the defining function of the Arimoto algorithm, we will clarify the conditions for the exponential or 1/N order convergence and calculate the convergence speed. We show that the convergence speed of the 1/N order is evaluated by the derivatives of the Kullback-Leibler divergence with respect to the input probabilities. The analysis for the convergence of the 1/N order is new in this paper. Based on the analysis, we will compare the convergence speed of the Arimoto algorithm with the theoretical values obtained in our theorems.
I. INTRODUCTION
Arimoto [2] proposed a sequential algorithm for calculating the channel capacity C of a discrete memoryless channel. Based on the Bayes probability, the algorithm is given by the alternating minimization between the input probabilities and the reverse channel matrices. For arbitrary channel matrix Φ the convergence of the Arimoto algorithm is proved and the convergence speed is evaluated. In the worst case, the convergence speed is the 1/N order, and if the input distribution λ * that achieves the channel capacity C is in the interior of the set ∆(X ) of input distributions, the convergence is exponential.
In this paper, we first consider the exponential convergence and evaluate the convergence speed. We show that there exist cases of exponential convergence even if λ * is on the boundary of ∆(X ). Moreover, we also consider the convergence of the 1/N order, which is not dealt with in the previous studies. Especially, when the input alphabet size m = 3, we will analyze the convergence of the 1/N order in detail and the convergence speed is evaluated by the derivatives of the Kullback-Leibler divergence with respect to the input probabilities.
As a basic idea for evaluating the convergence speed, we consider that the function F which defines the Arimoto algorithm is a differentiable mapping from ∆(X ) to ∆(X ), and notice that the capacity achieving input distribution λ * is the fixed point of F . Then, the convergence speed is evaluated by analyzing the Taylor expansion of F about the fixed point λ = λ * .
II. RELATED WORKS
There have been many related works on the Arimoto algorithm. For example, extension to different types of channels, acceleration of the Arimoto algorithm, characterization of Arimoto algorithm by divergence geometry, etc. If we focus on the analysis for the convergence speed of the Arimoto algorithm, we see in [2] , [4] , [6] that the eigenvalues of the Jacobian matrix are calculated and the convergence speed is investigated in the case that λ * is in the interior of ∆(X ).
In this paper, we consider the Taylor expansion of the defining function of the Arimoto algorithm. We will calculate not only the Jacobian matrix of the first order term of the Taylor expansion, but also the Hessian matrix of the second order term, and examine the convergence speed of the exponential or 1/N order based on the Jacobian and Hessian matrices.
III. CHANNEL MATRIX AND CHANNEL CAPACITY
Consider a discrete memoryless channel X → Y with the input source X and the output source Y . Let the input alphabet be X = {x 1 , · · · , x m } and the output alphabet be Y = {y 1 , · · · , y n }.
The conditional probability that the output symbol y j is received when the input symbol x i was transmitted is denoted by P i j = P (Y = y j |X = x i ), i = 1, · · · , m, j = 1, · · · , n, and the row vector P i is defined by P i = (P i 1 , · · · , P i n ), i = 1, · · · , m. The channel matrix Φ is defined by
The set of input probability distributions on the input alphabet X is denoted by
Similarly, the set of output probability distributions on the output alphabet Y is denoted by ∆(Y) = {Q = (Q 1 , · · · , Q n )|Q j ≥ 0, j = 1, · · · , n, ∑ n j=1 Q j = 1}. Let Q = λΦ be the output distribution for the input distribution λ ∈ ∆(X ), where the representation by components is
The Kullback-Leibler divergence D(Q Q ) for two output dis-
The Kullback-Leibler divergence satisfies D(Q Q ) ≥ 0, and D(Q Q ) = 0 if and only if Q = Q [3] .
An important proposition for investigating the convergence speed of the Arimoto algorithm is the Kuhn-Tucker condition on the input distribution λ = λ * to achieve the maximum of (2).
Theorem (Kuhn-Tucker condition) In the maximization problem (2), a necessary and sufficient condition for the input distribution λ * = (λ * 1 , · · · , λ * m ) ∈ ∆(X ) to achieve the maximum is that there is a certain constant C 0 with
In (4), C 0 is equal to the channel capacity C.
Since this Kuhn-Tucker condition is a necessary and sufficient condition, all the information about the capacity achieving input distribution λ * can be derived from this condition.
IV. ARIMOTO ALGORITHM FOR CALCULATING CHANNEL CAPACITY

A. Arimoto algorithm [2]
is defined by the Arimoto algorithm as follows. First, let λ 0 = (λ 0 1 , · · · , λ 0 m ) be an initial distribution taken in the interior of ∆(X ), i.e., λ 0 i > 0, i = 1, · · · , m. Then, the Arimoto algorithm is given by the following recurrence formula;
Let F i (λ) be the function on the right hand side of (5). Define F (λ) = (F 1 (λ), · · · , F m (λ)), then we can consider that F is a differentiable mapping from ∆(X ) to ∆(X ), and (5) is represented by
B. Examples of convergence speed
For many channel matrices Φ, the convergence of the Arimoto algorithm is exponential, but for some special Φ the convergence is very slow. Let us see the situation with the examples below.
First, we classify the indices i (i = 1, · · · , m) in the Kuhn-Tucker condition (4) into 3 types as follows;
Type I index always exists for any channel matrix. On the other hand, type II and type III index may or may not exist. Now, consider the examples below, taking types I, II, III into account, when the input alphabet size m = 3 and the output alphabet size n = 3.
1) Example 1 (only type I):
If only type I indices exist, then λ * i > 0, i = 1, 2, 3, hence Q * ≡ λ * Φ is in the interior of P 1 P 2 P 3 . We have D(P i Q * ) = C, i = 1, 2, 3. See Fig.1 .
As a concrete channel matrix of this example, let us consider
2) Example 2 (types I and II): If there are type I and type II indices, we can assume λ * As a concrete channel matrix of this example, let us consider
3) Example 3 (types I and III): If there are type I and type III indices, we can assume λ * As a concrete channel matrix of this example, let us consider
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Copyright (C) 2018 by IEICE Fig.4 shows the state of convergence of |λ N 1 − λ * 1 | → 0. By this Figure, we see that in Examples 1 and 3 the convergence is exponential, while in Example 2 the convergence is slower than exponential. From the above three examples, it is inferred that the Arimoto algorithm converges very slowly when type II index exists, and converges exponentially when type II index does not exist. We will analyze this phenomenon in the following.
V. ANALYSIS OF CONVERGENCE SPEED
In this paper, for the analysis of convergence speed, we assume rank Φ = m.
Lemma 1: Under the assumption of rank Φ = m, the capacity achieving input distribution λ * is unique and is the fixed point of the mapping F in (6) . That is, λ * = F (λ * ).
VI. TAYLOR EXPANSION OF
The sequence λ N of the Arimoto algorithm converges to the fixed point λ * , thus we will examine the convergence speed by the Taylor expansion about the fixed point λ = λ * . Taylor expansion of the function F (λ) = (F 1 (λ), · · · , F m (λ)) about λ = λ * is
where t λ represents the transpose of λ and λ represents the Euclidean norm λ = (
and H(λ * ) = (H 1 (λ * ), · · · , H m (λ * )), where H i (λ * ) is the Hessian matrix of F i at λ = λ * , i.e.,
In (11),
Substituting λ = λ N into (11), then by F (λ * ) = λ * and F (λ N ) = λ N +1 , we have
Then, by putting µ N ≡ λ N − λ * , (14) becomes
We will investigate the convergence speed of µ N → 0.
VII. ON JACOBIAN MATRIX J(λ * )
Let us consider the Jacobian matrix J(λ * ) for arbitrary m, n. First, we will calculate the components (12) of J(λ * ).
Define
In the Kuhn-Tucker condition (4), define m 1 as the number of indices i with λ * i > 0, i.e., λ * i > 0 for i = 1, · · · , m 1 , and λ * i = 0 for i = m 1 + 1, · · · , m.
Then we have Theorem 1:
where δ i i is the Kronecker delta.
A. Eigenvalues of Jacobian matrix J(λ * ) From (16), ∂F i /∂λ i | λ=λ * = 0 for i = 1, · · · , m 1 , i = m 1 + 1, · · · , m, thus, the Jacobian matrix J(λ * ) is of the form
where O denotes the zero matrix. Let θ 1 , · · · , θ m be the eigenvalues of J(λ * ). By (18), we put θ 1 , · · · , θ m1 to be the eigenvalues of J 1 , and θ m1+1 , · · · , θ m the eigenvalues of J 2 .
Copyright (C) 2018 by IEICE 1) Eigenvalues of J 1 : Let I ∈ R m1×m1 denote the identity matrix and let B ≡ I − J 1 . Writing the eigenvalues of B as β 1 ≥ · · · ≥ β m1 , then the eigenvalues of J 1 are θ i = 1 − β i , i = 1, · · · , m 1 . Define Λ ≡ diag(λ * 1 , · · · , λ * m1 ), which is the diagonal matrix with diagonal components λ * 1 , · · · , λ * m1 . Lemma 2:
is symmetric and positive definite. Every component of B is non-negative. Every row sum of B is 1. (See [6] .) From Lemma 2 and the Perron-Frobenius theorem, we have Theorem 2: The eigenvalues of J 1 satisfy
2) Eigenvalues of J 2 : From (16), (18), we have
Theorem 3: The eigenvalues of J 2 are θ i = e D * i −C , i = m 1 + 1, · · · , m, and we have
VIII. ON CONVERGENCE SPEED We obtained in Theorems 2 and 3 the evaluation for the eigenvalues of J 1 and J 2 . Let θ max ≡ max 1≤i≤m θ i be the maximum eigenvalue of J(λ * ), then 0 < θ max ≤ 1 by Theorems 2 and 3. We separate the case into 0 < θ max < 1 and θ max = 1. In the following, we will see that λ N → λ * or µ N → 0 is exponential if 0 < θ max < 1, and 1/N order convergence if θ max = 1.
A. Convergence speed in case of 0 < θ max < 1
Theorem 4: Suppose that the maximum eigenvalue θ max of the Jacobian matrix J(λ * ) satisfies 0 < θ max < 1. Then, for any θ with θ max < θ < 1, there exist δ > 0 and K > 0, such that for arbitrary initial vector λ 0 with λ 0 − λ * < δ, we have
where θ N denotes the N th power of θ.
B. Convergence speed in case of θ max = 1
Because all the eigenvalues of J 1 are smaller than 1 by Theorem 2, θ max = 1 implies that some eigenvalue of J 2 is 1. That is, D(P i Q * ) = C holds for some i with m 1 + 1 ≤ i ≤ m. Therefore, in this case there exists type II index in (7). In other words, if type II index does not exist the convergence is exponential. Theorem 4 cannot be applied for this case of θ max = 1. The convergence µ N → 0 is not determined only by the Jacobian matrix, but it is necessary to investigate the Hessian matrix in the second order term of the Taylor expansion.
IX. ON HESSIAN MATRIX
In the previous studies, say, [2] , [4] , [6] , the Jacobian matrix is considered but the Hessian matrix is not. Analysis by the Hessian matrix is new in this paper. Let us calculate the components (13) of the Hessian matrix of the function F i , i = 1, · · · , m at λ = λ * .
We show only the result of calculation.
Theorem 5:
which is a relatively simple form.
X. CONVERGENCE SPEED IN CASE OF m = 3 AND n IS ARBITRARY In Theorem 5, the Hessian matrix is very complicated, thus it is difficult to investigate arbitrary channel matrix. Therefore, in this section, we will consider a special case, i.e., m = 3 and n is arbitrary. For m = 3, without loss of generality, we have the following exhaustive classification.
(
is the case of Example 1. We have m = m 1 = 3 and J(λ * ) = J 1 . Then 0 < θ max < 1, hence by Theorem 4 the convergence µ N → 0 is exponential.
In (ii), (iii), we have m 1 = 2 and hence
Then in (iii), which is the case of Example 3, we have J 2 < 1 and 0 < θ max < 1. Therefore, the convergence µ N → 0 is exponential by Theorem 4.
So, the rest is (ii), which is the case of Example 2.
A. Convergence of 1/N order In (ii) above, we have θ max = 1 hence for the analysis of the convergence speed, we will investigate the Hessian matrix in the second order term of the Taylor expansion. By Theorems 1 and 5, we have J(λ * ) and H 3 (λ * ) as
H 1 (λ * ) and H 2 (λ * ) do not affect directly on the convergence speed.
By the first order term µ N +1 = µ N J(λ * ) of the Taylor expansion (15) and µ N 1
Lemma 3: The eigenvalues ofĴ(λ * ) are θ 1 ≡ −D * 1,2 and θ 2 ≡ 1. We have 0 ≤ θ 1 < 1.
A right eigenvector ofĴ(λ * ) for
) . Multiplying the both sides of (25) by a from the right, we haveμ N a = K (θ 1 )
Now, we consider the third component of (15);
where ρ ≡ D * 1,3 b 1 + D * 2,3 b 2 − D * 3,3 . Here, we assume ρ > 0. If ρ < 0, the recurrence formula (27) diverges, thus we know ρ ≥ 0. Hence, our assumption implies ρ = 0.
From (26), (27) and Lemma 3, we have Theorem 6:
XI. EXAMPLE OF CONVERGENCE OF 1/N ORDER The following example gives the convergence speed of the 1/N order. We see from Fig.5 that (31) holds, i.e., N µ N i converges to the theoretical value obtained in Theorem 6.
XII. CONCLUSION
In this paper, we investigated the convergence speed of the Arimoto algorithm, especially slow convergence of 1/N order by analyzing the Taylor expansion of the defining function. We confirmed that the obtained theoretical values of the convergence speed agreed with the simulation values.
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