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Abstract
We present a generalisation of the Eakin–Sathaye theorem on reductions to the case of complete,
and so of joint, reductions in the sense of Rees. Applications are given. Generalisations are also in-
dicated for work of Lipman, Eakin–Sathaye and Sally–Vasconcelos that fed into or resulted from the
original version of the Eakin–Sathaye theorem. Finally, the result is reinterpreted as a “multiplica-
tive” normalisation theorem.
 2005 Elsevier Inc. All rights reserved.
Keywords: Eakin–Sathaye; Segre varieties; Complete reduction; Joint reduction
1. Introduction
Let R be a commutative Noetherian ring with identity and let I be an ideal of R. A re-
duction of I is an ideal J ⊆ I such that In+1 = JIn for some non-negative integer n. The
least such integer n is called the reduction number of I relative to J and the least (respec-
tively largest) such n over all such J is called the (respectively big) reduction number of I .
Reductions were introduced by Northcott and Rees [10] in the mid 1950s and, together
with the various types of reduction numbers, have come to play a major role in multiplic-
ity theory and the study of Hilbert–Samuel polynomials, in the theory of blow-up rings
and their normalisations, and in the study of invariants that measure the complexity of theE-mail address: l.o’carroll@ed.ac.uk.
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260 L. O’Carroll / Journal of Algebra 291 (2005) 259–268ideal and associated blow-up rings. See [3, Chapters 1, 3], [4, Chapters I–III, V, IX], [7],
[9, Section 14], [16, Chapter 2], [21, Chapter 9] and, more recent [20,22].
In particular, the Eakin–Sathaye theorem [2] is a seminal result in the theory. It can be
stated somewhat informally as follows:
Let R be a local ring with infinite residue field and let I be an ideal in R such that
for some integers n and r with n 1 and r  0, In can be generated by fewer than (n+r
r
)
elements. Then for “general” elements y1, . . . , yr in I , (y1, . . . , yr )In−1 = In.
(See [2] for precise details and applications: we call such an n and r Eakin–Sathaye
numbers.)
In the original paper, the theorem was proved by adding on indeterminates to R to form
a so-called Nagata extension and then acting on this extension by a permutation group;
this proof was repeated in [16,21]. Later, in [11], a purely “internal” proof was given
that used elements parameterised by points in Zariski-open sets. There has recently been
a resurgence of interest in this theorem: Hoa and Trung [6] have given a combinatorial
proof using the theory of generic initial ideals and Borel-fixed ideals, while Caviglia [1]
has subsequently given a particularly succinct proof using Green’s Hyperplane Restriction
Theorem.
Eakin and Sathaye applied their result so as to complement Lipman’s work [8] on so-
called stable and prestable ideals. Earlier, Sally and Vasconcelos [17] used Lipman’s work
to develop a theory of so-called stable rings, i.e., rings in which every ideal is stable in
Lipman’s sense.
In the mid 1980s, Rees [13] introduced the notions of complete and joint reductions
(in a somewhat restrictive context that was later made completely general in [11]) so as to
give an algebraic theory of mixed multiplicities. In detail, let I1, . . . , Is be (not necessarily
distinct) ideals in a local Noetherian ring (R,m, k) with infinite residue field k and let I =
I1 · · · Is . Elements xij ∈ Ii (i = 1, . . . , s, j = 1, . . . , r) are said to be a complete reduction
of I1, . . . , Is whenever (y1, . . . , yr ) is a reduction of the ideal I , with yj = x1j · · ·xsj , j =
1, . . . , r . Rees [loc. cit.] established the existence of complete reductions when r = dimR;
later the present author [loc. cit.] improved this to the best possible case
r = l(I ) := dim
⊕
t0
I t /mI t ( dimR),
and so to all cases r  l(I ).
Moreover, elements xi ∈ Ii , i = 1, . . . , s, are said to be a joint reduction of I1, . . . , Is
whenever x1I2 · · · Is + · · · + xsI1 · · · Is−1 is a reduction of the ideal I . It follows almost
immediately from the above remarks that joint reductions exist whenever s  l(I ), since in
this case a complete reduction consisting of s elements exists and this immediately yields
a joint reduction in an obvious way. Note in particular the case where s = dimR, and
especially the case where the Ii are m-primary so that l(I ) = dimR. Of course the case
s  l(I ) can always be achieved by padding out the list of ideals Ii with additional copies
of the trivial ideal R, if necessary.
Complete reductions are needed mainly to develop the properties of joint reductions,
and it is the latter type of reduction that has so far proved more useful in applications.
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plicities have been developed for joint reductions and mixed multiplicities (see [14,18,19],
[15, Chapter 2] and relevant references there).
This paper is devoted to taking a further step in this direction by supplying an analogue
of the Eakin–Sathaye theorem in the case of a complete reduction, using an adaptation of
the ideas of [11]; the analogue in the case of a joint reduction then follows immediately. We
mention applications to Lipman’s work on stable elements. We also take the opportunity
to revisit the papers [2,8,17] to show that various results in these papers, in which a certain
parameter (dimension, respectively, the Eakin–Sathaye number r) is held at the value 1, can
be recast quite generally in a form that can be adapted to complete and joint reductions.
Finally, we reinterpret our main result as giving a “multiplicative” normalisation theorem;
for an “additive” normalisation theorem, see [12].
Our approach is based on properties of (affine cones over) Segre varieties defined over
an infinite field: the properties that we need are summarised in the next section. Section 3
contains statements and proofs of our generalised theorems of Eakin–Sathaye type, while
the final section contains applications and a reformulation in terms of Noether normalisa-
tion.
2. Some properties of Segre varieties
Let k be an infinite field, let V := V1 ⊗k · · · ⊗k Vs be a tensor product of finite-
dimensional k-vector spaces Vi , i = 1, . . . , s, over an infinite field k and let S denote the
affine cone over the Segre variety in V . We note the following property:
S is a subvariety of V (2.1)
in the sense that S is a reduced and irreducible variety. This is because its coordinate ring
is a domain, being a subring of a polynomial ring over k, generated as an affine algebra
over k by monomials (see [4, (7.6)], [5, Chapter I, Exercise 2.14] for the typical case
s = 2). Indeed, if the minimal number of generators of Ii is µi , i = 1, . . . , s, then the
coordinate ring of S is the Segre product of the polynomial rings k[Xi1, . . . ,Xiµi ] in µi
indeterminates, i = 1, . . . , s.
We note the following property:
S spans the k-vector space V. (2.2)
Moreover, fix a basis for each Vi and so fix a coordinatisation of V using the induced basis.
In this way, we consider a vector v ∈ V as being identified with an element of kN , where
N = dimk V ; S is then regarded as a variety lying in kN . By a (non-empty) Zariski-open
set in V r , for r ∈N, we mean a finite union of sets of the form Xf := {a ∈ kNr : f (a) = 0}
for given non-zero polynomial f ∈ k[X1, . . . ,XNr ]. Since k is infinite by hypothesis, such
a non-zero f yields a non-empty set of such a ∈ kNr . By a non-empty Zariski-open subset
of Sr we mean a non-empty intersection of Sr with a Zariski-open subset of V r .
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the intersection of a finite number of non-empty Zariski-open
subsets of Sr is again a non-empty Zariski-open subset of Sr . (2.3)
Since for non-zero f and g in k[X1, . . . ,XNr ], Xf ∩ Xg = Xfg , in order to substantiate
this claim it suffices to show that if Xf ∩Sr and Xg ∩Sr are non-empty, then Xfg ∩Sr is
again non-empty.
For this one notes that such an f and g induce non-zero polynomial functions on Sr .
Moreover the following more general version of (2.1) holds:
the coordinate ring of Sr is a domain. (2.4)
We simply remark that this coordinate ring is a subring of a polynomial ring over k, since
the tensor product over k of a finite number of subrings of polynomial rings over k is
again a subring of a polynomial ring over k. Let h denote the restriction of fg to Sr . It
follows from (2.4) that h is a non-zero polynomial function on Sr and so is a polynomial
expression in the monomials specifying the generic zero of Sr . Now h can be regarded as a
polynomial in the ambient variables that occur in these monomials. Hence there is point a
defined over k which is a specialisation of these ambient variables for which h(a) = 0. But
any monomial expression in elements of k is again an element of k. Hence there is a point
a′ of Sr which is defined over k for which h(a′) = 0. Thus Xfg ∩ Sr is again non-empty,
as desired. Hence (2.4) follows.
Now let F =⊕t0 Ft be a standard homogeneous affine algebra over k (i.e., F =
k[F1]) and suppose that there exists a k-vector space epimorphism ϕ :V → F1. Let P
be a property of elements of F1 and let r  0. To say that P holds for r general elements
y1, . . . , yr of F1 means that there exists a non-empty Zariski-open subset U of V r such that
P holds for every sequence of elements yj := ϕ(vj ), (v1, . . . , vr ) ∈ U . Moreover, to say
that P holds for r general elements of ϕ(S) means that there exists a non-empty Zariski-
open subset U ′ of Sr such that P holds for every sequence of elements ϕ(v1), . . . , ϕ(vr),
(v1, . . . , vr ) ∈ U ′.
Now let x˜1, . . . , x˜N be a k-basis for V that lies in S . Then, setting xi := ϕ(x˜i) for
i = 1, . . . ,N , a point α := (α1, . . . ,αr ) ∈ kNr with αj := (α1j , . . . , αNj ) ∈ kN where
j = 1, . . . , r , defines an r-tuple of elements y1, . . . , yr of F1 via the rule yj =∑i αij xi ,
j = 1, . . . , r . Set u = dimk Fn−1 and u′ = dimk Fn, where n 1. Then, as on [11, p. 65],
y1Fn−1 + · · · + yrFn−1 can be considered as the row space of an (ru) × u′-matrix A
(say), so that the equality y1Fn−1 + · · · + yrFn−1 = Fn is given by the non-vanishing of a
u′ × u′-minor of A. Such a minor is a polynomial expression over k in the αij . Hence we
have established:
if one such sequence y′1, . . . , y′r exists in S, then it follows
that y1Fn−1 + · · · + yrFn−1 = Fn for general y1, . . . , yr ∈ S. (2.5)
Remark 2.6. Note the use above of geometrical language in a situation where k is infinite
but not necessarily algebraically closed. This is merely a useful descriptive language; re-
ally the argument is carried completely in the algebraic category—see treatment in (2.3)
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closed, then the geometry catches up with the algebra, in the sense that the Zariski-open
subsets employed in (2.3) are the restrictions to the maximal spectrum (of the ambient
Hilbert ring) of Zariski-open subsets on the full spectrum.
3. The generalised Eakin–Sathaye theorems
We now present the analogue of the Eakin–Sathaye theorem for the case of complete
and joint reductions.
Theorem 3.1 (The Eakin–Sathaye theorem for complete reductions). Let (R,m, k) be a
Noetherian local ring with infinite residue field k and let I1, . . . , Is be (not necessar-
ily distinct) ideals in R. Set I = I1 · · · Is . Suppose that for some integers n and r with
n 1 and r  0, In can be generated by fewer than (n+r
r
)
elements. Then for “gen-
eral” elements y1, . . . , yr with yj = x1j · · ·xsj , j = 1, . . . , r , where xij ∈ Ii , i = 1, . . . , s,
(y1, . . . , yr )In−1 = In.
Remark 3.2. See the proof below and Section 2 for the meaning of the word “general.”
Further, just as remarked on [2, p. 444] (see Remark (a) there), there is no real requirement
that R be Noetherian or that I be finitely generated: it suffices to replace I and I1, . . . , Is
by the corresponding ideals generated by the relevant finite sets of elements entering into
the expressions for the elements of the finite set of generators of In.
Proof of Theorem 3.1. We adapt a mixture of the ideas behind the proofs of [11, Theo-
rems 1 and 4], noting once again the influence of the method of the original proof of the
Eakin–Sathaye theorem [2].
As usual, we pass to the homogeneous affine algebra F =⊕t0 Ft given by the coor-
dinate ring of the affine cone over the special fibre of the blow-up ring of R along I ; i.e., in





. Note that F1 is the image under a
canonical k-linear transformation, ϕ say, of the tensor product space V := V1 ⊗k · · ·⊗k Vs ,
where Vi = Ii/mIi , i = 1, . . . , s. Note further that the set of residues mod mI of elements
y ∈ I of the form y = x1 · · ·xs , where xi ∈ Ii , i = 1, . . . , s, is the image under ϕ of the set
S of all vectors in V of the form v1 ⊗k · · · ⊗k vs with vi ∈ Vi , i = 1, . . . , s; S is nothing
else than the affine cone over the Segre variety in V (see Section 2).
It suffices then to prove the following statement by induction on r and n:
(∗) Let V := V1 ⊗k · · · ⊗k Vs be a tensor product of finite-dimensional k-vector spaces
Vi , i = 1, . . . , s, over an infinite field k, let S denote the affine cone over the Segre
variety in V and let F =⊕t0 Ft be a standard homogeneous affine algebra over k
(i.e., F = k[F1]). Suppose that there exists a k-vector space epimorphism ϕ :V → F1.






exist general elements y1, . . . , yr in ϕ(S) such thatFn = y1Fn−1 + · · · + yrFn−1.
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Proof of (∗). If r = 0, the statement is trivial. If n = 1, then dimk F1  r and the result
follows in this case, since ϕ(S) spans F1 (see (2.2) and (2.5)). So we may suppose that
r  1 and n 2. Now suppose the assertion about the mere existence of y1, . . . , yr in ϕ(S)
is false and choose a counterexample F =⊕t0 Ft in which r is minimal and in which n
is minimal for this given value of r .
Let x1, . . . , xp in ϕ(S) form a spanning set for F1.






For convenience, let i = 1. As x1 is a homogeneous element, we can pass to the factor
ring F¯ = F/x1F , where we write F¯ =⊕t0 F¯t in an obvious notation. Since
(



















. Moreover, the natural map ν :F → F¯ induces the
k-vector space epimorphism ϕ¯ := [ν]1 ◦ ϕ :V → F¯1. By the minimality of r , there exist
z1, . . . , zr−1 in ϕ(S) such that
F¯n = z¯1F¯n−1 + · · · + z¯r−1F¯n−1
(in an obvious notation). Hence
Fn = z1Fn−1 + · · · + zr−1Fn−1 + x1Fn−1,
and a contradiction ensues. The result then follows in this case (cf. (2.5)).






For i = 1, . . . , p, let K(i) = AnnF xi , a homogeneous ideal, and let F (i) = F/K(i). Then
for each i we write K(i) =⊕t0 K(i)t and F (i) =⊕t0 F (i)t , using the natural grading.
Now for each i we have a degree one isomorphism xiFn−1 ≈ F (i)n−1 induced by multiplica-





. Moreover, for each i, the natural map ν(i) :F → F (i)
induces the k-vector space epimorphism ϕ(i) := [ν(i)]1 ◦ ϕ :V → F (i)1 . By the minimality
of n for the given r and the meaning of the term “general” (cf. Section 2), there exists for
each i a non-empty Zariski-open subset Ui of Sr yielding elements z1i , . . . , zri in ϕ(S)
such thatF
(i)
n−1 = z¯1iF (i)n−2 + · · · + z¯riF (i)n−2
L. O’Carroll / Journal of Algebra 291 (2005) 259–268 265(in an obvious notation). Then, for each i,
Fn−1 = z1iFn−2 + · · · + zriFn−2 + K(i),
so that
xiFn−1 ⊆ z1iFn−1 + · · · + zriFn−1.
Intersecting the p non-empty Zariski-open subsets Ui of the subvariety Sr (see (2.4))
yields a non-empty Zariski-open subset U of Sr independent of i such that for the cor-
responding elements z1, . . . , zr of ϕ(S),
Fn = x1Fn−1 + · · · + xpFn−1 ⊆ z1Fn−1 + · · · + zrFn−1 ⊆ Fn,
(cf. (2.3)) and a contradiction again ensues.
Hence the result follows. 
Corollary 3.2 (The Eakin–Sathaye theorem for joint reductions). Let (R,m, k) be a
Noetherian local ring with infinite residue field k and let I1, . . . , Is be (not necessarily dis-
tinct) ideals in R. Set I = I1 · · · Is . Suppose that for some integers n and r with n 1 and
r  0, In can be generated by fewer than (n+r
r
)
elements, and that s  r (by padding with






2 · · · Ins + · · · + xsIn1 · · · Ins−1In−1s = In.
Proof. By Theorem 3.1, I has a complete reduction consisting of r elements and so has
a complete reduction consisting of s elements (since 0 is common to all ideals). The latter
reduction clearly results in a joint reduction with the required property. 
Remark 3.3.
(i) Note the particularly important case of Corollary 3.2 where I1, . . . , Is are m-primary
and s = r = dimR.
(ii) In the particular case of Theorem 3.1 when dimR = 1 and I1, . . . , Is are m-primary,
we have an overlap with the situation considered by Lipman [8], taking r to have
value 1 (cf. [2, Corollary 1]). So in the situation envisaged here, Lipman’s “transversal”
element (cf. loc. cit.) x is, as it were, doubly transversal, being a product of elements
from the individual ideals Ii .
4. Applications
4.1. In analogy with the remark of [2, p. 445], Theorem 3.1 and Corollary 3.2 provide
another proof of the Rees/O’Carroll results [11,13] on the existence of complete and joint
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the special fibre ring
⊕
t0 I
t /mI t of an ideal I of analytic spread l(I ) = r is eventually
a polynomial in n of degree r − 1, whereas the expression (n+r
r
)
is a polynomial in n of
degree r .
4.2. The following result generalises the considerations of [2, Corollary 1] and the
preceding theorem there due to Lipman [8] to the case of arbitrary dimension and value of
the Eakin–Sathaye number r , and in addition brings to bear the generalised Eakin–Sathaye
results Theorem 3.1 and Corollary 3.2. (The reader can consider treating other results in [2]
in a similar way.)
Theorem. Let I be a finitely generated ideal in a quasi-local ring (R,m,k) with infinite
residue field k. Then the following are equivalent:
(i) For all n ∈ N, there exists a polynomial pI (n) in n of degree at most r − 1, for some
r ∈N, such that In has pI (n) generators.
(ii) I has a reduction consisting of r elements.




Moreover, if the situation is as in Theorem 3.1 or Corollary 3.2, then these results apply
as are relevant.
Proof. (i) ⇔ (ii). Note that, for n  0, dimk I n/mIn is a polynomial in n. Further, the de-
gree of this polynomial is at most r − 1 if and only if the special fibre ring⊕n0 In/mIn
has dimension at most r , and the latter is equivalent to I having a reduction with r gener-
ators.




in n of degree r .
(iii) ⇒ (ii). This follows from the Eakin–Sathaye theorem.
The full result is then immediate. 
4.3. In (for example) [22, Chapter 9], Vasconcelos has gathered together a number of
results, in a variety of contexts, on the estimation of the number of generators of an ideal;
these results are then applied to estimate reduction numbers, using the “classical” Eakin–
Sathaye theorem. In a similar way, we can use the results of Section 3 in such contexts to
estimate reduction numbers for complete and joint reductions. As a sample, chosen because
of our theme of returning to the work that shaped Eakin and Sathaye’s investigations, we
point out the following easy generalisation of a result of Sally and Vasconcelos [17] (see
[2, p. 441]).
Proposition. Let I be an open (i.e.,m-primary) ideal of analytic spread r in a local Cohen–
Macaulay ring (R,m) of dimension d and multiplicity µ. Suppose that t is the nilpotency
degree of R/I . Then In = JIn−1 for a minimal reduction J of I , where n is an integer( )
such that td−1nd−1µ + d  n+r
r
.
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as are relevant.
Proof. By [16, Theorem 2.2, p. 79], for n ∈ N, In is generated by at most td−1nd−1µ +
d − 1 generators. The result now follows from the Eakin–Sathaye theorem. 
The full result is then immediate.
4.4. We remark that Theorem 3.1 (or, more precisely, the version (∗) of Theorem 3.1
given in its proof) can be recast as a “multiplicative” normalisation theorem as follows,
where the notation is adapted to that used at the beginning of Section 2 (for an “additive”
normalisation theorem, see [12]):
Theorem. Let k be an infinite field. Given positive integers µ1, . . . ,µs , set N = µ1 +
· · · + µs . Let S ′ denote the image in PN−1k of the product space Pµ1−1k × · · · × Pµs−1k
under the Segre embedding and let S(S ′) denote the homogeneous coordinate ring of the
projective variety S ′. Let S¯ ′ denote the linear span of S ′ in PN−1k and letW be a projective
subscheme of S¯ ′ having homogeneous coordinate ring S(W) =⊕i0 S(W)i . Suppose, for





. Then the following hold:
(i) For r general points Q1, . . . ,Qr in S ′ with linear span L(r) := Q1 · · ·Qr in S¯ ′, the
restriction πW :W → L(r) to W of the natural projection π : S¯ ′ → L(r) is a finite
dominant morphism.
(ii) Moreover, if S(L(r)) =⊕i0 S(L(r))i denotes the homogeneous coordinate ring of
L(r), then πW induces a homogeneous k-algebra homomorphism π∗W :S(L(r)) →
S(W) via which S(W) becomes a finitely generated S(L(r))-module, with generators
in degree at most n − 1.
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