Abstract. Let K = Q( √ −D) be an imaginary quadratic field with discriminant −D, and χ the Dirichlet character corresponding to the extension K/Q. Let m = 2n or 2n + 1 with n a positive integer. Let f be a primitive form of weight 2k + 1 and character χ for Γ 0 (D), or a primitive form of weight 2k for SL 2 (Z) according as m = 2n, or m = 2n + 1. For such an f let Im(f ) be the lift of f to the space of Hermitian modular forms constructed by Ikeda. We then give an explicit formula of the Koecher-Maass series L(s, Im(f )) of Im(f ). This is a generalization of Mizuno [Mi06].
Introduction
In [Mi06] , Mizuno gave explicit formulas of the Koecher-Maass series of the Hermitian Eisenstein series of degree two and of the Hermitian Maass lift. In this paper, we give an explicit formula of the Koecher-Maass series of the Hermitian Ikeda lift. Let K = Q( √ −D) be an imaginary quadratic field with discriminant −D. Let O be the ring of integers in K, and χ the Kronecker character corresponding to the extension K/Q. For a non-degenerate Hermitian matrix or alternating matrix T with entries in K, let U T be the unitary group defined over Q, whose group U T (R) of R-valued points is given by
for any Q-algebra R, where g denotes the automorphism of M n (R ⊗ K) induced by the non-trivial automorphism of K over Q. We also define the special unitary group SU T over Q p by SU T = U T ∩ R K/Q (SL m ), where R K/Q is the Weil restriction. In particular we write U T as U Let k be a non-negative integer. Then for a primitive form f ∈ S 2k+1 (Γ 0 (D), χ) Ikeda [Ike08] constructed a lift I 2n (f ) of f to the space of modular forms of weight 2k + 2n and a character det −k−n for Γ
K . This is a generalization of the Maass lift considered by Kojima [Koj82] , Gritsenko [Gri90] , Krieg [Kri91] and Sugano [Su95] . Similarly for a primitive form f ∈ S 2k (SL 2 (Z)) he constructed a lift I 2n+1 (f ) of f to the space of modular forms of weight 2k + 2n and a character det k+n for Γ where L(s+k+n−i+1/2, f ) is the Hecke L-function of f and L(s+k+n−i+1/2, f, χ) is its "modified twist" by χ. For the precise definition of L(s + k + n − i + 1/2, f, χ) see Section 2. We also call Lif t (m) (f ) the adelic Ikeda lift of f for U (m, m). Then we express the Kocher-Maass series of I m (f ) in terms of the L-functions related to f. This result was already obtained in the case m = 2 by Mizuno [Mi06] .
The method we use is similar to that in the proof of the main result of [IK04] or [IK06] . We explain it more precisely. In Section 3, we reduce our computation to a computation of certain formal power seriesP m,p (d; X, t) in t associated with local Siegel series similarly to [IK04] (cf. Theorem 3.4 and Section 5).
Section 4 is devoted to the computation of them. This computation is similar to that in [IK04] , but we should be careful in dealing with the case where p is ramified in K. After such an elaborate computation, we can get explicit formulas ofP m,p (d; X, t) for all prime numbers p (cf. Theorems 4.3.1, 4.3.2, and 4.3.6). In Section 5, by using explicit formulas forP m,p (d; X, t), we immediately get an explicit formula of L(s, I m (f )).
Using the same argument as in the proof our main result, we can give an explicit formula of the Koecher-Maass series of the Hermitian Eisenstein series of any degree, which can be regarded as a zeta function of a certain prehomogeneous vector space. We also note that the method used in this paper is useful for giving an explicit formula for the Rankin-Selberg series of the Hermitian Ikeda lift, and as a result we can prove the period relation of the Hermitian Ikeda lift, which was conjectured by Ikeda [Ike08] . We will discuss these topics in subsequent papers [Kat13] and [Kat14] .
K a quadratic extension of K 0 , or K = K 0 ⊕ K 0 . In the latter case, we regard K 0 as a subring of K via the diagonal embedding. We also identify M mn (K) with M mn (K 0 ) ⊕ M mn (K 0 ) in this case. If K is a quadratic extension of K 0 , let ρ be the non-trivial automorphism of K over K 0 , and if K = K 0 ⊕ K 0 , let ρ be the automorphism of K defined by ρ(a, b) = (b, a) for (a, b) ∈ K 0 . We sometimes write x instead of ρ(x) for x ∈ K in both cases. Let R be a subring of K. For an (m, n)-matrix X = (x ij ) m×n write X * = (x ji ) n×m , and for an (m, m)-matrix A, we write A[X] = X * AX. Let Her n (R) denote the set of Hermitian matrices of degree n with entries in R, that is the subset of M n (R) consisting of matrices X such that X * = X. Then a Hermitian matrix A of degree n with entries in K is said to be semi-integral over R if tr(AB) ∈ K 0 ∩ R for any B ∈ Her n (R), where tr denotes the trace of a matrix. We denote by Her n (R) the set of semi-integral matrices of degree n over R.
For a subset S of M n (R) we denote by S × the subset of S consisting of nondegenerate matrices. If S is a subset of Her n (C) with C the field of complex numbers, we denote by S + the subset of S consisting of positive definite matrices. The group GL n (R) acts on the set Her n (R) in the following way:
GL n (R) × Her n (R) ∋ (g, A) −→ g * Ag ∈ Her n (R).
Let G be a subgroup of GL n (R). For a G-stable subset B of Her n (R) we denote by B/G the set of equivalence classes of B under the action of G. We sometimes identify B/G with a complete set of representatives of B/G. We abbreviate B/GL n (R) as B/ ∼ if there is no fear of confusion. Two Hermitian matrices A and A ′ with entries in R are said to be G-equivalent and write
. For square matrices X and Y we write
We put e(x) = exp(2π √ −1x) for x ∈ C, and for a prime number p we denote by e p ( * ) the continuous additive character of Q p such that e p (x) = e(x) for x ∈ Z[p −1 ]. For a prime number p we denote by ord p ( * ) the additive valuation of Q p normalized so that ord p (p) = 1, and put |x| p = p −ordp(x) . Moreover we denote by |x| ∞ the absolute value of x ∈ C. Let K be an imaginary quadratic field, and O the ring of integers in K. For a prime number p put
In the former case, for x ∈ K p , we denote by x the conjugate of x over Q p . In the latter case, we identify K p with Q p ⊕ Q p , and for x = (x 1 , x 2 ) with x i ∈ Q p , we put x = (x 2 , x 1 ). For x ∈ K p we define the norm N Kp/Qp (x) by N Kp/Qp (x) = xx, and put ν Kp (x) = ord p (N Kp/Qp (x)), and |x| Kp = |N Kp/Qp (x)| p . Moreover put |x| K∞ = |xx| ∞ for x ∈ C.
Main results

For a positive integer N let
and for a Dirichlet character ψ mod N, we denote by M l (Γ 0 (N ), ψ) the space of modular forms of weight l for Γ 0 (N ) and nebentype ψ, and by S l (Γ 0 (N ), ψ) its subspace consisting of cusp forms. We simply write
Throughout the paper, we fix an imaginary quadratic extension K of Q with discriminant −D, and denote by O the ring of integers in K. For such a K let U (m) = U (m, m) be the unitary group defined in Section 1. Put
where 1 m denotes the unit matrix of degree m. Then
Let H m be the Hermitian upper half-space defined by
The group U (m) (R) acts on H m by
We also put j(g, Z) = det(CZ + D) for such Z and g. Let l be an integer. For a subgroup Γ of U (m) (Q) commensurable with Γ (m) and a character ψ of Γ, we denote by M l (Γ, ψ) the space of holomorphic modular forms of weight l with character ψ for Γ. We denote by S l (Γ, ψ) the subspace of M l (Γ, ψ) consisting of cusp forms. In particular, if ψ is the character of Γ defined by ψ(γ) = (det γ) −l for γ ∈ Γ, we write
, where c F (T ) denotes the T -th Fourier coefficient of F, and e
Now we consider the adelic modular form. Let A be the adele ring of Q, and A f the non-archimedian factor of A. Let h = h K be a class number of K. Let G (m) = Res K/Q (GL m ), and G (m) (A) be the adelization of
, where p runs over all rational primes. Then we have
with some subset {γ 1 , ..., γ h } of U (m) (A f ). We can take γ i as
is a certain subset of G (m) (A f ) such that t 1 = 1, and
.
, det −l ) the space of automorphic forms obtained in this way. We also put
We can define the Hecke operators which act on the space
. For the precise definition of them, see [Ike08] .
Let Her m (O) be the set of semi-integral Hermitian matrices over O of degree m as in the Notation. We note that A belongs to Her m (O) if and only if its diagonal components are rational integers and √ −DA ∈ Her m (O). For a non-degenerate Hermitian matrix B with entries in K of degree m, put γ(B) = (−D)
[m/2] det B. Let Her m (O p ) be the set of semi-integral matrices over O p of degree m as in the Notation.@We put ξ p = 1, −1, or 0 according as
× we define the local Siegel series b p (T, s) by
where
. We remark that there exists a unique polynomial
(cf. Shimura [Sh97] ). We then define a Laurent polynomial F p (T, X) as
We remark that we have
if m is even and p ∤ D, and
Now we put
Her m (O)
for any p}. First let k be a non-negative integer, and m = 2n a positive even integer. Let
In particular, if i is even, we sometimes write L(s, f, χ i ) as L(s, f ) as usual. Moreover for i = 1, ..., h we define a Fourier series
Next let k be a positive integer and m = 2n + 1 a positive odd integer. Let
In particular, if i is even we write L(s, f, χ i ) as L(s, f ) as usual. Moreover for i = 1, ..., h we define a Fourier series
and we define it by replacing X with X −1 in this paper. This change does not affect the results.
Then Ikeda [Ike08] showed the following:
This is a Hermitian analogue of the lifting constructed in [Ike01] . We call I m (f ) the Ikeda lift of f for U (m) . It follows from Theorem 2.1 that we can define an element (
up to bad Euler factors.
. We define a Dirichlet character χ q by
where a ′ is an integer such that
Here we make the convention that χ Q = 1 and χ
be a primitive form in S 2k+1 (Γ 0 (D), χ). Then there exists a primitive form
according as i is even or odd, where ζ(s) and L(s, χ) are Rimann's zeta function, and the Dirichlet L-function for χ, respectively. Moreover we define Λ(s, χ i ) by
with Γ(s) the Gamma function. Then our main results in this paper are as follows:
Theorem 2.3. Let k be a nonnegative integer and n a positive integer. Let f be a primitive form in S 2k+1 (Γ 0 (D), χ). Then, we have
Theorem 2.4. Let k be a positive integer and n a non-negative integer. Let f be a primitive form in S 2k (SL 2 (Z)). Then, we have
Remark. We note that L(s, I 2n+1 (f )) has an Euler product.
Reduction to local computations
To prove our main result, we reduce the problem to local computations. Let
In the former case let f p the exponent of the conductor of
In the latter case, put e p = f p = 0. Let K p be a quadratic extension of Q p , and ̟ = ̟ p and π = π p be prime elements of K p and Q p , respectively. If K p is unramified over Q p , we take
We note that Her
, this is equivalent to saying that rank Zp/pZp X 1 = rank Zp/pZp X 2 = l. Now let m and l be positive integers such that m ≥ l. Then for an integer a and
and
Suppose that A and B are non-degenerate. Then the number p
2 ) #A a (A, B) is independent of a if a is sufficiently large. Hence we define the local density α p (A, B) representing B by A as
Similarly we can define the primitive local density β p (A, B) as
if A is non-degenerate. We remark that the primitive local density β p (A, B) can be defined even if B is not non-degenerate. In particular we write α p (A) = α p (A, A).
The relation between α p (A) and υ p (A) is as follows:
Proof. The proof is similar to that in [Kitaoka [Kit93] , Lemma 5.6.5], and we here give an outline of the proof. The last assertion is trivial. Suppose that K p is ramified over
Then it is easily seen that
Define a mapping φ :
Namely, X + p r Y belongs to Υ r+ep (T i ) for some i and therefore φ is surjective.
Moreover for X ∈ A r (T, T ) we have #(φ −1 (X)) = p 2m 2 ep . For a sufficiently large integer r we have #Υ r+ep (T i ) = #Υ r+ep (T ) for any i. Hence
Recall that e p = f p − δ 2,p . Hence
This proves the assertion.
for a positive definite Hermitian matrix T of degree m with entries in O.
Let U 1 be the unitary group defined in Section 1. Namely let
For an element T ∈ Her m (O p ), let
We also put
To state the Mass formula for SU T , put Γ C (s) = 2(2π) −s Γ(s).
Proof. The assertion is more or less well known (cf. [Re71] .) But for the sake of completeness we here give an outline of the proof. Let SU T (A) be the adelization of SU T and let
We note that the strong approximation theorem holds for SL m . Hence, by using the standard method we can prove that
We recall that the Tamagawa number of SU T is 1 (cf. Weil [We82] ). Hence, by [[Re71] , (1.1) and (4.5)], we have
We can easily show that υ p (1) = u −1
p . This completes the assertion.
, where c D = 1 or 0 according as 2 divides D or not.
and for a subset S of O p put 
We remark that
Proposition 3.3. In addition to the above notation and the assumption, for a positive integer d let
Then the mapping φ induces a bijection from
which will be denoted also by φ. 
with some u ∈ K × . Thus, by replacing y with
, we may
By the strong approximation theorem for SL m there exists an element γ ∈ SL m (K), γ ∞ ∈ SL m (C), and
Put x = γ * yγ. Then x belongs to Her m (d, O) + , and φ(x) = (x p ). This proves the surjectivity of φ. 
where α p is the Satake p-parameter of f. Moreover put
where l 0 = 0 or 1 according as m is even or odd. Then for Re(s) >> 0, we have
is uniquely determined by the genus to which T belongs, and can be expressed as
Thus the assertion follows from Corollary to Proposition 3.2 and Proposition 3.3 similarly to [IS95] .
Formal power series associated with local Siegel series
We note that
according as m is even and K p is a field, or not. In Proposition 4.3.7 we will show that we have
We also define P m,p (d 0 , X, t) as 
Preliminaries.
Let m be a positive integer. For a non-negative integer i ≤ m let
, where a = 2 or 1 according as
First we remark the following lemma, which can easily be proved by the usual Newton approximation method in O p :
Proof. The assertion can be proved by using the same argument as in the proof of [[Kit93] , Theorem 5.6.1]. We here give an outline of the proof.
Then we have
Take a sufficiently large integer e, and for an element
and XW −1 is primitive}.
It is easily seen that
for some i. Hence the mapping X → XW −1 induces a bijection from B e (S, T ; W )
and therefore by Lemma 4.1.1,
Now by using the same argument as in the proof of [[Kit83] , Theorem 1], we obtain Corollary. Under the same notation as above, we have (1
We note that φ m (q) =
Moreover for a prime number p put
Proof.
(1) The proof is similar to that of Lemma 2.2 of [BS87] . First we prove
where |dx| is the Haar measure on M m (K p ) normalized so that
To prove this, for a positive integer e let T 1 , ..., T l be a complete set of representatives of
Then it is easy to see that
and, by Lemma 4.1.1, T i is GL m (O p )-equivalent to T if e is sufficiently large. Hence we have #(A e (S, T i )) = #(A e (S, T )) for any i. Moreover we have
Hence
which proves the above equality. Now we have
Remark that for any
. Thus the assertion has been proved. For a subset T of O p , we put
From now on put
where ̟ is a prime element of K p . Moreover put i p = 0, or 1 according as p = 2 and f 2 = 2, or not. Suppose that
Then an element B of Her m (O p ) can be expressed as B ∼ GLm(Op) 1 r ⊥pB 2 with some integer r and B 2 ∈ Her m−r, * (O p ). Suppose that K p /Q p is ramified. For an even positive integer r define Θ r by
where ̟ is the conjugate of ̟ over Q p . Then an element B of Her m (O p ) is expressed as B ∼ GLm(Op) Θ r ⊥π ip B 2 with some even integer r and B 2 ∈ Her m−r, * (O p ). For these results, see Jacobowitz [Jac62] .
A non-degenerate square matrix W = (d ij ) m×m with entries in O p is called reduced if W satisfies the following conditions:
d ii = p ei with e i a non-negative integer, d ij is a non-negative integer ≤ p ej − 1 for i < j and d ij = 0 for i > j. It is well known that we can take the set of all reduced matrices as a complete set of representatives of
Let r ≤ m, and ψ r,m be the mapping from
, which will be also denoted by ψ m−n0,m .
(2) Assume that K p is ramified over Q p and that n 0 is even. Let
, which will be also denoted by ψ m−n0,m . Here i p is the integer defined above. (2) The assertion can be proved in the same manner as (1).
for any non-negative integer r and d ∈ Z * p . Proof. The assertion can be proved by using the same argument as in the proof of (a) of Theorem 5.6.4 of Kitaoka [Ki2]. Now we prove induction formulas for local densities different from Lemma 4.1.2 (cf. Lemmas 4.1.6, 4.1.7, and 4.1.8.) For technical reason, we formulate and prove them in terms of Hermitian modules. Let M be O p free module, and let b be a mapping from M × M to K p such that
for u, v ∈ M and λ 1 , λ 2 ∈ O p , and
We call such an M a Hermitian module with a Hermitian inner product b. We set q(u) = b(u, u) for u ∈ M. Take an O p -basis {u i } m i=1 of M, and put T M = (b(u i , u j )) 1≤i,j≤m . Then T M is a Hermitian matrix, and its determinant is uniquely determined, up to N Kp/Qp (O * p ), by M. We say M is non-degenerate if det T M = 0. Conversely for a Hermitian matrix T of degree m, we can define a Hermitian module
, and b(u, v) = 0 for any u ∈ M 1 , v ∈ M 2 . Let M and N be Hermitian modules. Then a homomorphism σ : N −→ M is said to be an isometry if σ is injective and b(σ(u), σ(v)) = b(u, v) for any u, v ∈ N. In particular M is said to be isometric to N if σ is an isomorphism. We denote by U ′ M the group of isometries of M to M itself. From now on we assume that T M ∈ Her m (O p ) for a Hermitian module M of rank m. For Hermitian modules M and N over O p of rank m and n respectively, put 
if M is non-degenerate as in the matrix case. It is easily seen that
We note that we have
Suppose that K p is unramified over Q p . Then put Ξ m = 1 m . Suppose that K p is ramified over Q p , and that m is even. Then put Ξ m = Θ m .
Lemma 4.1.6. Let m 1 , m 2 , n 1 , and n 2 be non-negative integers such that m 1 ≥ n 1 and m 1 +m 2 ≥ n 1 +n 2 . Moreover suppose that m 1 and n 1 are even if K p is ramified over Q p . Let A 2 ∈ Her m2 (O p ) and B 2 ∈ Her n2 (O p ). Then we have
and in particular we have
a n1+i,γ b jγ = 0 for i = 1, · · · , n 2 and j = 1, · · · , n 1 . Hence we have a n1+i,γ = 0 for i = 1, · · · , n 2 and γ = 1, · · · , n 1 . This implies that φ| N2 ∈ B 
Lemma 4.1.7. In addition to the notation and the assumption in Lemma 4.1.6, suppose that A 1 and A 2 are non-degenerate. Then
and we have
Proof. The first assertion can easily be proved. By Lemmas 4.1.2 and 4.1.4, we have
By Lemma 4.1.6 and the first assertion, we have
Hence again by Lemma 4.1.2, we prove the second assertion.
, and B 2 ∈ Her n2 (O p ) with m ≥ n 1 . Then we have
, and N = N 1 ⊥N 2 . Let a be a sufficiently large positive integer. Let
and ((u i , u j )) 2n1+1≤i,j≤2m+l = Θ 2m−2n1 ⊥A, where δ ij is Kronecker's delta. Let B 1 = (b ij ) 1≤i,j≤n1 , and put
for i = 1, · · · , n 2 and j = 1, · · · , n 1 . Hence we have
This implies that φ|
This proves (2). Next suppose that K p is unramified over Q p . For an even positive integer r define Θ r by
Then we have Θ r ∼ 1 r . By using the same argument as above we can prove that
according as m is even or not. Thus we prove the assertion (1).
Lemma 4.1.9. Let k be a positive integer.
(1) Suppose that K p is unramified over Q p .
(1.1) Let b ∈ Z p . Then we have
(2) Suppose that K p is ramified over Q p .
(2.1) Let B ∈ Her m, * (O p ) with m ≤ 2. Then we have
In any case, by Lemma 9 of [Kit84] , we have
This proves the assertion (1.1). Similarly the assertion (1.2) holds.
(2) First let m = 1, and put B = (b) with b ∈ 2Z p . Then 2 −1 b ∈ Z p . Let p = 2, or p = 2 and f 2 = 3. Then we have K p = Q p (̟) with ̟ a prime element of K p such that̟ = −̟. Then an element x = (
Hence we have
Let p = 2 and f 2 = 2. Then we have K 2 = Q 2 (̟) with ̟ a prime element of K 2 such that η := 2
Thus, in any case, by a simple computation we have −1) ).
Thus the assertion (2.1) has been proved for m = 1. Next let
, and N = M B . Let a be a sufficiently large positive integer. For each
Then by the same argument as in the proof of Lemma 4.1.8, we can prove that
Hence by the assertion for m = 1, we have
Thus the assertion (2.1) has been proved for m = 2. The assertion (2.2) can be proved by using the same argument as above.
Lemma 4.1.10. Let k and m be integers with k ≥ m.
(1) Suppose that K p is unramified over Q p . Let A ∈ Her l (O p ) and B ∈ Her m (O p ). Then we have
(1) Suppose that K p is unramified over Q p . We prove the assertion by induction on m. Let deg B = 1, and a be a sufficiently large integer. Then, by Lemma 4.1.9, we have
This proves the assertion for m = 1. Let m > 1 and suppose that the assertion holds for m − 1. Then B can be expressed as B ∼ GLm(Op) B 1 ⊥B 2 with B 1 ∈ Her 1 (O p ) and B 2 ∈ Her m−1 (O p ). Then by Lemma 4.1.8, we have
Thus the assertion holds by the induction assumption.
(2) Suppose that
Then we easily see that we have
We have
By a simple computation we have
This proves the assertion. (3) Suppose that K p is ramified over Q p . We prove the assertion by induction on m. Let deg B = 1, and a be a sufficiently large integer. Then, by Lemma 4.1.9, we have
Let deg B = 2. Then by Lemma 4.1.9, we have
Let m ≥ 3. Then B can be expressed as B ∼ GLm(Op) B 1 ⊥B 2 with deg B 1 ≤ 2. Then the assertion for m holds by Lemma 4.1.8, the induction hypothesis, and Lemma 4.1.9.
Lemma 4.1.11.
(1) Suppose that K p is unramified over Q p . Let l and m be an integers with l ≥ m. Then we have
Let l and m be integers with l ≥ m. Then we have
(3) Suppose that K p is ramified over Q p . Let k and m be even integers with k ≥ m. Then we have
Proof. In any case, we easily see that the local density coincides with the primitive local density. Suppose that K p is unramified over Q p . Then, by Lemma 4.1.7, we have
We easily see that we have
This proves the assertion (1). Suppose that K p is ramified over Q p . Then by Lemma 4.1.7, we have
Moreover by Lemma 4.1.9, we have
This proves the assertion (3). Suppose that K p = Q p ⊕ Q p . Then the assertion can be proved similarly to (2) of Lemma 4.1.10.
Primitive densities.
For an element T ∈ Her m (O p ), we define a polynomial G p (T, X) in X by
Proof. Suppose that K p is unramified over Q p . By Lemma 4.1.7, we have
By using the same argument as in the proof of Lemma 4.1.10, we can prove that we have
and hence by Lemma 4.1.11, we have
This proves the assertion (1). Similarly the assertions (2) and (3) can be proved.
Lemma 4.2.2. Let m be a positive integer and r a non-negative integer such that r ≤ m.
(1) Suppose that K p is unramified over Q p . Let T = 1 m−r ⊥pB 1 with B 1 ∈ Her r (O p ). Then
(3) Suppose that K p is ramified over Q p and that m−r is even. Let T = Θ m−r ⊥π ip B 1 with B 1 ∈ Her r, * (O p ). Then
Proof. Suppose that K p is unramified over Q p . By Lemma 4.1.8, we have
By using the same argument as in the proof of Lemma 4.1.11, we can prove that we have β p ((−pB 1 )⊥1 2k−2r , 1 m−r ) = β p (1 2k−2r , 1 m−r ). Hence the assertion follows from Lemmas 4.1.10 and 4.1.11. Similarly the assertions (2) and (3) can be proved.
(2) Suppose that K p is ramified over Q p and that m − r is even. Let T = Θ m−r ⊥π ip B 1 with B 1 ∈ Her r, * (O p ). Then
Proof. Let k be a positive integer such that k ≥ m. Put Ξ 2k = Θ 2k or 1 2k according as K p is ramified over Q p or not. Then it follows from Lemma 14.8 of [Sh97] that we have b p (B, 2k) = α p (Ξ 2k , B) . Hence, by the definition of G p (T, X) and Corollary to Lemma 4.1.2, we have
Then by Lemma 4.2.2, we have
This equality holds for infinitely many positive integer k, and the both hand sides of it are polynomials in p −2k . Thus the assertion (1) holds. Similarly the assertion (2) holds. 
Proof. Let k be a positive integer such that k ≥ m. By Lemma 4.1.2, we have
Then the assertion can be proved by using the same argument as in the proof of Corollary to Lemma 4.2.2.
Corollary. Let B ∈ Her m (O p ). Then we have
Proof. We have
Thus the assertion follows from (2) of Lemma 4.1.3.
Let
× satisfying the following condition:
Next suppose that K p is ramified over Q p . Let H m be a function on Her m (O p ) × satisfying the following condition:
Let d 0 ∈ Z * p and m − r be even. Then we put
Then by Lemma 4.2.1 we easily obtain the following.
Then for any d 0 ∈ Z * p and a non-negative integer r we have
(2) Suppose that K p is ramified over Q p . Then for any d 0 ∈ Z * p and a non-negative integer r such that m − r is even, we have
4.3. Explicit formulas of formal power series of Koecher-Maass type.
In this section we give an explicit formula for P m (d 0 , X, t).
Theorem 4.3.1. Let m be even, and
Theorem 4.3.2. Let m be odd, and
To prove Theorems 4.3.1 and 4.3.2, put
Proposition 4.3.3. Let m and d 0 be as above. Then we have 
Hence by using the same argument as in the proof of [[BS87], Theorem 5], and by (1) of Lemma 4.1.3, we have
Thus the assertion holds.
In order to prove Theorems 4.3.1 and 4.3.2, we introduce some notation. For a positive integer r and
We make the convention that ζ 0 (d 0 , t) = 1 or 0 according as d 0 ∈ Z * p or not. To obtain an explicit formula of ζ m (d 0 , t) let Z m (u, d) be the integral defined as
where u = p −s , and |dx| is the measure on Her m (K p ) so that the volume of Her m (O p ) is 1. Then by Theorem 4.2 of [Sa97] we obtain:
if m is even.
(3.2) Let p = 2 and f 2 = 2. Then
(3.3) Let p = 2 and f 2 = 3. Then
if m is odd,
if m is even. Corollary.
where i p = 0, or 1 according as p = 2 and f p = 2, or not, and
if p = 2 and f 2 = 2 p −m if p = 2 and f 2 = 3 (3.2) Let m be odd. Then
if p = 2 and f 2 = 2 tp −m if p = 2 and f 2 = 3
Proof. First suppose that K p is unramified over Q p . Then by a simple computation we have
Then by a simple computation and Lemma 3.1
Thus the assertions follow from Proposition 4.3.4.
if m is even, and
if m is odd.
Proof. The assertions can be proved by using Corollary to Lemma 4. 
and therefore the denominator of the rational function P m (d 0 , X, t) in t is at most
with some constant a. It is easily seen that we have a = 1. This proves the assertion.
(2) The assertion can be proved by using the same argument as above. 
(1 − p −2i X −1 t) with some polynomials L (0) (X, t) and L (1) (X, t) in t of degrees at most m. Thus we have P m (d, X, t) = 1 2
For l = 0, 1 put Proof of Theorem 4.3.2. The assertion can also be proved by using the same argument as above. Corollary. Let m = 2n be even. Suppose that K p is ramified over Q p . For l = 0, 1 putP 
2n (X, t) + χ Kp ((−1) n d)P
2n (X, t)), andP
2n (X, t) = P
2n (X, t), andP Thus the assertion follows from Theorem 4.3.1.
Proof of Theorem 2.4. The assertion follows directly from Theorems 3.4 and 4.3.2.
