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Abstract
The propensity score plays a central role in inferring causal effects from obser-
vational studies. In particular, weighting and subclassification are two principal ap-
proaches to estimate the average causal effect based on estimated propensity scores.
Unlike the conventional version of the propensity score subclassification estimator, if
the propensity score model is correctly specified, the weighting methods offer con-
sistent and possibly efficient estimation of the average causal effect. However, this
theoretical appeal may be diminished in practice by sensitivity to misspecification of
the propensity score model. In contrast, subclassification methods are usually more
robust to model misspecification. We hence propose to use subclassification for ro-
bust estimation of propensity score weights. Our approach is based on the intuition
that the inverse probability weighting estimator can be seen as the limit of subclas-
sification estimators as the number of subclasses goes to infinity. By formalizing
this intuition, we propose novel propensity score weighting estimators that are both
consistent and robust to model misspecification. Empirical studies show that the
proposed estimators perform favorably compared to existing methods.
Keywords: Causal inference; Inverse probability weighting; Observational studies
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1 Introduction
Observational studies are often used to infer the treatment effect in medical research. In these
studies, the treatment assignment may be associated with observed variables, causing the unad-
justed estimate of the treatment effect to be biased. This bias is widely known as the confounding
bias. In their seminal work, Rosenbaum and Rubin (1983) showed that the propensity score,
defined as the probability of assignment to a particular treatment conditioning on observed co-
variates, plays a central role in obtaining unbiased causal effect estimates from observational
studies. Since then, many propensity score adjustment methods have been proposed for causal
effect estimates. One popular approach is subclassification, which groups units into several sub-
classes based on their estimated propensity scores, so that the propensity scores are approximately
balanced in treatment groups within each subclass (Rosenbaum and Rubin, 1984). The current
convention is to subclassify at quintiles of estimated propensity scores (even for substantial sample
sizes), in the hope that it will remove over 90% of the confounding bias due to observed covariates
(Rosenbaum and Rubin, 1984; Lunceford and Davidian, 2004). Alternatively, weighting meth-
ods based on propensity scores, such as the inverse probability weighting (IPW) estimators (e.g.,
Rosenbaum, 1987) and the (classical) doubly robust (DR) estimator (Robins et al., 1994) can be
used to correct for the confounding bias.
Compared to the conventional version of the propensity score subclassification estimator, the
weighing estimators are more appealing theoretically. For example, under correct specification of
the propensity score model, one can show that the IPW estimators and the classical DR estimator
are all consistent for estimating the average causal effect (ACE). The latter attains the semipara-
metric efficiency bound if the analyst correctly specifies an additional outcome regression model.
However, these weighting methods have often been criticized for their sensitivity to misspecifi-
cation of the propensity score model (e.g. Drake, 1993; Kang and Schafer, 2007). Although in
principle, non-parametric models can be used for the propensity score (e.g. Hirano et al., 2003;
McCaffrey et al., 2004), the curse of dimensionality may be a problem. Some researchers hence
favor the subclassification method as they are more robust to model misspecification (Drake,
1993) and likely to have smaller variance in large samples (Williamson et al., 2012).
Over the past decade, there have been many endeavors to make the weighting estimators more
stable and robust to model misspecification, especially for the classical DR estimator proposed by
Robins et al. (1994). Most of these methods construct robust weights by deliberately incorporating
2
the outcome data. See Rotnitzky and Vansteelandt (2014) for a review. However, as advocated
by Rubin (2007), the design stage, including analysis of data on the treatment assignment, should
be conducted prior to seeing any outcome data. The separation of the design stage from the
analysis stage helps prevent selecting models that favor “publishable” results, thereby ensuring the
objectivity of the design. Moreover, this separation widens the applicability of a robust weighting
scheme as, in principle, it could be applied to any IPW-based estimator (Imai and Ratkovic,
2014). Hence in this article, we are primarily interested in robust estimation of propensity score
weights without using the outcome data.
Specifically, we propose to use subclassification for estimating the propensity score weights.
Our approach is based on the fact that the subclassification estimator can be seen as an IPW
estimator with weights coarsened via subclassification (Imbens and Rubin, 2015, §17.8). On the
other hand, the IPW estimators can be seen as the limit of subclassification estimators as the
number of subclasses goes to infinity (Rubin, 2001). The main difficulty in formalizing this in-
tuition, however, is that due to residual confounding, the conventional version of the propensity
score subclassification estimator, based on a fixed number of subclasses, can lead to inconsis-
tent estimation of the ACE. Many authors have sought theoretical justifications for increasing
the number of subclasses with sample size (e.g., Imbens, 2004; Lunceford and Davidian, 2004;
Stuart, 2010; Williamson et al., 2012; Hattori and Henmi, 2014). In this paper, we study the
rate at which the number of subclasses should increase with the sample size and show that the
subclassification estimator is (root-N) consistent under certain rate conditions. The key insight
here is over-smoothing of the subclassification estimator leads to root-N consistency. By filling
this important theoretical gap, we formalize the idea of subclassifying model-based propensity
score weights. In particular, we propose a novel full subclassification method for which the rate
conditions are satisfied. The full subclassification method can be used for robust estimation of
propensity score weights, so that the resulting weighting estimators are both consistent and ro-
bust to model misspecification, thereby enjoying the advantages of both the classical weighting
and subclassification methods.
In contrast to existing methods that construct robust propensity score weights by balancing
empirical covariate moments (Hainmueller, 2012; Imai and Ratkovic, 2014; Zubizarreta, 2015;
Chan et al., 2015), the full subclassification method employs a rank-based approach to improve
robustness of the causal effect estimate in the design stage. The parametric propensity score
model is used only for subclassification, but not for the subsequent estimation. This leads to
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several attractive properties of the full subclassification weighting method. First, under correct
propensity score model specification, it leads to consistent estimation of the ACE regardless of the
response pattern. Second, it dramatically improves upon model-based estimates in term of both
weight stability and covariate balance, especially when the propensity score model is misspecified.
Third, with the full subclassification weights, different weighting estimators tend to give similar
answers; in particular, two popular IPW estimators coincide with each other (see Proposition 5).
As we discuss later in Section 3.4, none of existing methods has all these properties, which makes
the full subclassification weighting method an appealing alternative in practice.
The rest of this article is organized as follows. In Section 2, we give a brief overview of
relevant propensity score adjustment methods. In Section 3, we introduce the full subclassification
weighting method and discuss its theoretical properties. We also relate our approach to covariate
balancing weighting schemes in the literature, and discuss further beneficial properties of our
method. Sections 4 and 5 contain simulations and an illustrative data analysis. We end with a
discussion in Section 6.
2 Background
2.1 The propensity score
Let Z be the treatment indicator (1=active treatment, 0=control) and X denote baseline co-
variates. We assume each subject has two potential outcomes Y (1) and Y (0), defined as the
outcomes that would have been observed if the subject would receive the treatment and control,
respectively. We make the consistency assumption such that the observed outcome Y satisfies
Y = ZY (1) + (1 −Z)Y (0).
Suppose that we independently sample N units from the joint distribution of (Z,X, Y ), and
denote them as triples (Zi,Xi, Yi), i = 1, . . . ,N . We are interested in estimating the ACE, namely
∆ = E{Y (1)} −E{Y (0)},
where E{⋅} denotes expectation in the population.
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Remark 1 An alternative estimand is the multiplicative causal effect defined by E{Y (1)}/E{Y (0)}.
We note that all the estimators considered in this article estimate E{Y (1)} and E{Y (0)} sepa-
rately. Although we mainly discuss the estimation problem of ∆, all the methodologies introduced
here apply to estimating the multiplicative causal effect as well.
The key assumption for identifying ∆ from an observational study is the strongly ignorable
treatment assignment assumption (Rosenbaum and Rubin, 1983), which we maintain throughout
this paper:
Assumption 1 Strong Ignorability of Treatment Assignment: the treatment assignment is unin-
formative of the potential outcomes given observed covariates. Formally, Z⊥⊥(Y (0), Y (1)) ∣X.
Remark 2 Although results in this paper only rely on the weaker assumption that Z⊥⊥Y (z) ∣
X, z = 0,1, we keep Assumption 1 to follow convention.
Rosenbaum and Rubin (1983) introduced the propensity score e(X) = pr(Z = 1 ∣ X) as the
probability of receiving the active treatment conditioning on observed covariates. They showed
that adjusting for the propensity score is sufficient for removing confounding bias under Assump-
tion 1. It is worth noting that while the covariates may be high dimensional, the propensity score
is always one-dimensional and lies within the unit interval. This dimension reduction property of
the propensity score is partly responsible for its popularity among applied researchers.
2.2 Weighting estimators
Weighting estimators provide ways to obtain unbiased estimates of the ACE using the propensity
score. In its simplest case, the IPW estimator is known as the Horvitz-Thompson estimator and
weights individual observations by the reciprocal of the estimated propensity score (Horvitz and
Thompson, 1952; Rosenbaum, 1987):
∆ˆHT = 1
N
N∑
i=1
ZiYi
eˆi
− 1
N
N∑
i=1
(1 −Zi)Yi
1 − eˆi ,
where eˆ(X) is the estimated propensity score and eˆi = eˆ(Xi). There has been many estimators
based on refinements of ∆ˆHT , including the Ha´jek estimator which normalizes the weights in the
Horvitz-Thompson estimator within the treatment and control group (Ha´jek, 1971):
∆ˆHa´jek =
N∑
i=1ZiYi/eˆi
N∑
i=1Zi/eˆi
−
N∑
i=1(1 −Zi)Yi/(1 − eˆi)
N∑
i=1(1 −Zi)/(1 − eˆi)
,
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and the doubly robust estimator (Robins et al., 1994):
∆ˆDR = 1
N
N∑
i=1
ZiYi − (Zi − eˆi)m1(Xi, αˆ1)
eˆi
− 1
N
N∑
i=1
(1 −Zi)Yi − (Zi − eˆi)m0(Xi, αˆ0)
1 − eˆi ,
where mz(X, αˆz) is the model estimate for E(Y ∣Z = z,X) obtained via outcome regression.
The propensity score weighting estimators have very attractive theoretical properties. For
example, under correct model specifications, ∆̂DR attains the semi-parametric efficiency bound;
furthermore, it is doubly robust in the sense that it is consistent if either the propensity score
model or the outcome regression model is correctly specified. However, this theoretical appeal
may be diminished in practice by sensitivity to model misspecification (Kang and Schafer, 2007).
Instead, the subclassification estimators are more robust to model misspecification (Drake, 1993).
2.3 Subclassification estimators
The propensity score subclassification estimator involves stratifying units into subclasses, and then
directly comparing treated and control units within the same subclass (Rosenbaum and Rubin,
1984). Formally, let [eˆmin, eˆmax] be the range of estimated propensity scores; Cˆk = [qˆk−1, qˆk) (k =
1, . . . ,K) be disjoint divisions of the interval [eˆmin, eˆmax); nk = ∑Ni=1 I(eˆ(Xi) ∈ Cˆk) and nzk =∑Ni=1 I(eˆ(Xi) ∈ Cˆk)I(Zi = z), z = 0,1. Then the subclassification estimator is
∆ˆS = K∑
k=1
nk
N
{ 1
n1k
N∑
i=1ZiYiI(eˆi ∈ Cˆk) − 1n0k
N∑
i=1(1 −Zi)YiI(eˆi ∈ Cˆk)} .
Note that due to strong ignorability of the propensity score, we have
∆ = Ee(X) {E[Y ∣e(X), Z = 1] −E[Y ∣e(X), Z = 0]} . (1)
The subclassification estimator can hence be viewed as a histogram approximation to (1).
Most applied publications choose K = 5 based on Rosenbaum and Rubin (1984)’s recommen-
dation, in which case the cut-off points are often chosen as sample quintiles. It is well-known that
when K is fixed, ∆ˆS is biased and inconsistent for estimating ∆ due to residual bias (see e.g.,
Lunceford and Davidian, 2004).
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3 Methodology
3.1 A hybrid estimator
In this section, we study a hybrid of the subclassification estimator ∆ˆS and the Horvitz-Thompson
estimator ∆ˆHT . The hybrid estimator provides a way to consistently estimate the ACE using
propensity score subclassification. Furthermore, as we describe in Section 3.3, the hybrid estimator
motivates a novel robust weighting scheme that improves upon model-based propensity score
weights. This improvement is achieved independently of the outcome data, and hence can be
combined with any weighting method.
The key to constructing the hybrid estimator is the intrinsic connection between the two
seemingly unrelated estimators: ∆ˆS and ∆ˆHT . Specifically, as noted by Imbens and Rubin (2015,
§17.8), ∆ˆS can be seen as a coarsened version of ∆ˆHT . In fact, if we denote pk = pr(Z = 1 ∣ eˆi ∈ Cˆk),
then the equality pkE(nk) = E(n1k) suggests the infeasible estimator
∆ˆS−HT = K∑
k=1{ 1Npk
N∑
i=1ZiYiI(eˆi ∈ Cˆk) − 1N(1 − pk)
N∑
i=1(1 −Zi)YiI(eˆi ∈ Cˆk)} (2)
may also provide a good approximation for ∆. Note pk is well-defined as eˆ1, . . . , eˆN are identically
distributed. However, it is generally unknown in practice, and thus ∆ˆS−HT is infeasible. Note
that ∆ˆS can be seen as a result of substituting the empirical estimate of pk (i.e. n1k/nk) into (2).
On the other hand, (2) can be rewritten in a compact form:
∆ˆS−HT = 1
N
N∑
i=1
⎛⎝YiI(Zi = 1)pkˆi − YiI(Zi = 0)1 − pkˆi ⎞⎠ , (3)
where kˆi = k if eˆ(Xi) ∈ Cˆk. (3) has a similar form to ∆ˆHT except that it uses the same weights
for all units in the same subclass.
The properties of ∆ˆS and ∆ˆHT derive from their way of estimating pi (or pkˆi). The subclassi-
fication estimator uses the same weights for all subjects in the same subclass, which reduces the
variance but has bias from coarsening. In contrast, the Horvitz-Thompson estimator uses a sep-
arate model-based estimate for each individual weight. As a result, the corresponding estimator
is consistent if the model is correctly specified, but can be highly variable especially when the
propensity score is close to zero.
The motivation for the hybrid estimator is to find a balance for this bias-variance trade-
off. Note that a larger number of subclasses would reduce bias, but potentially leads to higher
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variance. We hence consider increasing the number of subclasses in ∆ˆS with sample size such
that with large enough sample size the coarsened weights can approximate the individual weights
to an arbitrary level, while with small sample size the coarsened weights are much more stable
than the individual weights. Formally, we define a hybrid estimator as follows:
∆ˆH = K(N)∑
k=1
nk
N
{ 1
n1k
N∑
i=1ZiYiI(eˆi ∈ Cˆk) − 1n0k
N∑
i=1(1 −Zi)YiI(eˆi ∈ Cˆk)} ,
where we write K = K(N) to emphasize that the number of subclasses K is a function of the
sample size N . With slight abuse of notation, we define Cˆk, nk and nzk as in Section 2.3, with
K(N) replacing K in the original definitions. Following convention, we stratify at quantiles of
estimated propensity scores such that n1 ≈ ⋯ ≈ nK(N) ≈ N/K(N).
The key to the theoretical justification of ∆ˆH is studying the rate at which the number of
subclasses should increase with the sample size, to which we now turn.
3.2 Theoretical properties
We now discuss choice for the number of subclasses in ∆ˆH . Intuitively K(N) should increase
fast enough with N so that the residual bias is negligible asymptotically. This is formalized in
Theorem 3, with proof in Appendix B.
Theorem 3 Assume that Assumption 1 and the regularity conditions in Appendix A hold, ∆ˆH
is well-defined and additionally as N →∞,
K(N)→∞. (4)
Then ∆ˆH is a consistent estimator for ∆, i.e. ∆ˆH →p ∆. If we assume additionally that as
N →∞,
K(N)/√N →∞, (5)
then ∆ˆH is a root-N consistent estimator for ∆.
Recall that the subclassification estimator essentially uses histograms to approximate ∆. The
key insight given by Theorem 3 is that to achieve root-N consistency, smaller bandwidths are
needed in the histogram approximation. This is similar in spirit to kernel density estimation
methods that use under-smoothing to achieve root-N consistency (e.g. Newey, 1994; Newey et al.,
1998; Paninski and Yajima, 2008).
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On the other hand, for the hybrid estimator to be well-defined, the number of subclasses
should grow slowly enough so that for all subclasses, there is at least one observation from each
treatment group. This is formalized in Theorem 4, with proof in Appendix C.
Theorem 4 Assume that the regularity conditions in Appendix A hold and additionally as N →∞, (K(N))log(K(N))/N → 0, (6)
then ∆ˆH is asymptotically well defined: pr(nzk > 0, for all z, k)→ 1.
Theorem 3 and 4 provide theoretical guidelines for the choice of K(N). In practice, we propose
to choose the maximal number of subclasses such that the hybrid estimator is well-defined:
Kmax = max{K ∶ ∆H is well-defined}.
In other words, we choose the largest K such that for all subclasses Cˆ1, . . . , Cˆk there is at least one
observation from each treatment group. The resulting estimator is called the full subclassification
estimator:
∆ˆFS = Kmax∑
k=1
nk
N
{ 1
n1k
N∑
i=1ZiYiI(eˆi ∈ Cˆk) − 1n0k
N∑
i=1(1 −Zi)YiI(eˆi ∈ Cˆk)} .
It is easy to see that ∆ˆFS satisfies the rate conditions in Theorem 3. We emphasize that the
definition of Kmax does not use information from the outcome data, and is thus aligned with the
original spirit of propensity score (Rubin, 2007).
The full subclassification estimator is closely related to the full matching estimator (Rosen-
baum, 1991; Hansen, 2004; Stuart, 2010), which creates multiple matched sets such that each
matched set contains either one treated subject and more than one control subjects, or one con-
trol subject and more than one treated subjects. The full matching estimator is essentially a
subclassification estimator with the maximal number of subclasses. Our approach differs from
full matching in that we subclassify by quantiles of the observed data, thereby achieving subclasses
with (approximately) equal number of observations. In contrast, the full matching estimator can
have different number of units in different subclasses. In addition, given a parametric propen-
sity score model, the full subclassification estimator is unique, while the optimal full matching
estimator depends on the distance measure used for matching.
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3.3 The full subclassification weighting method
The hybrid estimator, and in particular the full subclassification estimator motivates a novel
robust weighting scheme via subclassifying the model-based propensity score weights. As discussed
in Section 3.1, ∆ˆH can be written as a weighting estimator with weights defined by
wH = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1/pˆkˆi if Z = 1
1/(1 − pˆkˆi) if Z = 0 , (7)
where pˆk = n1k/nk and kˆi = k if eˆ(Xi) ∈ Cˆk. In particular, when we set K(N) = Kmax, (7) is
called the full subclassification weight. Compared with the standard inverse probability weight,
the (full) subclassification weight can be viewed as replacing eˆi with the coarsened estimate pˆkˆi .
Following Rubin (2007), the (full) subclassification weight is constructed independently of the
outcome data. Therefore in principle, it can be applied to any IPW-based estimator. In fact, as
the reciprocal of the (full) subclassification weight always lies within the unit interval, it can be
regarded as an estimator for the propensity score itself. In what follows, we use superscript H or
FS to denote the corresponding weighting scheme.
As advocated by Rubin (2007), the propensity scores should be estimated in a way such that
different model-based adjustments tend to give similar answers. In Proposition 5, we show that
based on the (full) subclassification weight, the Horvitz-Thompson estimator coincides with the
Ha´jek estimator. This is appealing as the latter has better statistical properties in terms of both
efficiency and robustness (Lunceford and Davidian, 2004), while the former is easier to describe
and arguably more widely used in practice. The proof is given in Appendix D.
Proposition 5 If we estimate the propensity score with pˆkˆi, then the Horvitz-Thompson estimator
coincides with the Ha´jek estimator: ∆ˆHHT = ∆ˆHHa´jek. In particular, ∆ˆFSHT = ∆ˆFSHa´jek.
3.4 Relation to covariate balancing weighting schemes
The full subclassification weighting method is closely related to the covariate balancing weighting
methods, which also aim to achieve robust estimates of the ACE without using the outcome
data (Hainmueller, 2012; Imai and Ratkovic, 2014; Zubizarreta, 2015; Chan et al., 2015). These
methods are designed to reduce empirical covariate imbalance between the treatment groups, as it
may result in severe bias in the final causal effect estimates. Prior to these methods, practitioners
often try multiple propensity score models until a sufficiently balanced solution is found; this
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cyclic process is known as the propensity score tautology (Imai et al., 2008). To avoid this, the
covariate balancing methods directly weight observations in a way that the empirical moments
of pre-specified covariates are balanced in the weighted sample. These methods are appealing to
many practitioners as they often achieve improved or even exact empirical balance for commonly-
used moment conditions.
However, balancing certain moment conditions does not imply balancing the multivariate
covariate distributions in treatment groups, which is required for unbiased estimation of the ACE
with any response pattern. In contrast, within strata defined by specific values of the propensity
score, the multivariate covariates distributions are balanced between treatment and control groups.
Therefore the covariate balancing conditions may be used as a supplement to propensity score
adjustment methods, but caution should be exercised in applying these methods as they can
create an illusion in the balance of covariate distributions. For example, constructions of just-
identified covariate balancing propensity score (CBPS) (Imai and Ratkovic, 2014) and stable
balancing weights (SBW) (Zubizarreta, 2015) rely solely on certain covariate balancing conditions.
Consequently, the validity of these methods depends on shape of the response surface, something
that cannot possibly be checked from data at the design stage. In contrast, the over-identified
CBPS explicitly incorporates a propensity score model, and the empirical balancing (EB) weights
(Hainmueller, 2012; Zhao and Percival, 2015) as well as the empirical balancing calibration (CAL)
weights (Chan et al., 2015) implicitly fit a logistic model for the propensity score model. These
methods yield consistent estimates for the ACE if the corresponding propensity score model is
correct.
Furthermore, as pointed out by Zubizarreta (2015), tighter covariate balance generally comes
at a cost in term of weight stability. Although the covariate balancing conditions can be used to
eliminate biases due to imbalance in moment conditions (Hainmueller, 2012; Chan et al., 2015),
as we show later in empirical studies, they can give rise to extreme weights even with a correct
propensity score model. This instability of weight estimates not only increase the variance of the
final causal effect estimates, but also make them highly sensitive to outliers in the outcome data.
In contrast, the full subclassification weighting method often achieves a good compromise for this
covariate balance-stability trade-off.
The full subclassification weighting method has several additional features compared to indi-
vidual covariate balancing methods. First, based on the full subclassification weighting method,
the Horvitz-Thompson estimator is consistent for estimating the ACE (with a correct propensity
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score model). In contrast, even under a linear response pattern, SBW only yields an approx-
imately unbiased estimate of the ACE. Second, the reciprocal of full subclassification weights
have the interpretation of coarsened propensity scores; in particular, they always lie within the
unit interval. Consequently, the full subclassification weighting methods can be conceptualized
as creating a pseudo population through inverse probability weighting. In contrast, although the
reciprocal of normalized EB and CAL weights imply propensity scores asymptotically, they can be
greater than 1 or even negative in small sample settings. This is concerning for many practitioners
given the “black box” involved in estimating these weights. Third, we allow any parametric form
for the posited propensity score model, whereas the default version of the EB and CAL method
both implicitly assume a logistic model. Fourth, calculating the full subclassification weight is
a convex problem as long as the parameter estimation in the propensity score model is convex.
In contrast, it was reported in the literature that even with a logistic regression model, the op-
timization problem of CBPS might be non-convex, so that it may be difficult to find the global
solution in practice (Zhao and Percival, 2015).
4 Simulation Studies
In this section we evaluate the finite sample performance of the proposed full subclassification
weighting method. We compare it to classical subclassification and weighting estimators, as well
as various covariate balancing weighting schemes. Our simulation setting is similar to that of
Kang and Schafer (2007), which has become a standard setting for evaluating the performance
of propensity score weighting methods (e.g., Imai and Ratkovic, 2014; Zubizarreta, 2015; Chan
et al., 2015). We also modify Kang and Schafer (2007)’s setting to evaluate the sensitivity of
simulation results to the shapes of the propensity score and response surface.
Specifically, our simulation data consist of N independent samples from the joint distribution
of (Z,X, Y,W ). The covariates X = (X1,X2,X3,X4) follow a standard multivariate normal
distribution N(0, I4), where I4 is a 4 × 4 identity matrix. The treatment variable Z follows a
Bernoulli distribution with mean expit(Xγ), where γ = (−1,0.5,−0.25,−0.1)T . Conditional on
X, the potential outcome Y (z) is defined by the linear model Y (z) = 210 + 27.4X1 + 13.7X2 +
13.7X3 + 13.7X4 + , where the independent error term  follows a standard normal distribution.
The observed outcome is generated following consistency: Y = Y (z) if Z = z. Following Kang and
Schafer (2007), we consider combinations of whether the propensity score and the outcome regres-
12
sion model is correctly specified. To correctly specify the propensity score model, we (correctly)
include X in the posited logistic regression model. Otherwise we include covariates W , which
are non-linear transformations of X given by W1 = exp(X1/2),W2 =X2/(1 + exp(X1)) + 10,W3 =(X1X3/25 + 0.6)3,W4 = (X2 +X4 + 20)2. Similarly for specifications of the outcome regression
model. We are interested in estimating the ACE, whose true value is 0. All the simulation results
are based on average of 1000 random samples.
We first compare the full subclassification estimator with the classical subclassification esti-
mator ∆ˆS (with K = 5) and the Ha´jek estimator ∆ˆHa´jek. ∆ˆHT is not included as it performs
uniformly worse than ∆ˆHa´jek, and ∆ˆDR is included later as its performance depends on an ad-
ditional outcome regression model. For completeness, we include the full matching estimator,
which is implemented with the default options in R package MatchIt. As pointed out by Stuart
(2010), these four estimators represent a continuum in terms of the number of subclasses formed.
Figure 1 presents the results. When the propensity score model is correctly specified, the classical
subclassification estimator is not consistent; in fact, its bias stabilizes with increasing sample size.
All the other three estimators are consistent for the ACE. Among them, ∆ˆFS has the smallest
RMSE, with comparable performance only when the sample size is very small. This shows that
∆ˆFS achieves a good balance for the bias-variance trade-off discussed in Section 3.1. When the
propensity score model is misspecified, the Ha´jek estimator is severely biased: the bias and RMSE
grow with sample size! Consistent with previous findings in the literature, the other three esti-
mators are more robust to model misspecification. Among them, ∆ˆFS and ∆ˆFM exhibit better
performance than ∆ˆS in term of both bias and RMSE.
We then compare various weighting schemes for the three classical weighting estimators in-
troduced in Section 2.2: ∆ˆHT , ∆ˆHa´jek and ∆ˆDR. The weights we consider include true weights;
logit weights, obtained by inverting propensity score estimates from a logistic regression model;
trimmed weights, obtained by trimming logit weights at their 95% percentiles; (over-identified)
covariate balancing propensity score (CBPS) weights of Imai and Ratkovic (2014); empirical
balancing calibration weights of Chan et al. (2015) implied by exponential tilting (CAL-ET) or
quadratic loss (CAL-Q) and the proposed full subclassification (FS) weights. We use the default
options of R packages CBPS and ATE for calculating the CBPS and CAL weights, respectively.
As part of the design stage, we use Figure 2 to visualize the weight stability of various weighting
schemes, and Table 1 to assess the covariate balance after weighting. The covariate balance is
measured using the standardized imbalance measure (Rosenbaum and Rubin, 1985; Chan et al.,
13
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Figure 1: Bias and root mean squared error (RMSE) of the classical subclassification
estimator (S), the full subclassification estimator (FS), the full matching estimator (FM)
and the Ha´jek estimator (Hajek) under Kang and Schafer (2007)’s setting.
2015):
Imb = ⎧⎪⎪⎨⎪⎪⎩( 1N
N∑
i=1 [(Ziw1i − (1 −Zi)w0i)Xi]T)( 1N
N∑
i=1XiXTi )
−1 ( 1
N
N∑
i=1(Ziw1i − (1 −Zi)w0i)Xi)
⎫⎪⎪⎬⎪⎪⎭
1/2
,
where w1i are weights for the treated, and w0i are weights for the controls. One can see that
logit weights perform reasonably well with a correct propensity score model. However, with the
misspecified propensity score model, they become highly unstable and cause severely imbalanced
covariate distributions between treatment groups. The CAL weights may look very appealing as
by design, they achieve exact balance in the first moment conditions (and hence the standardized
imbalance measure) between treatment groups. However, as one can see from Figure 2, they are
highly unstable even under correct propensity score model specification. Consequently the causal
effect estimate may be driven by some highly influential observations. In contrast, CBPS and FS
weights improve upon the logit weights in term of both stability and covariate balance, with FS
exhibiting uniformly better performance than CBPS. The performance of FS on covariate balance
is particularly impressive as it does not (directly) target at achieving covariate balance between
treatment groups.
Table 2 summarizes the performance of various weighting schemes when applied to the three
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Figure 2: Distributions of weight estimates with various weighting scheme with a random
simulated data set of sample size 1000. Weights outside of the plot range are annotated on
the boarders.
classical weighting estimators. For brevity, we only show results with sample size fixed at 1000.
Consistent with the findings of Kang and Schafer (2007), logit weights are sensitive to misspec-
ification of the propensity score model, regardless of whether the weighting estimator is doubly
robust or not. Use of the full subclassification weights or the covariate balancing weights (CBPS,
CAL-ET and CAL-Q) greatly improves upon the naive weights obtained from a logistic regression
model. Among them, FS, CAL-ET and CAL-Q weights perform better than CBPS weights under
all simulation settings. Moreover, the IPW estimator coincides with the Ha´jek estimator with the
former three weights. Within these three, CAL-ET and CAL-Q tend to perform better when the
propensity score model is correctly specified, while FS performs better otherwise. As argued by
many previous researchers (Zubizarreta, 2015; Chan et al., 2015), it is very likely that the posited
models are wrong in practice. Hence the robustness to model misspecification may be worth more
attention than performance under correct model specification.
There has been a conjecture that a small subset of samples with extremely large weights are
partly responsible for the bad performance of logit weights in this setting (e.g., Robins et al., 2007).
To gain insights into the improved performance of CBPS, CAL-ET, CAL-Q and FS weights, we
compare these weights to the trimmed version of logit weights, which excludes the largest 5%
15
Table 1: Standardized imbalance measures of various weighting schemes under Kang and
Schafer (2007)’s setting. We consider both correct (✓) and incorrect (×) specifications of
the propensity score (PS) model*.
Sample size Model Weighting scheme
PS logit CBPS CAL-ET CAL-Q FS
200 ✓ 0.16 0.19 0.00 0.00 0.16× 0.52 0.19 0.00 0.00 0.17
1000 ✓ 0.07 0.09 0.00 0.00 0.07× 0.70 0.11 0.00 0.00 0.08
5000 ✓ 0.03 0.04 0.00 0.00 0.03× 6.09 0.12 0.00 0.00 0.06
*: For the covariate balancing weighting schemes, we say the propensity score model is “correctly specified”
if we impose balancing conditions on X, and say the propensity score model is “misspecified” if we impose
balancing conditions on W .
weights from logit weights. The RMSE of CBPS weights is comparable or worse than that of
trimmed weights, suggesting that the improvement of CBPS weights over logit weights is mainly
due to stabilizing the extreme weights. In contrast, FS weights outperform trimmed weights in all
scenarios, and CAL-ET and CAL-Q weights are better than trimmed weights except when both
the propensity score and outcome regression models are misspecified.
We can also see that CAL-ET generally performs better than CAL-Q. In particular, when only
the propensity score model is correctly specified, the bias of ∆ˆCAL−QDR is much larger in magnitude
than that of ∆ˆCAL−ETDR and ∆ˆFSDR; here the superscripts denote the weighting schemes used to
estimate the propensity score weights. Moreover, this bias stabilizes with increasing sample size
(results not shown), showing that ∆ˆCAL−QDR is not doubly robust (in the usual sense). This can
be explained by the implicit correspondence between the objective function used in calculating
the CAL weights and the posited propensity score model. Specifically, the objective function
of CAL-ET corresponds to fitting a logistic regression model for the propensity score, while the
objective function of CAL-Q does not. Since the propensity score here follows a logistic model,
it is not surprising that CAL-Q is not “doubly robust.”
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Table 2: Bias and RMSE of classical weighting estimators with various weighting schemes
under Kang and Schafer (2007)’s setting. We consider both correct (✓) and incorrect (×)
specifications of the propensity score (PS) model* or the outcome regression (OR) model.
The sample size is 1000.
Estimator Model Weighting scheme
PS OR True logit Trim CBPS CAL-ET CAL-Q FS
Bias
∆ˆHT ✓ − -0.30 0.02 -0.08 -1.45 0.00 0.00 -0.21
∆ˆHT × − − 33.18 -5.25 3.28 -5.77 -5.82 -5.37
∆ˆHa´jek ✓ − -0.23 -0.06 -0.09 -1.47 0.00 0.00 -0.21
∆ˆHa´jek × − − 0.89 -5.96 -5.93 -5.77 -5.82 -5.37
∆ˆDR ✓ ✓ 0.00 0.00 0.00 0.00 0.00 0.00 0.00
∆ˆDR ✓ × -0.12 -0.03 -0.05 -0.56 0.00 -0.25 -0.01
∆ˆDR × ✓ − 0.00 0.00 0.00 0.00 0.00 0.00
∆ˆDR × × − -10.73 -4.83 -6.03 -5.77 -5.82 -4.39
RMSE
∆ˆHT ✓ − 16.44 6.48 4.97 5.85 0.07 0.07 1.25
∆ˆHT × − − 135.01 7.05 8.06 5.93 5.97 5.61
∆ˆHa´jek ✓ − 3.22 1.53 1.38 1.97 0.07 0.07 1.25
∆ˆHa´jek × − − 9.96 6.15 6.24 5.93 5.97 5.61
∆ˆDR ✓ ✓ 0.08 0.08 0.07 0.08 0.07 0.07 0.08
∆ˆDR ✓ × 1.58 1.10 0.91 1.11 0.58 0.61 0.83
∆ˆDR × ✓ − 0.26 0.07 0.08 0.08 0.07 0.08
∆ˆDR × × − 43.43 4.94 6.28 5.93 5.97 4.55
*: For the covariate balancing weighting schemes, we say the propensity score model is “correctly specified”
if we impose balancing conditions on X, and say the propensity score model is “misspecified” if we impose
balancing conditions on W .
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To further illustrate this implicit correspondence and its implications, we consider an al-
ternative simulation setting, where the treatment variable Z follows a Bernoulli distribution
with mean 1 − exp(−exp(Xγ)) and the potential outcome Y (z) is defined by the linear model
Y (z) = log(210 + 27.4X1 + 13.7X2 + 13.7X3 + 13.7X4) + . Here we ignore the fact that the linear
term inside the logarithm may be non-positive as it is extremely unlikely to happen under our
simulation setting. The true value for the ACE remains 0. The complementary log-log link used
here is an asymmetric alternative to the logit link for modeling binary data. As (at least for
practitioners) it is difficult to modify the objective function in Chan et al. (2015) to fit a com-
plementary log-log model, we still compare the three estimators: ∆ˆFSDR, ∆ˆ
CAL−ET
DR and ∆ˆ
CAL−Q
DR .
Figure 3 presents the comparison results with the outcome regression model misspecified. When
the sample size is 100, ∆ˆCAL−ETDR occasionally fails to produce an estimate: 2.4% with a correct
propensity score model, and 1.0% with an incorrect propensity score model. These scenarios are
omitted from these plots. As one can see from the boxplots, CAL-ET and CAL-Q are not consis-
tent even with correct propensity score model specification. When the propensity score model is
misspecified, consistent with our findings before, ∆ˆFSDR performs better in term of both bias and
RMSE.
5 Application to a childhood nutrition study
We illustrate the use of the proposed full subclassification weighting method using data from the
2007-2008 National Health and Nutrition Examination Survey (NHANES), which is a program of
studies designed to assess the health and nutritional status of adults and children in the United
States. The data set we use were created by Chan et al. (2015), which contains observations on
2330 children aged from 4 to 17. Of these children, 55.1% participated in the National School
Lunch or the School Breakfast programs. These are federally funded meal programs primarily
designed to provide meals for children from poor neighborhoods in the United States. However,
there have been concerns that meals provided through the program may cause childhood obesity
(Stallings et al., 2010; Woo Baidal and Taveras, 2014). Hence here we study how participation in
these meal programs contributes to childhood obesity as measured by body mass index (BMI).
Following Chan et al. (2015), we control for the following potential confounders in our analysis:
child age, child gender, child race (black, Hispanic versus others), coming from a family above
200% of the federal poverty level, participation in Special Supplemental Nutrition (SSN) Program
18
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Figure 3: Boxplots of ACE estimates obtained with ∆ˆCAL−ETDR , ∆ˆCAL−QDR and ∆ˆFSDR. The
outcome regression model is misspecified for both plots; the propensity score model is
correctly specified for the left panel, and misspecified for the right panel. The horizontal
line at zero corresponds to the true value of the ACE.
for Women Infants and Children, participation in the Food Stamp Program, childhood food
security as measured by an indicator of two or more affirmative responses to eight child-specific
questions in the NHANES Food Security Questionnaire Module, any health insurance coverage,
and the age and gender of the survey respondent (usually an adult in the family).
Table 4 (in Appendix E) summarizes baseline characteristics and outcome measure by partic-
ipation status in the school meal programs. Children participating in the school meal programs
are more likely to be black or Hispanic, and come from a family with lower social economic status.
Respondents for such children also tend to be younger and female. These differences in baseline
characteristics suggest that the observed mean difference in BMI, that is 0.53 kg/m2 (95% CI
[0.09, 0.98]), may not be fully attributable to the school meal programs.
We then apply various weighting and subclassification methods to estimate the effect of par-
ticipation in the meal programs. We consider two models for the propensity score: a logistic
model and a complementary log-log model. We also consider a linear outcome regression model
on the log-transformed BMI. All the covariates enter the propensity score model or the outcome
regression model as linear terms. Figure 4 visualizes the distributions of propensity score weights
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and their reciprocals. Results with the complementary log-log propensity score model are similar
to those with the logistic regression model and are omitted. We can see that the reciprocals of
propensity score weights estimated using the full subclassification method or the CBPS method
lie within the unit interval. In contrast, the reciprocals of CAL weights can be negative or greater
than 1. Hence these weights cannot be interpreted as propensity scores. Furthermore, consistent
with our findings in Figure 2, the CAL weights are much more dispersed than the other weights.
The 5 most extreme weights estimated by CAL-ET are 1350,1259,−959,−943,677, and those for
CAL-Q are 324,153,−97,−97,85. As these weights are obtained independently of the outcome
data, the final causal estimates are highly sensitive to these outliers.
Table 3 summarizes the standardized imbalance measure and causal effect estimates. As
advocated by Rubin (2007), propensity score weights should be constructed such that the final
causal effect estimate is insensitive to the weighting estimator used. However, the propensity
score weights estimated with a parametric model or the CBPS method tend to give different an-
swers with different weighting estimators. With these weighting methods, an Horvitz-Thompson
estimator would suggest that participation in the school meal programs led to a significantly
lower BMI. The Ha´jek and DR estimator instead yield estimates that are much closer to zero. In
contrast, the subclassification weights (both the classical ones and the FS weights) and the CAL
weights have a consistent implication with different weighting estimators that participation in
school meal programs have negligible effects on the BMI. Moreover, we note that although differ-
ent parametric propensity score models may give rise to very different causal effect estimates with
an Horvitz-Thompson estimator, they yield much closer estimates with a (full) subclassification
estimator. These results show that the subclassification methods are robust against propensity
score model misspecification.
6 Discussion
Propensity score weighting and subclassification methods are among the most popular tools for
drawing causal inference from observational studies. To choose among these methods, practi-
tioners often face a bias-variance trade-off as the weighting methods can be consistent while the
subclassification methods are more robust to model misspecification. In this article, we connect
these two approaches by increasing the number of subclasses in the subclassification estimators.
We show that the bias of the propensity score subclassification estimator can be eliminated asymp-
20
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Figure 4: Distributions of propensity score estimates and weights with the NHANES data.
totically if the number of subclasses increases at a certain rate with sample size. In particular, we
propose a novel full subclassification estimator that inherits the advantages of both the classical
IPW and subclassification method.
Moreover, we show that the full subclassification method can be used for robust estimation
of propensity score weights. As discussed in detail by Zubizarreta (2015), a covariate balance-
stability trade-off is key to constructing robust propensity score weights. Through extensive
empirical studies, we show that the full subclassification weighting method achieves a good com-
promise in this trade-off, and dramatically improves upon model-based propensity score weights
in both aspects, especially when the propensity score model is misspecified.
In this article, we have primarily focused on obtaining a good point estimate for the ACE. Al-
though an explicit variance formula is available for the classical subclassification estimator with a
fixed number of subclasses, it is likely to be complex in real-life situations and previous researchers
have suggested using bootstrap estimates instead (Williamson et al., 2012). The explicit variance
formula for the full subclassification estimator is challenging due to the uncertainty in the num-
ber of subclasses. Hence in practice, we recommend using bootstrap or subsampling methods to
calculate the standard error and associated confidence intervals.
The full subclassification method in this article could be applied to address the missing data
problem under the missing at random (MAR) assumption (see e.g. Rubin, 1978; Gelman and
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Table 3: The average causal effect estimates associated with participation in the school
meal programs. The 95% Wald-type confidence intervals in brackets are computed based
on bootstrap estimates.
Imbalance HT Hajek DR
Naive 1.04 0.53 (0.09,0.98) 0.53 (0.09,0.98) 0.18 (-0.24,0.60)
Logit 0.10 -1.52 (-2.47,-0.56) -0.16 (-0.63,0.32) 0.02 (-0.43,0.46)
S 0.08 -0.12 (-0.60,0.37) -0.12 (-0.60,0.37) 0.00 (-0.45,0.45)
FS 0.12 -0.20 (-0.76,0.36) -0.20 (-0.76,0.36) -0.08 (-0.58,0.42)
Cloglog* 0.15 -2.26 (-3.70,-0.82) -0.23 (-0.76,0.30) 0.04 (-0.44,0.51)
S + Cloglog 0.16 -0.05 (-0.54,0.43) -0.05 (-0.54,0.43) 0.03 (-0.42,0.49)
FS + Cloglog 0.15 0.01 (-0.55,0.58) 0.01 (-0.55,0.58) 0.10 (-0.40,0.61)
CBPS 0.10 -1.25 (-2.12,-0.39) -0.05 (-0.50,0.39) 0.03 (-0.41,0.47)
CAL-ET 0.00 -0.05 (-0.48,0.39) -0.05 (-0.48,0.39) 0.08 (-0.35,0.51)
CAL-Q 0.00 -0.02 (-0.45,0.42) -0.02 (-0.45,0.42) 0.10 (-0.33,0.53)
*: Cloglog indicates that the propensity scores are estimated with a complementary log-log model.
Meng, 2004; Kang and Schafer, 2007). It also extends directly to estimating the average treatment
effect on the treated (ATT), and estimation of the generalized propensity score for multi-arm
treatments (Imbens, 2000). Furthermore, since the full subclassification weights are constructed
independently of the outcome data, it can potentially be applied to improve propensity score
estimation in other contexts, such as causal inference with a marginal structural model (Robins
et al., 2000) and in presence of interference (Tchetgen Tchetgen and VanderWeele, 2012).
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Appendix
A Regularity conditions for Theorem 3
We now introduce the regularity assumptions needed for proving consistency of the hybrid esti-
mator.
Assumption 2 (Uniform positivity assumption) The support of e(X) can be written as [emin, emax],
where emin > 0, emax < 1, and the quantile distribution of e(X) is Lipschitz continuous.
Assumption 2 implies that the cumulative distribution function of e(X) has no flat portions
between [emin, emax], or the quantile distribution of e(X) is continuous on [0,1]. Violation of
this assumption will cause some subclasses to be always empty, and the subclassification estima-
tor to be ill-defined. This problem may be solved by considering only non-empty subclasses in
constructing the subclassification estimator. For simplicity, we do not get into discussion of this
issue here.
Assumption 3 (Uniform consistency of estimated propensity scores) The propensity score model
is correctly specified such that for all N, eˆi (i = 1, . . . ,N) is uniformly convergent in probability to
ei (i = 1, . . . ,N) at √N rate. Formally, √N max
1≤i≤N ∣eˆi − ei∣ = Op(1).
Under a smooth parametric model, the uniformity part in Assumption 2 and 3 can usually be
inferred from uniform boundedness of the maximal norm of covariates, ∣Xi∣∞ (i=1,. . . ,N). The
latter assumption holds if the support of the covariate X is a bounded set in Rp, where p is the
dimension of X. This assumption has been widely used in the causal inference literature (for
example, see Hirano et al., 2003).
As an example, suppose the true propensity model is the logit model:
e(X) = expit(Xβ) = exp(Xβ)
1 + exp(Xβ) .
In this case, e(Xi) is uniformly bounded away from 0 and 1 if ∣Xi∣∞ (i = 1, . . . ,N) are uniformly
bounded. At the same time, by the mean value theorem,√
N ∣eˆ(Xi) − e(Xi)∣ = √N ∣expit(Xiβ˜)(1 − expit(Xiβ˜))Xi(βˆ − β)∣ ≤ √N∥Xi∥∞∥βˆ − β∥∞,
where βˆ is a consistent estimator of β, β˜ lies between βˆ and β. Hence eˆ(Xi)−e(Xi) (i = 1, . . . ,N)
is uniformly convergent in probability to zero at
√
N rate if if ∣Xi∣∞ (i = 1, . . . ,N) are uniformly
bounded.
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B Proof of Theorem 3
Under our assumptions, one can show via standard M-estimation theory that√
N(∆ˆHT −∆)→d N(0,ΣHT ),
where ΣHT is computed in Lunceford and Davidian (2004). To prove Theorem 3, we connect ∆ˆH
and ∆ˆHT with an intermediate (infeasible) estimator ∆ˆS−HT . In the first step, Lemma 6 shows
that the difference between ∆ˆS−HT and ∆ˆHT tends to zero. We defer the proof of Lemma 6 to
the end of this section. In the second step, we show that the difference between ∆ˆH and ∆ˆS−HT
tends to zero.
Lemma 6 Under Assumption 1, the regularity conditions in Appendix A and condition (4),
(i) ∆ˆS−HT is consistent for estimating ∆: ∆ˆS−HT −∆ = op(1);
(ii) if we assume additionally that (5) holds, then ∆ˆS−HT is √N -consistent for estimating ∆:√
N(∆ˆS−HT −∆) = Op(1).
We now turn to the second step, in which we show√
N(∆ˆH − ∆ˆS−HT ) = Op(1). (8)
By symmetry, we only show (8) for the active treatment group, i.e.
√
N
K∑
k=1
nk
N
{(1 − n1k
nkpk
) 1
n1k
N∑
i=1ZiYiI(eˆi ∈ Cˆk)} = Op(1), (9)
where K is used as a shorthand for K(N).
Without loss of generalizability, we assume n1 = ⋯ = nK = N/K ≜ n. As ∆ˆH is well-defined,
n1k ≠ 0, k = 1, . . . ,K. Thus n1k ∼ tBin(n, pk), where tBin denotes truncated binomial distribution
with range (0, n].
We will use Lyapunov central limit theorem to show (9). We denote
hk = 1
1 − pnk − n1knpk = cNk − n1knpk (note E[hk] = 0);
m1k = 1
n1k
N∑
i=1ZiYiI(eˆi ∈ Cˆk);
SNK = 1
K(N) K(N)∑k=1 hkm1k.
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Also let ethres = min{emin/2, (1 − emax)/2}. Note that equation (15) (see the proof of Lemma 6)
implies cNk − 1 = pnk/(1 − pnk) = O((1 − ethres)n), which in turn implies√
N
K∑
k=1
nk
N
(1 − cNk)mk = op(1).
Hence it suffices to show √
NSNK = Op(1).
By symmetry, we have
E[m1k∣n1k] = E[Y1∣Z1I(eˆ1) ∈ Cˆk = 1] ≜ µ1k,
E[m21k∣n1k] = µ121k + a2 1n1k ,
where a2 is a linear combination of µ
11
1k ≜ E[Y 21 ∣Z1I(eˆ1 ∈ Cˆk) = 1] and µ121k ≜ E[Y1Y2∣Z1I(eˆ1 ∈
Cˆk)Z2I(eˆ2 ∈ Cˆk) = 1]. Without loss of generalizability, we assume µ111k ≥ 1 for all k (otherwise we
could add 1 to all observed outcomes).
We hence have
E[hkm1k] = E[E(hkm1k∣n1k)] = E [hk]µ1k = 0,
σ2Nk ≜ E[(hkm1k)2] = µ111k qknpk +O(1/n2),
where qk = 1−pk, and we use the fact that E[1/n1k] = npk(npk + qk)2 +O(1/n2) (Znidaric, 2005). At
the same time, we can show that
γNk ≜ E[(hkm1k)4] = O(1/n).
Let σ2N = K∑
k=1σ2Nk and γN = K∑k=1γNk. The Lyapunov CLT says as long as
γN/σ4N → 0,
we have KSNK/σN →d N(0,1). Due to what we have shown, σ2N = K∑
k=1σ2Nk ≥ ethresKn +O(K/n2),
and γN = O(K/n). Hence the Lyapunov condition holds if (K/n)/(K2/n2)→ 0, or K/√N →∞.
In this case, K/σN = O(√N), and hence by Lyapunov central limit theorem, √NSNK = Op(1).
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Proof of Lemma 6
For simplicity we only prove claim (ii). Proof of claim (i) can be obtained following similar
arguments. Due to the asymptotic normality of ∆HT , it suffices to show that√
N(∆ˆS−HT − ∆ˆHT ) = Op(1).
Let e1, . . . , en be independent samples of e(X), and F−1(⋅) be the quantile distribution of
e(X). For t ∈ (0,1), the empirical quantile distribution is defined as
F−1N (t) = inf{x ∶ FN(x) ≥ t},
where FN(x) = ∑Ni=1 1(−∞,x](ei)/N is the empirical distribution function.
Using standard empirical process theory (Shorack and Wellner, 1986), we can show that√
N∥F−1N − F −1∥10 = √N sup
0≤t≤1 ∣F−1N (t) − F−1(t)∣ = Op(1). (10)
As F −1(t) is Lipschitz continuous,
K max
1≤k≤K{qk − qk−1} = O(1), (11)
where qk = F−1 (k/K). Assumption (5), results (10) and (11) together imply√
N max
1≤k≤K ∣q˜k − qk∣ = Op(1) and √N max1≤k≤K{q˜k − q˜k−1} = Op(1), (12)
where q˜k = F−1n (k/K) (k = 1, . . . ,K), the sample quantiles of the (true) propensity scores. Now
let qˆk be the sample quantiles of the estimated propensity scores, Assumption 3 and result (12)
imply √
N max
1≤k≤K ∣qˆk − qk∣ = Op(1) and √N max1≤k≤K{qˆk − qˆk−1} = Op(1). (13)
Denote eˆmin = min{eˆi, i = 1, . . . ,N}, eˆmax = max{eˆi, i = 1, . . . ,N} and ethres = min{emin/2, (1 −
emax)/2}, Assumption 2 and 3 imply that for large enough N ,
ethres <min(eˆmin,1 − eˆmax), (14)
Moreover, if we let δ = max
1≤k≤K{qˆk − qˆk−1}, then
pkˆi = P (Z = 1∣eˆi ∈ [qˆkˆi−1, qˆkˆi])= Eei∣eˆi∈[qˆkˆi−1,qˆkˆi ]E [P (Z = 1∣ei, eˆi ∈ [qˆkˆi−1, qˆkˆi])∣eˆi ∈ [qˆkˆi−1, qˆkˆi]]= Eei∣eˆi∈[qˆkˆi−1,qˆkˆi ]E [ei∣eˆi ∈ [qˆkˆi−1, qˆkˆi]]∈ [qˆkˆi−1 − δ, qˆkˆi + δ].
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On the other hand, eˆi ∈ [qˆkˆi−1, qˆkˆi] ⊂ [qˆkˆi−1 − δ, qˆkˆi + δ], hence∣pkˆi − eˆi∣ ≤ max1≤k≤K{qˆk − qˆk−1} + 2 max1≤i≤N ∣eˆi − ei∣.
Combining (13), Assumption 3 and (14), we have for large enough N ,
ethres ≤ pk ≤ 1 − ethres. (15)
On the other hand, For large enough N , we have√
N ∣∆ˆS−HT − ∆ˆHT ∣ ≤ √N 1
N
N∑
i=1 ∣Yi∣I(Zi = 1)
RRRRRRRRRRR 1pkˆi − 1eˆi
RRRRRRRRRRR +
√
N
1
N
N∑
i=1 ∣Yi∣I(Zi = 0)
RRRRRRRRRRR 11 − pkˆi − 11 − eˆi
RRRRRRRRRRR≤ √N 1
N
N∑
i=1 ∣Yi∣ ∣pkˆi − eˆi∣e2thres
≤ √N 1
N
N∑
i=1 ∣Yi∣
max
1≤k≤K{qˆk − qˆk−1} + 2 max1≤i≤N ∣eˆi − ei∣
e2thres= Op(1).
Hence we complete the proof of Lemma 6.
C Proof of Theorem 4
When N is large enough, by uniform convergence of eˆi (i = 1, . . . ,N) and uniform convergence of
sample quantitles qˆk (k = 1, . . . ,K) (see Section B for detailed proof), we have for large enough
N ,
ethres ≤ pr(Z = 1 ∣ eˆ(X) ∈ Cˆk) ≤ 1 − ethres.
Then
pr(exists z, k, such that nzk = 0)
≤ 1∑
z=0
K∑
k=1pr(nzk = 0)
≤ K∑
k=1 (pr(Z = 1 ∣ eˆi ∈ Cˆk)nk + pr(Z = 0 ∣ eˆi ∈ Cˆk)nk)
≤ K∑
k=1 2(1 − ethres)N/K−1= exp{log(2K) + (N
K
+ 1) log(1 − ethres)}
→ 0.
This completes the proof of Theorem 4.
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D Proof of Proposition 5
The proof is straightforward by noting that
N∑
i=1Zi/pˆkˆi =
N∑
i=1nkˆiZi/n1kˆi =
K∑
k=1
⎛⎜⎝(nk/n1k) ∑i∶kˆi=kZi
⎞⎟⎠ =
K∑
k=1 ((nk/n1k)n1k) = N
and similarly
N∑
i=1(1 −Zi)/(1 − pˆkˆi) = N.
E Descriptive statistics for the NHANES data
Please see Table 4.
Table 4: Baseline characteristics and outcome measure by participation status in the school
meal programs
Participated Not participated
(N=1284) (N=1046)
Child Age, mean (SD) 10.1 (3.5) 9.9 (4.4)
Child Male, N (%) 657 (51.2%) 549 (52.5%)
Black, N (%) 396 (30.8%) 208 (19.9%)
Hispanic, N (%) 421 (32.8%) 186 (17.8%)
Above 200% of poverty level, N (%) 317 (24.7%) 692 (66.2%)
Participation in SSN program, N (%) 328 (25.5%) 115 (11.0%)
Participation in food stamp program, N (%) 566 (44.1%) 122 (11.7%)
Childhood food security, N (%) 418 (32.6%) 155 (14.8%)
Insurance Coverage, N (%) 1076 (83.8%) 927 (88.6%)
Respondent Age, mean (SD) 38.6 (10.4) 40.3 (9.7)
Respondent Male, N (%) 506 (39.4%) 526 (50.3%)
BMI, mean (SD) 20.4 (5.5) 19.8 (5.4)
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