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The Choquet integral can be regarded as one of aggregation operators being used in in-
formation fusion. In this study, we offer an interpretation of sequences of measurable
functions and the Choquet integral in the framework of information fusion. Based on an
eﬃciency measure space, we also deﬁne a new concept of a fundamental convergence
in the (C) mean of sequences of measurable functions and discuss its theoretical under-
pinnings along with related interpretation issues as well as deliver some new results.
Furthermore, an application of this concept is discussed in the context of information fu-
sion. More speciﬁcally, based on the theoretical investigations, this idea is applied to the
determination of a measurable function being used in the Choquet integral.
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1. Introduction
Choquet integral, introduced in [1], has emerged as an interesting extension of the Lebesgue integral. Soon after, the
corresponding theoretical investigations led to the increase of signiﬁcance and practical relevance of non-additive set func-
tions and nonlinear integrals [2–11]. While we fully acknowledge this state of affair, we remark that the concepts such as
those pertaining to sequences of measurable functions analyzed in terms of Choquet integral deserve further attention, in
particular in the context of their potential applications. Here we are concerned with the applications that relate directly
with a variety of issues of information fusion.
Let us brieﬂy recall that information fusion aggregates numerical information coming from diverse information sources
in order to construct a certain overall index (descriptor) of these sources, cf. [12]. In reality, given inherent interactions
existing among diverse sources of information, it is legitimate to consider the use of fuzzy measures. Subsequently, fuzzy
integrals are used as a vehicle of aggregation of the individual ﬁndings. Up to now, a signiﬁcant deal of research has been
completed within this realm. For example, Tahani and Keller [13], Keller et al. [14] and Wang et al. [15] examined the use
of the fuzzy integral in the context of feature extraction and their aggregation for classiﬁcation purposes. Liang et al. [16]
investigated abilities of the fuzzy integral in the setting of decision-making. More speciﬁcally, they used a genetically-based
hybrid learning to determine fuzzy densities associated with each sensor where such an estimation process is realized on a
basis of available training data. Auephanwiriyakul et al. [17] applied the generalized version of the Choquet integral [18] to
position fusion and conﬁdence fusion. Kwak and Pedrycz [19] and Chen et al. [20] applied fuzzy integral to problems of face
recognition with an objective to fuse local or global face information. Paoli et al. [21] dealt with spatial data fusion carried
out for a qualitative estimation of fuzzy request zones.
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of the fuzzy integral. This inverse problem has resulted in a wealth of various optimization techniques including algebraic
methods, iterative algorithms, or soft computing techniques (such as genetic algorithms or neural networks), cf. [22–29].
However, a very limited work was focused on the identiﬁcation of measurable function used in fuzzy integrals, especially
Choquet integral.
In this study, we provide an interpretation of sequences of measurable functions and the Choquet integral in information
fusion, and introduce a new deﬁnition of fundamental convergence in the (C) mean. Making use of this deﬁnition, we
discuss the relationships between several types of convergence of sequences of measurable functions on a fuzzy measure
space and an eﬃciency measure space, respectively. Subsequently an application of the introduced concept is shown to the
identiﬁcation of a measurable function being used in the Choquet integral. While some preliminary results on (S)fuzzy mean
(or (S)fuzzy mean fundamental convergence) of sequences of (S)fuzzy integrable functions have been reported in [30] with
the Sugeno fuzzy integral being adopted as in [31], this study constitutes a certain continuation of this initial research.
The study is organized as follows. In Section 2, introductory mathematical concepts and relevant theoretical results are
brieﬂy reviewed. In Section 3, we provide an interpretation of sequences of measurable functions and the Choquet integrals
in information systems as well as introduce a new concept of fundamental convergence in the (C) mean. Further discussion
is included in Section 4 while in Section 5 we elaborate on some applied issues related to the proposed concept. Finally,
conclusions are covered in Section 6.
2. Preliminaries
In this paper, we adopt the terminology and notation used in [15,32,33]. We consider (X,,μ) to be a fuzzy measure
space or an eﬃciency measure space, where X denotes a non-empty set,  stands for a σ -algebra of subsets of X,μ :→
[0,∞] is a fuzzy measure or an eﬃciency measure, and F is the class of all ﬁnite nonnegative measurable functions deﬁned
on (X,). For any given f ∈ F, α ∈ [0,∞), we introduce
Fα =
{
x
∣∣ f (x) α}, Fα+ = {x ∣∣ f (x) > α}.
Throughout this paper, unless otherwise stated, (X,,μ) is a fuzzy measure space or an eﬃciency measure space.
For the sake of convenience and completeness of our investigations, we recall some basic deﬁnitions and properties:
Deﬁnition 1. (See [2,31].) A set function μ :→ [0,∞] is called a fuzzy measure on (X,) iff
(FM1) μ(∅) = 0 (viz. the function μ vanishes on ∅);
(FM2) A ∈, B ∈, and A ⊂ B ⇒ μ(A)μ(B) (monotonicity);
(FM3) A1 ⊂ A2 ⊂ · · · ⊂ An ⊂ · · · , An ∈ (n = 1,2, . . .) ⇒ limn μ(An) = μ(⋃∞n=1 An) (continuity from below);
(FM4) A1 ⊃ A2 ⊃ · · · ⊃ An ⊃ · · · , An ∈ (n = 1,2, . . .) and μ(A1) < ∞ ⇒ limn μ(An) = μ(⋂∞n=1 An) (continuity from above).
A set function μ :→ [0,∞] satisfying only (FM1) is called a generalized fuzzy measure [11,15] (eﬃciency measure, for
short) on (X,). Obviously, a fuzzy measure is a special case of the eﬃciency measure.
Deﬁnition 2. (See [1,11,15,34].) Let A ∈  and f ∈ F. The Choquet integral ((C) integral, for short) of f with respect to an
eﬃciency measure μ, denoted by (C)
∫
A f dμ, is deﬁned by
(C)
∫
A
f dμ =
∞∫
0
μ(A ∩ Fα)dα
whenever the integral
∫∞
0 μ(A ∩ Fα)dα exists.
Obviously,
∫∞
0 μ(A ∩ Fα)dα exists whenever μ is a fuzzy measure.
Note that if X = {x1, x2, . . . , xn}, P (X) is the power set of X and f is a measurable function on X where f (x1) f (x2)
· · · f (xn), then the Choquet integral (C)
∫
A f dμ of f with respect to μ exists and is deﬁned as
(C)
∫
A
f dμ =
∞∫
0
μ(A ∩ Fα)dα =
n∑
i=1
[
f (xi) − f (xi−1)
]
μ
(
A ∩ {xi, xi+1, . . . , xn}
)
where f (x0) = 0, A ∈ P (X) and μ is an eﬃciency measure.
The Choquet integral is an extension of the Lebesgue integral. The function f is called (C) integrable on A iff
(C)
∫
A f dμ < ∞. When A = X , the (C) integral may also be denoted by (C)
∫
f dμ, and the function f is called (C)
integrable iff (C)
∫
f dμ < ∞.
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f iff
(C)
∫
| fn − f |dμ → 0.
Deﬁnition 4. (See [8,11].) Let A ∈. A sequence { fn} is called equally (C)fuzzy integrable (equally (C) integrable, for short)
on A, if for any given ε > 0, there exists N(ε) > 0 such that
(C)
∫
A
fn dμ
N∫
0
μ
(
Fnα ∩ A
)
dα + ε
for all n = 1,2, . . . .
One can show that { fn} is equally (C) integrable if there exists a (C) integrable function g such that | fn| g for all n =
1,2, . . . .
Deﬁnition 5. (See [3].) Let A ∈, { fn} ⊂ F, and f ∈ F. If
lim
n→∞μ
({
x
∣∣ ∣∣ fn(x) − f (x)∣∣ ε}∩ A)= 0
for any given ε > 0, we say that { fn} converges in μ to f on A.
Deﬁnition 6. (See [33].) Let A ∈ and { fn} ⊂ F. If
lim
n,m→∞μ
({
x
∣∣ ∣∣ fn(x) − fm(x)∣∣ ε}∩ A)= 0
for any given ε > 0, then we say that { fn} fundamentally converges in μ on A.
Deﬁnition 7. (See [33].) If for any given {An} ⊂ and {Bm} ⊂,
μ(An) → 0, μ(Bm) → 0 ⇒ μ(An ∪ Bm) → 0
as n → ∞ and m → ∞, we say that μ is asymptotically double-null additive.
Note that the above deﬁnitions are directly extended to an eﬃciency measure space in this paper.
Deﬁnition 8. (See [35].) Let f , g ∈ F. f and g are comonotonic if and only if
f (x) < f (y) ⇒ g(x) g(y)
for every pair (x, y) of elements of X .
Note that in this paper, f and g are strongly comonotonic if and only if
f (x) < f (y) ⇒ g(x) < g(y) and f (x) = f (y) ⇒ g(x) = g(y)
for every pair (x, y) of elements of X .
A sequence { fn} ⊂ F is strongly comonotonic if and only if
fn(x) < fn(y) ⇒ fm(x) < fm(y) and fn(x) = fn(y) ⇒ fm(x) = fm(y)
for every pair (x, y) of elements of X and for any n,m = 1,2, . . . .
Two sequences { fn} ⊂ F and {gn} ⊂ F are strongly comonotonic if and only if the following conditions are satisﬁed
simultaneously:
(1) For every pair (x, y) of elements of X ,
fn(x) < fn(y) ⇒ gn(x) < gn(y) and fn(x) = fn(y) ⇒ gn(x) = gn(y)
for any n = 1,2, . . . ;
(2) { fn} is strongly comonotonic;
(3) {gn} is strongly comonotonic.
Proposition 1. (See [1,7–9,11].) Let A ∈, f ∈ F, g ∈ F and μ be a fuzzy measure.
(1) If f  g, then (C)
∫
A f dμ (C)
∫
A g dμ.
(2) If a and b are nonnegative real numbers, then (C)
∫
(af + b)dμ = a(C) ∫ f dμ + bμ(A).A A
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Proposition 3. (See [8,11].) (C)
∫
A fn dμ → (C)
∫
A f dμwhenever A ∈, { fn} is equally (C) integrable, f is a (C) integrable function
on A and { fn} converges in fuzzy measure μ to f if and only if μ is ﬁnite and autocontinuous.
Proposition 4. (See [33].) If μ is autocontinuous from above and ﬁnite, then μ is asymptotically double-null additive.
Proposition 5. (See [8,11].) Let A ∈ and { fn} be equally (C) integrable. If { fn} converges in the (C) mean to f and μ is autocontin-
uous, then (C)
∫
A fn dμ → (C)
∫
A f dμ.
Proposition 6. (See [8,11].) Let μ :→ [0,∞) be a fuzzy measure. μ is autocontinuous if and only if
lim
n
μ(EFn) = μ(E)
whenever E ∈, {Fn} ⊂ and limn μ(Fn) = 0.
Proposition 7. (See [33].) Let A ∈, { fn} ⊂ F, andμ be ﬁnite and asymptotically double-null additive. If { fn} fundamentally converges
in μ, then there exists f ∈ F such that { fn} fundamental convergence in μ to f .
3. An interpretation of sequences of measurable functions and the Choquet integrals in information fusion
In this section, we interpret sequences of measurable functions and Choquet integrals in information fusion. Let us start
with the following illustrative example [9,34].
Denote by X = {x1, x2, . . . , xn} a set of all workers in a workshop, and suppose that they produce the same products. For
each A ⊂ X , we consider the situation that the members of group A work in the workshop. Each group may exhibit various
ways to work such as various combinations of joint work and divided work. Let μ(A) be the number of the products made
by A in one hour.
• If every group works in the most eﬃcient way, then μ : P (X) → [0,∞) is a fuzzy measure, where P (X) is the power
set of X .
• If all members of each group must work together in the workshop. Obviously the set function μ : P (X) → [0,∞) is an
eﬃciency measure.
Each worker xi works f (xi) hours in a speciﬁed day. Without loss of generality, we can assume that f (x1)  f (x2) 
· · · f (xn). Then we have for i  2,
f (xi) − f (xi−1) 0.
The function f : X → [0,∞) is a measurable function, which expresses the working hours of each worker in a speciﬁed
day. Thus the total number of products in that day can be expressed in the form of the Choquet integral [9,34]
(C)
∫
f dμ =
∞∫
0
μ(Fα)dα =
n∑
i=1
[
f (xi) − f (xi−1)
]
μ
({xi, xi+1, . . . , xn})
where f (x0) = 0. Note also that a workshop produces products every day, and the working hours of each worker are not
the same. That is, the working hours may vary each day, and we can label them as f1, f2, . . . , fm, . . . (e.g., f5 stands for the
working hours in the 5th day). Correspondingly, the total number of products for each day will be computed respectively,
i.e.,
(C)
∫
f1 dμ, (C)
∫
f2 dμ, . . . , (C)
∫
fm dμ, . . .
(here, we assume that μ is the same).
This example shows that we can use the Choquet integral to investigate the properties of sequences of measurable
functions. Note also that the Choquet integral (C)
∫
f dμ represents a certain way of information fusion. Its input is the
function f deﬁned on X , whereas the output is the value of integral.
Interestingly, the above problem could be cast in the setting of a sensor networks. Consider a ﬁnite collection of sensors,
denoted by x1, x2, . . . , xn , measuring a certain phenomenon. The sensors are distributed in such a way that an assumption
of ordering the measurements of the individual sensor for each time moment producing the inequalities f i(x1) < f i(x2) <
· · · < f i(xn) becomes fully legitimate.
In order to study properties of sequences of measurable functions, we introduce a new concept, i.e., fundamental con-
vergence in the (C) mean of sequences of measurable functions, which is expressed as follows:
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lim
n,m→∞(C)
∫
| fn − fm|p dμ = 0,
for any p ∈ [1,∞) where μ is an eﬃciency measure; { fn} is fundamental convergence in the (C) mean whenever p = 1.
The concept of fundamental convergence in the (C) mean quantiﬁes how the difference between fn and fm affects the
information fusion when n,m → ∞. Generally, we hope that there exists some function f , which bears some relation to fn
and which can be used for making meaningful prediction. A concept about the equal integrability of {| fn − fm|} is given
beforehand in the below
Deﬁnition 10. Let A ∈  and { fn} ⊂ F. A sequence {| fn − fm|} is called equally (C) integrable on A, if for any given ε > 0,
there exists N(ε) > 0 such that
(C)
∫
A
| fn − fm|dμ
N∫
0
μ
({
x
∣∣ | fn − fm| α}∩ A)dα + ε
for all n,m = 1,2, . . . , where μ is an eﬃciency measure.
4. Fundamental convergence in the (C) mean—main results
4.1. Fundamental convergence in the (C) mean on a fuzzy measure space
In this section, focusing on a fuzzy measure space, we discuss the relations among fundamental convergence in the (C)
mean, convergence in the (C) mean, convergence in μ and fundamental convergence in μ.
Theorem 1. Fundamental convergence in the (C )mean implies fundamental convergence in μ.
Proof. Let { fn} ⊂ F and { fn} be fundamental convergence in the (C) mean. From Deﬁnition 2 and Proposition 1, for any
given ε > 0, we have
(C)
∫
| fn − fm|dμ
∫
{x|| fn− fm|ε}
| fn − fm|dμ εμ
({
x
∣∣ | fn − fm| ε})
and in virtue of the assumption, we obtain
μ
({
x
∣∣ | fn − fm| ε})→ 0
as n → ∞, m → ∞. This demonstrates that { fn} fundamentally converges in μ. 
Theorem2. Let { fn} ⊂ F andμ be ﬁnite and autocontinuous. If the sequence { fn} satisﬁes simultaneously the conditions shown below:
(1) { fn} fundamentally converges in the (C) mean;
(2) for any ﬁxed positive integer m, {| fn − fm|} is equally (C) integrable on X ;
(3) there exists f ∈ F, such that { fn} converges in μ to f , and {| fn − f |} is a sequence of (C) integrable function,
then { fn} converges in the (C )mean to f .
Proof. For any ﬁxed positive integer m and any given ε > 0, since { fn} converges in μ to f and
{
x
∣∣ ∣∣| fn − fm| − | f − fm|∣∣ ε}⊂ {x ∣∣ | fn − f | ε}.
In virtue of monotonicity of μ, we obtain
lim
n→∞μ
({
x
∣∣ ∣∣| fn − fm| − | f − fm|∣∣ ε})= 0.
This shows that {| fn − fm|} converges in μ to | f − fm|. Therefore, from the conditions (2) and (3), the autocontinuity
of μ and Proposition 3, we obtain
(C)
∫
| f − fm|dμ = lim
n→∞(C)
∫
| fn − fm|dμ.
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(C)
∫
| fn − fm|dμ − ε
2
< (C)
∫
| f − fm|dμ < (C)
∫
| fn − fm|dμ + ε
2
(1)
whenever n > n1.
Since { fn} fundamentally converges in the (C) mean, there exists n2(ε) > 0, such that
−ε
2
< (C)
∫
| fn − fm|dμ < ε
2
(2)
whenever n,m > n2.
Take N =max{n1,n2}, then from (1) and (2), we have
−ε < (C)
∫
| f − fm|dμ < ε
whenever m > N . That is, { fn} converges in the (C) mean to f . 
Theorem3. Let { fn} ⊂ F andμ be ﬁnite and autocontinuous. If the sequence { fn} satisﬁes simultaneously the conditions shown below:
(1) { fn} fundamentally converges in the (C) mean;
(2) for any ﬁxed positive integer m, {| fn − fm|} is equally (C) integrable on X,
then there exists f ∈ F, such that { fn} converges in the (C) mean to f , where {| fn − f |} is a sequence of (C) integrable functions.
Proof. Since { fn} fundamentally converges in the (C) mean, from Theorem 1, we know { fn} fundamentally converges in
μ. Noting that μ is ﬁnite and autocontinuous, from Proposition 4, we know that μ is asymptotically double-null additive.
Furthermore from Proposition 7, we obtain that there exists f ∈ F, such that { fn} fundamentally converges in μ to f .
Thereby in virtue of Theorem 2, { fn} converges in the (C) mean to f . 
Theorem 4. Let { fn} ⊂ F, and μ be ﬁnite and asymptotically double-null additive. If {| fn − fm|} is equally (C) integrable on X, and
{ fn} converges in the (C) mean to f ∈ F, then { fn} fundamentally converges in the (C) mean.
Proof. For any a ∈ (0,∞), since
{
x
∣∣ | fn − fm| a}⊂
{
x
∣∣∣ | fn − f | a
2
}
∪
{
x
∣∣∣ | fm − f | a
2
}
,
by considering the monotonicity of μ, we have
μ
({
x
∣∣ | fn − fm| a})μ
({
x
∣∣∣ | fn − f | a
2
}
∪
{
x
∣∣∣ | fm − f | a
2
})
. (3)
By Proposition 2, we know that convergence in the (C) mean implies convergence in μ, that is
lim
n→∞μ
({
x
∣∣ | fn − f | a
2
})
= 0, lim
m→∞μ
({
x
∣∣ | fm − f | a
2
})
= 0. (4)
Therefore, from (3), (4), Deﬁnition 7, and the asymptotic double-null additivity of μ, we have
lim
n,m→∞μ
({
x
∣∣ | fn − fm| a})= 0.
Namely, for any given ε > 0, there exists n0 such that
μ
({
x
∣∣ | fn − fm| a})< ε (5)
whenever n,m > n0.
For any n,m > n0, since {| fn − fm|} is equally (C) integrable on X , by Deﬁnition 10, we know that, for ε which is
mentioned above, there exists N(ε) > 0 such that
(C)
∫
| fn − fm|dμ
N∫
μ
({
x
∣∣ | fn − fm| a})da + ε,0
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(C)
∫
| fn − fm|dμ
N∫
0
μ
({
x
∣∣ | fn − fm| a})da + ε  εN + ε = (N + 1)ε
whenever n,m > n0. That is
lim
n,m→∞(C)
∫
| fn − fm|dμ = 0.
Thus, { fn} fundamentally converges in the (C) mean. This completes the proof. 
Corollary 1. Let { fn} ⊂ F, and μ be ﬁnite and asymptotically double-null additive. If there exists a (C) integrable function g such that
| fn − fm| g
for all n,m = 1,2, . . . , and { fn} converges in the (C) mean to f ∈ F, then { fn} fundamentally converges in the (C) mean.
Proof. It is easy to prove that {| fn − fm|} is equally (C) integrable on X , and therefore from Theorem 3, the desired result
can be obtained in a direct manner. 
Theorem 5. Let { fn} ⊂ F, and μ be ﬁnite and autocontinuous. If {| fn − fm|} is equally (C) integrable on X, then { fn} fundamentally
converges in the (C) mean if and only if there exists f ∈ F, such that { fn} converges in the (C) mean to f whenever {| fn − f |} is a
sequence of (C) integrable function.
Proof. The result follows from Proposition 4, Theorems 3 and 4. 
In the following, we only deal with the fuzzy measure on ﬁnite sets, and the reason is that so far almost all practical
applications have used only the fuzzy measure on ﬁnite sets.
Theorem 6. Let X = {x1, x2, . . . , xn}, and μ(A) < ∞ for any A ⊂ X. If limn fn(xi) = f (xi) for any xi ∈ X, then { fn} converges in μ
to f . If { fn} converges in μ to f , and μ({xi}) = 0 for any xi ∈ X, then limn fn(xi) = f (xi) for any xi ∈ X.
Proof. The former part of the theorem is a corollary of Theorem 6.9 of [32], and here we just give the proof of the latter
part.
If the inverse proposition does not hold, then there exists xi ∈ X such that the limit of fn(xi) does not exist, or
lim
n
fn(xi) = f (xi).
Thus there exist ε0 > 0, and a sequence {nk} such that∣∣ fnk (xi) − f (xi)∣∣ ε0
for any nk , k = 1,2, . . . . Therefore by the monotonicity of μ, we have
μ
({
x
∣∣ ∣∣ fnk (x) − f (x)∣∣ ε0})μ({xi}) = 0
for any nk , k = 1,2, . . . . Therefore { fn} does not converge in μ to f . 
Note that if { fn} converges in μ to f , and there exists xi ∈ X such that μ({xi}) = 0, then we cannot conclude that { fn}
converges to f for any xi ∈ X .
Theorem 7. Let X be a ﬁnite set, μ be ﬁnite, and μ({xi}) = 0 for any xi ∈ X. If {| fn − fm|} is equally (C) integrable on X, then { fn}
fundamentally converges in the (C) mean if and only if there exists f ∈ F, such that { fn} converges in the (C) mean to f whenever
{| fn − f |} is a sequence of (C) integrable function.
Proof. It follows directly from Proposition 6 and Theorem 5. 
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Values of μ.
Set Values of μ
∅ 0
{x1} 0.1
{x2} 0.1
{x3} 0.9
{x1, x2} 0.4
{x2, x3} 0.6
{x1, x3} 0.8
{x1, x2, x3} 0.5
4.2. Fundamental convergence in the (C) mean on an eﬃciency measure space
In this section, based on an eﬃciency measure space, we discuss the relations among fundamental convergence in the
(C) mean, convergence in the (C) mean, convergence in μ, fundamental convergence in μ and so on.
Theorem 8. Let A ∈, f ∈ F, and μ be an eﬃciency measure. Then:
(1) (C)
∫
A adμ = aμ(A) for any a ∈ [0,∞).
(2) If X = {x1, x2, . . . , xk}, and there exist f1 ∈ F and f2 ∈ F such that f = f1 + f2 , then
(C)
∫
f dμ = (C)
∫
f1 dμ + (C)
∫
f2 dμ
whenever f , f1 , and f2 are strongly comonotonic.
(3) If there exists c ∈ [0,∞), such that
μ(B) c
for any B ⊂ A, and (C) ∫A f dμ exists, then for any a ∈ [0,∞) we have
f  a ⇒ (C)
∫
A
f dμ ac.
Proof. For the proof of (1), please refer to [9]. The proof of (2) is similar to that of [34]. Here we only prove (3).
Note that A ∩ Fβ = ∅ for any β > a, thus from Deﬁnition 2, we know that
(C)
∫
A
f dμ =
∞∫
0
μ(A ∩ Fα)dα =
a∫
0
μ(A ∩ Fα)dα 
a∫
0
c dα = ac. 
However, it should be noted that if f1  f2, we cannot conclude that (C)
∫
A f1 dμ (C)
∫
A f2 dμ even if f1 and f2 are
strongly comonotonic. Let us see Example 1 below.
Example 1. Let X = {x1, x2, x3}, and μ be an eﬃciency measure (see Table 1).
(1) Assume that
f1(x1) = 1, f2(x2) = 2, f3(x3) = 3,
f2(x1) = 1, f2(x2) = 5, f2(x3) = 3,
and obviously we have f1  f2. However
(C)
∫
f1 dμ = μ
({x1, x2, x3})+ μ({x2, x3})+ μ({x3})= 0.5+ 0.6+ 0.9= 2,
(C)
∫
f2 dμ = μ
({x1, x2, x3})+ 2μ({x2, x3})+ 2μ({x2})= 0.5+ 1.2+ 0.2 = 1.9,
and thereby the inequality f1  f2 does not imply (C)
∫
A f1 dμ (C)
∫
A f2 dμ.
(2) Assume that
f1(x1) = 4, f2(x2) = 6, f3(x3) = 7,
f2(x1) = 5, f2(x2) = 6, f2(x3) = 7.
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(C)
∫
f1 dμ = 4μ
({x1, x2, x3})+ 2μ({x2, x3})+ μ({x3})= 2+ 1.2+ 0.9= 4.1,
(C)
∫
f2 dμ = 5μ
({x1, x2, x3})+ μ({x2, x3})+ μ({x3})= 2.5+ 0.6+ 0.9= 4,
and thereby the inequality f1  f2 does not imply (C)
∫
A f1 dμ (C)
∫
A f2 dμ even if f1 and f2 are strongly comonotonic.
Theorem 9. Let { fn} ⊂ F and μ be an eﬃciency measure. If the sequence { fn} satisﬁes simultaneously the conditions given below:
(1) If there exists f ∈ F, such that limn gn = limn supα∈(0,∞){μ({x | | fn − f | α})} = 0;
(2) {| fn − f |} is equally (C) integrable on X,
then { fn} converges in the (C) mean to f .
Proof. On the one hand, since {| fn − f |} is equally (C) integrable on X , by Deﬁnition 4, we know that for any given ε > 0,
there exists N(ε) > 0 such that
(C)
∫
| fn − f |dμ
N∫
0
μ
({
x
∣∣ | fn − f | a})da + ε
for all n = 1,2, . . . . On the other hand, since
lim
n
gn = lim
n
sup
a∈(0,∞)
{
μ
({
x
∣∣ | fn − f | a})}= 0,
we have for all α ∈ (0,N] and ε which is mentioned above, there exists n0 such that
μ
({
x
∣∣ | fn − f | α}) sup
α∈(0,N]
μ
({
x
∣∣ | fn − f | α})< ε
whenever n > n0.
Thereby
(C)
∫
| fn − f |dμ
N∫
0
μ
({
x
∣∣ | fn − f | a})da + ε  (N + 1)ε.
That is, { fn} converges in the (C) mean to f . 
Theorem 10. Let { fn} ⊂ F and μ be an eﬃciency measure. If the sequence { fn} satisﬁes simultaneously the conditions given below:
(1) limn,m gn,m = limn,m supα∈(0,∞){μ({x | | fn − fm| α})} = 0;
(2) {| fn − fm|} is equally (C) integrable on X,
then { fn} fundamentally converges in the (C) mean.
Proof. The proof is similar to that of Theorem 9. 
In the following, we only deal with the eﬃciency measure on ﬁnite sets, and the reason is that so far almost all practical
applications have used only the eﬃciency measure on ﬁnite sets.
Theorem 11. Let X = {x1, x2, . . . , xk}, μ be an eﬃciency measure and μ(A) < ∞ for any A ⊂ X. If limn fn(xi) = f (xi) for any xi ∈ X,
then { fn} converges in μ to f .
Proof. Since limn fn(xi) = f (xi) for any xi ∈ X , we have that for any given ε > 0 and xi ∈ X , there exists a positive integer
Ni such that∣∣ fn(xi) − f (xi)∣∣< ε
whenever n Ni . Take N =max{Ni | i = 1,2, . . . ,k}, and we have∣∣ fn(x) − f (x)∣∣< ε
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Values of μ.
Set Values of μ
∅ 0
{x1} 0.1
{x2} 0.3
{x3} 0.5
{x1, x2} 0.4
{x2, x3} 0
{x1, x3} 0.8
{x1, x2, x3} 0
whenever n N . That is, {x | | fn(x) − f (x)| ε} = ∅ when n N . Therefore
μ
({
x
∣∣ ∣∣ fn(x) − f (x)∣∣ ε})= 0
whenever n N . This shows that { fn} converges in μ to f . 
Note that if { fn} converges in μ to f , then we cannot conclude that { fn} converges to f for any xi ∈ X . Furthermore, if
μ({xi}) = 0 for any xi ∈ X and { fn} converges in μ to f , then we still could not conclude that { fn} converges to f for any
xi ∈ X (see Example 2).
Example 2. Let X = {x1, x2, x3}, and μ be an eﬃciency measure (see Table 2).
Assume that
fn(x1) = 1+ 1
n
, fn(x2) = 3+ 1
2n
, fn(x3) = 3+ 1
n
,
f (x1) = 0, f (x2) = 0, f (x3) = 0.
Then:
(1) For any given ε ∈ (0,1], we have that
lim
n
μ
({
x
∣∣ ∣∣ fn(x) − f (x)∣∣ ε})= μ(X) = 0.
(2) For any given ε ∈ (1,3], we have that
lim
n
μ
({
x
∣∣ ∣∣ fn(x) − f (x)∣∣ ε})= μ({x2, x3})= 0.
(3) For any given ε ∈ (3,∞), we have that
lim
n
μ
({
x
∣∣ ∣∣ fn(x) − f (x)∣∣ ε})= μ(∅) = 0.
Therefore { fn} converges in μ to f . However
lim
n
fn(x) =
⎧⎨
⎩
1, x = x1,
3, x = x2,
3, x = x3,
and { fn} does not converge to
f (x) =
⎧⎨
⎩
0, x = x1,
0, x = x2,
0, x = x3.
Besides it should be noted that
(C)
∫
| fn − f |dμ =
(
1+ 1
n
)
μ
({x1, x2, x3})+
(
2− 1
2n
)
μ
({x2, x3})+ 1
2n
μ
({x3})→ 0
as n → ∞.
Theorem 12. Let X = {x1, x2, . . . , xk}, { fn} ⊂ F, f ∈ F, μ be an eﬃciency measure, and there exists C0 > 0 such that μ(A) C0 for
any A ⊂ X. If limn fn(xi) = f (xi) for any xi ∈ X, then { fn} converges in the (C) mean to f .
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Ni such that
∣∣ fn(xi) − f (xi)∣∣< ε
C0
whenever n Ni . Take N =max{Ni | i = 1,2, . . . ,k}, and for any xi ∈ X we have
∣∣ fn(xi) − f (xi)∣∣< ε
C0
(6)
whenever n N . Thereby by Theorem 8 we have
0 (C)
∫
| fn − f |dμ (C)
∫
ε
C0
dμ ε
C0
C0 = ε
whenever n N . This shows (C)
∫ | fn − f |dμ → 0 whenever n → ∞. 
Theorem 13. Let X = {x1, x2, . . . , xk}, { fn} ⊂ F, and μ be an eﬃciency measure. If there exists f ∈ F such that fn  f for all
n = 1,2, . . . , and { fn} converges in the (C) mean to f , then limn
∫
fn dμ =
∫
f dμ whenever { fn}, f and { fn − f } are strongly
comonotonic.
Proof. Suppose that
fn(x1) − f (x1) fn(x2) − f (x2) · · · fn(xk) − f (xk), fn(x0) − f (x0) = 0, (7)
and Ai = {xi, xi+1, . . . , xk}. Since { fn} converges in the (C) mean to f , we have
lim
n
(C)
∫
( fn − f )dμ =
k∑
i=1
[(
fn(xi) − f (xi)
)− ( fn(xi−1) − f (xi−1))]μ(Ai) = 0.
Noting that { fn}, f and { fn − f } are strongly comonotonic, from (7) we know that
fn(x1) fn(x2) · · · fn(xk) and f (x1) f (x2) · · · f (xk).
Therefore by Theorem 8 we have
(C)
∫
fn dμ = (C)
∫
( fn − f )dμ + (C)
∫
f dμ.
In virtue of the assumption, we obtain∫
fn dμ →
∫
f dμ
whenever n → ∞. 
Theorem 14. Let X = {x1, x2, . . . , xk}, { fn} ⊂ F, and μ be an eﬃciency measure. If there exists f ∈ F such that fn  f for any
n = 1,2, . . . , and { fn} converges in the (C) mean to f , then limn
∫
fn dμ =
∫
f dμ whenever { fn}, f and { f − fn} are strongly
comonotonic.
We omit the proof here since it is similar to that of Theorem 13. Besides, the condition fn  f (or fn  f ) for all
n = 1,2, . . . can be generalized as the condition that there exists a positive integer N such that
fn  f (or fn  f )
whenever n N .
Theorem 15. Let X = {x1, x2, . . . , xk}, { fn} ⊂ F, f ∈ F, μ be an eﬃciency measure, and there exists C0 > 0 such that μ(A) C0 for
any A ⊂ X. If limn fn(xi) = f (xi) for any xi ∈ X, then { fn} fundamentally converges in the (C) mean.
Proof. Since limn fn(xi) = f (xi) for any xi ∈ X , we have that for any given ε > 0 and xi ∈ X , there exists a positive integer
Ni such that
∣∣ fn(xi) − fm(xi)∣∣< ε
C0
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∣∣ fn(xi) − fm(xi)∣∣< ε
C0
whenever n,m N . Thereby by Theorem 8 we have
0 (C)
∫
| fn − fm|dμ (C)
∫
ε
C0
dμ ε
C0
C0 = ε
whenever n,m N . That is, { fn} fundamentally converges in the (C) mean. 
Deﬁnition 11. A sequence { fn − fm} ⊂ F is strongly comonotonic if and only if
fn(x) − fm(x) < fn(y) − fm(y) ⇒ fn′ (x) − fm′ (x) < fn′ (y) − fm′ (y)
and
fn(x) − fm(x) = fn(y) − fm(y) ⇒ fn′ (x) − fm′ (x) = fn′ (y) − fm′ (y)
for every pair (x, y) of elements of X and for any n,m,n′,m′ = 1,2, . . . .
Theorem 16. Let X = {x1, x2, . . . , xk}, { fn} ⊂ F, and μ be an eﬃciency measure. If there exists f ∈ F such that fn  f (or fn  f ) for
all n = 1,2, . . . , and { fn} converges in the (C) mean to f , then { fn} fundamentally converges in the (C) mean whenever {| fn − fm|}
and { fn − f } (or { f − fn}) are strongly comonotonic.
Proof. Suppose that
fn(x1) − f (x1) fn(x2) − f (x2) · · · fn(xk) − f (xk), fn(x0) − f (x0) = 0, (8)
and Ai = {xi, xi+1, . . . , xk}. Thus by the known, we have that
lim
n
(C)
∫
( fn − f )dμ =
k∑
i=1
[(
fn(xi) − f (xi)
)− ( fn(xi−1) − f (xi−1))]μ(Ai) = 0.
Noting that {| fn − fm|} and { fn − f } are comonotonic, from (8) we know that
∣∣ fn(x1) − fm(x1)∣∣ ∣∣ fn(x2) − fm(x2)∣∣ · · · ∣∣ fn(xk) − fm(xk)∣∣.
Thereby we have
0 (C)
∫
| fn − fm|dμ =
k∑
i=1
(∣∣ fn(xi) − fm(xi)∣∣− ∣∣ fn(xi−1) − fm(xi−1)∣∣)μ(Ai)

k∑
i=1
∣∣( fn(xi) − fm(xi))− ( fn(xi−1) − fm(xi−1))∣∣μ(Ai)
=
k∑
i=1
∣∣( fn(xi) − f (xi) + f (xi) − fm(xi))
− ( fn(xi−1) − f (xi−1) + f (xi−1) − fm(xi−1))∣∣μ(Ai)
=
k∑
i=1
∣∣[( fn(xi) − f (xi))− ( fn(xi−1) − f (xi−1))]
− [( fm(xi) − f (xi))− ( fm(xi−1) − f (xi−1))]∣∣μ(Ai)

k∑
i=1
∣∣( fn(xi) − f (xi))− ( fn(xi−1) − f (xi−1))∣∣μ(Ai)
+
k∑
i=1
∣∣( fm(xi) − f (xi))− ( fm(xi−1) − f (xi−1))∣∣μ(Ai)
= (C)
∫
( fn − f )dμ + (C)
∫
( fm − f )dμ.
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(C)
∫
| fn − fm|dμ → 0
whenever n,m → ∞. That is { fn} fundamentally converges in the (C) mean. 
Theorem 17. Let X = {x1, x2, . . . , xk}, { fn} ⊂ F, and μ be an eﬃciency measure. If the sequence { fn} satisﬁes simultaneously the
conditions given below:
(1) μ(A) > 0 for any nonempty set A ⊂ X ;
(2) {| fn − fm|} is strongly comonotonic,
then { fn} fundamentally converges in the (C) mean if and only if there exists f ∈ F, such that { fn} converges in the (C) mean to f
whenever {| fn − f |} and {| fn − fm|} are strongly comonotonic.
Proof. Necessity: Suppose that
∣∣ fn(x1) − fm(x1)∣∣ ∣∣ fn(x2) − fm(x2)∣∣ · · · ∣∣ fn(xk) − fm(xk)∣∣, ∣∣ fn(x0) − fm(x0)∣∣= 0 (9)
and Ai = {xi, xi+1, . . . , xk}. Since { fn} fundamentally converges in the (C) mean, we get
0 (C)
∫
| fn − fm|dμ =
k∑
i=1
(∣∣ fn(xi) − fm(xi)∣∣− ∣∣ fn(xi−1) − fm(xi−1)∣∣)μ(Ai) → 0
whenever n → ∞, m → ∞. Take a =min{μ(Ai)} > 0. Noting that 0 < aμ(Ai), i = 1,2, . . . ,k, we have
(C)
∫
| fn − fm|dμ =
k∑
i=1
(∣∣ fn(xi) − fm(xi)∣∣− ∣∣ fn(xi−1) − fm(xi−1)∣∣)μ(Ai)
 a
k∑
i=1
(∣∣ fn(xi) − fm(xi)∣∣− ∣∣ fn(xi−1) − fm(xi−1)∣∣)
= a∣∣ fn(xk) − fm(xk)∣∣→ 0
whenever n → ∞, m → ∞. Therefore from (9) we get∣∣ fn(xi) − fm(xi)∣∣→ 0, i = 1,2, . . . ,k,
whenever n → ∞, m → ∞. That is, for any given ε > 0 and xi ∈ X , there exists a positive integer Ni such that
∣∣ fn(xi) − fm(xi)∣∣< ε,
whenever n,m Ni (i = 1,2, . . . ,k). Take N =max{Ni | i = 1,2, . . . ,k}, and we have
∣∣ fn(xi) − fm(xi)∣∣< ε, i = 1,2, . . . ,k,
whenever n,m N . Thus by Cauchy convergence theorem, there exists ai  0 such that
∣∣ fn(xi) − ai∣∣→ 0, i = 1,2, . . . ,k,
whenever n → ∞, and from (9) we have
lim
m
∣∣ fn(x1) − fm(x1)∣∣ lim
m
∣∣ fn(x2) − fm(x2)∣∣ · · · lim
m
∣∣ fn(xk) − fm(xk)∣∣
i.e.,
∣∣ fn(x1) − a1∣∣ ∣∣ fn(x2) − a2∣∣ · · · ∣∣ fn(xk) − ak∣∣.
Take f (xi) = ai (i = 1,2, . . . ,k), and therefore we get that
lim
n
(C)
∫
| fn − f |dμ = lim
n
k∑
i=1
(∣∣ fn(xi) − f (xi)∣∣− ∣∣ fn(xi−1) − f (xi−1)∣∣)μ(Ai) = 0
where | fn(x0) − f (x0)| = 0. This shows { fn} converges in the (C) mean to f .
Suﬃciency: Suppose that
∣∣ fn(x1) − f (x1)∣∣ ∣∣ fn(x2) − f (x2)∣∣ · · · ∣∣ fn(xk) − f (xk)∣∣, ∣∣ fn(x0) − f (x0)∣∣= 0, (10)
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(C)
∫
| fn − f |dμ =
k∑
i=1
(∣∣ fn(xi) − f (xi)∣∣− ∣∣ fn(xi−1) − f (xi−1)∣∣)μ(Ai) → 0
whenever n → ∞. Take a =min{μ(Ai)} > 0. Noting that 0 < aμ(Ai), i = 1,2, . . . ,k, we have
(C)
∫
| fn − f |dμ =
k∑
i=1
(∣∣ fn(xi) − f (xi)∣∣− ∣∣ fn(xi−1) − f (xi−1)∣∣)μ(Ai)
 a
k∑
i=1
(∣∣ fn(xi) − f (xi)∣∣− ∣∣ fn(xi−1) − f (xi−1)∣∣)
= a∣∣ fn(xk) − f (xk)∣∣→ 0,
and from (10) we get∣∣ fn(xi) − f (xi)∣∣→ 0, i = 1,2, . . . ,k,
whenever n → ∞. Thus by Cauchy convergence theorem, we have that∣∣ fn(xi) − fm(xi)∣∣→ 0, i = 1,2, . . . ,k,
whenever n,m → ∞. Since {| fn − f |} and {| fn − fm|} are strongly comonotonic, from (10) we know that∣∣ fn(x1) − fm(x1)∣∣ ∣∣ fn(x2) − fm(x2)∣∣ · · · ∣∣ fn(xk) − fm(xk)∣∣, ∣∣ fn(x0) − fm(x0)∣∣= 0,
and therefore we get that
0 (C)
∫
| fn − fm|dμ =
k∑
i=1
(∣∣ fn(xi) − fm(xi)∣∣− ∣∣ fn(xi−1) − fm(xi−1)∣∣)μ(Ai) → 0
whenever n,m → ∞. This shows { fn} fundamentally converges in the (C) mean. 
Corollary 2. Let X = {x1, x2, . . . , xk}, { fn} ⊂ F, and μ be an eﬃciency measure. If the sequence { fn} satisﬁes simultaneously the
conditions given below:
(1) if there exists n0 such that {| fn − fm|} is strongly comonotonic whenever n,m > n0 , and suppose that | fn(x1) − fm(x1)| 
| fn(x2) − fm(x2)| · · · | fn(xk) − fm(xk)|;
(2) if there exists a > 0 such that μ({x | | fn(x) − fm(x)| | fn(xi) − fm(xi)|}) a for any i ∈ {1,2, . . . ,k},
then { fn} fundamentally converges in the (C) mean if and only if there exists f ∈ F, such that { fn} converges in the (C) mean to f
whenever {| fn − f |} and {| fn − fm|} are strongly comonotonic.
Corollary 3. Let X = {x1, x2, . . . , xk}, { fn} ⊂ F, and μ be an eﬃciency measure. If the sequence { fn} satisﬁes simultaneously the
conditions given below:
(1) if there exists n0 such that {| fn − fm|} is strongly comonotonic whenever n,m > n0 , and suppose that | fn(x1) − fm(x1)| 
| fn(x2) − fm(x2)| · · · | fn(xk) − fm(xk)|;
(2) if there exists a > 0 such that μ({x | | fn(x) − fm(x)| | fn(xi) − fm(xi)|}) a for any i ∈ {1,2, . . . ,k};
(3) { fn} fundamentally converges in the (C) mean,
then there exists f ∈ F such that { fn} converges to f .
Corollary 4. Let X = {x1, x2, . . . , xk}, { fn} ⊂ F, and μ be an eﬃciency measure. If the sequence { fn} satisﬁes simultaneously the
conditions given below:
(1) if there exists n0 such that {| fn − fm|} is strongly comonotonic whenever n,m > n0 , and suppose that | fn(x1) − fm(x1)| 
| fn(x2) − fm(x2)| · · · | fn(xk) − fm(xk)|;
(2) if there exists a > 0 such that μ({x | | fn(x) − fm(x)| | fn(xi) − fm(xi)|}) a for any i ∈ {1,2, . . . ,k};
(3) there exists f ∈ F, such that { fn} converges in the (C) mean to f ,
then { fn} converges to f .
Note that the results of Corollaries 2–4 can be derived from the proof of Theorem 17.
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In this section, we apply the concept of fundamental convergence to the identiﬁcation of measurable function based on
the theories in Section 4. More details are shown in the following:
The ﬁndings obtained so far can be concisely summarized in the following manner.
• If μ is a fuzzy measure, then
(C)
∫ | fn − fm|dμ → 0 conditions (A1)⇔ (C) ∫ | fn − f |dμ → 0 conditions (B1)⇒ (C) ∫ fn dμ → ∫ f dμ
as n → ∞,m → ∞. Note that condition (A1) refers to the following requirements (see Theorem 5 in Section 4.1):
(1) μ is ﬁnite and autocontinuous;
(2) {| fn − fm|} is equally (C) integrable on X .
The condition (B1) is that { fn} is equally (C) integrable (see Proposition 5 in Section 2).
• If μ is an eﬃciency measure, then
(C)
∫ | fn − fm|dμ → 0 conditions (A2)⇔ (C) ∫ | fn − f |dμ → 0 conditions (B2)⇒ (C) ∫ fn dμ → ∫ f dμ
as n → ∞,m → ∞. Note that condition (A2) refers to the following requirements (see Theorem 17 in Section 4.2):
(1) if there exists a > 0 such that aμ(A) for any nonempty set A ⊂ X ;
(2) {| fn − fm|} is strongly comonotonic.
The condition (B2) is that
(1) fn  f (or fn  f ) for all n = 1,2, . . . ,
(2) { fn − f } (or { f − fn}) is strongly comonotonic (see Theorems 13 and 14 in Section 4.2).
Now we cast these results in the framework of data analysis. Let x1, x2, . . . , xn be some attributes (features) forming a
feature space X = {x1, x2, . . . , xn} while y be treated as the target (say, class assignment). Then (X, P (X)) is a measurable
space, where P (X) denotes the power set of X .
(1) Set function μ : P (X) → [0,∞) satisfying
(FM1) μ(∅) = 0;
(FM2) A ⊂ B ⇒ μ(A)μ(B) (monotonicity)
is a fuzzy measure. What is more, since the feature space is ﬁnite, the properties of continuity from above and from below
are satisﬁed.
(2) Set function μ : P (X) → [0,∞) satisfying only (FM1) is an eﬃciency measure.
The nonadditivity of μ captures the interaction among attributes when carrying any classiﬁcation or data fusion process.
An observation generated by the corresponding attributes can be regarded as a function deﬁned in X , and will be denoted
by f : X → [0,∞). Thus, f (xi) is the observed value of the attribute xi (i = 1,2, . . . ,n). In this sense, f is essentially a
measurable function.
The collected data set consists of many observations of attributes x1, x2, . . . , xn and the resulting objective y, which come
in the following format
x1 x2 · · · xn y
f11 f12 · · · f1n y1
f21 f22 · · · f2n y2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
fn1 fn2 · · · fnn yn
· · · · · · · · · · · · · · ·
where the jth row consists of the following entries
f j1, f j2, . . . , f jn, y j
showing the jth observation of attributes x1, x2, . . . , xn , denoted by f j , and the output y j . Here we write f ji = f j(xi)
(i = 1,2, . . . ,n), and { f j} is a sequence of measurable functions.
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Table 3
Values of attributes.
No. x1 x2 x3 y
1 2 1 1.5 1.45
2 4 5 8 6.20
3 4 3 9 6.30
Two classes of estimation problems are considered:
(a) Estimation of the fuzzy measure or the eﬃciency measure μ. If μ is unknown, we can determine it by using the
available experimental data. That is, if we consider a group of n data points, μ is determined by minimizing the following
squared error, cf. [15].
e2 =
n∑
j=1
[
y j − (C)
∫
f j dμ
]2
,
(b) Determination of the measurable function f . For given values of the fuzzy measure, making use of the properties of
sequences of the measurable functions, we estimate f such that
(C)
∫
fn dμ → (C)
∫
f dμ
as n → ∞ is satisﬁed. In this setting, we conﬁne ourselves to the results presented by Theorem 2 or Theorem 5 when μ
is a fuzzy measure. The results from Theorem 12 to Theorem 17 are applied when μ is an eﬃciency measure. A graphic
visualization of this construct is outlined in Fig. 1.
It is instructive to consider a brief numeric example.
Example 3. Let X = {x1, x2, x3}. The values of the attribute along with the values of μ are provided in a tabular format,
Tables 3 and 4.
The calculations of the Choquet integral lead to the following values
y1 = (C)
∫
f1 dμ = 1.45, y2 = (C)
∫
f2 dμ = 6.20, y3 = (C)
∫
f3 dμ = 6.30,
and reﬂects the relationships between the attributes x1, x2, x3 and the resulting objective y. This shows that if the values
of attributes x1, x2, x3 (i.e., the measurable function f ) are known, we can predict the value of resulting objective in terms
of the given values of μ. In other words, the identiﬁcation of the measurable function f plays an important role in dealing
with the problem of prediction and other related issues.
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Values of μ.
Set Values of μ
∅ 0
{x1} 0.1
{x2} 0.3
{x3} 0.5
{x1, x2} 0.4
{x2, x3} 0.7
{x1, x3} 0.8
{x1, x2, x3} 1
Note that in practical applications, the conditions (A1) and (B1) are easily satisﬁed. Thus for identifying the measurable
function f in the integral, we need to concentrate on the two subproblems. Firstly, we prove that { fn} fundamentally
converges in the (C) mean. Secondly, we have to determine the function f such that
lim
n
∫ ∣∣ fn(x) − f (x)∣∣dμ = 0
where the determination of f relies on a speciﬁc problem.
Consequently, in general situations, the algorithm model for identifying the measurable function f can be summarized
as follows:
Suppose X = {x1, x2, . . . , xm}, and the fuzzy measure μ is ﬁnite and autocontinuous.
Step 1 Construct a model fn(xi) for each attribute xi , where n ∈ {1,2, . . .}, i = 1,2, . . . ,m.
Step 2 If { fn} fundamentally converges in the (C) mean, go to Step 3, else stop the process.
As a matter of fact, if there exists a positive integer number N such that∣∣∣∣(C)
∫
| fn − fm|dμ
∣∣∣∣< δ0
whenever n,m > N , where δ0 is a given error precision, we consider { fn} fundamentally converges in the (C) mean.
Step 3 Determine the function f such that
lim
n
∫ ∣∣ fn(x) − f (x)∣∣dμ = 0.
Actually, since X is ﬁnite, we can conclude that if there exists a positive integer number N such that∫ ∣∣ fn(x) − f (x)∣∣dμ δ0
whenever n N , then the function f has been identiﬁed.
Remark. In practical applications, if μ is an eﬃciency measure, the identiﬁcation of measurable function is relatively diﬃ-
cult. However if conditions (A2) and (B2) are satisﬁed, the above algorithm model can also be used for the identiﬁcation of
measurable function. Besides the theorems relative to conditions (A2) and (B2) in Section 4.2 are helpful for this identiﬁca-
tion (see Example 4).
Example 4. Let us assume a model (see below) has been constructed from a large mount of data, and parts of which are
fn(x1) = 3+ 1
n
, fn(x2) = 2+ 1
2n
, fn(x3) = 1+ 1
n2
shown in Table 5 where n = 1,2, . . . . The data are used to complete the prediction of the total number of products produced
by a workshop. The workshop involves three machines, i.e., x1, x2, x3, and the total number of products produced by them
is recorded in each year. More speciﬁcally, for the seventh data point shown in Table 5, the values of the attributes x1, x2,
and x3 are equal to 1.143× 103, 2.071× 103, and 3.020× 103 hours, respectively in the seventh year, i.e.,
f7(x1) = 3.143× 103, f7(x2) = 2.071× 103, f7(x3) = 1.020× 103.
The corresponding value of y stands for a total number of products manufactured during this year that is equal to
1.766× 103, i.e.,
y7 = 1.766× 103.
Besides, by the assumption, we know that f i(x1) > f i(x2) > f i(x3) for all data points.
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Values of the feature (attributes) and the resulting objective (output).
No. x1 x2 x3 y No. x1 x2 x3 y
(year) (year)
1 4.000 2.500 2.000 2.850 26 3.038 2.019 1.001 1.715
3 3.333 2.170 1.110 1.906 28 3.036 2.018 1.001 1.714
7 3.143 2.071 1.020 1.766 32 3.031 2.016 1.001 1.711
8 3.125 2.063 1.016 1.756 33 3.030 2.016 1.001 1.711
9 3.111 2.056 1.012 1.749 34 3.029 2.015 1.0001 1.711
12 3.083 2.042 1.010 1.735 37 3.027 2.014 1.001 1.710
13 3.077 2.038 1.006 1.732 38 3.026 2.013 1.001 1.710
17 3.059 2.029 1.003 1.723 42 3.024 2.012 1.001 1.709
18 3.056 2.028 1.003 1.722 43 3.023 2.012 1.001 1.709
25 3.040 2.020 1.002 1.715 50 3.020 2.010 3.000 1.707
As we already highlighted, we identify the measurable function used in the Choquet integral through the following two
estimation problems:
A. Identiﬁcation of μ
For simplicity, we use 20 data points in Table 5 to determine μ.
Take yi = (C)
∫
f i dμ. Since f i(x1) > f i(x2) > f i(x3), we obtain
yi = (C)
∫
f i dμ =
[
f i(x3) − f i(x0)
]
μ
({x1, x2, x3})+ [ f i(x2) − f i(x3)]μ({x1, x2})+ [ f i(x1) − f i(x2)]μ({x1}) (11)
where f i(x0) = 0 and yi assumes the values reported in Table 5. Since μ({x1}),μ({x1, x2}) and μ({x1, x2, x3}) are unknown,
we proceed as follows.
For convenience, let us assume that
z3 = μ
({x1}), z2 = μ({x1, x2}), z1 = μ({x1, x2, x3}).
(11) can be further simpliﬁed as
yi = (C)
∫
f i dμ =
(
f i(x3) − f i(x0)
)
z1 +
(
f i(x2) − f i(x3)
)
z2 +
(
f i(x1) − f i(x2)
)
z3,
and then we arrive at the following system of equations⎧⎪⎨
⎪⎩
yi =
(
f i(x3) − f i(x0)
)
z1 +
(
f i(x2) − f i(x3)
)
z2 +
(
f i(x1) − f i(x2)
)
z3,
y j =
(
f j(x3) − f j(x0)
)
z1 +
(
f j(x2) − f j(x3)
)
z2 +
(
f j(x1) − f j(x2)
)
z3,
yk =
(
fk(x3) − fk(x0)
)
z1 +
(
fk(x2) − fk(x3)
)
z2 +
(
fk(x1) − fk(x2)
)
z3,
(12)
which is solved with respect to zi (i = 1,2,3). A detailed ﬂow of computing is presented below. Let Db = {D1, D2, . . . , DC320 }
where each Di includes 3 data points, and Di = D j . B is a set consisting of 20 data points, and ε  0 is a given acceptable
level of error.
Step 1 Start from k = 1, and select data from Dk .
(Generally, if n attributes x1, x2, . . . , xn are considered, n data points have to be selected.)
Step 2 Compute the value of zi (i = 1,2,3) by the system of Eqs. (12).
Step 3 Compute the values of Choquet integral by zi and the data from B − Dk , i.e.,
ci = (C)
∫
f i dμ.
Step 4 The data points from B − Dk are used to compute the error e2 =∑(y j − c j)2.
Step 5 If e2  ε, output zi (i = 1,2,3) and stop the process; else k = k + 1 and go to Step 1.
Step 6 Repeat Step 1 to Step 5 until the values of zi (i = 1,2,3) have been obtained.
The results of computation are shown in Table 6. Noting that μ({x1, x2}) < μ({x1}), we know that μ is an eﬃciency
measure. Since { fn} is comonotonic, the eﬃciency measure cannot be fully determined by the data.
In general, this algorithm can be generalized to deal with the problem of n attributes, that is x1, x2, . . . , xn . Furthermore,
the algorithm introduced above is not the only way for solving our problem. In fact, other algebraic methods (or iterative
algorithms) and soft computing techniques, such as genetic algorithms, neural networks, or pseudo-gradient methods, can
be used for determining the fuzzy measure, including Sugeno measure and λ-fuzzy measure [22–29].
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Values of μ.
Set Value of μ
∅ 0
{x1} 0.5
{x1, x2} 0.2
{x1, x2, x3} 1
B. Identiﬁcation of a measurable function
An analysis is presented in the following manner:
Since
fn(x1) = 3+ 1
n
, fn(x2) = 2+ 1
2n
, fn(x3) = 1+ 1
n2
,
we have that
∣∣ fn(x1) − fm(x1)∣∣=
∣∣∣∣1n −
1
m
∣∣∣∣, ∣∣ fn(x2) − fm(x2)∣∣= 12
∣∣∣∣1n −
1
m
∣∣∣∣, ∣∣ fn(x3) − fm(x3)∣∣=
∣∣∣∣ 1n2 −
1
m2
∣∣∣∣.
(1) Obviously, {| fn − fm|} is strongly comonotonic whenever n,m 4, and
μ
({
x
∣∣∣ ∣∣ fn(x) − fm(x)∣∣
∣∣∣∣1n −
1
m
∣∣∣∣
})
= 0.5, μ
({
x
∣∣∣
∣∣∣∣ fn(x) − fm(x)
∣∣∣∣ 12
∣∣∣∣1n −
1
m
∣∣∣∣
})
= 0.2,
μ
({
x
∣∣∣ ∣∣ fn(x) − fm(x)∣∣
∣∣∣∣ 1n2 −
1
m2
∣∣∣∣
})
= 1
whenever n,m 4.
(2) { fn} fundamentally converges in the (C) mean, i.e.,
(C)
∫
| fn − fm|dμ =
∣∣∣∣ 1n2 −
1
m2
∣∣∣∣μ({x1, x2, x3})+
(
1
2
∣∣∣∣ 1m −
1
n
∣∣∣∣−
∣∣∣∣ 1n2 −
1
m2
∣∣∣∣
)
μ
({x1, x2})+ 1
2
∣∣∣∣ 1m −
1
n
∣∣∣∣μ({x1})→ 0
whenever n,m → ∞.
Therefore, by the above analysis, we arrive at the following results:
(1) By Theorem 17 and its corollaries, we conclude that there exists a measurable function f (see below)
f (x1) = 3, f (x2) = 2, f (x3) = 1
such that { fn} converges in the (C) mean to f . As a matter of fact we get
(C)
∫
| fn − f |dμ = 1
n2
μ
({x1, x2, x3})+
(
1
2n
− 1
n2
)
μ
({x1, x2})+ 1
2n
μ
({x1})→ 0
as n → ∞.
(2) Since fn  f , { fn}, f and { fn − f } are strongly comonotonic, by Theorem 13, we have
(C)
∫
fn dμ → (C)
∫
f dμ
as n → ∞. Actually,
(C)
∫
fn dμ =
(
1+ 1
n2
)
μ
({x1, x2, x3})+
(
1− 1
n2
+ 1
2n
)
μ
({x1, x2})+
(
1− 1
2n
)
μ
({x1})
→ μ({x1, x2, x3})+ μ({x1, x2})+ μ({x1})
as n → ∞, and
(C)
∫
f dμ = μ({x1, x2, x3})+ μ({x1, x2})+ μ({x1}).
Thus we eventually identify the function f used in the Choquet integral (C)
∫
f dμ, i.e.,
f (x1) = 3, f (x2) = 2, f (x3) = 1.
Note that from Theorems 15–17, we know that if { fn} does not fundamentally converges in the (C) mean, the measurable
function f is diﬃcult to be determined by only using these theorems. Therefore the study of the fundamental convergence
of { fn} contributes to the identiﬁcation of measurable functions in most situations.
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In this paper, we have provided an interpretation of sequences of measurable functions and Choquet integral in problems
of information fusion. We have introduced a new concept of fundamental convergence in the (C) mean. Focusing on this
idea, some theoretical results were derived based on a fuzzy measure space and eﬃciency measure space respectively, where
the relationships are discussed between this concept and other types of convergence of sequences of measurable functions.
The application of this new concept is discussed, and an algorithm model is presented for identifying the measurable
function in the integral.
• One may remark that in order to determine the measurable function f , the theorems in this paper focus on the strong
comonotonicity of {| fn − f |} and {| fn − fm|} when μ is an eﬃciency measure. This implies further need to develop
effective theorems and algorithms of determination of f . While some investigations on convergence in the (S)fuzzy
mean have been reported in [30], further studies along this line are contemplated.
• Since the eﬃciency measure is recently presented, much work can be done on its theoretical research.
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