Abstract. In this paper we consider a semilinear parabolic equation in an infinite cylinder. The spatially varying nonlinearity is such that it connects two (spatially independent) bistable nonlinearities in a compact set in space. We prove that, given such a setting, a traveling wave obeying the equation with the one bistable nonlinearity and starting at the respective side of the cylinder, will converge to a traveling wave solution prescribed by the nonlinearity on the other side.
Introduction
Since the pioneering works of Kolmogorov et al. [8] the study of traveling wave solutions for semilinear parabolic equations of several types (the most prominent are bistable, ignition and KPP-type nonlinearities) has been an active field. In the case of bistable nonlinearities, that we will concern ourselves with in this article, we want to refer to the celebrated paper by Fife and McLeod [6] for existence and uniqueness as well as stability in one spatial dimension. We also want to mention the detailed study of traveling waves in cylinders by Berestycki and Nirenberg [4] . Later Berestycki, Hamel et al. have broadened the field by studying generalizations of traveling waves in domains or with coefficients / nonlinearities that do not allow for traveling wave solutions. In the case of periodic media, this has led to the notion of pulsating fronts [1] and recently they have generalized it to the notion of transition fronts that do not require any special properties of the domain (apart from sufficiently smooth boundary and infinite geodesic diameter) or of the coefficients [2] . In this respect we found [3] very inspiring where Matano, Berestycki and Hamel use super-and subsolutions as in [9] to construct an entire solution that starts as a traveling wave solution for t → −∞, passes the obstacle and converges -given the compact obstacle is sufficiently regular -to the same traveling wave solution as t → +∞. Another recent and very interesting work on the construction of generalized transition fronts is [10] where the author studies generalized transition fronts in cylinders subject to a space dependent nonlinearity that is bounded form above and below by spatially independent ignition-type nonlinearities. We are trying to investigate a similar problem as is investigated in [10] , but in our case the nonlinearities are of bistable type and do only vary in a compact transition zone. In contrast to [10] we are interested in the existence of a heteroclinic connection between two traveling fronts, which is stronger than the very relaxed notion of a transition front (as it is given in [2] ).
In this paper we will occupy ourselves with the construction of a transition front in a cylinder D = R × Ω. But thanks to the compactness of the transition region, we can construct a heteroclinic orbit between two traveling wave solutions. To be more precise the nonlinearity f (x, u) shall be such that
f (x, u) = f 1 (u) for x 1 ≥ 0, u ∈ [0, 1] and f (x, u) = f 2 (u) for x 1 ≤ −x 0 , u ∈ [0, 1],
where f 1 , f 2 are two a-priori given nonlinearities of bistable type and x 0 > 0 is a parameter of the transition region. The main result of this article shall be Theorem 1.1. Let f satisfy (1.1) (and (2.1)-(2.5)) then there is a unique entire solution u(t, x) of
2) such that 0 < u(t, x) < 1 and ∂ t u(t, x) > 0 for all (t, x) ∈ R ×D and u(t, x) − φ 1 (x 1 + c 1 t) → 0 as t → −∞ uniformly in x ∈D, then u(t, x) − φ 2 (x 1 + c 2 t + β) → 0 as t → +∞ uniformly in x ∈D for some β ∈ R.
Here (φ 1 , c 1 ) and (φ 2 , c 2 ) are the one-dimensional traveling wave profiles and corresponding speeds solving This means that we do not only prove that u is a transition front, but also that the effect of the tail of the wave is negligible and it will in speed and profile be governed by f 2 for large times.
We adapt the proof of existence and uniqueness in [3] to prove existence and uniqueness for our problem. The proof of the long-term asymptotic behaviour, that is the crucial part in constructing this heteroclinic orbit, will mainly follow the structure of the argumentation in the celebrated paper by Fife and McLeod [6] . But it will also take in some inspiration gotten reading and re-reading the very helpful papers [3, 9] . The structure of our procedure will be roughly the following:
• First of all we will estimate u from below against some translation of φ 2 (x 1 + c 2 t) and some correction terms that vanish for t → ∞.
• Secondly we do the estimation of u form above (note that this is the more complicated direction) against a traveling wave with profile φ 2 and speed c 2 and again some error terms that vanish as t → +∞.
• In a third step we will employ the estimates from step 1 and 2 in a Lyapunovfunction argument that will tell us that for a subsequence in time t n → ∞ the profile of the wave will converge to φ 2 and the speed will converge to c 2 while translations cannot be ruled out, yet.
• Finally we prove uniqueness of the limit (t → ∞) using a stability result that comes out of step 1 and 2 and controls the perturbation caused in the transition zone.
Notation and assumptions
In this section we outline the assumptions we make and give the notation that shall be used in the following. Let D := R×Ω be a cylindrical domain, i.e Ω ⊂ R n−1 be an open, bounded set with smooth boundary.
The nonlinearity f shall lie between two bistable nonlinearities f 1 and f 2 as in (1.1), that obey
3)
Then there are unique speeds and unique (up to translation) traveling wave profiles for each of the nonlinearities f 1 and f 2 , i.e there are speeds c 1 , c 2 > 0 and wave profiles φ 1 , φ 2 : R → R, such that (see e.g. [6] ) for i ∈ {1, 2} :
This is equivalent to φ i solving the ordinary differential equation (1.3).
3. construction of an entire solution which converges to a traveling wave φ 1 (x 1 + c 1 t) for t → −∞
Here we state for the sake of completeness the existence and uniqueness result as in [3] to show that there is an unique entire solution that admits the claimed asymptotic behaviour for t → −∞. The proof can be found in the appendix. Theorem 3.1 (existence and uniqueness). Let D and f be as above. Then there is a unique entire solution u(t, x) of (1.2) such that 0 < u(t, x) < 1 and ∂ t u(t, x) > 0 for all (t, x) ∈ R ×D and u(t, x) − φ 1 (x 1 + c 1 t) → 0 as t → −∞ uniformly in x ∈D.
(3.1)
Proof. The proof mainly resembles the respective one in [3] and is therefore deferred to the appendix.
4.
Long time convergence to a traveling front with profile φ 2 and speed c 2 for t → +∞ This section shall be concerned with the limit behaviour of the solution u(t, x) for t → +∞.
We will show the following theorem:
Theorem 4.1. Let f satisfy (1.1), (2.1)-(2.5) and let u(t, x) be the unique entire solution of (1.2) such that 0 < u(t, x) < 1 and ∂ t u(t, x) > 0 for all (t, x) ∈ R ×D and
where β ∈ R.
As announced in the summary of the strategy given in the introduction, we start by showing the following lower bound. 
for x ∈ D and t ≥ T − .
Proof of the Lemma. The proof follows the idea found in the proof of Theorem 7.1 in [3] or the respective proofs in [9] and [6] , i.e. constructing a suitable subsolution as follows. First of all, by assumption (4.1), for every λ ∈ (0, 1) there is t λ ∈ R such that
and ζ + > 0 such that
Employing ∂ t u > 0 and φ
for all x 1 ≥ ζ + and t ≥ t λ . From this we can conclude that
There is also ζ − < 0 such that
Summing this up, we know that outside a compact set u(t, x) is at time t λ already close to φ 2 (x 1 + c 2 t), i.e
Let us set furthermore
and choose ̺ > 0 such that
Since φ ′ 2 is positive and continuous on R we have δ
Let us set
Choose now
Since u is continuous and 0 < u(t, x) < 1 for all (t, x) ∈ R ×D, it follows that
and therefore there is β − > 0
and let us define the following auxiliary functions
For later reference let us point out that v − satisfies the following differential equationv
Now we have all the auxiliary functions in place to state our candidate for a subsolution
where ξ − 2 are perturbed moving frame coordinates given by ξ 
because φ ′ 2 > 0 and by choice of ζ − , ζ + . Since u − 2 was chosen independent of the lateral coordinates of our cylinder, y ∈Ω, it meets the required Neumann boundary condition
To be able to compare u
It suffices to check this on the set where
} is a subsolution, whenever v 1 , v 2 are subsolutions. Let us therefore restrict ourselves to that set in the following. We can estimate L as
We will now distinguish between the cases ξ
2) and involving the mean value theorem, we find L u
again by the choice of ω. In the last case, if ξ
Since we have shown that u − 2 is a subsolution, it follows from the comparison principle that u − 2 (t, x) ≤ũ(t, x) for all t ≥ 0 and x ∈D. Replacing β− with β − + V − (0) finishes the proof.
In exactly the same way can we estimate the solution from above against a traveling wave with profile φ 1 and speed c 1 as stated in 
for x ∈ D and t ≥ T + , where ω and T − are as in Lemma 4.2.
Proof. The proof follows exactly the classical strategy of the proof of Lemma 4.2.
One only needs to exploit that
With these Lemmata we are in the position to state the more involved direction, i.e. the estimation against a traveling wave with profile φ 2 and speed c 2 from above. 
for x ∈ D and t ≥ T , where T − and T + are as in Lemmata 4.2 and 4.3.
Proof. Let us start the proof with the statement of known facts on one-dimensional traveling waves (see e.g. [6] ) and the statement of some auxiliary constants and functions. Linearising (1.3) for φ 2 around the stationary point φ 2 = 1 and using that f
We assume that 0 < ω < λc 2 . Otherwise slightly decrease ω > 0. From (2.1), (2.2), it immediately follows that there is C f > 0 such that
Let ω, ̺ and A − be as in the proof of Lemma 4.2. Let 0 < γ < ̺ 4 be arbitrary and let T > max{T − , T + } be such that
The second assumption means that we wait until only the tail of the wave will lie in the portion of D where x 1 ≥ −x 0 . Let furthermoreζ − < 0 be such that
Since lim z→+∞ φ 2 (z) = 1 and max
Finally let us define
Let us now define the following auxiliary functions:
for all t ≥ T and
For later reference, let us note that
for t ≥ T can be seen by directly calculating its zeros and employing ω < λc 2 and with this property, the differential equation solved by v + 2 and the choice of T it is easy to see that v
Now we have everything in place to state our candidate for the supersolution, namely
For the initial time T we have that either
It is sufficient to check this in the set {u + 2 < 1} ( since the minimum of supersolutions is again a supersolution) therefore we will restrict ourselves to this set in the following. We can estimate as follows
Let us distinguish, as in the proof of Lemma 4.2 between the cases ξ 
comes again from the mean value theorem and the rest follows as before.
In the case ξ
we are by choice of T always in that portion of D where x 1 ≤ −x 0 and hence we can estimate has the claimed property of being a supersolution. This concludes the proof of the Lemma.
4.1. approach to a translation of φ 2 (x 1 − c 2 t). The strategy we are going to follow in this section is the classical one, as it is found e.g. in [6] . We will need the following auxiliary Lemmata.
Lemma 4.5 (stability). Let u be a solution of (1.2) that at a time t 0 > T is already close to a traveling wave φ 2 (x 1 + c 2 t + β) for some β ∈ R i.e. Proof. Note that unlike in the stability result in [6] , it is not sufficient for the solution of (1.2) to once be close to a traveling wave in order to stay close indefinitely. The reason is that the tail of the wave will always lie in a region where f (x, ·) = f 1 (·) and will therefore introduce a disturbance that enters in the form of a possible shift. But since this possible shift is integrable, we can make sure that we do not get driven too far from φ 2 (x 1 + c 2 t + β) if we start late enough and thereby do not accumulate too much of the disturbance. Let us now turn to the formalities of the proof. It consists of revisiting the Lemmata 4.2 and 4.4. If t 0 is large enough such that only the tail of φ 2 (x 1 + c 2 + β) lies right of x 1 = −x 0 , i.e. T < t 0 , we know that
and C(t 0 ) ց 0 as t 0 ր +∞.
Therefore we know that
Summing it all up, we have that
Since C(t 0 ) ց 0 for t 0 ր +∞ this was to be proven.
From here on it will be more convenient to work in moving frame coordinates (z, y) where z = x 1 + c 2 t. In the new coordinates u solves (where we always have omitted the arguments (t, z, y).)
Proof. We are following the proof of Lemma 4.3 in [6] . It is well known (/can be seen by linearizations around 1 and 0) that the wave-front φ 2 approaches 1 and 0 exponentially. E.g. the linearisation around φ 2 = 1 shows that φ 2 (z) → 1 for z → +∞ with approximately the rate
For z → −∞ one gets a similar result. Together with Lemmata 4.2 and 4.4 we find:
for z < 0 and
Since f is Lipschitz, there is L > 0 such that
This together with (4.5) implies
For the higher order estimates we employ Schauder Theory (e.g [7] Thm 5 Chap 3 and Thm 4 in Chap 7 for the a-priori bound on the Hölder-norm of f (u)). Hence it does also hold:
Now we have everything in place to proof Theorem 4.1.
Proof of Theorem 4.1. For the identification of the limit equation in the moving frame we will use a multidimensional analogon of a Lyapunov function argument given in [6] . Lyapunov functions are a well known and very helpful tool for investigating the long-term behaviour of parabolic partial differential equations (see e.g. [5] ). For the sake of completeness we will repeat the arguments given in [6] and add the slight modifications we had to make. Let us define the Lyapunov function as
where F (s) := s 0 f 2 (σ) dσ and H is the heaviside-function. To ensure integrability in the definition of L we cut u off as follows w(t, z, y) = u(t, z, y)
for |z| ≤ mt, w(t, z, y) = 0 for z ≤ −mt − 1,
for some m > 0 to be specified later. And we assume w to be smoothed out in a manner such that Lemma 4.6 still holds for w.
Employing Lemma 4.6 we find that Using integration by parts it followṡ
Unfortunately, w does not solve ∂ t w = −c 2 ∂ z w + ∆ z,y w + f 2 (w) and we do not get a sign forL. This is why we try to control the error against
Note that for |z| ≤ mt w solves
and that f ((z − c 2 t, y), Hence there must be a subsequence (t n ) n∈N , t n → ∞ for n → ∞ such that By Lemma 4.6 and an Arzela-Ascoli argument for a further subsequence (again denoted by (t n ) n∈N ) there is a function u ∞ such that:
Therefore since Q ≥ 0 and (4.7) for any finite interval I ⊂ R: Proof of Theorem 3.1. We follow the proof of existence and uniqueness given in [3] . See Theorem 2.1 therein. For the sake of completeness, we repeat it here with slight adaptations to our setting.
We define the candidates for the super-and subsolution before the wave front encounters the transition zone at x 1 ≤ 0 as
and our candidate for the subsolution shall be given as
Here φ i are solutions of (1.3) normalized such that φ i (0) = θ i . In this definition ξ(t) is the solution of the ordinary differential equatioṅ
where M and T will be chosen later, λ is the positive root of
In order for this to be defined, we will need that
We also want that
and therefore we set
We will now show for M > 0 sufficiently large and a T 1 ∈ (−∞, T ] that w + will be a super-and w − a subsolution of (1.2) for −∞ < t ≤ T 1 . It is classical (see e.g. [6] ) that there are positive constants α 0 , α 1 , β 0 , β 1 such that
where λ is as in (A.2) and µ is given by
For the derivative φ ′ 1 we have the same exponential behaviour
, z > 0.
Furthermore, since f 1 was assumed to be C 1,1 we have L > 0 such that
First of all, since w + and w − are independent of the lateral directions we see that
Since it suffices to check that w + is supersolution on {w + < 1} and w − is subsolution on {w − > 0} we will restrict (without always mentioning it) us in the following to these sets. (Since max{·, ·} of subsolutions is a subsolution and min{·, ·} of supersolutions is a supersolution.) A calculation shows that
where z + := x 1 + c 1 t + ξ(t), z − := −x 1 + c 1 t + ξ(t) and
Using (A.1) this can be rewritten as
Since w + is C 2 for x 1 = 0 and C 1 for all x 1 ∈ R, therefore it suffices to check L w + ≥ 0 on x 1 > 0 and
where θ 1 is as in (2.4).
In the subcase λ < µ we have
In this case it holds
for u ≈ 1 and v ≈ 0. Hence G(t, x 1 ) ≥ 0 if z + is very large and z − is very negative. This means that there is exists a constant
where we used that c 1 t + ξ(t) ≤ 0.
In the remaining subcase
So in this subcase L w + > 0 does hold if
Choosing M > 0 and T 1 ∈ (−∞, T ] such that (A.6), (A.7), (A.9) and (A.11) are fulfilled, we have constructed a supersolution w + . Now we show that w − is a subsolution in the range w − > 0. A direct computation shows that it holds
where y + := x 1 + c 1 t − ξ(t), y − := −x 1 + c 1 t − ξ(t) and
Recall that on x 1 > 0 it holds that f (x, u) = f 1 (u).
Note that w − is C 2 except at x 1 = 0 and w − has positive derivative gap at x 1 = 0. Therefore, in order to show that w − is a subsolution, it suffices to check that L w − ≤ 0 both for x 1 < 0 and x 1 > 0. For x 1 < 0 nothing needs to be checked.
In the range 0 < x 1 ≤ −(c 1 − ξ(t)), we note that
Since y − < y + < 0 in this range we have φ 1 (z) < θ 1 for z ∈ [y − , y + ] by the normalization of φ 1 . By (2.4) it follows f 1 (φ 1 (z)) ≤ 0 in this range and hence
Combining these, we obtain
Therefore L w − < 0 in this range provided that
Now we show that L w − < 0 in the range
First we consider the subcase λ ≥ µ. It does then hold that
Thus choosing T 1 ∈ (−∞, T ] sufficiently negative such that
we have that L w − < 0. In the case λ < µ as in (A.10) we find that
for some constantC > 0 since in the case λ < µ we have that m 1 > m 0 , in the realm where y + is big enough and positive and y − is sufficiently negative. Consequently there exists L 2 > 0 such that
It follows that again L w − < 0 given that T 1 ∈ (−∞, T ] is chosen sufficiently negative so that
Finally in the range
Again we have L w − < 0 in this range provided that T 1 ∈ (−∞, T ] is chosen sufficiently negative such that
Combining these we see that w − is a subsolution of (1.2), if M > 0 and T 1 ∈ (−∞, T ] are chosen so that (A.12), (A.14), (A.15), (A.16) hold.
In following we will use the sub-and supersolutions w − and w + to construct the entire solution. In order to also ensure that the constructed entire solution will also be strictly increasing in time, we replace the argument given in [3] by an argument kindly pointed out to the author by François Hamel.
Let us therefore define the non-decreasing (in time) modificatioñ
of the subsolution w − that still is a subsolution (in the viscosity sense). Let us now construct a sequence of solutions u n of (1.2) defined for −n ≤ t < ∞ with initial condition
Observe that by construction w − ≤ w + and ∂ t w + < 0 for t sufficiently negative. Sincew − is a subsolution we get
for n large enough and all x ∈ D. Let in the following always n be large enough. Sincew − is a subsolution and w + is a supersolution we get that
From this follows directly (setting t = −(n − 1)) that u n is non-decreasing in n:
Then by the comparison principle again
Letting n → ∞ and using parabolic estimates we see that this sequence converges (up to a subsequence) to an entire solution u of (1.2) satisfying
Let us now show that ∂ t u > 0. By constructionw − is non-decreasing in time and hence for all h > 0 such that −n + h < T 1
This implies directly that
and hence by the maximum principle
Passing to the limit n → ∞ it follows that
But since u being a solution of (1.2) with initial condition (3.1) cannot be constant, from the strong maximum principle it follows that
We are now in the position to turn to uniqueness. Let us start introducing the notion of a transition zone first. Given η ∈ (0,
D η (t) can be understood as transition zone of the front u at time t. By condition (3.1) for any η ∈ (0,
for −∞ < t ≤ T η . The argument will rely on the following Lemma A.1. For any η ∈ (0,
Proof of the Lemma. Suppose that (A.19) does not hold. Then there exists a se-
Without loss of generality we can assume that either (t k ) k∈N converges to some t * ∈ (−∞, T η ] or t k → −∞ as k → ∞. In the former case (A.18) implies that ((x k ) 1 ) k∈N is bounded. So we can assume that (x k ) 1 → x * 1 as k → ∞. Let us now set
Then by parabolic estimates it follows that u k (t, x) → u * (t, x) ∈ C 1,2 loc ((−∞, T η ] × {x ∈ D|x 1 ≥ 1}). The limit function u * does satisfy (1.2) on (−∞, T η ]×{x ∈ D|x 1 ≥ 1} and by (A.17) and the convergence above we find that ∂ t u * (t * , 0) = 0 and ∂ t u * (t, x) ≥ 0 in (−∞, T η ] × {x ∈ D|x 1 ≥ 1}.
Applying the strong maximum principle to ∂ t u * we obtain
But this is impossible since (3.1) implies that u * (t, x) − φ 1 (x 1 + x * 1 + c 1 t) → 0 as t → −∞ uniformly in {x ∈ D|x 1 ≥ 1}. In the case where t k → −∞ as k → ∞ we set u k (t, x) := u(t + t k , x + x k ) in (−∞, T η ] × {x ∈ D|x 1 ≥ 1}.
Then as above we can find a subsequence such that u k → u * in C and again by the strong maximum principle we conclude
But this is again impossible because up to choosing a subsequence it holds that u * (t, x) = φ 1 (x 1 + c 1 t + α), where α ∈ [−M η , M η ].
Hence the Lemma is proved.
With the help of this Lemma we can now prove the uniqueness of entire solutions of (1.2) subject to (3.1). Suppose there exists another entire solution v of (1.2) satisfying (3.1). We choose η > 0 sufficiently small such that for some β > 0. Then for any ε ∈ (0, η) we find t ε ∈ R such that v(t, ·) − u(t, ·) L ∞ < ε for − ∞ < t < t ε . Next we show that W + and W − are super-and subsolutions in the time range t ∈ [0, T η − t 0 − σε]. It suffices to check this on {W + < 1}, since 1 already is a solution of (1.2). We see that
= σεβe −βt ∂ t u − εβe −βt + f (x, u) − f (x, u + εe −βt ) = εe −βt σβ∂ t u − β − ∂ u f (x, u + θe −βt ) , where θ(t, x) is some function such that θ(t, x) ∈ [0, 1]. (For u and ∂ t u we have always omitted the arguments (t 0 + t + σε(1 − e −βt ), x) .) We do now distinguish the following cases: If x ∈ D η (t + t 0 + σε(1 − e −βt )), then by Lemma A.1
Therefore we get L W + > 0 if we choose σ > 0 sufficiently large (independently of ε).
On the other hand, if x / ∈ D η (t + t 0 + σε(1 − e −βt )) then Substituting t 0 + t by t we can rewrite this inequality as u(t − σε(1 − e −β(t−t0) ), x) − εe −β(t−t0) ≤ v(t, x) ≤ u(t + σε(1 − e −β(t−t0) ), x) + εe −β(t−t0)
for t ∈ [t 0 , T η − σε] and (still) t 0 ∈ (−∞, T η − σε]. Letting t 0 → −∞, we obtain u(t − σε, x) ≤ v(t, x) ≤ u(t + σε, x) for all t ∈ (−∞, T η − σε], x ∈ D.
Hence by the comparison principle the above inequalities hold for all (t, x) ∈ R × D. Letting ε → 0 (σ was independent of ε) we find u ≡ v in R × D and the proof is finished.
