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Abstract
We consider robust control synthesis for linear systems with complex specifications that are affected by uncertain distur-
bances. This work is motivated by autonomous systems interacting with partially known, time-varying environments. Given a
specification in bounded linear temporal logic, we propose a method to synthesize control policies that fulfill the specification
for all considered disturbances, where the disturbances affect the atomic propositions of the specification. Our approach relies
on introducing affine disturbance feedback policies and casting the problem as a bilinear optimization problem. We introduce an
inner approximation of the constraint set leading to a mixed-integer quadratic program that can be solved using general-purpose
solvers. The framework is demonstrated on a numerical case study with applications to autonomous driving.
I. INTRODUCTION
Increased autonomy in applications ranging from transportation to energy systems necessitates the synthesis of controllers
that perform safely in the presence of uncertainties. Often, such control laws need to satisfy complex specifications. To move
beyond single objective and point-to-point motion planning towards complex specifications, formal methods, such as linear
temporal logic (LTL) [1], can be used. LTL combines propositional logic with temporal operators to enable the expression
of logical statements in time. Once a specification is formulated, standard model checking tools can be used to synthesize
hybrid controllers [2]–[4] based on a finite-state abstraction which bisimulates the original continuous system. For discrete-
time linear or mixed-logical dynamical systems [5], the problem of finding trajectories that satisfy LTL specifications can be
posed as a mixed-integer linear or quadratic program (MILP/MIQP) [6], [7] and can be applied in a receding horizon fashion
[?]. This approach naturally allows for the consideration of continuous states and inputs. It benefits from the computational
advances in mixed-integer optimization algorithms, rather than constructing a possibly large discrete abstraction.
Dealing with uncertainties is an area of active research in the context of control synthesis with formal specifications.
The source of such uncertainties can be broadly classified into two categories: internal, meaning uncertainty in the system
dynamics or the system model, and external, meaning uncertainty affecting the environment. Such external uncertainties
can correspond to uncertainty in target locations or uncertain behavior of the environment. Furthermore, the objective when
dealing with uncertainty is usually two-fold (i) to improve controller performance by incorporating knowledge about the
uncertainty into the controller synthesis, e.g., taking into account known probability distributions of, or bounds on, the
disturbance, and (ii) to robustify the controller against the disturbances, avoiding violation of the specifications for any
disturbance realization.
Stochastic models have been used to cope with probabilistic uncertainty affecting the dynamical system, whereas proba-
bilistic specification languages have been introduced to address external uncertainty. In [8] stochastic hybrid systems and a
subset of LTL specifications are considered. Maximizing the probability of satisfying the specification is cast as a stochastic
reachability problem. This is generalized to include probabilistic uncertainties in the location of goal and obstacle sets
[9]. In [10], [11] general LTL specifications for a finite-state Markov decision process (MDP) are considered. A dynamic
programming approach is proposed to synthesize controllers that satisfy the specification. Finally in [12] MDPs are used
with a probabilistic specification language. These approaches aim to achieve satisfaction of the specification in probability
and do not consider other performance criteria. This is in contrast to [13], where a minimum-time objective is pursued,
while ensuring that uncertain obstacles are avoided with a given probability. However, [13] does not address general LTL
specifications.
In a robust setting, past work has addressed uncertain environments. A powerful concept for temporal logic planning in
uncertain environments is reactive planning/synthesis. In this framework, generalized reactivity(1) specifications [14] are
used that capture both the task specifications and the allowed uncertain behavior of the environment. In [15] standard tools
for LTL controller synthesis are used to generate controllers that are robust to uncertain environment behavior. In addition,
[16] addresses the receding horizon case. However, these methods cannot easily capture dynamic disturbances. Alternatively,
in [17] signal temporal logic, a more advanced specification language that captures robustness, is used. It quantifies the
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degree of satisfaction of a specification. Trajectories that maximize robustness can be generated via repeated solution of
MILPs.
A. Contribution
In this work, we focus on LTL specifications in uncertain or time-varying environments. Our motivation stems from the
presence of uncertainties in the obstacles or goal sets. Hence, we introduce a framework in which the atomic propositions in
LTL are themselves affected by uncertainty. In contrast to methods presented in the literature, we synthesize a robust control
policy. We propose a novel approach based on the use of affine disturbance feedback policies to cope with uncertainties.
The use of feedback improves performance compared to open-loop control policies by taking into account measurements of
past disturbances in real time. While this approach is well-known in the model predictive control literature, its application to
formal method control synthesis, to the best of our knowledge, has not been explored before. To deal with the computational
complexity of the resulting robust MILP/MIQP, we propose an inner approximation and illustrate its performance via a case
study.
II. PROBLEM FORMULATION
We consider discrete-time linear systems
xk+1 = Axk +Buk , (1)
where xk ∈ Rnx is the system state at time k and uk ∈ Rnu is the control input applied between time k and k + 1.
Note that results of this work extend to systems affected by additive disturbances and can further be extended to discrete-
time hybrid dynamics described via mixed-integer constraints in the framework of mixed logical dynamical systems [5].
A. Uncertain Temporal Logic Specifications
In safety critical planning problems it is often desirable to impose strict specifications for the allowed trajectories.
Specifications can include statements such as reach-avoid, reaching a goal set while avoiding obstacles, or coverage, visiting
a collection of regions. Linear temporal logic allows the rigorous description of such specifications. For system (1), we
define a finite trajectory, or run, of length L starting at xj , as
xLj :=
[
x>j x
>
j+1 . . . x
>
j+L
]>
,
a sequence of states xk such that for each k = j, . . . , j + L− 1 there exists an input uk such that xk+1 = Axk +Buk.
We consider LTL specifications that are affected by an uncertain disturbance vector w ∈ Rnw . Given a specification ϕ,
length L and index j, we want to find a control input sequence uLj :=
[
u>j · · · u>j+L−1
]>
such that the run xLj satisfies
the specification ϕ for all disturbance sequence realizations wLj :=
[
w>j . . . w
>
j+L
]>
contained in a bounded polyhedron
WLj ⊆ R(L+1)nw , i.e.,
(xLj ,w
L
j ) |=ϕ ∀wLj ∈WLj .
For simplicity we consider LTL formulae in positive normal form [18]. To avoid issues with unbounded effects of the
disturbances, we furthermore use bounded LTL formulae, without loops [19, Definition 2.1], a subset of the usual LTL
semantics. A formula in LTL is a combination of atomic propositions p taken from a finite set AP := {p1, . . . , pm},
propositional logic operators ¬ (not), ∧ (and) and ∨ (or), and temporal operators # (next), U (until) and R (release). More
formally, we define LTL formulae via the grammar
p | ¬p | φ ∧ ψ | φ ∨ ψ | #φ | φ U ψ | φ R ψ ,
where φ, ψ are LTL formulae. Atomic propositions take values in {true, false}. In the context of this work, the disturbance
w enters the description of the atomic propositions pi ∈ AP, i.e., each pi is associated with a polyhedral set
Pi := {(x,w) ∈ Rnx+nw | P xi x ≤ Pwi w + ρi} ,
defined over the state-disturbance space.
Given a sequence of disturbance realizations wLj , a run x
L
j satisfies an atomic proposition pi if the augmented state
zLj := (zj , . . . , zj+L), with zˆ := (xˆ, wˆ), satisfies zj ∈ Pi. The satisfaction of the formula pi is denoted by zLj |= pi. The
propositional operators are defined as
zLj |=¬pi iff zj 6∈ Pi , (2a)
zLj |=φ ∧ ψ iff zLj |=φ and zLj |=ψ , (2b)
zLj |=φ ∨ ψ iff zLj |=φ or zLj |=ψ , (2c)
and the temporal operators are defined as
zLj |=#φ iff zL−1j+1 |=φ , (2d)
zLj |=φ U ψ iff ∃ˆ ∈ {0, . . . , L− 1} s. t. zL−ˆj+ˆ |=ψ and ∀i ∈ {0, . . . , ˆ− 1} : zL−ij+i |=φ , (2e)
zLj |=φ R ψ iff ∀ˆ ∈ {0, . . . , L− 1} : zL−ˆj+ˆ |=ψ or ∃i ∈ {0, . . . , ˆ− 1} s. t. zL−ij+i |=φ . (2f)
We introduce the additional temporal operators ♦φ := true U φ (eventually) and φ := false R φ (always).
B. Robust Policy Synthesis
Given a fixed planning horizon N and initial state x0, we define the state trajectory x := xN0 , disturbance sequence
w := wN0 and corresponding input u := u
N
0 , with
W :=WN0 := {w ∈ R(N+1)nw |Ww ≤ v} ,
a closed and bounded polyhedron, with W ∈ Rnv×(N+1)nw and v ∈ Rnv .
Employing causal disturbance feedback policies allows us to synthesize a control law that can react to past disturbances
in real-time based on measured data. Such robust feedback policies can be generated, even though only bounds on the
disturbances are known during control synthesis.
Problem 1: Given an LTL specification ϕ, find a sequence of causal disturbance feedback policies
u0(w0), . . . , uN−1(w0, . . . , wN−1) ,
such that for all realizations of the uncertainty w ∈W : we minimize an objective function and satisfy (i) input constraints
uk ∈ U ⊆ Rnu , (ii) state constraints xk+1 ∈ X ⊆ Rnx , and (iii) the specification (x,w) |=ϕ.
III. SOLUTION APPROACH
Searching for general feedback policies is intractable. Hence, we focus on linear feedback. We define a causal, affine
disturbance feedback policy with parameters H ∈ RNnu×Nnw and h ∈ RNnu :
u =
H1,1 0... . . . ...
HN,1 · · · HN,N 0

︸ ︷︷ ︸
[H 0 ]
w +
h1...
hN

︸ ︷︷ ︸
h
. (3)
Such affine policies are used in robust control [?], [20] to improve performance compared to open-loop policies. By setting
H = 0 we have an open-loop policy, which is similar to the approach in [17]. There, worst-case disturbance sequences are
computed via MILPs and then the trajectory is robustified against those sampled sequences. In our approach, using linear
programming duality, only one mixed-integer program (MIP) needs to be solved to obtain guarantees for all disturbances.
Substituting policy (3) into the discrete-time system equations (1), we express the trajectory x as a function of the initial
state x0, the disturbance sequence w, and the parameters H and h of our policy:
x =

A0
A1
...
AN

︸ ︷︷ ︸
A
x0 +

0
B
AB B
...
. . .
AN−1B · · · AB B

︸ ︷︷ ︸
B
u
= Ax0 +
[
BH 0
]
w +Bh .
We consider the following robust policy synthesis problem:
Problem 2 (Robust policy synthesis):
min
H,h
J(H,h)
s. t.
[
H 0
]
w + h ∈ U ,
Aθ +
[
BH 0
]
w +Bh ∈ X ,
(Aθ +
[
BH 0
]
w +Bh,w) |=ϕ
∀w ∈W , (4)
where, J : RNnu×Nnw × RNnu → R is the convex quadratic objective and θ ∈ Rnx is the parametric initial state.
Furthermore, U := U × . . .×U ⊆ RNnu and X := X × . . .×X ⊆ RNnx are the “stacked” input and state constraints, with
U and X compact, convex polyhedra.
Remark 1: The case where the disturbance has known linear dynamics vk+1 = Awvk + Bwwk with an uncertain input
wk, naturally fits into the presented framework. Disturbance state feedback uk = Kk+1vk +κk+1 can be equivalently posed
as disturbance feedback by appropriate choice of W and restrictions on the structure of H.
A. Conversion to Robust Mixed-Integer Program
It is known that specification constraints of the form z |=ϕ can be transformed into linear mixed-integer inequalities [7].
This is achieved by introducing auxiliary variables, some of which are restricted to be binary. We transform the constraint
(Aθ +
[
BH 0
]
w +Bh,w) |=ϕ ,
of Problem 2 into a set of mixed-integer inequalities:
fϕ(H,h, θ,w, δ) :=
(
F x
[
BH 0
]
+ Fw
)
w + F xBh+ F xAθ + F δδ + f ≤ 0 , (5)
where the auxiliary vector δ ∈ ∆ := Rnc × {0, 1}nb consists of nc continuous and nb binary variables. The matrices F x,
Fw, F δ and vector f are of appropriate dimensions. Notice, that (5) is linear in θ, h and δ, and bilinear in H and w. We
augment the specification constraint (5) with the input and state constraints of Problem 2. This yields the following set of
mixed-integer inequalities:
gϕ(H,h, θ,w, δ) :=
(
GH
[
BH 0
]
+Gw
)
w +GHBh+GθAθ +Gδδ + g ≤ 0 , (6)
where gϕ(H,h, θ,w, δ) consists of mϕ constraints and the matrices GH , Gw, Gθ and Gδ , as well as the vector g have
appropriate dimensions. The number nb of binary variables does not change. Substituting the set of mixed-integer inequalities
(6) into Problem 2 yields an optimization problem with linear mixed-integer constraints that need to be satisfied robustly, i.e.,
for all w ∈W . To make this problem tractable, we will reduce the robust constraint to a set of mixed-integer constraints.
B. Reduction to Mixed-Integer Program
The set of robustly admissible feedback gains H and h, parametrized by the initial state θ, is given as follows:
Cϕ :={(H,h, θ) ∣∣ (4) holds for H,h given θ }
=
{
(H,h, θ) | ∀w ∈W ∃δ ∈ ∆ s. t. gϕ(H,h, θ,w, δ) ≤ 0}
=
{
(H,h, θ) |max
w∈W
min
δ∈∆
max
i
gϕi (H,h, θ,w, δ) ≤ 0
}
, (7)
where gϕi denotes the i-th component of g
ϕ. The solution of minδ∈∆ maxi g
ϕ
i (H,h, θ,w, δ) is a piecewise affine function
in Hw, h and θ [21]. The challenge in solving (7) is due to the max-min structure and the bilinear dependence on H and
w. In particular, the maximization over w leads to non-linear constraints [22]. Using linear programming duality, Cϕ can be
represented by constraints that are linear in h and θ, but contain bilinear terms involving H. This results in a representation
of Problem 2 as a bilinear program, which can be solved via spatial branch-and-bound [23]. For the case of H = 0, the
set Cϕ can be represented by linear mixed-integer inequalities, leading to a mixed-integer formulation which can be solved
using general-purpose MIQP solvers.
To avoid the difficulty of solving a bilinear optimization problem for the general case H 6= 0, we propose a simple
inner approximation. This approximation produces a mixed-integer program and usually helps to preserve sparsity in the
optimization problem. We consider the set
Cϕ :=
{
(H,h, θ)
∣∣∣ ∃δ ∈ ∆ , λi ∈ Rnv+ for i = 1, . . . ,mϕ s. t. for all i = 1, . . . ,mϕ :
v>λi +GHi·Bh+G
θ
i·Aθ +G
δ
i·δ + gi ≤ 0 ,
W>λi =
(
GHi·
[
BH 0
]
+Gwi·
)> }
, (8)
where Gi· denotes the i-th row of matrix G.
Lemma 1: The constraint set Cϕ is an inner approximation of the robust specification constraint set Cϕ, i.e., any feasible
policy that satisfies (8) also satisfies (7).
Proof: First, we exchange the maximization over w with the minimization over δ in (7). This leads to the inner approximation
Cϕ := {(H,h, θ) ∣∣ ∃δ ∈ ∆ s. t. max
w∈W
i=1,...,mϕ
gϕi (H,h, θ,w, δ) ≤ 0
} ⊆ Cϕ .
For a given i ∈ 1, . . . ,mϕ, we use a standard robust optimization technique [24, p. 472], applying linear programming
duality to replace maxw∈W g
ϕ
i (H,h, θ,w, δ) with its dual
min
λi∈Rnv+
v>λi +GHi·Bh+G
θ
i·Aθ +G
δ
i·δ + gi
s. t.W>λi =
(
GHi·
[
BH 0
]
+Gwi·
)>
.
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x−w
eϕ(x,w)
(a) Piecewise affine constraint
function eϕ(H,h, θ, w) for
x = θ +Hw + h and w.
−1 1
−1
1
h+θ
eϕ(1, h, θ, δ)
(b) Mixed-integer constraint
function eϕ(H,h, θ, δ) for
H = 1. Cases δ = 1 (solid),
δ = 0 (dashed) illustrated for
values of h and θ
−1−θ 1−θ
1
2
−θ
h
H
(c) The set Cϕ of all feasi-
ble affine disturbance feedback
policies (solid) and its inner ap-
proximation Cϕ (dashed). Both
are parametrized by θ.
Fig. 1: Illustrating the difference between the exact robust specification constraint formu-
lation Cϕ and the mixed-integer inner approximation Cϕ for Example 1.
x0 w0
k = 0
−4 0 4
u0 x1 w1
k = 1
−4 0 4
Fig. 2: Illustration of ro-
bustly feasible feedback pol-
icy for Example 2.
Dropping the minimization over λi gives an upper bound. Collecting these upper bounds for i = 1, . . . ,mϕ yields (8).
Using the inner approximation Cϕ in Problem 2 results in Problem 3, a mixed-integer program that can be solved using
general-purpose MIQP solvers.
Problem 3 (MIQP):
min
H,h,δ,λ
J(H,h)
s. t. V
>
λ+GHBh+GθAθ +Gδδ + g ≤ 0 ,
W>λ = (Imϕ ⊗
[
H 0
]>
)G> + g> ,
δ ∈ ∆ ,λ ∈ Rmϕnv+ ,
where ⊗ denotes the Kronecker product and λ := [λ>1 . . . λ>mϕ]>, V := diag(v, . . . ,v), W := diag(W, . . . ,W),
G :=
[
GH1·B · · · GHmϕ·B
]
and g :=
[
Gw1· · · · Gwmϕ·
]
.
Theorem 1: Any solution H?, h? of Problem 3 is a feasible, possibly suboptimal, solution of Problem 2.
Proof: The proof follows directly from Lemma 1.
From Theorem 1 it follows that the policies obtained by solving Problem 3 robustly satisfy the specification for all disturbance
realizations.
Remark 2: Problem 3 has O(mϕnv +N2nunw +nc) continuous and nb binary decision variables, as well as O(mϕnw)
constraints. Mixed-integer solvers that can be used for instances of Problem 3 have a worst-case exponential complexity
in the number of binary variables, nb, whereas the complexity is polynomial, usually cubic, in the number of continuous
variables and constraints. As remarked in Section III-A, nb depends linearly on N . Solving Problem 3 therefore requires
time that is in the worst-case exponential in the planning horizon N .
C. On the role of feedback and the approximation scheme
The purpose of this section is to illustrate two points. First, in Example 1, we illustrate a simple case in which the inner
approximation is not tight. In Example 2, we illustrate a case in which no feasible open-loop policy exists but a feasible
disturbance feedback policy can be found.
Example 1: We consider a planning horizon of N = 1 and a simple dynamical system x = θ + u with initial state θ. A
scalar disturbance w ∈ W := [−1, 1] affects the specification ϕ := p ∨ q, where the polyhedra associated with p and q are
P := {x ∈ R | x ∈ [−1, 0] + w} and Q := {x ∈ R | x ∈ [0, 1] + w} .
Given the affine disturbance feedback policy u := Hw + h, we can construct the piecewise affine constraint function
eϕ(H,h, θ, w) := min
δ∈∆
max
i
gϕi (H,h, θ, w, δ) ,
illustrated in Figure 1a. We see that eϕ(H,h, θ, w) ≤ 0, i.e., the constraint is feasible, for all x and w such that −1 ≤
x − w ≤ 1. This yields a description of the set Cϕ with H and h, parametrized by θ and illustrated (solid) in Figure 1c.
In this example Cϕ is a convex polyhedron. However, in general it may be neither polyhedral nor convex. We also consider
the inner approximation Cϕ with the corresponding mixed-integer constraint function
eϕ(H,h, θ, δ) := max
w∈W
max
i
gϕi (H,h, θ, w, δ) ,
illustrated in Figure 1b for H = 1. For H 6= 1 the illustration in Figure 1b needs to be shifted upwards by |H−1|, reducing
the available choices for h. The set Cϕ of H and h, parametrized by θ, is depicted (dashed) in Figure 1c. We see that
Cϕ ⊂ Cϕ. Furthermore, when H = 0, the inner approximation is empty, while the exact solution has a unique feasible
policy: h = −θ.
Example 2: We consider simple integrator dynamics xk+1 = xk + uk with initial state x0 = 0. We define a safe set
Psafe := {x ∈ R2 | x1 ∈ [−2, 2] +w , x2 ∈ [−2, 2]} with associated atomic proposition psafe. The disturbance wk ∈ R is in
[−1, 1] for all time steps k. The initial state is illustrated in Figure 2. The objective is to find an input sequence u0, u1, . . .
that satisfies the specification ϕ :=  psafe for all disturbance realizations and all time steps k. Clearly this is not possible,
because the safe set can move both either left or right, i.e., no open-loop policy that robustly satisfies this specification
exists. However, it is easy to see, that the affine disturbance feedback policy uk = wk is robustly feasible.
IV. CASE STUDY
We consider a motion planning task on a two-lane highway illustrated in Figure 3. Two cars with known initial positions
are cruising on the upper lane at uncertain velocities in the range [93.4 km/h, 106.6 km/h]. The controlled car is driving on the
lower lane and has an initial velocity of 110 km/h. It is modeled as a 2-dimensional double-integrator affected by a constant
drag term: [
x˙1
x˙2
]
=
[
x3
x4
]
, and
[
x˙3
x˙4
]
=
[
u1
u2
]
− cd , (9)
where the state x ∈ R4 contains the position (x1, x2) of the car and the longitudinal and lateral velocities (x3, x4). The
accelerations (u1, u2) are the control inputs and are limited to the set U : u1 ∈ [−4 m/s2, 2 m/s2] and u2 ∈ [−3 m/s2, 3 m/s2].
The drag term cd is assumed to be 0.3 m/s2. The forward velocity is limited according to driving regulations to x3 ∈
[90 km/h, 120 km/h] and the lateral velocity x4 is limited to ±20 km/h. Additionally, we impose the lane constraint x2 ∈
[−3.5 m, 3.5 m]. We consider a reference frame moving in longitudinal direction with a constant velocity of 100 km/h. All
quantities are with respect to this frame. In Figure 3 the origin of this frame is always (0, 0). A discrete-time version of (9)
with sampling time Ts = 0.2 seconds is used.
A truck is approaching the controlled car from behind with an uncertain initial distance from the controlled car in the
range [7.5 m, 18 m] and an uncertain velocity between 110 km/h and 120 km/h. The goal is to escape the approaching truck
by performing a lane change. This needs to be accomplished without crashing for any realization of the stated position and
velocity uncertainties of the other vehicles. To model this scenario as an LTL specification, we introduce the three atomic
propositions pcar1, pcar2 and ptruck for the obstacles and a proposition pgoal for the goal set that we want to reach before
being hit by the truck. Hence, we want to satisfy the specification ϕ := 
(¬pcar1 ∧ ¬pcar2 ∧ ¬ptruck) ∧ ♦ pgoal for all
realizations w ∈W of the uncertainty. The sets corresponding to the atomic propositions are
Pcar1 :=
{
(x,w)
∣∣ 0 ≤ x1 ≤ 6.75 + w1 , 0 ≤ x2 ≤ 3.5} ,
Pcar2 :=
{
(x,w)
∣∣ 31.25− w2 ≤ x1 ≤ 38 , 0 ≤ x2 ≤ 3.5} ,
Ptruck :=
{
(x,w)
∣∣ 0 ≤ x1 ≤ w3 ,−3.5 ≤ x2 ≤ 0} ,
Pgoal :=
{
(x,w)
∣∣ 0 ≤ x2 ≤ 3.5} ,
and the set of disturbances W is defined as
W := {w ∈ R3(N+1) ∣∣ wk,i = ∑k
j=0
ωj,i for i = 1, . . . , 3, with
ωj,1 ∈ [−dc, dc] , ωj,2 ∈ [−dc, dc] for j = 0, . . . , N
ω0,3 ∈ [−13.5 m, 0 m] ,
ωj,3 ∈ [Ts · 10 km/h, Ts · 20 km/h] for j = 1, . . . , N
}
,
with dc := Ts · 6.6 km/h. Because a point model is used, the position constraints of all vehicles have to be modified to take
into account the car’s shape which is 4.5 m long and 2 m wide. For simplicity, these margins are omitted in the illustration.
The planning horizon is N = 20 and we use an objective function that promotes minimum time solutions, additionally
penalizing the control effort.
J(H,h, δ) :=
N∑
k=0
kδgoal,k︸ ︷︷ ︸
minimum time
+γ
( ‖h‖22 + ‖H‖2F max
w∈W
‖w‖22︸ ︷︷ ︸
control effort
)
,
with γ = 0.001. The binary variable δgoal,k equals one if the goal is reached at time k. We denote by ‖ · ‖2 the 2-norm and
by ‖ · ‖F the Frobenius norm.
We generated both an open-loop and a disturbance feedback policy using YALMIP [25] and Gurobi [26] to solve the
resulting MIQP on an Intel i7 CPU at 2.8GHz. The open-loop policy problem has 4198 continuous and 273 binary variables,
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and 7401 constraints. An optimal solution was found in 0.4 s. For the disturbance feedback policy, the proposed inner
approximation was used leading to a problem with 35338 continuous and 273 binary variables, and 52401 constraints. An
optimal solution was found in 17.3 s.
In Figure 3 the trajectory resulting from applying the synthesized feedback policy to the worst-case disturbance realization
is illustrated for the time steps k = 6, 13 and 20. The trajectory is feasible. Furthermore, the goal set is reached after 13
time steps and the car remains there for the remainder of the planning horizon. Figure 4 illustrates trajectories for different
disturbances taken uniformly randomly fromW (solid). Additionally, the trajectories for the best- and worst-case disturbance
are illustrated (dotted and dashed, respectively). The open-loop trajectory does not differ substantially from the feedback
trajectory resulting from the worst-case disturbance and is therefore omitted. Finally in Figure 5 we give the overall control
effort ‖u‖2 (sorted) that was needed for 1000 different disturbance realizations (solid line), as well as for the best-case
(circle), worst-case (square) and the open-loop case (dashed line). This illustrates that the feedback policy allows the
reduction of the control effort compared to the open-loop policy. Furthermore, for all disturbance samples, the feedback
policy required 13 time steps to reach the goal set whereas the open-loop policy required 14 time steps.
Note that, in practice the controlled car would estimate the disturbances based on measured positions of the vehicles and
apply disturbance feedback using these estimates.
V. CONCLUSIONS
We have addressed the problem of control synthesis for linear systems given bounded LTL specifications affected by
uncertain disturbances. We have formulated a robust policy synthesis problem with affine disturbance feedback to synthesize
policies that satisfy the specification for all considered disturbances. We cast this problem as a robust mixed-integer program.
Then we introduced a simple inner approximation of the constraint set resulting in an MIQP that can be solved using
general-purpose mixed-integer solvers. The proposed method therefore enables the generation of control policies that satisfy
the specification robustly and incorporates performance criteria such as minimum time or minimum control effort. The
framework was applied to a numerical case study of guiding a car in a lane changing maneuver on a highway.
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