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Abstract 
This thesis presents important insights and concepts related to the topic of the extraction of 
geometric primitives from the edge contours of digital images. Three specific problems 
related to this topic have been studied, viz., polygonal approximation of digital curves, 
tangent estimation of digital curves, and ellipse fitting anddetection from digital curves. For 
the problem of polygonal approximation, two fundamental problems have been addressed. 
First, the nature of the performance evaluation metrics in relation to the local and global 
fitting characteristics has been studied. Second, an explicit error bound of the error 
introduced by digitizing a continuous line segment has been derived and used to propose a 
generic non-heuristic parameter independent framework which can be used in several 
dominant point detection methods. For the problem of tangent estimation for digital curves, a 
simple method of tangent estimation has been proposed. It is shown that the method has a 
definite upper bound of the error for conic digital curves. It has been shown that the method 
performs better than almost all (seventy two) existing tangent estimation methods for conic as 
well as several non-conic digital curves. For the problem of fitting ellipses on digital curves, 
a geometric distance minimization model has been considered. An unconstrained, linear, non-
iterative, and numerically stable ellipse fitting method has been proposed and it has been 
shown that the proposed method has better selectivity for elliptic digital curves (high true 
positive and low false positive) as compared to several other ellipse fitting methods. For the 
problem of detecting ellipses in a set of digital curves, several innovative and fast pre-
processing, grouping, and hypotheses evaluation concepts applicable for digital curves have 
been proposed and combined to form an ellipse detection method. Performance of the 
proposed ellipse detection method is better than several recent ellipse detection methods and 
close to the ideal case. All algorithms presented in this thesis have been developed using 
detailed mathematical analysis of the discrete geometry involved. The validity of these 
methods has been verified using rigorous mathematical analysis, numerical experiments in 
various difficult scenario, and extensive testing on large image datasets of practical 
importance. The utility of these algorithms has been shown using three practical applications 
related to image processing for robotics, medical image processing, and object and face 
detection.    
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Chapter 1 : Introduction 
1.1 Background 
Most man-made objects and structures are defined by polygonal and quadric surfaces. 
Besides irregular and fractal surfaces encountered in nature, quadric surfaces are 
commonly encountered. Thus, it is not surprising that mankind has a long standing 
(more than 5000 years) fascination and inspiration to study the geometry of polygons 
and conics. From ancient civilizations of Aryans, Egyptians, Babylonians, etc. to 
Greek stalwarts like Thales, Pythagoras, Euclid, and Archimedes to the modern day 
engineers and mathematicians, geometry has triggered the imagination of many and 
served as the tool for several practical engineering innovations. 
In the context of image processing, the role of geometry begun since computers could 
read the image as an intensity matrix and mathematicians could then manipulate the 
intensity matrix to derive some geometric properties and patterns from the image using 
the computers. It can be said that the study of geometric features or properties of 
images is as old as the field of digital image processing, which begun approximately in 
the decade of 1960s. 
Images are the projections of the light emanating from the objects in front of the 
sensor. Thus, images contain two-dimensional projections of the three-dimensional 
shapes of the objects. Thus, the images are replete with geometric shapes like lines, 
polygons, conics, etc.  Ideally, if there are no artifacts due to illumination conditions, 
sensor defects (aberrations, digital sensor grid, etc.), noise, etc., the shapes in the 
image are ideal projections of the shapes of the objects in the image. Here, the effect 
of the point spread function has been ignored and it is assumed that ray optics is valid. 
If the shapes in the images can be correlated to their corresponding objects, such tool 
is very helpful in image analysis for diverse applications. This is the main motivation 
in the continued interest of the image processing research community on the topic of 
geometry in image processing.  
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Several geometric properties of interest are found in the images. Some of them include 
finding the edges representing the boundaries of shapes, determining shapes, angles, 
and curvatures, computing tangents at the boundaries, etc. All these topics have 
interested researchers for more than 50 years already [5-15]. The research on edge 
detection is quite mature already [5-10] with pioneering works reported in [16-18]. 
However, given the edge map of the image, the problems of shape detection, curvature 
estimation, and tangent computations continue to be active research topics [19-24]. 
This thesis specifically deals with the following three geometric problems involving 
the edge contours which have wide application in several image processing problems: 
1. Representing shapes of the digital curves using approximate polygons 
2. Estimating tangents in digital curves 
3. Finding elliptic shapes in images using digital curves. 
While the progress in image processing and computer vision has been fast and 
successfully applied in complex applications like face detection, object detection, etc., 
these fundamental problems experienced in image processing are often neglected 
despite their significant influence in these high end applications [19, 25-30]. The main 
reason behind this neglect is the technological challenges related to the geometric 
features. The major technical issues are presented briefly in a few paragraphs below. 
The first issue is the effect of digitization in the images. Problems of estimating 
tangents, finding geometric shape features, or representing geometric shapes are 
generally easy to deal with in the continuous space. This is because in the continuous 
space, these geometric properties are governed by analytical equations whose solutions 
may lie in the continuous space. These problems become significantly difficult in the 
digitized or quantized pixel space of images because the analytical equations may not 
take any continuous solution for this case. The chosen solution is almost always an 
approximate integer solution nearest to the actual solution of the analytic equations. 
Digitization introduces a non-linear corruption in the continuous curve which cannot 
be analyzed using equations [20, 29-31]. A very simple example is presented in Figure 
1.1-1. It demonstrates how the continuous shape of a semicircle gets corrupted due to 
digitization. 
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(a) A shape in continuous domain (b) Digitized curve corresponding to (a) 
Figure 1.1-1: Illustration of the effect of digitization on continuous 
curves. 
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Figure 1.1-2: Various optical effects that non-linearly distort the 
shapes. 
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2. Estimating tangents in digital curves, 
3. Primitive ellipse fitting using edge pixels, and 
4. Ellipse detection for practical scenario using hybrid approaches. 
Each of the above topics is significantly different from each other. For each of these 
topics, the challenges related to it, the background literature review, and a gist of the 
work presented in this thesis is presented. 
1.2 Polygonal approximation of digital curves 
In several image processing applications [38-45], it is desired to express the 
boundaries of shapes (edges) using approximate polygons made of a few 
representative pixels (called the dominant points) from the boundary itself. Through 
polygonal approximation (PA), it is sought to represent a digital curve using fewer 
points such that: 
i. The representation is insensitive to the digitization noise of the digital curve. 
ii. The properties of the curvature of the digital curve are retained, so that 
geometrical properties like inflexion points or concavities can be subsequently 
assessed. 
iii. The time efficiency of higher level processing can be improved since the 
digital curve is represented by fewer points. 
 
An example is presented in Figure 1.2-1. In Figure 1.2-1, a digital shape of a maple 
leaf is illustrated. The boundary of the shape is made of 244 pixels. A PA of this shape 
 
Figure 1.2-1: Example of polygonal approximation of a digital 
shape. 
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is shown in Figure 1.2-1. The maple leaf is represented using only 27 dominant points 
in this approximation and the concavities associated with the maple leaf are preserved 
(labeled A-F).   
Despite being a very old problem of interest, this problem attracts significant attention 
even today in the research community. Some of the recent PA methods are proposed 
by Masood [36, 46], Carmona-Poyato [35], Ngyuen [37], Wu [47], Kolesnikov [40, 
48], Bhowmick [49] and Marji [50] while a few older ones are found in [12, 13, 51-
60]. These algorithms can be generally classified based upon the approach taken by 
them. For example, some used dynamic programming [40, 48, 52], while others used 
splitting [12, 13, 53], merging [54], digitally straight segments [37, 49], suppression of 
break points [35, 36, 46, 50], curvature and convexity [47, 51, 55, 58]. 
Among the older methods, The method of Teh and Chin [51] relies primarily on the 
accurate determination of the support region based on chord length and the 
perpendicular distance of the pixels from the chords to determine the dominant points. 
Ansari [58] proposed a method in which a support region is assigned to each boundary 
point based on its local properties. A combination of Gaussian filtering and a 
significance measure is used on each pixel for identifying the dominant points. 
Cronin’s [59] method finds the support region for every pixel based on a non-uniform 
significance measure criterion calculated by locally determining the support region for 
each point. Ray and Ray [61] proposed a k-cosine-transform based method to 
determine the support region. Sarkar [62] proposed a chain code manipulation based 
method for determining the dominant points where the chain code is sufficient and the 
exact coordinates of the pixels are not necessary. 
Regarding the recent methods like Masood [46], Carmona-Poyato [35], and Nguyen 
[37], these methods have already shown considerable improvements over earlier 
dominant point detection or PA methods. However, all of these methods except 
Carmona-Poyato [35] use local properties of fit like the maximum distance (deviation) 
of the pixels on the digital curve from the fitted polygon. On the other hand Carmona-
Poyato [35] uses a ratio ‘r’ which incorporates the quality of the global fit instead of 
the local fit. 
The reasons for the continued relevance of this problem in the current era are 
highlighted here: 
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1. The performance metrics for evaluating the performance of a PA method, and 
2. The control parameter and optimization goal used in the PA method. 
The technical details about these reasons are discussed in section 2.1. This thesis 
addresses both issues. Specifically, the work in this thesis has the following 
contributions to the PA problem: 
i. Two simple metrics that relate to the global and local properties of fit of the 
polygon are proposed, 
ii. It is shown using these metrics that the global and local properties of fit are 
always conflicting in the least squares fitting scenario and that most existing 
PA methods optimize either the local or the global properties of fit, 
iii. A PA method based on simultaneous optimization of both the local and global 
properties of fit is proposed, 
iv. An upper bound of the error in line fitting due to digitization is derived, 
v. This upper bound is used to design a non-parametric framework which can be 
used to make most PA algorithms independent of control parameters and 
related heuristics, 
vi. The applicability of the framework is shown for a very popular PA method and 
two recently proposed PA methods, and 
vii. Experiments of various types are conducted to show the various practical 
aspects of PA problems and the performance of the proposed methods. 
1.3 Tangent estimation for digital curves 
Tangent estimation (TE) is important in many applications like shape and perimeter 
estimations, concavity analysis, segmentation, etc. Despite the significant influence of 
the error in TE, most researchers tend to use heuristics and algorithms tailored 
specifically to the application. Also, they typically use complex optimization or curve 
fitting based algorithms that are computationally intensive, parameter controlled, 
sensitive to the digitization error, noise, and distortion. The problem of tangent 
estimation for digital curves had long been considered old and saturated [19-24]. 
However, a few researchers have begun to address the problem of tangent estimation 
for digital curves, with the specific aim of proposing criteria for evaluating the 
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performance of tangent estimators and the development of better tangent estimators for 
practical applications [20, 21]. 
The problem of tangent estimation (TE) for digitized curves faces the following 
conceptual challenges: 
1. The tangent is typically defined on a point, though it is a property of the 
continuous curve to which the point belongs. Thus, it has the local as well as 
the global properties of the curve. Due to digitization, both these properties are 
affected and the nature or extent of the effect cannot be quantified or analyzed 
using simple mathematical tools. At best, some estimates of maximum error or 
localized precision may be developed. 
2. Usually, while estimating the tangents, prior information about the nature of 
the curve is unavailable. Further, appropriate size of the local region around a 
point is also unknown. Hence, the choice of these parameters is mainly 
heuristically guided and non-robust. 
One of the methods to find the tangent is to use continuous function (typically second 
order) to approximate the curvature of the digital curve in a local region around the 
point of interest [27, 63, 64]. The derivative of the continuous function is then used to 
determine the tangent. Such approach is restrictive in the choice of the nature of 
continuous function and the definition, shape, and dimension of the local region, etc. 
Further, there are applications where tangents need to be computed to fit a shape (for 
example ellipse) on the digital curve [25, 28, 45, 65]. In such cases, it is difficult to 
rely on a method that first fits a shape in the local region to estimate the tangent, and 
then uses the tangent to fit a shape to the whole curve.  
In order to overcome the problem of choosing the continuous function, researchers 
sometimes use a Gaussian filter to smoothen the digital curve and obtain a smooth 
continuous curve. This Gaussian smoothened continuous curve is then used for 
estimating the tangents [44]. In essence, this is similar to applying a one-dimensional 
spatial Gaussian filter. A similar approach is taken in [66], where one-dimensional 
spatial median filtering is used. Another method is to consider a family of continuous 
curves of various types. The complete digital curve is approximated by one of the 
continuous curves in the family using a global optimization technique. The tangents 
are then computed on the curve chosen by optimization [67]. A different approach is to 
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approximate the digital curves using line segments. Two main variations in this 
approach are in vogue. The first variation is based on the theory of maximal segments 
[20]. At the point of interest, the maximal line segments passing through it are found 
and weighted convex combination of their slopes is used to find the orientation of the 
tangent. This method is parameter-free, has asymptotic convergence, and incorporates 
convexity property. Though the theory of maximal segments is well-developed and 
fool-proof, the assumption that their weighted combination (and the value of the 
weights) is indeed a true representation of the curvature is based on heuristics, rather 
than analytic foundation. Despite that, to our knowledge, this is the first parameter-
independent tangent estimation method (though involving heuristic choice of a 
function) that provides good properties in tangent estimation.  
The second variation is to approximate the digital curve using small line segments 
such that the maximum deviation of any point on the digital curve with one of the 
fitted line segments is small; for example, below a threshold value of a few pixels [44, 
68]. This procedure divides the curve into small sub-curves each corresponding to a 
fitted line segment. The slope of the tangent at the midpoint of each sub-curve is then 
considered to be the same as the slope of the corresponding line segment. The main 
restriction with this method is that the tangents are available only at some points of the 
digital curves, viz., the mid points of the digital sub-curves. In our opinion, such 
method is essentially similar to the concept of maximal segments [20], especially if the 
threshold of the maximum deviation is less than or equal to 1.414 pixel. 
This thesis proposes a very simple and computationally efficient tangent estimator. It 
is shown that despite the simplicity of the method, the method has a definite upper 
bounded error for conics. Thus, this method does not suffer from the tangent 
estimation singularity experienced by other methods [31, 69]. The method uses a 
simple control parameter and a rule of thumb for choosing the control parameter is 
also provided. It is notable that the rule of thumb also uses the upper bound of the 
error in tangent estimation and thus it is less empirical than most other tangent 
estimation methods. Extensive numerical experiments validate the superiority of the 
proposed tangent estimator over almost all the existent tangent estimators. Further, the 
applicability of the proposed tangent estimator for non-conic curves with convex and 
concave curvatures is also exhibited. 
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1.4 Primitive ellipse fitting 
Ellipses appear in many natural objects ranging from cells and nuclei to astronomical 
bodies. Further, ellipses also appears commonly in man-made objects from medicinal 
tablets to space ships. Thus, using simple mathematical framework to detect ellipses 
from edge data has inspired many researchers.  
Initially, approaches like least squares fitting and Hough transform (HT) were the 
main approaches used by researchers. These approaches generally use the 
mathematical model of ellipse and the edge pixels for detecting the ellipses. Hough 
transform was introduced for ellipse detection in [14] in the form of simplified Hough 
transform (SHT). Modifications of Hough transform, randomized Hough transform 
(RHT) [70, 71] and probabilistic Hough transform [72, 73] were proposed to improve 
the performance of HT for non-linear problems like ellipse detection. HT based ellipse 
detection methods are usually more robust than least squares based ellipse detection 
when the edge contours are not smooth because they use pixels for detecting the 
ellipses instead of the edge contours (connected edge pixels) [74] while most least 
squares formulations for detecting ellipses use edge contours.  
HT based ellipse detection methods have two main problems. The first problem is that 
HT is computation and memory intensive because it uses a five-dimensional parameter 
space. For solving the problem of five-dimensional parameter space, many methods 
were proposed that split the five-dimensional space into two or more subspaces with 
lesser dimensionality and deal with each of the subspaces in separate steps [28, 75-78]. 
The most popular approach in these methods was to find the centers of the ellipses 
using geometrical theorems and Hough transform in the first step and finding the 
remaining parameters of the ellipses in the second step. Second problem is that since 
the pixels used in HT need not belong to the same edge contour, number of samples 
required for detecting each ellipse is very high. Once an ellipse is detected, the pixels 
near the detected ellipses are not considered for the detection of the next ellipse. Due 
to this, HT based methods may be unable to detect all obvious ellipses (represented by 
edge contours) and the accuracy of such methods reduces with the increase in the 
number of ellipses. Some methods used edge contours (instead of edge pixels) and 
piece-wise linear approximation of edge contours to improve the performance of HT 
[76, 79]. 
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Least squares based method was used for ellipse detection in [80-85]. Least squares 
based methods usually cast the ellipse fitting problem into a constrained matrix 
equation in which the solution should minimize the residue in the mathematical model. 
The choices of constraints and solution approaches for constrained matrix equations 
have an impact on the performance and selectivity of the ellipse detection methods 
[80, 83]. One problem with the least squares method is over-fitting of the data. Many 
pixels are used for ellipse detection and the elliptic hypothesis that minimizes the 
residue in the chosen mathematical equation and satisfies the constraint is generated. 
Thus, the chances of fitting an ellipse on a non-elliptic curve are high [84]. Second, 
though the amount of residue is used as the quality of fit and termination criterion, it 
may not necessarily be related directly to the quality of the detected ellipse.  
The least squares methods currently in use are based on the fundamental work by 
Rosin [82, 83, 86-88] and Fitzgibbon [80]. They both employ the algebraic equation of 
general conics to define the minimization problem and additional numeric constraints 
are introduced in order to restrict the solutions to the elliptic curves. In other works 
[86-89], Rosin developed and tested several error metrics for quantifying the quality of 
fit. Fitzgibbon [80] solves the constrained minimization problem using generalized 
eigenvalue decomposition. It is shown in this thesis that the method of Fitzgibbon [80] 
is prone to the problem of numerical instability and a simple modification of the 
method can make it numerically more stable. All the methods discussed above employ 
algebraic equation of the ellipse and the algebraic distance of the points on the ellipse 
as the cost function. As opposed to these, Ahn’s method [90] uses the geometric 
distances of the data points from the ellipse as the central quantity for fitting the 
ellipse. Ahn’s method involves nested iterative non-linear optimization, which makes 
it computation intensive and prone to the problem of local minima. Beyond this 
problem, Ahn’s method in general has a superior performance due to the fact that it 
uses minimization of the geometric distance instead of the algebraic distance which 
results in more physically relevant solutions. 
In both HT and least squares methods, if the points chosen lie actually on the loci of 
interest, the error in retrieval is expected to be very low. In such case, a small bin size 
is able to provide good precision [91]. However, actual points on the loci are hardly 
available from images, since the digitization rounds the coordinates of the actual 
points to the nearest integers [92, 93]. Digitization effect may impose severe 
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restrictions on methods based on analytical equations. For example, it is easily 
conceivable that such methods will result into large errors for small circles and ellipses 
because the round off error due to quantization is of the order of the ellipse itself in 
these cases. Another example is the error in highly eccentric ellipses. However, the 
error may be non-negligible in other cases as well and may depend upon the choice of 
points [94]. Despite the practical importance of the effect of quantization on the 
accuracy of such methods, this issue has received least attention [91-93]. If such issues 
and their impact on the accuracy of these methods are understood, better techniques 
may be designed, reliable constraints may be introduced, and better methods may be 
chosen for achieving an acceptable accuracy in practice. 
This thesis proposes an ellipse fitting method based on least squares which uses the 
concept of minimizing the geometric distance of the data points from the ellipse to be 
fitted. However, as compared to Ahn’s method [90], the proposed method uses a linear 
least squares model and shifts the non-linearity involved in the determination of the 
geometric parameters of ellipse into a non-linear, but unique and easily computable 
operator. Further, the method is unconstrained and non-iterative. The proposed method 
performs superior to the remaining methods for various experiments and gives less 
false positives as compared to other methods. As a consequence, it is more suitable 
than other methods for the problem of detecting ellipses in images. 
1.5 Ellipse detection for practical scenario using hybrid approach 
Ellipse detection in real images has been an open research problem for a long time. 
However, the performance is still poor for most real images like images of the Caltech 
256 dataset [1]. Most hybrid approaches use a combination of pre-processing of edges 
for curvature correction, some or the other grouping scheme (usually based on edge 
continuity), primitive ellipse fitting algorithms (like discussed in section 1.4), elliptic 
hypotheses selection schemes, etc. Thus they are usually grouped under the umbrella 
term ‘hybrid ellipse detection methods’. 
While there are some sophisticated algorithms for detecting ellipses from images, most 
of these algorithms cannot be used in real time applications. Further, there is generally 
a least squares method at the core of these algorithms [80, 82, 83, 86, 87] and the other 
pre-processing and post-processing steps are used to increase the selectivity of the 
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algorithms to only elliptic shapes and reduce the false positives [25, 34, 68, 95, 96]. 
For instance, least squares methods typically need a fraction of a second, while extra 
processing steps used for improving selectivity may require a few seconds [34] to a 
several few minutes per image [33]. Furthermore, the selectivity of the ellipses can be 
poor and ellipses may be fitted in non-elliptic curves as well. For real time applications 
such as pupil tracking, where time is a critical parameter, a large number of processing 
steps are deemed undesirable and generally least squares method has to be used alone. 
Even for non-real time applications, it is desirable to have a least squares method that 
is inherently selective and good at reducing the false positives for non-elliptic curves, 
so that the burden on extra processing can be reduced. 
Researchers commonly use edge following methods for this problem, in which the 
connectivity of the edge pixels in the form of edge contours and the continuity of edge 
contours were used in addition to the mathematical model of ellipse [33, 34, 68, 81, 
92, 97-99]. These methods work well for simple real images typically containing one 
or two ellipses in the foreground but fail to perform well in more complicated scenario 
such as presented in Figure 1.5-1.  
 
Some of the most notable articles are briefly discussed here. Mai [34] proposed a 
modified RANSAC (RANdom SAmple Consensus) [100] based ellipse detection 
method, which first extracts the fitted line segments from the edge data of the image. It 
follows an edge in terms of its continuity to group the edge with other edges. Finally, 
RANSAC based ellipse fitting is performed on these grouped arc segments. This 
method shows good performance in terms of accuracy and computational efficiency 
over many existing methods. However, the performance of this method is highly 
dependent upon the choice of the two thresholds – proximity distance and angular 
  
(a) an example of real image (b) its edge map (after histogram 
equalization and Canny edge detection) 
Figure 1.5-1: An example of a real image and the problems in 
detection of ellipses in real images
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curvature. Split and merge detector proposed by Chia [101] in essence is the same. 
The performance of both these methods deteriorates in the presence of occluded 
ellipses.  
Hahn [102] proposed an ellipse detection method based on grouping points on elliptic 
contour. Whether some curved segments belong to the same ellipse or not, are tested 
by comparing the parameters of candidate ellipses that are made by the curve 
segments. This method can reduce the total execution time because it estimates the 
ellipse parameters in the curve segment level not in the individual edge pixel level. 
However, the performance of this method deteriorates for complex real images. 
Kawaguchi [103, 104] groups adjacent edge pixels with similar gradient orientations 
into the regions called as line-support regions, which are subsequently used for ellipse 
detection  
Ji [105] proposed a grouping scheme to pair the arc segments belonging to the same 
ellipse as an improvement over [81]. While [81] groups the edges based on a scale 
invariant statistical geometric criterion which can be verified either in parametric 
space or in residual error space, Ji [105] takes proximity and direction of arc segments 
(clockwise and counter clockwise) into account. 
Kim [68] proposed a grouping scheme based on three curvature and proximity based 
conditions as follows: an arc should be a neighbor in eight group classification [68], 
the arcs follow a convexity relationship as proposed in [78], and the inner angle 
between two edge pixel on an ellipse should not exceed 90 degree [68]. If the arcs 
satisfy these three constraints they represent circular arcs. In order to determine 
ellipses from the list of circular arc (obtained by merging three circular arc segments), 
it first finds the center of ellipse by center finding method [28]. Two arcs belong to 
one ellipse if they satisfy the parameters obtained by least squares method and the 
three constraints. These arcs are then merged and remaining elliptical parameters are 
extracted. 
One of the problems faced by any ellipse detection algorithm is that in attempts to 
detect all the ellipses actually present in real images in the absence of prior knowledge 
of the number of ellipses, they have to compromise on the accuracy of the algorithm. 
Any ellipse detection method, including the proposed method, suffers from the 
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problem of reliability and precision uncertainty. Due to this, the ellipse detection 
methods have to compromise on either the reliability or the precision. The popular 
choice is to compromise on the precision, as the quantization already limits the 
precision and due to the absence of a priori information on the elliptic objects present 
in the image, it is often important to be reliable in detecting the elliptic shapes. Due to 
this, often, the ellipse detection algorithms generate numerous elliptic hypotheses, not 
all of which correspond to actually present elliptic objects. Sometimes, many elliptic 
hypotheses are generated for a single elliptic object, and at other times, the hypotheses 
do not correspond to any actually present elliptic object in the image. Thus, it becomes 
important to evaluate the possibility of an elliptic hypothesis actually corresponding to 
an elliptic object. In other words, a method is needed to identify the elliptic hypotheses 
which are more likely to correspond to an object in image. Researchers use the 
‘saliency’ or ‘distinctiveness’ scores for quantifying the reliability of a hypothesis [74, 
97, 98, 106-110] and select the more salient elliptic hypotheses.  
Wang [109] presents some important work in this regard. But the measures suggested 
are neither simple nor computationally efficient. Further, the applicability of this 
method is restricted to Hough transform related ellipse detection methods and edge 
following methods. Basca [107] proposed a similarity measure that compares two 
elliptic hypotheses using the Euclidean distance between them in the Hough 
parametric space. Due to the absence of normalization, this method is sensitive to scale 
changes. Qiao [98] proposed ellipse detection method based on saliency of an arc. This 
method explores the relationship between spatial connectivity and the incremental 
point angle of elliptic inliers. This relationship can be used to detect elliptic arc end 
points. The angle subtended by the elliptic arc can then be used as ellipse validation 
criteria. This method depends on too many thresholds which are application 
dependent. This limits its use for wide range of application. The performance of this 
method depends on the proper choice of these threshold parameters. 
Another popular measure is the pixel count feature in [106]. Elmowafy [111] verified 
the elliptic hypotheses by checking the ratio of count of pixel on elliptic curve and 
approximated circumference of the ellipse. There are two major concerns regarding 
such scheme [97]. First, the pixels are an approximate (quantized) representation of 
the elliptic hypothesis. Due to this, in case of a complete elliptic edge, the number of 
pixels is more than the actual perimeter of the ellipse. Even if there is an incomplete 
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edge, the edge represents a fraction of perimeter of the ellipse using more pixels than 
the actual length of the fraction. Second, the determination of perimeter of an ellipse is 
a classical problem in mathematics for which no closed form analytic solutions are 
available. The perimeter used is typically one among the various numerical 
approximations provided by scientists [112]. It is notable that all these approximations 
are subject to some assumptions that may not be generally valid for all the elliptic 
hypotheses generated. 
Also noteworthy are some of the steps related to edge data pre-processing, which is 
instrumental in enabling the detection of ellipses in real images. These include forming 
edge contours, removing junctions and branches [113], detecting inflexion points 
[114-118], obtaining edges of smooth curvature [33], etc. Among these, detection of 
the inflexion points is the most difficult problem. The reason is that inflexion points 
(or saddle points) are essentially defined by mathematical derivative in continuous 
space domain only. Continuous shape space (CSS) [115] based techniques like [117, 
118] are noteworthy. These typically involve the convolution of the digital curve with 
a Gaussian kernel in order to transfer the curve into the CSS space and then use the 
persistence properties of the inflexion points in the convoluted CSS space to detect the 
inflexion points. Though the concept is interesting and apparently quite effective, it is 
complicated and involves significant amount of computation. Relatively simpler 
approach is taken in [116] but it depends strongly on three control parameters. Further, 
it is not specific to the inflexion points only and detects points with large curvature 
changes also since its aim is to detect the corner points and not specifically inflexion 
points. On the other hand, though Bai [114] is simple, it does not deal with all the 
possible situatiosn of inflexion points and its performance is control-parameter 
dependent. 
The hybrid ellipse detection method proposed in this thesis deals with almost all the 
issues raised above using simple approaches for each issue. Only a few control 
parameters are used in the proposed algorithm and the algorithmic design makes it less 
sensitive to the choice of control parameters. Specific contributions of the proposed 
method are listed below: 
i. Simple inflexion point detection method based on curvature changes is 
proposed. The inflexion point detection method deals with more cases than 
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those dealt with Bai [114], is simpler than the inflexion point detection using 
curvature shape space [115, 118], and is parameter independent unlike [114, 
116]. 
ii. Grouping scheme which is not based on edge following method but still based 
on the curvature of the edges. Two simple schemes are used. The first is based 
on the search region for identifying the candidate edges for grouping. Second is 
based on the concept of associated convexity. For both of the scheme, simple 
and easily computable steps are needed. 
iii. Proposition of a non-linear trust score which gives more selectivity as 
compared to histogram score to Yuen’s method [28] for detecting centers of 
ellipses. 
iv. A simple similarity measure based on Jaccard index to determine similar 
ellipses. 
v. Three easily computable saliency criteria for dealing with various aspects of 
the quality of elliptic hypotheses. 
vi. A non-heuristic parameter-independent scheme for selecting ellipses that 
performs well for images of various kinds. 
1.6 Practical applications 
In order to show the impact of the geometric primitives on practical image processing 
applications, three practical image processing problems are presented. The three 
applications are ellipse detection in real images, detection of cell organelles in 
extremely low contrast microscopy images, and object detection using polygonal and 
elliptic features only. For each of the applications, the core of the proposed algorithms 
is the geometric features.  
For detection of ellipses in real images, the hybrid ellipse detection method proposed 
in Chapter 5 is directly applied on images in the Caltech dataset [1]. It is notable that 
the method in Chapter 5 uses the PA methods and TE method proposed in Chapter 2 
and Chapter 3. It also uses the improvement of Fitzgibbon’s method proposed in 
Chapter 4.  
For the application of detection of cell organelles, a scheme of pre-processing to 
improve the contrast and enhance the regions of interest is proposed. The least squares 
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ellipse fitting proposed in Chapter 4 is then used for fast and accurate detection of the 
elliptic cell organelles. The method is easily parallelizable and it is possible to reduce 
the processing time to values close to the fluorescence microscopy acquisition time. 
Thus, it can be easily integrated in the microscopes. 
For the application of object detection in images, instead of conventionally used edge 
features, patch features, texture features, etc., the geometric features, i.e., PA of the 
edge contours and ellipses are used as the only features. In addition, a hierarchical 
template is used for object representation. The result of object detection for categories 
which have consistent geometric features is reasonably good. Indeed the performance 
can be enhanced by using other features like patch and texture features and this shall 
comprise the future work for this application. 
1.7 Research not covered in the thesis 
While working on the doctoral topic, several related research topics were also 
explored. The research work related to these topics is briefly presented here. For 
instance, in the preliminary stage of the doctoral work, works on image composition 
analysis [119], a simpler ellipse detection scheme (as compared to the one presented in 
Chapter 5) [96], and a simple clustering scheme for ellipses were studied [120]. For 
the problem of object detection, contextual object detection for conscious machines 
[121] was studied. In addition to these works (directly related to the doctoral thesis), 
works related to cloud computing [122], embedded systems [123, 124], machine 
consciousness [121, 125-127], machine learning [128, 129], education data analysis 
[130], etc. were also done.  
1.8 Outline and highlights of the thesis 
The thesis comprises of seven chapters. Chapter 1 and Chapter 7 present the 
introduction of the thesis and the conclusions respectively. Chapter 7 also presents 
some of the potential future directions. For the remaining chapters, the detailed outline 
is presented below. 
Chapter 2: 
Chapter 2 discusses the problem of polygonal approximation (PA). The contents of 
Chapter 2 have been reported in [93, 131-136]. After introducing the problem in 
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section 2.1, the global and local properties of polygonal fitting upon edge curves are 
discussed in section 2.2. Specifically precision metric for local quality of fit and 
reliability metric for global quality of fit are proposed in section 2.2.1. For least square 
fitting, it is shown in section 2.2.2 that the precision and reliability are always at 
conflict. This thus corroborates with the fact discussed in section 2.1.1 that the 
available metrics are not singly sufficient for PA. In this context, section 2.2.3 
discussed whether the conventionally used performance metrics represent the global or 
local qualities of fit. Section 2.2.4 generalizes the precision and reliability metrics so 
that they can be applied to an edge curve, or an image with several edge curves, or a 
dataset with several images. 
Section 2.3 proposes a PA method that uses simultaneous optimization of both the 
precision and reliability metrics for an edge curve. The algorithm, called precision and 
reliability optimization (PRO), is proposed in section 2.3.1. Numerical experiments are 
presented in section 2.3.2. It is shown that the control parameter can be easily tweaked 
to obtain the desired performance of PRO. 
Section 2.4 presents a very important contribution of this chapter. It presents the 
analytical derivation of the error due to digitization of a continuous line segment in 
sections 2.4.1 and 2.4.2. Section 2.4.2 also proposes the non-parametric framework for 
PA. The error bound can be analytically derived and depends upon both the size and 
the orientation of the continuous line segment. This error bound is compared against 
other simpler error bounds proposed earlier by other researchers in section 2.4.3. 
Based on section 2.4.2, section 2.5 adapts three existing methods into the non-
parametric framework and makes them parameter-independent. Section 2.5.1 makes 
the popular PA method proposed by Ramer-Douglas-Peucker [12, 13] parameter 
independent [132, 135]. Sections 2.5.2 and 2.5.3 make the recently proposed methods 
of Masood [46] and Carmona [35] parameter-independent [132, 133]. All the three 
methods are quite different from each other and yet the non-parametric framework can 
be used for them. The numerical results show that the non-parametric versions of these 
methods perform either better than or similar to the original versions of these methods. 
Even though other PA methods have not been adapted in the non-parametric 
framework, at least their optimization goals and update schemes are analyzed in the 
context of precision, reliability, and the analytical error bound in section 2.6. Various 
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interesting and practical aspects of PA methods are analyzed in section 2.7. In this 
section, the performance of the methods proposed in sections 2.3 and 2.5 are compared 
for scalability, noisy curves, non-digitized curves, and performance over large datasets 
of practical use. Some recommendations regarding the choice of PA methods in 
practical applications are provided in section 2.7.5. The chapter is concluded in section 
2.8. 
Chapter 3: 
Chapter 3 considers the problem of tangent estimation (TE) for digital curves. The 
content of this chapter have been reported in [31, 69]. After providing the background 
of the problem in section 3.1, an example is shown in section 3.2 which highlights the 
importance of reducing the error in TE. The tangent estimation method proposed in 
this thesis appears in section 3.3 in which the concept, algorithm, and the computation 
complexity of the method are discussed. There is only one control parameter which 
can be chosen using a thumb rule presented in section 3.4.3. 
Section 3.4 is an important highlight of this chapter. The error in tangent estimation 
has been analytically derived for the continuous conics in section 3.4.1. The error in 
tangent estimation due to digitization of the continuous conics and the total error 
bound (sum of error bounds for continuous and digital curves) are presented in section 
3.4.2. Section 3.4.3 discusses the choice of control parameter which is based upon the 
total error bound and the smallest circle of interest. In the same section, the multigrid 
performance of the presented method is also discussed. Section 3.5 presents several 
numerical simulations to illustrate the error bound for conics of various types. 
Section 3.6 also presents a highlight of this chapter. In this section, the performance of 
the proposed method is compared against almost all the existing tangent estimation 
methods and it is seen that the proposed method perform superior to all of them. 
Besides considering circular and elliptic geometries, some non-conic curves are also 
considered and it is seen that the proposed method performs quite well for all the 
geometries. The chapter is concluded in section 3.7. 
Chapter 4: 
Chapter 4 considers the problem of least squares fitting of ellipses. The contents of this 
chapter have been reported in [25, 137-139]. After introducing the problem of least 
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squares fitting of ellipses and the state of the art in section 4.1, the conventionally used 
algebraic fitting of ellipses is presented in section 4.2. Specifically, the popular method 
of Fitzgibbon [80] is considered in this section and the problem of numerical 
instability of this method is discussed. Based on the discussion, a simple solution for 
dealing with this numerical instability is proposed in section 4.2.2. 
The concept of geometric distance minimization is discussed in section 4.3. The 
geometric equation of a general ellipse, its simplified form, and the distance of a data 
point from the ellipse to be fit is presented here. These expressions are useful for the 
theory presented in section 4.4. 
Section 4.4 is the highlight of this chapter. For the subsequent use of linear 
unconstrained least squares method, a modification of the minimization function (the 
geometric distance) is proposed in section 4.4.1. The mathematical model of the 
method is proposed in section 4.4.2. The model of fitting involves using two operators 
and an intermediate unknown parameters space such that one operator is linear and the 
other operator is non-linear. By the properties of the linear operator and the definition 
of the intermediate parameter space, linear unconstrained least squares minimization 
of the residue can be used for determining the intermediate variables. The non-linear 
operator, its injective mapping, and inversion are presented in section 4.4.3. The 
numerical stabilization of the linear operator is discussed in section 4.4.4. Finally the 
computational complexity of the proposed method is presented in section 4.4.5. 
Several numerical simulations and comparison with other least squares methods are 
presented in section 4.5. The proposed method performs better than the other least 
squares method for variety of cases like digital incomplete curves, noisy clusters of 
data points, as well as images with several incomplete ellipses. The proposed method 
is also tested for non-elliptic conics and non-conics as well and it is seen that the 
proposed method has lower false positives as compared to other least squares based 
methods. The chapter is concluded in section 4.6. 
Chapter 5: 
Chapter 5 proposes a hybrid advanced ellipse detection method. The contents of this 
chapter have been reported in [45, 95, 96, 139]. The background introduction to the 
proposed method is presented in sections 5.1 and 5.2 respectively. Preprocessing of 
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edge curves is proposed in section 5.3. One of the important contributions of this 
chapter is the method for finding inflexion points in digital curves, which is described 
in section 5.3.2. 
Grouping and elliptic hypotheses generation is proposed in section 5.4. The concepts 
of search region and associated convexities proposed in sections 5.4.1 and 5.4.2 are 
some highlights of this section. A non-linear relationship score for grouping and 
ranking the edges in a group is proposed in section 5.4.4. This relationship score is 
more selective than the usual histogram score and thus provides more robust grouping 
and ranking of the edges. 
Section 5.5 is an important contribution of this chapter. Section 5.5.1 proposes a 
simple and elegant method of detecting similar elliptic hypotheses using Jaccard 
index. Section 5.5.2 presents three saliency score, which can be easily computed and 
represent different aspects of the quality of the elliptic hypotheses. Section 5.5.3 
presents several ways of combining the saliency scores and studies the issues with 
each combination. Section 5.5.4 proposes a hypotheses selection scheme which does 
not require user specified thresholds or filtering parameters. The scheme is non-
heuristic and determines the suitable values of threshold from the image itself. The 
scheme works well for most images. 
Several numerical evaluations and comparison with other methods are presented in 
section 5.6. It is seen that the proposed method performs much better than several 
other hybrid methods. The chapter is concluded in section 5.7. 
Chapter 6: 
Chapter 6 presents three practical applications in which the geometric primitives 
discussed in Chapter 2 to Chapter 5 are used. The first application – detection of 
elliptic shapes in real images of Caltech 256 dataset [1] – is presented in section 6.1. 
The contents of this section are presented in [45]. It is noted that the method presented 
in Chapter 5 performs better than most other hybrid methods and provides reasonable 
performance for use in practical applications. 
Section 6.2 presents the biomedical application of detecting cell organelles from 
microscopy images. Its contents has been reported in [140]. The highlight of the 
method proposed for this problem in section 6.2.1 is the preprocessing. The discussion 
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in section 6.2.1.1 shows how the gray scale histogram for all the images in the dataset 
can be used for improving the contrast of the images (which have extremely poor 
contrast). The method shows very good performance. Further, it is shown that the time 
taken by the method for each image can be pushed to below 1 second using parallel 
computing and more efficient openCV and C++ implementations.  
Section 6.3 presents the application of object detection in images. Its contents has been 
reported in [141]. The object detection method presented in this section uses only 
approximating polygons and detected ellipses as the features of the object. The 
hierarchical object representation template with generative and discriminative 
capabilities presented in section 6.3.1 is a highlight of this method. The performance 
of the object detection method is shown for 16 object categories spread over two 
datasets. 
Chapter 7 and Appendix: 
Chapter 7 presents the conclusion and potential future directions of this thesis. There 
are six appendices labeled Appendix A - F. Appendix A provides an important proof 
for a theorem used in Chapter 2. Appendices B - D provide important derivations of 
the expressions in Chapter 3. Appendices E and F concern Chapter 6. Appendix E 
provides the details of the tool used for generating the ground truth for section 6.1. 
Appendix F provides a brief summary on the various aspects of object detection 
methods. 
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         
   
T T T T TT
p T T T
T
T
M
         
      
J B B B B I JBJ J BJ J J B I B I J
A A J CJ J CJ
J I B J I B B
C CJ CJ
 (2-5) 
where I  is the identity matrix of size M , A  represents the sum of all the elements 
of the matrix A  and the properties of matrix B  and vector J   in eqn. (2-6) and (2-7) 
respectively are used: 
 T T B B B B  (2-6) 
 T J AJ A  (2-7) 
Further, it is proven in Appendix A that eqn. (2-8) below is valid: 
 MB  (2-8) 
Thus, it is evident from eqn. (2-5) that the precision metric p  can be reduced by 
choosing lesser number of pixels M . It should be noted that with the decrease in the 
number of pixels, X  and consequently B  and C  change. This in effect amount to 
saying that fitting the line in a smaller local region is more precise than a large region. 
From eqn. (2-2), since a sequence of pixels is considered, maxs  can be high if and only 
if the number of pixels M  is high. Thus, there is always a contradiction between 
precision and reliability. In order to increase the precision, smaller regions should be 
considered for fitting, whereas for increasing the reliability, larger regions need to be 
considered (largest region being the region spanned by the connected edge pixels 
under consideration).  
Indeed the contradiction does not occur in ideal lines as shown in Figure 2.2-1 (a-d). 
Further, the contradiction is not an issue if the lines are in general smooth, so that the 
precision within a large region is already very high, such that reliability and precision 
are already sufficiently high and there is no practical need to increase the precision or 
reliability. Some such examples are presented in Figure 2.2-1(e-g) and the lack of 
contradiction in such cases is seen in Figure 2.2-2 (e-g) and Table 2.2-1.  
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2.2.4.1 Precision metric 
The net precision metric for the digital curve is defined as follows in eqn. (2-14) [134]: 
  mean ;  1 to jp p j J    , (2-14) 
where jp  is the precision metric of the j th line segment, defined using eqn. (2-1). 
Since an algorithm is applied on one digital curve in one execution, hence taking the 
mean in eqn. (2-14) is reasonable. Further, since precision is a local property of fit, it 
can be defined only for the individual line segments and therefore the net precision 
accounts for the precision of every line segment. The precision metric of an image is 
defined as in eqn. (2-15): 
  max ;  1 to kp p k K    , (2-15) 
where kp  is the precision metric of the k th digital curve, defined using eqn. (2-14). It 
should be noted that instead of taking the mean as in eqn. (2-14), max is used for 
computing the metric for an image in eqn. (2-15). This is because one curve may differ 
from another curve in an image due to various factors like the shapes, lighting, noise, 
etc. in the image. The precision metric of a dataset of images is defined as in eqn. 
(2-16): 
  mean ;  1 to lp p l L    , (2-16) 
where lp   is the precision metric of the l th digital curve, defined using eqn. (2-15). 
Taking the mean as the metric for an image is reasonable.   
2.2.4.2 Reliability metric 
The net reliability measure of the digital curve is defined as follows in eqn. (2-17) 
[134]: 
 max1
1 1
J J
j
r j j
j j
s
 
  X A J , (2-17) 
where jX , jA , and max
js  correspond to X , A , and maxs  in eqn. (2-2) for the j th line 
segment. The above definition in the context of a digital curve is consistent with the 
concept of reliability metric as a metric of global fit. Thus, the net reliability measure 
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does not consider the reliability measure of individual segment. Rather, the individual 
constituents of reliability measure (the numerator and denominator in eqn. (2-17)) are 
computed using all the segments.  
2.2.4.3 Other performance metrics 
Following four performance metrics are also generalized for an image or a dataset. 
1. Compression ratio (CR): Compression ratio for an image is computed as the 
average CR of all the digital curves in an image. Similarly, the compression 
ratio of a dataset is computed as the average CR of all the images in the 
dataset.  
2. Maximum deviation (MD): MD for an image is computed as the average MD 
of all the digital curves in an image. Similarly, MD of a dataset is computed as 
the average MD of all the images in the dataset. 
3. Integral square error (ISE): ISE for an image is computed as the average ISE of 
all the digital curves in an image. Similarly, ISE of a dataset is computed as the 
average ISE of all the images in the dataset. 
4. Figure of merit (FOM): FOM for an image is computed as the average FOM of 
all the digital curves in an image. Similarly, FOM of a dataset is computed as 
the average FOM of all the images in the dataset. 
2.3 Algorithm based upon precision and reliability optimization 
(PRO) 
In this section, a method designed to optimize both the precision and reliability is 
proposed. Since this method optimizes both the precision and reliability metrics, it is 
referred to as the precision and reliability based optimization (PRO) method. For the 
ease of further reference, a distance function is defined in eqn. (2-18): 
         2 2, ,
p a b p b a b a a b
b a a b
x y y y x x y x y x
d a b p
x x y y
    
  
. (2-18) 
This distance function denotes the distance of a point  ,p p pP x y  from the line 
passing through two points ( , )a a aP x y  and ( , )b b bP x y . This distance function shall be 
used several times in this chapter and has been pre-defined for the ease and simplicity 
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precision and reliability values are optimized to be below 0.2 or 0.4, which is verified 
in the values of precision and reliability metrics in Table 2.3-1. In such event, the 
algorithm find it easiest to reduce 
p
XA J  which appears in both the precision and 
reliability metrics (eqns. (2-1) and (2-2) respectively). On the other hand, it is seen in 
Figure 2.3-2 that PRO(1.5) also does not fit the polygons on the digital curves very 
well. This happens because PRO is a splitting method which begins with the 
maximum value of maxs  in eqn. (2-2). Thus, though the local fit may yet be poor, the 
method terminates as soon as p  and r  fall below 0 1.5  . It is noted in general that 
PRO(0.8) and PRO(1.0) give a reasonable tradeoff in the quality of fit for most curves 
as well as good compression ratio (CR in Table 2.3-1).  
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Figure 2.3-2: Performance of PRO for selected digital curves. 
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Figure 2.3-2: Performance of PRO for selected digital curves... contd. 
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Figure 2.3-2: Performance of PRO for selected digital curves... contd. 
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Figure 2.3-2: Performance of PRO for selected digital curves... contd. 
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Figure 2.3-2: Performance of PRO for selected digital curves... contd. 
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Table 2.3-1 (a): Quantitative performance of PRO 
Quantitative comparison for the first six digital curves in Figure 2.3-2. 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD
max( )id
ISE FOM 
Precision 
p   
Reliability 
r  CR 
Hammer               
PRO(0.2) 388 192 0.28 0.31 6.45 0.00 0.00 2.02 
PRO(0.4) 388 24 0.81 47.98 0.33 0.25 0.27 16.17 
PRO(0.6) 388 17 1.03 75.27 0.30 0.41 0.35 22.82 
PRO(0.8) 388 15 1.41 94.25 0.27 0.47 0.39 25.87 
PRO(1.0) 388 13 2.01 155.76 0.19 0.54 0.48 29.85 
PRO(1.5) 388 10 2.50 236.67 0.16 0.71 0.59 38.80 
Hand    
PRO(0.2) 642 257 0.28 1.85 1.35 0.01 0.01 2.50 
PRO(0.4) 642 64 0.82 58.24 0.17 0.16 0.20 10.03 
PRO(0.6) 642 50 1.19 87.41 0.15 0.30 0.26 12.84 
PRO(0.8) 642 41 1.96 183.97 0.08 0.41 0.37 15.66 
PRO(1.0) 642 40 1.71 188.09 0.08 0.44 0.39 16.05 
PRO(1.5) 642 27 2.54 610.11 0.04 0.71 0.71 23.78 
Screw Driver    
PRO(0.2) 253 134 0.28 0.46 4.09 0.00 0.01 1.89 
PRO(0.4) 253 21 0.89 24.22 0.50 0.27 0.20 12.05
PRO(0.6) 253 14 1.27 46.80 0.39 0.38 0.29 18.07 
PRO(0.8) 253 13 1.61 53.47 0.36 0.41 0.30 19.46 
PRO(1.0) 253 12 1.89 60.04 0.35 0.48 0.32 21.08 
PRO(1.5) 253 10 2.50 169.51 0.15 0.63 0.53 25.30 
Rabbit          
PRO(0.2) 293 127 0.28 1.38 1.66 0.01 0.02 2.31 
PRO(0.4) 293 50 0.69 20.37 0.29 0.18 0.16 5.86 
PRO(0.6) 293 35 1.17 47.51 0.18 0.30 0.27 8.37 
PRO(0.8) 293 27 1.50 84.38 0.13 0.41 0.37 10.85 
PRO(1.0) 293 25 1.60 115.08 0.10 0.50 0.45 11.72 
PRO(1.5) 293 20 2.60 225.50 0.06 0.75 0.63 14.65
Dinosaur1     
PRO(0.2) 587 213 0.28 1.69 1.64 0.01 0.01 2.76 
PRO(0.4) 587 65 0.89 47.11 0.19 0.18 0.18 9.03 
PRO(0.6) 587 41 1.22 96.62 0.15 0.30 0.27 14.32 
PRO(0.8) 587 33 1.41 152.98 0.12 0.40 0.36 17.79 
PRO(1.0) 587 26 2.16 305.28 0.07 0.54 0.55 22.58 
PRO(1.5) 587 24 2.91 374.89 0.07 0.63 0.60 24.46 
Dinosaur2      
PRO(0.2) 446 266 0.00 0.00 ∞ 0.00 0.00 1.68 
PRO(0.4) 446 181 0.78 32.66 0.09 0.07 0.16 2.46 
PRO(0.6) 446 54 1.15 107.02 0.09 0.35 0.41 8.26 
PRO(0.8) 446 41 2.00 133.83 0.10 0.41 0.46 10.88 
PRO(1.0) 446 30 2.14 236.26 0.08 0.54 0.62 14.87
PRO(1.5) 446 24 4.01 370.47 0.06 0.65 0.75 18.58
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Table 2.5-3 (b): Quantitative performance of PRO 
Quantitative comparison for the next six digital curves in Figure 2.3-2. 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD
max( )id
ISE FOM 
Precision 
p   
Reliability 
r  CR 
Dinosaur3    
PRO(0.2) 528 357 0.00 0.00 ∞ 0.00 0.00 1.48 
PRO(0.4) 528 240 1.00 52.18 0.06 0.07 0.19 2.20 
PRO(0.6) 528 60 1.32 152.93 0.08 0.38 0.45 8.80 
PRO(0.8) 528 51 1.66 190.31 0.07 0.41 0.50 10.35 
PRO(1.0) 528 39 2.09 307.77 0.06 0.55 0.63 13.54 
PRO(1.5) 528 32 3.19 587.66 0.04 0.66 0.85 16.50 
Plane1     
PRO(0.2) 462 158 0.28 0.92 3.14 0.01 0.01 0.34 
PRO(0.4) 462 56 0.80 34.54 0.24 0.17 0.18 0.12 
PRO(0.6) 462 41 1.28 68.67 0.16 0.30 0.27 0.09 
PRO(0.8) 462 32 1.58 133.77 0.11 0.40 0.40 0.07 
PRO(1.0) 462 30 1.69 151.64 0.10 0.47 0.43 0.06 
PRO(1.5) 462 27 4.09 233.97 0.07 0.57 0.48 0.06 
Plane2   
PRO(0.2) 365 135 0.28 0.31 8.71 0.00 0.00 2.70 
PRO(0.4) 365 40 0.75 35.73 0.25 0.27 0.22 9.12 
PRO(0.6) 365 31 1.28 62.49 0.19 0.34 0.30 11.77 
PRO(0.8) 365 22 1.77 121.01 0.14 0.42 0.41 16.59 
PRO(1.0) 365 18 2.16 191.07 0.11 0.53 0.51 20.28 
PRO(1.5) 365 12 2.40 317.84 0.09 0.91 0.71 30.42 
Plane3   
PRO(0.2) 431 146 0.28 1.54 1.89 0.01 0.01 2.95 
PRO(0.4) 431 50 0.89 37.08 0.23 0.19 0.20 8.62 
PRO(0.6) 431 39 1.11 53.69 0.20 0.28 0.25 11.05 
PRO(0.8) 431 35 1.56 80.82 0.15 0.32 0.29 12.31
PRO(1.0) 431 29 2.44 139.37 0.10 0.43 0.39 14.86
PRO(1.5) 431 25 2.48 248.29 0.07 0.61 0.52 17.24 
Plane4         
PRO(0.2) 450 146 0.28 0.77 4.06 0.01 0.01 3.08 
PRO(0.4) 450 58 0.83 37.70 0.21 0.17 0.18 7.76 
PRO(0.6) 450 43 1.21 70.72 0.15 0.28 0.26 10.47 
PRO(0.8) 450 36 1.68 115.78 0.11 0.38 0.35 12.50 
PRO(1.0) 450 32 1.68 160.73 0.09 0.47 0.43 14.06 
PRO(1.5) 450 28 2.46 256.77 0.06 0.63 0.55 16.07 
Plane5   
PRO(0.2) 431 199 0.28 0.77 2.81 0.00 0.01 2.17 
PRO(0.4) 431 53 0.85 36.63 0.22 0.20 0.20 8.13 
PRO(0.6) 431 41 1.27 59.94 0.17 0.33 0.26 10.51 
PRO(0.8) 431 38 1.49 67.08 0.17 0.37 0.28 11.34 
PRO(1.0) 431 36 1.77 108.17 0.11 0.41 0.34 11.97 
PRO(1.5) 431 28 3.07 402.19 0.04 0.70 0.69 15.39 
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Table 2.5-3 (c): Quantitative performance of PRO  
Quantitative comparison for the last six digital curves in Figure 2.3-2. 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Tin Opener          
PRO(0.2) 278 116 0.28 0.77 3.09 0.01 0.01 2.40 
PRO(0.4) 278 47 1.00 20.74 0.28 0.17 0.16 5.91 
PRO(0.6) 278 38 1.21 35.96 0.20 0.24 0.23 7.32 
PRO(0.8) 278 29 1.66 76.04 0.13 0.35 0.35 9.59 
PRO(1.0) 278 27 1.66 90.16 0.11 0.40 0.38 10.30 
PRO(1.5) 278 20 2.61 189.46 0.07 0.66 0.58 13.90 
Turtle    
PRO(0.2) 354 176 0.28 0.92 2.18 0.01 0.01 2.01 
PRO(0.4) 354 43 1.00 37.86 0.22 0.21 0.22 8.23 
PRO(0.6) 354 34 1.14 54.43 0.19 0.29 0.26 10.41 
PRO(0.8) 354 29 1.48 95.46 0.13 0.36 0.36 12.21 
PRO(1.0) 354 25 1.79 141.22 0.10 0.51 0.45 14.16 
PRO(1.5) 354 20 2.24 258.88 0.07 0.76 0.64 17.70 
Africa    
PRO(0.2) 291 135 0.28 0.92 2.34 0.01 0.01 2.16 
PRO(0.4) 291 47 1.00 24.03 0.26 0.17 0.16 6.19 
PRO(0.6) 291 29 1.20 56.40 0.18 0.36 0.31 10.03 
PRO(0.8) 291 26 1.54 70.55 0.16 0.42 0.34 11.19 
PRO(1.0) 291 23 2.04 110.23 0.11 0.52 0.44 12.65 
PRO(1.5) 291 19 2.74 195.69 0.08 0.67 0.56 15.32 
Maple leaf    
PRO(0.2) 424 224 0.28 1.38 1.36 0.01 0.01 1.89 
PRO(0.4) 424 69 1.00 36.88 0.17 0.21 0.19 6.14
PRO(0.6) 424 53 1.14 65.52 0.12 0.28 0.26 8.00 
PRO(0.8) 424 47 1.49 90.74 0.10 0.36 0.30 9.02 
PRO(1.0) 424 41 2.18 131.65 0.08 0.43 0.36 10.34 
PRO(1.5) 424 25 2.77 370.44 0.05 0.79 0.65 16.96 
Sword Fish     
PRO(0.2) 627 249 0.28 1.69 1.47 0.01 0.01 2.52 
PRO(0.4) 627 64 0.78 55.87 0.17 0.20 0.20 9.80 
PRO(0.6) 627 42 1.19 86.67 0.17 0.31 0.27 14.93 
PRO(0.8) 627 34 1.57 148.94 0.12 0.40 0.36 18.44
PRO(1.0) 627 31 1.69 219.49 0.09 0.47 0.43 20.23 
PRO(1.5) 627 28 2.34 388.73 0.06 0.64 0.57 22.39 
Dog    
PRO(0.2) 343 169 0.28 1.38 1.46 0.01 0.01 2.03 
PRO(0.4) 343 64 0.85 28.13 0.19 0.19 0.18 5.36
PRO(0.6) 343 52 1.00 42.14 0.16 0.28 0.23 6.60 
PRO(0.8) 343 44 1.51 78.06 0.10 0.36 0.32 7.80 
PRO(1.0) 343 39 1.58 112.29 0.08 0.47 0.39 8.79 
PRO(1.5) 343 27 2.69 384.93 0.03 0.92 0.79 12.70 
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  
2 1 2 1
2 1 2 11
2 1 2 1
2 1 2 1
2 1 2 1
2 1 2 11
2 2 1 2 1
2 1 2 1
1
tan
1
tan
1
x x y ym m
x x x x
x x y ym m
x x x x
x x y ym
x x x x
x x y ym m
x x x x
 

                                       
                                  
   
      2 1 2 11 2 2 1 2 1 2 1tan 1
m x x y y
m x x x x m y y


                
    (2-29) 
For convenience, s  and t  are defined as in eqns. (2-30) and (2-31), respectively. 
    2 22 1 2 1s x x y y     (2-30) 
 
     2 1 2 1 2 1 2 1
2 2
x x x x y y y y
t
s s
        (2-31) 
Using eqns. (2-26), (2-30), and (2-31) in eqn. (2-29), the expression of   can be 
written as in eqn. (2-32) below. 
       11 2 1 2 1 2 12tan 1x x t m x x y ys                     (2-32) 
Now the following facts are together used in eqn. (2-32) in order to derive the 
analytical error bound.  
 Due to eqn. (2-25), the maximum value of 2 1x x   and 2 1y y   is 1.  
  2 1x x s  and  2 1y y s  are both less than or equal to 1 due to the 
definition of s  in eqn. (2-30).  
 For any digital line made of more than 3 pixels for 4-connected digital 
curve and more than 2 pixels for 8-connected digital curve, s  is always 
more that 2 .  
 As a consequence, 1t  .  
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Now, noting that the deviation of a point ( , )i i iP x y  from a line given by eqn. (2-39) is 
given by eqn. (2-43): 
 
2 2
i i
i
c ax byd
a b
    (2-43) 
and using eqns. (2-41) and (2-42), the inequality (2-44) is obtained. 
 
2 2 2 2
0 i
a b
d
a b a b
       (2-44) 
The inequality (2-44) can be simplified to inequality (2-45) using the bound on   
given in eqn. (2-42). 
 
2 2
0 i
a b
d
a b
  
 (2-45) 
Now, expressing eqn. (2-45) in terms of the slope of the line segment  1tan a b  , 
the bound on the deviation can be written as in eqn. (2-46): 
 max sin cosd     (2-46) 
For distinguishing this bound with the other bounds, this bound is referred to as DSSd . 
2.4.3.2 Simplified error in the slope estimation 
In this section, instead of using the maximum error in the slope estimation derived in 
section 2.4.1, in this section a simpler expression of the error in slope estimation is 
presented. Consider a line segment joining two points 1 1 1( , )P x y  and 2 2 2( , )P x y , the 
slope of which is given by eqn. (2-47). 
    2 1 2 1tanm y y x x     (2-47) 
Using the digitization model given by eqns. (2-22) and (2-25), the maximum distance 
between the points 1 1 1( , )P x y , 2 2 2( , )P x y  and the corresponding pixels 1 1 1( , )P x y   ,
2 2 2( , )P x y    is 1 2 . Thus, for any two points 1 1 1( , )P x y  and 2 2 2( , )P x y , it is evident that 
the pixels 1 1 1( , )P x y    and 2 2 2( , )P x y    are within the circles centered at 1 1 1( , )P x y  and 
2 2 2( , )P x y  (respectively) with radii 1 2 .  
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2.4.3.3 Comparison of the error bounds 
For distinguishing the bound proposed in section 2.4.1 by the bounds in section 2.4.3.1 
and section 2.4.3.2, the proposed bound is referred to as digd . Two interesting 
observations can be made by comparing the three bounds digd  (section 2.4.2), DSSd  
(section 2.4.3.1), and tand  (section 2.4.3.2). The first observation is regarding the 
dependence of the three bounds on the slope given by   and length s  of the 
continuous line segment. It is noted that the bound DSSd  has no dependence upon the 
length of the segment s , while the bound tand  does not have dependence upon the 
slope of the segment  . As opposed to both of these, the bound digd  has dependence 
upon both the slope given by   and length s  of the continuous line segment. For 
explicit illustration, the bounds DSSd  and tand  are plotted as functions of variables 
and s  respectively in Figure 2.4-3.  
 
The second interesting point to note is the limiting case where all the three bounds 
converge. First, the bound digd  for the case of large s , i.e. s  , is considered. Eqn. 
(2-50) is obtained by applying this limit to the proposed error bound in eqn. (2-37). 
  
Digital error bound DSSd  as a function of   Digital error bound tand  as a function of s  
Figure 2.4-3: Plots of the error bounds as functions of   and s . 
0 50 100 150 200 250 300 350
1
1.1
1.2
1.3
1.4
1.5
θ (degrees)
d D
SS
3 20 40 60 80 100
1.4
1.42
1.44
1.46
1.48
d t
an
s
 
Chapter 2: Polygonal approximation of digital curves 
57 
 
 
 
 
1
dig max
0
1
max
0
1
sin cos
lim lim max tan
sin cos
max lim tan
sin cos sin cos
max lim tan max lim
n
s s n
n
s n
s s
d s t
s
s t
s
s s
s s
 
 
   

  

 

 
              
              
                 


 max sin cos sin cos   
   
   
 (2-50) 
The following points have been used to obtain eqn. (2-50) above.  
1. Since s  , max 0t   and  
max
max0 0
lim 1n
t n
t

 
  . 
2. Since 1
0
lim tan
x
x x  , 1
sin cos sin cos
lim tan
s s s
   

     
 
3. max a b a b   . 
Thus, it is evident that for s  , digd  converges to DSSd . Now, consider the limiting 
case of tand  for large values of s . Applying the limit s   on (2-49), the limit in 
eqn. (2-51) is obtained. 
 1max
2 2lim lim sin lim 2
s s s
d s s
s s

  
              
 (2-51) 
where 1
0
limsin
x
x x   has been used. This is also clearly evident in Figure 2.4-3(c), 
where it is seen that for large values of s , tand  indeed converges to 2 . Finally, in the 
limiting case s  , if the dependence of digd  and DSSd  on   is removed by taking 
the maximum values of digd  and DSSd  across all the values of  , eqn. (2-52) is 
obtained.  
    DSS dig tanmax ; max lim ; lim 2s sd d d        (2-52) 
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m , then using the eqn. (2-37), maxd  is computed and used in eqn. (2-37) as maxtold d . 
The pseudocodes of the original and the modified methods are given in Figure 2.5-1 
and the changes are highlighted for the ease of comparison. As a consequence of the 
proposed modification, the original method does not require any control parameter and 
adaptively computes the suitable value of told  automatically. 
2.5.1.3 Comparison of the RDP original and RDP modified methods 
Eighteen digital curves used in recent publications [35, 46] are considered. For 
comparison, two values of the control parameter told  of the original method, 1told   
and 2told  , are used, and compared against the proposed modification which does not 
require user specified control parameter. The results are plotted in Figure 2.5-2 and 
quantitative comparisons are provided in Table 2.5-1. Figure 2.5-2 shows that the 
proposed modification provides good approximation to all the digital curves. In Table 
2.5-1, the number of pixels M in the digital curves, number of dominant points N  
found by a method, the maximum deviation MD of the polygon from the digital curve, 
the integral square error (ISE), the figure of merit (FOM), the precision metric p  , the 
reliability metric r , and the compression ratio CR M N are listed.   
The value of the maximum deviation  max md  for the modified method is between 
1.20 to 1.53 while it varies from 0.95 to 2.00 for the original RDP with 1told   and 
2told  . The values of ISE, FOM, and CR for the modified RDP method are also 
between the values of these parameters for the original RDP. Thus, it can be concluded 
that the modified RDP gives balanced performance in comparison to the original RDP 
with 1told   and the original RDP with 2told  .  
The precision and reliability metrics show that precision and reliability of RDP(mod) 
is between RDP(1.0) and RDP(2.0). Thus, it is expected to give a more balanced and 
intermediate performance in comparison to RDP(1.0) and RDP(2.0). It is also noted 
that generally RPD(mod) has lower reliability metric as compared to the precision 
metric. This implies that RDP(mod) focuses more on reliability than on precision. 
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Function DP=RDP_original ( 1 2{ , , , }NP P P , told ) 
{     DP=NULL; % DP contains the dominant points 
%step 1: line  
Fit a line l  using 1P  and NP . 
% step 2: maximum deviation 
Find deviation 1{ , , }Nd d  of pixels 1{ , , }NP P  from the line l . 
Find max 1max{ , , }Nd d d   and point maxP  corresponding to maxd . 
%step 3: termination/recursion condition 
If max told d  
DP= 1D , , NP P P  
Else 
{     DP= 1 maxD , RDP _ max ( , )P P P . 
DP= maxD , RDP _ max ( , )NP P P .  
} 
End 
Remove redundant points in DP. 
Return(DP). 
} 
(a) Pseudocode for RDP (original) 
Function DP=RDP_modified ( 1 2{ , , , }NP P P ) 
{     DP=NULL; % DP contains the dominant points 
%step 1: line and its parameters 
Fit a line l  using 1P  and NP . 
For the line, find distance 1 Ns PP  and slope m. 
Compute maxtold s    using eqn. (2-37). 
% step 2: maximum deviation 
Find deviation 1{ , , }Nd d  of pixels 1{ , , }NP P  from the line l . 
Find max 1max{ , , }Nd d d   and point maxP  corresponding to maxd . 
%step 3: termination/recursion condition 
If max told d  
DP= 1D , , NP P P  
Else 
{     DP= 1 maxD , RDP _ max ( , )P P P . 
DP= maxD , RDP _ max ( , )NP P P .  
} 
End 
Remove redundant points in DP. 
Return(DP). 
} 
(b) Pseudocode for RDP (modified) 
Figure 2.5-1: Pseudocodes for RDP’s – original and modified 
methods. 
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Figure 2.5-2: Comparison of results of RDP (original and modified) 
for several digital curves. 
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Figure 2.5-2: Comparison of results of RDP (original and modified) for several digital 
curves... contd. 
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Figure 2.5-2: Comparison of results of RDP (original and modified) for several digital 
curves... contd. 
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Table 2.5-1 (a): Original and modified methods of RDP 
Quantitative comparison for the first nine digital curves in Figure 2.5-2. 
 
No. of 
pixels 
(M) 
Dominant 
points (N) MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Hammer               
RDP(1.0) 388 16 0.98 55.17 0.44 0.36 0.29 24.25
RDP(2.0) 388 13 1.65 92.94 0.32 0.64 0.49 29.85
RDP(mod) 388 14 1.30 67.90 0.41 0.43 0.32 27.71
Hand         
RDP(1.0) 642 53 1.00 94.80 0.13 0.28 0.26 12.11
RDP(2.0) 642 32 1.99 314.65 0.06 0.58 0.71 20.06
RDP(mod) 642 39 1.40 178.80 0.09 0.43 0.37 16.46
Screw Driver         
RDP(1.0) 253 16 0.95 34.52 0.46 0.32 0.25 15.81
RDP(2.0) 253 9 2.00 120.59 0.23 0.64 0.46 28.11
RDP(mod) 253 11 1.44 55.34 0.42 0.43 0.31 23.00
Rabbit         
RDP(1.0) 293 40 0.97 35.98 0.20 0.27 0.24 7.33
RDP(2.0) 293 26 1.74 103.46 0.11 0.76 0.65 11.27
RDP(mod) 293 30 1.41 73.04 0.13 0.44 0.36 9.77
Dinosaur1         
RDP(1.0) 587 46 1.00 71.49 0.18 0.28 0.24 12.76
RDP(2.0) 587 31 1.96 289.83 0.07 0.89 0.75 18.94
RDP(mod) 587 41 1.46 107.80 0.13 0.36 0.29 14.32
Dinosaur2           
RDP(1.0) 409 46 0.99 56.34 0.16 0.27 0.25 8.89
RDP(2.0) 409 27 2.00 219.75 0.07 0.71 0.63 15.15
RDP(mod) 409 38 1.41 91.64 0.12 0.36 0.34 10.76
Dinosaur3           
RDP(1.0) 528 57 0.99 76.40 0.12 0.27 0.26 9.26
RDP(2.0) 528 36 1.97 234.95 0.06 0.68 0.60 14.67
RDP(mod) 528 44 1.46 143.87 0.08 0.40 0.37 12.00
Plane1           
RDP(1.0) 462 40 1.00 67.57 0.17 0.33 0.28 11.55
RDP(2.0) 462 31 1.79 148.71 0.10 0.77 0.72 14.90
RDP(mod) 462 36 1.20 87.51 0.15 0.39 0.32 12.83
Plane2           
RDP(1.0) 365 35 0.95 40.48 0.26 0.27 0.23 10.43
RDP(2.0) 365 21 1.85 165.20 0.11 0.93 0.75 17.38
RDP(mod) 365 30 1.53 61.44 0.20 0.33 0.28 12.17
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Table 2.5-1 (b): Original and modified methods of RDP 
Quantitative comparison for the last nine digital curves in Figure 2.5-2. 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Plane3           
RDP(1.0) 431 45 0.99 56.46 0.17 0.29 0.26 9.58
RDP(2.0) 431 26 1.91 232.08 0.07 0.84 0.66 16.58
RDP(mod) 431 32 1.46 117.18 0.11 0.46 0.38 13.47
Plane4         
RDP(1.0) 450 46 1.00 68.62 0.14 0.28 0.25 9.78
RDP(2.0) 450 33 1.80 228.60 0.06 1.26 1.11 13.64
RDP(mod) 450 39 1.41 101.99 0.11 0.37 0.31 11.54
Plane5    
RDP(1.0) 431 44 1.00 57.52 0.17 0.28 0.25 9.80
RDP(2.0) 431 33 2.00 194.95 0.07 0.75 0.73 13.06
RDP(mod) 431 39 1.34 75.63 0.15 0.35 0.29 11.05
Tin Opener            
RDP(1.0) 278 42 0.95 33.99 0.19 0.23 0.23 6.62
RDP(2.0) 278 24 1.83 127.99 0.09 0.82 0.71 11.58
RDP(mod) 278 31 1.48 77.84 0.12 0.39 0.35 8.97
Turtle            
RDP(1.0) 354 35 1.00 49.99 0.20 0.29 0.26 10.11
RDP(2.0) 354 24 1.87 120.92 0.12 0.79 0.66 14.75
RDP(mod) 354 26 1.49 91.53 0.15 0.43 0.36 13.62
Africa            
RDP(1.0) 291 38 1.00 37.02 0.21 0.25 0.23 7.66
RDP(2.0) 291 25 1.81 102.93 0.11 0.80 0.67 11.64
RDP(mod) 291 29 1.27 63.21 0.16 0.39 0.31 10.03
Maple leaf            
RDP(1.0) 424 58 1.00 53.11 0.14 0.26 0.22 7.31
RDP(2.0) 424 35 1.98 202.30 0.06 0.87 0.74 12.11
RDP(mod) 424 47 1.41 93.97 0.10 0.35 0.29 9.02
Sword Fish           
RDP(1.0) 627 46 1.00 80.21 0.17 0.33 0.25 13.63
RDP(2.0) 627 33 1.94 220.35 0.09 1.05 0.96 19.00
RDP(mod) 627 38 1.41 138.68 0.12 0.42 0.34 16.50
Dog           
RDP(1.0) 343 52 1.00 44.81 0.15 0.26 0.24 6.60
RDP(2.0) 343 36 2.00 149.19 0.06 0.77 0.72 9.53
RDP(mod) 343 41 1.39 82.69 0.10 0.43 0.33 8.37
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optimization steps are denoted as opt,i nI . If the ISE corresponding to iI  is denoted by 
iISE  and the ISE corresponding to 
opt
,i nI  is denoted by ,i nISE , then AEV of the nth 
point is given by eqn. (2-57): 
 , ,i n i i nAEV ISE ISE   (2-57) 
 After computing the AEV for all the dominant points in the ith iteration, the point 
with the minimum value of AEV is removed and the list of optimal points 
corresponding to its removal is retained (or can be recomputed). The algorithm can be 
terminated by specifying a termination condition which may be based upon the 
maximum number of dominant points, or the maximum integral square error, or the 
maximum tolerable deviation (similar to told  in the eqn. (2-55)). In [36], Masood 
proposed to use the condition (2-58) as the termination condition and the value of 
0.9told  : 
   2 tolmax md d . (2-58) 
where md  is the deviation of the pixels on the digital curve from the polygon obtained 
by the dominant points.   
2.5.2.2 Non-parametric adaptation of Masood’s method 
The method of Masood can be modified in the following manner. First, given a 
sequence of dominant points specified by the indices  ; 1 to i n iI n N I , maximum 
deviation corresponding to the portion of digital curve corresponding to two 
consecutive dominant points is defined as in eqn. (2-59). 
        1max , 1, ; , 1, ,    ;  for 1 to 1n n n nd d n n m m I I I n N      . (2-59) 
For convenience, the set of these maximum deviations for the given set of dominant 
points  ; 1 to i n iI n N I  is denoted as     ; 1 to 1i nd n N  D I . The definition 
of AEV in the proposed modification is given by eqn. (2-60): 
   opt, ,maxi n i nAEV  D I  (2-60) 
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Global 1 2{ , , , }MP P P . 
Function I=Masood_original ( told ) 
{     %step 1: break points 
Compute the break points. Find their indices  breaknI ; 
Assign 0i  ;  breaki nII ; flag_stop=FALSE 
%step 2: iterations 
do  
{ Assign N  number of dominant points 
%step 2.1: Compute AEV 
For  2 to 1n N  : Call (AEV ( )n , opt ( )nI ) = compute_AEV ( iI ,n); 
%step 2.2: Update or terminate 
Compute md  (defined immediately after eqn. (2-58)); 
If   2 tolmax md d , Then flag_stop=TRUE, Else { 1i i  ; opt ( )i nI I
}; 
} while(flag_stop=FALSE) 
Return( iI ).} 
Function (AEV, optI ) = compute_AEV( I ,n) 
{     %Optimization step 1 
Assign  up 1 2 1, , , nI I I I  ; Assign 1k  ; 
Do { Assign min 1 max 1,n k n kI I I I     .  
Find  opt min max,I I I  such that  max
min
2I
mm I d  (i.e. ISE) is minimized.
If optI = n kI  . Then Flag_terminate_opt=TRUE, Else { n kI  = optI ; 1k k 
;Flag_terminate_opt=FALSE}; 
} 
While(Flag_terminate_opt=FALSE) 
%Optimization step 2 
Assign  down 1 2, , ,n n NI I I I  ; Assign 1k  ; 
Do { Assign min 1 max 1,n k n kI I I I     .  
Find  opt min max,I I I  such that  max
min
2I
mm I d  (i.e. ISE) is minimized.
If optI = n kI  , Then Flag_terminate_opt=TRUE, Else { n kI  = optI ; 1k k 
;Flag_terminate_opt=FALSE}; 
} 
While(Flag_terminate_opt=FALSE) 
 
%Computation of AEV 
Compute AEV using eqn. (2-57); 
Assign  opt up down 1 2 1 1, , , , , ,n n NI I I I I   I I I   ; 
Return(AEV, optI );} 
(a) Pseudocode for Masood (original) 
Figure 2.5-3: Pseudocodes for the original and modified methods of 
Masood. 
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Global 1 2{ , , , }MP P P . 
Function I=Masood_modified 
{     %step 1: break points 
Compute the break points. Find their indices  breaknI ; 
Assign 0i  ;  breaki nII ; flag_stop=FALSE 
%step 2: iterations 
do { Assign N  number of dominant points 
%step 2.1: Compute AEV 
For  2 to 1n N  : Call (AEV ( )n , opt ( )nI ) =  
compute_AEV ( iI ,n); 
%step 2.2: Update or terminate 
Find the index   arg min AEV ; 2 to nn n N   ; 
Compute max1, 1n nd     (using eqn. (2-62)); 
If AEV( n ) > max1, 1n nd    , Then flag_stop=TRUE, Else { 1i i  ; 
opt ( )i nI I }; 
} while(flag_stop=FALSE) 
Return( iI ).} 
Function (AEV, optI ) = compute_AEV( I ,n) 
{     %Optimization step 1 
Assign  up 1 2 1, , , nI I I I  ; Assign 1k  ; 
Do { Assign min 1 max 1,n k n kI I I I     .  
Find  opt min max,I I I  such that n kd   computed using eqn. (2-59) is 
minimized. 
If optI = n kI  . Then Flag_terminate_opt=TRUE, Else { n kI  = optI ; 1k k 
;Flag_terminate_opt=FALSE}; 
} While(Flag_terminate_opt=FALSE) 
%Optimization step 2 
Assign  down 1 2, , ,n n NI I I I  ; Assign 1k  ; 
Do { Assign min 1 max 1,n k n kI I I I     .  
Find  opt min max,I I I  such that 1n kd    computed using eqn. (2-59) is 
minimized. 
If optI = n kI  , Then Flag_terminate_opt=TRUE, Else { n kI  = optI ; 1k k 
;Flag_terminate_opt=FALSE}; 
} While(Flag_terminate_opt=FALSE) 
%Computation of AEV 
Compute AEV using eqn. (2-60); 
Assign  opt up down 1 2 1 1, , , , , ,n n NI I I I I   I I I   ; 
Return(AEV, optI ).} 
(b) Pseudocode for Masood (modified) 
Figure 2.5-3: Pseudocodes for the original and modified methods of Masood... contd. 
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Further, in the optimization step (for the hypothesis that dominant point nI  shall be 
deleted) done for the sequence  1 1, , nI I  , instead of minimizing the integral square 
error (ISE), the goal is to minimize the maximum deviations 1 2, ,n nd d  and so on. 
Finally, the termination condition is modified as in inequality (2-61) and eqn. (2-62): 
    max, 1, 1min ; 2 to 1i n n nAEV n N d      (2-61) 
 max1, 1 1, 1 1, 1n n n n n nd s        (2-62) 
where 1, 1n ns    is the length of the line segment formed by joining the dominant points 
1nI   and 1nI   and 1, 1n n    is the angle made by the line segment with the x axis. The 
pseudocodes of the original and proposed modifications of Masood are presented in 
Figure 2.5-3. 
2.5.2.3 Comparison of the Masood original and Masood modified methods 
Eighteen digital curves used in recent publications [35, 46] and in the section 2.5.1.3 
are considered in this detailed benchmarking. For comparison, two values of the 
control parameter told  of the original method of Masood, 0.9told   (recommended by 
Masood in [36]) and 1.2told  (taken as another control parameter for comparison) are 
used, and compared against the proposed modification which does not require user 
specified control parameter. The results are plotted in Figure 2.5-4 and quantitative 
comparisons are provided in Table 2.5-2. Figure 2.5-4 shows that the proposed 
modification provides good approximation to all the digital curves. In Table 2.5-2, the 
number of pixels M in the digital curves, number of dominant points N  found by a 
method, the maximum deviation max( )id  of the polygon from the digital curve, the 
integral square error (ISE), the figure of merit (FOM), the precision metric p  , the 
reliability metric r , and the compression ratio CR M N are listed. In general it is 
desired that max( )id  and ISE are as less as possible and FOM and CR are as large as 
possible [149]. 
The value of the maximum deviation MD for the modified method is between 0.79 to 
1.27 while it varies from 0.90 to 1.54 for the original method of Masood with 
0.9told   and 1.2told  . In fact for each digital curve, the value of MD for the 
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modified method is always lesser than the original method of Masood with 1.2told  . 
On the other hand, ISE of the original method with 0.9told   and 1.2told   is lower 
than the modified method for 15 images. This is because the original method Masood 
focuses on the minimization of ISE in each iteration, while the modified method 
focuses upon nd . The modified method has a better CR than the original method with 
0.9told   for all the digital curves and the original method with 1.2told   for 9 digital 
curves.  
Further, in Figure 2.5-4, the curves of turtle, Africa, maple leaf, and dinosaur 1 are 
brought to special notice. For turtle, it is seen that the modified method chooses much 
fewer dominant points (N = 33) than the original method with 0.9told   (N = 38) and 
1.2told   (N = 48), while representing the digital curve effectively. Similar 
observations are noted for Africa and dinosaur 1. In maple leaf, though the number of 
dominant points obtained using the original method with 1.2told   and the modified 
method are same, the locations of the dominant points are different. Most differences 
occur in the concave regions of the digital curve and the locations where the curvature 
of the digital curve changes fast. Thus non-parametric adaptation of the method 
provide balanced the tradeoff in the performance. 
The precision metrics and reliability metrics of Masood(0.9), Masood(1.2), and 
Masood(mod) are lesser in comparison with RDP. Also, as compared to RDP, Masood 
has lesser value of CR. This indicates that Masood focuses more on local fitting rather 
than global fitting. 
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Figure 2.5-4: Comparison of results of Masood (original and modified) 
for several digital curves. 
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Figure 2.5-4: Comparison of results of Masood (original and modified) for several digital 
curves... contd. 
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Figure 2.5-4: Comparison of results of Masood (original and modified) for several digital 
curves... contd. 
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Table 2.5-2 (a): Original and modified methods of Masood  
Quantitative comparison for the first nine digital curves in Figure 2.5-4. 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Hammer      
Masood(0.9) 388 15 1.46 38.35 0.67 0.32 0.25 25.87
Masood(1.2) 388 15 1.46 38.35 0.67 0.32 0.25 25.87
Masood (mod) 388 14 0.79 48.86 0.57 0.28 0.28 27.71
Hand   
Masood(0.9) 642 58 1.32 47.75 0.23 0.19 0.18 11.07
Masood(1.2) 642 58 1.32 47.75 0.23 0.19 0.18 11.07
Masood (mod) 642 48 1.14 97.50 0.14 0.29 0.27 13.38
Screw Driver   
Masood(0.9) 253 16 1.11 24.68 0.64 0.26 0.20 15.81
Masood(1.2) 253 11 1.53 46.62 0.49 0.38 0.28 23.00
Masood (mod) 253 14 1.13 42.59 0.42 0.33 0.27 18.07
Rabbit         
Masood(0.9) 293 45 0.93 21.67 0.30 0.19 0.18 6.51
Masood(1.2) 293 36 1.21 35.91 0.23 0.26 0.24 8.14
Masood (mod) 293 37 1.00 42.82 0.18 0.28 0.26 7.92
Dinosaur1   
Masood(0.9) 587 96 1.00 24.09 0.25 0.10 0.11 6.11
Masood(1.2) 587 55 1.26 44.38 0.24 0.21 0.19 10.67
Masood (mod) 587 42 0.96 91.04 0.15 0.32 0.30 13.98
Dinosaur2           
Masood(0.9) 409 56 1.00 30.36 0.24 0.17 0.16 7.30
Masood(1.2) 409 38 1.20 62.98 0.17 0.30 0.28 10.76
Masood (mod) 409 42 0.95 64.38 0.15 0.29 0.28 9.74
Dinosaur3        
Masood(0.9) 528 84 1.00 22.63 0.28 0.12 0.11 6.29
Masood(1.2) 528 56 1.37 50.69 0.19 0.24 0.20 9.43
Masood (mod) 528 48 1.27 89.38 0.12 0.29 0.28 11.00
Plane1           
Masood(0.9) 462 52 1.04 31.49 0.28 0.20 0.17 8.88
Masood(1.2) 462 40 1.54 50.59 0.23 0.27 0.22 11.55
Masood (mod) 462 38 1.11 64.81 0.19 0.33 0.27 12.16
Plane2        
Masood(0.9) 365 54 0.95 18.54 0.36 0.13 0.13 6.76
Masood(1.2) 365 26 1.31 58.20 0.24 0.33 0.27 14.04
Masood (mod) 365 32 1.00 44.67 0.26 0.29 0.25 11.41
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Table 2.5-2(b): Original and modified methods of Masood  
Quantitative comparison for the last nine digital curves in Figure 2.5-4. 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Plane3        
Masood(0.9) 431 54 0.90 32.06 0.25 0.19 0.17 7.98
Masood(1.2) 431 41 1.36 47.91 0.22 0.26 0.22 10.51
Masood (mod) 431 39 1.00 71.76 0.15 0.33 0.29 11.05
Plane4         
Masood(0.9) 450 68 1.00 16.92 0.39 0.11 0.09 6.62
Masood(1.2) 450 39 1.26 59.66 0.19 0.30 0.26 11.54
Masood(mod) 450 42 0.96 59.54 0.18 0.27 0.25 10.71
Plane5        
Masood(0.9) 431 45 1.21 36.86 0.26 0.23 0.19 9.58
Masood(1.2) 431 45 1.21 36.86 0.26 0.23 0.19 9.58
Masood(mod) 431 41 0.96 49.41 0.21 0.28 0.23 10.51
Tin Opener           
Masood(0.9) 278 45 1.00 20.69 0.30 0.18 0.16 6.18
Masood(1.2) 278 34 1.40 40.37 0.20 0.30 0.24 8.18
Masood(mod) 278 35 1.02 51.71 0.15 0.39 0.30 7.94
Turtle        
Masood(0.9) 354 48 1.00 23.48 0.31 0.16 0.17 7.38
Masood(1.2) 354 38 1.31 33.11 0.28 0.23 0.21 9.32
Masood(mod) 354 33 1.14 51.65 0.21 0.30 0.27 10.73
Africa        
Masood(0.9) 291 39 0.97 25.89 0.29 0.22 0.19 7.46
Masood(1.2) 291 35 1.21 31.26 0.27 0.27 0.21 8.31
Masood(mod) 291 28 1.05 56.74 0.18 0.36 0.31 10.39
Maple leaf        
Masood(0.9) 424 105 1.00 15.29 0.26 0.08 0.09 4.04
Masood(1.2) 424 50 1.23 46.34 0.18 0.26 0.22 8.48
Masood(mod) 424 50 1.20 64.45 0.13 0.31 0.26 8.48
Sword Fish           
Masood(0.9) 627 91 1.00 33.14 0.21 0.11 0.14 6.89
Masood(1.2) 627 38 1.46 90.27 0.18 0.32 0.27 16.50
Masood(mod) 627 40 1.11 97.94 0.16 0.36 0.29 15.68
Dog   
Masood(0.9) 343 54 0.91 32.51 0.20 0.22 0.20 6.35
Masood(1.2) 343 49 1.26 43.19 0.16 0.26 0.23 7.00
Masood(mod) 343 52 1.00 43.45 0.15 0.27 0.23 6.60
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Carmona recommends that if the digital curve is a closed curve, a most suitable initial 
dominant point 1nP   should be chosen before beginning the iterative procedure. 
Assuming that the initial sequence of break points is  breaknP . For this sequence, the 
distances Cnd  are computed and the point with the maximum value of 
C
nd  is identified, 
i.e.   Carg max nn d  . Then, break1n nP P    and the remaining points in    0,n n n iP x y   
follow the sequence.    
The initial value of ( 0)told i   is set as zero. In each iteration, the value of told  is 
increased by 0.5. Within an iteration, the first point for which Cn told d  is deleted. 
This process is repeated for the newly obtained reduced sequence of dominant points, 
i.e., the first point for which Cn told d  is deleted. This process of deletion is repeated 
till no point satisfies Cn told d . At this point the current iteration is completed, the 
termination condition is checked and if the algorithm cannot be terminated then the 
next iteration is initiated. For the termination condition, a relative parameter ir   is 
defined as in eqn. (2-65): 
 
  
  
deletedmax
max
n
i
n
l
r
d
 , (2-65) 
where nd  here is computed using the eqn. (2-59) and 
deleted
nl  correspond to the 
dominant points deleted in the current iteration. If at the end of the ith iteration, 
i tolr r , where tolr  is a user specified control parameter, the algorithm is terminated. 
2.5.3.2 Non-parametric adaptation of Carmona’s method 
Carmona can be made independent of user specified control parameter using the error 
bound in the eqn. (2-37) by modifying the termination condition of Carmona. For this, 
nd  is computed using the eqn. (2-59). Further, a maximum error bound is defined as in 
eqn. (2-66).  
 maxn n nd s   (2-66) 
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where ns  is the length of the line segment formed by joining the dominant points nP  
and 1nP   and n  is the angle made by the line segment with the x axis. At the end of 
one step of iteration, if there is a dominant point such as specified in (2-67): 
 maxn nd d  (2-67) 
then the algorithm is terminated. The pseudocodes of the original and modified 
methods are presented in Figure 2.5-5. 
2.5.3.3 Comparison of the Carmona original and Carmona modified methods 
Eighteen digital curves used in recent publications [35, 46] and in the section 2.5.1.3 
are considered. For comparison, two values of the control parameter tolr  of the original 
method of Carmona, 0.3tolr   and 0.7tolr  (recommended in [35] for these digital 
curves) are used, and compared against the proposed modification which does not 
require user specified control parameter. The results are plotted in Figure 2.5-6 and 
quantitative comparisons are provided in Table 2.5-3. Figure 2.5-6 shows that the 
proposed modification provides good approximation to all the digital curves. In Table 
2.5-3, the number of pixels M in the digital curves, number of dominant points N  
found by a method, the maximum deviation max( )id  of the polygon from the digital 
curve, the integral square error (ISE), the figure of merit (FOM), and the compression 
ratio CR M N are listed. In general it is desired that max( )id  and ISE are as less as 
possible and FOM and CR are as large as possible [149]. 
There are several interesting observations. First, see the results of Hammer in Table 
2.5-3. It is seen that for 0.3tolr  , the number of dominant points detected by the 
original method of Carmona is very large and the compression ratio is very poor. On 
the other hand, for 0.7tolr  , the original method of Carmona misses some important 
features of the shape (like the top portion of the hammer). The modified method 
provides a better balance between precision and CR. Similar observations apply for 
Africa, plane 2, and plane 4. In such cases, the values of max( )id , ISE, FOM, and CR 
for the modified method are in between the values of these parameters for the original 
method of Carmona with 0.3tolr   and 0.7tolr  . Second, the curves of hand, maple 
leaf, dinosaur 3, sword fish, plane 3, and plane 5 are considered. For these curves, it is 
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noted that the dominant points detected by the original method with 0.3tolr   are the 
same as the dominant points detected by the modified method. This is because for such 
curves, the value of one of the elements in  nd  (used in the eqns. (2-65) and (2-67)) 
is larger than maxnd  and is sufficiently high to reduce the value of ir  below 0.3. Third, 
the curves of screw driver, tin-opener, turtle, rabbit, and plane 1 are considered in 
which the number of dominant points obtained by the modified method are larger than 
the original method with 0.3tolr   and 0.7tolr  . For all these curves, the ISE for the 
modified method is significantly lower than the original method with 0.3tolr   and 
0.7tolr   though the increase in the number of dominant points is not significant. Also, 
in most cases, the value of max( )id  for the modified method is close to the value of 
max( )id  for the original method with 0.3tolr  . Fourth, the digital curves of dog, 
dinosaur 1, and dinosaur 2 are considered, for which the modified and the original 
methods with 0.3tolr   and 0.7tolr   perform result into exactly the same dominant 
points. For these curves, the dominant point deleted in the last iteration reduced the 
value of ir  below 0.3 (from a value of ir  more than 0.7 in the last iteration) as well as 
the one dominant point satisfying maxn nd d  . In addition to the above, it is worth 
noting that the value of max( )md  ranges from 0.49 to 6.75 for the original method and 
from 1.29 to 2.73 for the modified method. This indicates that the modified method 
provides a better balance of the maximum deviation max( )id .  
 
  
 
Chapter 2: Polygonal approximation of digital curves 
81 
 
Function DP=Carmona_original ( 1 2{ , , , }NP P P , tolr ) 
{     DP=NULL; % DP contains the dominant points 
%step 1: choosing initial dominant point 
If  1 NP P  Then 
{     Compute  Cnd ; Find   Carg max nn d  .  
Assign DP= 1 2 3, , , , , , ,n n N nP P P P P P      } %step 2: termination/updation 
Assign 0told  ; 0i  ; Flag_terminate = FALSE; 
Do {Assign 1;  0.5tol toli i d d    ; 1n  ; deletednl =NULL; 
While (n is not the last point in DP) 
{ Compute Cnd  and nl  using eqns. (2-63) and (2-64); 
If Cn told d  Then 
{        Append deletednl  with nl ; 
          Delete nP  from DP; } 
Else Assign 1n n   
End; } 
Compute  nd  and ir  using eqns. (2-59) and (2-65).  
If i tolr r  Then Flag_terminate = TRUE } 
While (Flag_terminate = FALSE); 
Return(DP). } 
(a) Pseudocode for Carmona (original) 
Function DP=Carmona_modified ( 1 2{ , , , }NP P P ) 
{     DP=NULL; % DP contains the dominant points 
%step 1: choosing initial dominant point 
If  1 NP P  Then 
{     Compute  Cnd ; Find   Carg max nn d  .  
Assign DP= 1 2 3, , , , , , ,n n N nP P P P P P      } %step 2: termination/updation 
Assign 0told  ; 0i  ; Flag_terminate = FALSE; 
Do {     Assign 1;  0.5tol toli i d d    ; 1n  ;  
While (n is not the last point in DP) {     
Compute Cnd  using eqn. (2-63); 
If Cn told d  Then Delete nP  from DP Else Assign 1n n   } 
Compute  nd  and  maxnd  using eqns. (2-59) and (2-66).  
If (for any n , maxn nd d ) Then Flag_terminate = TRUE } 
While (Flag_terminate = FALSE); 
Return(DP). } 
(b) Pseudocode for Carmona (modified) 
Figure 2.5-5: Pseudocodes for the original and modified methods of 
Carmona. 
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Figure 2.5-6: Comparison of results of Carmona (original and 
modified) for several digital curves. 
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Figure 2.5-6: Comparison of results of Carmona (original and modified) for several 
digital curves... contd. 
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Figure 2.5-6: Comparison of results of Carmona (original and modified) for several 
digital curves... contd. 
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Table 2.5-3 (a): Original and modified methods of Carmona  
Quantitative comparison for the first nine digital curves in Figure 2.5-6. 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Hammer     
Carmona(0.3) 388 194 0.49 1.32 1.52 0.01 0.01 2.00
Carmona(0.7) 388 10 2.32 177.40 0.22 0.60 0.48 38.80
Carmona(mod) 388 14 1.29 57.96 0.48 0.30 0.29 27.71
Hand   
Carmona(0.3) 642 43 2.06 215.14 0.07 0.35 0.39 14.93
Carmona(0.7) 642 20 3.89 1111.60 0.03 1.04 0.97 32.10
Carmona(mod) 642 43 2.06 215.14 0.07 0.35 0.39 14.93
Screw Driver   
Carmona(0.3) 253 9 2.08 179.47 0.16 0.75 0.56 28.11
Carmona(0.7) 253 9 2.08 179.47 0.16 0.75 0.56 28.11
Carmona(mod) 253 14 2.08 138.59 0.13 0.43 0.44 18.07
Rabbit        
Carmona(0.3) 293 30 1.86 101.53 0.10 0.43 0.40 9.77
Carmona(0.7) 293 19 3.12 309.72 0.05 0.76 0.72 15.42
Carmona(mod) 293 38 1.86 66.64 0.12 0.31 0.32 7.71
Dinosaur1   
Carmona(0.3) 587 38 2.73 302.83 0.05 0.35 0.49 15.45
Carmona(0.7) 587 38 2.73 302.83 0.05 0.35 0.49 15.45
Carmona(mod) 587 38 2.73 302.83 0.05 0.35 0.49 15.45
Dinosaur2           
Carmona(0.3) 446 47 2.55 161.59 0.06 0.32 0.38 9.49
Carmona(0.7) 446 47 2.55 161.59 0.06 0.32 0.38 9.49
Carmona(mod) 446 47 2.55 161.59 0.06 0.32 0.38 9.49
Dinosaur3        
Carmona(0.3) 528 54 1.78 104.35 0.09 0.29 0.29 9.78
Carmona(0.7) 528 19 6.75 2115.16 0.01 1.37 1.43 27.79
Carmona(mod) 528 54 1.78 104.35 0.09 0.29 0.29 9.78
Plane1          
Carmona(0.3) 462 30 1.79 213.57 0.07 0.46 0.48 15.40
Carmona(0.7) 462 16 4.63 1105.78 0.03 1.25 1.14 28.88
Carmona(mod) 462 37 1.60 104.82 0.12 0.32 0.33 12.49
Plane2        
Carmona(0.3) 365 104 0.50 4.14 0.85 0.04 0.03 3.51
Carmona(0.7) 365 11 2.85 400.76 0.08 1.01 0.78 33.18
Carmona(mod) 365 28 1.44 80.54 0.16 0.33 0.32 13.04
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Table 2.5-3 (b): Original and modified methods of Carmona  
Quantitative comparison for the last nine digital curves in Figure 2.5-6. 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Plane3        
Carmona(0.3) 431 39 1.53 92.99 0.12 0.31 0.33 11.05
Carmona(0.7) 431 22 2.79 397.56 0.05 0.83 0.71 19.59
Carmona(mod) 431 39 1.53 92.99 0.12 0.31 0.33 11.05
Plane4         
Carmona(0.3) 450 114 0.71 4.88 0.81 0.03 0.03 3.95
Carmona(0.7) 450 22 3.45 632.35 0.03 0.91 0.89 20.45
Carmona(mod) 450 41 2.00 127.93 0.09 0.32 0.36 10.98
Plane5        
Carmona(0.3) 431 41 2.53 168.71 0.06 0.27 0.36 10.51
Carmona(0.7) 431 28 2.53 349.77 0.04 0.59 0.65 15.39
Carmona(mod) 431 41 2.53 168.71 0.06 0.27 0.36 10.51
Tin Opener           
Carmona(0.3) 278 29 2.28 145.12 0.07 0.45 0.46 9.59
Carmona(0.7) 278 22 2.28 214.60 0.06 0.64 0.61 12.64
Carmona(mod) 278 39 2.19 73.08 0.10 0.24 0.30 7.13
Turtle        
Carmona(0.3) 354 27 1.68 151.65 0.09 0.44 0.46 13.11
Carmona(0.7) 354 15 5.34 1134.83 0.02 1.54 1.31 23.60
Carmona(mod) 354 30 1.68 130.32 0.09 0.39 0.42 11.80
Africa        
Carmona(0.3) 291 35 1.24 52.62 0.16 0.28 0.28 8.31
Carmona(0.7) 291 14 3.81 547.22 0.04 1.12 0.95 20.79
Carmona(mod) 291 26 1.80 93.62 0.12 0.41 0.37 11.19
Maple leaf        
Carmona(0.3) 424 53 1.56 91.78 0.09 0.31 0.30 8.00
Carmona(0.7) 424 20 4.06 847.89 0.03 1.19 1.01 21.20
Carmona(mod) 424 53 1.56 91.78 0.09 0.31 0.30 8.00
Sword Fish          
Carmona(0.3) 627 39 3.19 573.52 0.03 0.40 0.63 16.08
Carmona(0.7) 627 30 3.00 646.28 0.03 0.55 0.75 20.90
Carmona(mod) 627 39 3.19 573.52 0.03 0.40 0.63 16.08
Dog        
Carmona(0.3) 343 54 1.39 54.26 0.12 0.27 0.25 6.35
Carmona(0.7) 343 54 1.39 54.26 0.12 0.27 0.25 6.35
Carmona(mod) 343 54 1.39 54.26 0.12 0.27 0.25 6.35
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Table 2.7-3, and Table 2.7-4 respectively. The performance parameters indicate that 
when the curves are significantly de-scaled (for example by a factor 1 5 ) and loose the 
details, the CR decreases for all the four methods. However, the behavior of MD, p , 
and r does not change significantly. This implies that the methods retain their natural 
fitting characteristics. It is also interesting to note that all the four methods represent 
the curves well. 
 
 
 
 
 Tin opener Africa 
Scaling: 1 2  
  
Scaling: 1 3 
 
 
Scaling: 1 4  
 
 
Scaling: 1 5  
 
 
Figure 2.7-1: Effect of scaling on PRO(1.0).
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Table 2.7-1: Scaling performance parameters of PRO(1.0). 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Tin opener
Scaling 1  278 27 1.66 90.16 0.11 0.40 0.38 10.30 
Scaling 1 2  135 17 1.41 43.16 0.18 0.47 0.40 7.94 
Scaling 1 3  88 16 1.67 22.23 0.25 0.39 0.34 5.50 
Scaling 1 4  62 12 1.72 16.60 0.31 0.43 0.35 5.17 
Scaling 1 5  49 13 1.80 17.10 0.22 0.42 0.42 3.77 
Africa
Scaling 1  291 23 2.04 110.23 0.11 0.52 0.44 12.65 
Scaling 1 2  137 16 1.74 42.28 0.20 0.41 0.35 8.56 
Scaling 1 3  90 11 2.09 47.29 0.17 0.58 0.50 8.18 
Scaling 1 4  64 10 1.99 26.84 0.24 0.48 0.43 6.40 
Scaling 1 5  49 8 1.54 13.87 0.44 0.40 0.37 6.13 
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Table 2.7-2: Scaling performance parameters of RDP(mod). 
 
No. of 
pixels (M) 
Dominant 
points (N) MD ISE FOM 
Precision 
p 
Reliability 
r  CR 
Tin opener 
Scaling 1  278 31 1.48 77.84 0.12 0.39 0.35 8.97 
Scaling 1 2  135 17 1.41 43.16 0.18 0.47 0.40 7.94 
Scaling 1 3  88 17 1.06 16.76 0.31 0.34 0.29 5.18 
Scaling 1 4  62 13 1.46 17.15 0.28 0.44 0.36 4.77 
Scaling 1 5  49 11 1.41 24.22 0.18 0.55 0.56 4.46 
Africa 
Scaling 1  291 29 1.27 63.21 0.16 0.39 0.31 10.03 
Scaling 1 2  137 17 1.34 30.85 0.26 0.35 0.30 8.06 
Scaling 1 3  90 15 1.18 17.00 0.35 0.38 0.30 6.00 
 Tin opener Africa 
Scaling: 1 2  
 
 
Scaling: 1 3 
 
 
Scaling: 1 4  
 
 
Scaling: 1 5  
 
 
Figure 2.7-2: Effect of scaling on RDP(mod). 
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Scaling 1 4  64 12 1.41 17.13 0.31 0.39 0.33 5.33 
Scaling 1 5  49 9 1.17 8.08 0.67 0.35 0.29 5.44 
 
Table 2.7-3: Scaling performance parameters of Masood(mod). 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Tin opener 
Scaling 1  278 35 1.02 51.71 0.15 0.39 0.30 7.94 
Scaling 1 2  135 18 1.09 28.10 0.27 0.38 0.33 7.50 
Scaling 1 3  88 16 0.98 16.92 0.33 0.34 0.33 5.50 
Scaling 1 4  62 14 0.95 11.56 0.38 0.35 0.32 4.43 
Scaling 1 5  49 13 1.00 12.22 0.31 0.42 0.40 3.77 
Africa 
Scaling 1  291 28 1.05 56.74 0.18 0.36 0.31 10.39 
 Tin opener Africa 
Scaling: 1 2  
 
 
Scaling: 1 3 
 
 
Scaling: 1 4  
 
 
Scaling: 1 5  
 
 
Figure 2.7-3: Effect of scaling on Masood(mod) 
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Scaling 1 2  137 17 0.99 27.31 0.30 0.36 0.32 8.06 
Scaling 1 3  90 15 1.18 15.40 0.39 0.35 0.30 6.00 
Scaling 1 4  64 14 0.81 8.86 0.52 0.29 0.26 4.57 
Scaling 1 5  49 9 0.89 8.00 0.68 0.28 0.29 5.44 
 
Table 2.7-4: Scaling performance parameters of Carmona(mod). 
 
No. of 
pixels 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
Tin opener 
Scaling 1  278 39 2.19 73.08 0.10 0.24 0.30 7.13 
Scaling 1 2  135 16 2.19 62.50 0.14 0.53 0.48 8.44 
Scaling 1 3  88 16 1.37 26.79 0.21 0.43 0.39 5.50 
Scaling 1 4  62 12 1.46 19.67 0.26 0.48 0.40 5.17 
 Tin opener Africa 
Scaling: 1 2  
 
 
Scaling: 1 3 
 
 
Scaling: 1 4  
 
 
Scaling: 1 5  
 
 
Figure 2.7-4: Effect of scaling on Carmona(mod) 
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It is noted that the CR of PRO(1.0), RDP(mod), and Carmona(mod) remains 
approximately the same for noiseless and noisy curves, while the CR of Masood(mod) 
decreases significantly for noisy curves. This is consistent with the nature of Masood’s 
method which supports very close fitting and consequently results in more dominant 
points in order to fit closely to the noise. On the other hand, RDP and Carmona both 
have relatively more smoothing effects as compared to Masood. It is also noted that 
the precision metric increases significantly for PRO(1.0), RDP(mod), and 
Carmona(mod) in the case of noisy curves. This shows that the precision is 
compromised in these methods for giving a good performance for noisy curves. The 
decrease in the precision metric results in the smoothing effect observed for these 
methods. 
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 Tin opener Africa 
Example of 
noisy 
boundaries 
  
PRO(1.0) 
 
 
RDP(mod) 
 
 
Masood(mod) 
 
 
Carmona(mod) 
 
 
Figure 2.7-5: Performance of the proposed methods for noisy digital 
curves. 
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methods based on the proposed non-parametric framework perform well even for non-
digitized (real valued) curves. 
 
Table 2.7-7: Performance of proposed methods for non-digital curves 
given in Figure 2.7-7. 
 
No. of 
data 
points 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
PRO(1.0) 3003 
(1001 
per 
curve) 
96 1.93 234.65 0.13 0.22 0.52 31.28
RDP(mod) 70 1.40 355.59 0.12 0.50 1.30 42.90
Masood(mod) 77 0.88 212.82 0.18 0.35 0.78 39.00
Carmona(mod) 76 4.04 1754.49 0.02 0.52 1.80 39.51
 
Now a semi-digitized curve is considered in which one axis ( x axis) is digitized 
(similar to data plots). A data plot given by the eqn. (2-70) and plotted in Figure 
2.7-8(a) is considered as an example: 
 
 
   
sin 5
100 ;  1,2, ,100
5
x
y x
x
    (2-70) 
  
(a) Result of PRO(1.0) (b) Result of RDP(mod) 
 
(c) Result of Masood(mod) (d) Result of Carmona(mod) 
Figure 2.7-7: Performance of proposed methods for non-digital 
curves given in Figure 2.7-6. 
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Table 2.7-8: Performance of proposed methods for semi-digitized 
curve. 
 
No. of 
data 
points 
(M) 
Dominant 
points 
(N) 
MD ISE FOM 
Precision 
p   
Reliability 
r  CR 
PRO(1.0) 
100 
13 1.64 60.14 0.13 0.58 0.24 7.69 
RDP(mod) 15 1.52 34.21 0.20 0.45 0.17 6.67 
Masood(mod) 14 1.08 19.55 0.37 0.39 0.14 7.14 
Carmona(mod) 8 3.38 160.59 0.08 0.95 0.39 12.50 
 
For this plot, the dominant points detected by RDP(mod), Masood (mod), and 
Carmona(mod) are given in Figure 2.7-8(b-e) respectively. The performance 
parameters are tabulated in Table 2.7-8. The results clearly demonstrate the 
 
(a) Semi-digitized curve 
given by(2-70) (b) PRO(1.0) (c) RDP(mod) 
  
(d) Masood(mod) (e) Carmona(mod) 
Figure 2.7-8: Semi-digitized curve and performance of proposed methods. 
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provides a good balance in terms of the conflicting requirements of dominant point 
detection methods. 
Table 2.7-9: Performance of various methods for all the datasets. 
(a) Precision metric p   
 PRO 
(1.0) 
RDP 
(1.0) 
RDP 
(mod) 
Masood 
(0.9) 
Masood 
(mod) 
Carmon
a (0.45) 
Carmon
a (mod) 
Afreight 0.44 0.29 0.41 0.89 0.49 0.87 0.53
Google 0.43 0.28 0.38 0.83 0.74 1.18 0.85
Berkley 0.21 0.11 0.39 1.17 0.52 1.19 0.36
Cars_inria 0.49 0.32 0.53 1.34 0.64 1.49 0.56
Caltech 101 0.43 0.28 0.39 1.11 0.42 1.27 0.45
Caltech 256 0.44 0.28 0.63 1.13 0.51 1.41 0.59
Pascal 2007 0.43 0.28 0.44 1.30 0.46 1.49 0.62
Pascal 2008 0.42 0.27 0.49 1.29 0.45 1.48 0.68
Pascal 2009 0.41 0.27 0.51 1.29 0.49 1.48 0.65
Pascal 2010 0.42 0.26 0.47 1.29 0.44 1.49 0.71
Mean 0.41 0.26 0.46 1.16 0.52 1.34 0.60
Table 2.7-9: Performance of various methods for all the datasets. 
(b) Reliability metric r  
 PRO 
(1.0) 
RDP 
(1.0) 
RDP 
(mod) 
Masood 
(0.9) 
Masood 
(mod) 
Carmon
a (0.45) 
Carmon
a (mod) 
Afreight 0.37 0.25 0.35 0.86 0.51 0.84 0.49
Google 0.37 0.23 0.32 0.76 0.87 1.23 0.73
Berkley 0.17 0.09 0.32 1.26 0.46 1.13 0.39
Cars_inria 0.41 0.27 0.40 1.42 0.89 1.58 0.46
Caltech 101 0.37 0.24 0.42 1.12 0.75 1.23 0.52
Caltech 256 0.36 0.24 0.44 1.12 0.63 1.44 0.45
Pascal 2007 0.36 0.24 0.36 1.32 0.73 1.5 0.51
Pascal 2008 0.35 0.23 0.38 1.33 0.69 1.52 0.52
Pascal 2009 0.35 0.23 0.39 1.32 0.75 1.5 0.49
Pascal 2010 0.35 0.23 0.37 1.32 0.77 1.53 0.53
Mean 0.34 0.23 0.38 1.18 0.71 1.35 0.51
Table 2.7-9: Performance of various methods for all the datasets. 
(c) Average compression ratio (CR) 
 PRO 
(1.0) 
RDP 
(1.0) 
RDP 
(mod) 
Masood 
(0.9) 
Masood 
(mod) 
Carmon
a (0.45) 
Carmon
a (mod) 
Afreight 7.69 6.25 7.18 6.25 6.10 4.55 6.21
Google 10.00 7.14 8.73 7.69 9.49 7.69 8.58
Berkley 5.88 4.76 5.86 5.26 6.21 4.17 5.96
Cars_inria 6.25 5.00 7.24 5.26 6.13 4.17 5.93
Caltech 101 7.14 5.26 7.05 5.56 6.97 4.76 6.46
Caltech 256 7.69 5.88 8.31 6.25 7.36 5.26 7.96
Pascal 2007 11.11 8.33 12.34 5.88 8.74 4.76 10.52
Pascal 2008 11.11 8.33 11.96 5.88 10.28 4.76 9.89
Pascal 2009 12.50 8.33 11.68 5.88 8.72 4.76 9.98
Pascal 2010 11.11 8.33 11.35 5.56 9.21 4.76 10.34
Mean 8.33 6.25 9.17 5.88 7.92 4.76 8.18 
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Table 2.7-9: Performance of various methods for all the datasets. 
(d) Maximum deviation (Emax) 
 PRO 
(1.0) 
RDP 
(1.0) 
RDP 
(mod) 
Masood 
(0.9) 
Masood 
(mod) 
Carmon
a (0.45) 
Carmon
a (mod) 
Afreight 2.06 1.00 1.35 2.22 1.43 2.05 1.38
Google 2.10 0.99 1.41 2.05 1.37 3.91 1.45
Berkley 2.31 1.00 1.31 0.94 1.28 2.63 1.39
Cars_inria 2.65 1.00 1.20 2.32 1.19 3.49 1.50
Caltech 101 2.32 1.00 1.35 2.62 1.24 3.17 1.42
Caltech 256 2.34 1.00 1.53 2.75 1.36 3.83 1.39
Pascal 2007 2.53 1.00 1.45 3.08 1.29 3.59 1.41
Pascal 2008 2.54 1.00 1.33 3.06 1.33 3.63 1.37
Pascal 2009 2.55 1.00 1.39 3.11 1.27 3.57 1.45
Pascal 2010 2.54 1.00 1.41 3.08 1.31 3.63 1.39
Mean 2.39 1.00 1.37 2.52 1.31 3.35 1.42 
Table 2.7-9: Performance of various methods for all the datasets. 
(e) Integral square error (ISE) 
 PRO 
(1.0) 
RDP 
(1.0) 
RDP 
(mod) 
Masood 
(0.9) 
Masood 
(mod) 
Carmon
a (0.45) 
Carmon
a (mod) 
Afreight 59.15 27.03 30.33 39.77 35.32 71.73 41.25
Google 223.97 95.15 165.31 64.52 178.53 5171.01 196.48
Berkley 72.15 32.90 101.23 72.68 98.75 149.44 99.65
Cars_inria 180.79 69.67 203.51 81.58 185.91 754.50 195.73
Caltech 101 128.52 53.39 192.64 54.97 164.57 417.71 186.43
Caltech 256 155.97 62.14 185.67 64.17 173.68 1690.91 221.58
Pascal 2007 146.07 57.64 181.59 83.32 154.83 639.90 265.31
Pascal 2008 145.18 59.48 192.76 82.04 168.27 617.49 258.42
Pascal 2009 146.00 60.48 182.83 86.37 165.39 600.87 251.39
Pascal 2010 139.92 54.44 198.26 77.45 168.41 728.07 257.83
Mean 139.77 57.23 163.41 70.69 149.37 1084.16 197.41 
Table 2.7-9: Performance of various methods for all the datasets. 
(f) Figure of merit (FOM) 
 PRO 
(1.0) 
RDP 
(1.0) 
RDP 
(mod) 
Masood 
(0.9) 
Masood 
(mod) 
Carmon
a (0.45) 
Carmon
a (mod) 
Afreight 0.19 0.32 0.31 0.28 0.32 0.15 0.28
Google 0.13 0.24 0.08 0.24 0.11 0.07 0.10
Berkley 0.11 0.20 0.09 0.13 0.08 0.05 0.10
Cars_inria 0.05 0.09 0.07 0.10 0.09 0.02 0.08
Caltech 101 0.08 0.16 0.09 0.15 0.10 0.03 0.09
Caltech 256 0.07 0.15 0.11 0.15 0.13 0.02 0.08
Pascal 2007 0.07 0.13 0.14 0.11 0.16 0.02 0.10
Pascal 2008 0.07 0.13 0.14 0.11 0.15 0.02 0.11
Pascal 2009 0.07 0.13 0.15 0.11 0.19 0.02 0.11
Pascal 2010 0.07 0.14 0.12 0.11 0.14 0.02 0.13
Mean 0.09 0.17 0.13 0.15 0.15 0.04 0.12 
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A PA method, PRO, that uses precision and reliability measures in the optimization 
goals is proposed. PRO can be easily tailored by changing the tolerance value. The fit 
is very close for small tolerance values ( 0 0.2  ) and the closeness of the fit 
decreases as the value of 0  becomes close to 1. It is shown through extensive 
comparison that PRO(0.2) chooses the dominant points such that each and every 
change in the curvature is retained though the number of points needed is large. On the 
other hand, PRO(1.0) avoids the problems of under-fitting as well as over-fitting and 
provides a good balance for all the performance parameters that indicate local nature 
of fit, global nature of fit, dimensionality reduction, as well as the computation time. 
In addition, a non-parametric framework for PA methods is proposed. The approach is 
based upon theoretical bound of the deviation of the pixels obtained by the digitization 
of a line segment. The approach is to use this bound in a PA method as either the 
optimization goal or the termination condition or both. It is shown that this approach 
can be incorporated in various types of PA methods easily to make them independent 
of control parameter and related heuristics. This is illustrated by modifying three 
different PA methods (RDP [12, 13], Masood [46], and Carmona [35]). The results 
show that as compared to the use of control parameters in the original versions of these 
methods, the modifications of the methods using the non-parametric approach provide 
a more balanced performance and good approximation of the digital curves. It is also 
shown that the modified versions of the PA detection methods can still retain their 
original natural characteristics. Though the approach is applied for three methods only 
in this thesis, the approach can be suitably applied in most dominant point detection 
methods to make them free of heuristics.    
PA methods discussed in this chapter are also applied to non-digital, semi-digital, and 
noisy digital curves. As a final note, the results of these PA methods for 10 practical 
computer vision datasets are shown. Such a study is important for the research 
community that uses dominant point detection as one of the fundamental 
preprocessing steps in several applications. The contents of Chapter 2 have been 
reported in [93, 131-135]. 
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Chapter 3 : Tangent estimation of digital curves  
3.1 Background 
This chapter proposes a novel tangent estimation method that is very simple and has a 
firm analytical foundation. Since the proposed method has definite continuous curve 
and digital curve upper bounds, it is called as the Definite Error Bounded (DEB) TE 
method. It is proven that in a continuous conic, the slope computed by DEB closely 
matches the slope of the actual tangent. The proof of the analytical error bound for 
conic shapes is presented and numerical examples are shown. For digital curves 
(conics or non-conics), this work establishes the numerical error bound for the 
proposed tangent estimation method using the derivation in section 2.4, which is also 
derived using rigorous mathematical analysis.  
Although a part of the total error bound is derived only for conic curves, DEB is not 
restricted to the case of perfectly digitized conics only. The proposed tangent 
estimation method can be applied to any digital or continuous curve which may be 
noisy or noise-free, though an explicit analytical error bound may be difficult to 
derive.   
Several salient features of the DEB are: 
1. Only two points at a certain distance from the point of interest should be 
identified for estimating the tangent at the point of interest.  
2. The computational complexity is very low. 
3. It gives good multigrid and isotropicity performance. 
4. It performs well for conic and non-conic curves and provides superior 
performance than 71 other methods. 
Section 3.2 presents an example in image processing which highlights the importance 
of reducing the error in TE. Section 3.3 proposes the DEB algorithm, its pseudocode 
and computational complexity analysis. Section 3.4 presents the total error bound of 
DEB. Section 3.5 presents numerical examples to illustrate the error bound. Section 
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 12 23 23 12
12 23 23 12
A B A By
B C B C
    , (3-2) 
where: 
     2 2 2 212 2 1 2 2 1 1 1 2 2 1 1 2tan tan tan tan  A y y x y x y x x           (3-3) 
     2 2 2 223 3 2 3 3 2 2 2 3 3 2 2 3tan tan tan tan  A y y x y x y x x           (3-4) 
     12 2 1 1 2 2 1 1 2tan tan 2 tan tan  B y y x x         (3-5) 
     23 3 2 2 3 3 2 2 3tan tan 2 tan tanB y y x x         (3-6) 
     12 2 1 2 1 1 22 tan tanC y y x x        (3-7) 
     23 3 2 3 2 2 32 tan tanC y y x x        (3-8) 
If the center of the actual ellipse is at 0 0( , )O x y , then the net distance between the 
computed and actual centers can be used as the error metric in eqn. (3-9): 
    2 2err 0 0r x x y y      (3-9) 
For the simplicity of further analysis, and without the loss of generalization, an actual 
ellipse centered at the origin (i.e. 0 0 0x y  ) is considered. Further, it is assumed that 
the ellipse is oriented along the x axis and has a and b  as the lengths of semi-major 
and semi-minor axes. Since the computations become singular when any of the points 
are on the major axis or minor axis, these points shall be avoided, as they may skew 
the analysis without yielding any significant insight. 
For convenience, the points  , ,  1 to 3i i iP x y i   are defined using their angular 
position i  as in eqn. (3-10). 
 cos ; sini i i ix a y b    (3-10) 
where 
5 11, ,
12 4 12i
         are chosen for optimal coverage of the curvature of the 
ellipse [94]. Further, the semi-major axis 21b a e  , where eccentricity 0.8e   is 
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The range  12, 12     (i.e.  15 ,15    is considered. 
3.2.2.1 Tests 1 and 2 in the absence of digitization 
In the absence of digitization, eqn. (3-10) is used for computing the coordinates. The 
results of tests 1 and 2 are presented in Figure 3.2-3. It is seen that the error in tangents 
leads to significant non-negligible error for both the tests. Specifically, the error in test 
2 is higher than in test 1. This is because the error in the tangent at the second point 2P  
affects the method more as it is used in all the computations.  
 
3.2.2.2 Tests 1 and 2 in the presence of digitization 
In the presence of digitization, eqn. (3-14) below is used instead of eqn. (3-10) to 
compute the coordinates of the points: 
 round( cos ); round( sin )i i i ix a y b   , (3-14) 
where the function round( )  denotes the rounding to the nearest integer. For this case, 
a variation of the major axis of the ellipse  10,100a  is considered. In this case, the 
maximum and average relative error for a test for each value of a  is presented. 
The results of the two tests in the presence of digitization are shown in Figure 3.2-4. 
The dotted plot (red) shows the maximum error for the complete range of parameters, while 
the solid line (blue) shows the average error for the complete range for a particular value of a . 
Both the tests show that the relative error is indeed sensitive to the error in 
computation of the tangents, but does not vary greatly for ellipses of various sizes. It 
 
(a) Test 1 (b) Test 2 
Figure 3.2-3: Absence of digitization: Results of the tests 1 and 2.  
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ease of comparison with the non-digitized case. For this section, Figure 3.2-5(a) is 
used to introduce the concept and should be referred in the context of the following 
discussion.  
Suppose the tangent at the point  0 0 0,P x y  is to be computed, see Figure 3.2-5(a). In 
practice, since the curve to which 0P  belongs is not known, the tangent cannot be 
computed analytically. Consider a small circle of radius R  centered at 0P  specified by 
eqn. (3-15):  
    2 2 20 0x x y y R     (3-15) 
The circle intersects the curve at points 1P  and 2P , see Figure 3.2-5(a). There are three 
steps for finding the tangent at 0P : 
1. find the slope of the line 1 2P P  (denoted by m ) 
2. find a line with slope m  passing through the point 0P . The idea is 
demonstrated in Figure 3.2-5(a). The slope m  of the line 1 2P P  is given by eqn. 
(3-16): 
    2 1 2 1m y y x x    (3-16) 
3. find the intercept c : 0 0c y mx   . 
The equation of the line is then given by eqn. (3-17): 
 y mx c   (3-17) 
The pseudocode for the proposed tangent estimator is presented in Figure 3.3-1.  
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 (1 cos )r e ae   (3-20) 
The equation of the slope of the tangent at 0P  can be computed analytically using 
eqns. (3-18)and (3-20) as in eqn. (3-21). 
 
0
0 0 0
d csc cot
d P
ym e
x
     (3-21) 
The points  0 0 0,P r  ,  1 1 1,P r  , and  2 2 2,P r   lie on the conic defined by eqn. (3-20), 
while the points 1P  and 2P  are also on the circle defined in eqn. (3-15). For 
convenience, 0 , 1 to 2i i i      is substituted, where , 1 to 2i i   are the two 
solutions of the simultaneous equations (3-20) and (3-15). Equations (3-20) and (3-15) 
are solved simultaneously for , 1 to 2i i   in order to find the points 1P  and 2P  
(details in Appendix B) and the solutions for , 1 to 2i i   are given in eqn. (3-22): 
        2 21 2
0 0
1 ; 1n n
n n
D dD dD D dD dD  
 
        (3-22) 
where 
       
2
0
2 2
0 0
1 cos
sin 1 cos
e R ae
D
e e

 

 
 (3-23) 
  0 0
sin
1 cos
ed
e

   (3-24) 
Further, the slope m  of the estimated tangent given by (3-16) can be approximated as 
in eqn. (3-25)(see details in Appendix C): 
  3 40 00.5 cscm m ed D O D    (3-25) 
For future reference, the maximum value of D  is noted in eqn. (3-26). 
  max 1max( ) 1D D R ae
       (3-26) 
It can be shown that  max D  occurs at 0   (i.e. 0 0sin 0 and cos 1    ). The 
derivation is presented in Appendix D.  Thus using eqn. (3-25), m  converges to 0m , 
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The parameter R  for a given eccentricity and selected values of tolD  is determined 
using eqn. (3-31) and is plotted in Figure 3.4-3 for 100a  , 
 1 1 1 510 ,2 10 ,3 10 , ,10e        (corresponding to 10000 conics). The maximum 
value of R  (corresponding to 0.2tolD  ) is 60. However, the value of R  is a few 
pixels for small ellipses with low eccentricity. 
Since the values or estimates of a and e are not generally available apriori in most 
practical scenarios, R  can be chosen using eqn. (3-32): 
 mintolR D   (3-32) 
where min  is the radius of the smallest circle for which the tangent estimator has to 
be applied. It is important to consider the total error bound and the effect R  in the 
absence and presence of digitization. In the absence of digitization, the error bound is 
given by eqn. (3-27). Upon substitution of eqn. (3-31) in eqn. (3-27), it is seen that the 
error bound   is proportional to 3R . This implies that the smaller the value of R , the 
lesser is  . In the case of digitization, the error bound is given by eqn. (3-28) is a 
decreasing function of s, which in turn is related to R . The value of s is larger for 
larger values of R . This is illustrated using the family of conics considered above, for 
which the values of the minimum values of s are plotted in Figure 3.4-4. It is seen that 
higher values of R  result in higher values of s and consequently lower values of error 
due to digitization given by eqn. (3-28). 
 
Figure 3.4-3: Radii computed using (3-31) for different values of 
eccentricity and tolD  where 100a  . 
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estimating tangent. Nevertheless, if the estimated value of min  is higher, it is 
recommended to choose the largest possible value of R  satisfying eqn. (3-32). 
3.5 Numerical examples to illustrate the error bound 
In this section, the analytical error bound, digital error bound, and the total error bound 
are studied for various families of conics and they are compared against the actual 
error in tangent estimation. It is shown that indeed the total error bound is the upper 
bound for a wide range of conics.  
3.5.1.1 Family of conics 
A family of conics given by 200a  ,  1 1 1 510 ,2 10 ,3 10 , ,10e        (i.e. 10000 
conics of different eccentricities) is considered. This family encompasses ellipses of 
very low eccentricity to hyperbolae of very high eccentricity. This family was also 
used in Figure 3.4-3 and Figure 3.4-4. The effect of the value of R  on the analytical 
error bound (  ) can be seen in Figure 3.5-1, where the values of  0max ;      
using four fixed values of R  are plotted.  
 
Evidently, for a given value of R , the conics with lower eccentricity demonstrate 
maximum value of error  . This validates the applicability of eqn. (3-32) for most 
practical purposes. Further, using the recommended value 0.5tolD  , the suitable 
value of R  is computed using (3-32) as 10R  . It is seen in Figure 3.5-1 that the 
maximum analytical error for the value of 10R   is 0.035 .   
 
Figure 3.5-1: Analytical error bounds for conics -  0max ;      for 
various values of R . 
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of the convolved y  function to the convolved  x function. It is essentially 
similar to linear Gaussian filter [172] and is based on Gaussian smoothing of 
curves. 
6. Median method by Matas (Matas) [66]: In this method, the angles of the slopes 
of the lines connecting 2Q  pixels in the neighborhood of the point of interest 
(excluding the point of interest) to the point of interest are computed. The 
median value of these angles is used as the estimated tangent’s angle. 
7. λMSG and λMST [21, 22]: In all the above methods, the parameter Q  is the 
control parameter and often determines the performance of the method. A 
parameter independent method based on maximal segments was proposed in 
[21, 22]. In this method, a pencil of maximal segments is found for the point of 
interest. A weighted sum of the slopes of the segments in this pencil is then 
taken as the estimate of the tangent, where the weights are computed using a 
chosen function. For convenience, the method is called λMSG if Gaussian 
curve is used to determine the weights and λMST if triangular curve is used to 
determine the weights. It was noticed that λMST generates huge errors in the 
computation of tangents for certain situations because it forces the weights of 
the segments at the extreme ends of the pencil to zero. Thus, a modified 
tangent function was used, in which the tangent function is elevated by 0.4, 
such that the floor of the tangent function is at 0.4. 
8. Hybrid methods [20]: It has already been mentioned that methods 1-6 are 
dependent upon the parameter Q . In order to make them parameter free, the 
theory of maximal segments was used and many hybrid ways of determining 
the parameter Q  adaptively and independently for each point of interest were 
proposed in [20]. Six hybrid ways of determining the parameter Q  were 
proposed and are referred to as 10, 11, 12, 2, 3, 4 in [20]. The details are 
avoided for the sake of brevity and unnecessary diversion. The method used for 
computing the tangents is used as prefix. For example, EPF(01) implies that 
EPF was used at the core of tangent estimation and the hybrid way 01 was used 
for determining the parameter Q .  
Summarizing the methods used for comparison, 10 parameter dependent methods 
(LR1-LR5, EPF, IPF, ICIPF, GD, Matas), 60 hybrid methods (6 hybrid ways for each 
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Now, the performance of DEB against other parameter dependent methods is 
compared. It is clearly evident that for 14R  , DEB performs better than any other 
parameter dependent method. For smaller values of R , LR1 performs better than DEB 
for  and 14R Q . This can be explained using the fact that the circles have large 
radius in comparison to the edge segments considered using 2 1Q  pixels in the 
neighborhood of any pixel of interest. Thus, the first order linear regression also 
performs well in this case. Further, it is noted that for and 6R Q  , EPF and IPF also 
perform better than DEB2.   
                                                 
2 This can be explained as follows. First make note of the fact that the error of EPF and IPF is almost invariant of 
the value of Q. This is because in EPF and IPF, though least squares fitting of parabola may result in large errors as 
  
(a) The envelope of the circles used 
in section 3.6.3 
(b) The box shows the region from which the centers 
are randomly chosen and the cross ‘x’ show the 100 
randomly selected centers 
 
(c) Average error in estimation of tangents for 100 digital circles for various parameter 
dependent methods. The average error for the complete family circles is plotted as a function 
of the control parameter (R for the proposed method and Q for methods 1-6 of section 3.6.1). 
Figure 3.6-1: The experiment with circles of radius 100 and 
randomly chosen centers (section 3.6.3) 
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The envelope of the digital ellipses for all the groups is illustrated in the inset of 
Figure 3.6-3. In Figure 3.6-3, the error in TE is plotted against eccentricities of the 
ellipses for the experiment in section 3.6.4. The envelope of the ellipses is shown in the 
inset. As the eccentricity increases, the effect of digitization is expected to be severe 
for the left and right portions of the curves, as major curvature changes occur over a 
small digital portion of the image. On the other hand, for the bottom and top portions, 
the curvature hardly changes over a long portion of the curve for ellipses with high 
eccentricity and the error in computation of the tangent is expected to be low. See the 
most elliptic ellipse in the inset of Figure 3.6-3, corresponding to 0.99e   in context 
of the preceding discussion. Thus, for elliptic curves, the average error (averaged over 
all the angles) in the computation of the tangents is not a good measure of the quality 
of tangent computation. So, the maximum error over all the angles is used as the most 
representative parameter of the error in tangent computation. The maximum error for 
each ellipse in a group is computed and then averaged over the group. Thus, a 
maximum error for one value of eccentricity is obtained.  
The maximum errors in tangent computation using various algorithms are plotted 
against the eccentricity of the ellipses in Figure 3.6-3. First it is noted that the 
proposed method (DEB, 10R  ) performs better than all the methods for almost all 
the values of eccentricity. For low values of eccentricity, in general EPF(3) and IPF(3) 
are the next best competitors. However, for high eccentricities, GD(3) is also a good 
competitor. It is also noted that λMSG and λMST give reasonable error in tangent 
computation for low eccentricities e <0.3. On the other hand, their errors become very 
high for high eccentricity ellipses, bordering close to 90 degrees for many values of 
Figure 3.6-3: Maximum error in TE using various algorithms. 
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For various algorithms, the mean and maximum are presented in Figure 3.6-5 and 
Figure 3.6-6, respectively. The size of the circles indicate the value of . Smallest circle 
corresponds to , while the largest circle corresponds to  for each algorithm.
10R   has been used for the proposed method, DEB. In terms of the mean error, 
LR3(3) gives the best performance. This is because the complicated nature of curve 
can be better represented locally using a higher order curve than the second order 
n
1n  7n 
 
Figure 3.6-5: Average values of errors for various algorithms for 
non-conic digital curves.  
 
Figure 3.6-6: Maximum values of errors for various algorithms for 
non-conic digital curves.  
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curve4. Nevertheless, the performance of DEB comes really close to the performance 
of LR3(3). On the other hand, DEB clearly outperforms all the algorithms in terms of 
the maximum error, demonstrating consistent good performance for non-conic curves 
as well. 
3.7 Conclusion 
A simple definite error bound (DEB) TE for digital curves is proposed. Explicit error 
bounds have been analytically derived for all kinds of conics. The upper bounds have 
been derived for both continuous and digitized conic curves. Extensive numerical 
experiments in section 3.5 confirm the error bounds as being the upper bounds. In 
addition, since the performance and upper bounds of the algorithm are verified and 
shown to be small for very small as well as very large geometries (based on the value 
of focal parameter a), the results inherently also demonstrate the multigrid 
performance of the proposed algorithm (DEB). Owing to the simplicity of the 
proposed method, the algorithm is computationally inexpensive. The performance of 
DEB is compared against 72 contemporary methods of tangent estimation for various 
geometries, which include a large circle, ellipses of various eccentricities, and non-
conic curves with inflexion points. Using the example of circle as the standard, it is 
shown that the performance of DEB is superior to all the methods. Since 100 digital 
circles and all possible angles are considered, the results also demonstrate the 
isotropicity property as discussed in [20]. DEB also gives the lowest maximum error 
in tangent computation for ellipses of almost all values of eccentricities. Finally, DEB 
demonstrates reasonable performance and the lowest value of maximum error in 
tangent computation for non-conic shapes with inflexion points as well. In conclusion, 
the proposed tangent estimator has been extensively studied, in terms of error bounds, 
multigrid performance, isotropicity, and statistical averages and maximum values of 
error in tangent computation for conic (continuous as well as digitized) curves. In 
addition, its utility as a generic tangent estimator is also clearly demonstrated, though 
the mathematical definite error bound may be difficult to compute for generic curves. 
The content of this chapter have been reported in [31, 69].   
                                                 
4 On the other hand, curves of order 4, 5 or higher are too complicated for local fitting and the value of Q  often 
results into underfitting of the high order curves in the local regions. For other families of curves, this effect may 
vary. 
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Chapter 4 : Least squares fitting of ellipses 
4.1 Background 
The least squares methods currently in use are based on the fundamental work by 
Rosin [82, 83, 86-88] and Fitzgibbon [80]. They both employ the algebraic equation of 
general conics to define the minimization problem and additional numeric constraints 
are introduced in order to restrict the solutions to the elliptic curves. In other works 
[86-89], Rosin developed and tested several error metrics for quantifying the quality of 
fit. Fitzgibbon [80] solves the constrained minimization problem using generalized 
eigenvalue decomposition.  
For the applications that require either ellipse fitting or ellipse detection, Fitzgibbon’s 
method is very popular. The reason behind its popularity is the fact that it is non-
iterative, fast, linear time algorithm with robust performance against noisy data. 
Although Fitzgibbon’s method [80] is quite elegant and has several merits, some 
issues with Fitzgibbon’s method [80] have been recognized [32, 173-175]. For 
example, Maini [173] recognized that Fitzgibbon’s method [80] has the problem of 
numerical instability, ill-posedness of the scatter matrix, and the singularity of the 
constraint matrix. Further, if the data points are exactly on the ellipse, all generalized 
eigenvalues are zero and do not result in any solution at all. Maini [173] suggests a 
modification of Fitzgibbon’s method [80] which include the translation and scaling of 
the data points, followed by an iterative optimization where if Fitzgibbon’s algorithm 
suffers from the zero eigenvalue problem, some random noise is added to the data 
points. Maini therefore improves Fitzgibbon’s method of fitting ellipses for non-noisy 
as well as noisy set of elliptic data points.  
Liu [32] on the other hand aims at using Fitzgibbon’s method as an initial guess and 
applies the gradient descent on one point at a time. As a consequence, the ellipse taken 
as the initial guess gets optimized for the data points in the sequence they occur. Thus, 
the final result of Liu is biased towards the last few data points in the sequence. Here, 
the reference is only for the least squares and gradient descent based elliptic parameter 
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extraction done by Liu in [32] and not to other pre-processing and post-processing 
steps discussed therein. 
Another approach taken by Harker [174] and Halir [175] (Harker extend the work of 
Halir), where the scatter matrix was partitioned into two smaller interdependent 
matrices and the constraint matrix was changed to a smaller non-singular constraint 
matrix. Harker and Halir addressed the low eccentricity bias in Fitzgibbon’s method 
and proposed a bias correction technique for fitting ellipses of high eccentricity. 
Harker does improve the method of Fitzgibbon. However, due to the bias correction in 
which Harker use a linear combination of an elliptic and a hyperbolic solution, its 
selectivity for elliptic shapes is poor. 
Although Maini [173] mentioned cursorily about the instability of Fitzgibbon’s 
method and ill-conditioned nature of the scatter matrix S  (defined later in eqn. (4-6)), 
detailed discussion about this topic has not been presented in the literature. Further, 
though Maini suggests a translation of the data points to the center of the bounding 
box of the data points. A more rigorous numerical analysis of the scatter matrix and a 
more suitable translation of the data points are proposed in section 4.2. The modified 
Fitzgibbon’s method is called numerically stable algebraic fitting (NSAF) method. 
All the methods discussed above employ algebraic equation of the ellipse and the 
algebraic distance of the points on the ellipse as the cost function. As opposed to these, 
the Ahn’s method [90] uses the geometric distances of the data points from the ellipse 
as the central quantity for fitting the ellipse. Ahn’s method uses two nested iterative 
loops. The outer loop considers the data of pixels as a whole and uses gradient descent 
to optimize the estimated geometric parameters (namely, coordinates of the center, 
angle made by the major axis with x- axis, and the lengths of semi-major and semi-
minor axes). The inner loop is executed for each pixel and the estimation of a point on 
the ellipse that is nearest to the considered pixel is optimized iteratively. Ahn’s method 
uses geometric parameters as the driving factors of the algorithm in both the loops. 
Hence, it is not incorrect to say that the distance of the pixels from the ellipse forms 
the central concept of the method. Ahn’s method also employs a bias correction 
technique which considers a linear combination of an elliptic and a hyperbolic solution 
that is further iteratively optimized. Ahn’s algorithm is expected to perform better than 
algebraic minimization methods due to the use of geometric distance as the main 
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criterion. However, there are two issues with Ahn’s method. Both the issues are 
related to the optimization process in Ahn’s algorithm. First, Ahn’s method is 
computationally expensive owing to the iterative optimization for each pixel within the 
outer loop. Second, the problem of local minima is present because non-linear 
optimizations are involved in both inner and outer loops. It is seen in the numerical 
simulations that Ahn’s algorithm has tendency to get stuck in the local minimum 
during optimization in both the inner and outer loops. 
The concept of the geometric distance of a data point from an ellipse is presented in 
section 4.3. A new least squares ellipse fitting (ElliFit) method that is based on 
geometric distance minimization and does not require constrained optimization is 
proposed in section 4.4. As opposed to other ellipse fitting methods that invariably use 
constrained optimization, unconstrained optimization is sufficient for ElliFit because it 
uses a set of unconventional variables. These are related to the actual parameters of 
ellipses in a non-linear manner. Thus, the constraints are directly incorporated in the 
definition of the new variables. Due to this, ElliFit does not need additional constraints 
or non-linear optimization and still demonstrates high selectivity for elliptic curves. 
Rather than designing a least squares formulation using a general quadratic equation 
and satisfying certain constraints, the geometric model of ellipse can be used as the 
basic model and the distance of the pixels from the fitted ellipse as the criteria for 
designing the least squares formulation.  
The outline and contributions of this chapter are presented here. The conventionally 
used algebraic fitting of ellipses is presented in section 4.2. Specifically, the popular 
method of Fitzgibbon [80] is considered in this section and the problem of numerical 
instability of this method is discussed. Based on the discussion, a simple solution for 
dealing with this numerical instability is proposed in section 4.2.2. 
The concept of geometric distance as a minimization goal in least squares fitting is 
discussed in section 4.3. The geometric equation of a general ellipse, its simplified 
form, and the distance of a data point from the ellipse to be fit is presented here. These 
expressions are useful for the theory presented in section 4.4. 
Section 4.4 is the highlight and novelty of this chapter in which the novel ElliFit 
method is presented. A modification of the minimization function (the geometric 
distance) is presented in section 4.4.1. The mathematical model of the method is 
 
4
 
p
i
o
p
c
p
c
w
c
p
i
4
4
A
c
I
t
T
e
d
w
t
A
o
.2: Least sq
resented i
nversion ar
perator is 
roposed m
omparison 
roposed m
ases like d
ith severa
onics and n
ositives as 
n section 4.
.2 Algeb
 Introd.2.1
 set of da
onsidered. 
 
n the least 
hat the resi
 
 
he constra
llipses. Fur
istance of 
hich the re
o as the alg
s discusse
rder to solv
uares fittin
n section 
e presente
discussed i
ethod is p
with othe
ethod perfo
igital incom
l incomplet
on-conics 
compared 
6. 
raic dista
uction to t
ta points 
Considerin
squares ap
due in eqn. 
r
int in eqn.
ther in gen
a data poin
sidue term
ebraic dista
d above, F
e this prob
g of ellipse
4.4.2. The
d in sectio
n section 4
resented in
r least squ
rms better
plete curv
e ellipses. 
as well and
to other lea
nce minim
he method
 , ;i i iP x y i
g a general 
2ax bxy
proach, the
(4-2) is min
 2
1
N
i
i
ax

 
 (4-3) shou
eral, 2iax 
t  ,i i iP x y
 to be minim
nce minimi
itzgibbon [
lem the ma
s 
140
 non-linea
n 4.4.3. T
.4.4. Final
 section 4
ares meth
 than the o
es, noisy c
The propos
 it is seen 
st squares b
ization 
 
1 to N  
quadratic e
2cy dx 
 aim is to f
imized and
2
i i ibx y cy
2 4b ac 
ld be satis
i ibx y cy
 from the c
ized is sim
zation meth
80] is such
trices and v
 
r operator,
he numeric
ly the com
.4.5. Sever
ods are pr
ther least s
lusters of d
ed method
that the pro
ased meth
and Fitzg
on which a
quation giv
0fy g  
ind the coe
 the constr
i idx fy  
0
fied in ord
2
i i idx fy 
onic in eqn
ilar to the 
ods.  
 a method
ectors in eq
 its inject
al stabiliza
putational 
al numeric
esented in
quares me
ata points,
 is also tes
posed meth
ods. The ch
ibbon’s m
n ellipse h
en in eqn. (
fficients (a
aint in eqn. 
2g
er to restri
g  repre
. (4-1). Th
term in eqn
 and it is 
ns. (4-4) -
ive mappin
tion of th
complexity
al simulati
 section 4
thod for va
 as well as
ted for non
od has low
apter is co
ethod 
as to be fi
4-1): 
, , , , ,b c d f
(4-3) is sat
ct the solu
sents the a
us, the me
. (4-2) are 
elaborated 
(4-7) are de
g, and 
e linear 
 of the 
ons and 
.5. The 
riety of 
 images 
-elliptic 
er false 
ncluded 
tted are 
(4-1) 
)g  such 
isfied. 
(4-2) 
(4-3) 
tions to 
lgebraic 
thods in 
referred 
here. In 
fined.  
  
F
m
t
E
S
e
c
4
I
m
c
 
 
 
 
or conven
atrix, scatt
hen be rewr
 
 
qns. (4-8) 
 
ince the c
igenvalues
omputed an
 
 Nume.2.2
t is noted t
oments m
ondition n
ience, A , 
er matrix, a
itten as in e
and (4-9) ca
onstraint m
 ju and eig
d the solut
rically stab
hat all the
 , ,p q i ix y  
umber of t
A a
2
ix
 
D


0
0
2
0
0
0
 
C
D , S , and
nd the con
qns. (4-8)
r 
n then be c
A S
atrix C  h
envectors 
ion of A  is
le algebra
 componen
of the biva
he scatter 
C
141
b c d
2
i i ix y y
 
 
TS D D
0 2 0
1 0 0
0 0 0
0 0 0
0 0 0
0 0 0

 C  are re
straint matr
and (4-9), r
T TA A D D
0TA AC
ast as a set
  ;     A AC
as only o
j  ( 1 to j 
 given as in
(j jA u  
ic fitting (N
ts of the m
riates  ,ix
matrix S
hapter 4: L
 
Tf g
1i ix y

  
  
0 0
0 0
0 0
0 0
0 0
0 0

ferred to a
ix respectiv
espectively
TA AS
 of simultan
1T A C
ne positive
6) for the 
 eqn. (4-11
0)
SAF) 
atrix S  ar
iy  given 
defined in 
east square
s the coeff
ely. Eqns. 
. 
eous equat
 eigenvalu
pair of ma
). 
e N  times
by eqn. (1)
eqn. (4-6)
s fitting of
icient vect
(4-2) and (4
ions in (4-1
e, the gen
trices S  an
 the raw st
. The Baue
 has the s
 ellipses 
(4-4) 
(4-5) 
(4-6) 
(4-7) 
or, data 
-3) can 
(4-8) 
(4-9) 
0). 
(4-10) 
eralized 
d C are 
(4-11)  
atistical 
r Skeel 
trongest 
 
4.3: Least squares fitting of ellipses 
142 
 
contribution from either 4
1
N
i
i
x

 , 4
1
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2 2
1
N
i i
i
x y

 . The statistical moments are 
minimum when the moments are taken along the mean  ,x y   of the bivariates  ,i ix y   
given in eqn. (4-12). 
  
1 1;   i i
i i
x x y y
N N 
     (4-12) 
Since Fitzgibbon’s method is affine invariant, translation of the coordinate system to a 
new origin with coordinates  ,x y   can be done and is effective in reducing the 
condition number of the scatter matrix. When Fitzgibbon’s method is used with the 
above mentioned coordinates translation, the least squares ellipse fitting technique 
shall be called the numerically stable algebraic fitting technique (NSAF) [176]. 
4.3 Geometric distance minimization 
Section 4.2 uses the minimization of the algebraic distance of the data points from the 
algebraic equation of ellipse (in eqn. (4-1)). Beginning from this section, the use of the 
geometric distance of a data point from the ellipse as the minimization goal is 
considered. This section derives an expression for the geometric distance of a data 
point from an ellipse. Consider the geometric equation of a generic ellipse with semi-
major axis length a , semi-minor axis length b , angle of orientation (angle made by 
the major axis of the ellipse with the x  axis) c , and center  ,c cC x y . This geometric 
equation is presented in eqn. (4-13). 
 
         2 2
2 2
cos sin sin cos
  1c c c c c c c c
x x y y x x y y
a b
           (4-13) 
where ,  ,  ,  ,  and c c ca b x y  satisfy the following constraints:  
  
C1:  ,
C2:  
C3:  0,
C4:  ,
c
c c
a b
b a
x y
 






 (4-14) 
Eqn. (4-13) can be simplified as eqns. (4-15) and (4-16). 
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       2 2 2 2c c c cx x y y x x y y a b          (4-15) 
 
      
      
 
2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2
2 2
sin cos 0.5 cos 2
cos sin 0.5 cos 2
sin 2
c c c
c c c
c
a b a b a b
a b a b a b
a b
   
   
 
     
     
 
 (4-16) 
The slope of the tangent at the point ( , )P x y  is given by eqn. (4-17). 
 
   
   
2
2
c c
c c
x x y ydy
dx y y x x
 
 
        (4-17) 
and consequently, the equation of the tangent at a point ( , )i i iP x y  on the ellipse is 
given by eqns. (4-18) - (4-20). 
 i iy m x c   (4-18) 
       
2
2
i
i c i c
i
i c i cP
x x y ydym
dx y y x x
 
 
         (4-19) 
 
     
   
2 2 2
2
i c i i c i i c i c i i
i
i c i c
y y y x x x y x x y x y
c
y y x x
  
 
          (4-20) 
Suppose, there is a data point  , ;  ,i i i i iP x y x y     , with its nearest point on the ellipse 
being ( , )i i iP x y . The actual distance between the ellipse and the pixel  ,i i iP x y    is 
then equal to the distance of  ,i i iP x y    from the tangent passing through ( , )i i iP x y  and 
is given by eqn. (4-21). 
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defined in eqn. (4-31). The variables 1  to 5  and the map X  are explicitly designed, 
such that the mapping : YX  is linear and can be written as in eqn. (4-32). 
   Y  X  (4-32) 
Since : A YM  is a non-linear map and : YX  is designed to be a linear map, 
hence the map : AK  is non-linear.  
In the subsequent sections, the properties of the operators K  and X  will be outlined 
and it will be shown that K  is non-linear but is a one-to-one mapping due to the 
constraints of  and A . This implies that the parameters , , , ,  and c c ca b x y  can be 
obtained uniquely from 1  to 5 , if  can be determined by employing eqn. (4-32) to 
minimize the residue ir  given by eqn. (4-27). 
For designing the variables 1  to 5  and the map X , the following residual distance is 
defined in eqn. (4-33). 
   22
1
N
i
i
r Y

    X  (4-33) 
where   denotes the Frobenius norm for matrices and Euclidean norm for vectors. 
The advantage in using the above definition is that the Moore Penrose pseudoinverse 
can be used to determine the unique optimal solution of  in order to minimize the 
sum of squares of the residues , 1 to ir i N   as shown in eqn. (4-34) 
   1T T Y    X X X  (4-34) 
In order to obtain a form similar to eqn. (4-33), the variables 1  to 5   are defined in 
eqns. (4-35) - (4-39) and the map X  is defined in eqn. (4-40).  
 1    (4-35) 
 2    (4-36) 
 3 1 2
2 2c c c c
x y x y   
    (4-37) 
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4.4.3.1 Forward mapping : A K  
Due to the constraint C1 in eqn. (4-14), 2 2and a b  are one-to-one functions of 
 and a b . Owing to this, 1  and 2 , both are one-to-one functions of  and a b . 
Although 1  and 2  are not individually injective functions of c  when c  is subject 
to constraint C3, however as a pair of functions  1 2,  , the pair has a one-to-one 
relationship with c , as constrained by C3. This is similar to the fact that for a general 
angle  0,2  , sin  and cos  are individually many-to-one, but a vector defined 
as  sin cos T   is a unique vector for any  0,2  . 
According to eqns. (4-37) and (4-38), since 3  and 4  are simply linear combinations 
of cx  and cy , they are also one-to-one functions of cx  and cy . Further, 3  and 4  are 
linear combinations of 1  and 2 , which have a one-to-one relationship with a , b , 
and c  as a pair. Thus, as a pair, 3  and 4  also have a one-to-one relationship with a , 
b , and c . Following the same logic, although 5  is a many-to-one function of c , cx  
and cy , the vector  itself is a one-to-one map of the vector A . This means that 
corresponding to a vector A  in the five-dimensional space, constrained by C1-C4 as 
described by eqn. (4-14), there is one and only one  in the five-dimensional real 
space. 
4.4.3.2 Inverse mapping : AK  
Now considering the inverse mapping, i.e. the mapping from  to A , : AK , as 
specified by eqns. (4-41)-(4-45). Since the four quadrant inverse tangent is used in 
eqn. (4-43), c  is a one-to-one function of 1  and 2 .  
It can be shown that for a given , a solution A  exists if and only if the following 
conditions of existence are satisfied as expressed by eqn. (4-46). 
  
 
1
2 2
5 2 3 4 4 1 3
2 2
5 2 3 4 4 1 3
E1: 0
Either 0 AND 
E2: 
Or 0 AND 

      
      

      
 (4-46) 
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Now, it is shown that for a set of values of 1  to 4 , the pair of  ,c cx y  is a unique 
pair. The expression  22 14   can be written as eqn. (4-47). 
        2 222 1 1 14 1 sec 2 1c          (4-47) 
Thus, given the condition E1 of existence of solution and the solution c , the 
denominator  22 14   in eqns. (4-44) and (4-45) is a one-to-one function of 1  and 
c . Now, considering the numerators, cx  is a many-to-one function of 2  and 4  
(since   2 4 2 4      ). Similarly, cy  is a many-to-one function of 2  and 3  (it is 
noted that due to the condition E1, cy  is a one-to-one function of  1  and 4 ). 
However, as a pair,  ,c cx y  together form one-to-one functions of 1  to 4 .   
Now, the uniqueness of a  and b  is considered. Owing to the constraint C1 in eqn. 
(4-14), it is sufficient to prove the uniqueness of 2a  and 2b  for a given set of values 
of 1  to 5  that satisfy the existence conditions E1 and E2 in eqn. (4-46). Using the 
eqns. (4-41)-(4-45) and (4-47), 2a  and 2b  can be written as in eqns. (4-48) and (4-49)
. 
     2 3 4 51 12 1 sec2 1c cc
x ya     
      (4-48) 
     2 3 4 51 12 1 sec2 1c cc
x yb     
      (4-49) 
Using the arguments presented just after eqn. (4-47), the denominators in eqns. (4-48) 
and (4-49) are one-to-one functions of 1  and c . Since the pair  ,c cx y  is one-to-one 
functions of 1  to 4 , and the numerator in eqns. (4-48) and (4-49) is simply a linear 
combination of cx  and cy , hence 
2a  and 2b  are also one-to-one functions of 1  to 5  
for a given set of cx , cy , and c . Thus, the vector A  is a one-to-one function of the 
vector , subject to the existence conditions of E1 and E2, see eqn. (4-46). 
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The numerical stability of the matrix G  is integral to the accuracy and stability of the 
solution  and subsequently A . The condition number of the matrix G  is an 
indication of the numerical stability of its inversion. Thus, the condition number of the 
matrix G  is studied. 
It is to be noted that the matrix G  is a five-dimensional symmetric matrix containing 
only 12 distinct entries. Further, the perturbation in G  may occur only through the 
perturbations in the pixels   , ; 1 to i i iP x y i N    , which may be the result of 
digitization or distortion or other types of noise. Since the perturbations occur only 
through the pixels, the perturbations in G  are also symmetric. Thus, following [177], 
the Bauer Skeel condition number (infinity norm condition number) of the matrix G  
is within a finite well defined ratio of the actual condition number of the matrix G , 
and can be considered as a direct indicator of the condition number. This theory allows 
the study of the condition number as related to the component with the maximum 
absolute value in the matrix G . It is evident from eqn. (4-53) that G  has the largest 
condition number when one of the pixels has zero y  coordinate, that is, 
1 to : 0ii N y   . When one of the pixels has zero y  coordinate, that is, 
1 to : 0ii N y   , the determinant of G  becomes infinite, leading to a singular 1G .  
However, this numerical instability can be easily avoided by modifying X  and Y  as 
follows in eqns. (4-54) and (4-55). 
 2 1i i i i ix x y x y
            
X
    
    
 (4-54) 
 
T2 2 2
1 2 ,  
N
NY y y y Y        (4-55) 
As a result of this modification, instead of minimizing the residues ir  through the cost 
function given in eqn. (4-33). The following cost function defined in eqn. (4-56) is 
used. 
   22
1
N
i i
i
y r Y

     X  (4-56) 
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The computational complexity of ElliFit is determined as follows: 
1. The computational complexity of Step 1 is (2 )O N . 
2. Assuming that the elements of matrix G  are computed directly, the 
complexity of forming G  is (12 )O N . 
3. The computational complexity of computing 1G  is 3(5 )O . 
4. Computation complexity of determining  is (30 )O N . 
5. Computational complexity of determining A  is (5)O . 
The computational complexity is determined mainly by the complexity of computing 
: (30 )O N . Thus, ElliFit has a computational complexity of ( )O N  only. Hence it is 
highly efficient technique to fit an ellipse. 
4.5 Comparison with other methods 
The performance of the proposed method (ElliFit) is compared with various methods 
based on the least squares fitting of ellipses. The methods used for comparison are 
Step 1: Compute ,  i i i ix x x y y y         where  ,x y   are given by eqn. 
(4-58). 
 
Step 2: Form the matrix X and the vector Y as given in eqns. 
(4-59) and (4-60). We highlight that eqns. (4-59) and (4-60) 
are similar to eqns. (4-54) and (4-55) and ix and iy in 
eqns. (4-54) and (4-55) are replaced by ix  and iy  in eqns. 
(4-59) and (4-60). 
 2 1i i i i ix x y x y
        
X
    
    
    
 (4-59) 
 T2 2 21 2 ,  NNY y y y Y        (4-60) 
Step 3: Compute   using eqn. (4-34). 
 
Step 4: Compute , , , ,  and c c ca b x y    using eqns. (4-41) - (4-45), 
where  and c cx y  in eqns. (4-44) and (4-45) are replaced by 
 and c cx y  . 
 
Step 5: Compute  and c c c cx x x y y y      . 
Figure 4.4-1: Algorithm of ElliFit. 
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Figure 4.5-2 shows the total detected ellipses (Figure 4.5-2(a)), recall (Figure 
4.5-2(b)), and precision (Figure 4.5-2(c)) for various values of  . It is seen that 
ElliFit has successfully detected all the ellipses for all values of   except for 
135   , for which ElliFit detected 982 ellipses out of 1000. While Chaudhuri [84], 
Maini [173], and Liu [32] detected close to 1000 ellipses for each value of  , their 
recall and precision values are very poor. This is understandable because while 
Chaudhuri [84] is an ellipse fitting algorithm that fits ellipses on any given cluster of 
points, it is not selective for elliptic shapes. 
On the other hand, Liu [32] and Maini [173] are marginal improvements of Fitzgibbon 
[80] which in most cases perform very similar to Fitzgibbon. Although Harker [174] 
detected close to 1000 ellipses for each value of  , it has poor recall and precision as 
compared to ElliFit and Ahn [90]. Although Ahn [90] has good precision (very close 
to ElliFit and the maximum value 1), it performed poorer than ElliFit for recall and 
significantly poorer than ElliFit in terms of total detections. The total number of 
detected ellipses is low for Ahn [90] because it uses two nested non-linear iterative 
optimization processes and it is easy for Ahn [90] to either misconverge to a local 
minimum or to become non-convergent. On the other hand, the use of non-linear 
iterative optimization based on geometric principles helped Ahn [90] to be very 
precise if it converges to the global minimum.  
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Another challenging situation is considered where the data is not available around the 
complete circumference of the ellipse. It is available for only 270  angular sector. The 
error metrics and ellipse detection characteristics are plotted in Figure 4.5-7 and Figure 
4.5-8 respectively. In terms of E13 and d, it is seen that the performance of ElliFit and 
Ahn [90] are the best among all the methods. However, ElliFit outperformed all other 
methods for E14. It is noted that for the noise percent 18,20  , Ahn [90] 
misconverges for a few ellipses, resulting in very high value of  Pd d (close to 50)  
and  PE14 E14 (close to 25).  
For the ellipse detection characteristics shown in Figure 4.5-8, ElliFit detected the 
maximum number of ellipses. Though Ahn [90] detected a lesser number of ellipses, 
its recall and precision is very close to ElliFit. For higher values of noise, if Ahn [90] 
detects ellipses, they are detected with greater precision and recall as compared to 
ElliFit. This is as expected because ElliFit employs a single step of linear least squares 
retrieval of parameters, Ahn [90] recoursed to several iterations in which it gets the 
chance to correct and improve on the fitting.  
 
 
Figure 4.5-6: An example of noisy cluster of points ( 20  ) around 
an ellipse (Experiment 4.5.2). 
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such images, the setup described as follows is used. To generate the images, consider 
an image size of 300 300  pixels and randomly generate  4,8,12,16,20,24EN   
ellipses within the region of the image. The parameters of the ellipses are generated 
randomly as follows: the center points of the ellipses are arbitrarily located within the 
image, the lengths of semi-major and semi-minor axes are randomly assigned values in 
the range 10,300 2   , and the orientations of the ellipses are also chosen randomly. 
The only constraint is that each ellipse must be completely contained in the image and 
overlap with at least one ellipse. For each value of EN , 100 images containing edge 
curves of the incomplete ellipses are generated. From the edge map of the image, 
continuous edge curves with smooth edges (removal of sharp changes in curvature and 
inflexion points) are obtained. Each edge curve is given as one input to the ellipse 
detection algorithm. Thus, the number of edge curves may be larger than the number 
of ellipses in the image and some of the edge curves may be very small. Some 
example images and the edge curves used to test the ellipse detection are shown in 
Figure 4.5-10. It is highlighted that the curves have been derived using the techniques in 
section 5.3. 
 
Since there are several ellipses and edge curves in each image, the standard deviation 
of the error metrics is also considered. Thus, for this experiment, the mean values of 
the error metrics E13, E14, and d (Figure 4.5-11 (a-c)), as well as their standard 
deviations Figure 4.5-11(e-f) are plotted.  
It is evident that ElliFit outperformed the rest of the methods in terms of E13 and d, 
while it performed similar to or better than most methods in terms of E14. It is notable 
  
(a) EN  4 and edge curves (b) EN  8 and edge curves (c) EN  12 and edge curve 
 
(d) EN  16 and edge curves (e) EN  20 and edge curves (f) EN  24 and edge curves 
Figure 4.5-10: Examples of images with multiple incomplete digital 
ellipses. 
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the value of coordinates, such that the standard deviations of the noise for x  and y  
coordinates are max 100x cx x    and max 100y cy y    respectively, 
where  1,30 ;    is the noise percentage. 1000 such images for each value of 
  and   were generated, where   is chosen from 90  to 180  at an interval of 
10 . Thus, for each value of  , there are 10,000 images.  
The total number of detected ellipses for each value of   is plotted in Figure 4.5-16. 
Even in the case of very high noise 30  , ElliFit has a low false positive rate of 
3.61%, that is only 361 ellipses were detected out of 10,000 images from the conic 
family.  
 
ElliFit has the least number of detected ellipses for every value of  . Ahn [90] 
performed the second best, though the number of ellipses detected by Ahn rises 
rapidly as the amount of noise increases. In order to study the impact of the 
availability of curvature, the total number of detected ellipses for three specific values 
of  , i.e., 90 ,135 ,180      in Figure 4.5-17(a,b,c) are analyzed respectively.  
 
Figure 4.5-16: Performance of ellipse detection methods for non-
elliptic noisy conics of section 4.5.5. 
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For 90   , ElliFit did not detect any ellipse while Ahn [90] detected a few ellipses 
for high level of noise ( 25  ). Even though the numbers of ellipses detected by 
ElliFit increase when the value of   is increased, the numbers are significantly less 
as compared against other methods. Some examples for illustration of the detected 
ellipses by various methods are shown in Figure 4.5-18. The curves in black thin line 
denote the actual conics. In Figure 4.5-18(a) and Figure 4.5-18(c), only Ahn [90] and 
proposed method did not detect the conic as ellipse. Figure 4.5-18(b) is more 
challenging because the clusters of data points are quite similar to an ellipse. In this 
case, even Ahn [90] fitted an ellipse and ElliFit is the only method that did not detect 
the non-elliptic conic as ellipse. 
The results in sub-sections 4.5.4 and 4.5.5 demonstrate that ElliFit shows good 
selectivity of elliptic shapes and low false positive rates for non-elliptic shapes. This is 
a greatly desirable property for medical and robotic applications that require ellipse 
detection with low false positive rates and decision making is critically dependent on 
the correct detection of elliptic shapes. 
 
 
 
(a) 90 , 30      
 
 
(b) 135 , 30      
 
 
(c) 180 , 30      
Figure 4.5-18: Examples of noisy non-elliptic (section 4.5.5). 
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4.6 Conclusion 
For the algebraic fitting of ellipses using Fitzgibbon’s method [80], it was identified 
by Maini [173] that translation of coordinates may reduce the condition number of the 
scatter matrix. However, the exact reason for this was not discussed in detail and a 
seemingly heuristic translation was chosen. In this chapter, the exact reason is 
explained using the theory of statistical moments.  
Also, a better translation has been suggested based upon the theory of statistical 
moments. However, the focus of the chapter is the geometric equation based ElliFit 
method which uses the concept of minimization of the geometric distance of the data 
points from the ellipse. ElliFit splits the mathematical problem of ellipse fitting into 
two operators such that the overall algorithm is non-iterative, does not involve 
constrained optimization, and is numerically stable. Since the model is based upon the 
geometric distance and not the algebraic equation of ellipse, the selectivity of the 
method for a set of elliptic data points is higher than most contemporary methods even 
if the data points are quite noisy (up to 20% Gaussian noise for positive test data and 
up to 30% Gaussian noise for the negative test data). ElliFit shows superior 
performance in terms of several performance parameters like  E13 (proposed by Rosin 
in [86]) and E14 (proposed by Rosin in [88]), mean distance of the set of data points 
from the fitted ellipse, total number of detections, recall, and precision of fitted 
ellipses. Empirically, it is noted that only Ahn [90] is the closest technique, which is 
expected since Ahn [90] also uses geometric distance as the principle concept. 
However, since Ahn is an iterative non-linear optimization method, it suffers from the 
problem of local minima and high time complexity. Thus, ElliFit has a significant 
advantage over Ahn [90]. The contents of this chapter have been reported in [25, 137-
139].   
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Chapter 5 : Ellipse detection method 
5.1 Background 
Researchers have started using edge contour following methods, in which the 
connectivity of the edge pixels in the form of edge contours and the continuity of edge 
contours were used in addition to the mathematical model of ellipse. Though the idea 
is old [81, 92], the effective use of the idea is fairly recent [33, 34, 68, 97-99]. 
Evidently, use of these new tools improved the applicability of the ellipse detection 
methods for simple real images, typically containing one or two ellipses in foreground. 
These are currently the benchmark in the ellipse detection methods. 
The edge contour following techniques group the edge contours based on continuity 
[33, 34, 68, 97-99]. Considering one edge contour at a time, the edge contour is 
followed to its ends and other edge contours in the proximity of the edge contour with 
reasonable angular continuity with the edge contour are found. Such edge contours are 
then merged with the current edge contour and the newly formed edge contour after 
merging is followed for finding other edge contours continuous to it. Thus, effectively 
the parameters of continuity are used as additional constraints to the ellipse detection 
scheme (which may be based on least squares fitting or Hough transform or random 
consensus). The use of continuity as the additional constraint introduces three main 
problems. First, edge contour following needs recursive algorithms. Second, the edge 
contours that belong to a common ellipse, but are far apart cannot be grouped together 
based on the continuity. Third, these methods are dependent on many control 
parameters. For example, the continuity is typically tested using the proximity of the 
two edge contours and the angular deviation between them [34]. For reliable results, 
these parameters have to be sufficiently large so that various possible edge contours 
may be grouped together. However, setting large value of the parameters usually 
allows many more false positives and deteriorates the performance. Thus, the 
advantage of using continuity as a constraint is limited by the choice of several control 
parameters. 
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An ellipse detection (ED) method that uses the information of edge curvature and 
convexity in relation to the other edge contours is proposed in this chapter. The 
method uses edge curvature and convexity as the constraints for the ellipse detection 
method, instead of the conventionally used continuity constraint [34, 68, 98]. So the 
method is called the edge curvature and convexity (ECC) based ellipse detector.  
A general introduction to the ECC method is presented in section 5.2. The three major 
portions of the method are presented in sections 5.3, 5.4, and 5.5 respectively. 
Numerical evaluation of the method and comparison with other methods is presented 
in section 5.6. The chapter is concluded in section 5.7. 
5.2 Introduction and novelty of the ECC ellipse detector 
The ECC ellipse detector considers a search region for every edge contour that 
contains other edge contours eligible for grouping with the current edge contour. The 
edge contours inside the search region of an edge contour and satisfying the associated 
convexity are considered as the only eligible edge contours for grouping with the 
considered edge contour. The quality of grouping is further improved by using a two-
dimensional Hough transform in an intermediate step, in which a new ‘relationship 
score’ is used instead of the conventional histogram count. The new relationship score 
is used for ranking the edge contours in a group and identifying the lower ranked 
candidates in a group, which may be subsequently removed from the group if required. 
The new constraints and the new relationship score improve the grouping of edge 
contours and consequently the overall performance. Additional thrust in the 
performance comes from the non-heuristic saliency criteria that are effective in 
quantifying the goodness of the detected elliptic hypotheses (EH) and finally selecting 
good EH.  
Several salient and distinguishing features of ECC ellipse detector are:  
1. Constraints based on the curvature and associated convexity of the edge 
contours, different from the conventionally used continuity constraint.  
2. Relationship score that quantifies the strength of the relationship between a 
group and its edge contours is used for ranking the edge contours in a group. 
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3. For extracting edge contours with smooth curvature, a simple PA based 
inflexion point detection scheme is proposed. 
4. The search region used in the proposed method is different from continuity 
constraint used in general edge contour following methods. Since the search 
region does not use proximity or angular continuity, it is able to consider distant 
edge contours as the grouping candidates as well. 
5. Simple expression for defining and computing the associated convexity (earlier 
defined in complicated ways [68, 94]) is proposed. 
6. HT is not used for generating EH. It is used for forming the groups of edge 
contours, ranking the edge contours in a group, and generating evaluation 
criteria for the least squares method. The use of geometry based criterion in 
addition to the value of residue for the least squares fitting increases the 
effectiveness of least squares fitting and reduces the chances of detecting 
outliers. 
7. A saliency scheme that uses three saliency scores for evaluating the goodness of 
the elliptic hypotheses is proposed. Most contemporary methods do use some 
form of saliency or distinctiveness criteria [74, 97, 98, 106-109]. The difference 
in the current method is that three simple and effective saliency criteria are used, 
which are combined together such that the selection of the salient elliptic 
hypotheses is non-heuristic and no threshold or control parameters need to be 
specified for the selection of salient elliptic hypotheses. 
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convexity are found. Using the selected edge contours, the centers of the elliptic 
hypotheses are computed and Hough Transform (HT) is applied using a method 
similar to [28, 70]. However, instead of using the conventional general histogram 
count, a novel relationship score is used here. This step of finding the centers and 
applying HT is not used for finding the actual parameters of the elliptic hypotheses. 
Instead, it is used for forming the groups of edge contours that potentially belong to 
the same ellipse, ranking the edge contours within a group, and for providing a 
criterion that is used for judging the elliptic hypotheses generated in the next step. 
After forming the groups using HT, least squares method [80] is used to evaluate the 
group and generate the elliptic hypotheses. The result of least squares method is 
evaluated using the residue in the least squares formulation as well as the center 
generated using the HT. If the criteria are not satisfied, poorly ranking edge contours 
are dropped from the group in order to improve the quality of the group. In the third 
block (Figure 5.2-1(d) and section 5.5), three novel saliency criteria for selecting 
salient EH are proposed. The three criteria are combined and selection is performed 
such that no heuristic selection of thresholds needs to be done. 
5.3 Pre-processing – obtaining edge contours of smooth curvature 
It is well known that the curvature of any elliptic shape changes continuously and 
smoothly. So, edge contours with smooth curvature are extracted in the first step. The 
term smooth curvature is defined here as follows. A portion of an edge contour which 
does not have a sudden change in curvature, either in terms of the amount of change or 
the direction of change, is called here as a smooth portion of edge contour. It should be 
noted that no smoothing operation of any kind has been applied. The edge curves are 
extracted from the existing data itself. The flowchart of the process of extracting the 
smooth edge curves is shown in Figure 5.2-1(b).  
First, the input image is converted to gray scale. It is preferable in the case of real 
image to perform histogram equalization on the gray image for improving the contrast 
and enhancing the boundaries. Next, the edge pixels are extracted from the gray image 
using the canny edge detector [172]. The control parameters for Canny edge detector 
used in this chapter are as follows: low hysteresis threshold 0.1LT   , high hysteresis 
threshold 0.2HT  , and standard deviation for the Gaussian filter 1  . This choice of 
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where exp( )  denotes the exponential function. Though other functions might be 
chosen to achieve similar effect, this is not the scope of the current work to compare 
with other types of functions. Here, it suffices to say that the above function emulates 
well the desired effect. 
As discussed before, out of the total S  sets generated for an edge contour, all may not 
result into valid bins. If there are only a few valid sets eS  in comparison to S , it may 
mean that the edge contour is a poor elliptic candidate (and thus an outlier). On the 
other hand, if the ratio [0,1]eS S  is high, then it is indicative of the edge contour 
being a good elliptic arc. Similar to 1r , 2r  is defined as in eqn. (5-7).  
 2 exp 2 1e e
S Sr
S S
              , (5-7) 
where 2r  has stronger dampening effect than 1r . It should also be noted that while 1r  is 
indicative of relative importance of a bin (among various bins computed for an edge 
contour), 2r  is indicative of the relative trust of an edge contour (in comparison to 
other edge contours).  
In order to illustrate the effect of using the relationship score as compared to the 
general histogram typically used in HT, a simple image of size 300 300  pixels shown 
in Figure 5.4-4(b) is considered. 10m n   pixels is used for forming the bins. The 
total histogram count per bin bee r   and total relationship score per bin bee r   are 
plotted in Figure 5.4-4(c,d) respectively. The bins which received non-zero (white) 
histogram count and relationship score are plotted in Figure 5.4-4(e,g) respectively. 
Figure 5.4-4(f,h) show bins with values 0.01 max bee r    and 0.01 max bee r   
respectively. In Figure 5.4-4(e-h), the actual centers of the ellipses are shown using 
asterisks (*).  
It is seen that Figure 5.4-4(e-g) are exactly the same. The similarity of Figure 
5.4-4(e,g) can be understood from the fact that if there is a non-zero vote in a bin, both 
b
ee r   and bee r  are non-zero. On the other hand, if a bin has zero votes, both 
b
ee r   and bee r  are zero. Figure 5.4-4(f) is same as Figure 5.4-4(e) because no 
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schemes of combining them and the impact of these schemes are discussed in this 
section. 
5.5.3.1 Multiplicative combination 
The first way of combining them is to multiply the three criteria as in eqn. (5-14). The 
net saliency of an ellipse E  detected using a group G  is the product of ( , )a E G , 
( , )c E G , and ( , )E G : 
 mul ( , ) ( , ) ( , ) ( , )E G a E G c E G E G  . (5-14) 
The net saliency as defined above takes into account each of the three criteria. Due to 
its multiplicative nature, if any of the criteria is very poor, the net saliency of the 
hypothesis becomes very low, even though it might be salient in terms of the other two 
criteria. In effect, it is similar to Boolean AND function. Thus, on one hand it rewards 
the hypotheses that are salient in terms of all three criteria, and on the other hand it is 
very strict on the rest.  
5.5.3.2 Additive combination 
The problem with multiplicative combination motivates us to consider the additive 
combination of the three criteria. Given the fact that the range of all the three criteria is 
[0,1] , the value 1 being the most desirable, the net saliency may be considered as the 
average of the three criteria as follows: 
 add
( , ) ( , ) ( , )( , )
3
a E G c E G E GE G    . (5-15) 
While the multiplicative combination is too sensitive to the poor performance of any 
criterion, the additive combination is less sensitive to the poor performance of a single 
criterion. This means that though one of the criteria may have low value, if the other 
two criteria have sufficiently high values, the net saliency in additive combination will 
still be sufficient to have the hypothesis selected. 
5.5.3.3 Choosing a threshold 
Whatever be the saliency measure, higher value of saliency indicates that the detected 
ellipse is better than the ellipses with lower saliency. Based on this value, the best 
ellipses can be determined in various ways. The most prevalent and straight forward 
manner is to choose all the ellipses with saliency higher than a threshold. The 
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performance of the ellipse detection method greatly depends upon the choice of the 
threshold. However, there is no hard and fast rule that ensures the suitability of a 
chosen threshold in most scenarios. The value that seemingly works very well for one 
image(s) may completely fail in another image(s). So, the use of the statistical mean of 
the net saliency for all the elliptic hypotheses as the threshold is more reasonable. 
Once the saliency measure is computed for each elliptic hypothesis, the average of all 
the saliency measures can be computed and used as the threshold. An alternate scheme 
is proposed and discussed in more detail in section 5.5.4. Our observation is that it 
works well for most images. 
5.5.3.4 Examples 
In order to further elucidate the discussion above, two example images are considered 
and various saliency criteria, the multiplicative and additive saliency scores are 
studied. The effect of using a threshold for selecting the hypotheses is also studied. 
The examples are presented in Figure 5.5-3 and Figure 5.5-4, respectively. In both the 
examples, the smooth edge curves are extracted according to the procedure in section 
5.3 (see Figure 5.5-3(c) and Figure 5.5-4(c)). Scheme 3, discussed in section 5.6.3.3, is 
used for generating EH. After generating EH and removing similar ellipses, the three 
saliency criteria discussed in section 5.5.2 are computed for each EH. The 
multiplicative net saliency score (5-14) and additive net saliency score (5-15) are also 
computed for each EH. For reference, the elliptic hypotheses chosen by the proposed 
elliptic hypotheses selection scheme (section 5.5.4) are shown in Figure 5.5-3(d) and 
Figure 5.5-4(d). 
In subfigures (e)-(g) of Figure 5.5-3 and Figure 5.5-4, the results of the three saliency 
scores (section 5.5.2.1 - 5.5.2.3) are plotted. In subfigures (h)-(i) of Figure 5.5-3 and 
Figure 5.5-4, the results of the multiplicative and additive net saliency scores are 
plotted. In these subfigures, the darkness of an elliptic hypothesis is proportional to the 
value of the score. This means that darker ellipses have higher value of the saliency 
score as compared to the lighter ellipses.  
Now, a threshold of 0.8 is applied on each of the saliency scores. This means that for a 
particular saliency score, the ellipses that have a score of greater than or equal to 0.8 
times the maximum score (for all elliptic hypotheses) are chosen. In subfigures (j)-(l) 
of Figure 5.5-3 and Figure 5.5-4, the elliptic hypotheses chosen by applying the 
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threshold 0.8 on the three saliency scores (section 5.5.2.1 - 5.5.2.3) are plotted. In 
subfigures (m)-(n) of Figure 5.5-3 and Figure 5.5-4, the elliptic hypotheses chosen by 
applying the threshold 0.8 on the multiplicative and additive net saliency scores are 
plotted. The chosen elliptic hypotheses are shown in the dark, while the remaining 
elliptic hypotheses are shown in light color. 
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Figure 5.5-3: Illustration of the saliency criteria for example 1. 
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The first observation is that in both the examples, none of the saliency criteria 
performs well in choosing the elliptic hypotheses. For example 1, the circumference 
ratio (Figure 5.5-3(e,j)) performs better than the remaining saliency criteria (Figure 
5.5-3(f,g,k,l)). However, the circumference ratio performs very poor for the second 
example (Figure 5.5-4(e,j)). In both the examples, while alignment ratio (Figure 
5.5-4(f,k) and Figure 5.5-4(f,k)) is able to select the true positive elliptic hypotheses, it 
is not able to reject the false positive elliptic hypotheses effectively. The angular 
continuity ratio performs better for example 1 ratio (Figure 5.5-3(g,l)) than example 2 
(Figure 5.5-4(g,l)). Thus, use of a single saliency criterion is not reliable for diverse 
images. 
Second observation is that the multiplicative net saliency score (Figure 5.5-3(h,m) and 
Figure 5.5-4(h,m)) is more selective than the additive net saliency score (Figure 
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Figure 5.5-4: Illustration of the saliency criteria for example 2. 
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The results for synthetic dataset are presented in Figure 5.6-5 (occluded ellipses) and 
Figure 5.6-6 (overlapping ellipses). It is clearly evident that the proposed method 
outperforms the existing methods in terms of precision, recall, as well as F-measure. 
Further, it is close to the best values of precision, recall, and F-measure (the best value 
is 1 for all these measures). Lastly, even with substantial increase in the number of 
ellipses in an image, the performance does not deteriorate significantly. The proposed 
method took an average time of 5.63 seconds for the synthetic dataset.  
It is noted that Liu [32] has zero detections for the case of occluded ellipses. This is 
because Liu [32] does not deal with the inflexion points, as also highlighted in [32]. It 
is also noted that Bai [179] gives the closest and most consistent performance with 
respect to the proposed method for the case of occluded ellipses. This is consistent 
with the nature of dataset considered in Bai [179]. However, it performs poorer for the 
case of overlapping ellipses as compared to the occluded ellipses. Mai [34] and Kim 
[68] show deteriorating performance as the number of ellipses increases. 
 
 
 
 
Figure 5.6-7: Performance of various methods for different values of 
overlap ratio.
 
Figure 5.6-8: Performance of various methods for different values of 
overlap ratio. 
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Figure 5.6-9: Examples of synthetic images with occluded ellipses. 
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As mentioned before, an overlap ratio of 0.95 between the elliptic hypotheses and the 
ground truth (true parameters of the ellipses) has been used for determining the true 
positive hypotheses. In order to show that the poor performance of the other methods 
is not due to the high overlap ratio, the performance of the proposed method and the 
other methods is further tested using different values of the overlap ratio used for 
determining the true positive hypotheses. For this purpose, images with 12   are 
used. The comparison results of the proposed method and the other methods are shown 
 (a) Original image 
(b) Extraction of 
smooth edge 
curves 
(c) Detected 
ellipses by the 
proposed method
(d) Mai (e) Kim (f) Bai 
(1
) 4
 e
lli
ps
es
 
  
(2
) 8
 e
lli
ps
es
 
  
(3
) 1
2 
el
lip
se
s 
  
(4
) 1
6 
el
lip
se
s 
  
(5
) 2
0 
el
lip
se
s 
  
(6
) 2
4 
el
lip
se
s 
  
 
Figure 5.6-10: Examples of synthetic images with overlapping 
ellipses. 
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in Figure 5.6-7 and Figure 5.6-8. It is evident that the performance of the proposed 
method does not depend significantly on the overlap ratio used for finding the true 
positive elliptic hypotheses. Some example images and the detected ellipses with 
occluded and overlapping ellipses are presented in Figure 5.6-9 and Figure 5.6-10, 
respectively. 
5.7 Conclusion 
A method for ellipse detection based on edge curvature and convexity is proposed. 
The ECC method performs significantly better than the existing methods for 
complicated synthetic and real images. The demonstrated performance is close to the 
best achievable performance for the synthetic images. The primary reason of the good 
performance of ECC is the enhanced selectivity of the method while grouping the 
edges for detecting ellipses. The selectivity is due to the use of smooth curvature (in 
the form of search region and associated convexity), the novel relationship score, and 
the robust non-heuristic saliency criteria. The contents of this chapter have been 
reported in [45, 95, 96, 139].    
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Chapter 6 : Image processing applications 
This chapter presents three image processing applications of the algorithms proposed 
in Chapter 2 – Chapter 5. The algorithms proposed in these chapters have several 
interesting and practically useful applications. Some interesting applications are 
surface grain analysis of materials, medical diagnostics (like malarial and sickle cell 
counting), analysis of geological and astronomical pictures, assisted robotics for 
applications like sorting ores, vegetables, and cans, etc. in automatic mineral 
processing, grocery, and recycling units respectively, bowling arena management by 
robot, etc. Advanced applications may include using the elliptic shapes for object 
detection [181], face detection [182], biometric iris based systems [183, 184], shape 
representation of complex objects [185], etc.  
Here, three specific applications are presented. The first application involves ellipse 
detection from real images. It relates to most of the robotics applications presented 
above and is presented in section 6.1. The second application is the segmentation and 
sorting of the biological cell organelles in the images obtained by a biological 
microscope and is presented in section 6.2. The third application is that of object 
detection using polygonal and elliptical features only and a hierarchical object 
template. This application is presented in section 6.3.  
6.1 Ellipse detection in real images 
Ellipse detection in real images has several applications in the field of robotics. 
Assisted robotics of interest are applications like sorting ores, vegetables, cans, etc. in 
automatic mineral processing unit, grocery shops and warehouses, and recycling units 
respectively. Other robotic applications include managing bowling arenas, garage 
inventory, or being golf caddies. For such dedicated applications, the method can be 
customized for better and faster performance. All of these applications require that 
elliptic objects present in the images be detected. Thus, the ellipse detection method 
proposed in Chapter 5 (scheme 3) is of particular interest here. It should be noted that 
the algorithms and schemes in Chapter 5 use algorithms from Chapter 2 to Chapter 4.  
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In order to show the applicability for the above mentioned robotic applications, the 
Caltech-256 database [1] is used as the dataset of real images in which several classes 
correspond to elliptic objects. These images present greater challenges than the 
synthetic images used in Chapter 4 and Chapter 5 because the edge contours of 
elliptical shaped objects are corrupted by complex and varied backgrounds, 
illumination variations, partial occlusions, image noise, shadows and spectral 
reflections. In the Caltech 256 dataset, 400 real images were randomly chosen from 48 
categories (each category corresponding to an elliptic object class). Only one condition 
was used for selection. At least 5 (among 20 volunteers) should identify a minimum of 
one recurring ellipse as the ground truth. The details of the procedure to generate the 
ground truth are presented in Appendix E. Among the 400 real images used for 
generating the results, the minimum number of ellipses in an image was 1 and the 
maximum number of ellipses was 60. An overlap ratio of 0.8 between the detected 
ellipse and the ground truth is used for determining the true positive hypotheses in the 
real images dataset. 
Examples of images with the detected ellipses using several ellipse detection methods 
are presented in Figure 6.1-1. It is seen that the proposed method is effective in 
detecting elliptic shapes in real images containing elliptic object categories including 
balls, blimps, music systems, calculator and phone buttons, optical disks, coins, 
joysticks, wheels, tires, etc. The overall performance parameters of the various ellipse 
detection methods for these 400 images are presented in Table 6.1-1. In Figure 6.1-1 
and Table 6.1-1, the proposed method is the scheme 3 of section 5.6.3. 
 
  
Table 6.1-1. Performance metrics for various hybrid ellipse detection 
methods. 
 Proposed Mai Kim Bai Liu RHT 
Average Precision 0.8748 0.2862 0.1831 0.2248 0.0716 0.0213 
Average Recall 0.7162 0.1632 0.1493 0.2955 0.1403 0.0157 
Average F-measure 0.7548 0.1831 0.1591 0.1685 0.0808 0.0186 
Average time taken 
(seconds) 38.68 11.41 60.87 9.10 7.78 810.41 
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 (a) Original image (b) Canny edge map 
(c) Detected 
ellipses by the 
proposed method
(d) Mai (e) Kim (f) Bai 
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No ellipses 
detected 
No ellipses 
detected 
No ellipses 
detected 
(2) 
  
(3) 
  
No ellipses detected 
(4) 
      
(5) 
  
No ellipses detected No ellipses detected No ellipses detected
(6) 
     
(7) 
  
(8) 
   
No ellipses detected No ellipses detected No ellipses detected
(9) 
    
Figure 6.1-1 : Examples of real images: proposed method (scheme 3 of 
section 5.6.3) vs. other methods. 
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 (a) Original image (b) Canny edge map 
(c) Detected 
ellipses by the 
proposed method
(d) Mai (e) Kim (f) Bai 
(10) 
    
(11) 
     
(12) 
   
No ellipses detected No ellipses detected No ellipses detected
(13) 
    
(14) 
    
(15) 
   
No ellipses detected
  
(16) 
   
No ellipses detected
 
No ellipses detected
(17) 
    
(18) 
     
Figure 6.1-1 : Examples of real images: proposed method (scheme 3 of 
section 5.6.3) vs. other methods. (contd.) 
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low contrast, bleaching (background illumination), noise, scattering from irrelevant 
organelles, etc. However, assuming that the same instrument and measurement setup is 
used to generate the images in a particular dataset, a suitable threshold level 1t can be 
determined apriori for binarizing the image (step 1 in Figure 6.2-2), binary image is 
being referred to as 1I .  
In order to deal with extremely low contrast features, it is preferable to use a low value 
of 1t . Consider for example the image in Figure 6.2-3(a). The highlighted circle shows 
a region that contains a cell but is invisible due to extremely low contrast. As a 
consequence, this cell is present in the binarized image when 1 5t   is used (Figure 
6.2-3 (b)) but absent when 1 15t   is used (Figure 6.2-3 (c)). It is also notable that 
artifacts due to noise appear when low threshold is used.  
 
Thus, a suitable selection of the threshold is quite important. A statistical scheme is 
proposed here for choosing the value of threshold . For determining the suitable 
value of 1t , the histogram of each image in the dataset is generated for gray levels 0 – 
255. Let the histogram count for a gray level g , 1 to 256g   for an image I  be 
denoted as ( , )h g I . Cumulative histogram is generated for each gray level and image 
is computed as: 
 
1
( , ) ( , )
g
g
C g I h g I   (6-1) 
1t
   
(a) Original image (b)  (c)  
Figure 6.2-3: Example of the effect of threshold value  on the 
binary image  
1 5t  1 15t 
1t
1I
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The normalized cumulative histogram is then computed as follows: 
  
( , )( , )
max ( , )
C g IC g I
C g I g
   (2) 
The values of the normalized cumulative histogram for a given gray level g  are 
averaged for all the images and plotted in Figure 6.2-4(a). It is seen that the images 
have low intensity since only lower gray levels (till g = 100) have contribution in the 
images. A zoom-in of Figure 6.2-4(a) is provided in Figure 6.2-4(b) where only 
0 to 31g   is considered). It is seen that 4g   is sufficient for more than 80% of the 
cumulative histogram of the images. Thus, 1 4t   is chosen as the threshold for 
binarizing the images (step 1 of Figure 6.2-2).  
 
Yet, as shown in Figure 6.2-3, the boundaries of the cells may not be well defined due 
the binarization. Thus, mean filter of size 5 is applied on the binary image 1I  to get a 
gray scale image 2I  with smoother features (step 2 in Figure 6.2-2). The image 2I  is 
binarized again using a threshold value of 0.5, since average filter is applied on binary 
image (step 3 in Figure 6.2-2) The final binary image used for further processing is 
denoted as 3I .  
The edge contours of the white regions in 3I  are extracted (step 4 in Figure 6.2-2) and 
are denoted by index 1 to e e  . For each edge e, PA of the edge is derived using 
(a) Normalized cumulative histogram 
count averaged over all the selected 
images. 
(b) Zoom in of (a) above for gray levels 
0 – 32. 
Figure 6.2-4: Normalized cumulative histogram averaged over all 
the images for choosing the threshold 1t . 
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RDP-mod proposed in section 2.5.1.2 (step 4 in Figure 6.2-2). Other PA methods may 
be used, but as discussed in section 2.7.5, RDP-mod is preferred. The PA of the edge 
contour is consequently used to remove the inflexion points and obtain smooth edges 
1 to e e    using the algorithm for removing inflexion points proposed in section 5.3.2 
(step 5 in Figure 6.2-2).  
6.2.1.2Ellipse fitting block 
This block calls a least squares based ellipse fitting method for each edge 1 to e e   . 
If the method generates a valid ellipse, the geometric parameters of the ellipse (length 
of semi-major axis a, length of semi-minor axis b , x-coordinate of the center 0x , y-
coordinate of the center 0y , and the angle made by semi-major axis with the x  axis   
of the fitted ellipse) is appended in the array containing the parameters of ellipses E .  
The choice of the ellipse fitting method has a significant impact on the overall 
performance of the method. Hough transform based methods have several problems 
like a huge number of samples are required to obtain robust results, five-dimensional 
parameter space of ellipses is difficult to deal with computationally, and the whole 
process can be significantly time consuming. So, least squares based methods for 
fitting ellipses can be used. In our numerical results, it shall be shown that the 
geometry based least squares method proposed in section 4.4 performs better than 
some of the other least squares method.  
6.2.1.3Ellipse filtering block 
After fitting ellipses on each edge contour, available apriori information about the 
dataset can be used to filter or remove some unreasonable ellipses. The filtering 
criteria depend upon the dataset and apriori information known about it. For example 
the imaging resolution and the CCD grid size can be used to determine the size range 
of the cells and thus the bounds on the lengths of semi-major axis a and semi-minor 
axis b  may be generated. Also, the biological information about the cells can be used 
to generate an estimate of the maximum ratio of the semi-major and semi-minor axes 
a b . In the proposed algorithm, the following filtering criteria have been used: 
 2a b t  (6-3) 
 3 4t b t   (6-4) 
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by a human (occluded or otherwise) is denoted by humanE . The quantity algo humanE E  
is plotted for 100 randomly chosen images (since it is difficult to collectively present 
and compare the results for all 444 images) in Figure 6.2-6. As highlighted in section 
2.2, the method chosen for least squares ellipse fitting has a significant impact on the 
performance of the algorithm. Thus, four methods (Prasad [138] – used in the 
proposed algorithm and presented in section 4.4, Chaudhuri [84], Harker [174], and 
Maini [173]) are considered and their performances are compared in Figure 6.2-6. It is 
seen that Prasad gives the best performance, thus showing to be the best choice among 
the four least squares ellipse fitting methods.  
 
 
The time comparison of the four methods is presented in Table 6.2-1 (without any 
parallelization). It is seen that among the four least squares ellipse fitting methods, 
Prasad takes the least computation time as well. It is also noted that the preprocessing 
and ellipse filtering steps take very little time. In fact, the computation time for each 
image can be easily reduced below 1 second by parallelizing the ellipse fitting block. 
This is illustrated in Table 6.2-2, where it is shown that the proposed method with 
Prasad’s unconstrained least squares method takes less than 1 second for the most time 
consuming portion when 8 cores are used. The time performance can be further 
improved by increasing the number of cores and more effective programming. Thus, 
Table 6.2-1: Statistics of computation time without parallel 
processing 
 Average time (s) Standard Deviation 
Preprocessing 0.52 0.43 
Ellipse fitting (Prasad) 7.86 2.04 
Ellipse fitting (Chaudhuri) 9.42 2.93 
Ellipse fitting (Harker) 11.27 3.38 
Ellipse fitting (Maini) 9.46 3.01 
Ellipse filtering 0.02 0.02 
Table 6.2-2: Statistics of computation time with parallel processing 
(parallelization of step 2 of Figure 6.2-1 is performed using 8 parallel cores) 
 Average time (s) Standard Deviation 
Preprocessing 0.52 0.43 
Ellipse fitting (Prasad) 0.99 0.30 
Ellipse fitting (Chaudhuri) 1.21 0.38 
Ellipse fitting (Harker) 1.42 0.43 
Ellipse fitting (Maini) 1.23 0.39 
Ellipse filtering 0.02 0.02 
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the proposed algorithm is capable of providing computation time less than the image 
acquisition time of a typical fluorescence microscope.    
6.3 Object detection 
The object detection problem is an advanced image processing application which finds 
potential application in many real life scenarios. The theory and implementation of 
object detection problem is an amalgamation of various techniques and theories in 
different fields of computer engineering, electrical engineering, and mathematics. For 
example, various feature types in images (textures, colors, edges, shapes, etc.), kernel 
and matrix theory, topology and graph theory, theory of probability, machine learning, 
feature matching, compact representation, parallel computing, etc.  
The vast literature and research work in the problem of object detection inhibit a 
detailed discussion of these aspects here. A concise summary is presented in Appendix 
F. Here, the approach taken by us to illustrate the utility of the geometric primitives in 
the object detection problem is briefly presented.  
The main distinguishing characteristics of the proposed objected detection method are 
as follows: 
1. Only the geometric primitives (polygon and ellipse) have been used as the 
object features. This is quite rare in the object detection community. 
2. A hierarchical object representation template (called hierarchical code) with 
both generative and discriminative qualities is used. 
For convenience, the object detection method is called the Geometry based 
Hierarchical code Object Detection (GHOD) method. When the edge contour  are used 
as the object features in the usual manner, the edge contours are used as they are 
without any smoothing, noise removal, data compression, or any other form of 
treatment. Due to this, if the edge features representing an object are learnt and tested 
on a true positive test image, the result of matching the edge feature and the detection 
may vary even if two different edge detection algorithms are used for generating the 
edge map of the test image. In order to alleviate this effect, instead of using the usual 
edge contours as features, here the polygonal approximation of the edge contours are 
used as the features. In addition to the removal of noise and the compression of the 
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object can be represented very well by only a certain features. Thus, for a test image, if 
several paths indicate the presence of the object, the chances of correct detection 
increase significantly. Second, this model is expected to provide good discriminative 
performance as well because the lower level features may have their likelihoods very 
low, but conditional to the presence of generic features, their likelihood increases, 
which implies that the simultaneous presence of generic and discriminative features is 
required to infer the class. Third, appending or updating such hierarchical code is quite 
easy. Thus, adaptive learning techniques, learning while testing, and scalable training 
schemes (with no fixed training data size) may be used. 
The architecture of the node, parent-to-child topology, and child to parent topology are 
next discussed. Each node in the hierarchical code can be uniquely identified as 
node( , )l k  or simply  ,l k  where l  is the level in the hierarchical code in which the 
node is present and k  is the index of the node in the level l . For the ease of reference, 
 ,l k  is referred to as the nodal address of the node. Each node has the following 
attributes: 
1. Parent id (array) – this attribute stores the nodal address of the parents of a 
given node. Every node except the nodes in level 1 has at least one parent id. 
The level of each parent id is essentially 1l  . It is denoted using 
  ( , )( , ) 1, ; 1 to p l kParent l k l k p N    where pk  is the index of the p th 
parent node and ( , )l kN  is the number of parents of the node  ,l k . 
2. Feature details – this attribute has all the details related to the feature that the 
node represents. Its sub-attributes are feature type, feature, matching scheme 
(or algorithm), and the likelihood of the presence of the feature. These are 
represented as ( , )Type l k , ( , )Feature l k , ( , )MatchSch l k , and ( , )P l k . The 
likelihood of the presence of the feature is considered as a feature property 
since the likelihood of the presence of the feature is independent of the nodal 
address of the node representing the feature. It is required that the maximum 
value of the match between two features is 1, which indicates an exact match 
and the minimum value is zero, which indicates no match.  
3. Matching parameters – this attribute stores the control parameters and 
thresholds used for the particular node when the nodal feature is matched to the 
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for the polygons. If two polygonal features have low Chamfer distance between them 
(threshold 0.25), the match score is considered as ‘probably true’ (temporary 
0.5selfm  ).  
After matching all the features in the hierarchical code, the relative positions of the 
features with temporary 0.5selfm   are translated so that the features in level 1 (the 
most likely features) have an offset of a maximum 10 pixels in either direction. The 
features are then rematched. The actual matching score selfm  is computed using eqn. 
(6-7): 
 
2
ch cen
self
m mm   (6-7) 
where chm  and cenm  are the match scores due to Chamfer distance chd  of the 
polygons and maximum horizontal or vertical distance cend  between the centers. The 
expressions of  chm  and cenm  are given in eqns. (6-8) and (6-9) respectively: 
 1
0.75
ch
ch
dm   (6-8) 
 1 0.025
0.75
cen
cen
dm   (6-9) 
Similarly, for ellipses, first the centers of ellipses are translated to a center  0,0  and 
the semi-major and semi-minor axes a  and b  are scaled such that the semi-major axes 
of the ellipses to be matched are both 100 pixels. The similarity ratio D  presented in 
section 5.5.1 is used to match the elliptic features. Similar to the polygons, elliptic 
features with 0.75D   are assigned the match score as ‘probably true’ (temporary 
0.5selfm  ).  
The procedure of translating the centers and rematching the features (as done for 
polygons) is then performed and the actual match score is calculated using eqn. (6-10). 
 
2
sim cen
self
m mm   (6-10) 
where 0.75simm D  and cenm  is computed using eqn. (6-10). 
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Here, it should be highlighted that GHOD has not yet been tested on articulate object 
classes like cow, horse, etc., and the classes considered till now indeed have some 
important geometric consistencies. For example, cars and bikes do have tires or elliptic 
groves for them. Similarly, in general (though not always), images of mugs and cups 
may have ellipses to denote their open faces. 
Other classes with possible strong geometric features have been considered in Table 
6.3-2, which lists the performance of GHOD for 10 object classes in Caltech 256 
dataset [1]. It is seen that GHOD gives good detection results for these categories as 
well. 
However, it is recommended that GHOD should be tested for more variety of classes, 
especially articulate classes. Some parametric changes might be needed for this 
purpose. Further, the usual Chamfer distance based matching of polygons may not be 
suitable for articulate objects. The feature types should also be increased. Texture 
features and kernel based features are the next types of features that the author wants 
to include in GHOD. It is also intended that the semi-supervised learning, learning 
while testing (adaptive learning), and machine learning of the control parameters be 
included in future. Thus, the current version of GHOD is a work in progress and 
GHOD is expected to work better and for more variety of classes in future. 
Nevertheless, the work presented here conclusively supports the utility of geometric 
primitive features for object detection. 
Table 6.3-2: Performance of GHOD for various classes of Caltech-
256 [1] dataset 
Class RP-AUC RP-EER 
Car-tire 0.8352 4% 
Mountain-bike 0.8546 7.10% 
Bowling-ball 0.7568 15% 
Video-projector 0.9854 2.10% 
Boom-box 0.6584 21.40% 
Calculator 0.9241 6.70% 
Soda-can 0.8142 18.30% 
Coffee-mug 0.8912 3.60% 
Car-side 0.9598 2.30% 
Motorbikes 0.8953 9.20% 
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Chapter 7 : Conclusion and future work 
7.1 Conclusions 
The focus of the entire body of work presented in this thesis is on the geometric 
primitives present in the images. Three important geometric primitives, polygons, 
tangents, and ellipses are discussed. For each of these primitives, some fundamental 
and important results have been derived.  
For the polygonal approximation (PA) of digital curves, two main points have been 
addressed in Chapter 2: 
1. While approximating the digital curves using polygons, it is difficult to 
optimize both the local and global qualities of fit. None of the known 
performance metrics are capable of providing a balance of the local and global 
qualities of fit. 
2. The known optimization goals are based on heuristics but it can be shown that 
there is a definite upper bound of the error due to PA and thus the heuristics are 
not needed. In fact, if heuristics are used, the PA methods may over-fit and 
under-fit on certain sections of the edge curves. 
For the first point above, simple metrics – precision for local quality of fit and 
reliability for global quality of fit – are proposed. Explicit derivations show that the 
local and global qualities of fit are always at conflict when least squares fitting is used 
for obtaining the polygonal approximation. It is also seen that the existing metrics 
focus on either the local quality of fit of the global quality of fit. Thus, if the usual 
performance metrics are used in the optimization goals of the PA methods, it is 
expected that the PA methods will also focus on only one of these aspects. Precision 
and reliability optimization (PRO) method proposed in the thesis allows for 
simultaneous optimization of the local and global quality of fit and can be easily 
tweaked for the desired performance. 
For the second point, an explicit derivation shows that the error due to digitization can 
be analytically derived and it is a convergent upper bounded term. This upper bound 
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depends upon the length of the line segment (edge of the PA) and its orientation. Thus, 
using a fixed heuristically chosen threshold in a PA method is unsuitable. This is 
because if the threshold is more than the upper bound, the fit for that edge is poor and 
if the threshold is less than the upper bound, unnecessary computation resources are 
wasted in optimizing the edge though the error cannot be reduced further due to 
digitization. Based on the upper bound, a non-parametric framework which can be 
used in most PA method is proposed. Three distinct methods have been adapted into 
this framework (RDP-mod, Masood-mod, and Carmona-mod) and show good 
performance in the non-parametric framework. Other PA methods are also compared 
in the context of the precision, reliability, and the upper bound of the error due to 
digitization. 
In summary of the performance of all the PA methods proposed in Chapter 2, several 
practical aspects like performance of the proposed PA methods for scaled digital 
curves, noisy digital curves, non-digital curves, as well as for images in huge datasets 
are considered. The results show that the proposed PA methods perform quite well for 
all these practical aspects. This corroborates with the two fundamental but often 
neglected points mentioned above.  
For the problem of tangent estimation (TE) in digital curves, addressed in Chapter 3, a 
simple and extremely cost effective method DEB for estimating the tangents of the 
digital curves is proposed. Using an analytical derivation, it is shown that  DEB is 
quite simple, the error in TE by the method has a definite upper bound for the conic 
curves. Though in principle, it can be shown that the method has a definite upper 
bound for curves that can be represented by polynomial bases, the derivation might be 
quite tedious and thus has not been presented here. Nevertheless, DEB is tested 
extensively for digital and continuous conics as well as several digital non-conic 
curves and DEB performs quite well. In fact, the comparison of the error of DEB with 
72 other TE methods show that despite the simplicity, DEB in general outperforms all 
the methods.  
In Chapter 4, the popularly used method of Fitzgibbon [80] is improved such that the 
modified method NSAF is numerically stable. However, the more important 
contribution of Chapter 4 is the unconstrained, non-iterative, numerically stable, 
computation efficient least squares fitting method ElliFit, which is based on 
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minimization of the geometric distance (instead of conventionally used algebraic 
distance) and can be easily implemented. Several important and fundamental 
mathematical concepts are employed to design ElliFit and derive the salient features 
exhibited by ElliFit. Numerical results show that the method performs better than other 
least squares based fitting methods for a variety of challenging experiments.  
Chapter 5 proposed a hybrid ellipse detection method ECC. In the development of 
ECC, several interesting contributions have been proposed. The focus has been on 
designing simple computation efficient ways of solving some problems of discrete 
geometry. One example is the method of detection of inflexion points in digital curves. 
Another example is the convexity analysis of the curves in the form of detecting the 
search region for edge contours (section 5.4.1). The concept of associated convexity 
which gives the convexity relationship between two edge curves is also worth 
mentioning. Similarly, a simple overlap measure designed using Jaccard index solves 
the problem of finding the area overlap between two ellipses (or their digital counter 
parts).  
Another set of contributions of ECC is the saliency measures and a non-heuristic 
parameter-independent scheme of selecting good elliptic hypotheses for an image. 
Three simple saliency criteria, which can be easily computed, are used to quantify the 
different aspects of the quality of ellipse fit on a group of edges. The selection scheme 
chooses the threshold parameters from the images themselves and do not require user-
specified heuristic inputs. Examples show that the non-parametric selection scheme 
proposed in eqn. (5-16) performs better than other schemes.  
Numerical experiments on 1200 synthetic images show that ECC performs much 
better than several hybrid ellipse detection methods and gives recall, precision, and F-
measure close to 100%. In fact, ECC can be implemented in three different schemes. 
For more time critical applications, simpler scheme 1 can be used which uses lesser 
steps while grouping. However, for better accuracy and performance, scheme 3 which 
incorporates all the steps is the best scheme. 
The work in Chapter 2 - Chapter 5 serves to highlight that a careful analysis of the 
discrete geometry problem – in  continuous domain as well as the effect of digitization 
on the geometry – can help the researchers to design simple, cost-effective, typically 
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error-bounded methods for extracting and manipulating geometric primitives in digital 
images. This is consistent with the basic theme and the main aim of this thesis. 
The practical usage of the work in Chapter 2 - Chapter 5 is shown in Chapter 6 which 
presents three practical image processing applications. For the first application – 
detection of ellipses in real images for robotics applications – the ECC method is 
shown to perform better than other methods. However, the time taken by it is more 
than two methods among the methods used for comparison.  
The Caltech 256 dataset is a sufficiently complex and varied dataset with real images 
which emulate real life scenario sufficiently. Thus, the good performance of ECC 
indicates that the method can be widely used for practical applications. Some 
interesting application may be surface grain analysis of materials, medical diagnostics 
(like malarial and sickle cell counting), analysis of geological and astronomical 
pictures, assisted robotics for applications like sorting ores, vegetables, and cans, etc. 
in automatic mineral processing, grocery, and recycling units. For such dedicated 
applications, the method can be customized for better and faster performance. Further, 
parallelization schemes can be incorporated for faster processing.  
For the second application – detecting cell organelles in microscopy images – ElliFit is 
shown to perform very well. The computation time is reduced to below 1 second using 
parallel computation over 8 cores. This time is less than the typical acquisition time of 
the fluorescence microscopes. Thus, this method can be used for online cell counting. 
The diagnosis and analysis of the biological tests can be sped up considerably and 
made less dependent on human expertise using such methods. 
For the third application – object detection using geometric primitives only – it is seen 
that the geometric primitives are indeed sufficient to provide reasonable accuracy in 
object detection as compared to other methods. The accuracy demonstrated is indeed 
insufficient for real life object detection application. But it is well-known in the object 
detection research community that no single type of feature is sufficient for providing 
good object detection performance. Thus, the performance of the proposed object 
detection method should be improved by including more feature types. Texture and 
kernel features should provide good and complimentary variation in the feature types. 
Thanks to the flexible hierarchical object template which can use any type of features, 
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model. This can be especially important for oceanic current analysis in oceanology, 
wind current analysis in climatology, grain growth analysis in material technology, 
and other such scientific applications. 
Stereo imaging using PA: For two stereo-shifted images, when PA methods are 
applied, the key points of the objects in the two images can be identified and 
correlated to each other. Based on the relative displacement between these correlated 
pairs of points and the sensor arrangement, the points can be back-projected to obtain 
the depth data in an accurate and fast manner. Fast object tracking and rendering 
for sports and ballistic videos and games: This shall require a combination of PA 
and fast polygon matching algorithms for designing computation efficient and very 
fast performance. 
Fast pupil or iris tracking: A combination of suitable binarization scheme, 
smoothing operations, PA, and least squares method can be used for real time tracking 
of pupil or iris of eye. Shape based cell classification in bio-medical images: A 
combination of ellipse fitting, polygon matching, and sorting based on shapes and 
sizes can be used for automatic cell sorting, classification, cell counting, and other 
diagnostic functions. 
Non-linear optics and camera calibration: Given some reference shapes, profiles, 
and illuminations, the images captured in image sensors can be processed using conic 
shape fitting. Such fitting can give insight into either numerical correction (using 
algorithms) or optical aberration correction (using non-linear optics) required for 
correcting the optical aberration effects.  
The above mentioned are some of the potential future directions of the work in this 
thesis. It can be predicted that there are several other possible avenues for this work. 
The author intends to work on at least a few of the above.  
7.4 One sentence summary 
In summary, it can be seen that if the discrete geometry is studied carefully, simple 
and effective solutions for various fundamental problems can be devised and used in 
several practical applications with significant impact.  
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Appendix 
A. Proof of eqn. (2-8) 
Theorem. 
If    1 2 1 2T TM Mx x x y y y   X    and   1T T ,i jb     B X X X X , 
then ,
1 1
M M
i j
i j
b M
 
  
Proof. 
The main concept used in the proof is that of raw moments, central moments, and 
correlation coefficient used in bivariate statistics. Accordingly, ,p qm  and ,p q  
represent the raw moment and central moment respectively of p qx y : 
 ,
1
1 M p q
p q
i
m x y
M 
   (1) 
    , 1,0 0,1
1
1 M p q
p q
i
x m y m
M


    (2) 
 TX X  can be written in terms of the raw moments as follows: 
 
2
2,0 1,11 1T
1,1 0,22
1 1
M M
i i i
i i
M M
i i i
i i
x x y m m
M
m m
x y y
 
 
             
 
 
X X  (3) 
Thus,   1T X X  can be written as: 
   1 0,2 1,1T
1,1 2,0
m m
d
m m
     
X X  (4) 
where   11 22,0 0,2 1,1d M m m m    is defined for convenience. 
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Given that   1T TB X X X X , B  can be expanded as follows: 
 ,i jb   B  (5) 
where: 
   , 0,2 1,1 2,0 ; , 1 to i j i j i j j i i jb d m x x m x y x y m y y i j M      (6) 
Thus, ,
1 1
M M
i j
i j
b
 
  is written as: 
      , 0,2 1,1 2,0
1 1 1 1 1 1 1 1
2
M M M M M M M M
i j i j i j i j
i j i j i j i j
b d m x x m x y m y y
       
          (7) 
The following identity can be used to simplify eqn. (7): 
  
1 1 1 1
M M M M
i j i j
i j i i
a b a b
   
           (8) 
Thus,   2 2 21,0
1 1 1
M M M
i j i
i j i
x x x M m
  
      ,   2 1,0 0,11 1 1 1
M M M M
i j i i
i j i i
x y x y M m m
   
          , 
and   2 2 20,1
1 1 1
M M M
i j i
i j i
y y y M m
  
      . Consequently, simplified form of eqn. (7) is 
shown in eqn. (9) below: 
  2 2 2, 0,2 1,0 1,1 1,0 0,1 2,0 0,1
1 1
2
M M
i j
i j
b M d m m m m m m m
 
    (9) 
Now, the following identities (10) - (12) from bivariate statistics can be used in eqn. 
(9) 
 21,0 2,0 2,0m m    (10) 
 1,0 0,1 1,1 1,1m m m    (11) 
 20,1 0,2 0,2m m    (12) 
to obtain: 
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 
 
 
2 2
, 0,2 2,0 0,2 2,0 1,1 1,1 1,1 2,0 0,2 2,0 0,2
1 1
2 1 1
0,2 2,0 1,1 1,1 2,0 0,2
0,2 2,0 1,1 1,1 2,0 0,2
2
2,0 0,2 1,1
2
2,0 1,1 1,1 0
2,0 2,0 0,2 1,1
2 2
2 2
2
2
2
2
M M
i j
i j
b M d m m m m m m m m
M d d M m m m
m m m
M
m m m
m
m m m m
M
  
  
  
  
 
 
     
   
      
 
 

,2
0,2
2
1,1
2,0 0,2
1
m
m
m m
           
 (13) 
Now, since all the terms in (10) and (12) are positive definite, inequality (14) below is 
valid: 
 2,0 0,2
2,0 0,2
0 , 1
m m
    (14) 
Also, using Cauchy-Schwartz inequality 
2
2 2
1 1 1
M M M
i i i i
i i i
a b a b
  
               , eqn. (15) can be 
obtained: 
 
2
1,1
2,0 0,2
1
m
m m
  (15) 
Now two cases corresponding to no correlation and perfect (positive or negative) 
correlation between the x  and y  variables are considered. The correlation is defined 
using the correlation coefficient: 
 1,1
2,0 0,2
xyr

   (16) 
Case 1: No correlation 0xyr  . 
For this case, 1,1 0   and 
2
1,1
2,0 0,2
m
m m
 can be written using (10) - (12) as: 
 
  2 2 2 2,0 2,0 0,2 0,21,1 1,0 0,1 2,0 0,2 2,0 0,2
2,0 0,2 2,0 0,2 2,0 0,2 2,0 0,2 2,0 0,2
1
m mm
m m m m m m m m m m
                 
 (17) 
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Thus eqn. (13) in case one can be simplified to eqn. (18) below: 
 
2,0 0,2
2,0 0,2
,
1 1 2,0 0,2 2,0 0,2
2,0 0,2 2,0 0,2
2
M M
i j
i j
m m
b M
m m m m
 
    
             
  (18) 
Using eqn. (14) that the term in the parentheses is less than 1 and hence, 
,
1 1
M M
i j
i j
b M
 
 . 
Case 2: Perfect correlation 1xyr  . 
For this case, eqn. (11) can be written using eqn. (16) and 1xyr   as: 
    2 2 21,0 0,1 1,1 1,1 1,1 2,0 0,2 1,1 1,12m m m m m         (19) 
Further, using eqns. (10) and (12), eqn. (19) can be written as: 
 
 
  
22
1,1 1,1 1,1 2,0 0,2 1,0 0,1
2
1,1 2,0 0,2 2,0 2,0 0,2 0,2
2
1,1 2,0 0,2 2,0 0,2 0,2 2,0
2
2,0 0,2 1,1
2,0 0,2
2,0 0,2 2,0 0,2
2
1
m m m m
m m m
m m m m m
m
m m
m m m m
  
   
 
 
  
    
   
       
 (20) 
Eqn. (13) can be written by substituting eqn. (20) as in eqn. (21) below: 
 
2
2,0 1,1 1,1 0,2
2,0 2,0 0,2 1,1 0,2
, 2
1 1 1,1
2,0 0,2
2
2
1
M M
i j
i j
m
m m m m m
b M
m
m m
M
  
 
             

  (21) 
From the above, it can be deduced that the maximum value of ,
1 1
M M
i j
i j
b
 
  is M  and it 
happens only for perfectly correlated variables x  and y . 
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B. Solution , 1 to 2i i   for the simultaneous equations (3-15) and 
(3-20) 
For the model of conics given by eqn. (3-18)–(3-20) and the equation of the slope of 
the tangent given by eqn. (3-21) computed at a point  0 0 0,P r  , it is required to 
calculate the points  1 1 1,P r  , and  2 2 2,P r   on the conic as well as the circle given by 
eqn. (3-15). For convenience, 0 ,  1 and 2i i i       is used, where , 1 to 2i i   
are the two solutions of the simultaneous equations (3-20) and (3-15). Accordingly, 
eqns. (3-20) and (3-15) are solved to find the points 1P  and 2P  as follows (while 
truncating the terms higher than the second order of  ): 
For simplicity of expressions, the assignments in eqn. (22) are used.  
 0 01 cos ;   1 cosk e k e      (22) 
1. Eqn. (23) is obtained by substituting eqns. (3-19) and (3-20) in eqn. (3-15). 
  (23) 
2. Using Taylor series expansion [112] for cos   given in eqn. (24), eqn. (25) is 
obtained. 
     2 4cos 1 2 O         (24) 
        2 12 21 10 0k k k k R ae       (25) 
3. Simplifying the above, eqn. (26) is obtained. 
          2 2 12 22 0 0 0cos cose k k k k R ae        (26) 
4. Using Taylor series expansion for cos  given in eqn. (27) in the first term (left 
hand side), eqn. (28) is obtained.  
       2 30 0 0cos cos sin cos 2 O              (27) 
            2 2 12 22 0 0 0 0sin cos 2e k k k k R ae           (28) 
   1 22 20 02cosk k k k R ae     
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5. Eqn. (29) is derived by truncating the higher order terms of  .  
        22 22 2 0 0 0sine k k R ae k k     (29) 
6. Using Taylor series expansion for cos  given in eqn. (27), eqn. (29) can be 
written as eqn. (30):  
            22 22 2 0 0 0 0 0 0 0sin sin sine k k e R ae k k e             (30) 
7. Eqn. (31) is obtained by substituting 0sin ,B e C R ae  .  
        2 22 2 20 0 0 0B k k B k C k B          (31) 
8. Eqn. (32) is obtained from eqn. (31) by truncating the higher order terms of  .  
        2 22 2 20 0 0B k k C k B       (32) 
9. Eqn. (33) is obtained by simplifying the above equation and solving it:  
   12 2 20 0 0k C k BC B k       (33) 
10. Eqn. (34) is obtained by re-substituting for and B C  in eqn. (33): 
   
   
 
1
2
0 00
2 22 2
0 0 0 0
sin
1
sin sin
e k R aek R ae
e k e k

 
        
  (34) 
11. It can be proven that    2 20 0 0 0sin sin 1k e k    . Thus, if   1R a  , infinite 
geometric series expansion can be applied to get a converging series for  , as 
shown in eqn. (35): 
 
 
 
   
 
    
2
0 00
2 22 20
0 0 0 0
2 3
sin
sin sin
1
n
n
e k R aek R ae
e k e k
D dD dD dD

 


             
     


 (35) 
 
Appendix B 
247 
 
where D  and d  are given by eqns. (3-23) and (3-24) respectively. For convenience, 
the negative and positive solutions are referred to as 1  and 2  respectively, which 
is in accordance with Figure 3.2-5(a). Accordingly, the angles 1  and 2   can be 
written as in eqns. (36) and (37): 
    21
0
1 n
n
D dD dD 

     (36) 
    22
0
1 n
n
D dD dD 

     (37) 
Two special test cases are considered to verify the validity of eqns. (36) and (37). 
Case 1: Circle 0e  : For this case, it is known that the focus becomes the center of 
the circle and the focal parameter a , the structure is rotationally symmetric, and 
the radius of the circle ae  . Additionally, 1 2 0,      . Using (35), 
 R    . Hence, this case is verified. 
Case 2: Symmetry along the x axis, 0 0   and 0  : Since the considered 
conic equation (3-18) is symmetric along the x axis,  1 2 0, 0,       . Using 
(36),   
0 0
1 e R ae    ,   0 1 e R ae     . Hence, this case is also 
verified. 
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C. Computation of the slope of the tangent 
Here, the derivation in Appendix B is used to derive the relationship between the 
estimated slope m  and the analytical slope of the tangent 0m  given by eqn. (3-21). 
Continuing from eqn. (3-16): 
 
 
 
2 1 2 12 2 1 1
2 2 1 1 2 1
0 0
0 0
sin sin sinsin sin
cos cos cos cos
cos 2sin 2
sin 2 cos
er rm
r r
e e
    
   
    
   
    
   

 (38) 
  1 2sin sin       (39) 
     2 21 2sin 2 sin 2       (40) 
     2 21 2 2 1sin sin 2 sin sin 2            (41) 
Now imposing the condition that max 1D   (see Appendix C), such that , 1 to 2i i   
are very small, 0i  , eqn. (38) can be simplified using eqns. (3-21) and (3-22) as 
follows: 
 
   
 
 
      
0 0 1 2 1 2
0
0 0 1 2
1
0
1
22
0 0
1 0 0
cos 0.5sin 0.5
lim
sin 0.5cos
1 cot
      0.5 csc 1
i
n
n
n n n
n n n
e e
m
D dD
m D dD e D dD dD

     
   


 


   
  
           
       
              

 

 (42) 
Here, 
0
limsin
t
t t

  has been used. It can be shown that if max 1D  , then 
2
0cot 1dD  . Thus, eqn. (43) is obtained by applying infinite geometric series 
expansion [112] and retaining terms up to  3O D . 
 30 00.5 cscm m ed D    (43) 
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Thus, m  converges to 0m , subject to the condition that max 1D  . In the above 
expression, additional attention should be paid to two special cases:  0 0,  , where 
0csc  is singular. However, noting that 0cscd   is not singular, there is no extra 
singularity other than the singularity of the actual slope 0m . The angular error in the 
computation of the slope is given by eqn. (44).  
 
1 1 1 0
0
0
3 3
1 0 0
2 2
0 0
tan ( ) tan ( ) tan
1
0.5 csc 0.5 csctan
1 1
m mm m
m m
e d D e d D
m m

 
  

       
  
 
 (44) 
Specifically, for circle, i.e. 0e  , thus 0  .Further the error in the computation of 
the tangent is bounded by 
3
0
2
0
0.5 csc
1
e d D
m

  and can be considered of order  3O D .  
In the above analysis (and in Appendix A), a conic with focus at the origin, and the 
directrix at x a   was considered. Since an arbitrarily placed conic can be 
represented using the general equation for conic (3-18) by applying suitable rotation 
and translation, the analysis is applicable to all the possible conics.  
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D. Maximum value of D 
Here the maximum value of D  is derived. Let  201 cos RA e ae
       and 
   2 20 0sin 1 cosB e e    . Thus using eqn. (3-23), D A B . For finding the 
maximum value of D , first impose 0 0D     is imposed. The expression of 
0D    is computed as in eqn. (45). 
 
1D A A B
B B  
          (45) 
where      00 0 0
sin
2 1 cos sin 2
1 cos
eA Re e A
ae e
  
         and  0
1 sinB e
B

       . 
Substituting the above in eqn. (45), 
    
 
2
0 0
3
0
sin 2 1 cos
1 cos
A e B eD
e B
 
 
     
is obtained. 
Thus, 0 0D     can be satisfied in three different cases shown in Table D-1. 
 
For investigating case 3, considering the condition   2 02 1 cos 0B e     and 
substituting the expression of B  gives   1 20 cos 2 1 3e e    . Using this 
expression in D  in eqn. (3-23),      1 22 2 42 1 5 4D e R ae e e      is obtained. 
Evidently, in case 2 as well as case 3, 0   is the point of maxima for D .
Table D-1: The three cases for satisfying 0 0D    . 
Case 1: 0A   and 
  301 cos 0e B  . 
This is not possible, since for 0A  , the condition 
 01 cos 0e    should be satisfied, which violates 
the condition   301 cos 0e B  . 
Case 2: 0sin 0   and 
  301 cos 0e B   
This is possible for 0 0 or   . 
For 0 0  , we get  1D e R ae   
For 0  : we get  1D e R ae   
Case 3:   2 02 1 cos 0B e     
and   301 cos 0e B   Investigated below. 
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E. Ground truth generation for real images in section 6.1. 
Application for collecting the ground truth 
A Matlab application was developed for generating the ground truth for the problem of 
ellipse detection in real images. Some snapshots of the application are presented in 
Figure E-1 to Figure E-3. The volunteer can open the application after providing a user 
name. For example, in Figure E-1, the user name ‘Sachan’ appears above the white 
colored text box.  
First, the volunteer loads an image and then clicks the button ‘Draw contour’, as 
shown in Figure E-1. A cross-hair cursor then appears on the image area and the 
volunteer can choose some points on the ellipse as he or she thinks to be existing in the 
image. The volunteer can close the curve by right clicking. At least six points have to 
be selected or the application generates an error and asks the volunteer to draw the 
contour again. After closing the curve (see Figure E-2 for example), the volunteer can 
press the button ‘Verify contour’ if he or she is satisfied by his or her input or the 
button ‘Clear contour’ if he or she is dissatisfied by it. On pressing the verify button, 
the application applies NSAF proposed in section 4.2.2 and shows the fitted ellipse in 
red contour on the image (as shown in Figure E-3). If the volunteer is satisfied by the 
ellipse, he or she presses the button ‘Accept contour’. Otherwise the volunteer presses 
the button ‘Clear contour’. 
The application saves the parameters of the ellipse in an array when the ‘Accept 
contour’ button is clicked. Finally the data of all the ellipses is saved in a file that 
contains the user name and the image name when the volunteer clicks the button ‘Save 
XML’. 
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Figure E-1: The ground truth generation tool with image loaded. 
 
Figure E-2: The ground truth generation tool with contour drawn. 
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Post processing and collating data from all the volunteers 
The ground truth is been generated for each image by 20 volunteers. For each image, 
the elliptic clusters voted by more than 10 volunteers are considered as the global 
ground truth. An elliptic cluster is a cluster in which all the ellipses have an overlap of 
more than 0.9 with each other. The hypothetic ellipse that is computed using the 
average parameters of the ellipses within a cluster is used to represent the cluster. 
Other clusters in which ellipses were contributed by less than 10 volunteers are 
rejected. 
 
 
Figure E-3: The ground truth generation tool with a fitted ellipse. 
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Schindler [197] used segmenting approaches [207, 208] to obtain closed contours from 
the very beginning (he called the areas enclosed by such closed contours as super 
pixels). Ferrari [202, 205] used a sophisticated edge detection method that provides 
better edges than contemporary methods for object detection. These edges were then 
connected across the small gaps between them to form a network of closed contours. 
Ren [200] used a triangulation to complete the contours of the objects in natural 
images, which are significantly difficult due to the presence of background clutter. 
Hidden state shape model was used by Wang [209] in order to detect the contours of 
articulate and flexible or polymorphic objects.  
It is noticeable that all of these methods require additional computation intensive 
processing and are typically sensitive to the choice of various empirical contour 
parameters. The other problem involving such feature is that in the test and validation 
images, the available contours are also incomplete and therefore the degree of match 
with the complete contour is typically low [197]. Though some measures, like kernel 
based [192, 210] and histogram based methods [194, 195], can be taken to alleviate 
this problem, the detection of the severely occluded objects is still very difficult and 
unguaranteed. Further, such features are less capable of incorporating the pose or 
viewpoint changes, large intra-class variability, articulate objects (like horses) and 
flexible or polymorphic objects (like cars) [197, 202, 205]. This can be explained as 
follows. Since this feature type deals with complete contours, even though the actual 
impact of these situations is only on some portions of the contour, the complete 
contour has to be trained. 
On the other hand, the contour fragment features are substantially robust to occlusion 
if the learnt features are good in characterizing the object [2, 3, 194, 201, 202, 205, 
211]. They are less demanding in computation as well as memory as the contour 
completion methods need not be applied and relatively less data needs to be stored for 
the features. The matching is also expected to be less sensitive to occlusion [3, 212]. 
Further, special cases like viewpoint changes, large intra-class variability, articulate 
objects and flexible or polymorphic objects can be handled efficiently by training the 
fragments (instead of the complete contour) [3, 193, 194, 202, 205, 212]. However, the 
performance of the methods based on contour fragment features significantly depends 
upon the learning techniques. While using these features, it is important to derive good 
feature templates that represent the object categories well (in terms of both inter-class 
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and intra-class variations) [2, 213]. Learning methods like boosting [18, 166, 211, 213-
232] become very important for such feature types. 
The selection of the contour fragments for characterizing the objects is an important 
factor and can affect the performance of the object detection and recognition method. 
While all the contour fragments in an image cannot be chosen for this purpose, it has 
to be ensured that the most representative edge fragments are indeed present and 
sufficient local variation is considered for each representative fragment. In order to 
look for such fragments, Opelt [2] used large number of random seeds that are used to 
find the candidate fragments and finally derives only two most representative 
fragments as features. Shotton [3] on the other hand generated up to 100 randomly 
sized rectangular units in the bounding box of the object to look for the candidate 
fragments. It is worth noting that the method proposed in [2] becomes computationally 
very expensive if more than two edge fragments are used as features for an object 
category. While the method proposed by Shotton [3] is computationally efficient and 
expected to be more reliable as it used numerous small fragments (as compared to two 
most representative fragments), it is still limited by the randomness of choosing the 
rectangular units.  
Geometric shape features 
Chia [181] used some geometrical shape support (ellipses and quadrangles) in addition 
to the fragment features for obtaining more reliable features. Use of geometrical 
structure, relationship between arcs and lines, and study of structural properties like 
symmetry, similarity and continuity for object retrieval were proposed in [233]. 
Though the use of geometrical shape (or structure) for estimating the structure of the 
object is a good idea, there are two major problems with the methods in [181, 233]. 
The first problem is that some object categories may not have strong geometrical 
(elliptic and quadrangle) structure (example horses) and the use of weak geometrical 
structure may not lead to robust descriptors of such objects. Though [181] 
demonstrates the applicability for animals, the geometrical structure derived for 
animals is very generic and applicable to many classes. Thus, the inter-class variance 
is poor. The classes considered in [181], viz., cars, bikes and four-legged animals 
(four-legged animals is considered a single class) are very different from each other. 
Similarly, [233] concentrates on logos and the images considered in [233] have white 
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background, with no natural background clutter and noise. Its performance may 
degrade significantly in the presence of noise and natural clutter. The second problem 
is that sometimes occlusion or flexibility of the object may result in complete absence 
of the components of geometrical structure. For example, if the structural features 
learnt in [233] are occluded, the probability of detecting the object is very low. 
Similarly, if the line features learnt in [181], used for forming the quadrangle are 
absent, the detection capability may reduce significantly.  
Patch-based features 
The other prevalent feature type is the patch based feature type, which uses appearance 
as cues. This feature has been in use since more than two decades [234], and edge-
based features are relatively new in comparison to it. Moravec [234] looked for local 
maxima of minimum intensity gradients, which he called corners and selected a patch 
around these corners. His work was improved by Harris [235], which made the new 
detector less sensitive to noise, edges, and anisotropic nature of the corners proposed 
in [234]. 
In this feature type, there are two main variations: 
1) patches of rectangular shapes that contain the characteristic boundaries describing 
the features of the objects [2, 236-241]. Usually, these features are referred to as the 
local features. 
2) irregular patches in which, each patch is homogeneous in terms of intensity or 
texture and the change in these features are characterized by the boundary of the 
patches. These features are commonly called the region-based features.  
Figure F-3 shows these features for an example image. Subfigures (b)-(d) show local 
features while subfigure (e) shows region based features (intensity is used here for 
extracting the region features). As shown in Figure F-3(b)-(d), the local features may 
be of various kinds [242, 243].  
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describing these local features. These include PCA vectors of the local feature (like 
PCA-SIFT) [206, 249], Fischer components [250, 251], wavelets and Gabor filters 
[199], Eigen spaces [252], kernels [192, 206, 210, 253, 254], etc. It is important to 
note that though these methods use different tools for describing the features, the main 
mathematical concept behind all of them is the same. The concept is to choose 
sufficient (and yet not many) linearly independent vectors to represent the data in a 
compressed and efficient manner [199]. Another advantage of using such methods is 
that each linearly independent vector describes a certain property of the local feature 
(depending on the mathematical tool used). For example, a Gabor wavelet effectively 
describes an oriented stroke in the image region [199]. Yet another advantage of such 
features is that while matching the features in the test images, properties of linear 
algebra (like linear dependence, orthogonality, null spaces, rank, etc.) can be used to 
design efficient matching techniques [199].  
The region-based features are inspired by segmentation approaches and are mostly 
used in algorithms whose goal is to combine localization, segmentation, and/or 
categorization. While intensity is the most commonly used cue for generating region 
based features [166, 244, 255], texture [193, 255-258], color [257-259], and minimum 
energy or entropy [185, 260] have also been used for generating these features. It is 
notable that conceptually these are similar to the complete contours discussed in edge-
based features. Such features are very sensitive to lighting conditions and are generally 
difficult from the perspective of scale and rotation invariance. However, when edge 
and region based features are combined efficiently, in order to represent the outer 
boundary and inner common features of the objects respectively, they can serve as 
powerful tools [193]. Some good reviews of feature types can also be found in [236, 
261, 262].  
It has been argued correctly by many researchers that a robust object detection and 
characterization scheme shall typically require more than one feature types to obtain 
good performance over large number of classes [2, 193, 202, 203, 205, 229, 263-269].  
Generative model vs. discriminative model 
The relationship (mapping) between the images and the object classes is typically non-
linear and non-analytic (no definite mathematical model applicable for all the images 
and all the object classes is available). Thus, typically this relationship is modeled 
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   if  contains object of class | (θ, )
otherwise
c
P c


 
x
x  (46) 
Ideally, 1   and 0  . Indeed, practically this is almost impossible to achieve, and 
values between [0,1] are chosen for   and  . 
In contrast, the generative model uses a map from the class labels to the images, and 
thus the flow of information is from the state variables (class labels) to the observables 
(images) [272]. Generative models use the expansion of the joint probability 
     ( , , ) | ( , ) |P c P c P c P cθ x x θ θ   ( , , ) , ( ) ( )P c P c P c P cθ x x θ θ . Thus,   ,P cx θ  
and ( )P c  are the model defining probabilities [271] and the training goal is: 
     if  contains object of class | ( , )
otherwise
c
P c P c


 
x
x θ  (47) 
Ideally, 1   and 0  . Indeed, practically this is almost impossible to achieve, and 
values between [0,1] are chosen for   and  . It is important to note that in 
unsupervised methods, the prior probability of classes, ( )P c  is also unknown. 
Further mathematical details can be found in [271, 272]. The other popular model is 
the descriptive model, in which every node is observable and is interconnected to 
every other node. It is obvious that the applicability of this model to the considered 
problem is limited. Therefore, we do not discuss this model any further. It shall suffice 
to make a note that such models are sometimes used in the form of conditional random 
fields or forests [166, 198, 256]. 
Training data size and supervision 
Mathematically, the training data size required for generative model is very large (at 
least more than the maximum dimension of the observation vector x ). On the other 
hand, discriminative models perform well even if the training dataset is very small 
(more than a few images for each class type). This is expected because the 
discriminative models invariably use supervised training dataset (the class label is 
specifically mentioned for each image). On the other hand, generative models are 
unsupervised (semi-supervised, at best) [189]. Not only the posterior probability 
  ,P cx θ  is unknown, the prior probability of the classes ( )P c  is also unknown for the 
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generative models [271]. Another point in this regard is that since generative models 
do not require supervision and the training dataset can be appended incrementally 
[167, 203, 271] as vision system encounters more and more scenarios, generative 
models are an important tool for expanding the knowledge base, learning new classes, 
and keeping the overall system scalable in its capabilities. 
Learning methods 
Generative models use methods like Bayesian classifiers and Bayesian networks [167, 
203, 211, 240], likelihood maximization [167, 273], and expectation maximization 
[189, 245, 259, 273]. Discriminative models typically use methods like logistic 
regression, support vector machines [202, 205, 259, 274-278], and k-nearest neighbors 
[259, 279, 280]. The k-nearest neighbors scheme can also be used for multi-class 
problems directly, as demonstrated in [279]. Boosting schemes are also examples of 
methods for learning discriminative models [2], though they are typically applied on 
already learnt weak features (they shall be discussed later in greater detail). In the 
schemes where generative and discriminative models are combined [259, 281], there 
are two main variations: generative models with discriminative learning [245, 266, 
271], and discriminative models with generative learning [272]. In the former, 
typically maximum likelihood or Bayesian approaches are combined with boosting 
schemes or incremental learning schemes [167, 229, 245, 266, 271], while in the latter, 
usual discriminative schemes are augmented by 'generate and test' schemes in the 
feedback loop [272, 282]. 
Object templates and their representation 
The learning method has to learn a mapping between the features and the classes. 
Typically, the features are extracted first, which is followed by either the formation of 
class models (in generative models) or the most discriminative features for each class 
(in discriminative models) or random fields of features in which a cluster represents an 
object class (descriptive models, histogram based schemes, Hough transform based 
methods, etc.). Based on them, the object templates suitable for each class are learnt 
and stored for the future use (testing). This section will discuss various forms of object 
templates used by researchers in computer vision.  
While deciding on an object template, following factors have to be considered: 
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 Is the template the most representative form of the class (in terms of the 
aimed specificity, flexibility of the object, intra-class variation, etc.)? For 
example, does it give the required intra-class and inter-class variability 
features? Does it need to consider some common features among various 
classes or instances of hierarchical class structure? Does it need to consider 
various poses and/or perspectives? Does it need to prioritize certain features 
(or kind of features)? 
 Is the model representation an efficient way of storing and using the 
template? Here, memory and computations are not the only important 
factors. We need to also consider if the representation enables good decision 
mechanisms. 
The above factors will be the central theme in discussing the specific merits and 
demerits of the various existing object templates. We begin with the object templates 
that use the spatial location of the features. Such templates specifically represent the 
relative position of the features (edge fragments, patches, regions) in the image space. 
For this, researchers typically represent each feature using a single representative point 
(called the centroid) and specify a small region in which the location of the centroid 
may vary in various objects belonging to the same class [2, 3]. All the centroids are 
then collected together using a graph topology. For example some researchers have 
used a cyclic or chain topology [197]. This simplistic topology is good to represent 
only the external continuous boundary of the object. Due to this, it is also used for 
complete contour representation, where the contour is defined using particular pivot 
points which are joined to form the contour [197]. Such a topology may fail if the 
object is occluded at one of the centroid locations, as the link between the chains is not 
found in such case and the remaining centroids are also not detected as a consequence. 
Further, if some of the characteristic features are inside the object boundary, deciding 
the most appropriate connecting link between the centroids of the external and internal 
boundaries may be an issue and may impact the performance of the overall algorithm. 
Other topology in use is the constellation topology [167, 283, 284], in which a 
connected graph is used to link all the centroids. A similar representation is being 
called multi-parts-tree model in [185], though the essentials are same. However, such 
topology requires extra computation in order to find an optimal (neither very deep nor 
very wide) representation. Again, if the centroids that are linked to more than one 
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centroid are occluded, the performance degrades (though not as strongly as the chain 
topology). The most efficient method in this category is the star topology, in which a 
central (root) node is connected to all the centroids [2, 3, 194, 241]. The root node 
does not correspond to any feature or centroid and is just a virtual node (representing 
the virtual centroid of the complete object). Thus, this topology is able to deal with 
occlusion better than the other two topologies and does not need any extra 
computation for making the topology. 
Other methods in which the features are described using transformation methods (like 
the kernel based methods, PCA, wavelets, etc., discussed in section 0), the 
independent features can be used to form the object templates. The object templates 
could be binary vectors that specify if a particular feature is present in an object or not. 
Such object templates are called bag-of-words, bag of visual words, or bag of features 
[2, 260, 274, 275, 278, 285-287]. All the possible features are analogous to visual 
words, and specific combinations of words (in no particular order) together represent 
the object classes. Such bag of words can also be used for features like colors, 
textures, intensity, shapes [260], physical features (like eyes, lips, nose for faces, and 
wheels, headlights, mirrors for cars) etc. [259, 286, 288]. As evident, such bag of 
words is a simple yet powerful technique for object recognition and detection but may 
perform poorly for object localization and segmentation. As opposed to them, spatial 
object templates are more powerful for image localization and segmentation. 
In either of the above cases, the object templates can also be in the form of codebooks 
[2, 3, 202, 205, 240, 241, 287, 289]. A codebook contains a specific code of features 
for each object class. The code contains the various features that are present in the 
corresponding class, where the sequence of features may follow a specific order or not. 
An unordered codebook is in essence similar to the concept of bag of words, where the 
bag of words may have greater advantage in storing and recalling the features and the 
object templates. However, codebooks become more powerful if the features in the 
code are ordered. A code in the order of appearance of spatial templates can help in 
segmentation [3], while a code in the order of reliability or strength of a feature for a 
class shall make the object detection and recognition more robust.  
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Other hierarchical (tree like) object templates may be used to combine the strengths of 
both the codebooks and bag of words, and to efficiently combine various feature types 
[189, 203, 240, 245, 250, 255, 258, 266, 273, 284, 287, 290].  
Another important method of representing the object templates is based on random 
forests or fields [256, 282, 291]. In such methods, no explicit object template is 
defined. Instead, in the feature space (where each feature represents one dimension), 
clusters of images belonging to same object class are identified [239, 240, 291]. These 
clusters in the feature space are used as the probabilistic object templates [250]. For 
every test image, its location in feature space and distance from these clusters 
determine the decision. 
Matching schemes and decision making 
Once the object templates have been formed, the method should be capable of making 
decisions (like detecting or recognizing objects in images) for input images (validation 
and/or test images). We first discuss about the methods of finding a match between the 
object template and the input image and then discuss about the methods of making the 
final decision. 
Discussion regarding matching schemes is important because of various reasons. 
While the training dataset can be chosen to meet certain requirements, it cannot be 
expected that the test images also adhere to those requirements. For example, we may 
choose that all the training images are of a particular size, illumination condition, 
contain only single object of interest viewed from a fixed perspective, in uncluttered 
(white background), etc., such restrictions cannot be imposed on the real test images, 
which may be of varying size, may contain many objects of interest and may be 
severely cluttered and occluded and may be taken from various viewpoints. 
The problem of clutter and occlusion is largely a matter of feature selection and 
learning methods. Still, they may lead to wrong inferences if improper matching 
techniques are used. However, making the matching scheme scale invariant, rotation 
and pose invariant (at least to some degree), illumination independent, and capable of 
inferring multiple instances of multiple classes is important and has gained attention of 
many researchers [3, 246, 248, 284, 292-322]. 
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If the features in the object templates are pixel based (for example patches or edges), 
the Euclidean distance based measures like Hausdorff distance [310, 321, 323, 324] 
and Chamfer distance [2, 3, 185, 202, 297, 306, 325] provide quick and efficient 
matching tools. However, the original forms of both these distances were scale, 
rotation, and illumination dependent. Chamfer distance has become more popular in 
this field because of a lot of incremental improvement in Chamfer distance as a 
matching technique. These improvements include making it scale invariant, 
illumination independent, rotation invariant, and more robust to pose variations and 
occlusions [2, 3, 185, 202, 297, 306, 325]. Further, Chamfer distance has also been 
adapted for hierarchical codebooks [297]. In region based features, concepts like 
structure entropy [260, 326], mutual information [260, 290], and shape correlation 
have been used for matching and inference [293, 294]. Worth attention is the work by 
Wang [260] that proposed a combination of local and global matching scheme for 
region features. Such scheme can perform matching and similarity evaluation in an 
efficient manner (also capable of dealing with deformation or pose changes) by 
incorporating the spatial mutual information with the local entropy in the matching 
scheme. 
Another method of matching or inferring is to use the probabilistic model in order to 
evaluate the likelihood ratio [193, 240, 245] or expectation in generative models [189, 
270]. Otherwise, correlation between the object template and the input image can be 
computed or probabilistic Hough transform can be used [242, 258, 259, 277]. Each of 
these measures is linked directly or indirectly with the defining ratio of the generative 
model (see section 0),   ,P cx θ , which can be computed for an input image and a 
given class through the learnt hidden variables θ  [199]. For example, in the case of 
wavelet form of features,   ,P cx θ  will depend upon the wavelet kernel response to 
the input image for a particular class [199]. Similarly, the posterior probability can be 
used for inference in the discriminative models. Or else, in the case of classifiers like 
SVM, k-nearest neighbors based method, binary classifiers, etc., the features are 
extracted for the input image and the posterior probability (based on the number of 
features voted into each class) can be used for inference [202, 205, 250]. If two or 
more classes have the high posterior probability, multiple objects may be inferred 
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[185, 240]. However, if it is known that only one object is present in an image, refined 
methods based on feature reliability can be used. 
If the object class is represented using the feature spaces, the distance of the image 
from the clusters in feature space is used for inference. Other methods include 
histograms corresponding to the features (the number of features that were detected) to 
decide the object category [239, 250, 286, 291]. 
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