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ABSTRACT
This dissertation addresses statistical issues related to endogenous peer selection
in the context of social networks, social interaction models and snowball sampling
methods.
The first chapter studies the peer effects of friends, studymates, and seatmates on
academic performance. We use data on social networks, personality traits, and cog-
nitive ability measures collected through a unique survey conducted in three schools
in Hong Kong. We estimate a social interaction model which accounts for endoge-
nous network formation and correlation between multiple networks with a Bayesian
approach. Our results show that the cognitive ability of studymates and the consci-
entiousness of friends positively affect a student’s mathematics exam score while the
conscientiousness of studymates and the cognitive ability of friends have no effect.
The second chapter proposes a novel identification strategy for social interactions
in a model with endogenously formed social networks. The network endogeneity
arises from the correlation between the links of the network and the unobservables
that determine the outcome of interest. We show that the eigenvectors of the adja-
cency matrix that defines the social network are control variables for network endo-
geneity without imposing any parametric assumption. We propose an information
v
criterion to select the number of eigenvectors to be included as control variables. We
apply the proposed method to the same empirical application as the first chapter
and compare the results.
The third chapter studies a snowball sampling method for social networks with
endogenous peer selection. Snowball sampling is a sampling design which preserves
the dependence structure of the network. It sequentially collects the information of
vertices linked to the vertices collected in the previous iteration. The snowball sam-
ples suffer from a sample selection problem because of the endogenous peer selection.
We propose a new estimation method that uses the relationship between samples in
different iterations to correct selection. We use the snowball samples collected from
Facebook to estimate the proportion of users who support the Umbrella Movement
in Hong Kong.
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1Chapter 1
Type of Peers Matters: A Study of Peer Effects of Friends,
Studymates and Seatmates on Academic Performance 1
1.1 Introduction
Economists have long been interested in what affects the academic performance of
students. It is well understood that there are two major factors that determine a
given student’s performance: a) the attributes of the student herself, and b) her social
environment. One particular research tradition is to examine the effect of peers as
an critical component of the social environment. In many studies, researchers have
found that high quality peers have positive effects on student performance. However,
there are a variety of definitions of “peer” that capture different aspects of the social
environment. Commonly studied peers fall roughly into two types. The first type
includes peer connections like “roommates” (Sacerdote, 2001; Zimmerman, 2003;
Hoel et al., 2005; McEwan and Soderberg, 2006) and “classmates”(Ammermueller
and Pischke, 2009; Sojourner, 2009).2 These connections are driven by proximity
and are typically institutionally imposed by the school. A less studied example
of this type is “seatmate”, a prevalant relationship found in schools in Asia where
teachers pair students to sit next to each other in class. The second type are those
peer connections initiated by the student herself and includes the commonly studied
“friend” relationship.(Fruehwirth, 2014; Bramoulle´ et al., 2009).
It is reasonable to believe that peers from these two types impact academic per-
1This chapter is based on joint work with ChungSang Tom Lam at Clemson University.
2There are also studies about the peer effects between schoolmates (Evans et al., 1992; Hanushek
et al., 2003), or coursemates (Parker et al., 2008).
2formance in different ways. However, all the peer connections mentioned thus far
exist outside of the specific context of academic performance itself. When focusing
directly on academic performance, it is possible to distinguish yet another peer type
that deserves consideration – precisely those connections that are initiated in order
to undertake tasks associated with academic performance itself, such as connections
between like students who regularly discuss their schoolwork. We call this peer type
“studymate”.
While it is impossible to investigate all peer connections that are related to a
student’s academic performance, we will focus on one particular connection for each
peer type mentioned above. In particular, we refer to the three peer types as “social-
based general peers”, “social-based functional peers”, and “proximity-based peers”.
And “Friend”, “studymate”, and “seatmate” are the peer connections we are focusing
on for each type respectively. Our research investigates the differing impact of these
three peer connections. This allows us to gain insight into how different aspects of
the social environment affect student performance.
This classification of types also raises questions pertaining to what constitutes a
high quality peer. Are good peers simply defined by whether they possess certain
“positive traits”, regardless of type, or are there certain salient characteristics that
are most effective when embodied by a particular type of peer? For example, does
the intelligence of a friend have a greater or lesser impact on performance than the
intelligence of a studymate?
Answering these questions in an empirically sound manner presents numerous
challenges. First, it is the matter of obtaining a sufficiently rich dataset to isolate
the effects of different peer types. Previous research has largely focused on a single
peer relationship, in part due to limited access to detailed network data. In order to
3study differing impacts across peer types we were challenged by the need to collect a
new data set with more detailed information on peer relationships. To this end, we
designed and conducted a survey in 2011 that we called the “Secondary Education
Survey in Hong Kong (SESHK)”. The distinguishing feature of this survey is its depth
of social network data. We collected detailed information on three social networks
based on three different peer connections – seatmates, friends, and studymates. The
survey also included cognitive ability tests and personality tests to measure the
characteristics of the students and the quality of their peers. Assessment scores
provided by the schools measured the students’ academic achievement.
The second challenge is that there are many channels of peer effects and they are
often entangled with other effects and are therefore difficult to identify. For example,
Manski (1993) mentions that peer effects estimation involved identifying the effects
from the attributes of peers, the outcome variable of the peers, and the attributes
of the network.3 McPherson et al. (2001) suggests that people are homophilic and
tend to establish peer connections with those who are similar to them. This particu-
larly applies to establishing friends and studymates. Evans et al. (1992) hint at the
importance of taking into account individual choices of peer group when undertak-
ing a peer effects estimation. Indeed, if students choose their peers based on some
unobservable characteristics which also affect their academic performance, then the
estimation of peer effects is biased. This is called the selection problem.
This problem could be solved by a pure random assignment experiment if exoge-
nous random assignment of the peer type of interest is possible. This approach is
usually more viable for proximity-based peers such as seatmates. However, for friends
3Manski (1993) calls them “contextual effect”, “endogenous effect”, and “correlated effect” re-
spectively. We follow this naming except that we use “spillover effect” (Fruehwirth, 2014) instead
of “endogenous effect”.
4and studymates, random assignment is nearly impossible. One may be tempted to
use a randomly assigned seatmate as an exclusion restriction to identify peer effects
from friends and studymates. However, this requires us to assume that seatmates
produce no direct effect on student performance. While this approach could be good
for questions which are concerned with the size or existence of the effect from peers in
general, this is not a suitable assumption for our research question, which specifically
aims to identify differences in peer effects across peer types.
We explicitly model the network formation process, and this task presents its
own challenges. The existence of multiple networks introduces additional concerns
when modeling the network formation. These social networks are both overlapping
and correlated. For example, if two students are friends, it is more likely that they
will study together. When social networks are not mutually exclusive, peer effects
from one type of peer are diluted by the peer effects of another type of peer. The
estimates of peer effects from friends combine with peer effects from studymates,
since friends can also be studymates. This is the classic problem of confounding
factors. To properly estimate these peer effects, it is important to account for the
simultaneous formation of multiple networks within a single empirical framework.
We develop an econometric model to estimate the peer effects with multiple
endogenous social networks by explicitly modeling the peer selection using a Bayesian
approach. Social networks can be correlated and the correlation is captured by a
random effect in the linkage of students between different social networks. In contrast
to the literature on network formation (Christakis et al., 2010; Mele, 2013) and
social interaction models with endogenous network formation (Hsieh and Lee, 2014;
Goldsmith-Pinkham and Imbens, 2013), we do not include the number of common
peers as an explanatory variable in the formation of networks. Including the number
5of common peers could induce a bias in the estimation as the number of common
peers might be endogenous.4 The idea is the same as not including endogenous
variables as regressors in the first stage of two-stage least squares estimation.
The estimation strategy of this chapter follows arguments similar to Brock and
Durlauf (2001) and Blume et al. (2010). The expectation of the error in the outcome
equation, conditional on endogenously formed social networks creates a solution for
the non-identification problem studied by Manski (1993). In addition, the intran-
sitivity of social networks provides additional sources of identification to the peer
effect (Lee et al., 2010; Bramoulle´ et al., 2009).
Turning to our results, we confirm the previously-established facts that peer ef-
fects on academic performance are significant and high quality peers lead to higher
achievement. Our research questions concern how the peer effects are further influ-
enced by the type of peer, and by implication, the nature of peer interaction. In
essence, we are interested in how the qualities of a peer impact a student’s perfor-
mance via the specifics of their interaction. An example of this is illustrated in the
following pair of results. These results concern two peer types, friends and study-
mates, and two peer characteristics, conscientiousness and intelligence. The first
result shows that having a conscientious friend or an intelligent studymate improves
a student’s ability in mathematics, as measured by mathematics exam scores. The
second result shows that the reverse is not true: having either an intelligent friend
or a conscientious studymate has no significant impact on performance in mathe-
matics. Therefore, we see that conscientiousness and intelligence in a peer do not,
in themselves, lead to a positive impact on a student. It is through the context of
4For example, suppose two students have more common friends because they are both in the
mathematics club. If the mathematics club is an unobservable variable, then the number of common
friends would be correlated with the error in the score formation equation.
6peer interaction, either through friendship or studying together, that the impact is
realized.
An intuitive interpretation of this result is that the impact of a friend is predom-
inantly made through influencing general behavior while the impact of a studymate
is made through direct teaching or modeling of academic tasks. The conscientious-
ness of a friend is communicated to the student through academic and non-academic
social interaction, while the intelligence of a studymate is communicated through
practical engagement with academic tasks.
Additional results provide further evidence to lend plausibility to this interpreta-
tion. We find that those students who seek assistance from an elder sibling with their
schoolwork are no longer positively affected by the intelligence of their studymates.
However, the influence of conscientious friends is maintained. This further suggests
that the benefit of studymates is through direct teaching.
The interpretation that the peer effects of studymates are delivered through teach-
ing is strengthened by yet another result. We show that the effectiveness of an in-
telligent studymate is further enhanced if the studymate is also agreeable. One can
interpret this as meaning that a studymate who is approachable, as well as smart, is
able to enhance teaching effectiveness.
Moreover, there is an additional significance to uncovering the positive impact of
agreeableness in concert with intelligence. Existing studies on education economics
have consistently concluded that the agreeableness of both the student and their peer
has little impact, or possibly a negative impact, on academic performance (Almlund
et al., 2011). Our estimates confirm the insignificant direct impact of agreeableness,
but we find that the effect of an intelligent studymate is magnified if the studymate
is also an agreeable person. In other words, our estimates show that “agreeableness”
7can also be a positive trait in mathematics performance in the context of intelligent
studymates.
Our results underscore the value of considering multiple peer types, defined ac-
cording to the nature of the peer interaction. Indeed, our classification of studymate
came about by investigating the functional context of academic achievement. Within
this functional context, it made sense to look at the interaction of certain peer qual-
ities, such as intelligence and agreeableness, through the lens of the way that peers
interact with each other. For example, if we believe that an intelligent peer helps
a student not only because they are smart, but because they can teach others bet-
ter, then it is reasonable to think that being an agreeable person can also be helpful.
Without this lens, examining the interaction of these peer qualities can be easily over-
looked. This refines our notion of a “high quality” peer. The value of agreeableness
is not absolute, it depends on the type of the peer interaction and its combination
with other characteristics.
The pattern of how peer characteristics affect mathematics exam scores is also
observed for English exam scores. However, since conscientiousness plays a more
important role in language subjects than in mathematics, we also observe significant
positive effects on English exam scores by conscientious studymates. We also exam-
ine the behavioral outcome of a student, measured by the conduct grade provided by
the school. Since a studymate is considered a functional peer type in the context of
academic achievement, it is not directly functional when we are considering behav-
ioral outcomes. Our results show that while studymates’ behavioral outcomes are
still correlated, we do not observe any significant positive effect from studymates’
intelligence. By contrast, the conscientiousness of friends is still an important factor
affecting a student’s good behavior.
8In contrast to friends and studymates, we do not observe significant peer effects
from seatmates. This sheds light on the challenge teachers face in improving aca-
demic performance through marshalling peer effects. Seat assignment in a classroom
is under the direct influence of teachers, whereas teachers have only indirect and
imperfect control over the formation of friends and studymates. The finding that
influencing the seatmate network does not yield the same peer effect as the other
networks we studied is important for teachers to understand when managing rela-
tionships in the classroom.
The outline of this chapter is as follows: Section 1.2 describes the data we collected
and analyzed. We discuss our empirical strategy in Section 1.3 and empirical results
in Sections 1.4 and 1.5. In Section 1.6, we perform robustness checks and obtain
insights from alternative specifications. Section 1.7 provides the conclusion.
1.2 Data
The Secondary Education Survey in Hong Kong (SESHK) is a survey project that
has been in operation since 2011.5 Our aim is to construct a dataset from this
survey on the cognitive ability, personality traits, and social network structures of
junior secondary school students in Hong Kong. The project involved a question-
naire administered face to face and the provision of students information from the
participating schools.
We conducted the survey from March through May 2011. The academic year in
Hong Kong starts in September and ends in July. We conducted the survey in the
second semester before the final exam. Three secondary schools are involved in the
5The full text of the questionnaire and other information about the survey can be found at
https://sites.google.com/site/ctszkin/data
9survey with 873 out of 898 students participating. The sample includes grade seven
students from all three schools, and grade eight and nine students from one school.6
Each grade has five classes with an average class size of about 35 students.
The empirical analysis in this chapter covers three key elements: social network
information, exam scores, and student characteristics. We discuss them in detail in
the following subsections.
1.2.1 Social Network
The students were asked to write down three lists of up to ten peers from among their
schoolmates within the same grade.7 The first list is their friends. The second is a list
of schoolmates with whom they discuss their problems with schoolwork. The third
is a list of schoolmates who sat next to them in class during the first semester. Seat
arrangements in classrooms change several times over a semester. The students were
asked to write down all the schoolmates who sat next to them during the semester.
Typically, the arrangements are decided by the class teacher and unlike friends
or studymates, a students choice can be taken into account by the teacher when
the teacher is deciding the assignment but a students preference is not the most
important factor.8 This makes seatmates a distinctive network compared to the
two social-based networks, not only because seatmates are proximity-based, but also
because they are imposed by the school.
This information allows us to construct three distinctive social networks of friends,
6Secondary School in Hong Kong typically includes forms one to six, which is the equivalent of
grades seven to twelve.
7Some students insisted on writing more than ten answers and squeezed them into the ten boxes
provided. Therefore, there was a very small amount of students with more than ten peers, but the
extra peers made no substantial difference in the estimation.
886% of the students say that seat assignment is decided by the teachers. Only 14% say that
the students’ preferences are taken into account. Moreover, 16% of the students say the assignment
is random.
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studymates, and seatmates.
Since every student was asked to write down their networks, there are two per-
spectives, one from each side, about the relationship between each pair of students.
Students are connected as friends only if both sides indicated they were friends. More
precisely, the friendship social network consists of a node for each student and edges
between nodes according the following principle: edge (i, j) is in the graph if and
only if student i named student j as a friend and student j named student i as a
friend in our survey. In other words, we only focus on “reciprocal friends” in this
chapter.9 Similarly, we construct the studymate and the seatmate network using
this reciprocal peer rule. Tables 1.1 and 1.2 show the descriptive statistics for the
network data. Figures 1.1 to 1.3 visualize some examples of friends and studymates
networks. In Figures 1.1 and 1.2, we observe that gender and class are two impor-
tant factors in determining the two social based networks simply by inspection. This
pattern will be confirmed in our estimates in Section 1.4 in Table 1.6. We also see
that, on average, students have more friends than studymates. Figure 1.2 shows that
friends and studymates overlap, which complements the descriptive statistics shown
in Tables 1.1 and 1.2.
Table 1.1: Descriptive Statistics of the Degree of
Different Types of Peer Connections
Mean SD Minimum Maximum#
Friends 4.73 2.20 0 10
Studymates 2.76 1.99 0 11
Seatmates 2.59 2.15 0 11
# See footnote 7
Since students’ social networks are not confined to their own class, the data does
capture the friends or studymates that they have from outside their classrooms but
9We explore non-reciprocal peers in Section 1.6.2.
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Table 1.2: Correlation between Different
Types of Peer Connections
Friends Studymates Seatmates
Friends 1.00 0.50 0.14
Studymates 0.50 1.00 0.15
Seatmates 0.14 0.15 1.00
Figure 1.1: Friends and studymates networks by gender (From a participated school,
Form 1 (Grade 7) only)
Network of Friends
l
l
male
female
Network of Studymates
l
l
male
female
within the same grade at their schools. The availability of interclass peers data allows
us to estimate how classes affect peer choices. The high participation rate gives us an
almost complete picture within the grade social network data for each school. The
high participation rate taken together with the availability of multiple types of peers
makes SESHK an ideal data source for analysis in this chapter.
1.2.2 Assessment Scores
Assessment scores were provided by the participating schools. Table 1.3 shows the
descriptive statistics of the assessment scores. In addition to the regular subjects
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Figure 1.2: Friends and studymates networks by class (From one participated school,
Form 1 (Grade 7) only)
Network of Friends
l
l
l
l
l
Class A
Class B
Class C
Class D
Class E
Network of Studymates
l
l
l
l
l
Class A
Class B
Class C
Class D
Class E
such as mathematics and English, each student also receives a conduct grade, which
is a score given by the teachers to evaluate how well-behaved a student is at the end
of the academic year. Our analysis focuses on the mathematics exam score and we
supplement it with the English score and conduct grades. All subjects scores are
standardized in the estimation but the mean scores are very similar even without
standardization.
Table 1.3: Descriptive Statistics of Assessment Scores
Mean SD Minimum Maximum Scale
Mathematics 69.233 14.363 25.00 99.00 [0, 100]
English 67.331 11.325 20.36 89.79 [0, 100]
Conduct Grade 67.027 12.088 23.81 80.95 [0, 100]
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1.2.3 Personalities and Skills Measures
The dataset includes a progressive matrix test and the Big Five Inventory. The
progressive matrix test is a series of context-free logical deduction tests on spatial
awareness and shapes. They are designed to measure students’ cognitive abilities
and are proxies for students’ intelligence. 10
The Big Five Inventory includes a questionnaire with 44 items taken from John
et al. (1991) which produces information on five personality measures: conscien-
tiousness, openness, agreeableness, neuroticism, and extraversion. Conscientiousness
includes elements such as self-discipline, carefulness, and diligence. Agreeableness
includes whether a student is sympathetic, considerate, and kind. Extraversion indi-
cates whether a student is outgoing or talkative. Openness refers to elements such as
imagination and curiosity. Neuroticism implies whether a student worries or becomes
anxious easily.
Table 1.4 shows the mean and standard deviation of each personality and cogni-
tive ability measure.11 Some characteristics such as cognitive ability or conscientious-
ness are highly related to studying according to conventional wisdom. This can also
be observed by simple OLS results.12 Others, such as agreeableness or extraversion,
are intuitively related to how students make friends and handle peer relationships.
A dataset with these measures allows us to see whether these characteristics pro-
duce effects which conform to conventional wisdom, and whether peer effects are
significant in any of these characteristics.
10We recognize that intelligence is a broader trait which includes more than just cognitive ability.
However, this measure is the closest proxy to gauge intelligence from all the traits measured in the
dataset.
11The descriptive statistics of the personality measures are comparable to other studies. See
Srivastava et al. (2003).
12Refer to column one of Table 1.7.
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Table 1.4: Descriptive Statistics of Cognitive Ability Tests
and Personality Trait Measures
Mean SD Minimum Maximum Scale
Cognitive Ability 8.556 1.911 1 14 [0, 16]
Conscientiousness 26.418 5.482 12 45 [9, 45]
Agreeableness 27.063 4.007 12 40 [9, 40]
Openness 35.891 5.473 18 51 [10, 55]
Neuroticism 22.982 5.589 8 38 [8, 40]
Extraversion 26.805 5.035 10 39 [8, 40]
1.2.4 Hobbies and Other Information
In addition to the variables mentioned above, SESHK also collects information on
students’ hobbies and other demographic information. Students were asked to write
down their hobbies, which were grouped into 120 different hobbies. These hobbies
include piano, violin, basketball, badminton, ..... etc. Students with common hobbies
are more likely to be connected to each other hence hobby data is useful in our
analysis. The full list of hobbies is shown in A.4. Family characteristics, such as
number of siblings and means of commuting to school are also useful control variables.
We also construct the variable “Siblings Help”, a dummy variable which equals one
if the students report that they tend to seek help from their siblings more than their
schoolmates when they have problems with their homework. 13 Table 1.5 contains
descriptive statistics for hobbies, family characteristics and other demographics.
13Due to the generally short commute for students in Hong Kong and the high cost of car owner-
ship (Cullinane, 2003), commuting by car or taxi is a strong indicator for the student coming from
a elatively wealthy family. Thus, the means of commuting is categorized as a family characteristic
in this chapter.
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Table 1.5:
Descriptive Statistics of
Hobbies and Other Variables
Mean SD
Number of Hobbies 3.699 1.654
Elder Siblings 0.607 0.843
Younger Siblings 0.420 0.604
Commute by Car 0.061 0.241
Commute by Taxi 0.541 0.498
Siblings Help 0.245 0.430
Height (cm) 159.668 8.907
Weight (kg) 47.780 10.571
Male 0.444 0.497
1.3 Empirical Strategy
In this section, we describe our empirical strategy. We employ a linear-in-means
social interaction model (Manski, 1993; Blume et al., 2010, 2013; Bramoulle´ et al.,
2009). In addition, we extend the model to multiple networks and account for the
social networks to be endogenously formed. Some recent researches (Hsieh and Lee,
2014, 2013; Goldsmith-Pinkham and Imbens, 2013; Badevy, 2013) also take into
account that social networks are endogenously formed.
Using the data from the SESHK described in Section 1.2, we construct the fol-
lowing five sets of data for each student i: Own Characteristics (Xself,s,i), Peer Char-
acteristics (Xpeer,s,j), Network Formation Characteristics (Zs,r,i,j), Academic Perfor-
mance (Ys,i), and Network (Ds,r).
We define s = 1, . . . , S as an index uniquely defined for each grade in each school,
r = 1, . . . , R as an index for networks, i, j = 1, . . . , Ns as the indices for students at
school grade s and Ns as the number of students at school grade s.
14 Each students
14As mentioned in Section 1.2.1, we focus on the peers within the same grade in the same school.
Therefore s is an index for each grade in each school.
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can only be in one school and in a particular grade, but they can be connected in all
networks (r) which include friends, studymates and seatmates.
For academic performance (Ys,i), as mentioned in Section 1.2.2, we focus on the
mathematics exams score as our measure of academic achievement in most of the
estimations, then we supplement our analysis by investigating a different subject
using the English exam score. We chose English because it is a language class.
Language subjects are related to different student traits and can potentially yield
different results for the peer effect estimation. Finally, we also investigate peer effect
on behavioral outcomes as measured by the conduct grade assigned by the class
teacher.
Students’ own characteristics (Xself,s,i) include a series of student characteristics
which could affect a student’s exam scores or behavior, such as their personality
traits and cognitive abilities. Gender, family characteristics and the types of hobbies
they have are also included as controls. We include personality traits and cognitive
ability in peer characteristics (Xpeer,s,j) so that we can examine the peer effect of
personality traits and cognitive ability on academic performance.
Network formation characteristics (Zs,r,i,j) are student characteristics which affect
how networks are formed. The student characteristics mentioned above are also
included in the construction of the network formation characteristics since many
of them affect both academic performance as well as network formation. Typical
examples of network formation characteristics are agreeableness and extraversion.
In addition, we construct some variables from multiple students’ information, such
as the number of hobbies held in common between each pair of students or the
differences in their personality traits. 15
15This is precisely why Zs,r,i,j is indexed by i and j instead of only i.
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Network (Ds,r) refers to the network structure. In particular, Ds,r is the adjacency
matrix of network r in s. Ds,r,i,j = 1 if i and j are connected in network r, otherwise
it is equal to zero. Each student is connected to R networks and all of them could
potentially cause peer effects which affect that student’s academic performance.
1.3.1 Model
Students i and j who are both in school grade s can have a connection in network
r = 1, . . . , R. The information of peer connections of network r in s is contained in
the adjacency matrix Ds,r.
We define the score formation equation as follows:
Ys,i = X
′
self,s,iβ+
R∑
r=1
(∑
j
Ws,r,i,jX
′
peer,s,jθr +Ws,r,i,jYs,jλr + ρres,r,i
)
+αs+εs,i (1.1)
where the weighted adjacency matrix Ws,r is a row normalized adjacency matrix Ds,r
and Ws,r,i,j is the element of i-th row and j-th column of Ws,r.
16 It is an essential
assumption to eliminate the school level fixed effect by a method similar to Lee et al.
(2010).
Ws,r,i,j =
Ds,r,i,j∑
j Ds,r,i,j
(1.2)
Ys,i is the academic performance of student i, which depends on 1) student i’s own
characteristics (Xself,s,i); 2) the weighted average of characteristics of students con-
nected to i in each network r (
∑
jWs,r,i,jXpeer,s,j) and the corresponding parameters
θr which is known as the contextual effect by Manski (1993); 3) the weighted average
16The elements of the weighted adjacency matrix do not have to be the same across rows. The
row sum of the weighted adjacency matrix is assumed to be one.
18
of the outcome variable of students connected to i in each network r (
∑
jWs,r,i,jYs,j)
and the corresponding parameters λr is known as the spillover effect; 4) an unob-
servable error that also affects the formation of network r (es,r,i); 5) αs is a fixed
effect for grade and school, which is also known as the correlated effect; 6) εs,i is the
idiosyncratic error terms. The notation is more compact if we write this equation in
matrix form.
Ys = Xself,sβ +
R∑
r=1
(Ws,rXpeer,sθr +Ws,rYsλr + ρres,r) + αs1Ns + εs (1.3)
where Y = (Ys,1, ..., Ys,Ns)
′
, X = (Xs, ..., Xs,Ns)
′
, e = (es,1, ..., es,N)
′
, εs = (εs,1, ..., εs,N)
′
.
A similar equation was studied by Bramoulle´ et al. (2009) who extended the work
from Manski (1993). We extend the equation by introducing ρres,r which accounts
for the fact that students may select peers according to some characteristics that also
affect the student’s academic achievement. A similar equation can also be found in
Hsieh and Lee (2014, 2013), and Goldsmith-Pinkham and Imbens (2013).
Second, we model the network formation as follows. Students i and j are con-
nected in network r if and only if both of them get positive utility from the connection.
In other words, Ds,r,i,j = 0 if either i or j or both of them get non-positive utility
from the connection. In other words,
Ds,r,i,j = 1(Us,r,i,j > 0)× 1(Us,r,j,i > 0) (1.4)
while the utility to student i for having a connection with student j in network r is
Us,r,i,j ≡ Z ′s,i,jγr + |es,r,i − es,r,j|ψr + us,r,i,j (1.5)
The unobservable errors in the utility are captured by us,r,i,j and are assumed to
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be normally distributed. They can be correlated over different networks r = 1, . . . , R
but they are assumed to be independent over s, i and j.
By including multiple networks we acknowledge that the formation of different
networks are correlated. The correlation is captured by a R × R covariance matrix
Ψ17, that is
us,i,j ∼ N(0,Ψ) (1.6)
where us,i,j = (us,1,i,j, . . . , us,R,i,j)
′
.
Similar utility functions are also used by Christakis et al. (2010) and Mele (2013).
For simplicity, we will omit the subscript s in the rest of the chapter.
The disturbance terms er,i appear in both score formation and network formation
equations. They capture unobservable factors that affect both the outcome variable
and the utility in network formation. They enter into the utility to i for having a
connection with j in network r in the form of |er,i− er,j|ψr. The quantity |er,i − er,j|
can be interpreted as a similarity measure between i and j. If ψr is negative, students
prefer others with a similar value of the unobservable factors. This is also known
as homophily18 (McPherson et al., 2001; Kolaczyk, 2009). It is important to have
|er,i−er,j| in the utility of i to be connected with j in network r. If we include only er,i
into the utility, the unobservable factors only account for the number of connections
i would have but not which connections i is going to have. The endogeneity problem
arises when ρr 6= 0 and ψr 6= 0. In other words, there is a common factor er,i affecting
both the score formation and how student i makes connections in network r. This
problem can be caused by an omitted variable affecting both the network formation
and the academic performance.
17Ψ is an R×R covariance matrix with all diagonal elements is normalized to one.
18The network exhibits heterophily if ψr > 0.
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The error terms in the utility of network formation ur,i,j are correlated over dif-
ferent networks. Therefore, ui,j is a random effect component across networks. The
assumption that allows for a random effect is motivated by the possible correlation
between the formation of different networks. For example, students may want to
study with their friends and those who study together can easily become friends.
This effect is captured in the network formation random effects (Ψij|i 6=j).
The contextual effects refer to how a students’ scores are affected by the average
characteristics of their peers. A positive estimate indicates that average peer charac-
teristics are positively correlated with a student’s exam scores. The spillover effect
refers to how a student’s academic performance is affected by the average academic
performance of their peers. A positive estimate indicates that peers are more likely
to have similar exam scores because their exam scores positively affect each other.
The network formation parameters describe how different characteristics affect net-
work formation. The selection effect captures how students are self-selected into
peer groups and the network formation random effects captures how the formation
of networks are related to each other. Finally, the own effects describe how students
characteristics affect their own academic performance. 19
With all these components, we can identify the own effects (β), contextual effects
(θr), spillover effect (λr), selection effect (ρr), network formation parameters (γr),
and network formation random effects (Ψij|i 6=j) in equations (1.1) to (1.4). Our
identification strategy is explained in subsequent subsections.
19Since the non-dummy characteristics and subject scores are standardized, we can interpret the
contextual effect and own effect parameters in the unit of standard deviation.
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1.3.2 Likelihood Function
Let Θ be the set of all parameters, for each grade and school s. The likelihood is
given by
L(Y,D1, ..., DR|X,Θ) =
∫
P (Y,D1, ..., DR|X,Θ, e)dFe(e) (1.7)
=
∫
P (Y |D1, ..., DR, X,Θ, e)P (DR, ..., DR|X,Θ, e)dFe(e)
(1.8)
where e = (e1, . . . , eR)
′
First, we consider the conditional density of Y , P (Y |D1, ..., DR, X,Θ, e). Let
Γ = IN −
∑R
r=1Wrλr. We remove the grade and school fixed effect by multiplying
J =
(
I− 1
N
1N1
′
N
)
on both side of the equation (1.3),
JΓY = X∗β +
R∑
r=1
(WrX)
∗θr + ρye∗ + ε∗ (1.9)
where X∗ = JX, (WrX)∗ = JWrX, e∗ = Je and ε∗ = Jε.
Lee et al. (2010) derive the log-likelihood function for R = 1. A similar log-
likelihood function can be derived for R > 1 20
−N − 1
2
log
(
ε∗
′
ε∗
N − 1
)
+ log(|Γ|) + log
(
1−
R∑
r=1
λr
)
(1.10)
Second, we consider the conditional probability of the adjacency matrix
P (D1, ..., Dr|X,Θ, e). Students i and j are connected in network r if ur,i,j > Rr,i,j
and ur,j,i > Rr,j,i, where Rr,i,j ≡ −(Z ′g,i,jγr + |ei − ej|′ρr). For each i and j pair, the
20The likelihood function for R > 1 can be derived by extending Lemma C.1 in Lee et al. (2010)
to R > 1
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probability that they are connected in all networks is
P (D1,i,j = 1, . . . , DR,i,j = 1) = P (u1,i,j > R1,i,j, . . . , uR,i,j > RR,i,j)× (1.11)
P (u1,j,i > R1,j,i, . . . , uR,j,i > RR,j,i) (1.12)
The conditional probability is more complicated if they are not connected in
some networks. For any pair of i and j, there are three possibilities for them to
be disconnected in network r; either i has negative utility (ur,i,j < Rr,i,j), or j has
negative utility (ur,i,j < Rr,i,j) or both. We need to sum up the probabilities of all
possible situations. Consider R = 2, if i and j are connected in network 1 but not
network 2, the probability is given by
P (D1,i,j = 1, D2,i,j = 0) = P (u1,i,j > R1,i,j , u2,i,j > R2,i,j)× P (u1,j,i > R1,j,i, uR,j,i < RR,j,i) +
P (u1,i,j > R1,i,j , u2,i,j < R2,i,j)× P (u1,j,i > R1,j,i, uR,j,i > RR,j,i) +
P (u1,i,j > R1,i,j , u2,i,j < R2,i,j)× P (u1,j,i > R1,j,i, uR,j,i < RR,j,i)
(1.13)
Similar equations can be derived for the cases where students are disconnected
in both networks or with R > 2.
1.3.3 Identification
The identification of a social interaction model can be achieved through an exogenous
social network (Bramoulle´ et al., 2009; Lee et al., 2010). In our model, the network
matrices are endogenously formed and so the identification strategy instead follows
Blume et al. (2010) and Blume et al. (2013). The expectation of Y conditional on X
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and D1, · · · , DR is
E (Y |X,D1, . . . , DR) =
E
(I− R∑
r=1
Wrλr
)−1(
Xβ +
R∑
r=1
WrXθr
)∣∣∣∣∣∣X,D1, . . . , DR

+ E
(I− R∑
r=1
Wrλr
)−1
e
∣∣∣∣∣∣X,D1, . . . , DR
 (1.14)
The non-zero correlation between ei and ur,i,j implies E(e|X,D1, . . . , DR) 6= 0
which causes an endogeneity problem. On the other hand, E(e|X,D1, . . . , DR) pro-
vides a new opportunity to identify the model. With the distributional assumption
of ei and ui,j, E(e|X,D1, . . . , DR) is not perfectly collinear with the first part of equa-
tion 1.14. Therefore, the last term of the equation can facilitate identification even
without an exclusion restriction. This strategy requires an assumption on the distri-
bution of e. In addition, it is possible that E(e|X,D1, . . . , DR) is highly correlated
with other control variables, which implies that the estimation could be imprecise
(Brock and Durlauf, 2003). An exclusion restriction could possibly reduce the corre-
lation between E(e|X,D1, . . . , DR) and other control variables and could increase the
precision of the estimation. Suppose we have a variable Z which affects the network
formation but not the academic performance, and equation 1.14 can be written as
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E (Y |Z,X,D1, . . . , DR) =
E
(I− R∑
r=1
Wrλr
)−1(
Xβ +
R∑
r=1
WrXθr
)∣∣∣∣∣∣X,D1, . . . , DR

+ E
(I− R∑
r=1
Wrλr
)−1
e
∣∣∣∣∣∣Z,X,D1, . . . , DR
 (1.15)
The exclusion restriction requires a variable to be correlated with network for-
mation but does not directly affect the exam scores. We argue that the number of
common hobbies is a valid exclusion restriction for the two social-based networks
we are investigating. We categorize the hobbies into three groups: “musical instru-
ments”, “sports”, and “participating in youth movements”. The types of hobbies
students have is one of the individual characteristics included in Xself and this effect
is captured by the coefficients of these regressors. Our setup allows that students
who have certain types of hobbies, such as playing musical instruments, are generally
better students, and the direct effect from hobbies are estimated by the correspond-
ing own effect estimates. With the detailed hobby information included in the data,
the variation in the number of common hobbies will not vanish even if we controlled
for the types of hobbies. The exclusion restriction relies on the assumption that stu-
dents who have different hobbies from within the same type of hobby have the same
expected academic performance, holding other factors constant. However, as men-
tioned before, students who play musical instruments could have a better academic
performance than those who do not play any instrument. For example, students who
play piano do not generally perform better in exams than those who play violin, but
students who play piano or violin or both could on average perform better in exams
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than those who do not. 21
However, since the seating plan is decided by the teacher and not based on the
students’ choices, having more common hobbies may or may not increase the chance
of students to be sat close to each other in class. The number of hobbies in common
can be used as an exclusion restriction for social-based networks but it does not
work for the seatmates network. Some teachers may just randomly assign them but
it is also possible that the teachers would take into account student preferences,
or they could assign the seats based on their impression of the students’ academic
performance.
We do not know their rationle, neither can we claim that the assignments have
to be random. 22 To be on the safe side, our estimation allows the seatmates net-
work to be endogenously formed and we utilize the height difference as an exclusion
restriction. 23 Teachers have different rules for assigning seats, but a very common
practice is to assign seats according to height because tall students will block the
view of shorter students if they are sitting at the front of the room. As a result,
students of similar height are more likely to be sat next to each other. This pattern
is confirmed in later sections by the estimates in Table 1.6 in Section 1.4.
1.3.4 Estimation
We estimate the model using a Bayesian approach. We specify a non-informative
prior of all the parameters and obtain the posterior distribution of the parameters
using a combination of Gibbs sampler and Metropolis-Hastings algorithm. To speed
21The validity of the exclusion restriction could potentially be sensitive to how we categorize the
hobbies and the timing of when the student began those hobbies. Therefore, we explore various
ways of categorization in Section 1.6.1. Our results are robust to these alternative specifications.
22See footnote 8.
23Students’ heights are controlled for in both the network formation and the score formation
equations.
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up the computation, we adopted an adaptive Metropolis algorithm proposed by
Haario et al. (1999, 2001). There are two reasons for us to adopt a Bayesian approach.
First, the Bayesian approach provides the computational convenience to estimate the
model. In order to tackle the peer selection problem, we assume that the latent error
ei appears in both the score formation and the network formation equations which
involves Dr,i,j ∀j 6= i and r. However, it is difficult to integrate out the latent
variable ei to obtain the likelihood of the data
24. Hsieh and Lee (2014); Goldsmith-
Pinkham and Imbens (2013) also use the Bayesian method to tackle the computation
difficulty of this type of model. Second, the Bayesian approach provides an inference
procedure and has a simple interpretation of the posterior distribution. On the other
hand, we don’t know much about the asymptotic properties of the dynamic network
formation model (Christakis et al., 2010). There are some recent papers that study
the inference of the network formation model such as Sheng (2014); Leung (2015)
and Chandrasekhar and Jackson (2014).
Our model allows each student to be connected to more than one endogenous net-
work. We use a probit link for network formation to take into account the random
effect between networks. However, we did not consider a dynamic network forma-
tion model (Christakis et al., 2010) which includes variables such as the number of
common friends between two students. This is because our focus is to control for
self-selection of network connections: including the dynamic components into the
model may capture the effect of the unobservable factors that affecting both aca-
demic performance and network formation. For example, students with a strong
interest in mathematics are more likely to be friends and they will also perform bet-
ter in mathematics examinations. If we introduce the dynamic components into the
24An alternative approach is using the EM algorithm to get rid of the ei.
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network formation model, the effect of having a strong interest in mathematics will
be captured by a pair of students that have many common friends as all of them
take a strong interest in mathematics. The details of the estimation procedure are
documented in A.3.
1.4 Formation of Networks, Exclusion Restrictions, and Own
Effects
We will report our empirical results in the following two sections. We begin with
a discussion of network formation and own effects in this section, and in the next
section, we will report on the estimated peer effects and discuss their implications.
1.4.1 Exclusion Restrictions and Selection Effects
The estimates of the network formation parameters associated with the number of
common hobbies and height differences are shown in Table 1.6. Of all the parameters
estimated, those associated with a number of common hobbies and height differences
are highlighted because they are considered to be variables that do not directly affec
academic performance and are the exclusion restrictions mentioned in Section 1.3.3.
The estimates show that the number of common hobbies in a student pair is strongly
positively correlated with the probability that the pair of students pair are friends
or studymates. Height differences are negatively related to the seatmates network
as expected. This confirms that these variables are related to the corresponding
network formation process.
In addition, our network formation equation also includes other covariates. Class
and gender are the most important factors in network formation. Being in the same
class or having the same gender increases the probability that a student pair will be
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Table 1.6: Peer Selection Effects and Selected Estimates for Network Formation Parameters
Subject Mathematics Exam Score
Network Multiple Social-based Single Proximity-based
(Friends and Studymates) Seatmates
Friends Studymates
Peer Selection Effects (ρ) 0.077** 0.166** 0.546***
(0.037) (0.068) (0.133)
Network Formation Random Effect (ΨFriend,Studymate) 0.938***
(0.009)
Network Formation Parameters (γ)
Number of Hobbies in Common
Music(ER)2 0.053*** 0.038*** -0.013
(0.012) (0.013) (0.014)
Sports(ER)2 0.034*** 0.022* 0.018
(0.012) (0.013) (0.014)
Youth Movements(ER)2 0.030*** 0.020** 0.015*
(0.012) (0.013) (0.014)
Height Level 0.032** 0.004 0.022
(0.016) (0.018) (0.018)
Difference(ER)2 -0.069*** -0.062*** -0.103***
(0.013) (0.015) (0.016)
Agreeableness Level 0.043** 0.091 -0.062**
(0.017) (0.066) (0.025)
Difference 0.015 -0.099* 0.007
(0.012) (0.057) (0.025)
Extraversion Level 0.054*** -0.028 -0.013
(0.017) (0.055) (0.014)
Difference -0.049*** -0.155* 0.018
(0.012) (0.084) (0.012)
Same Class 0.951*** 1.090*** 2.008***
(0.020) (0.026) (0.166)
Different Gender -1.006*** -0.619*** -0.034
(0.030) (0.029) (0.025)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, respectively.
2 These variables labeled with (ER) are facilitating the exclusion restrictions.
3 Other controls include family characteristics, cognitive ability, conscientiousness, neuroticism, openness, and difference in the types
of hobby the students have.
4 We also examine the model multiple network model involving seatmates; and the single network model for only friends or studymates.
It gives us almost the same results in network formation except that the selection effect is weaker in multiple network models.
friends or studymates. In friendship formation, the effect of being in the same class is
almost of the same magnitude as having the same gender. However, for studymates,
having the same gender is relatively less important.
Being involved in the same category of hobby also improves the probability of a
connection. This is reasonable since a student who plays piano is more likely to be
friends with another student who plays violin as piano and violin are both musical
instruments. However, it is reasonable to believe that this effect would not be as
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strong as it would be if both students were violinists.
Personality traits also play an important role in friendship formation. Agreeable
students have a higher probability of making more friends. Extraversion seems to
yield exactly the same effect but the differences in these two traits are made apparent
when one looks at the differences in the traits between a pair of students. Students
with similar levels of extraversion are more likely to be friends but they care less
about the difference in agreeableness. This means that a disagreeable student has
fewer friends on average, no matter how agreeable the other people are. However,
while an introvert is also less likely to have a large number of friends, they have
more friends with those who are introverts. Differences in traits also play a role in
studymates formation. Utilizing a pair-wise comparison of students’ personalities
allows us to explore how personalities work in network formation in greater detail
instead of only examining which factors increase or decrease the number of friends.
As shown in Table 1.6, selection effects are positive in all three networks.
The effect for seatmates is positive, which could represent the teachers’ tendencies
to put good students together during seat assignment. For social-based peers, the se-
lection effects are positive and the effect for studymates is larger than that of friends.
Since selection effect is positive when students choose their peers according to their
academic achievements, it is not surprising that students are choosing studymates
according to the academic achievements more than when they are choosing friends.
The network formation random effect estimate is positive, which means students are
more likely to become studymates if they are friends, and vice versa.
Given that network formation has been taken into account in the estimation,
the peer effects estimates in Section 1.5 and Section 1.6 are not polluted by the
endogeneity problem caused by the self-selected peer connections or the teachers’
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seating plan assignment rules.
1.4.2 Own Effects
For the own effects, we will first focus on reporting how student characteristics affect
their mathematics exam scores and will thereafter compare the results to those of
other outcome variables. Selected estimates are shown in Table 1.7.
Both cognitive ability and conscientiousness have very strong positive correlation
with the mathematics exam scores and cognitive ability is relatively more important
than conscientiousness. Extraversion and agreeableness are negatively associated
with mathematics exam scores. Almlund et al. (2011) also report similar effects
from these student characteristics using data collected from New York City middle
schools and a data source from Poropat (2009). 25
Own effects estimates are not statistically different under simple OLS and in peer
effect models. In other words, while we would like to show that the peer effects are
important in determining academic achievements, we have no evidence to show that
studies which do not consider peer effects in their models would be biased.
In Table 1.8, we show the corresponding estimates of Table 1.7 for the English
exam score and conduct grade for comparison.
Similar to the mathematics exam score, both cognitive ability and conscientious-
ness have a very strong positive correlation with the English exam score. However,
conscientiousness is relatively more important for this language subject.
By contrast to the academic subjects, the conduct grade shows no significant
correlation with cognitive ability. On the other hand, conscientiousness, which cap-
25For agreeableness, Almlund et al. (2011) find a very small positive correlation to course grades
using data from Poropat (2009), an insignificant effect for New York City public school achievements
tests and a significant negative association to the comprehensive testing program in their private
school sample.
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Table 1.7: Selected Own Effects Estimates: Estimated Under Different
Networks
Subject Mathematics Exam Score
OLS Peer Effects Models
Network No Network Multiple Social-based
(Friends and Studymates)
Own Effects (β)
Cognitive Ability 0.280*** 0.274***
(0.032) (0.032)
Conscientiousness 0.173*** 0.155***
(0.034) (0.035)
Openness -0.053 -0.059*
(0.033) (0.034)
Agreeableness -0.113*** -0.105***
(0.033) (0.033)
Neuroticism -0.038 -0.043
(0.035) (0.035)
Extraversion -0.091*** -0.072**
(0.033) (0.033)
Male 0.241*** 0.163**
(0.070) (0.078)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, re-
spectively.
2 Other controls include height, family characteristics, hobby type, and class,
school, grade fixed effects.
tures discipline and sense of duty, is an important determinant for not only academic
performance, but also behavioral outcome.
Finally, we observe that males are better in mathematics but females are better
in English and they are better behaved. This is significant even with controls for
their differences in cognitive ability and personality traits.
In short, we obtain own effects estimates which are sensible and comparable to
existing studies. The focus of our empirical results is on the peer effects instead of
the network formation parameters or the own effects. However, it is very helpful
to look at these estimates before discussing the peer effects. Because the empirical
work of this chapter is based on a new survey dataset, having sensible own effects and
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Table 1.8: Selected Own Effects Estimates: Compare Different Subjects
Subject English Exam Score Conduct Grade
OLS Peer Effects Models OLS Peer Effects Models
Network No Network Multiple Networks No Network Multiple Networks
(Friends and Studymates) (Friends and Studymates)
Own Effects (β)
Cognitive Ability 0.129*** 0.136*** 0.004 -0.005
(0.031) (0.031) (0.036) (0.036)
Conscientiousness 0.246*** 0.259*** 0.172*** 0.191***
(0.034) (0.033) (0.039) (0.038)
Openness -0.081** -0.070** -0.033 -0.035
(0.033) (0.032) (0.037) (0.037)
Agreeableness -0.099*** -0.107*** 0.019 0.015
(0.032) (0.032) (0.037) (0.036)
Neuroticism 0.058* 0.045 0.031 0.037
(0.034) (0.034) (0.039) (0.038)
Extraversion -0.057* -0.075** -0.098*** -0.140***
(0.032) (0.032) (0.036) (0.036)
Male -0.232*** -0.226*** -0.263*** -0.196**
(0.076) (0.068) (0.089) (0.081)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, respectively.
2 Other controls include height, family characteristics, hobby type, and class, school, grade fixed effects.
network formation parameters make our peer effects estimates more convincing and
more comparable to other studies based on well-known datasets. Moreover, the own
effect estimates can give a clearer idea of which covariates are significant factors in
determining academic outcomes. Their magnitude also serves as a good benchmark
for comparison when we are evaluating the size of the peer effects, which we will
discuss in the next section.
1.5 Empirical Results on Peer Effects
Our model in Section 1.3.1 allows for peer effects from different channels. In par-
ticular, contextual effects capture peer effects which are associated with peer char-
acteristics. We identify contextual peer effects from peers’ cognitive abilities and
personality traits for different types of peer connection. We also separately iden-
tify spillover effect, which is associated with the correlation between exam scores of
peers. In this section, we obtain our main results by evaluating the estimates of
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contextual effects from cognitive ability and conscientiousness. We further support
our explanation and supplement our results by other insights using other contextual
effects and spillover effects estimates.
1.5.1 Peer Characteristics and Type of Peer
Most of the studies mentioned in Section 1.1 agree that better peers are more con-
ducive to studying, although they use different definitions when it comes to what
they mean by “better” peers. Our results confirmed that social-based peer connec-
tions with certain qualities do have a positive impact on academic performance. This
can be shown even if we only focus on the estimates of the single network models
as shown in the last three columns in Table 1.9. Both friends and studymates show
positive and significant contextual effect for cognitive ability and conscientiousness,
but not for other characteristics. We know from the previous section that these
two qualities are important characteristics to determine a students academic per-
formance. These results show that they are also very important criteria for better
social-based peer interactions, as measured by their positive impact on their peers’
mathematics exams scores.
The simple single network model, which mimics the situation when we include
only one type of peer interaction in the estimation, can confirm the basic insight
that having better peers is more conducive to studying. However, both social-based
networks seems to behave in almost exactly the same way in these estimates. This
is because different social-based networks are highly related and partially overlap
as discussed in Section 1.2.1 and confirmed by the the positive estimate of network
formation random effects shown in Table 1.6. The estimates of peer effects from one
type of peer can be diluted by the peer effects from other peers if we do not control
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Table 1.9: Comparison of Selected Estimates for Different Network Specifications
Subject Mathematics Exam Score
Network Multiple Social-based4 Single Social-based Single Proximity-based
(Friends and Studymates) Friends Studymates Seatmates4
Contextual Peer Effects
Friends Studymates
Cognitive Ability 0.062 0.137** 0.147** 0.140** 0.027
(0.079) (0.063) (0.074) (0.056) (0.056)
Conscientiousness 0.141* 0.069 0.216*** 0.123** -0.006
(0.075) (0.066) (0.069) (0.058) (0.059)
Degree -0.003 0.120*** 0.049*** 0.119*** 0.057**
(0.017) (0.019) (0.016) (0.017) (0.024)
Spillover Effects 0.017 0.080* 0.083* 0.084* -0.054
(0.055) (0.048) (0.049) (0.043) (0.050)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, respectively.
2 Other personality traits are included in the estimation but omitted in the table. They do not produce contextual effects which
are statistically significant.
3 Other controls include height, family characteristics, hobby type, and class, school, grade fixed effects.
4 The results for multiple network involving seatmates are omitted. See footnote 26.
for the peer effect from different types of peers.
Therefore, to more explicitly illustrate the difference between two social-based
networks and alleviate the bias caused by the related network formation, we estimates
the multiple networks model for friends and studymates. The results are shown in
the first two columns of Table 1.9. 26
Taking into account both networks, we observed that the contextual effects of
cognitive ability have the same sign as those estimated in the single network models
but are smaller. Studymates with high cognitive abilities positively affect a student’s
mathematics exam score. Although there is not necessarily a relationship between
own effect and contextual effects, one could imagine that given such a strong own
effect for cognitive ability on mathematics exam scores, cognitive ability is a very
important attribute in studying mathematics. Therefore, it is not surprising to see
26We also estimate the multiple network models for the social-based networks with the seatmates
network. We observed very similar results for the peer effect estimates for all the networks by
including seatmates into a multiple network estimation, despite the small but positive correlation
between the formation of seatmates and social-based peers. For simplicity, in our analysis, we only
show the seatmate results for the single network model.
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that intelligent peers are more conducive to the study of mathematics. However, it
is noticeable that this effect only appears for studymates but not friends. In other
words, the positive effect does not only come from having better peers. It requires
other good characteristics, such has the high cognitive ability of the right type of
peer.
Conscientiousness is another personality trait that produces positive contextual
effects. Similar to cognitive ability, the estimates from the single network models
show that both friends and studymates show contextual effects through conscien-
tiousness. However, only the contextual effect from friends survives after we include
both friend and studymate networks. Having conscientious friends improves mathe-
matics exam scores, but we have no evidence of the same being true for conscientious
studymates.
Finally, we observed no significant contextual effects from other personality traits
and we found no significant contextual effects from seatmates in either single or
multiple network models.
We can highlight the significance of these results in three ways. Firstly, in addition
to an abundance of evidence in the existing literature, this study provides further
evidence to show that high quality peers can improve academic achievement. The
effects are not only statistically significant, they are also sizeable. 27 In some channels
like contextual effect through conscientious friends, the size of the effect is comparable
to two-thirds of the corresponding own effect of conscientiousness. It means that one
standard deviation in peers’ conscientiousness has almost the same effect as a two-
thirds standard deviation increase in the student’s own conscientiousness.
Secondly, different networks produce peer effects through different characteristics.
27See Footnote 19.
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It is important to recognize these differences and it is inappropiate to consider all
peers as equal. Depending on the research question, it is not always valid to proxy
one peer type for another, even though sometimes they seem to be closely related.
One common research question asks how a policy which results in a student having
more intelligent friends can affect the student’s academic performance. One may
argue that in this case, it is not as important to separate the effects because the peer
effect estimates of friends from the single network model will capture the sum of the
partial effect from friends, as well as the effects by studymates which is induced by
friendship, which is the relevant policy effect. However, even though our estimates
show that on average friends and studymates are related in formation, it does not
imply that all policies which enhance friendship are equivalent in this aspect. In
particular, it depends on what kind of friendship or peer connections the policy will
induce. Some policies could be forming friendships of the type that involve more
recreational activities than schoolwork; others could be the type which tends to be
more academic. The former type will cause an effect which is closer to the partial
effect estimated in the multiple network model, while the latter will be closer to the
estimates in the single network friends model. Therefore, noticing that the contextual
effect of cognitive ability comes from studymates rather than friends will help us to
evaluate which policies are going to be more effective. Similarly, it is misleading to
state that there are no significant peer effects of any type because of the evidence
from seatmates.
Thirdly, although strictly speaking these estimates only show the relationship
between the characteristics of the peers and academic achievement, they also hint at
the mechanism behind how different types of peers produce peer effects. An intuitive
interpretation of the estimates would be that friends are general social-based peers
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and the interactions between friends can be both academic and non-academic. The
impact of friend can be through influencing general behavior. However, studymates
are functional peers which is defined as peers with interactions closely related to the
outcome variable being studied. In our case, since our outcome variable is academic
performance, the related interaction could be direct teaching or modeling of aca-
demic tasks. One can imagine that the effectiveness of, perhaps teaching each other
mathematics, is highly related to the intelligence of the studymates. On the other
hand, friends are often considered to influence one another by creating a general
social environment with a positive learning attitude, such as whether someone has a
habit of adhering to their plans or has discipline when doing a thorough job. This
is consistent with our findings about the contextual effects of intelligent studymates
and conscientious friends. We further discuss this mechanism in Section 1.5.2.
1.5.2 Interactions Between Personality Traits
The explanation for how studymates produce peer effects as a functional peer in
contrast to general social connections, like friends, can be further supported by taking
a closer look at the estimates related to siblings. These estimates are shown in Table
1.10.
Table 1.10: Estimation Eelated to Siblings
Mathematics Exam Score
Multiple Social-based Single Proximity-based
Friends and Studymates Seatmates
Friends Studymates
Siblings Help × Elder Siblings × Peer Cognitive Ability 0.033 -0.155* -0.061
(0.080) (0.084) (0.075)
Siblings Help × Younger Siblings × Peer Cognitive Ability 0.051 -0.055 -0.042
(0.115) (0.169) (0.192)
Elder Siblings × Peer Cognitive Ability -0.017 -0.028 -0.038
(0.066) (0.055) (0.046)
Siblings Help 0.120 0.082
(0.076) (0.079)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, respectively.
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Recall that the variable Siblings Help equals one if the students seek help from
siblings more often than from schoolmates when they have a problem with their
schoolwork. While neither this variable nor the number of siblings produce own
effects by themselves, they can affect the magnitude of the studymates’ contextual
effect. The coefficient of the interaction of Siblings Help with elder siblings and a
studymate’s cognitive ability is negative. This means that if the students can go
to their elder siblings for help, they rely less on the cognitive abilities of her study-
mates. This is consistent with the mechanism that was mentioned before because
if studymates are able to offer teaching and modeling of academic tasks, then elder
siblings would be a substitute for that assistance. Notice that for a sanity check, we
do not see a significant effect if the students have younger siblings instead, or if the
students have elder siblings but choose to not ask the siblings for help.
The coefficient estimates of interaction terms also reveal the role of agreeableness.
Remember that agreeableness is a personality trait that is associated with being sym-
pathetic, kind, and considerate. Unlike conscientiousness or cognitive ability, agree-
ableness shows neither significant contextual effects nor positive own effects in our
estimation. However, that does not imply that this trait plays no role in academic
performance. Table 1.11 shows the coefficient estimates for selected interaction terms
including agreeableness. The positive coefficient estimate of the interaction term for
studymate agreeableness and studymate cognitive ability shows that if the study-
mates are both intelligent and agreeable, the student gets extra benefits in terms of
mathematics performance. The effect is significant and large, almost the same size as
the contextual effect for studymates’ cognitive ability. Therefore, one standard de-
viation increase in both the studymates’ cognitive abilities and agreeableness would
produce twice as much as the effect caused by a one standard deviation increase in
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a studymate’s cognitive ability alone. While being nice itself does not make one a
good studymate, being both nice and intelligent does help.
Table 1.11: Estimation with Interaction between Characteristics
Mathematics Exam Score
Multiple Social-based Single Proximity-based
(Friends and Studymates) Seatmates
Friends Studymates
Peer Agreeableness × Peer Cognitive Ability 0.153 0.112** -0.014
(0.102) (0.055) (0.063)
Peer Agreeableness -0.079 0.024 0.019
(0.074) (0.059) (0.057)
Self Cognitive Ability × Peer Cognitive Ability -0.009 0.139** -0.039
(0.047) (0.070) (0.057)
Self Conscientiousness × Peer Conscientiousness -0.007 -0.017 0.091
(0.052) (0.068) (0.066)
Peer Cognitive Ability × Peer Cognitive Ability -0.087 0.030 -0.033
(0.058) (0.041) (0.043)
Peer Conscientiousness × Peer Conscientiousness -0.121* 0.015 -0.042
(0.069) (0.048) (0.048)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, respectively.
2 This table only show selected coefficient estimates of the interaction terms. We included interactions between cognitive ability, con-
scientiousness. agreeableness, openness, and extraversion in our estimation.
We also find interesting results for the higher order terms for conscientiousness
and cognitive abilities. While students can benefit from having studymates with
higher cognitive abilities, the positive effect is even greater if they have high cogni-
tive abilities themselves. However, we do not see the same effect when it comes to
their friends’ conscientiousness. In contrast, friends’ conscientiousness exhibits di-
minishing returns whereas studymates’ cognitive abilities do not. The corresponding
insignificant estimates for seatmates are also shown in Table 1.11 for comparison.
1.5.3 Comparing Spillover Effects
Apart from contextual effects, the model also estimates spillover effects. Usually the
spillover effect is interpreted as the outcome variables of the peers that are affecting
each other. This interpretation is very intuitive when the outcome variable is an
action like drinking or smoking behavior, which makes it very important for these
40
models to be able to estimate the spillover effect. In our case, the interpretation is
not as obvious since our outcome variable is academic performance. However, we
still allow for the possibility in case the spillover effect is significant.28
Table 1.9 shows a comparison of spillover effects under different network specifi-
cations. We observe a positive spillover effect from friends and studymates when we
estimate them using separate single network models. However, only the spillover ef-
fect from studymates endures when we estimate them simultaneously. Moreover, we
do not find any significant spillover effect from seatmates in either single or multiple
network estimations.
1.5.4 Discussion of the Number of Peers
In Section 1.3, we constructed the weighted adjacency matrix W to compute the
average characteristics of peers. Our construction of W implicitly assumes that each
student has a fixed quantity of social interactions and only the quality of the social
interaction matters. In some studies, the model uses the adjacency matrix D instead
(Zimmerman, 2003) because it captures the potentially significant effect of having
more peers. In other words, the quantity of social interactions could matter. In our
setup, all peer effects estimates are based on the weighted adjacency matrix W . The
effect of having more peers is captured by including the “degree” variable in Xself .
This variable is constructed by counting the number of connections a student has for
a particular network. Notice that peer connections in this chapter are reciprocal, so
having more peers is more meaningful than that the students simply desire a greater
number of peers. It also implies that the students are more likely to have peer
28Our model does not distinguish between behavioral spillover and the effect of having com-
mon unobservable characteristics which produce both own effect and contextual effect. Therefore
allowing for spillover effect also makes it possible for us to capture this effect if such variables exist.
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acceptance and thus have more mutually agreed matches with their schoolmates.
Table 1.9 shows the estimates of the coefficient of the degree covariate. Math-
ematics exam scores are positively correlated with the number of studymates, but
the number of friends has no significant effect after controlling for studymates. The
number of seatmates has a positive effect on mathematics exam scores too, but the
effect is relatively less than that of studymates. We can interpret this in the following
ways. Literally, it means that the number of studymates is positively related to the
student’s mathematics performance. Since students who have a higher degree tends
to be closer to the center of the network,29 this means that the position in the net-
work affects mathematics performance. This interpretation is particularly insightful
for the seatmates network. Students sitting in the middle of the classroom will have
more seatmates. The positive estimates implies that these students perform better
in mathematics exams. While the characteristics of their seatmates does not produce
contextual effects, the position of the student in the seating plan is important.
Similar to the spillover effects, both the number of friends and studymates pro-
duce positive effects when we estimate the model separately for the two networks.
However, only the effects from studymates persist in the multiple networks estima-
tion. This shows that the effect from friends and studymates are interlocking and
we can get bias estimates from the single network model.
1.5.5 Peer Effect on a Language Subject and Behavioral Outcomes
Our discussion focuses on the mathematics exam score, but it is also interesting to
see how peer effects impact other subjects or behavioral outcomes. We can compare
our results for the mathematics exam scores to those of the English exam scores and
29Degree is also one of the ways to measure centrality.
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the conduct grades. Language classes are very different from mathematics classes
in terms of the learning methods used and thus students’ characteristics could play
different roles in determining student outcomes. Conduct grades measure how well-
behaved a student is. It is reasonable to expect that peer effects could work differently
on academic subjects and on behavioral outcomes.
Table 1.12: Peer Effect Estimates for English Exam Score and Conduct
Grade
Subject English Exam Score Conduct grade
Network Multiple Social-based
(Friends and Studymates)
Contextual Peer Effects
Friends Studymates Friends Studymates
Cognitive Ability -0.004 0.146** 0.137 0.040
(0.074) (0.059) (0.087) (0.071)
Conscientiousness 0.137* 0.106* 0.207** 0.009
(0.075) (0.064) (0.085) (0.073)
Degree 0.039** 0.108*** 0.043** 0.095***
(0.016) (0.018) (0.019) (0.020)
Spillover Effects 0.041 0.098** -0.071 0.207***
(0.054) (0.050) (0.065) (0.053)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, respectively.
2 Other personality traits are included in the estimation but omitted in the table. They
do not produce contextual effects which are statistically significant.
3 Other controls include height, family characteristics, hobby type, and class, school,
grade fixed effects.
4 The estimates for the seatmate network are very similar to what we get from Table
1.9 and are omitted in this table.
Table 1.12 shows the comparison of the estimation of spillover effects and selected
contextual effects for English exam scores and behavioral outcomes.
For the spillover effect, we obtain almost the same result as what we described in
Section 1.5.3 except for the fact that the spillover effect for the behavioral outcome
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is greater.
Studymates with higher cognitive abilities or more conscientious friends improve
a student’s English exam score similarly to what we observed for mathematics. How-
ever, conscientious studymates also improve English exam scores. We know from the
own effect estimates that conscientiousness is important for performance in English
exams. The peer effect estimates show us that it is also important for both social-
based peers. Conscientious friends improve a student’s conduct grades as well, how-
ever there are no significant contextual peer effect estimates for studymates. Note
that since we do observe a significant spillover effect from studymates for conduct
grades, an insignificant contextual effect estimates does not mean that studymates
are not important to determining a student’s conduct grade. It simply means that
studymates affect a student’s conduct grade, but not in a way that can be measured
by the predetermined personality measures included in our model.
Finally, the number of studymates is positively related to the score of academic
subjects and conduct grades. Whereas for mathematics, the number of friends does
not have a significant effect after controlling for the studymate network, this effect
survives for English exam scores and conduct grades.
1.5.6 Friends Network in a Traditional Network Survey
The distinction between peer effects of friends and studymates possible largely due
to the rich network of information taken from the SESHK. However, caution must
be taken when we compare our results with studies using network of friends from
other survey data because the information carried by the data can be different.
In particular, when a student is asked about their different types of peers, they are
instructed to categorize their peers into different types, such as friends or studymates.
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However, if friendship is the only peer information the students are asked to provide
in the entire survey, then it is conceivable that many students will tend to put all
types of social-based peers into their list of friends. Therefore, the friends network in
our study may not be directly comparable to the friends networks in other studies,
even if they use the same exact question to elicit this particular response.
Table 1.13: Peer Effects of the “Any Social-based” Network
Subject Mathematics Exam Score
Network Single Social-based
(Mixed Friends and Studymates)
Contextual Peer Effects
Cognitive Ability 0.240***
(0.083)
Conscientiousness 0.246***
(0.077)
Degree 0.064***
(0.014)
Spillover Effects 0.117**
(0.055)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level,
respectively.
2 Other personality traits are included in the estimation but omitted in
the table. They do not produce contextual effects which are statistically
significant.
3 Other controls include height, family characteristics, hobby type, and
class, school, grade fixed effects.
To facilitate better comparison to other studies, we created a network called “Any
Social-based”. This network was constructed by combining friends and studymates.
In other words, two students are considered to be connected in this network if they
are either friends or studymates. The results of the estimation using this combined
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network are shown in Table 1.13. The “Any Social-based” network yields strong
positive peer effects through both cognitive ability and conscientiousness, which is
expected since the network is constructed by mixing friends and studymates. It also
shows a strong spillover effect, even after we control for the peer selection effect and
other peer characteristics.
1.6 Robustness Checks
We made several choices about the empirical specifications in our analysis. For
example, we focus on reciprocal peers and we group hobbies according to their types.
While these choices and assumptions are reasonable, it is useful to also explore
whether our empirical results would survive other possible alternative specifications.
Here, we have illustrated the results using a refined definitions for “hobby” and we
explore non-reciprocal peers as well. We also performed other robustness checks and
the results are shown in A.1.
1.6.1 Refined Definition of Hobby
Using the number of hobbies in common as instrumental variables is one of the key
elements of our empirical analysis. This gave raise to several concerns. The first
pertains to the categorization of hobby. In our analysis, hobbies are grouped into
three categories namely music, sports, and youth movements. We allowed different
groups of hobbies to have different effects on exam scores but hobbies in the same
group were assumed to have the same direct effect. In other words, the exogeneity
assumption required is weaker if we include additional groups of hobbies since we
allow the hobbies from different groups to have their own direct effect on the outcome
variable. The appropriate categorization of hobbies can provide more information
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and strengthen the instrument. However, one can imagine there are several valid
categorizations of hobbies and argue that our categorization in Section 1.3.3 may
not be the most reasonable one. Therefore, we can further examine our results by
introducing more detailed categorizations. For example we can futher bisect the
music category into Western and Chinese music and those hobbies that are done
individually or as a group. Detailed descriptions of these categorizations are shown
in A.4.
The second concern is based on the relationship between networks and hobbies.
Our exclusion restrictions rely on the assumption that a common hobby affects net-
work formation. However, it is not uncommon for friends to recommend hobbies
to each other and therefore the common hobby itself can be driven by the network
structure. Therefore, we constructed an alternative definition of hobby by using the
information on when the student started to learn to play the musical instruments
that they mentioned. By refining the hobby definition to include only the musi-
cal instruments that they learned before secondary school, we greatly reduced the
possibility that the hobbies were formed due to their network connections. It is
possible that students knew each other before secondary school and recommended
the hobby before that, but the probability is low because students from the same
primary schools are distributed into many different secondary schools. However, to
eliminate this small possibility, we repeated this hobby construction by tightening
the restriction to before primary school and re-estimated the model.
Table 1.14 shows the selected contextual and spillover effects of the multiple
network model for mathematics exam scores with the alternative categorizations of
hobby. Table 1.15 shows the corresponding estimates for models with the hobby
start date restriction.
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Table 1.14: Peer Effect Estimates with Alternative Hobby Categorizations
Subject Mathematics Exam Score
Network Multiple Social-based
(Friends and Studymates)
Specification Categorization 1 Categorization 2
Contextual Peer Effects
Friends Studymates Friends Studymates
Cognitive Ability 0.065 0.141** 0.061 0.140**
(0.078) (0.063) (0.079) (0.063)
Conscientiousness 0.150** 0.062 0.140* 0.065
(0.075) (0.065) (0.074) (0.065)
Degree -0.004 0.120*** -0.005 0.121***
(0.017) (0.019) (0.017) (0.019)
Spillover Effects 0.018 0.076 0.025 0.076
(0.055) (0.049) (0.056) (0.050)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, respectively.
2 Refer to A.4 for the details of alternative hobby grouping.
All our results on the contextual effects are preserved under these alternative
specifications. For the spillover effect from studymates, the estimates become in-
significant in some of the specifications but the size of the estimate is still similar to
what we see in Table 1.9.
1.6.2 Non-reciprocal Peers
As described in our model setup in Section 1.3.1, only reciprocal peers were con-
sidered in the analysis presented in the previous sections. We adhered to those
definitions because we aimed to investigate friend or studymate connections that
were acknowledged by both sides. However, one could argue that when a student
names another student as a friend, he or she is already a recipient of the peer in-
fluence no matter if the other side agrees or not. Moreover, since everyone has a
different definition for what they mean by “friends”, one student may not make it
onto the other’s list if they are not close enough friends. In this case, non-reciprocal
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Table 1.15: Peer Effect Estimates with Refined Music Hobby Definiton
Subject Mathematics Exam Score
Network Multiple Social-based
(Friends and Studymates)
Specification Start before Secondary School Start before Primary School
Contextual Peer Effects
Friends Studymates Friends Studymates
Cognitive Ability 0.064 0.139** 0.061 0.143**
(0.079) (0.063) (0.079) (0.063)
Conscientiousness 0.144* 0.063 0.144* 0.065
(0.075) (0.065) (0.075) (0.065)
Degree -0.004 0.120*** -0.004 0.120***
(0.017) (0.019) (0.017) (0.018)
Spillover Effects 0.020 0.080* 0.023 0.071
(0.055) (0.048) (0.055) (0.048)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, respectively.
data can still indicate a mutually influencing relationship, only it may be weaker
than in the case of mutual agreement. In short, the mutual agreement definition
is by no means the only peer definition. We show the estimation of peer effects on
mathematics exam scores with non-reciprocal peers in Table 1.16.
We observed no statistically significant contextual effects or spillover effects for
non-reciprocal peers. The size of the estimates is comparable to those in the re-
ciprocal peers specification, but the estimates are a lot more imprecise. Including
the non-reciprocal peers means including a greater number of schoolmates into the
definition of peers. By doing this we could potentially include a lot more weaker
peer connections in the analysis which have less impact on the student’s academic
performance, thus they do not produce as clear of a peer effects as the reciprocal
peers do.
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Table 1.16: Robustness Checks for Alternative Network Specifi-
cations
Mathematics Exam Score
Network Multiple Social-based
Include Non-reciprocal Peers
(Friends and Studymates)
Contextual Peer Effects
Friends Studymates
Cognitive Ability 0.210 0.152
(0.134) (0.148)
Conscientiousness 0.123 0.147
(0.142) (0.156)
Degree -0.011 0.057***
(0.011) (0.008)
Spillover Effects 0.144 -0.030
(0.102) (0.107)
1 *,** and *** denote statistical significance at the 10%, 5% and 2%
level, respectively.
1.7 Conclusion
This chapter demonstrates the value of exploring refined and meaningful peer types.
We investigated three broad peer categories: social-based general peers, functional
peers, and institutionally-imposed proximity-based peers, and one peer type from
each category: friends, studymates, and seatmates respectively. We also collected a
novel dataset with information on a single peer type from within each category. Effort
was made to show that each peer type is different from one another statistically.
Different peer types impact academic performance through different channels. A
highly intelligent student positively affects her studymates but we do not observe the
same impact on her friends, whereas a highly conscientious student positively affects
her friends instead. This result highlights the fact that simply knowing the traits
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but not the type of peers can yield imprecise conclusions about peer effects. We
further argue that the difference between friends and studymates is highly related
to how peers interacts, which attributes the difference to the “general vs functional”
comparison. This hints not only the existence of peer effect, but also the mechanism
behind it. Our argument is supported with the assistance of detailed personality and
sibling information of the students. The seatmate network allow us investigate in
the institutionally-imposed proximity-based peer. We find that the peer effect is a
lot weaker than those from the two social-based peers.
However, in our analysis seatmate was used as the only proximity-based peer
connection and it is imposed by the school, whereas the only functional peers we
studied are chosen and matched by the students themselves. Therefore, further work
is needed to confidently conclude whether this is specific to the peer types we studied,
or if all other proximity-based peers, social-based general peers and functional peers
differ systematically in their effects. In particular, it would be very difficult for us to
identify whether the results from the seatmate network come from seatmate being a
institutionally-imposed network, or being a proximity-based one since we only have
one seatmate peer type for both peer categories.
We can conceive there could be an alternative policy allowing students to choose
their own seatmates or the schools impose studymates on their students. Further
research in these situations can reveal whether the difference in effects found in this
chapter is due to the “institutionally-imposed vs self-selected” or the “proximity-
based vs social-based” binaries.
These would require carefully defining new peer types from within each category,
collecting data with even greater granularity from the field. It is obvious that more
data would help. However, greater granularity of peer types brings in more than
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just extra dimensions for comparison. We learnt from the lesson of seatmate being
imposed by the teacher is not necessarily random, and we need to be careful in
choosing exclusion restriction because the nature of the selection problem is not the
same as that of social-based peers. Since the nature of the selection problem could
be specific to a peer type, researching in more refined types would require carefully
examining the nature of those types and adapting an econometric model to deal with
the selection and identification challenges arise from the extra granularity in the peer
definitions.
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Figure 1.3: Friends and studymates networks combined (From one participated
school, Form 1 (Grade 7) only)
Network of Friends and Studymates
Friends and Studymates
Friends only
Studymates only
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Chapter 2
An Additive Model with Endogenous Network Formation
2.1 Introduction
In recent years, empirical research using network data is becoming popular due to
data availability. An increasing number of papers study social networks, networks
of organizations and networks of flow data. The characteristics of network data
create new challenges in econometrics. For instance, as traditional sampling designs
contaminate the information of the network structure, usual estimation methods are
biased (Chandrasekhar and Lewis, 2011; Kolaczyk, 2009). Chandrasekhar and Lewis
(2011) propose new estimators to correct for the problems caused by traditional
sampling.
The availability of network data sheds some light on the identification of economic
parameters. For instance, the seminal work by Manski (1993) discusses the reflection
problem of estimating peer effects in a linear-in-mean model. The endogenous peer
effects (effect of outcomes of my peers affect on my own outcome) can not be identified
unless we have additional information on peer groups. The reflection problem can
be solved by using social networks data (Bramoulle´ et al., 2009; Lee et al., 2010).
The insight of those works is to use the intransitivity in the network, i.e., there are
some friends of my friends, who are not my friends, as instruments of the endogenous
peer effects. Peer effects are identified under the assumption that the social network
formation is exogenous. In reality, this assumption of exogeneity may not be valid.
If people select their peers according to their preferences or characteristics then the
social network is endogenously formed. A study by sociologists (McPherson et al.,
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2001) suggests that people in social networks are homophilic: they are more likely
to associate with others who are like them. In other social networks, people can
be heterophilic. For example, people are gender heterophilic in heterosexual dating
network. In a professional partnership network, people may prefer partners with
different skills from themselves.
Recent work on social interaction models control for the network endogeneity
by explicitly modeling the selection process using a Bayesian approach (Goldsmith-
Pinkham and Imbens, 2013; Hsieh and Lee, 2014). This approach explicitly models
the network formation process by introducing common disturbances that affect both
the social network and the outcome variable. In order to control for endogeneity, we
need to specify the functional form of the relationship between network formation
and the outcome variable. In addition, we need to specify the prior distribution of
the common disturbances.
There is also a recent literature that focus on modeling the network formation
(Jackson, 2008; Chandrasekhar and Jackson, 2014; Christakis et al., 2010; Mele,
2013). These papers explore the determinants of the network formation and are the
basis for the social interaction models with endogenous network formation. Blume
et al. (2013) suggested the possibility of imposing parametric assumptions and using a
control function approach to correct network endogeneity. However, such a method
has not been implemented in the literature. A closely related work by Ioannides
and Zabel (2008) studied housing demand and the effect of neighborhood selection.
They allowed selection effects to appear up to the census tract level but not to the
neighborhood level (about ten neighbors), and assumed that the error has generalized
extreme value distribution. This chapter studies an additive model with peer effects
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and endogenous network formation. An example is the linear model,
Yi = X
′
iβ + εi (2.1)
where Yi is the outcome variable of interest, Xi is a vector of explanatory variables
and εi is an error term correlated with Xi. The vector Xi depend on a symmetric
network matrix A. The endogeneity of Xi is inherited from the network matrix. In
the context of a social network, A is the adjacency matrix. The i, j element of A is 1
if agent i and j are connected, otherwise it is zero. The endogenous variables Xi can
be the average characteristics of the friends of i and β is the peer effect of friends’
characteristics on Y or the number of friends. As one can select her own friends and
Xi is the average characteristics of friends, Xi and εi can be correlated.
We propose a novel identification strategy which uses the eigenvectors of the
network matrix as control variables to identify the parameters in equation (2.1) . We
show that the eigenvectors of the network matrix are valid control variables without
imposing any parametric assumption on the network formation. The network matrix
is assumed to be symmetric. The elements of the network matrix can take continuous
or discrete values. Although the identification result holds for models with additive
error, we focus on the linear model in this chapter because of its importance in
empirical research.
We will illustrate the economic interpretation of the eigenvectors using a subset
of the data from the first chapter. We select all the students from two classes and
figure 2.1 visualizes their friendship network. Each node in the figure represent one
student and there are 69 students from two grade-seven classes. The shape and color
of the node represent the class and gender of a student respectively. If two students
are friends, they are linked with an edge. Students are more likely to make friends
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with someone who are in the same class and/or have the same gender.
Figure 2.1: Friendship Network of 69 Students from two different classes
Suppose the true data generating process for the exam scores of the students is
scorei = γ0zi + γ1classi + γ2femalei + εi (2.2)
where εi ∼ N(0, 1) and zi ∼ N(0, 1).
In Figure 2.1, the friendship network does not play a role in the exam score or
there is no peer effect for the exam score. Suppose we have information about the
friendship network and zi but we do not observe the gender and class of the students.
We estimate the social interaction model proposed by Bramoulle´ et al. (2009), that
is
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scorei = αzi + βfriends− scoresi + ui (2.3)
We ran a simulation and found that the average estimate of β is 0.654 and the
standard error is 0.0751. The simulation suggests the researchers would find evidence
of peer effect. However, the friendship network does not play a role in the data
generating process of scores. The bias in the estimation is caused by omitting the
gender and class of students, which affecting both the exam scores and the friendship
formation of the students.
Figure 2.2 shows the friend network of the 69 students without showing the
information of gender and class. We can observe there are four clusters of students
in the figure. Students are more likely to connect with students who are in the
same cluster. If we are able to estimate the clusters from the friendship network,
the information of the clusters could be used as a control variable of the missing
variables (gender and class).
Later in this chapter, we will show that the eigenvectors of the adjacency matrix
of the friendship network contain the information of the clusters. For now, we just
graph the estimated clusters from the first four eigenvectors in Figure 2.3. In the
figure, the four different shaded areas represent four different clusters. Although
we do not know the relationship between the cluster, gender and class, the clusters
formed from the eigenvectors can predict the classification of gender and class pretty
well. The clusters misclassified 8 out of 69 students. If we run a simple regression of
gender (class) on the first four eigenvectors, the R2 of the regression is 95% (70%).
Therefore, including the first four eigenvectors did a similar job as controlling gender
and class in the social interaction model. The simulation results suggest that the
1A simulation with 500 replications
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Figure 2.2: Friendship Network of 69 Students
average estimates of β reduce from 0.654 to -0.002 once we include the first four
eigenvectors to the social interaction model.
To provide more intuitions about the identification strategy, note that the model
in (2.1), E(εi|A) is a valid control variable for the endogeneity of the network (Blume
et al., 2013). However, there are two difficulties in implementing the control variable
approach based on E(εi|A). First, the number of variables in the network matrix A
is much larger than N . The network matrix A is a symmetric matrix, so there are
N(N−1)
2
free elements in A. We have to find a way to reduce the dimensionality of
the network matrix. Imposing parametric assumptions can solve the problem. For
example, Ioannides and Zabel (2008) restrict the self-selection problem at the census
tract level but not at the neighborhood level. Agents endogenously choose which
census tract to live in but not who their neighbors are. The number of census tract
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Figure 2.3: Friendship Network of 69 Students and the estimated clusters from the
first four eigenvectors
levels is a fixed number smaller than N . Also, each agent can only live in one place,
therefore the dimensionality is no longer a concern.
Second, the effect of the elements of A in εi change with i, otherwise E(εi|A) is
a constant across i. For example, the effect of whether Agents 1 and 2 are friends
(A[1,2] = 1) on ε1 of Agent 1 should be different from the effect on ε3 of Agent 3. This
further increases the dimension of the problem of endogeneity since different agents
have different conditional expectation functions. The bottom line is that we need
to impose some structure on the network formation to restrict E(εi|A). We further
illustrate these difficulties with an example.
Example 1. Let N = 3, A ∈ {0, 1}N,N is a symmetric network matrix with 0 is in the
diagonal. A is defined by 3 elements (A[1,2], A[1,3], and A[2,3]). The number of possible
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values of the adjacency matrix A is given by 23 = 8. Define a = {1, 2, ..., 8} as the
state of the network (see Table 2.1 below). The conditional expectation of ε given a =
j for agent i is defined in Equation (1). It can be represented by 24 parameters (bj,i for
i = 1, 2, 3 and j = 1, 2, ..., 8). Table 2.1 lists the states of network, the corresponding
value of the network matrix and the corresponding conditional expectation of error
for each agent.
E(εi|a) =
8∑
j=1
1(a = j)bi,j
In this simple example, we only have 3 agents but the number of parameters in E(εi|a)
is 24. For any N > 2, the number of parameters is N ∗ 2N(N−1)/2 which is very large
relative to N .
Table 2.1: Possible combinations of adjacency matrix and the parameters of condi-
tional expectation of error
a A[1,2] A[1,3] A[2,3] Agent 1 Agent 2 Agent 3
1 0 0 0 b1,1 b1,2 b1,3
2 1 0 0 b2,1 b2,2 b2,3
3 0 1 0 b3,1 b3,2 b3,3
4 0 0 1 b4,1 b4,2 b4,3
5 1 1 0 b5,1 b5,2 b5,3
6 1 0 1 b6,1 b6,2 b6,3
7 0 1 1 b7,1 b7,2 b7,3
8 1 1 1 b8,1 b8,2 b8,3
The second difficulty can be solved by assuming that the model is invariant to
permutations of the observations. This assumption implies that the indexing of
observations does not carry any information of the model and is satisfied in most of
the empirical research with cross-sectional or panel data. Altonji and Matzkin (2005)
used a similar exchangeability condition to identify a model with nonseparable errors
and endogenous regressors; Menzel (2012) developed an asymptotic theory for a static
discrete game with exchangeable players.
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Under this assumption, we show that the eigenvectors of the network matrix are
valid control variables for the endogenous network matrix. The eigenvectors organize
the information in the network matrix for each agent so that the information is
invariant to permutation of agents. Each element in the eigenvectors is the “local
information” for each observation in the network matrix. Since the objective is
to construct control variables for εi, thus controlling for eigenvectors is sufficient
to remove the endogeneity problem. Besides that, the information of the network
matrix can be captured by a network fixed effect which make having an additive
error in the model is essential.
In general, the network matrix has N eigenvectors. The assumption of invari-
ance to permutations reduces the number of parameters to control from N(N−1)
2
to
N . However, it is still not possible to construct an estimator based on control vari-
ables. To deal with that we assume the endogeneity can be captured by a subset of
eigenvectors.
We develop a reduced form model of network formation that motivates this as-
sumption. In the model, the eigenvectors of the network matrix are the estimates of
latent factors in the network matrix. The model requires a smoothness conditions
but not any functional form or distributional assumption. We discuss two special
cases to interpret the latent factors. First, in multidimensional scaling (Cox and
Cox, 2010), the eigenvectors estimate the latent factors in a dissimilarity or distance
matrix. In the context of a social network, they can be interpreted as the latent
homophilic factors. Second, in stochastic block models (Holland et al., 1983) and
spectral clustering (Von Luxburg, 2007), the eigenvectors estimate the latent group
of each observation.
We propose an information criterion to select the number of eigenvectors to be
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included as control variables based on the method by Bai and Ng (2002) to select
eigenvectors in factor models. The intuition is as follows: if there are latent factors in
the network matrix, the elements in the same row (or column) of the network matrix
will be correlated. As consequence the largest eigenvalue is O(N). On the other
hand, if the errors in the network matrix are independent, the largest eigenvalues is
O(
√
N). Based on the differences in the rates of convergence, we can estimate the
number of eigenvectors to be included as control variables.
For simplicity, we assume that there is only 1 group of agents and the network
matrix is defined for every agents in the group. Everyone in the group can connect
with anyone else and all the entries of the network matrix are not missing. Although
it is possible to have more than 1 groups of agents, the asymptotic analysis does not
rely on a large number of groups. We adopt an asymptotic approximation where the
number agents in the group grows with the sample size.
The traditional sampling designs and estimation methods biased the estimates of
the model parameters as the information of the network structure is contaminated.
Chandrasekhar and Lewis (2011) show that even under random sampling, the data
still contain non-classical measurement error and therefore produce biased estimates.
In this chapter, we assume the samples are drawn with sampling designs that preserve
the information of the network structure, such as the Star Sampling or Snowball
Sampling (Kolaczyk, 2009). Thus the data do not have any measurement error.
As an empirical example, we apply the method to the data from the first chapter.
We estimate the effect of personality traits and cognitive abilities of students and
their peers on academic achievement. We estimate a linear-in-mean social interac-
tion model using three different methods. First, we use an estimator by Bramoulle´
et al. (2009) and Lee et al. (2010), which does not control for endogenous network
63
formation (exogenous model); second, we use the estimator proposed in this chapter,
which controls for endogenous network formation using eigenvectors (eigenvectors
approach); third, we use the estimator in the first chapter, which controls for en-
dogenous network formation using a Bayesian approach (Bayesian approach).
The cognitive ability of studymates and conscientiousness of friends positively
affect the mathematics exam score of a student. However, the effect of the cognitive
ability of friends or conscientiousness of studymates are insignificant. These estimates
are robust to three different methods. These results suggest that the peer effects
could be different for various social networks and the type of peers are not always
substitutable.
We found significant spillover effect of mathematics exam score from studymates
in the first method (exgoenous model).2 However, the effect vanish in the second
(eigenvectors approach) and the third method (Bayesian approach). The number of
studymates is positively affect the mathematics exam score of a student in the first
method (exgoenous model) and the third method (Bayesian approach). However,
the effect vanish in the second method (eigenvectors approach).
The Bayesian approach could correct the bias of the spillover effect of studymates
but not the bias of the number of studymates. This is because the functional form
or distributional assumption in the Bayesian approach may not be correctly spec-
ified and hence the model could not properly control for the endogenous network
formation. This suggests that the nonparametric method to control for endogenous
network formation could be essential.
The eigenvectors approach does not require any parametric assumption and is
easy to compute. Numerical methods for computing eigenvalues and eigenvectors are
2The mathematics exam score of a student is affected by the mathematics exam score of study-
mates would affect.
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well established (Saad, 2011). They can be obtained easily by computer software.3
On the contrary, the Bayesian method is much more computational intensive as it
has to estimate all the latent factors in the model.
The chapter is organized as follows: section 2.2 introduces the model, section 2.3
discusses the identification strategy, section 2.4 introduces the model for network
matrix and selection of eigenvectors, section 2.5 discusses the estimation, section
2.6 discusses simulation, section 2.7 presents the empirical result, and section 2.8
concludes.
2.2 Model
This chapter studies the following additively separable model,
Yi = g(Xi, Zi) + εi i = 1, . . . , N (2.4)
where Yi is the outcome variable of interest, Xi and Zi are vectors of observable
variables, and εi is an unobservable error term. The function g is unknown. The
random error εi is independent of Zi but may be correlated withXi, that is E(εi|Xi) 6=
0. For each agent i, there is a first stage model
Xi = Πi(A,Z, ζ), (2.5)
where A is an N ×N symmetric network matrix, Z includes the vector of Zi for all
the agents and ζ is an N × kζ matrix of unobservables that are mean independent
of εi for all i.
3The complexity of the eigenvalues problem is O(N3). It could be difficult to compute all
eigenvalues for very large matrix.
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The function Πi may be known or unknown. For example, if Xi is a deterministic
variables of A and Z, then Πi is known and ζ is zero.
Since Z and ζ are mean independent of εi, the endogeneity of Xi is caused by the
network matrix A. We assume that the network formation process is captured by
A = δ(Z,U), (2.6)
where U is a N ×N symmetric matrix of unobservable with zero diagonal elements,
δ(Z,U) is invertible in U . The disturbance U = δ−1(Z,A) is an N × N symmetric
matrix with diagonal elements of zero. The source of endogeneity of Xi is caused by
the correlation between U[i,j] and εi for all i 6= j.
Our objective is to identify g(Xi, Zi). We can also allow Z to be endogenous as
long as control variables exist for Z. However, the endogeneity of Z is not the focus
of this chapter, we will assume Z to be exogenous.
I will use a a linear-in-mean social interaction model to illustrate the model.
Example 2 (Social Interaction Model). In the study of peer effects and social in-
teractions, researchers are interested in two different types of peer effects, contextual
effect and endogenous effect (Manski, 1993). The contextual effect measures how the
exogenous characteristics of peers affect the outcome of an agent, and the endogenous
effect measures how the outcome of peers affect one’s outcome.4 The model is of the
form
Yi = Z
′
iβ1 +X
′
i
(
β2
β3
)
+ εi
Xi =
(
d−1i
∑
j
A[i,j]Z
′
j, d
−1
i
∑
j
A[i,j]Y
′
j
)′
4The endogenous effect is also known as the spillover effect.
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where Yi the outcome variable, Zi is a vector of exogenous regressors and the network
matrix A is an adjacency matrix that is a N × N symmetric matrix with 0 in the
diagonal elements. A[i,j] = 1 if agent i and j are connected in the social network,
otherwise 0. di =
∑
j A[i,j] is the degree of i, that is, the number of connections agent
i has in the social network. d−1i
∑
j A[i,j]Zj is the average characteristics of the peers
of agent i and d−1i
∑
j A[i,j]Yj is the average outcome of the peers of agent i. The con-
textual effect is captured by β2 as d
−1
i
∑
j A[i,j]Zj is the average characteristics of the
peers of agent i. Likewise, the endogenous effect is captured by β3 as d
−1
i
∑
j A[i,j]Yj
is the average outcome of the peers of agent i. For the sake of convenience, the model
can be written in matrix form
Y = Zβ1 +X
(
β2
β3
)
+ ε
X =
(
D−1AZ,D−1AY
)
where D = diag(d1, . . . , dn) is a diagonal matrix with element equal to d1, . . . , dN .
In this example, X is the average characteristics and the outcome of peers. They
depend on the adjacency matrix of the social network. Since X is a deterministic
variable of A and Z, ζ = 0. As the network matrix takes binary values, the reduced
form error in the network matrix is defined as
U[i,j] =

−P(A[i,j]|Zi, Zj) with probability 1− P(A[i,j]|Zi, Zj)
1− P(A[i,j]|Zi, Zj) with probability P(A[i,j]|Zi, Zj)
(2.7)
The seminal work by Manski (1993) discusses the reflection problem in estimating
the endogenous effect, showing that it is not possible to infer the endogenous effect if
the social group is the same for everyone. The problem can be interpreted as a problem
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of endogeneity where the average outcomes of the peers of agent i is correlated with
εi. This is because the peers of agent i are also affected by Yi and hence εi. A solution
to the reflection problem proposed by Bramoulle´ et al. (2009) and Lee et al. (2010) is
to use the intransitivity in a social network to identify the peer effects. They suggest
using the characteristics of peers’ of peers (D−1AD−1AX) as the instruments to
peers’ outcomes D−1AY . 5
In their setup, they assume the social network is exogenous to the outcome vari-
able. However, this assumption may not be valid since agents could select their own
peers. The error εi could be correlated with the characteristics or outcome of peers
of i. Hence, E(εi|Xi) 6= 0 and the estimator of β2 and β3 are biased.
Instead of social network, the network matrix can be an economics network. For
example, an ownership relation between banks.
Example 3 (Internal Capital Markets in Banking). In this example, A is defined
as the ownership relation between banks. Holod and Peek (2010) show that inter-
nal capital markets allow banks conglomerates overcome capital constraints faced by
subsidiary banks. Let
CapTransit = Z
′
itγ + CapitalRatioi,t−1β1 + εit, (2.8)
where the CapTransit is the banks’ capital transfer, Zit are exogenous variables that
affect the amount of capital transfer. Holod and Peek (2010) found evidence that β1
is negative, which indicates multibank holding companies overcome capital constraints
by transferring capital from banks with high capital ratio to banks with low capital
ratio. However, the ownership structure is the decision of the top shareholder of
5Let RFriends Y be the residual of regressing D
−1AY on D−1AD−1AZ. We can estimate the
endogenous effect by including RFriends Y as a control variable.
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the conglomerate. The observed ownership structure is a profit maximizing decision.
The characteristics of the banks are possibly correlated with the ownership structure.
Meanwhile, the ownership structure affects the cost of transferring capital from one
bank to another. It would be more costly for a Top Holder to transfer capital to a
subsidiary that is not directly owned by the Top Holder. As a result, the model may
subject to the endogeneity problem.
Other examples of economics network include the trade volume between countries,
or input-output tables for different industries. The last example is about proximity
based networks. The network matrix is defined as the distance or transportation
between two locations.
Example 4 (Distance Matrix and Spatial Model). If the observations are different
locations, the network matrix A can contain the distances between observations. In
this spatial model, the influence between observations depends on their distances. An
observation that is close has larger influence than an observation that is far. The
spatial model is similar to the social interaction model except that the network matrix
A is an N ×N symmetric matrix with zero in the diagonal and the bilateral distance
in the off diagonal.
The endogeneity of the distance matrix can be caused by common factors which
affect the outcome and the distance between two observations. In some cases, the
distance between two locations can be measured by the transportation time instead of
the geographical distance. Transportation time depends on other factors such as the
availability of public transport, availability of highways, and traffic conditions, which
might be correlated with the outcome variable.
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2.3 Identification
The source of endogeneity is the network matrix A. Since ζ and Z are exogenous
and Xi = Πi(A,Z, ζ), E(εi|Xi) = E(εi|A). If E(εi|A) were known, it could be used
to control variable. Therefore we can write
E(Yi|Xi, Zi, A) = g(Xi, Zi) + E(εi|A)
Blume et al. (2013) discuss the possibility of using a Heckman-type selection to
control for endogeneity. This correction requires parametric assumptions on the
unobservables of the outcome equation and network formation. Thus E(εi|A) can be
replaced by its estimates. When E(εi|A) is not known, the previous approach does
not work because E(εi|A) is not non-parametrically identified. In general, A is an
N × N symmetric matrix, there are 2N(N−1)2 possible values of the network matrix.
Since the number of possible combinations of the network matrix is much larger than
the sample size N , we have to impose restrictions to reduce the dimensionality of
the control variables. In addition, all agents are facing the same network, but the
network can have a different impacts on ε, i.e., E(εi|A) 6= E(εj|A) for i 6= j. We
need to impose some structure on the network matrix that allow us to combine the
information of all the agents to identify and estimate E(εi|A). The key assumption
for identification is that the model is invariant to any permutation of all agents. In
other words, the indexing of agents in the model does not carry any information and
it is arbitrary. This assumption reduces the dimension of the network matrix and
provides a natural structural for E(εi|A). We illustrate this point using a simple
network with 3 agents
Example 1 (continued). Note that even if we observe (ε1, ε2, ε3), we cannot identify
70
the parameters bi,j. It is not reasonable to assume each agent has the same conditional
expectation of the error given the state of the network. If that were the case, E(εi|a)
would be constant across agents, that is
E(ε1|a) = E(ε2|a) = E(ε3|a) =
8∑
j=1
1(a = j)bj (2.9)
This assumption rules out network endogeneity, but is counterintuitive. For example,
when a = 2, only agent 1 and agent 2 in the network are connected. It could be
reasonable to assume conditional expectation of error of agent 1 and agent 2 are the
same. However, it is hard to believe that agent 3 has the same conditional expectation
of error. This homegeneity assumption, however, might be more realistic for some
agents in some states of the network. For example, we can assume that E(ε3|a =
3) = E(ε3|a = 4) is agents 1 and 2 are interchangeable for agent 3. We can generalize
this observation by assuming the conditional expectation of error of i is invariant to
any permutations beside i of the row and column of the network matrix A. This
implies that a = 2 and a = 3 are indifferent to Agent 1. When a = 2, Agent 1 is only
connected with Agent 2, Agent 2 and Agent 3 are not connected. If we switch the
index of Agent 2 and Agent 3, then it would be exactly the same as a = 3. Therefore,
a = 2 and a = 3 are indifferent to Agent 1, that is, b2,1 = b3,1. Similarly, we have
(b6,1 = b7,1) for Agent 1; (b2,2 = b4,2) and (b5,2 = b7,2) for agent 2; (b3,3 = b4,3) and
(b5,3 = b6,3) for agent 3. This assumption restricts the number of parameters for each
agent from 8 to 6 and the total number of parameters from 24 to 18. In Table 2.2,
the parameters with the same values have the same background color.
This assumption also gives a natural way to map the corresponding state of the
network for each agent. The states of the network for an agent can be represented by
a combination of the number of connections she has (a1,i = {0, 1, 2}) and whether the
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Table 2.2: Parameters have the same value if they share the same color
a A[1,2] A[1,3] A[2,3] Agent 1 Agent 2 Agent 3
1 0 0 0 b1,1 b1,2 b1,3
2 1 0 0 b2,1 b2,2 b2,3
3 0 1 0 b3,1 b3,2 b3,3
4 0 0 1 b4,1 b4,2 b4,3
5 1 1 0 b5,1 b5,2 b5,3
6 1 0 1 b6,1 b6,2 b6,3
7 0 1 1 b7,1 b7,2 b7,3
8 1 1 1 b8,1 b8,2 b8,3
other two agents are connected (a2,i = {0, 1}). Both a1,i and a2,i are independent of
the ordering of the agents other than i. For example, when an agent has 2 connections
and the other 2 agents are not connected, it would be a = 5 for Agent 1, a = 6 for
Agent 2 and a = 7 for Agent 3. Table 2.3 lists the mappings for other states of the
network.
With the new definition of the states of network, we can assume all agents have the
same conditional expectation of error, given a1,i and a2,i. The number of parameters
is reduced from 6 × 3 = 24 to 6 parameters (b1, · · · , b6); that are listed in the last
column of table 2.3.
We can further reduce the number of parameters by summarizing the information
of a1,i and a2,i into a network fixed effect. Define 3a¯ ≡ (A[1,2] + A[1,3] + A[2,3]) which
is the total number of connections in the network. Notice that a1,i + a2,i = 3a¯ for
i = 1, 2, 3. We can replace the information of a1,i by 3a¯, since a1,i = 3a¯− a2,i. The
conditional expectation of error can be represented by a2,i and a network fixed effect
3a¯.
E(εi|A) = E(εi|3a¯, a2,i) (2.10)
As 3a¯ is a constant for all agents, we can write E(εi|3a¯, a2,i) = fa¯(a2,i) for i = 1, 2, 3.
By assuming the conditional expectation of error is invariant to any permutations
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and all agents have the same conditional expectation of error given a1,i and a2,i, the
number of parameters reduce to estimate from 24 to 2, which is smaller than sample
size N = 3.
Table 2.3: Parameter reduction by symmetricity and homogeneous conditional ex-
pectation of error
State of network (a) Parameters New
a1,i a2,i Agent 1 Agent 2 Agent 3 Agent 1 Agent 2 Agent 3 parameters
0 0 1 1 1 b1,1 b1,2 b1,3 b1
1 0 2, 3 2, 4 3, 4 b2,1, b3,1 b2,2, b4,2 b3,3 ,b4,3 b2
2 0 5 6 7 b5,1 b6,2 b7,3 b3
0 1 4 3 2 b4,1 b3,2 b2,3 b4
1 1 6, 7 5, 7 5, 6 b6,1, b7,1 b5,2, b7,2 b5,3 ,b6,3 b5
2 1 8 8 8 b8,1 b8,2 b8,3 b6
When N = 4, the number of parameters would be 2
N(N−1)
2 × 4 = 256. These
arguments still applies to reduce the dimensionality of the parameters. However, it
quickly become very cumbersome to manually solve the problem when N > 3.
2.3.1 Invariance to permutations
Invariance to permutations of the observations means that if we change the indexing
of the observations, nothing will change except for the indexing of the variables and
error. This implies that the indexes of the observations does not carry any informa-
tion. If this condition fails, the researchers have to decide what indexing should be
used. In cross-sectional data, the indexing of the observations usually does not play
any role and the researchers arbitrarily choose the indexing. This condition is im-
plicitly assumed in most papers that involve network data. In economics, changing
the indexing of the observations, switches the order of rows of the data matrix X and
the outcome variable Y . For the network matrix, changing the indexing changes not
only the order of rows but also the order of columns has to be changed. Invariance
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to permutations aim to reduce the dimensionality of the information in the network
matrix.
Definition 1. A permutations matrix is a square matrix that has one and only one
element equals 1 for each row and column; the rest of the elements are 0.
Example 5. Let Q =

0 0 1
0 1 0
1 0 0
 be a permutation matrix that switches the index
1 and 3. Then QA equals to a matrix that switches the first and third rows of A.
Similarly, AQ
′
equals to a matrix that switches the first and third columns of A and
QAQ
′
equals to a matrix that switches the first and third rows and columns of A.
Assumption 2.3.1 (Invariance to permutations). For any n×n permutation matrix
Q and the corresponding permutation of the indexes q(1), · · · , q(N) (Q[i,j] = 1 if and
only if q(i) = j, otherwise 0.)
Xi = Πi(A,Z, ζ) = Πq−1(i)(QAQ
′
, QZ,Qζ) = X˜q−1(i) (2.11)
εi = ε˜q−1(i) (2.12)
where X˜ and ε˜ are the corresponding X and ε after applying the permutations
Q.
Equations (2.11) and (2.12) assume that the values of Xi and εi will be the same
as X˜q−1(i) and ε˜iq−1(i) under any permutation of the indexes, where q
−1(i) is the new
index for agent i. Permutations of the network matrix and the data will only affect
the indexing, but not the value of X and ε. It will be similar for ε.
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Since U = δ−1(Z,A), we can reparameterize the function Πi as
Xi = Πi(A,Z, ζ) = pii(U,Z, ζ) (2.13)
Let Qi be any permutation matrix that do not change the position of i. Equation
(2.11) implies
Xi = pii(QiUQ
′
i, QiZ,Qiζ) (2.14)
= pii(QiV Λ(QiV )
′
, QiZ,Qiζ)
where U = V ΛV
′
, V is a matrix of eigenvectors of U , and Λ = diag(λ1, . . . , λr) is
a diagonal matrix with the corresponding eigenvalues. Without loss of generality,
assume |λ1| ≥ |λ2|, . . . ,≥ |λN |. The spectral decomposition of U suggests that
permuting the rows and columns of U are the same as permuting the rows of the
eigenvectors of U . Thus, pii can be reparameterize as
Xi = pi
′
i(Vi, Zi, ζi, QV,Λ, QZ,Qζ) (2.15)
Since permutations of agents will only affect the index but not the value of X,
the function pi
′
i are the same for different i,
Xi = pi
′
(Vi, Zi, ζi, QV,Λ, QZ,Qζ) (2.16)
Equation (2.16) holds for any permutation matrix Q. By the fundamental the-
orem of symmetric function, the last four terms in Equation (2.16) can be written
as the network fixed effects α. The fundamental theorem of symmetric functions
implies QV can be represented by
∑
j V
1
[j,1], . . . ,
∑
j V
N
[j,1], . . . ,
∑
j V
1
[j,N ] . . . ,
∑
j V
N
[j,N ]
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which are the same for every agent in the network. It will be similar for QZ, Qζ,
and all the interaction terms. The function Π can be reparametrized as
Xi = Π(Vi, Zi, ζi, α) (2.17)
The representation in Equation (2.17) no longer depends on the indexing of other
agents (beside i). In addition, function Π is the same for every agent.
2.3.2 Control variables
In this section, we show that the eigenvectors of the network matrix are control
variables for the endogeneity of network. Throughout the discussion, we assume the
network matrix is the only source of endogeneity, that is, Zi and ζi are exogenous.
We can extent the analysis to the case that Z is endogenous, provided that we have
a control variable for Z.
Assumption 2.3.2 (Independence). The error εi is independent of Zi and ζi.
εi ⊥ Zi, ζi (2.18)
where ⊥ stoachastic independence
Theorem 2.3.1. Suppose Assumption (2.3.1) and (2.3.2) hold, then Xi is indepen-
dent of εi conditional on the eigenvectors Vi and the networks fixed effect α, that is
Xi ⊥ εi|Vi, α
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A direct implication of Theorem (2.3.1) is
E(εi|Xi, Vi, α) =
∫
εdFε|X,V,α(ε|Xi, Vi, α)
=
∫
εdFε|v,α(ε|Vi, α)
= E(εi|Vi, α)
As α is constant for all i
E(Y |Xi, Zi, Vi, α) = g(Xi, Zi) + E(εi|Vi, α) (2.19)
E(Y |Xi, Zi, Vi) = g(Xi, Zi) + f(Vi)
where f(Vi) = E(εi|Vi) = E(E(εi|Vi, α)|Vi). The conditional density of the error can
also be written as a function of the eigenvectors and some fixed network characteris-
tics α. The eigenvectors capture the individual relationship between ε and x, while
the α are network fixed effects.
2.3.3 Dimension Reduction
The number of eigenvectors of U with non-zero eigenvalues is equal to the rank of U
that can be as high as N . The model can not control for all of the eigenvectors of the
network matrix because we only have N observations. Further restriction is needed
on the number of eigenvectors that are relevant. The endogeneity problem implies
that εi and U[i,j] for all j are correlated. The objective is to separate the information
of εi from U[i,j] for all j. Suppose εi affects U[i,j] for all j, then the U[i,j] and U[i,k]
for any j 6= k 6= i are dependent. The consequence of such dependence is that the
largest eigenvalue of U is Op(N). However, if the elements of U[i,j] are independent
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and E(U[i,j] = 0), the largest eigenvalue is of smaller order.
Example 6 (Outer product of a vector). Suppose U is the outer product of a N ×
1vector x, that is, U = xx
′
and x
′
x = σ2. Elements in the same row of U are
dependent because there is a common terms between U[i,j] = xixj and U[i,k] = xixk
for any i, j, k. The rank of U is one and has one non-zero eigenvalue. The largest
eigenvalue is σ2N = Op(N).
Example 7. When U[i,j] is i.i.d. with mean 0, variance σ
2, and finite fourth moment,
the limit of the largest eigenvalue of 1√
N
U is 2σ, that is, the largest eigenvalue is
Op(
√
N)
This observation suggests a method to select eigenvectors. Eigenvectors with
eigenvalues of order Op(N) capture information about the correlation between U[i,j]
for all j. Meanwhile, eigenvectors with eigenvalues that are Op(
√
N) are random
noise. Unfortunately, it is not sufficient to assume that only sN eigenvalues have
convergent rate slower than Op(
√
N) and only control for the first sN eigenvectors.
Consider εi = N
−1∑
j U[i,j], where U[i,j] are i.i.d random variables. Obviously εi and
U[i,j] are correlated, but U[i,j] and U[i,k] are not. In this case, the largest eigenvalues
of U are Op(
√
N) and all the eigenvectors are correlated with εi. The effect of each
eigenvector of U on εi is decreasing as N increases.
Let |λU,1| ≥ |λU,1| . . . ≥ |λU,N | be the eigenvalues of U
Assumption 2.3.3 (approximate sparsity). There exists sN such that λU,sN =
Op(N) and 1√
N
λU,j → ∞ for j = 1, . . . , sN , where sN < N and sN = o(N). As
N →∞,
fε|v,w,α(εi|Vi, α) = fε|w,α(εi|V sNi , α) (2.20)
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where V sNi is the i-th row of the first sN eigenvectors. This assumption imposes that
only the first sN eigenvectors of U can be related to the εi.
With Assumption (2.3.3), we can write Equation (2.20) as
E(Y |Xi, Vi) = E(Y |Xi, V sNi )
= g(Xi, Zi) + fα(V
sN
i ) (2.21)
Assumption 2.3.4. If fx,z,v(x, z, v) > 0 then fx,z,v(x
′
, z
′
, v) > 0 for all x
′
and z
′
in
a neighborhood of x and z.
This assumption ensures that X and Z are not a constant conditional on the
eigenvectors. The existence of instruments to the network matrix would imply this
assumption.
2.3.4 Identification of model with additive error
Theorem 2.3.2. Suppose Assumptions (2.3.1)-(2.3.4) hold and g(x, z) is differen-
tiable with respect to (x, z), then g(x, z) is identified up to a constant.
I consider now the case where g(x, z) is a linear function. Then,
E(Yi|Xi, Zi, V sNi ) = X
′
iβx + Z
′
iβz + fα(V
sN
i ) (2.22)
Corollary 2.3.1. Suppose Assumptions (2.3.1)-(2.3.4), then βx, βz are identified.
Theorem 2.3.2 and Corollary 2.3.1 state that once we include the eigenvectors as
control variables into the model, we can estimate the model as if there is no selection
or endogeneity problem. Notice that if we have more than one group of agents, we
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have to control the eigenvectors of the network matrix for each group separately.
This is because the network fixed effect α is part of the control function.
2.4 Models for network formation
There is a growing literature on network formation in economics, for example Mele
(2013); Christakis et al. (2010); Chandrasekhar and Jackson (2014); Jackson (2005,
2008); Jackson et al. (2008). In statistics literature, there are various models for
network graphs, for example the Watts-Strogatz Model, Exponential Random Graph
Model, Erdo˝s-Ro´nyi Model, Stochastic Block Model, etc. (Kolaczyk, 2009). Since
network formation is not the main concern of this chapter, we assume a consistent
estimate of δ exists and
Uˆ = δˆ−1(Z,A) (2.23)
In the previous section, we showed that the eigenvectors of U are control variables
for network endogeneity. Assumption (2.3.3) restricted the number of eigenvectors
that are correlated with ε to sN . In this section, we propose a simple reduced form
model of network formation to motivate assumption (2.3.3). We also discuss the
information carried by the eigenvectors and its economic interpretation.
Consider the following model
U[i,j] = hη(ηi, ηj) + ξ[i,j] (2.24)
where hη(ηi, ηj) is a symmetric and smooth function, ηi is an sN × 1 vector of latent
factors for agent i and ξ[i,j] is an error term that is independent of εi. For simplicity,
we set sN = 1. The reduced form error U[i,j] is driven by the latent factors ηi and ηj
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through the function hη and a random error ξ[i,j] which is independent of εi.
The source of the endogeneity is the latent factors ηi. They affect both the
network formation and the outcome. In the example of peer effects of students, ηi can
be the preference for mathematics of student i. The homophily principle (McPherson
et al., 2001) suggests that students with similar preferences are more likely to be
friends. Also, it is likely that student’s preference for mathematics is correlated with
her mathematics exam score.Accordingly, the peer effects on mathematics exam score
are overestimated. ηi can be the preference for mathematics of student i, it is likely
that student’s preference for mathematics is correlated with her exam score. On
the other hand, students with similar preference are more likely to be friends. As a
result, we may over estimate the peer effect on mathematics exam score.
To control for the endogeneity problem, we can estimate η from the matrix U and
include it as control variable in the outcome equation. The estimates of η happen
to be the eigenvectors of U . Under some restrictions on the dimension of the latent
factors and a smoothness assumption on hη, we will show that the eigenvectors
of U consistently estimate the orthogonal polynomial of η. Also, we propose an
information criterion to choose the number of eigenvectors to be used as control
variables.
The intuition for the selection of eigenvectors as follows. The existence of η
implies that the elements in each row of U are correlated, as U[i,j] for all j = 1, ..., N
depend on ηi. This correlation implies that the largest eigenvalue of U is Op(N).
However, if the latent factors η do not affect U and ξ are i.i.d (sufficient but not
necessary), then the largest eigenvalue is only Op(
√
N). Using the difference in the
convergence rate of the eigenvalues, we could choose the eigenvectors which capture
the latent factors.
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In the machine learning, data mining, and statistics literature, the eigenvalues and
eigenvectors of a matrix play an important role in nonlinear dimensionality reduc-
tion of data. They contain local information about the corresponding observations:
the information we are looking for.6 For example, factor analysis is a well known
methodology which uses the eigenvectors of the covariance matrix to estimate the
latent factors. Other examples of such methodologies include multidimensional scal-
ing (Cox and Cox, 2010), spectral clustering (Ng et al., 2002; Von Luxburg, 2007),
eigenmaps (Belkin and Niyogi, 2003), locally-linear embedding (Roweis and Saul,
2000), etc.
We will discuss two important special cases of the general setup and provide some
economic intuitions of the model.
2.4.1 Multidimensional Scaling
Suppose we observe a matrix of dissimilarity measures U[i,j] of object i and j. Multi-
dimensional scaling (MDS) searches for a low dimensional space of data to represent
the N × N dissimilarity measures. The classical scaling assumes the dissimilarity
measures are the Euclidean distance of two objects.7 For instance,
U[i,j] =
sN∑
`=1
(ηi,` − ηj,`)2γ` + ξ[i,j] (2.25)
where ηi are an sN × 1 vector of unobserved characteristics of object i. Let η =
(η
′
1, ..., η
′
N)
′
and the inner product of η be normalized to an identity matrix. The
dissimilarity measures are (ηi,` − ηj,`)2 for ` = 1, ..., sN . The coefficient γ` captures
6For each observation, we are looking for information that is related with E(εi|U).
7Also known as principal coordinates analysis.
82
the weights for dissimilarity measures. In the context of a social network, U[i,j]
measures how proximity between two agents. If the coefficient for the corresponding
dissimilarity measure is negative, the latent factor is homophilic. For example, people
with similar characteristics are more likely to be friends, or have larger value of U[i,j].
On the other hand, if the weights of the latent factors are negative, the latent factors
are heterophilic. For example, heterosexual people with different genders are more
likely to date or marry. Another example is that people may tend to look for people
with different skill sets to be their partners or coauthors. In the context of a trading
network (trade volume matrix), ηi are latent characteristics of country i and U[i,j]
are the trade volume between country i and j in the the gravity model of trade.
To estimate η, it is convenient to rewrite Equation (2.25) in vector form
U = η0Γη2 + η0Γη2 − 2η1Γη1 + ξ (2.26)
where ηk is a n × 1 vector with elements equal η to the power k and η0 is just a
vector of ones. Taking out the columns’ mean and rows’ mean of the matrix U gives
us
−1
2
JUJ = ηΓη
′ − 1
2
JξJ ≡ B (2.27)
where J = I − N−11N1′N . Without loss generality, we can assume
∑
i ηi = 0 and∑
j ui,j =
∑
i ui,j = 0. Suppose we observe ηΓη
′
, it is clear that the eigenvectors of
ηΓη
′
and η are in the same linear subspace. More precisely, the eigenvectors of ηΓη
′
identify η up to a rotation matrix.
The observed matrix 1
2
JUJ , however, contains the random error −1
2
JξJ . To
obtain an estimator of η, we choose η to minimize the sum of square residual which
is defined by
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Tr(B − xx′)2 =
∑
i 6=j
(Bi,j − xix′i)2
=
∑
i 6=j
(ηiηj − xixj + ξ[i,j])2
=
∑
i 6=j
(ξˆ[i,j])
2 (2.28)
and in matrix form,
min
x∈Rk,x′ixj=0
Tr
(
B − xx′
)2
= min
x∈Rk,x′ixj=0
Tr
(
BB −Bxx′ − xx′B + xx′xx′
)
(2.29)
The first order condition is
Bx = xx
′
x ≡ xΛx (2.30)
The solutions are the eigenvectors of B. Substitute Bx back to the objective function,
and we have Tr(BB)−TrΛ2x. Therefore the solution is given by the first k eigenvectors
of B, where the eigenvectors are ordered by the absolute value of eigenvalues. Let ηˆ
be the first k eigenvectors of B with ηˆ
′
ηˆ = IN and Λ be the corresponding eigenvalues.
The solution is ηˆΛ1/2 and η is identified up to a rotation matrix.
In general, the rank of B would be N . However, only the first sN = k eigenvalues
of B 1√
N
are unbounded in probability, as all of the eigenvalues of ξ√
N
are bounded
in probability and the rank of ηΓη
′
is k. Later, we will show that the first 3k
eigenvectors of U would also identify η. Letting sN = 3k, Equation (2.25) satisfy
Assumption (2.3.3).
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2.4.2 Stochastic block model and spectral clustering
An alternative specification for a binary network matrix is the stochastic block model
(SBM). Holland et al. (1983) propose the SBM for a social network where agents are
clustered into groups. In the SBM, each agent belongs to one and only one latent
group and the probability of having a connection with another agent depends on the
latent group of both agents.
Let gi = {1, . . . , s} be the label of the group that agent i belongs to. Let G ∈
{0, 1}n×s with G[i,j] = 1 if agent i belongs to group j; and otherwise G[i,j] = 0.
P ∈ [0, 1]s×s is a symmetric matrix where P[i,j] denotes the probability of an agent
in group i having a connection with an agent in group j, A ∈ {0, 1}n×n and ∆[i,j] =
δ(Zi, Zj). The probability distribution of A conditional on G is
P(A|G) = GPG′ + ∆ (2.31)
or
U = A− P(A|G) (2.32)
Since P is symmetric and of rank ≤ s, the spectral decomposition of P gives
us GPG
′
= (GVP )ΛP (GVP )
′
. Therefore, the eigenvectors of GPG
′
contains the
information of GVP . The grouping G can be recovered by applying k-mean clustering
on the eigenvectors of GPG
′
. Later we will show that under some restrictions on ξ,
then first s eigenvectors converge to the eigenvectors of GPG
′
.
Each latent group may have a fixed effect on the outcome. Let γ be the fixed
effect of different groups, then
E(εi|Z,A,G) = Gγ (2.33)
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For example, in the context of a social network the latent group can be the college
where the agents obtained their degrees. If agents attend the same college, it is more
likely that they are connected. On the other hand, there may be a college fixed
effect on an outcome variable, such job opportunities. If researchers are interested
in whether a well connected agent has better job opportunities, then the college that
the agent graduated from could be an important confounding factor. If an agent
graduated from a top university, she should be better connected with student from
the same university. Without controlling for university where the agents obtained
their degrees, we can not distinguish between a network effect and a school fixed
effect.
There are many methods to estimate the stochastic block model. The discrete
nature of the grouping complicates estimation when N and s are large. One conve-
nient method to estimate the stochastic block model is spectral clustering (Ng et al.,
2002; Rohe et al., 2011; Von Luxburg, 2007; Zhao et al., 2012; Jin et al., 2015; Qin
and Rohe, 2013). This method consists of computing the first s eigenvectors of the
Laplacian matrix of A and then apply k-mean clustering to the first s eigenvectors
to obtain an estimate of the latent groups.8 The purpose of using Laplacian matrix
in spectral clustering is to neutralize the effect of degree heterogeneity of agents and
to give a better estimate of grouping. However, the degree heterogeneity of agents
could be the source of endogeneity and we do not want to remove such an effect from
the grouping.
8The Laplacian matrix is defined as L = D − A where D is a diagonal matrix with elements
equal to the degree of each agent and the normalized Laplacian matrix is I −D1/2AD1/2.
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2.4.3 General Setup
We can write Equation (2.25) into matrix form
U = H(η) + ξ (2.34)
where H(η)[i,j] = hη(ηi, ηj). Since hη(ηi, ηj) is a smooth function, it can be approxi-
mated by an orthogonal polynomial of ηi and ηj such as
hη(ηi, ηj) =
∑
`1≥`2
η`1i η
`2
j φ`1,`2 (2.35)
Then U can be written in a matrix form using the orthogonal polynomial in above
equation.
U =
∑
`1≥`2
(η`1(η`2)
′
+ η`2(η`1)
′
)φ`1,`2 + ξ (2.36)
where η` = (η`1, η
`
2, · · · , η`N) is the `-th order orthogonal polynomial of η. Note that
η`1(η`2)
′
+ η`2(η`1)
′
can be written as a linear combination of η`1(η`1)
′
and η`2(η`2)
′
and the above equation can be written as
U =
∑
`
η`(η`)
′
φ` + ξ (2.37)
Lemma 2.4.1. For any N × 1 vectors x and y with norm equal to 1 and x′y = 0,
a1xx
′
+ a2yy
′
+ a3(xy
′
+ yx
′
) can be written as a linear combination of xx
′
and yy
′
We can reorder the orthogonal polynomial by the size of the coefficient and define
HsN =
∑sN
i=1 η
`(i)(η`(i))
′
φ`(i) be the approximation of sNorthogonal polynomial, where
|φ`(1)| ≥ |φ`(2)| ≥ · · · ≥ |φ`(N)| andRsN =
∑∞
i=sN+1
η`(i)(η`(i))
′
. Then, U can be written
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as
U =
sN∑
i=1
η`(i)(η`(i))
′
φ`(i) +R
sN + ξ
Assumption 2.3.3 restricts the approximation of hη with orthogonal polynomial has
to be good enough so that ‖RsN‖F → 0 as N → ∞, where ‖‖F is the Frobenius
norm of a matrix. The first sN eigenvectors of U are estimates of η
`(1), · · · , η`(s) as
in Equation (2.30). These latent factors are identified up to rotation. They can be
interpreted as the principal components (with weights) of the orthogonal polynomial
of the latent factor.
If ηi = (ηi,1, . . . , ηi,k)
′
is a k×1 vector, the Taylor expansion not only involves the
orthogonal polynomial for each of ηi,1, . . . , ηi,k but also their interaction terms, that
is η`1i,1× . . .× η`ki,k for any `1, . . . , `k ∈ N. Multivariate orthogonal polynomials can be
used for the Taylor expansion for hη(ηi, ηj) (Okounkov, 1996). The eigenvectors of
U estimate the first sN of the multivariate orthogonal polynomials.
Example 8. Classical scaling is a special case of Equation (2.24) by defining
hη(ηi, ηj) = (ηi − ηj)2. In matrix form
U = η0η2 + η0η2 − 2η1η1 + ξ (2.38)
Hence, the first 3 eigenvectors of U identify the η0, η1, η2 up to a rotation matrix.
2.4.4 Consistency of the latent factors
Assumption 2.4.1. The absolute value of the largest eigenvalue of ξ is Op(
√
N).
Assumption 2.4.2. The absolute value of the first sN eigenvalues of
1√
N
HsN is
unbounded in probability and Op(
√
N)
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Assumption 2.4.3. ‖RsN‖F = op(1).
Assumption (2.4.1) restricts the dependence between the elements in ξ. For ex-
ample, if the elements in ξ are independent and have finite fourth moment, then
the largest eigenvalue is Op(
√
N) (Lata la, 2005). For random matrices with depen-
dent entries, de Monvel et al. (1999) show the result if the elements are Gaussian
weakly dependent random variables; Chen and Christensen (2013) show the result by
modeling the dependence with a β-mixing sequence; Chakrabarty et al. (2013) allow
the dependence to be generated by a linear random field with heavy tailed noise;
Schenker and Schulz-Baldes (2005) prove the Wigner’s theorem of a random matrix
with number of dependent entries is o(N2), which implies Assumption (2.4.1); Friesen
and Lo¨we (2013) prove the Wigner’s theorem for random matrix with independent
diagonals.
Assumption (2.4.2) requires the eigenvalues of HsN are large enough to be distin-
guished from random error. In other words, the correlation between elements of the
network matrix caused by the latent factors has to be strong enough. Assumption
(2.4.3), requires that the approximation error ‖RsN‖F goes to zero as sN increases.
Theorem 2.4.1. Under assumption (2.4.1), (2.4.2) and (2.4.3) , the first sN eigen-
vectors of U identify the first sN eigenvectors of H
sN up to a rotation matrix Ro =
V
′
H,sN
VU,sN
||VU,sN − VH,sNRo||2F = Tr
(
IsN − V
′
U,sN
VH,sNV
′
H,sN
VU,sN
)
= Op
(
1√
N
)
Theorem 2.4.1 show that the first sN eigenvectors of U can consistently estimate
the first sN eigenvectors of H. This result rely on the assumption that the first sN
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eigenvalue for H are large enough to dominate the random noise from ξ and the
approximation error RsN . The result relies on the number of eigenvectors sN so that
‖RsN‖F = op(1) is known. In the next section, we propose an information criterion
to estimate sN consistently.
2.4.5 Selection of eigenvectors
The selection rule relies on the difference between the convergent rate of the eigenval-
ues of H and ξ. The first sN eigenvalues of H have a convergent rate of Op(N), but
the largest eigenvalue of the random error ξ is only Op(
√
N). The spectral decompo-
sition of U gives
∑N
i λU,iVU,iV
′
U,i. If the first k < sN eigenvectors and eigenvalues are
removed from U , some information of H remains in U and the largest eigenvalue of
the residual is Op(N). However, if the first k ≥ sN eigenvectors and eigenvalues are
removed from U , the largest eigenvalues of the residual is Op(
√
N). This is because
the largest eigenvalue of the random error ξ is Op(
√
N). Therefore, a penalty term
with convergent rate between Op(
√
N) and Op(N) is needed to consistently estimate
sN .
Following Bai and Ng (2002), we propose an information criterion for choosing
of the eigenvectors. Define the sum of square residuals of U when k eigenvectors are
selected
ˆSSR(k) = N−2
N∑
i=1
|λU,i|2 −N−2
k∑
i=1
|λU,i|2 = N−2
N∑
i=k+1
|λU,i|2
Similarly, if we observe H then the sum of square residuals of U is
SSR(k) = N−2
N∑
i=1
|λU,i|2 −N−2
k∑
i=1
|λH,i|2
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By Lemma (B.5.1), ˆSSR(k)− SSR(k) = Op(N−1)
We are looking for a criterion function
C(k) = ˆSSR(k) + kσ2h(N)
so that kˆ1 = arg mink∈{1,...,kmax}C(k) can consistently estimate sN in assumption
(2.4.2) and (2.4.3). There are two nuisance parameters in the criterion function,
σ2 = N−1
∑
i,j V ar(ξ[i,j]) and kmax is the maximum value of sN . Assume they are
known to the researchers.
Theorem 2.4.2. Suppose assumption (2.4.1), (2.4.2) and (2.4.3) hold, h(N) = o(1)
and Nh(N)→∞, then limN→∞ P(kˆ − sN = 0) = 1
Theorem (2.4.2) suggests that the penalty h(N) has go to 0 at slower rate than
N . For example h(N) = log(N)/N , then kˆ1 can consistently estimate sN .
The nuisance parameters kmax and σ2 can be removed by taking log to the sum
of square residual. The difference of SSR(k1) and SSR(k2) depends on the variance
of the elements of ξ and a fixed value of kmax is needed to ensure the difference
is bounded. However, the difference of log(SSR(k1)) and log(SSR(k2)) is equal to
log(SSR(k1)/SSR(k2)). The kmax no longer necessary as the order of magnitude
cancel out. Likewise the σ2 cancel out.
Let
IC(k) = log( ˆSSR(k)) + kh(N)
and kˆ2 = arg mink∈{1,...,N} IC(k)
Corollary 2.4.1. Suppose assumption (2.4.1), (2.4.2) and (2.4.3) hold, h(N) = o(1)
and Nh(N)→∞, then limN→∞ P(kˆ2 − sN = 0) = 1
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2.5 Estimation
For the estimation of nonparametric model with additive error, one can use the esti-
mator proposed by Newey et al. (1999). Their estimator is a two-step nonparametric
estimator for a triangular simultaneous equation model. For simplicity, we assume
the model is linear
Yi = (X
′
i , Z
′
i)β + εi
Xi = Πi(A,Z, ζ)
A[i,j] = δ(Zi, Zj, U[i,j])
U = H + ξ
Let Uˆ be a consistent estimator of U , sˆ = arg mink IC(k), V
Uˆ
sˆ be the first sˆ
eigenvectors of Uˆ . We consider a partial linear model implied by theorem (2.3.2)
Yi = (X
′
i , Z
′
i)β + f(V
Uˆ
sˆ ) + εi (2.39)
The estimator of β is given by
βˆ = (X˜
′
X˜)−1(X˜
′
Y ) (2.40)
where X˜ = (I−P `Vsˆ)(X,Z), P `Vsˆ is the projection matrix of ` order polynomial of Vsˆ.
The restriction on ` follow Newey (1997).
Theorem 2.5.1. Suppose assumptions (2.3.1), (2.3.2), (2.3.4), (2.4.1), (2.4.2) and
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(2.4.3) hold,
βˆ − β = op(1) (2.41)
Assumption 2.5.1. Suppose assumption (2.3.1), (2.3.2), (2.3.4), (2.4.1) , (2.4.2)
and (2.4.3) hold and:
1. Each element in X˜ is bounded;
2. limN→∞ E(X˜
′
X˜) = ΣX˜ is a finite and nonsingular matrix;
3. limN→∞ E(N−1(εX˜)
′
(εX˜)) = ΣεX˜ is a finite and nonsingular matrix;
4. E(ε) = 0, E(|ε|4+δ) < c <∞
Assumption (2.3.4) guarantee X˜
′
X˜ is non-singular. Since the eigenvectors of U are
normalized with norm equal to 1, the elements of X˜ are bounded.
Theorem 2.5.2.
√
N(βˆ − β)→ N(0,Σ−1
X˜
Σε,X˜Σ
−1
X˜
) (2.42)
2.6 Simulation
2.6.1 Design
The data generating process of the simulation is
Y = Xβ + ρη + 
X = D−1AZ
A[i,j] = h(ηi, ηj) + ξi,j (2.43)
where D[i,i] =
∑
j A[i,j] for all i, i, ξ[i,j] and Zi are drawn from i.i.d. standard normal
distribution. We considered four different function forms for h(ηi, ηj): ‖(ηi − ηj)2‖1,
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‖|ηi − ηj|‖1, ‖(ηi + ηj)‖1 and ‖(ηi · ηj)‖1. The dimension of ηi is either 1 or 2. The
distribution of the latent factors η includes N(1, 1) and a χ2 distribution with degree
of freedom 1. The parameter ρ controls the strength of the endogeneity. Throughout
the simulation, the value of ρ is 10. We tired different values of ρ in the simulation
which is not shown in this chapter. when ρ increases, the bias of the OLS estimator
increases but the proposed estimator remains unbiased.
The sample size is equal to 100 and 200 in the simulation. In order to avoid the
curse of dimensionality, we restricted the maximum number of eigenvectors to be
included as control variables to 10. Besides the selected eigenvectors, the second and
third polynomial of then are also included as control variables.
For the network matrix A, if the elements take continuous values, then it is defined
as Equation 2.43. If the elements take binary value, then
A∗[i,j] = h(ηi, ηj) + ξi,j
A[i,j] = 1(A
∗
[i,j] > qA∗,τ ) (2.44)
where qA∗,τ is the τ quantile of the values of A. The value of τ is selected so that,
on average each observations have 10 connections.
Since the distribution of η and the function h(ηi, ηj) change across specification,
it is difficult to compare across different simulation. We normalized the variance of
h(ηi, ηj) and X to one.
We considered two estimation methods. First, the estimator proposed in this
chapter. We selected the eigenvectors by the information criterion discussed in sec-
tion 2.4. Then regress Y on X and the selected eigenvectors. Second, a simple OLS
estimator by regressing Y on X.
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2.6.2 Discussion
Simulation results are shown in Table 2.4 to 2.7. In the tables, the first column
represent the functional form and h(ηi, ηj), second column is the dimension of η, third
column is the sample size, forth column is the number of eigenvectors selected by
the information criterion. The rest of the columns are the Bias, standard deviation,
and root mean square error of the proposed estimator and the OLS estimator.
OLS estimator
In general, the OLS estimates have a non-negligible bias due to the endogeneity of
the network. The bias depends on the functional form of h(ηi, ηj) and the dimension
and distribution of η. The bias in the OLS estimator vary across different data
generating processes. The bias is larger when the network matrix is continuous than
when the network matrix is binary. This is because the variation of binary value is
lower and hence the endogeneity problem is less severe. When the latent factors are
normally distributed and the function h(ηi, ηj) is (ηi− ηj)2 or |ηi− ηj|, there is small
bias in the OLS estimator.
The proposed estimator
Using eigenvectors as control variables can greatly reduce the biases caused by the
endogeneity of the network matrix. In all cases the biases are very close to zero. By
construction, the latent factors are part of the unobservable error in the outcome
equation. Including estimates of the latent factors into the regression improve the
efficiency in estimating β and the variance of the proposed estimator is lower than the
OLS estimator. The proposed estimator is uniformly better than the OLS estimator
in terms of bias and efficiency in all data generating processes.
95
The number of selected eigenvectors
In the cases of continuous network matrix, the number of selected eigenvectors in-
creases as the number of latent factors increases. When the network matrix is binary,
the number of selected eigenvectors reaches the upper bound. Since the proposed
estimator is unbiased, this suggests the information criterion may over selected the
number of eigenvectors when the network matrix is binary.
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Table 2.4: Latent factors are distributed as normal and the network matrix is con-
tinuous
Eigen OLS
h(ηi, ηj) k N Factors Bias SD RMSE Bias SD RMSE
(ηi − ηj)2 1 100 3.01 0 0.03 0.03 0.01 0.08 0.08
|ηi − ηj| 1 100 3.13 0 0.02 0.02 0.01 0.19 0.19
ηi + ηj 1 100 2.19 0 0.02 0.02 0.11 0.43 0.44
ηi · ηj 1 100 2.11 0 0.02 0.02 0.12 0.45 0.47
(ηi − ηj)2 2 100 4.02 0 0.04 0.04 0.01 0.09 0.09
|ηi − ηj| 2 100 4.87 0 0.1 0.1 0.02 0.3 0.3
ηi + ηj 2 100 2.43 0 0.03 0.03 0.13 0.57 0.58
ηi · ηj 2 100 3.42 0.01 0.08 0.08 0.16 0.67 0.69
(ηi − ηj)2 1 200 3 0 0.01 0.01 0 0.05 0.05
|ηi − ηj| 1 200 3.11 0 0.01 0.01 0 0.13 0.13
ηi + ηj 1 200 2 0 0.03 0.03 0.11 0.47 0.48
ηi · ηj 1 200 2 0 0.01 0.01 0.12 0.48 0.49
(ηi − ηj)2 2 200 4 0 0.03 0.03 -0.01 0.16 0.16
|ηi − ηj| 2 200 4.99 0 0.01 0.01 0 0.29 0.29
ηi + ηj 2 200 2 0 0.01 0.01 0.13 0.53 0.55
ηi · ηj 2 200 3 0 0.04 0.04 0.17 0.66 0.68
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Table 2.5: Latent factors are distributed as normal and the network matrix is binary
Eigen OLS
h(ηi, ηj) k N Factors Bias SD RMSE Bias SD RMSE
(ηi − ηj)2 1 100 9.91 0 0.03 0.03 0 0.09 0.09
|ηi − ηj| 1 100 9.95 0 0.01 0.01 0.01 0.14 0.14
ηi + ηj 1 100 10 0 0.03 0.03 0.03 0.13 0.13
ηi · ηj 1 100 10 0 0.02 0.02 0.04 0.13 0.14
(ηi − ηj)2 2 100 10 0 0.03 0.03 -0.01 0.16 0.16
|ηi − ηj| 2 100 9.99 0 0.03 0.03 0 0.13 0.13
ηi + ηj 2 100 10 0.01 0.08 0.08 0.04 0.21 0.21
ηi · ηj 2 100 10 0.01 0.03 0.03 0.06 0.29 0.3
(ηi − ηj)2 1 200 10 0 0.01 0.01 0 0.07 0.07
|ηi − ηj| 1 200 10 0 0.01 0.01 0 0.1 0.1
ηi + ηj 1 200 10 0 0.02 0.02 0.04 0.12 0.13
ηi · ηj 1 200 10 0.01 0.06 0.06 0.06 0.24 0.25
(ηi − ηj)2 2 200 10 0 0.02 0.02 0 0.13 0.13
|ηi − ηj| 2 200 10 0 0.04 0.04 0 0.07 0.07
ηi + ηj 2 200 10 0.01 0.04 0.04 0.06 0.27 0.28
ηi · ηj 2 200 10 0.01 0.05 0.06 0.07 0.32 0.33
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Table 2.6: Latent factors are distributed as χ2 and the network matrix is continuous
Eigen OLS
h(ηi, ηj) k N Factors Bias SD RMSE Bias SD RMSE
(ηi − ηj)2 1 100 2.43 -0.01 0.04 0.04 0.12 0.43 0.45
|ηi − ηj| 1 100 3.01 0 0.05 0.05 0.13 0.57 0.58
ηi + ηj 1 100 2.08 0 0.02 0.02 0.13 0.56 0.58
ηi · ηj 1 100 3.23 0 0.04 0.04 0.15 0.63 0.64
(ηi − ηj)2 2 100 3.03 -0.01 0.04 0.04 0.18 0.73 0.75
|ηi − ηj| 2 100 3.94 0 0.05 0.05 0.18 0.81 0.83
ηi + ηj 2 100 2.23 0 0.1 0.1 0.18 0.84 0.86
ηi · ηj 2 100 4.58 0.01 0.06 0.06 0.21 0.83 0.85
(ηi − ηj)2 1 200 2.7 0 0.02 0.02 0.14 0.65 0.66
|ηi − ηj| 1 200 3 0 0.05 0.05 0.15 0.64 0.65
ηi + ηj 1 200 2 0 0.03 0.03 0.14 0.58 0.59
ηi · ηj 1 200 2.57 0 0.02 0.02 0.15 0.57 0.59
(ηi − ηj)2 2 200 3.09 -0.01 0.07 0.07 0.2 0.89 0.91
|ηi − ηj| 2 200 4.03 0 0.02 0.02 0.19 0.77 0.79
ηi + ηj 2 200 2 0 0.03 0.03 0.19 0.77 0.8
ηi · ηj 2 200 3.48 0 0.02 0.02 0.23 0.97 1
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Table 2.7: Latent factors are distributed as χ2 and the network matrix is binary
Eigen OLS
h(ηi, ηj) k N Factors Bias SD RMSE Bias SD RMSE
(ηi − ηj)2 1 100 9.49 0 0.03 0.03 -0.01 0.21 0.21
|ηi − ηj| 1 100 10 0 0.04 0.04 -0.01 0.17 0.17
ηi + ηj 1 100 10 0 0.02 0.02 0 0.08 0.08
ηi · ηj 1 100 8.24 0 0.01 0.01 0.01 0.05 0.05
(ηi − ηj)2 2 100 9.78 -0.01 0.06 0.06 -0.02 0.3 0.3
|ηi − ηj| 2 100 10 0 0.03 0.03 0 0.28 0.28
ηi + ηj 2 100 10 0 0.03 0.03 0.01 0.19 0.19
ηi · ηj 2 100 9.88 0 0.02 0.02 0.02 0.16 0.16
(ηi − ηj)2 1 200 9.95 0 0.02 0.02 0 0.15 0.15
|ηi − ηj| 1 200 10 0 0.05 0.05 0.01 0.14 0.14
ηi + ηj 1 200 10 0 0.02 0.02 0.01 0.15 0.15
ηi · ηj 1 200 10 0 0.01 0.01 0.02 0.06 0.06
(ηi − ηj)2 2 200 10 0 0.05 0.05 -0.01 0.15 0.15
|ηi − ηj| 2 200 10 0 0.04 0.04 -0.02 0.15 0.15
ηi + ηj 2 200 10 0 0.02 0.02 0.02 0.22 0.22
ηi · ηj 2 200 10 0 0.02 0.02 0.05 0.22 0.23
2.7 Empirical Application
In this section, we apply the methodology to estimate the peer effects on academic
performance of students. The dataset and empirical specification are the same as in
the first chapter. We will compare three different models. In the first model, peers
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selection is ignored. In the second model, the Bayesian approach of the first chapter
is employed to correct for the peers selection problem. In the last model, we will
include eigenvectors as control variables to correct for the peers selection problem.
In the first chapter, we study how personality traits and cognitive ability of stu-
dents and their peers affect their academic achievement. We consider three types
of peers: friends, studymates, and seatmates. We use the information about peers
from various social networks of the students from a survey we conducted in three
high schools in Hong Kong. We estimate the effect of peers with the Social In-
teraction Model which also accounts for self-selected peers. Our results show that
smart studymates and conscientious friends positively affect a students mathematics
exam score, while conscientious studymates and smart friends do not produce such
an effect. A student benefits more from smart studymates if she is smarter, and
she benefits more from conscientious friends if she is more conscientious. Moreover,
the effects are enhanced if the conscientious friends are smart, or the smart study-
mates are agreeable. Students are less affected by smart studymates if they have
elder siblings, but we didn’t find such effect from conscientious friends. These results
suggest that different type of peers affect students in different ways and they are not
always substitutable. Since the type of peers are likely to be positively correlated,
estimating peers effect of one particular type of peers could be diluted with the effect
of other correlated peers.
2.7.1 Empirical Specification
The basic model is the social interaction model (Blume et al., 2013) with two social
network: friends and studymates.
101
Y = Zβ1 +D
−1AZβ2 +D−1AY λ+ ε, (2.45)
where Y is the mathematics exam score of students; Z are exogenous variables in-
cluding personality traits, cognitive ability and some basic demographic information;
β2 is the contextual effect which measure how a student is affected by the charac-
teristics of his peers; and λ is the spillover effect which measure how a student is
affected by the outcome of his peers.
The classic reflection problem(Manski, 1993) can be solved with the social net-
work.(Bramoulle´ et al., 2009; Lee et al., 2010). The characteristics of friends of friends
are used as instrument of the outcome of friends, i.e. D−1AD−1AZ are instruments
for D−1AY . In the estimation, we include the residual of regression D−1AY on
D−1AD−1AZ for both friends and studymates as control variables for the reflection
problem.
2.7.2 Discussion
Table (2.7.2) shows the estimates of peer effect for different methods.
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Table 2.8: Estimation of Peer effects for Friends and Studymates
Exogenous Bayesian Eigenvectors
Degree Frds 0.015 0.017 0.018
(0.015) (0.016) (0.02)
Degree Studym 0.114*** 0.109*** 0.033
(0.017) (0.018) (0.029)
Mental Ability Frds 0.058 0.041 0.076
(0.068) (0.07) (0.069)
Mental Ability Stdym 0.162** 0.161** 0.17**
(0.071) (0.073) (0.072)
Conscient. Frds 0.096* 0.109** 0.104**
(0.052) (0.055) (0.053)
Conscient. Studym 0.087 0.078 0.071
(0.059) (0.061) (0.06)
Spillover Frds 0.026 0.022 0.004
(0.052) (0.054) (0.053)
Spillover Studym 0.097** 0.075 0.056
(0.044) (0.047) (0.044)
One major difference between the Bayesian approach and using eigenvectors as
control variables is the effect of degree of studymates is reduced by 60%. It could be
caused by omitting some important variable in the Bayesian approach. For example,
Students with interest in math will discuss with others more frequently. They are
also likely to get better grades. Students’ interest in mathematics cannot be captured
by personality traits nor cognitive ability and hence, we observe a great reduction in
effect of degree of studymates.
From an econometrics prospective, the Bayesian approach correct the endogeneity
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of network by a specific functional form.
Y = Zβ1 +D
−1AZβ2 +D−1AY λ+ ε+ η (2.46)
A[i,j] = 1(|Zi − Zj|γ1 + |ηi − ηj|γ2 ≥ ξ[i,j]) (2.47)
Similar setups are also used in (Goldsmith-Pinkham and Imbens, 2013; Hsieh and
Lee, 2014). An L1 norm for the latent factors |ηi − ηj| is assumed, where ηi ∼
N(0, 1) for i = 1, ..., N . If the functional form or the distributional assumption
are misspecified, the Bayesian approach may not able to correct the endogeneity
problem. Specifically, the assumption of using L1 norm of latent factors corrects
the endogeneity of degree of studymates in a specific way. Since the latent variables
enter the network formation as the absolute difference of the latent variables of two
agents. For agent i, he will have have more studymates, if the density of η around
ηi is high. The figure below illustrate, how the distribution of η drive the degree
distribution of agents. For each agent i, there is a threshold θ so that if agent j with
ηj so that |ηi − ηj| < θ, then agent i and j has a high probability to be connected.
The degree of i driven by the value of ηi and the density of η around ηi. Since ηi
is assumed to have a normal distribution, if agent 1 has η1 near 0, then he is more
likely to have high degree(blue area). On the other, if agent 2 has η2 that has low
density nearby, the he is less likely to have high degree(red area). Therefore, the
Bayesian method control for the endogeneity of degree in a specific way. In reality,
such assumption may not be true and the Bayesian approach may not able to correct
for the endogeneity in degree of studymates.
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Figure 2.4: Distribution of η and Number of connections
In the Bayesian approach, the dimension of latent factors is assumed to be one
because it is computationally very demanding to include more latent factors. How-
ever, in the eigenvectors approach, the dimension of the latent factors can be higher
than one. This could be another reason why the estimates of the Bayesian approach
and the eigenvectors approach are different.
Finally, the spillover effect of studymates is 0.097 in the exogenous model. After
controlling for selection of peers with the eigenvectors approach, the estimates reduce
to 0.056. Although the difference are not statistically significant (the difference
is about 1 standard deviation), its value is reduced by about 50%. In addition,
the spillover effect of studymates is statistically significant at 95% level without
controlling for the peer selection. However, it is not significant after controlling for
peer selection. This suggests that peer effect may be overestimated if we do not
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control for peer selection. In other words, large portion of the observed spillover
effect are caused by peer selection.
2.8 Conclusion
This chapter uses a control variable approach to identify an additive peer effect model
with endogenous network formation. We show that the eigenvectors of the network
matrix are valid control variables without imposing any parametric assumption. The
model is non-parametrically identified and can be estimated by including the eigen-
vectors as control variables. The literature of social influences with selection employs
parametric assumptions, as in Ioannides and Zabel (2008), Goldsmith-Pinkham and
Imbens (2013), Hsieh and Lee (2014) to correct for the selection problem of social
network. As discussed by Blume et al. (2010), it is feasible to identify social in-
fluences of a partial linear model of outcome equation under self-selection. This
chapter proposes a nonparametric solution to identify the social influences under
self-selection using the eigenvectors of the network matrix. The additivity of the
outcome equation in the unobservable is essential to be able to eliminate a network
fixed effect through differencing (Lee et al., 2010; Bramoulle´ et al., 2009). A possible
avenue of future research is to extend this identification strategy to non-linear mod-
els with additive error. For example, the method may apply conditional logit since
the network fixed effect can be removed from the model. Another limitation of the
model is that the asymptotic analysis relies on a large number of agents in the same
network. In empirical applications, the sampling of the data is usually available in
increasing numbers of groups and each group has a fixed number of agents. Without
a large N , we can not achieve consistency for the eigenvectors. Instead, we have to
show that the eigenvectors can be sufficient statistics or control variables even if N
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is fixed. Finally, the double selection method with Lasso (Belloni et al., 2014) can
be used to select which eigenvectors should be included as control variables. The
Lasso allows the number of control variables to be larger than N as it shrinks some
of the coefficient of variables to 0. It automatically selects which variables should be
included and which should not. This property is very attractive for eigenvectors as
we have N eigenvectors and non-linear transforms of them. However, it is not clear
that the double selection method with Lasso can be directly applied to eigenvectors.
Further studies on the properties of eigenvectors are needed.
107
Chapter 3
Snowball Sampling and Sample Selection in a Social
Network
3.1 Introduction
Snowball sampling is a network sampling design that preserves the information of the
network structure (Kolaczyk, 2009). It is an iterative procedure of collecting vertices’
information that is linked with vertices collected in the previous iteration. Because
it collects samples through the network connections from previous samples, all the
information of the network structure is preserved. When researchers are interested
in estimating the statistics for the network structure, such as the average number of
friends (also known as the average degree of a vertex), estimates using the traditional
random sampling method is biased because it does not preserve the network struc-
ture. However, estimates using snowball sampling method could be unbiased. In
addition, the snowball sampling is a cost-efficient method for collecting samples. Re-
searchers can quickly obtain large amount of data by collecting information from the
vertices linked with the samples in the previous iteration. For example, researchers
can collect data from neighbors, friends, or family in the initial samples. In some
cases, collecting data through snowball sampling would be easier than through tra-
ditional random sampling. For example, if researchers want to collect information
from Facebook or Twitter, snowball sampling provides a natural way to collect data
through the connections of the agents in the social network.
However, snowball samples are subject to a sample selection problem because
people are more likely to associate with others like themselves. This is a com-
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mon phenomenon in social network called the homophily principle of social network
(McPherson et al., 2001). For example, male students are more likely to have male
friends than female friends. In addition, people with similar political views are more
likely to be friends. As a result, samples collected with snowball sampling are highly
correlated with the previous samples and the initial samples determine the distribu-
tion of the rest of the samples. Therefore, if the initial samples do not come from
a random sample or if the sample size is small, the sample selection problem could
be severe and the estimates using snowball sampling could be biased. Although the
bias would be reduced as the number of iterations of the snowball sampling increases,
the number of iterations rarely exceeds 5. If the number of iterations is larger than
5, it is likely the researchers collect data from the whole population. This is known
as the six-degree separation theory or the small world (Milgram, 1967; Gurevitch,
1961). This theory states that on average, the friendship distance between two in-
dividuals is about six. The famous postcard experiment by Travers and Milgram
(1969) showed that the average distance between two individual is about 5.7. More
recent studies (Ugander et al., 2011; Backstrom et al., 2012) indicated that the aver-
age distance between Facebook users in May 2011 was 4.7 and the average distance
between individuals in the U.S. at the same time was 4.3.
We illustrate the sample selection problem of the snowball sampling with the
follwing example. Suppose we are interested in the proportion of the types of agents.
Let Yi ∈ {0, 1} be the type of agent i. The objective is to identify P1 ≡ P(Yi = 1).
Suppose the proportion of agents with type 0 is 0.5; that is, P0 = 0.5. The researchers
have an initial sample of 10 agents, 7 of whom are type 0. Agents with the same type
are more likely to be connected. Suppose, on average, 8 of 10 friends of an agent have
the same type as the agent. When the researchers start to collect more samples using
109
the snowball sampling method, we expect the proportion of different types of agents
to be correlated with the initial samples. In this example, the expected proportion
of different types would be
0.8 0.2
0.2 0.8

7
3
 =
62
38

7
3
 =
0.5
0.5
 (3.1)
Therefore, if the initial samples were not drawn from random samples, then the
estimates from the snowball samples suffer from the same sample selection problem
as in the initial samples.
As the number of iterations of the snowball samples goes to infinity, the propor-
tion of types will converge to (0.5,0.5) 1:
lim
n→∞
8 2
2 8

n
(3.2)
As mentioned earlier, this result is not feasible in the data collection process
because of the small world problem.
In this chapter, we propose a new estimation method that uses the relationship
between the samples in different iterations to correct for the sample selection problem.
Although the snowball samples are subject to sample selection bias, the information
about the network connections is not. The average number of type 0 friends of an
agent of type 1 can be consistently estimated despite of the proportion of the types
of agents selected in the initial samples. We could use this information to construct
consistent estimates of the proportion of the types of agents. Further, we could
1Because agents selected during the previous iteration of snowball sampling, adjustment in the
transition matrix is needed. For simplicity, we assume the transition matrix is the same for every
iteration of snowball sampling. The stationary proportion of the types of agents is the eigenvectors
of the transition matrix.
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determine a weight for the samples based on the estimates of the proportion of the
types of agents to adjust for the sample selection problem for other statistical models
such as regression.
The proposed method relies on two important observations. First, the adjacency
matrix of an undirected graph is symmetric. That is if we observe a type 1 friend
of a type 0 agent, there must be a corresponding type 1 agent who is a friend of
the same type 0 agent. Therefore, the total number of links from the type 0 to the
type 1 agents and links between type 0 and type 1 agents must be the same in the
population.
Second, we can consistently estimate the average number of friends of an agent
given her type. This is possible because the snowball sampling method preserves the
dependence structure of the network; hence, we can consistently estimate the average
number of friends. This is an important feature of the snowball sampling method.
Although the snowball samples are subject to sample selection, the sample selection
does not play a role in the conditional expectation of the number of friends. In
addition, we are considering at the average number of friends of an agent given their
types. The initial proportion of the types of agents would not affect this conditional
expectation. Using these two observations, we derived the moment equations for
the model, estimate the proportion of the types of agents by generalized method of
moment and derive the asymptotic distribution of the estimator.
We also discuss the efficiency implication of the proportions of the types of the
initial samples. As an empirical application, we collect snowball samples from Face-
book to estimate the proportion of users who support the Umbrella Movement in
Hong Kong in 2014. The Facebook users changed their profile pictures to yellow
ribbons to show their support for the movement and to blue ribbons to show their
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support for the government and the police. We find that the sample proportion un-
derestimates by 40 % the proportion of users who changed their profile pictures to
blue ribbons.
We define the snowball sampling method and discuss the setup of our model in
section 3.2. Then we will discuss the estimation method and the statistical properties
in section 3.3. We conduct some simulation experiments to examine the statistical
properties of the proposed estimator in section 3.4. In section 3.5, we describe the
empirical application using the Facebook data we collected. Finally, section 3.6
concludes this chapter.
3.2 Setup
We follow the definition of snowball sampling method presented in Kolaczyk (2009).
We consider only undirected graphs in this chapter. LetG = (V,E) be the population
graph, where V is the set of all vertices and E is the set of all edges. An edge is a pair
of vertices {i, j}, where i and j are connected. Let V0 be set of vertices in the initial
samples and Ci be a set of vertices connected to i; that is, Ci = {j : {i, j} ∈ E}.
Let N be the sample size of the initial sample. The initial sample is not necessarily
random.
In the first iteration, we collect the information of all the vertices connected with
the vertices in the initial sample but not included in the initial samples:
V1 = (∪i∈V0Ci)\V0, (3.3)
where V1 is a set of vertices collected in the first iteration. The second iteration
follows the same procedure but we are collecting all the vertices connected with
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vertices in V1 except those in V0 and V1. Let T be the number of iterations of the
snowball samples.
Each of the vertices i ∈ ∪t=0,...,TVt has a variable y that takes a discrete value.
Without loss of generality, let y ∈ {0, 1}. The objective is to estimate P(y = 0) or
construct a weight wi such that
∑
iwi1(yi = 0) consistently estimates P(y = 0). The
information of the edges is represented by an adjacency matrix A. The {i, j} element
of A is equal to 1 if i and j are connected, otherwise 0. Once we have an estimate
Pˆ0, it is easy obtain wi =
Pˆ0∑
j 1(yj=0)
(1− yi) + 1−Pˆ0∑
j 1(yj=1)
yi.
In this setup, we assume T to be small and consider large N asymptotic. In
fact, we can have a reasonable sample size even if N is small. The actual sample
size is roughly NdT , where d is the average number of connections. The actual
sample size increases exponentially by T . For example, suppose the average number
of connections is 10. When N = 5 and T = 1, the actual sample size is 50. When
T = 2, the actual sample size is 500. In our empirical example, the average number
of connections of a Facebook user is over 250.
We can consider the snowball sampling method a cost-efficient way to collect
samples. We do not assume the initial samples are random. The researchers could
start with a small initial sample subject to sample selection and collect more samples
using the snowball sampling. In fact, most of the data came from the snowball
samples rather than the initial sample.
3.3 Estimation
The estimation strategy is based on two observations on the adjacency matrix of an
undirected graph and the snowball sampling.
First, the adjacency matrix of an undirected graph is symmetric. That is, if we
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observe a type 1 friend from a type 0 agent, there must be a corresponding type 1
agent who is a friend of the same type 0 agent. Therefore, the total number of links
between the type 0 to the type 1 agents and links from type 0 and type 1 agents
must be the same in the population.
The second observation is that the characteristics related to the social network
of an agent conditional on the type of the agent are not subject to sample selection
problem caused by the initial sample.
When the initial sample is subject to sample selection, the sample average of
the types of the snowball samples is biased and inconsistent. However, the initial
proportion of the types does not play a role in the characteristics related to social
network of an agent given her type. We can consistently estimate the average number
of friends of an agent given her type because the snowball sampling preserves the
dependence structure of the network; hence, we can consistently estimate the average
number of friends. In addition, as long as we are estimating statistics that are
conditional on the type, the proportion of types in the initial sample does not play a
role. For example, the consistency of the number of connections of a type 0 or type
1 agent does not depend on the number of observations of type 0 and type 1 agents.2
Therefore, we can consistently estimate the expected number of different types of
friends conditional on the type of an agent.
The first observation provides the basis for the moment equations, and the second
observation provides a means to estimate the moment equations. We begin the
discussion on the estimation method by introducing the moment equations for the
entire population. For simplicity, we assume two types of agents at the beginning
and extend it more than two types later.
2The variance of the estimator would depend on the number of observations.
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3.3.1 Moment Equation
Suppose in the entire population, the number of friends who are type a ∈ {0, 1} of
agent i is defined as
di,a ≡
∑
j∈Ci
1(yj = a) (3.4)
The average number of type a friends of a type b ∈ {0, 1} agent is
da|b ≡ E (di,a|yi = b)
= P(yi = b)−1E(di,a × 1(yi = b)). (3.5)
Because the graph is undirected, we have j ∈ Ci if and only if i ∈ Cj for all
i 6= j ∈ V . For every type a friend of a type b agent, there must be a corresponding
type b friend of a type a agent, that is
E(di,b × 1(yi = a)) = E(di,a × 1(yi = b)). (3.6)
Combining equation (3.5) and equation (3.6) results in the following moment
equation:
db|a × P(yi = a) = da|b × P(yi = b). (3.7)
Rearranging the equation, the odd ratio of type a agents is
P(yi = a)
P(yi = b)
=
da|b
db|a
(3.8)
or the proportion of type a agents is
P(yi = a) =
da|b
da|b + db|a
(3.9)
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Equation (3.9) indicates if we can consistently estimate the expected number
of type a friends of the type b agents, then we can have an consistent estimate of
the proportion of type a agents. This result is implied by the symmetricity of the
adjacency matrix of an undirected graph.
3.3.2 Sample Moment equation
Using the snowball sampling method, we collect the information of all the friends of
the samples in the previous iteration. For example, if we have 10 agents in the initial
samples, then we will collect the information of all the friends of these 10 agents.
Thus, we can estimate the value of db|a by computing the average number of type b
friends of a type a agents. The estimator of db|a is defined as
dˆb|a =
∑
i∈V0
∑
j∈Ci,yj=b
N−1a 1(yi = a)1(yj = b), (3.10)
where N−1a =
∑N
i 1(yi = a). We can define the estimator of da|b in the same way.
Notice that dˆb|a and dˆa|b are consistent even if the initial sample is subject to sample
selection in terms of types. The initial proportion of the types of agents does not
affect the consistency of the estimation of db|a because it is conditional on the type
of agents. The initial proportion of types of agents affects only the variance of dˆb|a
and dˆa|b because it affects the number of observations of different types of agents.
Combining equations (3.9) and (3.10), the estimator of P(yi = a) is
Pˆ(yi = a) =
dˆa|b
dˆa|b + dˆb|a
(3.11)
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3.3.3 Asymptotic Distribution
In this section, we discuss the assumptions and derive the asymptotic distribution of
the proposed estimator.
Assumption 3.3.1. Conditional on the types of agents, the samples are independent
and identically distributed and V ar(di|a|yi = b) <∞, ∀a 6= b,
The sample selection problem studied in this chapter is focused on the selection of
the types of the agents. The estimation does not rely on how the researchers select
the proportion of the types. However, given the types of the agents, the samples
collected are assumed to be independent and identically distributed.
Assumption (3.3.1) is not a necessary condition. If the number of friends of
different types for different types of agents satisfied the Linderberg condition:
∑
i
lim
N→∞
s−2a,N
N∑
i
(di,b1(yi = a)−E(di,b1(yi = a))1(|di,b1(yi = a)| > εsn)) = 0 ∀a 6= b
(3.12)
where sa,N =
∑N
i V ar(di,b1(yi = a)). Then we can use the Linderberg central limit
theorem instead of the Linderberg-Le´vy central limit theorem. For simplicity, we
will stick with the independent and identically distributed assumption.
Assumption 3.3.2. P(Ai,j = 1|yi = a, yj = b) > 0
Assumption (3.3.2) requires some links between two types of agents. The iden-
tification of the model relies on the fact that the number of links between type b
agents and type a agents is always the same as the number of links between type a
agents and type b agents. The model is not identified if there are no links between
different types of agents.
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Assumption 3.3.3. Let N = Na+Nb, where Na and Nb are the initial observations
of type a and type b agents. As N →∞, Na
N
→ spa ∈ (0, 1).
The initial sample proportion of type a agents converge to a constant proportion
0 < spa < 1
Proposition 3.3.1. Under assumptions (3.3.1) to (3.3.3), we have
√
N(Pˆ(yi = a)− P(yi = a))→ N(0, σ2pa), (3.13)
where σ2pa = (db|a + db|a)
−4
(
d2b|aσ
2
b|asp
−1
a + d
2
a|bσ
2
a|bsp
−1
b
)
.
The equation for the variance of the proposed estimator indicates, when σ2b|a or
σ2a|b increase, the variance of the proposed estimator increase. This is an obvious
result. On the other hand, when db|a or da|b increase, the variance of the proposed
estimator decrease because the identification strategy depends the number of type
a friends of an type b agent. When these number are small, we do not have much
information about the network structure between two types of agents; hence, the
variance of the proposed estimator would be large.
3.3.4 More than two types
Suppose there are k types of agents and the types are labeled 1, 2, ..., k. The moment
equation can be written as
da|b × P(yi = b)− db|a × P(yi = a) = 0 ∀a 6= b (3.14)
or the number of moment equations is k(k−1)
2
. When k = 2, the model is just
identified. When k > 2, we have more moment equations than parameters. We can
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estimate the model by generalized method of moment. The sample analog of the
moment equations are
dˆa|b × P(yi = b)− dˆb|a × P(yi = a) = 0 ∀a 6= b (3.15)
where dˆa|b = N−1b
∑
i,yi=b
∑
j,yj=a
A[i,j] and dˆb|a = N−1a
∑
i,yi=a
∑
j,yj=b
A[i,j].
We can arrange the moment equation in the following matrix form:

−d2|1 d1|2 0 0 . . .
−d3|1 0 d1|3 0 . . .
0 −d3|2 d2|3 0 . . .
... . . .
...
−dk|1 0 . . . 0 d1|k


P(yi = 1)
P(yi = 2)
P(yi = 3)
...
P(yi = k)

≡ DP = 0 (3.16)
Because P(yi = k) = 1−P(yi = 1)− · · · −P(yi = k− 1), we can rewrite the moment
equations as
D˜P−k +Dk = 0 (3.17)
where D˜ = (D−k −Dk1′k−1), D = [D−k, Dk], P = (P−k, Pk) and 1k−1 is a k − 1 × 1
vector of ones.
Similar to equation (3.10), we replace db|a for any a 6= b with their sample analog
dˆb|a. The generalized method of moment estimator is the solution of
Pˆ = arg min
v∈Rk−1+
(D˜v +Dk)
′
W (D˜v +Dk) (3.18)
where W is a (k−2)(k−1)
2
weighting matrix and W →p W0 and W0 is a (k−2)(k−1)2
positive definite matrix.
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The first order condition of the above minimization problem is
D˜
′
W (D˜v +Dk) = 0 (3.19)
We can rewrite the moment equations in equation (3.15) for any a 6= b as
N−1
∑
i
hi = 0 (3.20)
where hi = (hi,1,2, hi,1,3, ..., hi,k−1,k)
′
is a k× 1 vectors of all the moment equations of
i and hi,a,b ≡ 1(yi=b)spb
∑
j,yj=a
A[i,j]P(yi = b)− 1(yi=a)spa
∑
j,yj=b
A[i,j]P(yi = a). Please see
appendix C.2 for the derivation.
Let S = plimN−1
∑
i hih
′
i
3. The diagonal elements of S are
σ2a|bP
2
b sp
−1
b + σ
2
b|aP
2
a sp
−1
a (3.21)
where Pk = 1− ||P−k||1.
There are two possible cases for the off diagonal elements. Each of the moment
equations links two types of agents. When we look at the covariance of a pair of
moment equations, if all the types of agents are different in both moment equations,
then the covariance of the moment equations is zero.
When there is one common type of agent, the covariance of the moment equation
is
σb,c|aP 2a sp
−1
a (3.22)
where σb,c|a = Cov(di|a|yi = b, di|a|yi = c).
3
∑
i,j hih
′
j =
∑
i hih
′
i because the samples are independent except for the proportion of the
initial samples.
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If there are two common types of agents between moment equations, this implies
two moment equations are the same and the covariance would be the variance of the
moment equation.
Proposition 3.3.2. Under assumptions (3.3.1) to (3.3.3) for all a 6= b and a, b ∈
1, ..., k, the asymptotic distribution of the generalized method of moment estimator is
√
N(Pˆk − Pk)→ N (0,Ω) (3.23)
where Ω = (D˜
′
WD˜)−1(D˜
′
WSWD˜)(D˜
′
WD˜)−1.
When k = 1, the asymptotic variance of Pa
4 reduced to
(da|b + db|a)−4
(
(da|b + db|a)−2(sp−1b σ
2
a|bP
2
b + sp
−1
a σ
2
b|aP
2
a )
)
(3.24)
Since Pˆa =
db|a
db|a+da|b
and Pˆb =
db|a
db|a+da|b
,
(
da|b + db|a
)−4 (
sp−1b σ
2
a|bd
2
a|b + sp
−1
a σ
2
b|ad
2
b|a
)
(3.25)
which is the same as the result in the previous section.
3.3.5 Optimal Weighting
We can obtain a more efficient estimator by setting the weighting matrix, W = Sˆ−1,
where Sˆ−1 →p S. The element of S is defined in equations (3.21) and (3.22). The
terms σ2a, spa and σb,c|a for all a 6= b 6= c can be estimated from the samples, and Pa
for all a = 1, ..., k can be estimated using the procedure in the previous section by
4Pb = 1− Pa and V ar(Pa) = V ar(Pb).
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assuming the weighting matrix to be identity matrix. The limiting variance of the
estimators would become (D
′
S−1D)−1.
The proportion of types of agents in the initial sample could affect the asymptotic
variance of the proposed estimator. For example, when k = 2, the variance is
(
da|b + db|a
)−4 (
sp−1b σ
2
a|bd
2
a|b + sp
−1
a σ
2
b|ad
2
b|a
)
(3.26)
In snowball sampling, we can determine the proportions of types of agents in
the initial sample. We can obtain a more efficient estimator by selecting the initial
proportions spa = 1− spb to minimize the following quantity
spoptimala = arg min
spa∈(0,1)
(1− spa)−1σ2a|bd2a|b + sp−1a σ2b|ad2b|a (3.27)
The first order condition of the minimization problem is,
(1− spa)−2σ2a|bd2a|b − sp−2a σ2b|ad2b|a = 0 (3.28)
and the solution is
spa =
σb|adb|a
σb|adb|a + σa|bda|b
(3.29)
This result suggests that if the variance of the number of type b friends of a type
a agent is relatively high, then we should have more initial samples on type a agents
than type b agents. 5
5σb|adb|a > σa|bda|b.
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3.4 Simulation
In this section, we conduct a simulation experiment to study the sample selection
problem in the snowball sampling and the performance of the proposed method. We
have two different setups for the simulation. In the first setup, we simulate the social
network by the stochastic block model by Holland et al. (1983). In the second setup,
we draw a subsample from the social network data collected in the first and second
chapters. In both setups, we assume two types of agents.
3.4.1 Data Generating Process: Stochastic Block Model
The stochastic block model (Holland et al., 1983) is a model for network formation.
It assumes k types of vertices and the probability of having a link between a type a
vertex and type b vertex is a constant parameter Pa,b. In our simulation, there are
two types of vertices, type 0 and type 1. Let y0 be a vector of binary variables; the
i-th element of y0 = 1 if vertex i is of type 0, otherwise 0. Similarly, the i-th element
of y1 = 1 if vertex i is of type 1.
The probability of the adjacency matrix is
P(A) =
(
y1 y2
)P0,0 P0,1
P1,0 P1,1

y1
y2
 , (3.30)
where P0,1 = P1,0 and Ai,j = Aj,i.
In the simulation, we assume the population size of the network is 500 and control
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the probability of the link by the expected connections between types of agents:
P0,0 =
d0|0
N0
(3.31)
P1,1 =
d1|1
N1
(3.32)
P1,0 = P0,1 =
d1|0
N0
=
d0|1
N1
(3.33)
To study the sample selection problem and the performance of the proposed
estimator, we change the proportion of type 0 vertices in the initial sample, the
proportion of type 0 vertices in the underlying data generating process, and the
probability of the connections between two types of agents. Table 3.1 shows the
simulation results when vertices are homophilic, which means two vertices with the
same type are more likely to have a connection than two vertices with different types.
In this simulation, we assume the expected number of connections between type 0
and type 1 agents is 500. The values of d0|1 and d1|0 depend on the proportion of
different types of vertices in the simulation, shown in table (3.1). In addition, we
assume d0|0 = 5 and d1|1 = 7. That is, on average, type 0 (type 1) vertices will have
5 (7) connections to other vertices is also of type 0 (type 1).
The results indicate the sample proportion of the snowball samples suffer from
sample selection bias, while the proposed estimator does not show bias. In fact,
we can approximate the sample selection bias of the sample proportion using the
following equation.
d0|0 d0|1
d1|0 d1|1

N0N
N1
N
 (3.34)
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For example, when the proportion is (0.3, 0.7), the equation gives
 5 1.43
3.33 7

0.3
0.7
 (3.35)
After normalization, the sample proportion is (0.298, 0.702) and the bias is close to
zero. Another example, when the proportion is 0.5 and initial proportion is 0.3, the
equation gives 5 2
2 7

0.3
0.7
 (3.36)
After normalization, the sample proportion is (0.345, 0.655), and the bias is -0.155.
Both examples give numbers similar to the simulation results.
Table 3.2 shows the simulation results when vertices are heterophilic, which means
two vertices with the same type are less likely to have a connection than two vertices
with different types. In this simulation, we assume the expected number of connec-
tions between type 0 and type 1 agents is 1000. The values of d0|1 and d1|0 depend
on the proportion of different types of vertices in the simulation as shown in table
(3.6). In addition, we assume d0|0 = 3 and d1|1 = 3. That is, on average, type 0
(type 1) vertices will have 5 (7) connections to other vertices also of type 0 (type 1).
The simulation results also indicate the sample proportions are biased and the
proposed estimators is unbiased.
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Table 3.1: Simulation Results of the Estimators (Vertices are Homophilic, d0|0 = 5
and d1|1 = 7)
True Initial Sample Proportion Proposed Estimator
d1|0 d0|1 Proportion Proportion Bias SD RMSE Bias SD RMSE
3.33 1.43 0.30 0.30 0.00 0.02 0.02 0.00 0.05 0.05
3.33 1.43 0.30 0.50 0.09 0.03 0.09 -0.00 0.05 0.05
3.33 1.43 0.30 0.70 0.17 0.03 0.17 -0.00 0.05 0.05
2.00 2.00 0.50 0.30 -0.15 0.03 0.15 0.01 0.06 0.06
2.00 2.00 0.50 0.50 -0.07 0.03 0.07 0.00 0.05 0.05
2.00 2.00 0.50 0.70 0.03 0.03 0.04 -0.01 0.06 0.06
1.43 3.33 0.70 0.30 -0.28 0.02 0.28 0.00 0.05 0.05
1.43 3.33 0.70 0.50 -0.21 0.03 0.21 -0.00 0.04 0.04
1.43 3.33 0.70 0.70 -0.12 0.03 0.12 -0.00 0.04 0.04
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Table 3.2: Simulation Results of the Estimators (Vertices are Heterophilic, d0|0 =
d1|1 = 3)
True Initial Sample Proportion Proposed Estimator
d1|0 d0|1 Proportion Proportion Bias SD RMSE Bias SD RMSE
6.67 2.86 0.30 0.30 0.11 0.03 0.12 0.00 0.03 0.03
6.67 2.86 0.30 0.50 0.08 0.03 0.08 -0.00 0.03 0.03
6.67 2.86 0.30 0.70 0.05 0.03 0.05 -0.00 0.04 0.04
4.00 4.00 0.50 0.30 0.02 0.03 0.04 0.01 0.04 0.05
4.00 4.00 0.50 0.50 -0.01 0.03 0.03 -0.00 0.04 0.04
4.00 4.00 0.50 0.70 -0.04 0.03 0.04 -0.00 0.04 0.04
2.86 6.67 0.70 0.30 -0.06 0.02 0.06 0.00 0.04 0.04
2.86 6.67 0.70 0.50 -0.09 0.03 0.09 0.00 0.03 0.03
2.86 6.67 0.70 0.70 -0.12 0.03 0.13 -0.00 0.03 0.03
3.4.2 Data Generating Process: Subsample of Social Network Data
In this setup, we draw a subsample from social network data discussed in the first
and second chapters. We select all grade nine students with at least one friend in a
school in the dataset used in the first and second chapter. There are 194 students
with at least one friend, 73 of them were male, and 121 of them were female. The
proportion of male students was 37.62 %. Figure 3.1 shows the visualization of the
friendship network. Each vertex is a student, and the color of the vertices represents
gender of the students. If two students are friends, they are linked with a black edge.
As indicated in the figure, students are more likely to have friends of the same gender.
This observation motivates the sample selection bias in the snowball sampling. Table
3.3 shows the average number of friends for each student by gender. The first row
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shows the average number of female friends by gender of female students, and the
second row shows the same statistics for male students.
Figure 3.1: Friendship Network of Students from the Same Grade and School
Table 3.3: Average Numbers of Friends by Gender
Male Friends Female Friends
Female Students 0.264 4.959
Male Students 3.836 0.438
In the simulations, we drew from the data n ∈ {20, 40, 60} students, with the pro-
128
portion of male students being equal to Nmale
N
∈ {0.3, 0.40.5, 0.6, 0.7}, with replace-
ment and then collected the information of their friends with the snowball sampling.
Table 3.4 shows the simulation results. The proportion of male students was
37.62%. In general, the sample proportion was biased because of the sample selection
problem of the snowball sampling. The bias of the proposed estimator is much
smaller than the sample proportion. When the sample size is small (N = 20), we
still observed a small bias in the estimator. The bias vanished when the sample size
increases.
The standard error of the proposed estimator is much higher than it is for the
sample proportion because the expected number of female friends of a male student
and the expected number of male friends of a female student is very small. They are
equal to 0.438 and 0.264, respectively. Since the identification strategy relies on the
these two quantities, if both of them are very small, the variance of the proposed
estimator can be large. The equation of the variance of the proposed estimator also
suggests the same result. In addition, the number of initial samples is small in our
simulations. For this reason, the standard deviation of the proposed estimator in the
simulations is large.
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Table 3.4: Simulations of the Estimators Using Social Network Data
Initial Proportion of Sample Proportion Proposed Estimator
Male Students Bias SD RMSE Bias SD RMSE
N = 20
0.350 -0.058 0.041 0.320 0.040 0.281 0.502
0.450 0.025 0.043 0.403 0.001 0.267 0.462
0.500 0.067 0.043 0.445 -0.014 0.258 0.445
0.550 0.111 0.044 0.490 -0.021 0.276 0.450
0.650 0.200 0.045 0.578 -0.056 0.273 0.421
N = 40
0.350 -0.060 0.029 0.317 0.017 0.190 0.436
0.450 0.026 0.029 0.403 -0.000 0.178 0.416
0.500 0.068 0.032 0.446 -0.006 0.184 0.413
0.550 0.112 0.031 0.489 -0.019 0.189 0.404
0.650 0.202 0.032 0.578 -0.025 0.201 0.405
N = 60
0.350 -0.059 0.024 0.318 0.013 0.154 0.418
0.450 0.026 0.024 0.403 0.005 0.148 0.408
0.500 0.066 0.026 0.443 -0.003 0.150 0.401
0.550 0.120 0.026 0.496 -0.003 0.157 0.405
0.650 0.202 0.026 0.579 -0.010 0.170 0.403
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3.5 Empirical Application
On 28-September 2014, activists in Hong Kong protested outside the government
headquarters and then occupied several major roads in the city. The name Umbrella
Movement was suggested by Adam Cotton on Twitter because the umbrellas were
used for defense against tear gas. The public quickly accepted the name. Since
then, many young people have shown their support to the movement by changing
their Facebook profile pictures to yellow ribbons or yellow umbrellas on a black
background. The supporters of the government and police changed their profile
pictures to blue ribbons.
Telephone surveys are one way to collect opinions of citizens about the movement.
However, conducting random sampling of the entire population to collect the data
would be costly. It is relatively easy to collect data by snowball sampling through
Facebook. Our objective is to estimate how many people switched their profile
pictures to yellow ribbons or blue ribbons.
From an initial sample of 142 individuals from Facebook, we collected 45785
individuals through snowball sampling. In total, we had 45927 profile pictures. Each
individual is classified as one of the following types: no change, yellow ribbons, and
blue ribbons. These types corresponded to those who did not changed their profile
pictures, changed their profile pictures to yellow ribbons and changed their profile
pictures to blue ribbons.
In the initial sample, 46 individuals changed their profile pictures to yellow rib-
bons, 11 changed their profile pictures and 85 did not change their profile pictures.
Of the samples collected through the snowball sampling, 9418 changed their profile
pictures to yellow ribbons, 468 changed their profile pictures to blue ribbons and
35899 did not change their profile pictures. Table (3.5) shows the summary of the
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proportion of supporters of the movement and supporters of the government in the
initial samples and snowball samples.
Table 3.5: Sample Proportion of the Types of Profile Pictures in the Samples
No Change Yellow Ribbons Blue Ribbons Total
Initial Samples 85 46 11 142
59.86 % 32.39% 7.75%
Snowball Samples 35899 9418 468 45785
78.40% 20.57% 1.02%
Total 35984 9464 479 45927
78.36% 20.60% 1.04%
The initial samples were not randomly selected. We intentionally selected more
initial samples with blue ribbons because the proportion of profiles with blue ribbons
is relatively small. More importantly, the data collected through the snowball sam-
pling method were subject to sampling bias because people have friends with similar
political views. Table 3.6 shows the average number of friends by type for each type
in the samples and Table 3.7 shows the average proportion of number of friends by
type for each type in the samples.
The proportion of friends with yellow ribbons of an user with a yellow ribbon was
29.4%, which is higher than the proportion of friends with yellow ribbons for an user
with a blue ribbon (12.3%). Similarly, the proportion of friends with blue ribbons
of an user with blue ribbon was 3%, which is higher higher than the proportion of
friends with blue ribbons for an user with a yellow ribbon (12.3%).
The number of friends also play an role in the sampling bias. The average number
of friends for those who did not change their profile pictures is 337.4. This is higher
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than the average number of friends for those who changed their profile picture to
yellow or blue ribbons, which have 312.2 and 255.64 friends respectively. Users with
yellow ribbons had more friends than those with blue ribbons and hence, the snowball
samples would be biased toward the proportion of samples with yellow ribbons.
Table 3.6: Average Number of Friends by Type for Each Type of Sample
Types
Average Number of Friends by Type
No Change Yellow Ribbons Blue Ribbons Total
No Change 276.35 57.29 3.76 337.41
Yellow Ribbon 218.37 91.41 1.41 312.20
Blue Ribbon 214.91 31.18 7.55 255.64
Table 3.7: Average Proportion of Friends by Type for Each Type of Sample
Types
Average Proportion of Friends by Type
No Change Yellow Ribbon Blue Ribbon
No Change 0.819 0.170 0.011
Yellow Ribbon 0.702 0.294 0.005
Blue Ribbon 0.847 0.123 0.030
Using the proposed method, we solved the moment equation in (3.37) to obtain
the estimates of the proportion of each type. The estimates are shown in table 3.8.
The estimates of the proportion of users displaying blue ribbons increased to 1.4%
using the proposed method, which is 40% higher than the sample average of the
initial samples and samples collected through snowball sampling. This suggests the
selection bias may greatly affect the estimated proportion.
Since most of the Facebook users in our samples (78%) did not change their profile
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pictures, the proportion of users with yellow and blue ribbons did not change much.
Focusing on the users who changed their profile pictures made observing changes eas-
ier. Table (3.9) shows the proportion of users changed their profile pictures to yellow
or blue ribbons. In the initial samples, the proportions were 80.7% and 19.3%. With
the samples collected through snowball sampling, the proportions became 95.27%
and 4.73%. Finally, using the proposed method, the proportions were 93.78% and
6.22%. The estimates of the proportion of users changed their profile pictures to
blue ribbons increased from 4.73% to 6.22%.
57.29Pyellow − 218.36Pnochange = 0 (3.37)
3.76Pnochange − 214.9Pblue = 0
1.41Pyellow − 31.18Pblue = 0
Table 3.8: Estimates of Sample Mean and the Proposed Method Using the Snowball
Samples
No Change Yellow Ribbon Blue Ribbon
Initial Samples 0.599(0.041) 0.324(0.039) 0.077(0.022)
Initial Samples and Snowball Samples 0.784(0.002) 0.206(0.002) 0.010(0.001)
New Method 0.781(0.028) 0.205(0.028) 0.014(0.003)
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Table 3.9: Estimates of Sample Mean and the Proposed Method Using the Snowball
Samples
Yellow Ribbon Blue Ribbon
Initial Samples 0.8070 (0.06) 0.1930 (0.035)
Initial Samples and Snowball Samples 0.9527 (0.004) 0.0473 (0.002)
New Method 0.9378 (0.06) 0.0622 (0.006)
3.6 Conclusion
This chapter studies a snowball sampling method for social networks with endoge-
nous peer selection. Snowball sampling is a sampling design which preserves the
dependence structure of the network. It is also a cost-efficient way to collect sam-
ples. It is a procedure sequentially collects the information of vertices linked to
the vertices collected in the previous iteration. The snowball samples suffer from
a sample selection problem because of the endogenous peer selection. The vertices
are more likely to connect with other vertices who are similar to them. Hence, the
samples collected with the snowball sampling method are subjected to the sample
selection problem.
We propose a new estimation method that uses the relationship between samples
in different iterations to correct for the selection problem. The method relies on two
important observations. First, we can consistently estimate the average number of
friends of an agent given the types of agents. This is because the snowball sampling
method preserves the dependence structure of the network; hence, we can consistently
estimate the average number of friends. This is an important feature of the snowball
sampling method. Although the snowball samples are subject to sample selection,
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the sample selection does not play a role in the conditional expectation of the number
of friends. Second, the adjacency matrix of an undirected graph is symmetric. If
a type 1 friend of a type 0 agent is observed, there will be a corresponding type 1
agent with a friend of type 0 . Therefore, the total number of links between type 0
and type 1 agents and the total number of links between type 0 and type 1 agents
must be the same in the population. Using these two observations, we derived the
moment equations for the model, and estimated the proportion of the types of agents
using the generalized method of moment and derived the asymptotic distribution of
the estimator. We also discussed the efficiency implication of the proportions of the
types in the initial samples.
As an empirical application, we used samples collected from Facebook to estimate
the proportion of Facebook users who supported the Umbrella Movement in Hong
Kong in 2014. Facebook users changed their profile pictures to yellow ribbons to
show their support to the movement and to blue ribbons to show their support to
the government and the police. The results indicated that the simple average of
the proportion in the snowball samples underestimated by 40% the proportion of
Facebook users who changed their profile pictures to blue ribbons.
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Appendix A
Supplementary Material for Chapter 1
A.1 Other Robustness Checks
In addition to the robustness checks in Section 1.6, we also performed the estimations
under a series of alternative specifications on the network formation structures.
First, equation 1.5 in Section 1.3.1 gives us flexibility to include different covari-
ates constructed from the students’ characteristics into the network formation utility
of the students. In the main analysis, for simplicity, for every student pair (i, j), we
included student i’s own characteristics (zi) and the absolute difference between her
characteristics and peer j’s characteristics (|zi − zj| in Z. This gave us the “level
and difference” coefficient estimates as shown in Table 1.6 in Section 1.4. However,
in principle we can also include the peer j’s characteristics (zj). We performed this
estimation and the results are shown in the first specification in Table A.1.
Also, in the main analysis, while we allowed for correlations between network
formations as mentioned in Section 1.3.1, we did not allow for fixed effects in the
network formation utility. We made an alternative choice in specification here and
the results are shown in the second and third specifications in Table A.1. Our results
in Section 1.5 are robust to these alternative estimations.
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Table A.1: Robustness Checks for Alternative Specifications
Subject Mathematics Exam Score
Network Multiple Social-based
(Friends and Studymates)
Specification With Peer With Network Formation No Network
Characteristics Fixed Effects Correlation
Contextual Peer Effects
Friends Studymates Friends Studymates Friends Studymates
Cognitive Ability 0.058 0.139** 0.061 0.138** 0.058 0.142**
(0.079) (0.064) (0.079) (0.062) (0.079) (0.063)
Conscientiousness 0.140* 0.070 0.141* 0.066 0.142* 0.067
(0.075) (0.064) (0.075) (0.065) (0.075) (0.065)
Degree -0.004 0.120*** -0.003 0.120*** -0.004 0.119***
(0.017) (0.018) (0.017) (0.019) (0.017) (0.018)
Spillover Effects 0.021 0.074 0.016 0.083* 0.020 0.076
(0.056) (0.050) (0.055) (0.048) (0.055) (0.048)
A.2 Multiple Network Estimation with the Seatmates Net-
work
In the main text, we discussed our results base on a multiple network model with
friends and studymates, together with a single network model with seatmates. We
emphasized that it is essential to estimate the peer effects of friends and studymates
in a multiple network model and we have shown that the results can be significantly
different compared to those from the single network models. For the seatmate net-
work, we observed very similar results even when we put it into a multiple network
estimation, for simplicity we only show the single network model results for seat-
mate in the main text. The results of the multiple network model with seatmates
are shown in Table A.2 for reference.
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Table A.2: Comparison of Selected Estimates for Different Network Specifications: Multiple
Networks
Subject Mathematics Exam Score
Network Multiple Networks
(Friends and Seatmates) (Studymates and Seatmates)
Contextual Peer Effects
Friends Seatmates Studymates Seatmates
Cognitive Ability 0.165** 0.018 0.135** 0.016
(0.076) (0.056) (0.059) (0.054)
Conscientiousness 0.205*** -0.012 0.130** 0.000
(0.071) (0.058) (0.060) (0.056)
Degree 0.041** 0.047* 0.113*** 0.045*
(0.016) (0.024) (0.017) (0.023)
Spillover Effects 0.090* -0.051 0.086* -0.073
(0.050) (0.049) (0.044) (0.049)
1 *,** and *** denote statistical significance at the 10%, 5% and 2% level, respectively.
2 Other personality traits are included in the estimation but omitted in the table. They do not pro-
duce contextual effects which are statistically significant.
3 Other controls include height, family characteristics, hobby type, and class, school, grade fixed effects.
A.3 Details of Estimation and Computation
The latent variable ei makes the likelihood function intractable. The EM algorithm
or simulated maximum likelihood are not applicable due to the high dimensionality
of e. Instead of obtaining the estimator by maximizing the likelihood function, we are
using the Bayesian approach to obtain the posterior distribution of the parameters.
First, we draw sample from the full conditional distribution of different parameters.
The full conditional distribution of the parameters is the conditional distribution of
a subset of parameters conditional on other parameters and the data. If the full
conditional distribution does not follow standard distribution, we draw sample using
the adaptive Metropolis-Hasting algorithm (Haario et al., 1999, 2001). With the full
conditional distribution of the parameters, we can obtain the posterior distribution
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of all parameters by the Gibbs Sampler.
Full Conditional Distribution of Parameters
For clarity of notation, let φ = (β, θ, ρ), δ = (γ, ψ).
Full Conditional Distribution of φ
Conditional on e, λ and D, the outcome equation can be written as a standard least
square error. Under the weak information prior, the conditional distribution of φ
is approximately1 with mean and variance equal to the value and variance of least
square estimates of
J
(
I−
∑
r=1
(Wr)λr
)
Y = JXβ +
∑
r
JWrXθ +
∑
r
Jerρr + Jε (A.1)
Full Conditional Distribution of λ
The full conditional distribution of λ is:
P(~λ∗|Θ\~λ, Y,X, Z) = P(Y |Θ\~λ,~λ∗, X)× pr(~λ∗) (A.2)
∝ det(Γ)×
(
1−
∑
r
λr
)
× pr(~λ∗) (A.3)
Full Conditional Distribution of Ur,i,j
Let µ˜r,i,j = −Rr,i,j + Ψr,−rΨ−1−r,−r(U−r,i,j +R−r,i,j) and σ˜2r,i,j = Ψr,r,Ψr,−rΨ−1−r,−rΨ−r,r
Conditional on δ, Ψ, e, U−r,i,j, Ur,j,i and Dr,i,j, the conditional distribution of
Ur,i,j has 3 possible distributions.
1The differences are due to the prior which is negligible under the weak information prior.
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1. Suppose Dr,i,j = 1, then Ur,i,j follows a truncated normal distribution with
mean µ˜r,i,j and variance σ˜
2
r,i,j and a lower bound of 0.
2. Suppose Dr,i,j = 0 and Ur,j,i+Rr,j,i < 0, then Ur,i,j follows a normal distribution
with mean µ˜r,i,j and variance σ˜
2
r,i,j
3. Suppose Dr,i,j = 0 and Ur,j,i +Rr,j,i > 0, then Ur,i,j follows a truncated normal
distribution with mean µ˜r,i,j and variance σ˜
2
r,i,j with a upper bound of 0.
Full Conditional Distribution of δr
Conditional on U , Ψ, e, D, the conditional distribution of δr is approximately
2 normal
with mean and variance equal to the value and variance of least square estimates of
Ur,i,j = Z
′
i,jγr + |er,i − er,j|ψr + vr,i,j ∀i, j = 1, . . . , N (A.4)
Full Conditional Distribution of er,i
Notice that since U contains all information from D, we can omit D from the con-
ditional expectation. Thus,
P(e∗r,i|Θ, e−r, er,−i, Y,X, Z, U) = P(Ur,i,1, . . . , Ur,i,n|Θ, e∗r,i, e−r, er,−i, Z)×(A.5)
P(Yi|U,Θ, e∗r,i, e−r, er,−i, X)× pr(e∗r,i) (A.6)
Full Conditional Distribution of Ψ
P(Ψ|Θ\σ2e , Y,X, Z) =
∑
i,j
P(Ur,i,j∀r|Ψ)× pr(Ψ) (A.7)
2The differences are due to the prior which is negligible under weak information prior.
141
U1,i,j + R1,i,j, . . . , UR,i,j + RR,i,j follows a normal distribution with mean 0 and
variance Ψ. Since the diagonal elements of Ψ are always zero, we draw samples of Ψ
using the Metropolis-Hastings Algorithm instead of an inverse-Wishart distribution.
Computation
We use a combination of the Gibbs sampler and the Metropolis-Hasting algorithm
to compute the posterior distribution of the parameters. For φ, U , δ, we directly
draw from the conditional distribution. For λ, e and Ψ, we use the Metropolis-
Hasting algorithm to draw samples. Then we obtain the posterior distribution of
all parameters by the Gibbs sampler. In addition, we apply the Adaptive Markov
Chain Monte Carlo algorithm to improve the sampling distribution in the Metropolis
Algorithm. We run eight independent chains and stop the simulation if the ratios of
the variance of between-chain mean and the mean of the within-chain variance for
all parameters are less than 0.1.
We use the weakly informative prior for φ and δ, which is N ∼ N(0, 10000). The
prior for ~λ is a uniform distribution with parameter -0.99 and 0.99. Priors for each
elements in Ψ are uniform distributions with parameter -1 and 1.
Conditional Expectation of Error Given X and D
To derive the conditional expectation of error, we take the score formation equation:
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Y = Xβ +
R∑
r=1
WrXθr +
R∑
r=1
WrY λr + e (A.8)(
I−
R∑
r=1
Wrλr
)
Y = Xβ +
R∑
r=1
WrXθr + e (A.9)(
I−
R∑
r=1
Wrλr
)
Y =
(
I−
R∑
r=1
Wrλr
)−1(
Xβ +
R∑
r=1
WrXθr + e
)
(A.10)
Y =
(
I−
R∑
r=1
Wrλr
)−1(
Xβ +
R∑
r=1
WrXθr + e
)
(A.11)
Y =
 ∞∑
i
(
R∑
r=1
Wrλr
)i(Xβ + R∑
r=1
WrXθr + e
)
(A.12)
Taking conditional expectation on both sides of equation A.12 yields
E (Y |X,D1, . . . , DR) =
E
 ∞∑
i
(
R∑
r=1
Wrλr
)i(Xβ + R∑
r=1
WrXθr + e
)∣∣∣∣∣∣X,D1, . . . , DR

+ E
 ∞∑
i
(
R∑
r=1
Wrλr
)i
e
∣∣∣∣∣∣X,D1, . . . , DR
 (A.13)
A.4 List of Hobbies
Table A.3 shows the lists of hobbies by hobby type. Note that the hobby types are not
mutually exclusive. In the main analysis we used hobby types 1 to 3 as mentioned
in Section 1.2. In Section 1.6.1, we introduced two alternative categorizations for
robustness checks. Categorization 1 includes hobby types 1 to 8. Categorization 2
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includes hobby types 1 to 11. We can consider these two alternative categorization
to be more refined categorizations.
Table A.3: Lists of Different Types of Hobbies
Hobby Type Hobby
1. Music Violin, Piano, Guitar, Harp, Horn, Flute, Clarinet, Cello, Melodica,
Bell, Erhu, Guzheng, Pipa, Yangqin, Chinese Flute, Yuan, Chinese Lo,
Xylophone, Keyboard, Electric Guitar, Harmonica, Africa Drum,
Percussion, Saxophone, Drum, Ocarina
2. Sports Basketball, Soccer, Pingpong, Badminton, Volleyball, Golf, Bowling, Tennis,
Squash, Rugby, Dodgeball, Handball, Ropeskip, Mountaineering, Athletics, Swimming,
Skiing, Rowing, Hurdle, Archery, Cycling, Chinese Dance, Latin Dance, Dance,
Ballet, Karate, Taekwondo, Yudo, Kungfu, Taiqi, Lion Dance, Running, Gun Shooting,
Slideboard, Yoyo, Shotput, Gymnastics, Fencing, Climbing, Jianzi
3. Youth Movements Boy Scouts, Girl Guides, Boy Brigade, Girl Brigade, St. John Ambulance,
Junior Police Call, Social Service Team, Community Youth,
Road Safety Patrol, Red Cross, Flag Raising, Prefect, Teen,
Leadership, Civil Aid, Cheerleading, Volunteering, Marching Band
4. Western Music Violin, Piano, Guitar, Harp, Horn, Flute, Clarinet, Cello, Melodica, Bell
5. Chinese Music Chinese Lo, Erhu, Guzheng, Pipa, Yangqin, Chinese Flute, Yuan
6. Ball Games Handball, Basketball, Soccer, Pingpong, Badminton, Volleyball, Golf, Bowling,
Tennis, Squash, Rugby, Dodgeball
7. Art Hobbies Textile art, Calligraphy, Jewelry, Drawing, Knitting, Ceramics, Knot
8. Multiplayer Hobbies Drama, African Drum, Drum, Chinese Orchestra, Orchestra, Basketball,
Soccer, Volleyball, Rugby, Dodgeball, Handball, Rowing, Chinese Dance,
Lion Dance, Boardgames, Chinese Drama, Ballet, Fencing
9. Strings Instruments Violin, Guitar, Harp, Cello, Erhu, Guzheng, Pipa, Yangqin
10. Wind Instruments Horn, Flute, Clarinet, Melodica, Chinese Flute, Harmonica, Saxophone
11. Regular Assembly Prefect, Boyscout, Girlguide, Boybrigade, Girlbrigade, Road Safety Patrol, St. John Ambulance, Leadership
1 The hobby types are not mutually exclusive.
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Appendix B
Proof for Chapter 2
Proof of Theorem 2.3.1
The proof of this result follows Imbens and Newey (2009). For any bounded function
a(x), by εi ⊥ Zi, ζi
E(a(Xi)|Vi, α, εi) =
∫ ∫
E(a(Π(Vi, Zi, ζi, α)|Vi, α, εi)dFZ,ζ(Zi, ζi|Vi, αi, εi)
=
∫ ∫
E(a(Π(Vi, Zi, ζi, α)|Vi, α, εi)dFZ,ζ(Zi, ζi|Vi, αi)
= E(a(X)|Vi, α)
Then for any bounded function b(x),
E(b(εi)a(Xi)|Vi, α) = E(b(εi)E(a(Xi)|εi, Vi, α)|Vi, α)
= E(b(εi)E(a(Xi)|Vi, α)|Vi, α)
= E(b(εi|Vi, α)E(a(Xi)|Vi, α)
Hence, Xi ⊥ εi|Vi, α
B.1 Proof of Theorem 2.3.2
Suppose there are g1(x, z) and f1(v) which are observational equivalent to g(x, z) and
fα(v), then g(x, z) − g1(x, z) + fα(v) − f1(v) = 0. By assumption (2.3.4), fix v and
differentiate with respect to x and z, ∇xg(x, z) − ∇xg1(x, z) = 0 and ∇zg(x, z) −
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∇zg1(x, z) = 0. Hence g1(x, z) = g(x, z) + c.
B.2 Proof of Theorem 2.3.1
Suppose there are θx, θz and f1(w) which are observational equivalent to βx, βz and
f(w), then x
′
(θx − βx) + z′(θz − βz) + (f1(w)− f(w)) = 0. By assumption (2.3.4), fix
w and differentiate with respect to x and z, we have (θx− βx) = 0 and (θz − βz) = 0
B.3 Proof of Lemma 2.4.1
Let P be the projection matrix of x and y. It is the same as the sum of the outer
product of the eigenvectors of (b1xx
′
+ b2yy
′
) for any b1, b2. It is easy to see that
a1Pxx
′
+ a2Pyy
′
+ a3(Pxy
′
+ Pyx
′
) = a1xx
′
+ a2yy
′
+ a3(xy
′
+ yx
′
)
= a1b1xx
′
+ a2b2yy
′
+ a3b1xx
′
+ a3b2yy
′
= (a1b1 + a3b1)xx
′
+ (a2b2 + a3b2)yy
′
(B.1)
B.4 Proof of Theorem 2.4.1
Without loss of generality, we assume the eigenvectors with positive eigenvalues.
For negative eigenvalues, we can look at −A and the proof will follow. ‖·‖F is the
Frobenius norm of a matrix. For any matrix A, it is defined as ‖A‖F =
√
Tr (A′A).
First of all, we write ‖VU,sN − VH,sNRo‖2F into the trace of the product of the
projection matrix of V sNU and V
sN
H .
||VU,sN − VH,sNRo||2F = Tr
(
(VU,sN − VH,sNV
′
H,sN
VU,sN )
′
(VU,sN − VH,sNV
′
H,sN
VU,sN )
)
= Tr
(
IsN − V
′
U,sN
VH,sNV
′
H,sN
VU,sN
)
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The objective is to show that the Tr
(
IsN − V ′U,sNVH,sNV
′
H,sN
VU,sN
)
is Op
(
1√
N
)
. Using
the definition of U ,
U = HsN +RsN + ξ
ΛU = V
′
U,sN
HVU,sN + V
′
U,sN
RsNVU,sN + V
′
U,sN
ξVU,sN
Tr (ΛU,sN ) = Tr
(
V
′
U,sN
HVU,sN + V
′
U,sN
RsNVU,sN + V
′
U,sN
ξVU,sN
)
Since ‖RsN‖ = op(1), Tr (V ′U,sNRsNVU,sN) = op(1)
Tr (ΛU,sN ) = Tr
(
ΛH,sNV
′
H,sN
VU,sNV
′
U,sN
VH,sN + V
′
U,sN
ξVU,sN
)
+ op(1)
Tr (ΛH,sN − ΛU,sN ) = Tr
(
ΛH,sN − ΛH,sNV
′
H,sN
VU,sNV
′
U,sN
VH,sN + V
′
U,sN
ξVU,sN
)
+op(1)
By Lemma (B.5.1), Tr
(
V
′
U,sN
ξVU,sN
)
= Op(sN
√
N)
Tr
(
ΛH,sN
(
I − V ′H,sNVU,sNV
′
U,sN
VH,sN
))
= Op(sN
√
N)
Let τ1, . . . , τsN ∈ (0, 1) be the diagonal elements of V ′H,sNVU,sNV
′
U,sN
VH,sN . and
λH,1, . . . , λH,sN be the first sN eigenvalues of H. Then rewrite the above equation as,
sN∑
i
λH,i
sNN
√
N(1− τi) = Op(1) (B.2)
The quantity above is always positive. By assumption 2.4.2, N−1λH,i = Op(1). Sup-
pose
√
N
∑sN
i (1− τi)
p→∞, ∑sNi λH,isNN√N(1− τi)→p ∞ which contradict Equation
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(B.2). Therefore,
Tr
(
IsN − V
′
U,sN
VH,sNV
′
H,sN
VU,sN
)
=
λH,i
sNN
√
N(1− τi) = Op
(
1√
N
)
(B.3)
B.5 Proof of Lemma B.5.1
Lemma B.5.1. let ΛU,sN be the first sN eigenvalues of U and similar for ΛH,sN .
Suppose the absolute value of each of the first sN eigenvalues is Op(
√
N), then
Tr (ΛU,sN − ΛH,sN ) = Op(sN
√
N) (B.4)
Tr
(
Λ2U,sN − Λ2H,sN
)
= Op(sNN) (B.5)
Without loss of generality, let all the eigenvalues are positive.
Tr (ΛU,sN − ΛH,sN ) = Tr
(
V sN
′
U UV
sN
U − V sN
′
H UV
sN
H
)
+Tr
(
V sN
′
H ξV
sN
H
)
+ Tr
(
V sN
′
H R
sNV sNH
)
Tr (ΛU,sN − ΛH,sN ) = Tr
(
V sN
′
U HV
sN
U − V sN
′
H HV
sN
H
)
+Tr
(
V sN
′
U ξV
sN
U
)
+ Tr
(
V sN
′
U R
sNV sNU
)
By the definition of eigenvectors, Tr
(
V sN
′
H R
sNV sNH
)
= 0. Tr
(
V sNU R
sN
′
V sNU
)
= op(1).
By the definition of eigenvalues, Tr
(
V sN
′
U UV
sN
U − V sN
′
H UV
sN
H
)
≥ 0 and
Tr
(
V sN
′
U HV
sN
U − V sN
′
H HV
sN
H
)
≤ 0. Also, Tr (x′ξx) = Op(sN
√
N) for any x
′
x = I.
Hence, Tr (ΛU,sN − ΛH,sN ) = Op(
√
N).
For Tr (ΛU,sN − ΛH,sN ), replace U with UU and H with HH and apply the same
argument.
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B.6 Proof of Theorem 2.4.2
When k < sN , C(k)− C(sN) = ˆSSR(k)− ˆSSR(sN) + (k − sN)σ2h(N).
P(C(k)− C(sN) < 0) = P(SSR(k)− SSR(sN) +Op(N−1) + (k − sN)σ2h(N) < 0)
(B.6)
Since SSR(k) − SSR(sN) > 0 is the sum of square of the k + 1 to sN eigenvalues.
By lemma (B.5.1), SSR(k)− SSR(sN) = Op(1) > 0. As long as h(N) = o(1), then
P(C(k)− C(sN) < 0)→ 0 as N →∞
When k > sN , C(k) − C(sN) = ˆSSR(k) − ˆSSR(sN) + (k − sN)σ2h(N). Since
SSR(k)−SSR(sN) = Op(N−1) < 0, as long as Nh(N)→∞, then P(C(k)−C(sN) <
0)→ 0 as N →∞
B.7 Proof of Corollary 2.4.1
When k < sN , IC(k) − IC(sN) = log(SSR(k)/SSR(sN)) + (k − sN)h(N). Since
SSR(k) − SSR(sN) = Op(1) > 0 , log(SSR(k)/SSR(sN)) > 1 + Op(1), as long as
h(N) = o(1), then P(IC(k)− IC(sN) < 0)→ 0 as N →∞
When k > sN , since SSR(k)−SSR(sN) = Op(N−1) < 0 , log(SSR(k)/SSR(sN))
= Op(N−1) < 0, as long as Nh(N) → ∞, then P(IC(k) − IC(sN) < 0) → 0 as
N →∞
B.8 Proof of Theorem 2.5.1
The proof rely on three steps, first the consistency of sˆ in estimating sN , then the
consistency of the first sN eigenvectors of U in estimating first sN eigenvectors of H.
Last, the approximation error ‖RsN‖F = op(1) as N increase.
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By assumption (2.4.1) and (2.4.2), ‖RsN‖F = op(1), so the first sN eigenvectors
of H are valid control variables. Corollary 2.4.1 implies the consistency of selection
of eigenvectors. Using the same argument as (Bai and Ng, 2010)
P(
√
N(βˆsˆ − β) < δ) = P(sˆ = sN)P(
√
N(βˆsN − β)|sˆ = sN)
+ P(sˆ 6= sN)P(
√
N(βˆsN − β)|sˆ 6= sN) (B.7)
Since sˆ is consistent, P(sˆ = sN)→ 1 and P(sˆ 6= sN)→ 0. The first term on the right
hand size of the equation is P(sˆ = sN)P(
√
N(βˆsN − β)|sˆ = sN)(1 + op(1)) and the
second term converge to zero. Conditional on sˆ = sN , βˆsˆ = βˆsN and
|P(
√
N(βˆsˆ − β) < δ)− P(
√
N(βˆsN − β) < δ)| → 0 (B.8)
Theorem 2.4.1 implies ||P `
V UˆsN
− P `V HsNRo||F = Op
(
1√
N
)
for some rotation matrix
Ro
(
N−1X˜
′
ε
)
=
(
N−1X˜
′
(I − P `V UsN )ε
)
≤
(
N−1X˜
′
(I − P `V HsN )ε
)
+N−1
∥∥∥X ′ε∥∥∥∥∥∥(P `V UsN − P `V HsN )∥∥∥F
+ N−1
∥∥∥X ′ε∥∥∥∥∥RsN∥∥
F
= 0 +Op(N−1) +O(N−1)
Assumption (2.3.4) implies
(
N−1X˜
′
X˜
)−1
has full rank.
All together, we have
|βˆ − β| = |
(
N−1X˜
′
X˜
)−1
Op(N−1)| = op(1) (B.9)
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B.9 Proof of Theorem 2.5.2
√
N(θˆ − θ) = (N−1X˜ ′X˜)−1(N−0.5X ′(I − P `V HsN )ε) + op(1) (B.10)
To obtain the asymptotic normality in equation (2.42) , by applying the CLT
in Bai and Ng (2010). For social interaction model, we have to apply the central
limit theorem in Kelejian and Prucha (1998, 1999) which is based on a central limit
theorem of triangular arrays to equation (B.10).
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Appendix C
Proof for Chapter 3
C.1 Proof of Proposition 3.3.1
The asymptotic normality of dˆb|a is implied by the Linderberg-Le´vy Central Limit
Theorem. √
Na(dˆb|a − db|a)→ N(0, σ2b|a) (C.1)√
Nb(dˆa|b − da|b)→ N(0, σ2a|b) (C.2)
where σ2b|a = V ar(di|a|yi = b) and σ2a|b = V ar(di|b|yi = a).
By assumption (3.3.3), Na
N
→ spa and NbN → spb, we can rewrite equation (C.1)
and (C.2) as
√
N(dˆb|a − db|a)→ N(0, sp−1a σ2b|a) (C.3)
√
N(dˆa|b − da|b)→ N(0, sp−1b σ2a|b) (C.4)
By assumption (3.3.1), dˆa|b and dˆb|a are independent. Therefore, they are jointly
normal with zero covariance.√N(dˆb|a − db|a)√
N(dˆa|b − da|b)
→ N

0
0
 ,
sp−1a σ2b|a 0
0 sp−1b σ
2
a|b

 (C.5)
Then we apply the Delta method to Pˆ(yi = a) =
dˆa|b
dˆa|b+dˆb|a
and obtain
√
N(Pˆ(yi = a)− P(yi = a))→ N(0, σ2pa) (C.6)
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where
σ2pa ≡
− db|a(da|b+db|a)2
da|b
(da|b+db|a)2

′sp−1a σ2b|a 0
0 sp−1b σ
2
1|b

− db|a(da|b+db|a)2
da|b
(da|b+db|a)2

= (db|a + db|a)−4
(
d2a|bσ
2
b|asp
−1
a + d
2
a|bσ
2
a|bsp
−1
b
)
(C.7)
C.2 Proof of Equation 3.20
dˆa|b × P(yi = b)− dˆb|a × P(yi = a) = 0 (C.8)
N−1b
∑
i,yi=b
∑
j,yj=a
A[i,j] × P(yi = b)−N−1a
∑
i,yi=a
∑
j,yj=b
A[i,j] × P(yi = a) = 0 (C.9)
N−1b
∑
i
1(yi = b)
∑
j,yj=a
A[i,j]×P(yi = b)−N−1a
∑
i
1(yi = a)
∑
j,yj=b
A[i,j]×P(yi = a) = 0
(C.10)
N−1
∑
i
1(yi = b)
spb
∑
j,yj=a
A[i,j]P(yi = b)− 1(yi = a)
spa
∑
j,yj=b
A[i,j]P(yi = a)
 = 0
(C.11)
Finally, let hi,a,b ≡ 1(yi=b)spb
∑
j,yj=a
A[i,j]P(yi = b)− 1(yi=a)spa
∑
j,yj=b
A[i,j]P(yi = a).
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