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SUMMARY
The goal of coverage path planning problems is to generate an efficient path that can
fully cover all reachable points in a given environment. It has numerous applications, in-
cluding advanced manufacturing and robotics, which are two targets of our work. Most
prior approaches to this problem are designed for specific features of a given application
(e.g., how the robot can move and rotate), meaning they may “hard-code” properties or
constraints of the application into the problem formulation or heuristics of a solution algo-
rithm. While such methods can be very effective, they can also be hard to extend, as altering
the formulation or constraints may require extensive changes to the solver algorithm and
heuristics.
In this dissertation, we investigate a new generic method of constructing an efficient and
collision-free paths for coverage path planning problems. It unifies and generalizes broad
classes of cover path planning problems for two-dimensional environments into a general,
unified, and automatically adaptive framework, which we refer to as adaptive deep path
(AD Path). AD Path can improve path efficiency with respect to cost models that consider
both path length and the number of turns, and can flexibly accommodate different problem
configuration options, such as robot sizes and robot motion strategies (i.e., how the robot
is allowed to move or rotate). This method helps programmers avoid reformulating the un-
derlying problem or hard-coding heuristics from such configuration options, and through
automatic exploration, can generate better paths as a result than previously proposed meth-
ods.
In moving from 2-D environments to 3-D ones, we consider two additional problems.
One is how to improve the performance of collision detection in the process of covering
3D objects, which is a well-known performance bottleneck of existing work. Previous
approaches (e.g., tool path planning problems) tend to simplify the collision computations
by simplifying the geometry of the robot or tool or assuming that object is a simple surface,
xvii
both of which are unrealistic in most practical applications. We propose a new method that
allows for more general shapes, uses geometric insights to reduce computational costs, and
exploits parallel computing via graphics co-processing (GPUs) to solve CD problems for
more realistic geometries and much higher speeds than state-of-the-art methods. We show
a proof-of-concept comparison against an existing commercial tool to show the efficacy of
our approach.
Another problem in 3-D is how to construct an efficient path for covering the surface an
arbitrary object, which finds applications in advanced manufacturing. We propose a novel
algorithm that overcomes a key limitation of more conventional methods, which assume
no collisions by simplifying the tool or robot geometry. We remove this simplification
by incorporating geometric accessibility information when planning a path. Our proposed
algorithm enables the optimization of both the path lengths and the cost of handling other
constraints.
Taken together, this dissertation addresses several aspects of coverage path planning
problems, making them more practical in both 2-D and 3-D planning environments with
more realistic object geometries and cost metrics (e.g., path length, number of turns). As




The classical Coverage Path Planning (CPP) problem concerns the task of constructing
a path that covers (or touches or passes over) all points of a given environment, such as
a 2D area or the surface of a 3D object, while avoiding obstacles. This task is integral to
many applications in robotics and advanced manufacturing, such as vacuum cleaning robots
[1, 2], painter robots [3], autonomous underwater vehicles creating image mosaics [4],
demining robots [5, 6], lawn mowers [7], inspection of complex underwater structures [8],
3D printing [9, 10, 11], agriculture [12], search and rescue [13], aerial coverage [14, 15],
physical simulations [16], motion planning [17, 18]; and virtual assembly [19], autonomous
underwater vehicles (AUV) [20, 21, 22], to name just a few.
One of the main motivating examples of CPP that motivates our work comes from CNC
milling applications shown in Figure 1.1. The left side presents an original object that is
given as input, and the right side is our target object after applying a milling process. To
automate this process, a common way is to simulate the process on a software to generate
machining codes, and then apply the codes to a milling robot on real physical objects. The
Figure 1.1: An example of using CPP problem in CNC milling application that converts a
cylinder stock into a 3D object (e.g.. king kong).
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software simulates the process on virtual objects, while the milling robot applies the codes
on physical objects. As shown in Figure 1.1, the virtual objects are on the left side of the two
dashed frames, while the physical objects are on the right side of the two dashed frames. A
key function of this software is to construct an efficient path to cover an arbitrary 3D object.
The generated path corresponds to the output codes used for the milling process. Note that
a milling process that fully achieves the conversion from a stock to a final object requires
multiple steps of the CPP problems, where each step machines off materials proportional
to the size of the robot, see details in Section 4.3.1.
1.1 Problem statement
The input is an environment represented by a bitmap. Figure 1.2 illustrates an example of
the bitmap representing an environment. There are two types of space: the free space de-
noted by the empty area and the obstacle space denoted by the black area. The environment
can be a 2D plane or a surface of a 3D object. The output is an ordered path that visits all
free bits in the environment. The problem is to construct a path for a robot that covers all
free space while avoiding the obstacles. Note that the bit does not corresponds to a pixel in
the object model, but an area that can be covered by a robot without moving. The size of
the robot determines the size of a single bit. The basic requirements of the problem are the
following:
• Cover the free space in the environment
• Avoid obstacles
• Optimize the path efficiency.
This is an optimization problem, where the target is to maximize the path efficiency
under the constraint that all bits have to be covered and the obstacles need to be avoided.
It is a challenging problem because of its high computational complexity. Imagine that
the robot is located at a random position. From there, it must choose a neighbor to visit.
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Figure 1.2: A bitmap representing an environment.
Covering a cell that has already been covered is allowed, for otherwise it is highly likely
that the robot might get trapped in an area where all neighboring cells are covered. The
complexity of constructing this type of an ordered path is, in general, exponential [23].
1.2 Problem Variations
Due to its high computational complexity, practical algorithms for CPP must be solved
approximately. Such methodologies have a long history, and there are several problem
variations that have been developed to simplify the problem and reduce its complexity.
An important assumption made by these related problems is that all the free space in the
environment can be represented by a graph, where each vertex or edge represents a group
of cells that the robot needs to cover. This assumption is a simplification because there
are many ways to perform this conversion. One example is the boustrophedon cellular
decomposition (BCD)‘[24]. In BCD, the vertices in the graph are a collection of coarse-
grained cells, where each cell has no obstacles and no overlaps with other cells. Other
related problems are listed as follows.
• Traveling salesman problem (TSP). In TSP, one seeks the shortest path that visits
all the vertices. It is a well-known NP-hard problem. LKH TSP [25] is an efficient
library that generates a short path for TSP. Another variant of TSP is called the cov-
ering salesman problem. Instead of visiting each city (vertex) in TSP, the robot must
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visit a neighborhood of each city [26]. Our CPP problem is different. It requires the
robot to pass over all points, in contrast to visiting all the neighborhoods as in the
covering salesman problem.
• Chinese postman problem. Here, the goal is to construct an Euler tour that visits all
edges in the graph with the shortest tour length [27]. It differs from TSP in that it
seeks to cover edges rather than vertices. As such, the edges in the graph correspond
to the spaces in the environment that a robot needs to cover.
• Lawnmower problem. Here, one seeks a path to cut all of the “grass” in a region
covered by grass. This problem is also NP-hard [28]. The difference between the
lawnmower problem and CPP is that there are no obstacles in the lawnmower prob-
lem.
• Piano mover’s problem. In this problem, one wants to find a collision-free path
from a start to a target, which has been shown to be PSPACE-hard [29, 30]. The
optimization is to reduce the path length.
• The art gallery problem. In this problem, one seeks the minimum number of guards
(points) to cover all points in a polygonal gallery [31], which is also a well-known
NP-hard problem. Instead of going through each point for to achieve full coverage,
as in our CPP problem, this problem only needs to find a small number of guards
where choosing a single guard corresponds to a coverage of the points visible to this
guard.
• The watchman route problem. Here, the aim is to find the shortest route from a given
point back to itself. This problem resembles the coverage goal in the art gallery prob-
lem, where all the points in the environment have to be visible to a chosen point in the
route. Simple cases of the watchman route problem, such as covering the interior of
simple polygons, can be achieved in polynomial time [32]. However, in general this
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Figure 1.3: A planar bipartite graph G, with maximum vertex degree 3 as the first step of
converting the law mowing problem to Hamiltonian Circuit problem.
problem is proved to be NP-hard [33]. The difference between the watchman route
problem and the art gallery problem is that the watchman route problem optimizes
the route length while the other minimizes the number of the chosen points on the
route.
1.3 NP-hardness of the lawn mowing problem
Here we use the lawn mowing problem as an example of proving the NP-hardness of the
CPP problem. Arkin proves that the lawn mowing problem for a connected polygonal
region is NP-hard for the case of an aligned unit square cutter [28]. The proof makes use of
the reduction from the (NP-hard) problem Hamiltonian Circuit in Planar Bipartite Graphs
with Maximum Degree 3 to the problem of Hamiltonian Circuits on Grid Graphs, as used
by Johnson and Papadimitriou [34].
The proof consists of two steps. Given a bipartite graph G that has n vertices with two
types x, y, the first step is to construct a new graph Ĝ, where the x vertices center at the
white circles and the y vertices center at the black circles. In the left side of Figure 1.3
illustrates an example of bipartite graph with maximum degree 3 and the right side gives
the constructed graph. In the constructed graph, the vertices are surrounded by the vertices
5
Figure 1.4: The second step of defining regions to be the union of all placements of all
vertices and edges in the new graph Ĝ.
of the other type, following the rules of traversing bipartite graph, either form x to y or
from y to x. The edges are the same way. If the entrance vertex and the exit vertex on an
edge are of the same type, a vertex of the other type needs to be added on the edge. The
new graph Ĝ has m vertices, where m = O(n). Therefore, Ĝ has a Hamiltonian circuit if
and only if G has a Hamiltonian circuit.
The second step is to define the regionR to be the union of all placements of all vertices
in the new graph Ĝ, where each vertex corresponds to a unit square. The right side of
Figure 1.4 presents the corresponding region of the new graph Ĝ. The left side of the
Figure 1.4 is the same as the right side of the Figure 1.3, drawn in a different order. The
path shown in the region R corresponds to a traversing order of the bipartite graph G:
{x1− > y2− > x3− > y2− > x2− > y3}. Therefore, the existence of a tour of length m
on the vertices of the new graph Ĝ implies the existence of a lawn mower tour of length m.
On the other hand, a lawn mower tour of length m can mow all of R only if no point
in the region is mowed more than once. This lawn mower path partitions the region R into
non-overlapping strips (rectangles) of width 1. In this way, we can construct a graph with
each rectangle corresponding to a vertex. With this graph, the lawn mower path implies
that a lawn mower tour of length m induces a tour of length at most m in the new graph.
Besides these variant problems, there are some other approaches that propose to use a
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combination of the problems mentioned above to solve the CPP problem. For example, in
the coverage of 3D environments, the art gallery problem or the watchman route problem
can be combined with the TSP problem or the Chinese postman problem [27]. The art
gallery problem and the watchman route problem can be used to choose the candidate
guards. If the robot needs to visit all points, each guard needs to generate a path from the
points visible to the guard. If the robot takes the visibility as a coverage and only needs to
cover the guards, a path that visits all guards can be optimized by applying TSP problem
or Chinese postman problem.
1.4 Challenges
Despite the research on the CPP problem, there are still opportunities for significant im-
provement. Motivated by the requirement of our CNC milling application, this thesis, we
focus on three perspectives: flexible metrics of evaluating a path, fast parallel collision
detection and path optimization under the constraint of being collision-free.
Firstly, prior approaches usually focus on the optimization of one metric of path effi-
ciency. Typically, there are two common metrics as the optimization target: minimizing
the path length and minimizing the number of turns in the path. Some projects aims at
reducing the path length [24, 15, 14, 35] , while other projects emphasize how to minimize
the number of turns [36]. These approaches employ a static metric such that the design of
the algorithm can “hard-code” the metric together with some other application-level poli-
cies, such as motion strategies on how the robot can move. This approach significantly
restricts its application in a way that a small change in the application will make the “hard-
code”invalid.
In reality, the metrics used to evaluate a path may vary widely, which depends on the
characteristics of the robot or the tool. For the robot that moves fast in straight lines but
rotates slow when changing the moving direction, a path that has a small number of turns is
preferable, because each turns demands a rotate operation and thus consumes a long time.
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Figure 1.5: Two orientations of the milling robot on the same pivot point. The left orienta-
tion is collision-free. The right orientation causes a collision.
For the robot that has the opposite characteristics, a path that has a short path length is
preferable, because the cost of moving in lines is higher than the cost of the rotating. Some
applications require the support of various policies of motion. For example in 3D printing,
a robot may select multiple machining tool sizes and employ various motion strategies,
such as moving horizontally and vertically.
Secondly, in traditional problem setting, the robot is abstracted to a single point that
covers an environment, ignoring the necessity of avoiding collision on path. In the process
of covering an arbitrary environment, one of the basic requirements is to avoid obstacles.
However, 2D and 3D environments pose different challenges. In a 2D environment, the
robot can be abstracted to a point, because the only place the robot needs to touch is one
end of the robot and the other parts of the robot are collision-free. The path generated for
coverage just needs to bypass obstacles to avoid collision. However, the 3D case is more
complex. Both the robot and the environment can have arbitrary shape. Any collisions
between them are not allowed, except for the one that the end of the robot needs to touch
the 3D environment for a coverage (in a 3D milling application, the cutting end of the robot
needs to stay on the surface of the 3D object to machine the materials off, which is called
the pivot point. This point is the only place that the robot is allowed to touch with the
target object). Figure 1.5 presents an example of placing the robot on two orientations to
cover the same point on the surface of the object. On the left, there is no collision while
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a collision exists on the right side. The collision could either break the target object or
damage the cutting robot, both of which are detrimental and crash the milling process.
However, in reality the robot has an arbitrary shape that is likely to collide with the
target environment. Thus, we can not simply assume that the robot is just a tiny dot. Dif-
ferent from traditional problem setting, this thesis answers how to determine the accessible
orientations to avoid collisions. Due to high resolutions of the target environment and high
resolutions of the orientations (e.g.. a vast number of voxels in the target environment and a
vast number of the orientations to check), the process of calculating the accessibility of ori-
entations is computation-intensive and thus consumes a large amount of time. We present
a new abstraction and a parallel algorithm that can significantly accelerate this process .
Last but not least, there is aa challenge in applying the constraint of avoiding collisions
when constructing a path. The second challenge is about a fast way of determining ac-
cessible orientation, but how to use its output to construct a collision-free path is another
problem. To facilitate autonomous path planning for complex environments or objects, pre-
vious approaches usually ignore the robot constraint of being collision-free. Conventional
path planning methods either assume that the robot is under no constraint or focus on the
optimization of the path length. The robot is abstracted into a single point. The cost of
moving from one point a neighboring point is constant as a step, so the efficiency of the
path is determined by the number of steps.
In practice, however, the constraint usually carries a high cost for safety reasons. In the
case of 3D environment, a valid path needs to specify an accessible orientation to avoid
collisions, assuming that the accessibility of the orientations is given as inputs. Special
operations are demanded to construct a valid path, which is called 5-axis path (3-axis is
the coordinates of the point in the environment in 3D space and 2-axis is the spherical co-
ordinates of the robot orientations). If the specified orientations between two neighboring
points are different but accessible on the two points, a special operation is called reorien-
tation to guarantee the continuity of the path. If the specified orientations are different but
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Figure 1.6: CPP problem is divided into three sub-problems.
inaccessible on one point, another special operation is to move the robot far away from
the environment to a safe place, and then go back to the next point in the environment.
Compared with the common operation that moving between two points on the environment
using one accessible orientation, the special operations have a higher cost consuming more
milling time. In short, ignoring the constraint would either produce an invalid path or result
in a path with a higher cost.
1.5 Decomposing the problem
Figure 1.6 shows how we decompose our CPP problem into more basic building blocks,
reepresented as layers from top-to-bottom.
In the first layer from top to down, we categorize our CPP problem into two types: 2D
coverage path planning (2D CPP) and 3D object coverage path planning (3D CPP), where
2D CPP means that the target environment is in 2D and the robot stays in a 2D plane, and
3D CPP means the target environment is a 3D object and the robot covers the surface of
the 3D object with collision-free orientations.
In the second layer of Figure 1.6, we have two steps for the two types of environments.
To ensure that the generated path is valid, the first step is to do the collision detection to
calculate the accessibility for all given orientations. The second step is to construct a path
10
that covers all free space and optimize the efficiency of the path.
The third layer has three problems that we discuss in detail in this thesis. Theoretically,
both 2D environments and 3D environments need to go through the two steps in the second
layer. However, avoiding collision is easy for the 2D environment, because we just need
to check if the path intersects with the obstacle area in the 2d environment, which is given
as an input. Chapter 2 describes how to bypass the obstacles to form a collision-free path.
Thus, the first problem is to discuss the two steps together for the 2D CPP, which focus
more on how to improve the efficiency of the path covering a 2D environment. The second
problem is on the collision detection for the 3D objects. The third problem is on how to
optimize the path efficiency for 3D CPP concerning the constraint of being collision-free.
The three problems correspond to the three challenges mentioned above.
1.6 Contributions
This dissertation makes four primary contributions:
• For the 2D CPP, we propose a corner model used to decompose an arbitrary envi-
ronment into cells. Different from the graph model, our model does not have the
restriction of going from one vertex to another through an edge. It has the advantage
of specifying the entrance and exit to a cell. It ends up yielding better paths than
algorithms for graph models that lack entry/exit abstractions.
• For the 2D CPP, a deep reinforcement learning approach is employed to adapt vari-
ous metrics from application as a more generic and modular framework for the path
optimization. Different from prior approaches that employ hard-coded heuristics or
other application-level specifics, our approach is easy to be extended to other scenar-
ios or a new application.
• In the context of collision detection, we present an abstraction, called ICA. It sig-
nificantly simplifies the operations required for collision test between a voxel and a
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cylinder, by converting 3D operations to 2D operation. Different from conventional
way of simplification, our method preserves accuracy without any approximations.
• To further accelerate CD on 3D object, we design a new parallel CD algorithm based
on our ICA abstraction. It achieves a better performance through an efficient paral-
lelization, load-balancing and optimizations of corner cases. Our evaluation shows
that 99% of CD tests can be pruned.
• For the 3D CPP, we propose a new algorithm called max orientation coverage. It
concerns a scenario under the constraint of avoiding collisions. It can improve path
efficiency with respect to both the path length cost and the cost of dealing with the
constraints. We evaluate our approach through extensive simulation studies on four
CAD benchmarks against a state-of-the-art baseline.
1.7 Scope and Outline
Chapter 2 introduces a new approach of covering a 2D environment using deep reinforce-
ment learning. Chapter 3 presents a new way of parallel collision detection. Chapter 4
proposes a new method that construct a collision-free path covering a 3D object. The three
chapters correspond to the three sub-problems shown in Figure 1.6.
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CHAPTER 2
COVERAGE OF A KNOWN 2D ENVIRONMENT
In this chapter, we present adaptive deep path, a new method that covers an arbitrary 2D
environment and optimize the path efficiency supporting various metrics (e.g.. the path
length and the number of turns) and various motion strategies, such as moving horizontally
and moving vertically. Our new method enables a simple specification of CPP problem
instances, rather than ”hard-coded” heuristics.
2.1 INTRODUCTION
The problem of 2D coverage path planning has a variety of applications, such as robotic
vacuum cleaners for floor sweeping [2], 3D printing [9, 10, 11], agriculture [12], search and
rescue [13], and aerial coverage [14, 15], among others. Given an environment consisting
of free space and obstacles (i.e., occupied space), the goal is to compute a path that (a)
sweeps all of the free space, thereby attaining complete coverage, (b) avoids obstacles,
and (c) minimizes sweeping time. The general problem is NP-hard, and as such, demands
approximate and heuristic algorithms [28].
Figure 2.1 is a simple example to illustrate some of the key issues that arise for the
hypothetical task of a robot sweeping an indoor environment. Consider a robot that has
finished sweeping the area on the left (the “covered region”) and stops at the bottom. For
simplicity, suppose that the robot must now make a local decision in considering the cost
of how to arrive at the next region.1 Which path is better? Typically, there are two possible
metrics to evaluate path quality: the path length [24, 15, 14, 35] and the number of turns
on the path [36]. Approaches desiring short paths would prefer the first path (red), whereas
those wanting fewer turns would prefer the second one (blue). However, it is hard to know
1“Local” is in contrast to solving the global optimization that considers all possible future moves.
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Figure 2.1: An example of a typical local choice during coverage path planning. A hypo-
thetical robot has finished sweeping the free space on the left side (grey) and now arrives at
the bottom (“current position”). It considers two choices, Path 1, which is shorter (red line),
and Path 2, which has fewer turns (blue line). Which is better depends on the application.
which one will lead to a globally optimal path because doing so depends on many factors,
like the speed of the robot, the motion trajectories, and the size of the robot.
Indeed, for any given instance of the coverage path planning problem, there are a va-
riety of possible configurations. By configuration, we mean that a specific instance of the
problem may involve application-driven variations or constraints. The choice of metric
(e.g., path length vs. number of turns) is one example of a configuration option. For an-
other, consider that a vacuuming robot usually supports diverse motion strategies [2], such
as “random walk” and “wall-following.” Thus, the path in a problem instance for this sce-
nario should constrain the robot’s motion accordingly. In 3D printing, a robot may select
from multiple machining tool sizes and employ various policies of motion [37].
Among several examples of prior art for coverage path planning, one finds a variety of
problem configurations [9, 12, 13, 14, 15]. The challenge is that these configuration op-
tions are typically “hard-coded” into the solution algorithm. That is, a proposed algorithm
will consider some configuration, but adapting the algorithm to solve instances for other
configurations may be tedious or difficult.
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Our work concerns a general and unifying framework for solving instances of the cov-
erage path planning problem under a variety of configurations. There are two key ideas.
The first idea is a new abstraction, which we call the corner model (Section 2.4.1).
Earlier approaches divide the free space into regions, so that one may separately consider
how to construct a path between regions (a hard problem, but now of smaller size) from
how to construct the subpath inside a region (a simpler and cheaper problem). However,
the prior graph model abstraction (Section 2.2.4) does not consider that one may choose to
enter or exit a region at various points; by contrast, our corner model does so. Representing
free space more accurately yields better paths.
The second idea is a more general and modular framework, based on deep reinforce-
ment learning, which unifies the specification and selection of the problem configuration.
That is, rather than an algorithm designer hard-coding the approximation algorithm or its
heuristics for a specific configuration, our approach includes many configuration options, is
extensible to new options, and can automatically learn how to select options without hav-
ing to input a priori application-specific knowledge. For example, rather than hard-code an
algorithm to reduce path length or number of turns, our framework can optimize either (or
some combination) without having to redesign the overall solution method. Or, instead of
assuming or tuning an algorithm for a particular motion strategy, our method can include
any (or all) motion strategies as options and learn which is best in a particular scenario.
Thus, posing coverage path problem instances becomes simpler.
Our overall contribution for 2D coverage path problems is the combined corner model
and deep reinforcement learning framework, which together we call AD Path. The method
is not without limitations, the most significant being the time to construct a path and the
restriction to offline (rather than online) planning. Nevertheless, by unifying and mod-
ularizing methods, AD Path offers a flexible platform for addressing new coverage path
planning scenarios while reducing the need for application-specific customization.
Additionally, we conduct several experiments to help validate and evaluate AD Path.
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In particular, we test AD Path on four environments against a previously proposed ECC
algorithm [24, 15, 14, 35]. We observe that our AD Path algorithm reduces total path
length by 21.8 % and reduces the total number of turns by 38.6 % on average compared to
ECC. With a different configuration and a small robot size, our algorithm produces a path
that only has about 2.6 % length cost of connecting sweeping regions, which is very close
to the best-known solution.
2.2 Background
In this section, we describe our problem statement, discuss possible ways to solve the
problem. These ways usually have three stages: cellular decomposition, model abstraction
and approximation algorithm.
2.2.1 Problem statement
Here is a statement of the overall path planning problem we wish to consider. First, the
inputs are (a) an arbitrary environment including both obstacle space and free space, rep-
resented by pixels; (b) a single robot, represented by a circle, with its diameter equal to the
robot size; (c) requirements or constraints on the robot motion; (d) the target cost metric,
such as the path length or the number of turns. The output path must have the properties
mentioned in the previous section.
2.2.2 A family of candidate solution methods
To solve this path planning problem, we consider a family of methods shown in Figure 2.2.
The methods may be described by three stages, where each method corresponds to a par-
ticular choice of techniques from among the stages. The first stage uses cellular decom-
position techniques to divide the arbitrary environment into a collection of coarse-grained
cells, where each cell has no obstacles (Section 2.2.3). Doing so converts the problem
of how to cover free space into one of covering all cells, where covering each cell be-
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Figure 2.2: We consider a family of “three-stage” methods for the path planning problem.
Different methods make different choices of techniques across the stages. Here, the choices
underlying the ECC baseline method correspond to the black arrows; our AD Path, the red
arrows.
comes a separate (and presumably simpler) subproblem. This approach can significantly
reduce overall algorithmic complexity. The second stage builds an abstract model of the
problem requirements and the metrics so the overall problem is computationally tractable
(Section 2.2.4). The third stage constructs a path using some approximate and heuristic
algorithm (Section 2.2.5).
2.2.3 BCD
Cellular decomposition is a technique that divides the free space into a collection of non-
overlapping cells [38, 39, 24, 15]. The idea is that each cell is algorithmically “easy” to
cover, since it consists only of free space, and thus the overall path planning problem is
reduced to covering the cells. This approach should have lower complexity than covering
the original space since there can be many fewer cells than points in the original space.
One type of Morse decomposition is BCD [24] that has been widely used in many ap-
plications. The following terms are used to describe how BCD works: slice, cell, sweep
direction and critical point, which are commonly used by other methods as well. A slice
is a sweeping line. A cell is an area that the agent can sweep following the slices in ver-
tical back and forth motions. Sweep direction refers to the direction in which the slice is
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Figure 2.3: An example of applying BCD to convert an environment into a Reeb graph.
swept. A critical point represents a point on an obstacles that causes a change in the slice
connectivity.
On the left side of Figure 2.3 illustrates an example of how BCD decomposes an sur-
face. The vertical lines are the sweeping lines denoted as the slice. The connectivity of a
slice only changes at the critical points on obstacles. A cell can be formed by connecting
two neighboring critical points, such that inside each cell, no obstacle breaks the connec-
tivity of any slices. Thus, the bits in each cell can be fully swept without a single revisit,
using a back and forth motion.
The connectivity between neighboring cells are represented by a graph structure, named
Reeb graph. The corresponding graph of the surface is given in the right side of Figure 2.3,
where the nodes are the critical points and each edge denote a cell between two neighboring
critical points. Note that all concave critical points are connected to exactly one cell, i.e., a
node of degree one in the Reeb graph. Similarly, all convex critical points are connected to
exactly three cells, i.e. a node of degree three in the Reeb graph.
BCD simplifies our optimization problem substantially in two ways: a boustrophedon
motion can sweep a cell without causing any revisits, and a Reeb graph is used to represent
the connection between cells. Following the connection, we can easily move from one cell
to another so we can fully cover all free cells. In other words, a traversal of the nodes on
the graph corresponds to an ordered path of visiting cells in the environment.
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2.2.4 Model abstraction
The most common abstraction of coverage path planning problems is the graph model. It
has two representative structures: vertices corresponding to cells or edges corresponding to
cells. The Reeb graph uses the latter [38, 23, 24, 15], where visiting an edge corresponds
to covering a cell and arriving at the critical point corresponds to a transition to another
cell. The graph model always assumes that the path must follow the edges or the vertices
in the graph, and also assumes there is a low cost moving from one cell to another passing
through the critical point. Figure 2.3 is an example of cells represented by edges.
2.2.5 Approximation algorithms for path construction
At this stage, a path planner need only construct an order of covering the cells. This task
is related to the variant problems as discussed in Section 1.2. Based on the graph model,
many graph algorithms have been used to construct a path to guide robot exploration [40],
mapping [41, 42], and coverage [24]. One of the commonly used algorithms is called
ECC [24, 15, 14, 35], which is widely regarded as the state-of-the-art. It applies the Chinese
Postman Problem algorithm [43]
Simulated annealing is also applicable [44] for routing problems and TSP [45, 46, 47],
among others. It avoids local optima by judicious use of randomness.
Lastly, one may use a reinforcement learning algorithm to solve, approximately, a given
optimization problem [48, 49, 50, 51]. The design of good heuristics or approximation al-
gorithms for NP-hard optimization problems often requires significant specialized knowl-
edge and trial-and-error. With the help of deep neural networks, reinforcement learning
provides more opportunities to automatically learn heuristics that exploit the structure of
the optimization problems. This method is the principle one underlying our approach.
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2.3 Baseline algorithm
This section presents our baseline algorithm that employs BCD, graph model and Chinese
postman problem algorithm. Lastly we conduct an initial study of the baseline algorithm
to motivate our work.
Figure 2.4 presents the workflow of efficient complete coverage (ECC) algorithm [24,
15, 14, 35]. The two main steps are BCD and Chinese postman problem: BCD is to
decompose a bitmap into Reeb graph, with each edge representing a cell, and Chinese
postman problem is to find an Euler tour as the traversal order of cells. The output path
contains two parts: how to cover a single cell and how to order the coverage of the cells.
2.3.1 Chinese Postman Problem algorithm
Many graph algorithms are used to guide exploration, mapping and coverage in the past.
Based on the graph we obtain from BCD, we target the algorithms that can cover all edges
in the graph with a small number of traversal times. A classic and relevant problem is
the Chinese Postman Problem : find a shortest tour that traverses every edge at least once,
which is proved to be NP-hard. The target of finding a shortest tour is consistent with our
goal of reducing the time of visiting edges.
Another problem is on Euler tour, which is a circuit that covers every edge in a graph
exactly once. If an Euler tour can be found in the graph with exactly once coverage, the
requirement of traversing every edge at least once can be met. A Euler tour is a solution to
the Chinese postman problem, since it guarantees exactly once edge-covering.
An prerequisite of the existence of an Euler tour in a graph is that all nodes should
have even degree, which is demonstrated by Euler, where such graphs are called Eulerian
Graphs. Even degree is mandatory because passing a node in a graph has to go in and out,
corresponding to even times of traversing. If a graph is Eulerian graph, any Euler tour is a
solution to the CPP. If a graph is not Eulerian graph, additional step is required.
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2.3.2 Edge duplication
ECC uses a heuristic that duplicates some edges to let all vertices have even degree, and
can thus guarantee exactly one visit of each edge to further reduce the cost of the traversal.
In the case that the graph is not Eulerian, different strategies can be applied to determine
which edges to be duplicated. Note that all of the duplicated edges are part of the cost of
the Euler tour, based on the definition of Euler tour. The challenging is to how to choose
the duplicated edges.
Linear programming is used to identify which edges to be duplicated. Mannadiar [52]
proposes to apply integer linear programming to minimize the total cost of all possible





under the following constraints:
∑
e∈E
(anexe)− 2wn = kn,∀n ∈ V ;
xe ∈ Z+, ∀e ∈ E;
wn ∈ Z+, ∀n ∈ V ;
where xe is the total number of the duplicated edge of the edge e in the solution, ce is
the cost of the edge e. ane = 1 meas that the node n is connected to the edge e, otherwise
ane = 0.
∑
e∈E(anexe) is the number of all the edges connected to the node n ∈ V . wn
is an integer variable that forces
∑
e∈E(anexe) to be odd for nodes with odd degree, and
even for nodes with even degree. kn is 1 for nodes with odd degree, and 0 otherwise. As
shown in Figure 2.3, the right side is the updated graph after duplicating two edges. After
the duplication, all nodes in the graph have even degree, so that an Euler tour can be found
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Figure 2.4: The workflow of ECC algorithm including BCD and CPP.
as the solution to the Chinese postman problem.
2.3.3 Avoid repeat coverage
Due to the edge duplication, the cells that have a duplicated edge are covered twice. To
avoid this, cells corresponding to the duplicated edges are divided into non-overlapping
cells. After this division, each cell only needs to be covered once to achieve a full coverage.
However, this demands another heuristic on how to divide the duplicated cells to improve
ultimate path efficiency. The heuristic taken by ECC is to divide wide and large cells instead
of narrow and small cells. This is motivated by an assumption that narrow and small cells
are likely to have a higher cost of connecting the divided cells than the wide and large cells.







In short, the solution to the Chinese postman problem consists of two stages: first to
duplicate a set of edges to ensure even degree on all nodes in the graph, and then to construct
a Euler tour on the duplicated graph. Two strengths of ECC algorithm are:
• It works on cells rather than bit and thus reduce the complexity significantly.
• The per-cell coverage is simple and efficient without costing a single revisit.
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Figure 2.5: An example of applying ECC algorithm.
However, a weakness is that it ignores the cost of the connection between cells. After
covering a cell, the agent needs to reposition itself to a corner of next cell.
Figure 2.5 gives an example of applying ECC algorithm. In the left side, the black area
represents obstacles while the white area represents the free bits that needs to be covered.
The number shown in the white area is the cell Id through BCD. The connected bits be-
tween cells in the traversal order generated from the Chinese postman problem are denoted
with the blue path.
A specific connection between the cell 28 and the cell 25 is shown in the right-hand
side of Reeb graph. The two edges representing the two cells are connected on the critical
point in the middle. Following the order output from the solution to the Chinese postman
problem, the agent goes to the closet corner of the cell 25 after covering the cell 28, with a
cost of 68 revisits marked by the red dashed line. The key to this inefficiency lies in the cost
function of construction of Euler tour. ECC algorithm assumes that two cells in the graph
are “close”, such as the cell 25 and the cell 28 connected by one critical point, indicating
that the cost of going from one to another is small. However, this is not true. The distance
between edges in the graph does not necessarily reflect the actual cost of connecting cells.
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Figure 2.6: Cost analysis of the path generated by ECC algorithm on the 1024×1024 pixels
described in Figure 2.1. Most commercial Roomba robots have a diameter of 13.5 inch.
If the environment is mapped to be 1024×1024 cm2, the Roomba robot has a size of
34.3 pixels.
2.3.4 Initial Experimental study of ECC algorithm
To gain some intuition for how the ECC performs, we apply it to the environment shown in
Figure 2.1 with various robot sizes. The results appear in Figure 2.6, assessing both the path
length and the number of turns. There are two types of paths: the path sweeping the free
cells and the path connecting cells to form a complete path. As the robot size decreases, the
path length gradually increases (since the robot is smaller). Correspondingly, the number of
turns also grows. Regarding the path length, the sweeping path has a constant cost, but the
connecting path has a large potential to be reduced, especially for larger robots. Regarding
the number of turns, both paths can be optimized to reduce the cost as we will show in
Section 2.5, especially when the robot size is small.
2.3.5 Summary of the baseline algorithm
Our baseline algorithm is the state-of-the-art, called ECC [24, 15, 14, 35] as an improve-
ment over the graph model, using Chinese Postman Problem algorithm. To generate an
efficient path through this algorithm, three steps are prerequisite and heuristic. First, the
environment needs to be formalized as a graph, where edges correspond to cells. Second,
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some edges have to be duplicated. Third, the duplicated cells will be partitioned to avoid
repeat coverage.
2.4 Our Approach: AD Path
The design of AD Path begins with BCD, as illustrated in the red arrows of Figure 2.2.
It adds a new abstract, the corner model (Section 2.4.1), and a general unified framework
based on deep reinforcement learning (Section 2.4.3).
2.4.1 Corner Model
In our corner model, we explicitly model the existence of four corners for each cell, as
potential positions to enter and exit the cell. See Figure 2.7. Regarding the connection
between cells, each cell can go to any other cell. Sweeping a single cell has two steps:
covering all free elements of a cell and moving to another cell. This process iterates until
all cells are covered. Correspondingly, we define two types of cost: (a) the cost of sweeping
a cell: cost in cell(entry, exit), where entry, exit are the enter corner and exit corner in the
cell respectively; (b) the cost of connecting two cells: dist(i, j), where i, j are the corner
IDs indexed by cell ID. The cost has two parts: the path length and the number of turns.
Since the length of the path covering all free space in the environment is constant, the cost
on the path length in cost in cell is defined to be the number of the already visited pixels
as revisits, not including the path length covering free pixels. Since the path length of the
path connecting cells does not cover free space, dist(i, j) is the actual length of the path
connecting any two corners. The cost on the number of turns counts the turns on the whole
path.
Figure 2.7 illustrates a case in which a robot enters at corner 0 and exits at all 4 corners,
where the path of the revisit is marked with red lines. Here, we assume that the robot
mainly sweeps the free area in vertical motion following the slices in BCD. The robot can
enter and exit at any 4 corners for a single cell, which has 16 possibilities in total. We can
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Figure 2.7: An example of Cost in node that calculates the cost of sweeping a cell. We
only consider the length of the path of covering already visited pixels as the number of
revisits, represented by the red lines.
Figure 2.8: Illustration of calculating the cost of connecting two corners between two cells
denoted by dist(i, j). The path “path1” avoids obstacles whereas “path2” intersects an
obstacle. Thus, “path2” is converted to a bypassed.
see that where to enter and exit the cell is an important factor that influences the cost of
sweeping a cell.
Different from the graph model that has to follow edges or vertices, our corner model
supports any connections between two cells as long as there exists a valid path that avoids
obstacles. Given two corners p1(x1, y1), p2(x2, y2) from two cells A and B, we need to
calculate the distance as the cost. Figure 2.8 illustrates an example of calculating the cost
of connecting the two cells. Bypassing does not ensure that there must exist a valid path
between any two points, which depends on the shapes of the obstacles. For those points
where bypassing cannot find a valid path, we assign a maximum value (conceptually, ∞)
as the cost.
Another difference between the two models is that our corner model gains a small
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cost without any heuristics or approximations. We apply the Floyd-Warshall algorithm
to all corners for the purpose of reducing the cost and reflecting the actual path in the
environment by calculating the “shortest distance” for the cost of revisits and the number
of turns. Although Floyd-Warshall is commonly used to find the shortest distance in a
graph, our result does not guarantee that the distance is the “shortest” or incurs the minimal
number of revisits, which is unnecessary in this case. Our aim is only to find a valid
path that reflects the actual environment. The shorter the path is, the better our result will
become.
2.4.2 Apply a new configuration
In the previous section, we made two assumptions about the configuration of how the robot
moves. One assumption is that the robot needs to mainly follow the vertical motion when
defining the cost of sweeping a cell. Another assumption is that the robot needs to move
axis-aligned when defining the cost of connecting cells. This configuration implies that we
aim to reduce both the path length and the number of turns.
We claim that our corner model is an adaptive framework that can optimize the cost of
the path for application-specific configurations. Consider a new configuration that allows
both vertical and horizontal motions to sweep the free space in the cell. With this con-
figuration, the path length can be reduced further at the cost of increasing the number of
turns. Figure 2.9 illustrates an example of how this configuration can further reduce the
cost of sweeping cells. Similarly, if the application requires it, we can directly move from
one position to another in a straight line by filling in dist(i, j) as the cost of connecting
cells. We will evaluate the influences of these scenarios in our benchmark (Section 2.5.3).
Our model supports other configurations as well, such as rotating the environment by an
arbitrary angle, which might result in a more efficient path.
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Figure 2.9: Allowing the robot to move both vertically and horizontally. Under this con-
figuration, the length of the path sweeping cell, denoted by cost in node, can be further
reduced.
2.4.3 Deep reinforcement learning
Our AD Path algorithm considers the overall problem of constructing a full path of all cells
as a combinatorial optimization problem. It varies the order in which cells are visited and
incrementally constructs a path by adding cells through deep reinforcement learning. In
our framework, the states, actions, and rewards are defined as follows.
• Each uncovered cell v is a potential action. If the action is taken, it is appended to
the path.
• State S is a sequence of actions (cells) that have already been taken at the current
step. It also corresponds to an ordered path of cells. A terminal state (Ŝ) is that all
cells have been chosen.
• The transition is a process that the robot takes an action v when facing a state S, and
then arrives at a new state S ′. Applying an action v corresponds to adding a cell to
the current partial solution S. The transition is deterministic here.
• The reward for taking action v in state S is a function r(S, v), which may be defined
in terms of the cost C(S,G) of being in state S given the graph G and the cumulative
state h(S), which represents the maintenance function corresponding to the sequence
of all states up to (but excluding) S. (We define h(S) more formally in Section 2.4.3.)
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Figure 2.10: A path starts at cell A0 and ends at cell Al−1. Each cell has two types of cost
functions: fenter and fexit.
A transition results in collecting a reward r(S, v) = C(h(S ′), G) − C(h(S), G),
where C(h(∅), G) = 0. As such, the accumulative reward (R) of a terminal state (Ŝ)
coincides exactly with the cost function of the Ŝ.
• Policy π(v|S) is a set of deterministic transitions that greedily maximizes the rewards
or minimize the costs, which is π(v|S) := argmaxv′∈S Q̂(h(s), v′).
Evaluation function for an arbitrary path
We need to define the evaluation function Q(h(S), v) that evaluates the value of a possible
action v on state S in Q-learning [53, 54]. In our case this function needs to evaluate a path
that has an arbitrary number of cells with an arbitrary order.
We define two types of functions: fenter and fexit. The function fenter(j + 1, cj+1)
denotes the cost of the path starting at cell A0 ending at the corner of cell Aj+1, where the
entrance corner is cj+1 and the former part (from A0 to the exit of Aj) remains unchanged.
The function fexit(j + 1, cj+1) denotes the cost of the path starting at cell A0 ending at
the corner of cell Aj+1, where the exit corner is cj+1 and the former part (from A0 to the
entrance of Aj+1) remains unchanged. Based on this definition,
fenter(j + 1, cj+1) = min(fexit(j, cj) + dist(cj+1, cj)) (2.1)
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fexit(j + 1, cj+1) = min(fenter(j + 1, c
′
j+1)




where c′ denotes another corner. Observe that fenter depends on the fexit of the last cell,
which needs to use cost in cell(entry, exit) in the corner model, and fexit depends on fenter
of the current cell, which needs to use dist(i, j) in the corner model. Our algorithm only
needs one traversal of the cell list from left to right. The corner that has the minimal cost
of fenter and fexit is marked as the actual entrance and the exit. After determining these
corners for all cells in the path, the minimal cost over 4 corners of fexit on the last cell is
considered as the cost of the given path.
State transition to form a complete path
In a transition, a maintenance function (or helper procedure) h(S) is needed. It maps an
ordered list S to a combinatorial structure that satisfies the constraint that the procedure
returns a list with the minimal cost. In the case of taking an action v, it produces a new
state S ′ by inserting a cell Ai to an ordered list (A0, A1, ..., Al) as illustrated in Figure 2.10.
Given that this list has length l, there are l + 1 potential positions for the insertion of Ai
corresponding to l + 1 possible new states. The helper procedure is to return the new state
S ′ that yields the minimal cost by applying the evaluation function.
Learning algorithm
To achieve a faster learning convergence and a better result, we used a combination of
n-step Q-learning [54] and fitted Q-iteration [53] similar to the greedy Q-learning algo-
rithm [49]. The n-step Q-learning helps deal with the issue of delay rewards, where the
final reward is only received far in the future. In our setting, the cost of sweeping a cell




















































































































































































ECC SA-Graph SA-Corner AD Path
Figure 2.13: Efficiency results of the 4 candidate algorithm on the 4 environments, where
the robot size is 56. The path length is only on the path connecting cells, but the number of
turns is for the complete path.
replay to update the function approximator with a batch of samples. This also works in
our setting by storing many partial paths in memory as the experiences and then apply
stochastic gradient decent in batches.
The learning objective is to learn how to decide the order of covering cells based on
the layout of the environment. For now, our deep reinforcement learning framework works
like an optimization algorithm, focusing on improving the path efficiency for the given
environment. Every new environment requires a training process as an optimization step,
which takes several minutes. We mentioned before that our framework targets on offline
path planning scenarios, where the application is not sensitive to the processing time. In
our future work, we will train our model on a large number of environments so that the
trained model can be reused and work for any environments.
2.5 Experimental Evaluation
The experimental validation mainly answers the following three questions: (a) How do
the candidate algorithms perform in different environments, on both the path length and
the number of turns? (b) By how much can AD Path improve on ECC, with various robot
sizes? (c) What is the influence of new configurations? Can our algorithm adaptively adjust
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the cost model as the configuration varies?
Implementation and configuration. The stages shown in Figure 2.2 describe a family of
potential methods. One member of this family is the ECC algorithm, which is our baseline.
Additionally, we also design two simulated annealing algorithms based on the graph model
and our corner model for comparisons: SA-Graph and SA-Corner, representing simulated
annealing algorithm using the graph model and our corner model, respectively. Similar to
ECC, one heuristic used in the graph model is that robot choose a corner close to the critical
point to move from one cell to another [15, 14].
For the learning algorithm and the deep neural network, we reuse the framework of
combinatorial optimization on graphs and the parameters of neural network as described in
[49, 55]. This framework is based on a representation called graph embedding [56]. The
experiments are only run on CPU without using GPU.
Test environment and terms: We use four benchmark environments, which were used
by others [35]. These environments appear in Figure 2.11, where black areas indicates
obstacles and white areas the space to sweep. Figure 2.12 shows all the cells after applying
BCD. The total path consists of two types of paths: the path sweeping cells and the path
connecting cells. For brevity, in the following we usee sweep and connect for the two types
of the paths, respectively.
2.5.1 Benchmark
We tested the 4 candidate algorithms on the 4 environments, and in Figure 2.13, report
the path length and the number of turns. Since the length of the path sweeping cells is the
same, only the length of the connect path is shown. SA-Graph has a shorter path length than
ECC on the rural Quebec and the indoor environment, but has a longer path on the multi-
cell and the cave environment. The reason is that the optimization of the SA algorithms
involve randomness, so the heuristic of choosing a closer corner as the entry position of
the next cell is not necessarily a stable or consistent decision. Comparing SA-Corner with
33



































Figure 2.14: Efficiency results of varying the robot size on the indoor environment.The
path length is only for the path connecting cells.


































Figure 2.15: Efficiency analysis of our AD Path algorithm under two configurations as
described in Section 2.4.2 on the indoor environment.
SA-Graph, we can see that it reduce the path length by 33.6 % and reduce the number of
turns by 12 % on average of the 4 environments benefited from our corner model. AD Path
obtains 26.6 % shorter path than SA-Corner due to the efficiency of our deep reinforcement
learning approach. Compared with ECC, our algorithm reduces the connect path length by
55.5 % and reduces the number of turns by 38.6 % on average. Figure 2.16 and Figure 2.17
show the results of the ECC algorithm and our AD Path algorithm. Due to the training
process in deep reinforcement learning, our approach AD Path requires a time of minutes
for executions.
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2.5.2 Varying robot sizes
The analysis depicted in Figure 2.14 shows how our AD Path algorithm performs with
various robot sizes. The robot size is an important cost-factor because it influences not
only the number of turns but also the position of entering and exiting cells. On the length
of the connect path, our AD Path algorithm produces the path 48.7 % shorter than ECC on
average of all the robot sizes; it decreases the number of turns by 39.4 % on average. The
number of turns on the path of sweeping cells decreases because ECC has a larger number
of cells to cover and has to make more turns, resulting from edge duplication. Also, note
that our robot is considered to be a circle. It is possible that some pixels in corners can not
be covered because the robot is not small enough to touch the corners. A smaller robot size
would need to be specified to sweep the uncovered area.
2.5.3 Apply a new configuration
To further strengthen our efficiency analysis of configurations, we apply a new configura-
tion that the robot can move both vertically and horizontally when sweeping a cell, which
actually allows sacrificing the number of turns to reduce the path length. That is, this
new configuration gives the robot more options for moving to reduce the path length. Fig-
ure 2.15 shows the result of the connect path length and the number of turns under the two
configurations. On average of all the robot sizes, with the new configuration, our AD Path
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Figure 2.16: The path produced by ECC algorithm with robot size 32, where the red num-
bers denote the order of sweeping cells and the blue line represents the path connecting
cells.
produces the path 43.6 % shorter than the one with the original configuration, at the cost of
increasing the number of turns by 72.6 %. Figure 2.18 presents the path results under the
new configuration. We can see that on the robot size 16, the connect path produced by our
algorithm only has 2.6 % of the sweep path. Therefore, our AD Path algorithm can produce
adaptive and efficient paths for various kinds of configurations.
2.6 CONCLUSIONS
By combining a better abstraction (our corner model, Section 2.4.1) and a more mod-
ular optimization framework (deep reinforcement learning, Section 2.4.3), our proposed
AD Path method enables simpler specifications of coverage path planning problem in-
stances. This capability frees users to explore more options for constructing low-cost paths
by removing a priori decision-making. There are some limitations, including the cost of
search, which prohibits the use of our method in online (as opposed to offline) planning











































































































































































FASTER PARALLEL COLLISION DETECTION
In this chapter, we move to the collision detection problem for the CPP of 3D objects. We
present an abstraction, called ICA used to simplify the collision tests. We also proposed
a parallel approach based on the ICA abstraction, called the aggressive inaccessible cone
angle (AICA) method that, empirically, can prune as much as 99% of the intersection tests
that would otherwise be required and improve load balance.
3.1 Introduction
We consider a CD problem that arises in the area of CNC milling [57], an application in
advanced manufacturing. An example appears in Figure 3.1. There is a shape one wishes
to cut starting from a block of material, such as the head from an initial cube of plastic
(the left of Figure 3.1). The computational task is to construct a path that a cutting tool
can make that eventually ends with the target object (e.g., the head), starting from the input
(e.g., the block of plastic).
There are several possible CD methods, which are widely used in other settings, like
CAD/CAM [10, 58, 59, 9]; computer animation, games, and physical simulations [16];
Figure 3.1: Inputs to the collision detection (CD) problem: a head object from CAD bench-
mark, a tool composed of bounding cylinders and a pivot point at the end of the tool. The
orientation of the tool at the pivot is represented by a pair of angles in polar coordinates
(ϕ, γ), where ϕ ∈ (0, π) and γ ∈ (0, 2π).
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motion planning [17, 18]; and virtual assembly [19]. To improve the speed of CD, prior ap-
proaches have combined computer graphics analysis techniques with efficient paralleliza-
tion. Such techniques include culling to prune redundant computation [60, 61], as well
as algorithms that can exploit GPU features like visibility queries in the depth buffer, and
frame buffers and fragment shaders [62, 16, 18]. But there are also efficient parallel CD
methods for both general-purpose CPUs and GPUs [63, 17, 64, 65].
Underlying most of these approaches are three types of fundamental, computationally
intensive operations: decompositions, rotations, and projections. We illustrate them in
the bottom of Figure 3.4, in the case where one wishes to check whether a cylinder (i.e.,
one model of a tool) intersects with a box (i.e., part of the object being milled). Briefly,
these operations are a sequence of geometric calculations that transform the input object
into other representations, as explained in Section 3.2. These three operations also appear
commonly in other types of basic geometric intersection tests, such as sphere-box inter-
section, box-box intersection, and cylinder-sphere intersection. Such tests are the basis of
discrete collision detection (DCD) and continuous collision detection (CCD) algorithms in
computer graphics [63, 64, 58, 65, 66, 67].
However, for CD, cylinder-box intersection tests dominate and may be sped up consid-
erably. We do so using a novel abstraction, called the ICA, that eliminates a high percentage
of the usual cost of CD tests for decompositions, rotations, and projections. We further ac-
celerate this method via a parallel algorithm that we call the AICA method. Prior methods
to test for the intersection between two objects relied on a general bounding volume hierar-
chy (BVH) and fine-grained volumetric representation of the cutting tool. However, in our
application we can replace this representation by a simpler collection of bounding volumes,
like the bounding cylinders suggested in Figure 3.1, thereby making the three fundamental
operations cheaper. This simplification also suggests a new way to express the computa-
tion, yielding a method that has smaller “constant factors” and is easier to load-balance.






























































































































































































































































































































































































































































CD contexts that involve rotational operations (Section 3.6).
In brief, the main claimed contributions of this paper are the ICA abstraction, the AICA
parallel algorithm, and an empirical validation thereof. 1 The basic ICA abstraction al-
lows us to reason about the object over all orientations in a computationally compact way,
thereby reducing the number of operations and checks than prior art. When using an adap-
tive volumetric octree to store the target object (e.g., the head of Figure 3.1), we observe
that as many as 99% of the CD tests can be eliminated on a variety of complex input geome-
tries. We have prototyped our approach in a version of the commercial SculptPrint software
package. Our AICA method can be over 23× faster than a baseline approach that uses 3D
projection, and nearly 4.8× faster than another novel method we present. In absolute per-
formance, AICA enables the checking of 4096 orientations for an object represented by 27
million voxels in just 18 milliseconds on a recent GPU.
3.2 Background and Motivation
In this section, we begin with a problem statement, the requisite background on spatial data
structures involved in this problem, and summarize the baseline algorithms and an initial
experimental study as our motivation.
3.2.1 Problem Statement
. The inputs of our CD problem are (a) a 3D object, which is the target (e.g., the head);
(b) another 3D object, which is the tool; (c) a pivot point upon which one end of the tool
is fixed; and (d) the set of (discretized) orientations of the tool to consider. The output is
an AM that indicates whether or not each orientation leads to a collision between the two
objects. Figures 3.1 and 3.2 illustrate these inputs and outputs.
To efficiently detect collisions, we will assume the setup of Figure 3.3. The target
1An initial sketch of the ICA appeared earlier in an unrefereed work [57]. However, the previously
proposed calculation of ICA is incorrect. In this paper, we first give a correct description and then present a
parallel scheme, neither of which appeared before.
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Figure 3.4: Our baseline algorithm that performs the parallel CD tests by calling CHECK-
BOX, which involves the three steps that cost 216 operations.
object is represented by a high-resolution volumetric (voxel-based) adaptive octree and the
tool object is enclosed within a collection of simple bounding cylinders. Both octree and
bounding volumes (BVs) are spatial data structures widely used in many applications [65,
68, 37, 9, 58, 60]. We denote the total number of voxels (root + interior + leaves) in the
target object by N , and use M for the number of discrete tool orientations to check. We
will consider single GPU-parallel algorithms, where the basic building unit of computation
is a CD test, which checks if a given orientation intersects with a given voxel; the adaptive
octree will allow both the baseline algorithm and our improved schemes to dynamically
prune CD tests when no collisions are possible.
3.2.2 Baseline Algorithm.
Figure 3.4 illustrates our baseline algorithm, which is GPU-parallel. Each GPU thread con-
siders an orientation, traversing the octree to determine whether that orientation yields any
intersections with the target. (The code that each thread runs is CHECKOCTREE, shown in
Algorithm 2.) During its traversal, the thread performs a CD test at each voxel it traverses,
assessing whether the tool at the given orientation intersects the voxel. The intersection
calculation is performed by a subroutine referred to as CHECKBOX, which consists mainly
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of three computationally intensive geometrical operations: decomposition, rotation, and
projection. The decomposition step decomposes the tool into one or more cylinders, the
voxel into 6 faces, and each face into 4 line segments. Secondly, rotation changes the coor-
dinate frame so that the cylinder becomes axis-aligned, which greatly simplifies some sub-
sequent calculations and requires 9 elementary operations (e.g., scalar arithmetic). Thirdly,
the projection step projects the geometries from 3D space to 2D. In total the algorithm
CHECKBOX executes at most Nc·6·4·9 = 216·Nc elementary operations.
3.2.3 Spatial data structures
. Octrees and bounding volumes (BVs) can accelerate the performance of CD by pruning
candidate checks. We assume that the target object is in octree where a leaf voxel represents
the smallest unit of space that the target occupies. For CNC milling, this representation
is especially convenient because it efficiently supports dynamic topology changes such
as volume offsetting [65, 68, 37, 9] as well as efficient parallelization. BVs are another
type of spatial data structure widely used in many applications. Frequently used types
of BVs include bounding spheres, AABBs, and oriented bounding boxes (OBBs), among
others [58, 60]. Given the roughly cylindrical shape of tools in milling, we use bounding
cylinders to model the tool. Despite this assumption of cylinders, our proposed algorithm
can be easily extended to bounding boxes as well (see Section 3.6).
3.2.4 Initial experimental study.
To gain some intuition for how this baseline performs, consider the following experiment
on a NVIDIA GTX 1080Ti GPU (see Section 3.5.1 for hardware details).
Suppose we generate an AM with the baseline algorithm. Figure 3.5 shows the exe-
cution time as we vary either the object resolution (N = k3 voxels on the x-axis of the
left subplot) or accessibility map resolution (M = l2 along the x-axis of the right subplot).
Even though increasing the object resolution sharply increases the number of voxels in the
43






























Figure 3.5: Execution time of varying the object resolution in the head model (map size is
642) and varying the map resolution (object resolution is 10243).
octree representation, the largest observed increase in execution time is a factor of two (2)
when increasing the number of voxels by eight (10243 to 20483 grid). This scaling behav-
ior is sublinear in resolution because the octree induces a pruning of possible checks. By
contrast, when the map resolution increases from 1282 to 2562, a 4× increase in cells, the
corresponding execution time also increases by the same factor. This observation is also
not surprising as the total amount of work is proportional to the number of orientations
being tested. For relatively low-resolution accessibility maps (e.g., 322 or 642), the exe-
cution time appears flat; that behavior is due to the number of threads of work being less
than or comparable to the number of physical execution cores (3,548 CUDA cores on this
particular system). However, that absolute time is high enough to prohibit real-time CD.
(Real-time is not required in CNC milling but can be in other graphics problems.)
Our paper focuses on the performance improvement of the CD test between cylinders
and voxels. It contains two parts: ICA abstraction in Section 3.3 and our parallel algorithm
AICA in Section 3.4. ICA aims to reduce the cost of a single CD test. AICA aims to
improve parallelism and load balance.
3.3 ICA abstraction
We improve the baseline by first making it more work-efficient, namely, by reducing the
high cost of the three basic geometrical operations of decompositions, rotations, and projec-
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tions. Our approach is an abstraction, the inaccessible cone angle (ICA), which simplifies
the 3D operations into 2D equivalents.
3.3.1 Spherical approximation
First, consider the following approximation, designed to reduce the complexity of a CD
test: replacing a voxel by a sphere.
A general strategy to make CD tests cheaper is to axis-align the objects, that is, perform
the calculations in a coordinate frame where one or more axes align “naturally” to one of
the objects. Since it is rare that the two objects of an intersection test are simultaneously
axis-aligned, we need to axis-align one object and rotate the other. In our method, we
choose to axis-align the cylindrical tool because projecting the side surface of a cylinder is
more complex than projecting the face of a voxel.
However, calculating the new coordinates of the voxel’s geometric elements (e.g., faces,
edges) in this new coordinate frame can still be high. In 2D, an axis-aligned line segment
becomes skewed after a rotation, and so does a square. In 3D, this problem worsens because
a voxel has multiple (six) faces.
By contrast, a sphere would be naturally neutral to axis-alignment regardless of how it
is rotated. Consequently, the complexity of an elementary intersection test involving the
sphere would be invariant to its rotation. We could, therefore, approximate the voxel by,
say, a circumscribed sphere. Doing so truncates the corners, but it is possible to resolve the
inaccuracy introduced by this approximation. We explain how in Section 3.3.3.
3.3.2 Inaccessible Cone Angle (ICA)
Suppose we are given (i) a spherical object approximated by a voxel, (ii) a tool composed
of several cylinders, and (iii) a position where one end of the tool is fixed. Our goal is
to calculate all the inaccessible orientations, that is, orientation angles at which the tool
collides with the spherical object. Any remaining orientations are accessible. With this
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Figure 3.6: (Left) How a cone is formed with the tool cylinders exactly touching the surface
of the sphere in 3D. (Right) How ICA is formed to check the intersection in 2D.
setup, we propose the concept of an inaccessible cone angle, or ICA, which represents the
possible region of intersection between the tool and the voxel.
Figure 3.6 gives a general example on how a cone is formed in considering a potential
collision. On the left, there is the tool, a target sphere, and a pivot point, with vectors from
the pivot through the centers of the sphere and the tool. Observe that the tool may touch
the sphere at many points, but that the angle between the tool vector and the target vector is
constant in all cases. The set of all orientations for which the tool surfaces touch the sphere
forms a cone, which we refer to as the inaccessible cone: all tool directions within the
cone will yield a collision (intersected=True), while directions outside are collision-free
(intersected=False).
The inaccessible cone is associated with an angle between two vectors, one passing
through the center line of the tool and the other passing through the center of the voxel.
This angle is the ICA, calculated as a 2D value; see Figure 3.6 (right). The ICA is the
largest angle at which the tool collides with the sphere, or, conversely, the smallest angle at
which the tool does not do so.
To calculate an ICA, one must determine at which points a circle might just touch a
given rectangle (tool). Figure 3.7 illustrates how to do so. A cross-section of a cylinder
that passes its center line is a constant rectangle, and a cross-section of a sphere that passes
its center is a constant circle, so these 2D geometries are used to represent the original 3D
objects. Our idea starts by logically expanding the size of the rectangle by the radius of
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Figure 3.7: The tool cylinders and the voxel are simplified into rectangles and a circle. The
voxel’s ICA value is calculated as the maximum angle that the circle touches the surface of
rectangles.
Algorithm 1 CHECKICA
Input: tool as cylinders, orientation Si, pivot point p, voxel
1: procedure CHECKICA(cylinders, Si, p, voxel)
2: r← radius of sphere within the voxel
3: v← the center of the voxel
4: ica1 ← GETTOOLICA(cylinders, p, v, r)
5: ica2 ← GETTOOLICA(cylinders, p, v,
√
3r)
6: vector1← the center line of tool at orientation Si
7: vector2← the vector passing p and c
8: angle← the angle between vector1 and vector2
9: if angle ≤ ica1 then
10: return intersected = True
11: else if angle ≥ ica2 then
12: return intersected = False
13: else . Corner case




the voxel. Then, fixing the distance between the pivot point and the center of the voxel,
it determines all points along an arc, centered at the pivot, that intersect the expanded
rectangle. These points are crossed points. A crossed point might be located at any point
on the border of the expanded rectangle, whether it be on the side, the bottom, or the corner.
Crossed points correspond to centers of voxels whose circumscribed sphere just touches the
original rectangle.
3.3.3 CHECKICA algorithm to preserve accuracy
The preceding procedure approximates a voxel by a sphere. The resulting CD test may,
therefore, yield false-positive reports of accessibility. For instance, if the tool intersects
with a corner of the voxel—a literal “corner case”—the approximation will report “acces-
sible” because that corner is outside the sphere. This case is detrimental in CNC milling,
where any collision could damage the target part or tool.
The algorithm CHECKICA in Algorithm 1 covers such cases. It considers two spheres
at each voxel, one inscribed within the voxel (Sphere1) and one circumscribed about the
voxel (Sphere2), as shown in Figure 3.8. Each of these spheres yields an ICA value. Then,
it verifies the following two conditions by comparing the two ICA values as in line 9 and
11. Lastly, if the angle lies between the two ICA values, which is a corner case in line
13, we cannot verify the intersection using only the definition of ICA; therefore, we must
fallback to the original CHECKBOX described in Section 3.2. If in the absence of a corner
case, the cost of invoking CHECKICA is Nc·2·5 + 3 = 10·Nc + 3 operations, where 10·Nc
is the cost of calculating ICA and 3 is the cost of verifying the intersection with the ICA
values. Here 2 means the 2 spheres; Nc denotes the number of cylinders in the tool; 5
means there are 5 components to check for each rectangle (cylinder).
One question is how often the CHECKICA algorithm might need to invoke the baseline
CHECKBOX, or what is the probability that we encounter a corner case. We define the
ICA efficiency as the fraction of intersection tests that do not resort to calling CHECKBOX.
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Figure 3.8: Two spheres are constructed for each voxel. For sphere1, its surface is tangent
to the 6 sides of the voxel, and for sphere2, the voxel’s 8 corners are on its surface.
That is, an efficiency of zero means we always call CHECKBOX, and a value of 1 means
we never need to call CHECKBOX.
Figure 3.9 derives a theoretical estimate of ICA efficiency, in a simple setting where the
cylinders are approximated by a straight line and there are an infinite number of orientations
to check. ICA efficiency is inversely proportional to (r/dist), where r is the radius of a
voxel, and dist is the distance from the pivot point to the center of the voxel. In practice,
for most voxels the distance should be much larger than the radius, resulting in a higher
ICA efficiency than the minimal value: the pivot point must be outside the 3D object, and
a point inside the object must result in a collision. The relation between the distance and
the radius are crucial to ICA efficiency. As the resolution of the target object increases, the
voxel will have a smaller r, thereby yielding a higher ICA efficiency. Thus, ICA efficiency
benefits naturally from high-resolution representations.
The concept of an ICA confers several benefits. First, using the ICA in elementary
tests does not require any decomposition, since it represents the entire tool. Secondly,
the ICA value is independent of the given orientation of the tool. Thus, regardless of the
number of orientations a test needs to check, we need only compute the ICA once. Thirdly,
the ICA does not require any expensive rotations or projections thanks to the spherical
approximation. Compared with CHECKBOX, CHECKICA reduces the overall cost from
216Nc operations to 10Nc + 3 operations, a roughly 20-fold decrease.
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Figure 3.9: Theoretical ICA efficiency analysis. We assume that the sizes of the cylinders
do not influence the ICA value and the tool becomes a straight line.
3.4 Design of Parallel AICA
Our approach, AICA, consists of two stages: parallel ICA calculation and parallel CD tests.
These are illustrated in Figure 3.10. The inputs to the first stage are the target octree and
tool geometry, and the output is a memoized table storing that holding some precomputed
ICA values for the upper-levels of the tree. The number of levels is a tunable parameter, de-
scribed below. In the second stage, each logical GPU thread again checks one orientation;
however, when it performs a CD test and calls CHECKICA, the CHECKICA algorithm can
now use the memoized table to look up the precomputed ICA values instead of computing
them on-the-fly. Any yet-to-be-computed ICA values are computed on-demand. The rest
of this section describes our approach to GPU thread mapping, parallelization of the CD
tests, and reduction of costly corner cases.
3.4.1 GPU threads mapping
For the parallel ICA calculation, we compute the values of the voxels on the top S levels in
octree. Each thread corresponds to a voxel, yielding a highly efficient SIMDization.
For the parallel CD test, given the workload with the N voxels and the M orientations,
there are two natural parallelization strategies. One is to partition the octree among threads,
and then each thread processes M orientations. The other is to map each orientation to a
thread and then each thread will traverse the octree, as with the baseline algorithm. We use
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Figure 3.10: Overview of aggressive inaccessible cone angle (AICA) with two stages:
parallel ICA calculation and parallel CD tests.
Algorithm 2 CHECKOCTREE
Input: tool, orientation Si, pivot point p, octree
1: procedure CHECKOCTREE(tool, Si, p, octree)
2: stack← {voxels at the top level of octree}
3: while !stack.IsEmpty() do
4: voxel = stack.pop()
5: intersected = CHECKBOX(tool, Si, p, voxel)
6: if !intersected then
7: continue









Figure 3.11: The parallel ICA calculation mitigates load imbalance and improves the per-
formance, by saving the cost of redundant ICA calculation and efficient parallelization.
the latter, for two reasons. One is that it enables more aggressive exploitation of the adap-
tive octree for pruning. Finding an interior voxel node that does not intersect with the tool
can avoid any calculations on all of its descendants; similarly, a solid voxel that intersects
with the tool means that we can directly return that a collision will occur. Another reason
is simplicity: assigning threads to orientations is an owner-computes strategy that avoids
communication and synchronization. The overall algorithm, which each thread executes,
appears in Algorithm 2.
3.4.2 Mitigating load imbalance
The choice of thread mapping affects load imbalance in the baseline. The execution time of
a thread is determined by the number of checks at the line 3 of Algorithm 2, which varies
with each orientation. To mitigate this load imbalance, we calculate ICAs of the voxels
on upper S levels of octree in parallel as a precomputation stage before the parallel CD
tests, rather than calculating ICA at runtime as shown in the left side of Figure 3.11. In
practice, each thread’s calculation of an ICA and comparisons alternate with checks, and
the time spent in the two phases appears in Figure 3.11. We create, for each voxel in the
target, a memoized table of ICA values. These are the values labeled ica1 and ica2 for the
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two spheres, meaning one pair per voxel. This increased storage is a modest fraction of the
total voxel storage and this precomputation is pleasingly parallel since there are no inter-
voxel dependencies. Precomputation is feasible because ICA is independent of the tool’s
orientation.
This approach confers three overall benefits. First, it avoids redundant calculations as
the ICA values in the table are calculated once but reused by all threads. Secondly, it
mitigates load imbalance as calculating ICA in the precomputation stage is easily paral-
lelizable, at the granularity of voxels. Lastly, it reduces the execution time of all threads
and thus improves overall performance because of efficient SIMDization on GPU.
As S increases, the total cost of all CHECKICA tends to increase, whereas the amor-
tized cost of CHECKBOX tends to decrease. Thus, there is a tradeoff. A heuristic is that S
can be set to a relatively higher value on recent, more powerful GPUs (Section 3.5.4).
3.4.3 Optimization on the corner cases
For corner cases, we may still need to invoke the baseline CHECKBOX to verify the inter-
section. However, we can reduce the corner case cost by utilizing the hierarchical spatial
structure as an optimization.
Suppose that the algorithm stops at a voxel facing the corner case as shown in Fig-
ure 3.12 (left). We have two choices. One is to directly invoke the baseline algorithm. The
other is to expand the voxel into its children voxels, and then apply our CHECKICA algo-
rithm recursively on each voxel; the recursion stops when no further expansion is allowed,
in which case CHECKBOX is still used as the fallback. Our optimization approach is to
choose the latter.
The cost of this approach is an increase of the number of checks resulting from the
expansion. Nevertheless, the benefit is the reduction in cost of CD test by invoking CHEC-
KICA. We believe that the benefit largely outweighs the cost. Note that the cost of a single


























































































































































































































































































































Figure 3.12: Optimization on the corner cases. When meeting a corner case on a voxel,
AICA algorithm expands it into its children voxels and calls CHECKICA recursively.
been calculated in the precomputation stage. The corner case is also an important factor
that causes the load imbalance, so we will benefit from optimizing it, too. This tradeoff
will be evaluated in detail in Section 3.5.2.
3.5 Evaluation
We evaluated three aspects of our approach:
• (1) examining the impact of the parallelism method and verifying the efficacy of ICA
efficiency;
• (2) assessing absolute performance with various object resolutions and various AM
resolutions;
• (3) analyzing the cost of the parallel ICA calculation under various configurations.
Our comparison includes AICA and four other schemes:
• A parallel box (PBox), which is the baseline algorithm with parallel CD tests using
CHECKBOX.
• An optimized PBox is still on the baseline algorithm but using axis-aligned bound-
ing boxes (AABBs). The optimization is to apply AABBs on the voxel after each
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rotation. If no intersection exists on the bounding box, we can directly return False.
• A parallel ICA (PICA), which is the algorithm with the parallel CD tests using
CHECKICA.
• A memoized ICA (MICA), which is the algorithm that has the parallel CD tests
using CHECKICA and has the parallel ICA calculation but without the optimization
of corner cases.
• Our approach, AICA, which has both.
The first two—PBox and optimized PBox—represent the state-of-the-art, and are both im-
plemented in SculptPrint.
Table 3.2: Experimental test platforms.
Two Setups GTX 1080 Ti GTX 1080
CPU Intel i7-2600K Intel i7-7820HK
3.40GHZ 2.90GHZ
DRAM 16GB 32GB
OS Windows 7 windows 10
CUDA runtime 9.1 10.0
GPU card 11GB, 1.68GHZ 8GB, 1.77GHZ
3548 CUDA cores 2560 CUDA cores
3.5.1 Experimental Setup
CAD Benchmarks. Our experiments use 4 CAD benchmarks for evaluation. A summary
of the input meshes and their detailed geometrical characteristics are listed in Table 3.1.




















































2563 5123 10243 20483
Figure 3.13: Comparison between the number of voxels in octree and the number of checks
under various object resolutions. The actual number of checks on the critical thread is much
smaller than the total number of voxels.
2563 to 20483. The tool geometry has 4 cylinders, with varying radii (31.5, 20, 6.225,
6.35)mm and heights (22.1, 78, 76.2, 25.4)mm. The AM resolution starts from 322 to 2562.
To choose representative pivot points, we generate a path surrounding the CAD models,
with each point on the path having a 1 mm distance from the surface of the model.
Configuration. We implement our algorithms in SculptPrint, a computer-aided man-
ufacturing (CAM) application for producing CNC tool paths [69]. During the process of
generating an AM, we assume that all of the information about the 3D object model has al-
ready been loaded onto the GPU, since this information is read-only and only need only be
loaded once. There is no overhead of memory copy between CPU and GPU in the runtime.
Thus, the cost of the transferring is excluded in our experimental results.
Table 3.2 presents two platforms for our experiments: GTX 1080 Ti and GTX 1080.
The main difference is that GTX 1080 Ti has more CUDA cores (3548 than 2560), but with
a lower frequency (1.68 GHZ than 1.77 GHZ).
In our experiments, 2000 random points are chosen from the path as the pivot points.
The last row of Table 3.1 shows the total number of points on the path. Every experimental
result in this section is the average value of the 2000 samples. We directly expand the





























































































































































































































































































































































































































































































Figure 3.14: Our parallel algorithms can gradually increase the balance efficiency. Our
proposed algorithm AICA is the most load-balanced.
resolutions in Table 3.1. This expansion aims at reducing the height of octree (see the load
imbalance part in Section 3.5.2). The parameter S is set to 8, which means that the parallel
ICA calculation stage computes the ICA values for the voxels on the upper 8 levels (∼7
billion voxels).
3.5.2 Analysis of Parallelism Exploitation
Threads mapping. Figure 3.13 shows the total number of voxels under various resolutions
for the 4 models. However, the total number of voxels does not reflect the actual workload
on each thread. The right-hand plot presents the actual number of checks on the critical
thread. Because of the spatial hierarchy of octree in Algorithm 2, each thread unnecessarily
traverses all voxels. It is obvious that the number of the actual checks is much smaller than
the number of voxel in octree, indicating that our approach of the threads mapping is very
efficient.
Mitigating load imbalance. Table 3.3 shows how the parallel ICA calculation stage
mitigates load imbalance and, thereby, improves performance. The leftmost plot shows the
actual number of checks executed by each thread. The leftmost and rightmost threads run
the same number of checks, because we expanded the top 5 levels into 1 level as mentioned
before, and these threads have to check all voxels on the top level before returning. In the
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two plots of the second column, we can see that the execution time is proportional to the
number of checks, where CHECKICA is used for CD tests. Comparing the two GPU cards,
we can see that the time on GTX 1080 is a little shorter than the other, because GTX 1080
has a higher clock rate 1.77 GHz than 1.68 GHz of GTX 1080 Ti.
In the two plots of the third column, the bottom area represents the time of the parallel
ICA calculation, which mitigates the load imbalance by reducing the execution time of
calculating ICA values. Note that the CD tests in the corner cases are not influenced by
the parallel ICA calculation, which still takes a relatively long period of time. Comparing
the two GPU cards, we can see that the time of the parallel ICA calculation on GTX 1080
(∼ 3.8 ms) is longer than the other (∼ 3.1 ms), because GTX 1080 has 2560 CUDA cores
while GTX 1080 Ti has 3548 CUDA cores. The last column of Table 3.3 shows the cost of
the corner cases and the effect of our optimization technique, which effectively improves
performance further from the previous column.
We define the balance efficiency as the percentage of the actual executions to the maxi-
mum execution over all threads. 100% means completely balanced, where all threads have
exactly the same execution. Figure 3.14 present the percentages for the parallel algorithms.
Our AICA algorithm has the best efficiency of 43.5% and 48.4% on the two platforms.
Optimization of corner cases. Since the performance of generating the AM is deter-
mined by the thread that has the longest execution time, namely the critical thread, we only
report the execution on the critical thread.
Figure 3.15 reports three types of percentages: box checks in MICA, box checks in
AICA, and the increased percentage of the total check from MICA to AICA. Recall that
our optimization of corner cases reduces box checks at the expense of increasing the total
checks, where the cost of a single ICA check is much smaller than the cost of a single
box check. We can see that the percentage decreases from 14.4% to 0.9% on average,
comparing AICA with MICA, resulting in a 34.1% increase on the total number of checks.
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Figure 3.15: Optimization of corner cases. An intentional increase of the total checks is









































Figure 3.16: Averaged execution time of 5 approaches with various object resolutions. Our
approach AICA performs 23.9× faster than the approach of CHECKBOX, and 4.8× faster








































Figure 3.17: Averaged execution time of 5 approaches with various AM resolutions. Our
approach AICA performs 20.2× faster than the approach of CHECKBOX, and 4.1× faster
than our best optimized version of CHECKBOX.
checks should be larger than the number S as the cost, because one Box check demands a
substitute of multiple ICA checks on the expanded children voxels.
However, increasing the number of ICA checks is worthwhile because doing so reduces
the number of box checks and improves performance, given the inherent difference in costs
between the two types of checks. The remaining percentage of box checks is the actual
ICA efficiency, which is 99% on average, indicating that 99% of CD tests benefit from the
ICA abstraction.
3.5.3 Overall Performance Results
Varying Object resolution. Figure 3.16 shows the average execution time for all 4 mod-
els. For PICA, it is 23.9× faster than PBox, and 4.8× faster than the optimized version
on average of the 4 models. That is because CHECKICA only needs 2D computations
with the ICA and avoids most of the three computation-intensive operations that exist in
CHECKBOX. MICA improves the speed by 28.3% on average compared to PICA. The
simple parallelization of the ICA precomputation is faster than the on-the-fly ICA compu-
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Figure 3.18: Time breakdowns under various numbers of layers in octree, using the head
input model in 20483 resolution with AICA approach. Though the ICA cost increases as
the growth of the layers, the overall performance is improving.
tation, even though MICA memoizes ICA values for all voxels, while PICA only applies
the calculations on the voxels in the current test. Note that the cost of the precomputation
increases as the number of the voxels grows. On the 2563 resolution, the improvement is
32.5% while for size 20483, the improvement becomes only 19.3%. A detailed discussion
of the cost on varying the number of voxels in octree is given in Section 3.5.4. For AICA,
it is 81.1% faster than MICA on average, indicating that increasing the total number of the
checks can still yield a higher ICA efficiency. A detailed analysis of this tradeoff is given
in Section 3.5.2.
Varying the resolution of the AM. Increasing the resolution of the AM leads to a large
number of orientations to check. The object model resolution is fixed to 10243. The 322
resolution requires 1024 threads and 642 needs 4096 threads. The experiments run on GTX
1080 Ti that has 3548 cores. This number of cores explains why the increasing ratio of the
execution time from 322 to 642 is smaller than the others. Figure 3.17 presents the average
execution time of all 4 models. For PICA, it is 20.2× faster than PBox on the average of the
4 models, and 4.1× better than our optimized CHECKBOX. For MICA, it is improved by
39.5% compared to PICA. AICA achieves 84.8% improvement than MICA due to a high
ICA efficiency, which it includes the cost of creating the memoized table.
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3.5.4 Cost Analysis
Calculating ICA affects execution time in the manner shown in Figure 3.18. There are
three types of costs: ICA cost, CD test and others. Others is mainly the time of launch-
ing the GPU threads, not including the memory copy between CPU and GPU. The x-axis
represents the number of the upper levels in octree that we calculate the ICA values. If the
ICA value is not precomputed, it will be calculated in runtime. In both subplots, for the
upper 3-4 levels in octree, there is not much time reduction of CD tests. This is because the
execution time is always bounded by the critical thread. Starting from the 5 upper level,
an obvious reduction of the time appears, and meanwhile, the cost of calculating ICA in-
creases as the number of voxels grows exponentially. Taking the cost into account, it is still
worth calculating ICA for the voxels on the uppper 8 levels to speed up the CD tests.
We also explore variations in the object resolution from 2563 to 20483. Figure 3.19
presents the performance results. The execution time increases gradually, as the cost of
ICA calculation increases with an exponential growth of the number of voxels. Therefore,
we believe that using a more powerful GPU card can reduce the cost further, and thus
achieve better performance. If we do not have a new GPU card, we still can gain a decent
performance by tuning the parameter S to control the cost of the parallel ICA calculation.
3.6 Apply ICA to bounding box
ICA abstraction is also applicable to bounding box. Bounding box is a general data struc-
ture used to simplify computation by enclosing a series of arbitrary objects. Similar to the
way that a voxel is approximated by 2 spheres described in Figure 3.8, a bounding box can
also be approximated into 2 cylinders. Both cylinders are able to use ICA for the checking.
There should be certain corner cases that are not covered by ICA, but the percentage should
be very small, similar to our ICA efficiency analysis. Therefore, ICA is a general geomet-
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Figure 3.19: Time breakdowns under various resolutions of object models with AICA. As
the object resolution rises, most of the increasing portion comes form the ICA cost.
will be implemented into a new standard elementary procedure in many other tests, such as
cylinder-sphere, sphere-box, and box-box CD tests.
3.7 Related work
The problem of efficient CD has been well studied and excellent surveys are available [70,
71, 72]. In this section, the approaches of improving the performance of CD are classified
into three categories: acceleration using graphics representations, acceleration using novel
parallelization schemes, and lastly others.
Many graphics techniques including spatial data structure [65, 68, 37, 9], culling [62],
ray casting [73], visibility query and collision map, are commonly used for approximation
of CD [10, 11, 74]. Using ray-casting algorithm is proposed in the paper [73] with hard-
ware frame buffer operations to optimize the performance of CD between solid polyhedral
bodies. By using depth maps store distance values to represent outer shape of objects,
Kolb [16] handles collision detection and reaction of particles with objects for arbitrary
shape in massively parallel simulations. Sucan [18] describes a collision map data struc-
ture, which uses axis aligned cubes to model the point cloud and to perform collisions.
Bounding sphere is commonly used for CD acceleration as an encapsulation of the target
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object [75, 76, 77, 78] with an approximation. Our proposed method is different from these
approaches. because our tool is composed of multiple cylinders with arbitrary sizes, which
can not be approximated into a straight line, and more importantly we need to preserves
accuracy.
Many algorithms [79, 65, 80, 64, 67, 17] have been proposed to exploit computational
capabilities of a multi-core platform. Lauterbach [67] presents novel GPU-based algo-
rithms to efficiently perform collision and separation distance queries using tight-fitting
bounding volumes. With the goal to compute collision-free paths for robots in complex
environments, Pan [17] presents a novel GPU-based parallel algorithm to perform collision
queries for sample-based motion planning. A novel hybrid parallel continuous collision
detection is proposed by Kim [66], which utilizes both CPUs and GPUs to achieve the
interactive performance of CD. Instead of focusing a shared-memory test bed, Du [63]
targets on high-performance cluster with a parallel continuous collision detection(CCD)
algorithm aiming to accelerate CCD culling by efficiently distributing workload. Our par-
allel algorithm can be integrated with these various parallel schemes to explore efficient
parallelisms.
Pan [81] formulates collision checking as a two-class classification problem, applying
machine learning to compute the collision probability for acceleration. Ding [58] conducts
the interference detection between the tool oriented bounding boxes and the gray octants of
the surface octree in order to simplify the computation process of updating tool positions
and orientations in 5-axis machining. Zhiwei [82] proposes an efficient algorithm of CD to
generate tool posture collision-free area for the whole free-form surface by sampling and
cubic B-surface interpolation. Since these techniques still need to process the elementary
CD tests, our proposed abstraction can be embedded to further improve the performance.
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3.8 Conclusions and Future Work
The key ideas of our proposed methods are the ICA concept, which is a new geometric
abstraction for the CD problem, and its parallel algorithm AICA, including the mitigation
of load-imbalance and the optimization on corner cases. We have prototyped our AICA
algorithm within a real CNC milling tool, SculptPrint [69]. Experimental results on 4 CAD
benchmarks demonstrate that AICA is up to 23× faster than the approach of the traditional
approach.
While our results show ICA can be effective, our experimental analysis also identifies
several new opportunities. For instance, neighboring pivot points, which were outside the
scope of this paper, are likely to have AM with overlapping values. Therefore, future work
should develop methods to reuse the AM values among nearby pivots. Another idea is to
construct an algorithm that can intelligently tune the parameter S to adjust the cost of the
parallel ICA calculation. Lastly, to broaden its use in computer graphics, our AICA should
be extended and tested against other spatial volume structures common in that domain,
such as BVH (Section 3.1) and kd-trees, among others.
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CHAPTER 4
MAX ORIENTATION COVERAGE BY AVOIDING COLLISIONS
This chapter moves to the CPP problem of 3D objects using the information of the acces-
sibility map output from the proposed method last chapter. We present our proposed ap-
proach called max orientation coverage, which employs a two-step optimization scheme. It
can improve path efficiency with respect to both the path length cost and the cost of dealing
with the constraints of avoiding collisions.
4.1 Introduction
Coverage path planning has many applications, including robotic vacuum cleaners, aerial
robotic inspection [83, 84], 3D printing [11, 37, 9], and autonomous underwater vehicles
(AUV) [20, 21, 22], among others. To facilitate autonomous path planning for complex
environments or objects, a robot must be equipped with algorithms capable of computing
efficient paths that achieve full coverage while respecting any robot limitations or motion
constraints that may apply.
We are specifically motivated by problems in CNC milling, and Figure 4.1 gives an
example from that domain. The problem is to cover the object (e.g., the head) where the
“robot” is a milling tool composed of multiple cylinders. The constraint is that the robot
(tool) and the object ought not collide except at the pivot point, which is where the end of the
tool touches the surface. Any other collision would be detrimental to the milling process,
damaging the robot or the target. To represent possible collisions, an AM is constructed to
determine, at each pivot point, which tool orientations are inaccessible (e.g., the right side
of Figure 4.1). When generating a valid path, the algorithm has to ensure that no collision
exists by selecting only accessible orientations at all points.
Conventional coverage path planning methods either assume that the robot is under no
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Figure 4.1: An example of AM shows two orientations: accessible orientation (on the left)
and inaccessible orientation (on the right), corresponding to the white point and the black
point in the top AM respectively. An AM at (r ∗ c)-resolution is discretized uniformly into
r ∗ c points, with each point denoting a (θ, ϕ) orientation in a spherical coordinate system.
constraint or focus on the optimization of the path length, and ignore this type of con-
straint. Most times for safety reasons, satisfying the constraint may require conservative
operations, like retracting the tool and resetting its position or orientation, which can be
very expensive in practice. Focusing on the path length only would underestimate such
costs, leading to an inefficient path.
Tool path planning problem is different from conventional CPP as it is specifically de-
signed for the milling applications to generate collision-free paths. Most prior approaches
assume the tool is a single cylinder and only a small piece of the object surface (e.g., the
place that the tool touches the surface) can cause collisions. However, in reality a tool has
multiple cylinders with various sizes and anywhere on the object might cause a collision.
Checking collision under this situation demands massive computational resources, which
is the reason why the tool path planning problem has the simplification described above.
Thus, these approaches can not be extended for a generic coverage.
We propose a novel path planning algorithm, called max orientation coverage, that
constructs an efficient path generally covering an arbitrary object. We consider both the cost
of path length and the cost of operations handling the constraints. It has two components.
The first is a segmentation algorithm, which we call max segmentation (Section 4.4.1).
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Prior segmentation algorithms rely on random sampling to achieve a full coverage. Do-
ing so is usually unstable and leads to a large number of segments, resulting in a higher
likelihood of redundant coverage. By contrast, our segmentation algorithm can obtain a
stable result and reduce the number of segments. Our approach is to convert the coverage
optimization problem into a minimal vertex cover (MVC) problem.
The other component is a new coverage algorithm based on orientation (Section 4.4.2).
Most earlier approaches focus on optimizations of the path length and do not consider the
effects of dealing with the constraints on the robot. By contrast, our approach does so,
trading off small increases in path length to significantly lower the cost of enforcing the
tool constraints and thus yield better overall paths.
Additionally, we conduct several simulations to help validate and evaluate our ap-
proach. In particular, we test it on four CAD benchmark objects against a previously
proposed random sampling-based coverage algorithm [85, 8, 84, 86, 22]. We observe that
our max orientation coverage improves the path efficiency by 29.7% on average and the
improvement goes up to 46.5% for one of the geometrically complex objects, the dragon
(Figure 4.6).
4.2 Related work
Many contributions have been made to address the CPP problem. We divide them into
three types: the approaches of covering general environments, the approaches of covering
3D objects and the approaches of milling applications.
Several literatures [23, 87] provides in-depth and comprehensive surveys on coverage
path planning. Gabriely [88] presents an online approach that constructs a systematic spiral
path with a spanning tree algorithm. Luo [89] presents an algorithm that utilizes neural net-
work to generate a real-time path. Choset [24] proposes a coverage named boustrophedon
cellular decomposition for a known environment. Acar [90] applies cellular decomposition
considering sensor-based detector. Atkar [91, 92] extended the ideas of cellular decom-
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position into 3D objects. Some other approaches proposes some techniques specific to
applications such as under-water 3D coverage [20, 21]. Most these approaches focus on
the path lengths as the optimization target, while our method concerns an additional cost of
handling the restraints.
For the approaches that cover 3D objects, random sampling-based coverage approaches
[85, 8, 86, 84, 93, 83, 22, 94, 95] are commonly known as the state-of-the-art algorithms
to handle versatile 3D coverage problems, which employs a two-step optimization. The
first step is a segmentation problem to compute a minimal set of viewpoints using random
sampling to achieve a complete coverage of the target structure. This step is equivalent to
solving a variant of art gallery problem (AGP), which is a well-known NP-hard problem.
In the second step, a minimum cost tour over all the viewpoints is searched to optimize
the tour length. This involves solving a variant of TSP. Although the two problems are
NP-hard, there are fast algorithms that approximately solve the two problems, for example
[96, 97] for AGP, and [98, 25] for TSP. Our proposed method follows the structure of the
two-step optimization to reduce the computational cost. Instead of doing random sampling,
our method collects viewpoints by solving a MVC problem without loss of generality.
Tool path planning problem is another type of problem that concerns avoiding colli-
sions for an efficient milling process. Cho [99] propose to use a potential energy method to
avoid collision and improve the machining efficiency, which represents Cartesian space by
an artificial energy field. When the cutter and part surfaces are virtually charged with static
electricity, a potential energy field is formed for collision detection. Jun [100] presents a
methodology of optimizing and smoothing the tool orientation control 5-axis sculptured
surface machining. A searching method in the machining configuration space is proposed
to find optimal orientation by considering various types of collisions. Chu [101] presents
a novel approach that automatically generates a collision-free tool path 5-axis milling of
a ruled surface. In the method, the surface needs to be divided into curve segment. Each
segment works as a guide curve for developable Bezier surface with available degrees of
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Figure 4.2: A solution to the CPP problem is one step in the milling application.
freedom. Hsueh [102] proposed a two-step method for preventing tool collisions in 5-axis
machining. Each step adjusts the tilt angle and the yaw angle respectively. Wang and Tang
[103] present a method that concerns both collision avoidance in 5-axis machining and
angular-velocity that avoid drastic orientation change. Chu [104] presents a tool path plan-
ning framework for 5-axis machining of centrifugal impeller with split blades. A planning
template was proposed for specifying four operations: a method of machining control, se-
lection of tool path pattern, determination of tool orientations, and calculation of tool paths.
Our proposed method is different from them in the following two ways. Firstly, most
prior approaches assume that the tool is a single cylinder, while ours allows the tool to
be multiple cylinders that have various sizes. Secondly, most of them only consider the
collision analysis in a “local” coordinate system, assuming that only a small piece of the
object surface can cause collisions and other parts can be ignored, while our approach
allows the object to be arbitrary shape that results in collision anywhere on the object.
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4.3 Background and candidate approaches
This section starts with how CPP problem can be used for our CNC milling application.
Then we describe the input to our problem, the constraint and the problem statement.
Lastly, we define the cost as our optimization target.
4.3.1 CPP problem in CNC milling application
A CNC milling application is to convert a given object (e.g., the stock in Figure 4.1) to a
target object (e.g., the head) through a milling process. We assume that the object always
stays inside of the stock. A CPP problem is to cover the surface of a 3D object. To obtain
the target object for the milling application, multiple steps of solving a CPP problem are
required.
Figure 4.2 illustrates one step of covering the surface of the head for the milling process.
The original object is the object before applying the milling and the target object is the
result after it. The space difference represented by the cut depth in Figure 4.2 denotes the
materials that are machined off by the path generated by the CPP problem. Usually the
cut depth equates to the size of the robot. For these steps, the milling process uses various
robot sizes in a decreasing order. Initially, a large robot size is preferred to get a coarse
shape. Finally, a small robot size is used to obtain a high-quality surface.
The surface of the object is represented by a dense mesh as shown in the right bottom
of Figure 4.2. The length of the edge equals to the size of the robot, so that traversing
all vertices in the mesh can achieve the covering of the surface of the object. To ensure a
safe movement from one vertex to another, each vertex has a corresponding AM, indicating
that only accessible orientation can be specified. Note that at a vertex, we only allow the
movement to its neighboring vertex following the AM. This paper studies the CPP problem
for a single step that covers an arbitrary object.
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4.3.2 AM as an input to our problem
AM is given as an input, since our focus is on how to construct an efficient collision-
free path, rather than how to check possible collisions, which is proposed in our previous
work [105]. As a preliminary task, the AM of all vertices on the surface of the object are
calculated. The optimization is on how to specify an orientation for each point to construct
a valid path. It has a high cost to calculate an accurate AM for each point, because the
object keeps changing in the process of the milling. Instead, we calculate the AM of all
points only once in a parallel way at beginning of each step of the CPP problem, under an
assumption that the object remains the same. This is conservative on avoiding collisions. If
an orientation has no collision with the original object, we can guarantee that the orientation
is safe with the current object undergoing the milling, because it is a shrink version of its
original object.
4.3.3 Constraint of avoiding collision
This paper targets at the optimization of the cost of dealing with the constraint that the path
has to be collision-free, where the robot needs to smoothly move from one point to an-
other. Even if specifying an accessible orientation, we can not assume that the orientation
can be changed abruptly. Instead there is a time-cost when changing from an orientation
to another. Note that we do not concern any joint limits [106] [107] or other kinematic
constraints [108][109][110]. The purpose of handling the constraint is to gain a smooth
movement from one point to another. There are three possible situations describe in the
following, and we have two types of operations accordingly, called reorientation and re-
traction, as shown in the bottom of Figure 4.3.
• 1) Given that the current orientation is accessible at the next point, we directly con-
duct the movement without worrying the orientation.
• 2) Given that the current orientation becomes inaccessible at the next point but there
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Figure 4.3: The input of our problem is the N points on the surface of the target 3D object
and the corresponding N AM. The output is a 5-axis (x, y, z, θ, ϕ) path, where (x, y, z) is
the pivot point on the end of the robot and (θ, ϕ) is an orientation the robot is placed.
exists another orientation accessible on both the next and the current point, we de-
mand a reorientation, which is a process that reorients the robot to another accessible
orientation and then move, shown in the bottom right of Figure 4.3.
• 3) Given that the current orientation becomes inaccessible at the next point and there
is no accessible orientation shared between the two points, we demand a retraction,
which is a process that pulls back the robot to a place far away from the object, reori-
ents to an accessible orientation, and resumes, shown in the bottom left of Figure 4.3.
Note that the point needs to stay far away from the object so that any orientation is
collision-free. This operation has three steps for a smooth transition: pull back, re-
orient and then push in.
4.3.4 Problem statement
Our problem is to construct an efficient path for a robot that can physically touch all points
on the surface of a given 3D object (e.g., the head) as a complete coverage, and guarantee
no collisions. The robot is a 5-axis CNC milling tool. Figure 4.3 shows the input and the
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output. The focus of this paper is on formulating and solving the optimization problem; the
task of determining which orientations are safe at a given pivot point (i.e., calculating the
AM) appears in our previous work [105].
4.3.5 Define the cost function
We define the cost as the machining time, so that an efficient path can cover an object
fast. The machining time is assumed to be proportional to the path length. The time of
applying the two operations varies significantly, which depends on specifics of the robot,
such as how to move and how to reorient. We specify a range as shown in Section 4.5
for their cost by normalizing it with the path length. For example, if the cost (c1, c2) is
(10, 50)mm, it means that each reorientation consumes the time of the robot moving 10mm
and each retraction consumes the time of the robot moving 50mm. In the equation below,
num1, num2 denote the number of reorientation and the number of retraction respectively.
Therefore, the optimization goal is to minimize the cost to achieve a fast coverage.
Machine T ime = α ∗ [Path Length+ Cost(constraints)]
Machine T ime = α ∗ (Path Length+ c1 ∗ num1 + c2 ∗ num2)
We do not consider the approaches of the tool path planning problem as the candidate
methods because of its limitation of determining generic collisions. Since we already have
the information about the accessibility of the orientation as the input, we consider coverage
path planning as our candidate ways as illustrated in Figure 4.4.
Most approaches have two stages: running a segmentation algorithm and a coverage al-
gorithm. For the segmentation algorithm, the K-guard sampling method randomly samples
K guards and chooses the one that covers the most points [85]. Iterative sampling chooses
points that shorten the path in an iterative way [84]. Greedy sampling finds the points that
cover the most points until all points are covered [22]. For the coverage algorithm, LKH
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Figure 4.4: Candidate ways to solve the 3D path planning problem. Our proposed methods
are highlighted in blue color.
TSP constructs a tour covering all the point for the purpose of the path length reduction [85,
84, 8, 86, 93, 22]. Three-dimensional cellular decomposition intersects a slice plane with
the object surface to form a loop around the target object and then traces the loop to the
next slice plane, until a full coverage is done [91, 92].
The baseline algorithm used in this paper is the random sampling-based coverage ap-
proaches that has the two stages. More specifically, we compare our approach with two
algorithms: one is K-guard sampling with LKH TSP, and the other is greedy sampling with
LKH TSP.
4.4 Proposed Approach
Our approach has two components: max segmentation used to reduce the number of seg-
mentation and orientation coverage used to lower the cost of the retraction and the reorien-
tation by sacrificing the path length.
4.4.1 Max segmentation
Motivated by the high cost of the two operations, our segmentation algorithm aims to mini-

















































































































































Figure 4.7: Our max segmentation approach to choose a small number of covering sets to
achieve a complete coverage.
be covered by a single orientation. An orientation on a point is associated with a set, where
the robot can cover all the points in this set under this orientation. Our max segmentation
algorithm divides all points into sets.
In the process of choosing the sets, we apply the MVC algorithm [111] to reduce the
number of sets while achieving a complete coverage, instead of sampling the point or sam-
pling the orientation. Figure 4.5 illustrates how to construct a graph matrix, where the
vertices are the N points and the edges represent the candidate sets. Firstly, a function
called “Mark connect” is used to calculate all candidate sets. Given an orientation, all the
points and AM, it has two steps: mark the accessible points under the specified orientation
and form a set if the points are connected as neighbors. The outputs are the candidate sets as
shown in the middle of Figure 4.5. Each orientation has a series of sets that can be covered
under the orientation, and each point has a series of sets that can cover the point. Lastly, a
graph matrix is created, where we let the points in the candidate sets all-connected. Note
that each set has a single orientation that covers the points within the set.
Now that we have all the candidate sets embedded in the graph matrix, we need to
choose the sets to cover all the points. Figure 4.7 shows the steps of our max segmentation
algorithm. The first step is to apply ReduMIS algorithm [111] to choose S points with a
complete coverage. Note that each point is associated with multiple sets. We are sure that
the S points’ L candidates sets can achieve a complete coverage. The next is to do a greedy
coverage that at every iteration, a set that covers the most points is chosen from the L sets
until all points are covered.
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Figure 4.8: Steps of in-cell coverage and cell-to-cell movement.
Compared with the random sampling segmentation algorithms, the benefits of our max
segmentation come from two points: S is much smaller than N and L is much smaller
than the total number of the candidate sets. Note that if the robot does not need to set the
orientation in some applications, the step of doing the greedy coverage can be removed.
4.4.2 Orientation-based coverage
With the covering sets generated from the segmentation algorithm, our coverage algorithm
needs to construct a path to cover the points in sets. The algorithm needs to answer two
questions: how to cover the points in sets and how to move between sets. We create a graph
for the cost reduction, called orientation graph, where each set corresponds to a vertex. For
simplicity, the set is called cell from now on.
To answer the two questions, our coverage algorithm has two parts respectively: in-cell
coverage and cell-to-cell movement. Figure 4.8 shows the steps of the two parts. On the
first part, we use LKH TSP to construct a tour to reduce the path length of covering each
cell. To avoid redundant coverage, each point on the object surface is assigned to one cell,
which might lead to the points disconnected in a cell. Then the next step is to add points
between two neighboring points in the tour if they are not connected. On the other part, we
create orientation graph and use the cost of an edge to represent the cost of a movement
from one cell to another. After all the costs of all possible edges are calculated, we apply
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Figure 4.9: Calculate the cost of an edge by mapping the edge to three points. Red points
are the intersected points. Pi and Pj are the mapped two ends of the edge. Pt is middle
point where the robot does reorientation.
LKH TSP to obtain an order of cells.
Figure 4.9 illustrates how to calculate the cost of an edge by mapping the edge to three
points. We add an edge between two cells to the orientation graph as a possible movement,
only when the two cells have intersected points. Among all the intersected points, the one
that has the shortest distance to exit one cell and to enter the other cell is selected as the
middle point between them. The middle point is the place the robot does the reorientation
and move to another cell.
Figure 4.10 shows a real example of an edge connecting two cells in the head object.
Due to the requirement of avoiding redundant coverage, each cell has two types of points:
the actual points to cover in the current cell and the points already assigned to other cells.
The middle point is chosen from the intersection of both types of points while the two ends
points are from the actual points. The cost of the edge includes two parts: the sum of the
two geodesic distances and the cost of a reorientation.
To further reduce the cost of moving between cells, we apply Floyd-warshall algorithm
to calculate the edge cost matrix. Different from the normal calculation of the shortest
distance in a graph, when trying to insert a new cell between two cells, the edge cost needs
to add the cost of a path passing through the new cell. Lastly LKH TSP is employed to
produce an order of cells that has a small cost of moving between cells.
As the order of the cells is determined, we know which edges will be used for the
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Figure 4.10: An actual example of mapping an edge to points in the head CAD benchmark.
All the points are projected to 2D using principal component analysis (PCA). The middle
point and one end happen to be located at one point.
coverage. Through the mapping from the edge to the points, the two end points become the
exit and the entrance points. Combining with the path of covering each cell, we can form a
5-axis path.
4.5 Experimental Evaluation
The experimental validation of our approach mainly answers the following three questions:
• (1) how our max segmentation algorithm performs on the number of sets, compared
with other sampling-based segmentation algorithms?
• (2) how our orientation coverage algorithm behaves on the cost of the two operations?
on the three types of costs: the path length, the reorientation and the retraction?
• (3) how our proposed method performs on the total cost of 5-axis paths? under
different configurations, compared with other candidate algorithms?
Implementation of candidate algorithms. We evaluate the candidate algorithms shown
in Figure 4.4. For the segmentation algorithm, K-guard sampling and greedy sampling are
implemented for comparison. Because the key idea of the iterative resampling [84] is to
reduce the distance among all sets with no need to cover each point in the sets, it does
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not work for our scenario. Thus the iterative resampling is not presented. In our problem
setting, the sampling metric has two dimensions as shown in the middle part of Figure 4.5:
the N points and the M orientations. We implemented K-guard on the orientations and
greedy sampling on the points. K-guard algorithm samples K sets as candidate sets at each
iteration, and then choose the one that covers the most points, until all points are covered.
Greedy algorithm samples a point from the uncovered points and choose the orientation
that cover the maximal number of points.
For the coverage algorithm, LKH TSP is our baseline. We also use LKH TSP for
the in-cell coverage. The main comparison is on how to construct a path for the cell-to-
cell movement. LKH TSP is employed to calculate a order of cells to reduce the path
length. Firstly we calculate the mean coordinates of the points within a cell as the center
to represent the cell. Secondly, LKH TSP is employed to generate a short tour passing
through all the cells as the cell order. Lastly when combining the in-cell coverage with the
cell order, the point in the next cell that is closest to the exit point in the current cell is
considered as the next entry point.
For our coverage baseline algorithm, we focus on reducing the path length representing
the 3D cellular decomposition approach [91, 92] as well. Regarding lowering the cost of
the reorientation and retraction, we always choose an orientation that covers the most points
for a given path.
Benchmarks and configurations. We use four CAD benchmark models for our evalu-
ation as presented in Figure 4.6. The AM is generated form SculptPrint, a computer-aided
manufacturing (CAM) application for producing CNC tool paths [69, 105], with a tool
composed of 4 cylinders, with varying radii (0.79, 1.59, 25, 31.5)mm and heights(2.28,
5.08, 78, 22)mm. For the K-guard sampling algorithm, the K value is ranged from 10 to
40. Both sampling algorithms are run 20 times and report their mean and their std. Depend-
ing on the specific application and the robot, the reorientation and retraction cost may vary
significantly. Thus we vary the cost of a reorientation and a retraction by normalizing them
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Figure 4.11: Using various object models to evaluate segmentation algorithms.
into the path length as a range from (10, 50)mm to (50, 250)mm. For simplicity, “Ret”
and “Ort” are short for the cost of retractions and reorientations. “GreTSP”, “GuaTSP”,
“MaxTSP” and “MaxOrt” are the four candidate algorithms, representing (greedy sampling
+ TSP), (K-guard sampling + TSP), (max segmentation + TSP) and (max segmentation +
orientation coverage).
4.5.1 Number of sets in segmentation algorithms
We report the total number of sets (cells) that cover the surface of the four objects. Fig-
ure 4.11 shows the results. We can see that the number of cells required for the K-guard
sampling decreases as the K value increases. Comparing the 40-guard sampling with the
greedy sampling, they have a roughly same number of cells on the candle holder object,
but on the turbine object, the greedy sampling behaves even worse than 10-guard sampling.
It is uncertain which one is better because the random sampling is unstable. Our max seg-
mentation gains a smaller number of cells on all four objects. Overall we can reduce the
number of cells by 24.5% and 34.2% on average compared with 40-guard sampling and
greedy-sampling respectively.
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Figure 4.12: Segmentation algorithm calculates the number of sets under various AM res-
olutions with the dragon object model.
We increase AM resolutions leading to the growth of the number of accessible orien-
tations on each point. Figure 4.12 shows the results on the number of sets and the number
of candidate sets. The number of candidate sets does not grow exponentially as the AM
resolution. This is because as the number of orientations raises, it is more likely that mul-
tiple orientations correspond to a set as a connected component. From the resolution 162
to 642, both the K-guard sampling and the greedy sampling gain an increasing number of
sets, because it becomes less likely that the algorithm chooses the “correct” set as the total
number of sets grows. On the resolution 1282, the number of cells does not increase be-
cause more “correct” sets are added for sampling. In contrast, our max segmentation is not
negatively influenced by the AM resolution, but the number of sets decreases slightly. On
average, it reduces the number of sets by 38.6% and 48.0% than 40-guard sampling and
greedy-sampling respectively.
4.5.2 Coverage algorithms
To evaluate how much our orientation coverage can contribute, we fix the max segmentation






























































































































































































































































Figure 4.15: Orientation coverage against LKH TSP with the dragon object model. On the
left side, the cost of reorientation and retraction is converted into the path length. On the
right side, the two costs are fixed to (30, 150).
Head Turbine Candle holder Dragon





























Figure 4.16: 5-axis path cost of the four candidate algorithms on the four objects. The cost
of a reorientation and a retraction is fixed to (30, 150)mm in path length.
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of the two algorithms. Because our orientation coverage does not have any retractions, its
total cost increases slightly, while the “MaxTSP” algorithm has a sharp rise as the cost of
the two operations increases. On average, our orientation coverage reduces the total cost
by 21.5%.
When varying the AM resolutions, our algorithm always has a smaller number of reori-
entation. while “MaxTSP” has an unstable cost of both operations, because a shorter path
may require a high cost of reorientation and retraction. On average, our algorithm only
increase the path cost by 3.5%, and achieve a 15.9% cost reduction in total.
4.5.3 Cost of 5-axis path
We report the total cost of the 5-axis paths generated by the four algorithms. “MaxTSP”
algorithm gains a cost reduction of 16.79% and 4.14% on the path length than “GreTSP”
and “GuaTSP”, because our max segmentation obtains a smaller number of cells, where
a larger number of cells leads to a more-likely redundant coverage. Also because of the
smaller number of cells, “MaxTSP” decreases the cost of reorientation by 37.8% and 30.4%
respectively than the two sampling algorithms. Compared with “MaxTSP”, our “MaxOrt”
achieves a cost reduction of 67.2% on the cost of the two operations. Figure 4.13 and
Figure 4.14 present the 5-axis path generated by “GreTSP” and our “MaxOrt” algorithms.
For the dragon object, “MaxOrt” performs 38.9% better. The improvement goes up to
46.6% when the two costs are (50, 250)mm. Note that the generated path does not consider
the influences of the cut depth. In practice, if the cut depth is large, the tool needs to move
slower and vice versa.
Our method produces more efficient paths due to the lower cost of reorientation and
retractions. As shown in Figure 4.14, the path does not have retraction denoted by the blue
point. At this point, we can not guarantee that there would be no retraction on an arbitrary
given object, which depends on the input to the problem. We discuss the extension on this
in our future work. Overall, the path generated by our “MaxOrt” is 29.7% more efficient
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than “GreTSP” on average.
4.6 Conclusion and Discussion
Focusing on how to avoid collisions when constructing an efficient path for a coverage,
our proposed max orientation coverage has two key ideas: a segmentation algorithm called
max segmentation Section 4.4.1 and a coverage algorithm called orientation coverage Sec-
tion 4.4.2. Our experimental results on 4 CAD benchmarks demonstrate that our method
can generate an efficient 5-axis path on both the cost of the path length and the cost of
avoiding collisions, and it can improve the path efficiency by up to 46.6% Compared with
a state-of-the-art baseline. For future work, we plan to extend our method to online algo-
rithms that require producing fast and efficient paths, because our current work only targets
on offline applications that allow several minutes of execution time. We will explore the
value of incorporating more special operations, such as considering how to enter and exit a
cell and the effects of speed-up and slow-down.
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CHAPTER 5
CONCLUSION AND FUTURE DIRECTIONS
This thesis studies the problem called coverage path planning problem. Based on the types
of the environment, we firstly analyze how to cover a 2D plane by considering various robot
sizes, motion strategies, and multiple cost metrics. We propose an adaptive framework,
called adaptive deep path (AD Path). It has two components: a corner model that represents
how to enter and exit a region and a framework using deep reinforcement learning. The
idea is to create an abstraction that reflects the cost of a path and can flexibly incorporate the
characteristics of these configurations, and then use deep learning as a general black-box
optimization tool.
The next problem we considered is path planning to cover a 3D object. It starts from
a simple question, namely, how to check for a collision between a tool and an arbitrary
object at high resolutions? To address the challenge of high computational costs to check
collisions, we start with the idea of converting the 3D operation to 2D, using a geometric
abstraction called the ICA, without losing any accuracy. A further improvement is the idea
of applying efficient parallelism through threads mapping and load balancing. Although
this method studies the collision between boxes and cylinders, the idea is still applicable to
other collision tests, such as box and box, sphere and box.
Armed with an efficient collision detector, we need to select an accessible orientation
for each point on the path to achieve a full coverage. We present an algorithm called max
orientation coverage, which produces a collision-free path. It has two steps: a segmentation
algorithm and a new coverage algorithm. The idea behind it is to minimize the number of
segments (cells) using minimal vertex cover algorithm, for the purpose of reducing the cost
of changing orientations. On the coverage algorithm, we guarantee that there is a smooth
transition from one orientation to another.
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We envision several ways to extend our three methods.
5.1 Reducing execution time of AD Path for 2D path planning
In Chapter 2, our model of AD Path targets offline scenarios, where users submit the appli-
cation and can wait minutes or hours to return the path results. This allows our approach to
go through the training step that lasts about several minutes. One way is to reduce the time
of the training process by introducing some heuristics to guide the search in the training
step for an optimal path.
For now, every time given a new environment, we need to go through the training
process, which might become unacceptable for on-line approaches. Another extension is
to train a generic model from a large number of environment so that the trained model
can produce efficient paths for various types of environment. To do so, we need to collect
representative environments as samples for the training step.
5.2 Collision detection for the continuous points on the path
In Chapter 3, we made some progress by simplifying the operation of checking collision
and designing an efficient parallel algorithm. However, the result of the algorithm is the
accessibility of the orientations on a single pivot point. One natural step is to compute the
accessibility for a series of the pivot points. Since most objects in the environment are
static, for any two neighboring points on the path, most computation used to detect colli-
sions on the two points will be redundant. There should be some potential to be explored
to reuse the computation from previous points, and thus accelerate the computations.
5.3 3D path planning
In Chapter 4, because we need to use MVC problem to minimize the number of seg-
ments, which takes about several minutes when the input has several thousands of points, a
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straightforward question is how to reduce its execution time, especially when the applica-
tion requires real-time response.
Another direction is to consider other constraints in CNC milling application, such as
the cut depth, the cost of tool turning and the effects of speed-up, slow-down. In our current
problem statement, we only consider the constraint of avoiding collision by specifying an
accessible orientation as our first step. However, those constraints may also influence the
machining time significantly in practical cases. For example, when the tool makes a turn,
the tool needs to slow down, and the cut depth is another important factor that determines
the time.
Another problem is on the cost reduction of the retractions. Although for all the data
sets we have seen, our approach does not produce a retraction, we can not guarantee no
retraction for any inputs. The exist of retractions depends on two data structures: the con-
nectivity of the input graph and the accessibility between neighboring points. For example,
if the graph had two disconnected component, there would be a retraction required when
moving from one component to another. However, we can study how to sample the points
on the surface to minimize the number of disconnected components as the input to our path
planning problem.
One direction is to optimize the path of multiple steps in a milling process. In current
problem setting, we concern the path efficiency in one step that covers the 3D object once.
However, multiple steps are required (e.g.., machining a cylinder into a king kong target
shown in Figure 1.1). For the operations that stay at close areas in various steps, they
should share valid operations, so there would be some redundant computations if the paths
are considered independently between steps. This direction can study the path planning of
multiple steps that produce a full path for a milling process.
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