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Abstract 
Broadcasting is a process of information dissemination in a communications network 
whereby a message, originated by one member, is transmitted to all members of the network. By 
adding some redundant calls to the broadcasting scheme, the completion of the broadcast can 
be guaranteed in the presence of faulty components. We investigate the implications of 
transmission failures on broadcasting. In particular, we consider broadcasting when the 
number of transmission failures is bounded by a constant. We determine the time required to 
guarantee a broadcast in this model. We also study the number of links required in networks 
which allow reliable broadcasting. 
1. Introduction 
A graph G = (V, E) represents a communications network in which the vertices in 
V correspond to the members of the network and the edges in E correspond to 
communication links connecting pairs of members. In broadcasting, one member of 
the network, the originator, has a message which is to be transmitted to all of the other 
members as quickly as possible by a series of calls over the network. Each of these calls 
requires one unit of time; any member of the network can participate in at most one 
call per time unit; and any member can only call an adjacent member. 
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If the network has some faulty components, it may be difficult to broadcast 
a message. However, by incorporating sufficient redundancy into the calling scheme, 
the completion of the broadcast can be guaranteed in the presence of a bounded 
number of failures. In this paper, we investigate broadcasting in the presence of 
a constant number of transmission failures. We assume that any particular message 
transmission may fail so that, although a message is sent along the link, it is not 
received at the other end. Such failures are assumed to be of short duration. In 
particular, we assume that if two messages are sent along the same link in consecutive 
time units, a single failure cannot prevent both messages from arriving at the other 
end. Furthermore, we assume that at most k such failures occur during the broadcast, 
where k is a constant. 
Previous research into fault-tolerant broadcasting has focused on other types of 
faults. Several papers have investigated broadcasting in the presence of link failures of 
long duration [6, 12, 13, 17, 191. Berman and Hawrylycz considered broadcasting 
from a single specified originator in the presence of link failures [3]. Farley [S] and 
Farley and Proskurowski [9] studied broadcasting in the presence of non-adjacent 
link and/or vertex failures. Bienstock considered broadcasting in a model in which 
each edge is independently faulty with probability p [4]. Pelt [18] has studied a model 
in which both nodes and calls can fail. Several other papers have investigated 
broadcasting in faulty hypercubes [S, 10, 11,201. For a survey of work on broadcast- 
ing and related problems, see [14]. 
2. Definitions 
Given a graph G = (V, E), the k-reliable broadcast time of a vertex u of G, denoted 
tk(u), is the minimum time required to guarantee broadcast from u in the presence of 
up to k transmission failures. The k-reliable broadcast time ofa graph G, denoted tk(G), 
is the maximum k-reliable broadcast time of any vertex u in G. For k = 0, these 
definitions are the standard definitions of broadcast time. We are interested in 
determining T,(n), the minimum value of tk(G) over all graphs G on n vertices, that is, 
T,(n) = min{tk(G)IG is a graph on n vertices}. 
It is easy to see that for any vertex u in a connected graph G with IZ vertices, 
tk(u) 2 [log nl, since the number of vertices which have received the message can at 
most double during each time unit. It is also easy to see that to(K,) = [log n1 where 
K, is the complete graph on y1 vertices. Thus, To(n) = rlog rz1. However, for k 2 1, the 
exact value of T,(n) is not immediately obvious. 
Although it is clear that the complete graph will allow the fastest possible k-reliable 
broadcast, the number of edges makes it impractical as a network structure. It would 
be useful to determine those graphs with the fewest edges among those which allow 
minimum time k-reliable broadcasting from any originator. The k-reliable broadcast 
function, B,(n), is the minimum number of edges in any graph G on II vertices with 
tk(G) = T,(n). A k-reliable minimum broadcast graph (k-rmbg) is a graph G on 
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n vertices with B,(n) edges for which tk(G) = r,(n). From an applications perspective, 
these graphs represent the cheapest possible communications networks in which 
reliable broadcasting can be accomplished, from any vertex, as fast as theoretically 
possible. 
A (O-reliable) broadcast scheme for a particular originator u in a graph G is 
a spanning tree of G rooted at u with a positive integer label on each edge. The label on 
an edge indicates the time at which the message is sent on that edge. Such a message 
transmission is termed a call. A vertex L’ learns the message from the originator u if 
and only if the labelled spanning tree contains a culling path from u to o, i.e. 
a path from u to v with increasing labels. The message arrives at v at time t where t 
is the label on the last edge of the calling path to v. A broadcast scheme is a 
collection of calling paths, one to each vertex, from the originator. The broadcast 
time of a broadcast scheme is the latest time at which any vertex learns the 
message. 
A k-reliable broadcast scheme must have sufficient redundancy so that a O-reliable 
broadcast scheme remains when any k calls are removed. Thus a k-reliable broadcast 
scheme must contain at least k + 1 calling paths to each vertex from the originator. 
Furthermore, these k + 1 calling paths must be pairwise cull disjoint, i.e. no two 
calling paths use the same edge at the same time. In such a scheme, a vertex v is 
guaranteed to learn the message by time t if there is a calling path from u to v with final 
label at most t when at most k calls are removed from the scheme. The broadcast time 
of this scheme is the latest time at which any vertex is guaranteed to learn the message. 
Note that the edges used in a k-reliable broadcast scheme do not necessarily form 
a spanning tree if k > 0, and edges can be used to make calls in two directions (at 
different times, of course). In this paper, we will present k-reliable broadcast schemes 
by explicitly describing all of the calls. 
Our goals in this paper are to determine the time required for k-reliable broadcast- 
ing and to find graphs which have smaller numbers of edges than K, and which allow 
minimum time k-reliable broadcasting. In Section 3 we determine lower bounds on 
the time required for k-reliable broadcasting for k 3 1 and we give a l-reliable 
broadcast scheme for K, to show that our bound is exact for k = 1. In Section 4, 
we show that two families of minimum broadcast graphs - the hypercubes and 
a family of Cayley graphs with n = 2” - 2 vertices, are k-reliable broadcast graphs for 
any k 3 0, and we prove that the hypercubes are k-rmbgs when k < n/2. We extend 
these results to obtain minimum time k-reliable broadcast schemes for K, for some 
other values of n and k. We conclude with a short discussion of open problems in 
Section 5. 
3. Time required to broadcast reliably 
Lemma 3.1. For any k > 0, (k + 1)~ - (k + 1) culls are necessaryfor k-reliable broud- 
casting in any n vertex graph. 
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Proof. A O-reliable broadcast scheme must include at least n - 1 calls to reach all 
vertices. For k > 0, each vertex other than the originator must have at least k + 1 
incoming calls in any k-reliable broadcast scheme. If some vertex had fewer than k + 1 
incoming calls, then removal of these calls would leave a scheme which is not 
O-reliable. 0 
Theorem 3.2. For k 3 0, 
T’(n) ’ 
LlognJ+2k+ 1 for odd n, 
Llognl+ 2k + r[2n - 2k - 2L’“gnJ+11/n1 ,for even n. 
Proof. By Lemma 3.1, the total number of calls must be at least (n - l)(k + 1). 
At most 2Liognl - 1 calls can be made in the first Llogn] time units, informing at 
most 2L”gnj - 1 vertices. In each subsequent time unit, at most Lfn J calls can be 
made. Thus, the time required to make (n - l)(k + 1) calls is at least 
Llogn J + r[(n - l)(k + 1) - (2LiognJ - l)]/Ln/2J. 
When n is odd, this becomes Llogn] + [[2(n - l)(k + 1) - 21’Og”‘+ ’ + 2]/ 
(n - 1)1= Llogn] + 2k + r[2n - 2L’0gnjf1]/(n - I)1 = Llognj + 2k + 1, since n - 1 
> 2n - 2Liog”jf i > 0 for odd n. 
For even n, the bound is Llogn J + [[2(n - l)(k + 1) - 2L’ogn’+ ’ + 23/n]= 
Llogn] + 2k + r[2n - 2k - 2Liogn~+‘]/nl. 0 
Corollary 3.3. T,(n) 3 logn + [[2k(n - 1)1/n] when n = 2”. 
Proof. At most n - 1 calls can be made in the first logn time units and at most 
$r calls can be made in each subsequent time unit. Thus, the time to complete 
(n - l)(k + 1) calls is at least log n + [[(n - l)(k + 1) - (n - l)]/(n/2)1=log n 
+[[2k(n - 1)1/n]. 0 
Theorem 3.4. T1 (n) = [log n 1 + 2. 
Proof. T,(n) 3 rlog ~1 + 2 by Theorem 3.2. To establish the matching upper bound, 
we construct a l-reliable broadcast scheme for K, with broadcast time rlognl + 2 
and 2n - 2 calls. In the case of odd yt, create a broadcast tree (i.e. a O-reliable broadcast 
scheme for one of the vertices) on n vertices with [n - 1]/2 vertices in the subtree 
rooted at the vertex called at time 1 by the originator (call this subset of vertices A), 
and the remaining [n - 1]/2 vertices in subtrees rooted at vertices called after time 
1 by the originator (call this subset of vertices B). Add a perfect matching between 
A and B. (The originator is left out of this matching.) During time step rlog n1 + 1, the 
vertices in A use the edges of the matching to call the vertices in B, and during time 
step rlognl + 2 the vertices in B call the vertices in A. In the case of even n, create 
a broadcast tree on n vertices with fn vertices in the subtree rooted at the vertex called 
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at time 1 (call this subset of vertices A), and fn - 1 vertices in subtrees rooted at 
vertices called after time 1 (call this subset of vertices plus the originator B). As in the 
odd case, add a perfect matching between A and B and make calls from A to B and 
from B to A during time steps [log nl+ 1 and rlog til+ 2, respectively. 0 
4. Broadcasting reliably 
We begin this section by showing that hypercubes are k-reliable broadcast graphs 
for any k > 0 and that they are k-reliable minimum broadcast graphs for 0 < k < in 
(where n is the number of vertices). Then we establish that a family of Cayley graphs 
with II = 2”’ - 2 vertices is also a family of k-reliable broadcast graphs for any k 3 0. 
We conclude with extensions of our constructions that give k-reliable broadcast 
graphs for several other values of n and k. 
An m-dimensional hypercube, or m-cube, can be viewed as a set of 2” vertices with 
vertex identifiers {x,,_ r x,_ 2 . . . x01 Xi = 0 or 1 for all 0 d i < m} and with an edge 
between any pair of vertices whose identifiers differ in exactly one bit. Such a pair of 
vertices whose identifiers differ in only bit xi are considered to be neighbors in 
dimension i. 
Theorem 4.1. The hypercuhe on n = 2” vertices allo\vs k-reliable broadcasting from any 
originator in logn + 2k time units. 
Proof. A simple log n = m time O-reliable broadcast scheme for the hypercube can be 
obtained by having each informed vertex call its dimension j neighbor at time j + 1 
where 0 < j < m - 1. That is, if vertex x with identifier x,,_, . xj . . . x,, learns the 
messageattimeidj,itinformsitsneighborx,~,...xj+,((xj+ l)mod2)xj_r...xoat 
timej+ 1. 
To construct a k-reliable broadcast scheme for k > 0, we will add k sets of pairs of 
calls. At time m + 1 every vertex x,-r . ..xr 1 calls x,-r . ..xrO and at time m + 2 
every vertex x,_ r . . . x,0 calls x,_ 1 . x1 1. That is, each vertex calls its dimension 
0 neighbor during one of the two time units. In general, at time m + 2i + 1, 
O,<idk-1, x,,_~ . ..x.+~~x,_, .,.x0 calls x,-r . ..x.+rOx,_, .,.x0 where 
q=i(modm)andat timem+2i+2,0didk-1,x,_,...x,+,0x,_1...x0calls 
x,_ 1 . . xq+ 1 lx, _ 1 . x0. That is, each vertex calls its dimension q neighbor during 
one of the two time units. We now show that this yields a k-reliable broadcast scheme by 
showing that there are k + 1 call disjoint paths from the originator to each other vertex. 
One way to view the scheme is as a series of steps, each of which involves calls in 
a particular dimension. The first m steps correspond to the O-reliable scheme; note that 
these steps are 1 time unit long. The k subsequent steps involve calls made in 
dimension imod m during the pairs of time units m + 2i + 1 and m + 2i + 2 for 
i=O,1,2, . . . , k - 1. Note that each informed vertex makes exactly one call during 
each step. 
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Let T:’ denote the tree rooted at the vertex Vi called by the originator during step i of 
the scheme and containing all vertices reached from Ui by paths of calls made in steps 
i + 1 through j where j f i + m. Vj will be used to denote the set of vertices of T!. Let 
di denote (i - 1) mod m. The identifier of vertex vi differs from the identifier of the 
originator only in bit di. 
To simplify the presentation, we will assume that the originator is (00 . 0). Then, 
zji is (00 . . . 010 . . . 0) with the 1 in position di. The set Vi+“- ’ consists of all vertices 
whose labels contain a 1 in position di. In general, the set Vf, j < i + m consists of all 
vertices whose labels contain a 1 in position di and O’s in positions di + (j - i) + 1 
through di - 1 (where, here and throughout the proof, such arithmetic is modm). 
Consider the set of trees T~‘m~l,Ti=;“-l,...,Ti++,m_:. The union of the sets of 
vertices in these trees together with the originator contains all n vertices. Furthermore, 
these vertex sets are pairwise disjoint and do not contain the originator. It follows that 
these trees are call disjoint. 
At step i + m, there are two sets of calls across dimension di+m = di. The first set of 
calls is from the set Vj+m- ’ of vertices with 1 in bit position di to all other vertices in 
the hypercube (including the originator). Note that after these calls have been made, 
every vertex in the hypercube has received the message along a path which began with 
a call from the originator to L’i at step i. The tree Ti’“’ is the union of all such paths. 
This tree is call disjoint from all of the trees Tiz;l- I, T~~~~ ‘, . . . . T~~~I~. Ti+“’ is also 
call disjoint from the second set of calls at step i + m, i.e. the set of calls from the 
originator and each of the vertices in Vi,‘;“-‘, Vj+fT-‘, . . . . I/i++::: to the vertices of 
V/fmm ‘. Therefore, Ti+“’ IS call disjoint from the trees Tjz;“, Tizy, . . . . Ti+f;_ 1. Since 
any extensions of the paths of the trees T:zy, T::r, . . . , Ti:E_ 1 involve calls that are 
made after time i + m, the tree T:+, IS call disjoint from any tree Tj:‘“‘,i’ > i. 
The scheme continues through step m + k. After the completion of step m + k, each 
vertex has received the message through each of the trees T:fm, 1 < i < k and each 
vertex except the originator has received the message through one of the trees 
T,“Z;, , T;++y, . . . . T;++,m. Since all of these trees are call disjoint, the scheme contains 
k + 1 call disjoint paths from the originator to each other vertex. 0 
Corollary 4.2. T,(n) = logn + 2k when n = 2” and II > 2k. 
Proof. From Theorem 4.1, we know that k-reliable broadcasting can be done in 
log n + 2k time in the hypercube on II = 2” vertices. This matches the lower bound of 
logn + [[2k(n - l)]/nl time units from Theorem 3.2 when n > 2k. 
Corollary 4.3. The hypercube on n = 2” vertices is a k-rmby for any k, 0 d k < in. 
Proof. Note that each vertex must receive at least k + 1 calls. To achieve this in 
log n + r [2k(n - l)]/nl time units requires that n - 1 calls are made in the first m time 
units (see proof of Corollary 3.3) which requires that the originator must have degree 
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at least m. Since the hypercube is regular with degree m and allows a minimum time 
k-reliable broadcast scheme, it is a k-rmbg. 0 
Another family of broadcast graphs on which we can broadcast reliably is a family 
of Cayley graphs with 2” - 2 vertices. The Cayley graph from the dihedral group 
Dzm 1 is a graph G, with degree m, vertex set V(G,) = {xi, (xxi) i = 0, . . . ,2” - 2}, and 
generators ax “-l, i = 0, . . . . m - 1, where 1 is the identity element, cz2 = x~“-~ 
= x0 = 1, and ~1x6~ = x-l. We say that two nodes z and y are dimension i neigh- 
bors if y = zclx 2’-1 This family of graphs was recently shown to be a family of . 
(O-reliable) minimum broadcast graphs [7, 151. In this paper, we have adopted the 
notation from [7]. 
In the m + 1 time O-reliable broadcast scheme for G, presented in [15] and [7], 
each informed vertex calls its dimensionj neighbor at timej + 1 where 0 < j < m - 1, 
and at time m + 1 each informed vertex, except the originator and its dimension 
0 neighbor, calls its dimension 0 neighbor. We need a more general result about 
O-reliable broadcast schemes for G, before proving that the dihedral Cayley graphs 
allow minimum time k-reliable broadcasting. 
Lemma 4.4. For each i 3 0 
(a) {2’rmod(2” - 1)Jr = 0, . . . . 2” - 2) = (0, . . . . 2” - 2}, 
(b) ((2’s - 1) mod(2” - 1)Js = 1, . . . . 2” - l} = (0, . . . . 2” - 2). 
Proof. We prove part (a) by induction on i. The proof of part (b) is similar. For i = 0, 
the statement is trivially true. Suppose that the hypothesis holds for i - 1, i.e. 
i ‘2’-‘rmod(2” - l)lr = 0, . . . . 2” - 2) = (0, . . . . 2”’ - 2). We can write 
{2irmod(2”~1)~r=0,...,2”-2} 
= {2(2’P’rmod(2” - l))mod(2” - l)lr = 0,...,2” - 2) 
= (2s mod(2” - l)ls = 0, . . . ,2” - 2) (by ind. hyp.) 
= {0,2, . . . ,2(2”- ’ - l), 2(2mP ‘)mod(2” - l), . . . ,2(2”’ - 2)mod(2” - l)} 
= {0,2, . ..) 2(2m-1 - 1),1,3 ,..., 2”‘- 3) 
= {O,l)..., 2m-2). 0 
Lemma 4.5. The scheme in which each informed vertex of G, calls its dimension 
(i + j)modm neighbor at time j + 1, 0 <j < m - 1, and each informed vertex, except 
the originator and its dimension i neighbor, calls its dimension i neighbor at time m + 1, 
is a O-reliable broadcast scheme for G, for any 0 < i < m - 1. 
Proof. We will prove the result assuming that the originator is the identity element 1. 
The vertex transitivity of Cayley graphs guarantees that the scheme can be used for 
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any originator. Let Ii be the set of all informed vertices at time j. 
I, = {x” = 11, 
I, = {1$x2’-‘), 
I, = I, u {cCx2’+1-1x2’} 
= (l,x21, c&- I, cxx2.2’- ‘}, 
= ,vo {xk’2’, CIX(k+l).2’-1, cIx(2’+‘-1) 
2,-‘-l 
= ,yo {Xk~2’,CIXlk+W2’- 1 f, 
(k+l).2%-1 ,ax21+,r-q 
8-k. 2’ , x(21+J-‘- l)-((kt 1).21- 1)) 
Z m+l = z,vz,.Mx2’-1 
2m-I-1 
= ,yo {Xk.2’, C(X(k+1).2’- 1,c(x (2’-l)-k~2’,X(2’-1)-((k+1)~2’-1) 
). 
Using x2m-1 = 1, we get 
2m-1-1 
I m+l = kvO {~k~2’,~~(k+~)~2’-1,~X(2m-1)+(2’-l)-k~21,X(2~-l)+(2’-l)-((k+~).2’~l)) 
2”-1 
= kyo {Xk~2’,,++k+W2’-1) 
2m-2 
= kU_ {Xk.2’,aX(k+l).2’-l). 
By Lemma 4.4, Zm+l = {xk,ax“lk = O,l, . ...2” - 2) = V(G,). q 
Theorem 4.6. The dihedral Cayley graph on n = 2”+’ - 2 vertices allows k-reliable 
broadcasting from any originator in [log n 1+ 2k time units. 
Proof. This proof is similar to the proof for hypercubes although the details here are 
somewhat more involved. We construct a k-reliable broadcast scheme for k > 0, by 
adding k sets of pairs of calls to a O-reliable broadcast scheme and then show that 
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there are k + 1 sets of call disjoint paths from the originator to all other vertices. We 
will prove the result when the originator is the identity element. Vertex transitivity 
implies the result for other originators. 
Start with the m + 1 time O-reliable broadcast scheme for vertex 1 which uses 
dimension i (generator ax*‘- ’ ) at time i + 1,0 < i ,< m - 1, and dimension 0 again at 
time m + 1. The remaining k steps are each 2 time units long and continue to rotate 
through the dimensions in the same order as the O-reliable scheme. In particular, 
during the first time unit of step m + 1 + i, 1 < i < k, every vertex xj calls 
xjax*‘~r = ctX*lp*-j,j = O,..., 2” - 2, and during the second time unit every vertex 
slXj calls cIxJ’cIx2’-1 = ,x*‘-l-j. Note that each informed vertex makes exactly one call 
during each step. 
Let T/ denote the tree rooted at the vertex c&~‘- ’ called by the originator during 
step i of the scheme and containing all vertices reached from GIX*‘~‘~’ by paths ofcalls 
made in steps i + 1 through j where j d i + m + 1. Vi is the set of vertices of T!. Our 
k + 1 sets of call disjoint paths from the originator to all other vertices will be based 
on the trees T:+m+ ‘, 1 < i < k, and the collection of trees UT,‘:+ 1 TF+m+ ‘. By Lemma 
4.5 and vertex transitivity, each of the trees T!+m+ ‘, 1 < i < k is a broadcast scheme 
for G, with originator c(x*‘- 1 ’ (with a redundant call to the dimension i neighbor of 
rx*‘- ’ ’ during step i + m + 1). As we will see, the tree with root (originator) 1 and 
subtrees Tf+m+l, k + 1 < i 6 k + m is also a broadcast scheme for G, (and also 
contains a redundant call during step k + m + 1). Unfortunately, this set of trees is not 
call disjoint, so we will have to modify them. 
Consider the tree T with root 1 and subtrees T!+“‘, T/z;“, . . . . T:$z_ 1 where 
1 < i < k. By the same reasoning as in the proof of Lemma 4.5, T contains all vertices 
of G,. Notice that Ti+, contains an unnecessary call from its root c(x*‘~‘~ ’ to the 
originator 1 during step i + m. Let Si’” denote the tree obtained from T:+, by 
removing the unnecessary call to 1. By Lemma 4.5, the tree T’ with root 1 and subtrees 
Siim, T;‘,‘;1,..., T:zc_ 1 is a broadcast scheme for G, with originator 1. Furthermore, 
the sets of vertices of the trees S!+“, T:zi”, . . . . T:zE_ 1 are pairwise disjoint so these 
trees are pairwise call disjoint. 
During the two time units of step i + m + 1, every vertex calls its neighbor in 
dimension (i + m)modm. Clearly these calls at step i + m + 1 are disjoint from the 
calls in S:+m, Tj:?. . . . . T:zc_ ,. Let Si’“” denote the tree S:+, extended to step 
i + m + 1 by including the calls from vertices in S:‘, to their dimension (i +m)mod m 
neighbors. We know that Tjimil contains all vertices of G, so the tree Si+,+ ’ con- 
tains all vertices of G, except 1 and the vertex ZX*‘-~ which is the dimension (i + m) 
mod m neighbor of 1. Put another way, to every vertex, except 1 and c(x*‘- ‘, there is 
a path in S:+m+l which began with a call from the originator to c&-‘- ’ at step i and 
Si itmi ’ is call disjoint from the trees Ti’,‘,+‘, . . , T~~~?~. The tree T~~~~~ consists of 
one vertex, RX*‘- ‘, which is called by 1 in step i + m + 1. Sit,+ ’ does not contain this 
call so S(fm+ ’ is also call disjoint from T,!‘f:zi. Unfortunately, S:‘,+ ’ is not call 
disjoint from T:zE+ 1 since both trees contain a call from CIX~‘-‘-~ to its dimension 
(i + m) mod m neighbor in step i + m + 1. However, since S:+,+ ’ contains a call from 
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c(x2’~ l_ ’ to this same neighbor in step i + 1, the call in step i + m + 1 is not needed by 
Sitmtl and can be removed to obtain a tree Ri’““. Rjimi’ does not contain any 
calls after step i + m + 1 so it is call disjoint from every tree T:,‘+m+l with i’ > i. 
We can repeat this construction to obtain the k call disjoint trees Rj+mf ‘, 1 < i < k. 
Each of these trees is missing the originator 1 and one other vertex. In particular, 
R!+“‘+l does not contain a call to ax”- ‘, 
Nbtice that vertex 1 calls CIX 
the dimension (i + m) mod m neighbor or 1. 
’ ’ _’ during the first time unit of step i + m, but both 
vertices are idle during the second time unit because all useless calls from ax”- 1 to 
1 have been removed. We can therefore add a second call from 1 to XX”- ’ during step 
i + m for i = 1,2, . . . , k to complete the k sets of call disjoint paths from the originator 
to all other vertices. By Lemma 4.5, the trees T/+“‘+l, k + 1 d i < k + m provide the 
k + 1st set of call disjoint paths. 
In summary, the k-reliable broadcast scheme consists of k + m + 1 steps. The first 
m + 1 steps have one time unit each and the remaining k steps have two time units. 
During each step i + 1, each informed vertex, except the originator and its dimension 
i neighbor, calls its dimension i neighbor. During step i + 1, the originator calls its 
dimension i neighbor once if 0 < i < m and twice if m + 1 < i < k + m. 0 
Corollary 4.7. T,(n) = rlognl + 2k when n = 2” - 2 and 2(k + 1) < n. 
Proof. The lower bound from Theorem 3.2 matches the upper bound from Theorem 
4.6 when 2(k + 1) < n. 0 
We now show how to obtain k-reliable broadcast schemes for some additional 
values of n and k by augmenting some of the broadcast schemes above. We can 
augment the broadcast scheme for hypercubes from Theorem 4.1 to obtain 
a Llog n] + 2k + 1 time k-reliable broadcast scheme for several values of n and k. We 
will do this separately for even and odd values of n. 
Lemma 4.8. There exists a Llognj + 2k + 1 time k-reliable broadcast schemefor K,for 
anyn=2”+2iandk<2i-l<LlognJ. 
Proof. We obtain such a scheme by augmenting the scheme for 2” vertices from 
Theorem 4.1. Start by choosing a subgraph H of K, that includes the originator and 
that is isomorphic to the hypercube on 2” vertices. Let KZi be the (complete) subgraph 
of K, that contains the 2i vertices not in H. Perform a O-reliable broadcast in H using 
the first m steps of the scheme in the proof of Theorem 4.1. Next, choose 2i vertices 
from among the originator and the m vertices of H that it called at times 1 through m. 
At time m + 1, each of these 2i chosen vertices calls one of the 2i uninformed vertices 
of Kzj. This extends the O-reliable broadcast scheme to all 2” + 2i vertices of K,. 
It remains to complete k additional call disjoint paths to each vertex. The 2” 
vertices of H and the 2i vertices of Kzi do this independently. Partition the time units 
m + 2, m + 3, . , m + 2k + 1 into k steps of two time units each as in the scheme of 
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Theorem 4.1. The vertices of H complete a k-reliable hypercube scheme using steps 
m + 1 through m + k from the scheme in the proof of Theorem 4.1. Now, note that the 
paths in the extended O-reliable scheme that inform the 2i vertices of Kzi are edge 
disjoint. To complete the k additional paths to any particular vertex of K,, we only 
need to ensure that it receives calls from k other vertices of K,i. Since the edges of any 
complete graph on 2i vertices can be partitioned into 2i - 1 l-factors, we can 
complete up to 2i - 1 additional paths to each vertex of Kli by making two calls (one 
in each direction) between each pair of vertices in one of these l-factors during each of 
the last k steps. 0 
Corollary 4.9. T,(n) = Llogn J + 2k + 1 for any n = 2”’ + 2i and k d 2i - 1 d Llogn]. 
Proof. The time achieved in the scheme of Lemma 4.8 matches the lower bound from 
Theorem 3.2. q 
We can modify the scheme of Lemma 4.8 to obtain a similar scheme for odd 
values of n. 
Lemma 4.10. There exists a Llog n] + 2k + 1 time k-reliable broadcast scheme for K, 
for any n = 2” + 2i + 1 > 5 and k < 2i - 1 < LlognJ. 
Proof. Observe that in the scheme of Lemma 4.8, the originator receives calls in each 
of the last k steps. Since these are wasted calls, we can omit them and let the originator 
make other calls during these steps. To obtain a scheme for n = 2” + 2i + 1 vertices, 
we can augment the scheme for 2” + 2i vertices from Lemma 4.8 by adding calls to 
inform one additional vertex x. In particular, any of the first 2” vertices of H which is 
idle at time m + 1 calls x at time m + 1. In each of the subsequent k steps, the 
originator calls x. This completes k + 1 call disjoint paths to x. 
Corollary 4.11. Tk(M) = LlognJ + 2k + 1 for any n = 2” + 2i + 1 > 5 and 
k < 2i - 1 < Llogn]. 
Proof. The time achieved in the scheme of Lemma 4.10 matches the lower bound from 
Theorem 3.2. 0 
The idea used in the schemes of Lemma 4.8 and Lemma 4.10 can be extended 
slightly. During time unit m + 1, additional new vertices could be called from the first 
2” vertices. However, the number of vertices used from each of the m trees 
TT, Tr, , . . , TE restricts the number of matchings that can be used to form call disjoint 
paths. Hence, such extensions can only be done for relatively small values of k. 
For some values of n and k, Lemma 4.8 and Lemma 4.10 do not apply, but we can 
still exploit the observation that the originator unnecessarily receives calls from other 
vertices in the scheme of Theorem 4.1. 
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For example, when n = 10 and k = 2, our lower bound says that we need at least 27 
calls and at least 7 times units. Furthermore, at most 7 calls can be made in the first 
3 time units, so we must make 5 calls in each of the last 4 time units. Lemma 4.8 does 
not apply because k > 2i - 1. The construction in Lemma 4.8 gives a 2-reliable 
broadcast scheme, but the scheme requires 8 time units. To accomplish 2-reliable 
broadcasting in 7 time units, we will reorder the calls that occur in k sets of pairs 
during the last 2k time units of the scheme from the construction in Lemma 4.8. When 
the unnecessary calls to the originator are eliminated from this modified scheme, there 
is enough room in the last 2k time units for the two calls that are made at time m + 1 
in the scheme from the construction in Lemma 4.8. 
Start by choosing a subgraph H isomorphic to a hypercube on 8 vertices and 
perform a O-reliable broadcast scheme. To simplify the following description, assume 
that the originator is vertex 000, and let 001,010 and 100 be the vertices called by the 
originator at times 1,2, and 3. At time 4, the vertices of H with a 1 in bit position 0 call 
their neighbors in dimension 0, except 001 which calls a vertex u that is not in 
H instead of calling the originator. Since the originator is not being called by 001, it is 
free at time 4 to call the other vertex Y that is not in H. Similarly, at time 5, the vertices 
of H with a 1 in bit position 1 call their neighbors in dimension 1, except 010 which 
calls u instead of the originator. This leaves the originator free to call u at time 5. At 
times 6 and 7, u and c exchange calls, while the vertices of H with O’s in positions 0 and 
1, respectively, call their neighbors in those dimensions. 
A similar scheme can be found for n = 10 and k = 3. In this case, the lower bound of 
9 time units is achievable by reordering the calls in the last 3k time units of the 
scheme from the construction in Lemma 4.8. In similar manner to the 
previous example, calls from vertices of H with l’s in positions 0, 1, and 2 are made 
at times 4,5, and 6, respectively, and calls from vertices with O’s in positions 0,l and 
2 are made at times 7,8, and 9, respectively. Vertex u receives calls from 001,000, 
and 100 at times 4,5, and 6. Vertex v receives calls from 000 at times 4 and 6 and 
from 010 at time 5. Vertices u and c’ exchange calls at times 7 and 8 and are idle at 
time 9. 
5. Discussion 
In this paper, we have investigated some of the implications for broadcasting of 
transmission failures of short duration. We have proved lower bounds on the time to 
broadcast reliably in the presence of k faults and have constructed k-reliable broadcast 
schemes that achieve these bounds for various values of n and k. Our most general 
constructions provide minimum time k-reliable broadcast schemes for n = 2”’ and 
n = 2” - 2 for any k. The constructions use the family of hypercubes and a family of 
Cayley graphs based on dihedral groups. The hypercubes are the only non-trivial 
k-rmbgs that we have found. We believe that the Cayley graphs with 2” - 2 vertices 
are also k-rmbgs, but we have not found a proof. 
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It would be interesting to find k-rmbgs, or k-reliable graphs with small numbers of 
edges, for other values of n. In general, it seems to be difficult to verify whether or not 
a given graph is k-reliable for all k (or a large range of values of k), especially if the 
graph is not vertex transitive. The star graphs are proposed in [l] as good alternatives 
to hypercubes for interprocessor communication. Like the hypercubes, the star graphs 
are Cayley graphs which are edge transitive. The edge transitivity makes it easy to 
modify the construction of Theorem 4.1 to find k-reliable broadcast schemes for star 
graphs for many values of k. Unfortunately, minimum time k-reliable broadcasting is 
impossible in star graphs, even for k = 0. This is because star graphs have n = m! 
vertices and degree m - 1, and this degree is too small to permit O-reliable broadcast- 
ing in log(m!) time. It would be interesting to determine the minimum time for 
k-reliable broadcasting in other popular interconnection networks such as de Bruijn 
graphs and shuffle-exchange graphs. 
We close with the following conjecture. 
Conjecture 5.1. There are no values of n and k such that Bk+ l(n) < B,(n). That is, 
there are no values of n and k that a k + I-rmbg with n vertices has fewer edges than 
a k-rmbg with n vertices. 
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