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S u m m a ry
In C hapter 1, we give a b rief in troduction to  univariate extrem e value theory. 
We also discuss the kernel m ethod of density estim ation and non-param etric 
regression analysis. Some m ethods of w indow -width choosing are also given.
In C hapter 2 , we develop a  differentiable kernel estim ator for the  dependence 
function of a bivariate extrem e value d istribution . The estim ator is applied to 
different sets of bivariate extrem e value da ta .
In C hap ter 3, some existing m ethods for testing bivariate extrem e pairs are 
discussed. Two new m ethods of testing  independence against the  alternative of 
a  general bivariate extrem e value d istribu tion  are given.
C hap ter 4 is concerned w ith  th e  extension of our kernel estim ator to  higher 
dim ensional cases. The estim ator is applied to  a  set of trivaria te  data .
In  C hapter 5, we look into some non-linear and non-C aussian tim e series 
m odels. Based on the bivariate extrem e value d istribu tion , we propose a new 
tim e series model w ith  first order M arkov property. T he m odel is applied to  a 
sequence of wave height data .
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C h a p ter  1. In tro d u ctio n
1 .1 . E x trem e  v a lu e  th eo ry
The original idea of extrem e values theory can be traced  back to  around 
1880 in a paper given by Chaplin. The m ore well established sta tis tica l theory 
of extr eme values was given in the  paper by D odd (1923). F isher and T ippett 
(1928) considered the function equation
P (m a x X t <  z) =  F ’^ (æ) =  F  [an +  bnx), (1.1)
w here P  is a d istribution  function and and 6^ >  0 are su itab ly  chosen se­
quences of constants. The equation ( l . l )  tells us th a t th e  d istribu tion  of the 
largest observation from  a  sam ple of n  independent observations, from  P ,rem ains 
th e  sam e as P , up to  a linear rescaling. Thus ( l . l )  represents a stab ility  property 
for th e  m axim um .
Fréchet (1927) considered the  d istribu tion  function of ( l . l )  when an =  0 . 
F isher and  T ip p e tt established th ree possible classes of asym ptotic solution to 
( l . l ) .  A rigorous proof th a t these th ree classes of solution are the only non­
degenerate solutions of ( l . l )  was first given by Gnedenko (1943), see also H aan 
(1976). M any of the subsequent developments on estim ations and  applications 
were due to Gum bel and  sum m arised in his book Gumbel (1958).
1 .1 .1 . T ech n ica l a p p lica tio n s  o f  ex tre m e  va lu e th eo ry
In this section, we outline some practical problem s th a t require the  use of 
extrem e value theory.
E xtrem es in hydrology  E xtrem e value theory can be applied in m any hy­
drological problem s, exam ples being the extrem e floods of a river or the extrem e 
sequences of dry intervals. T here is much literatu re  on hydrological extrem es. An
excellent reference is the  N atural Environm ent Research Council F lood Studies 
R eport (1975).
E xtrem es in strength  o f m aterials  I t has been found from  experience th a t 
th e  streng ths of pieces of m ateria l such as glass fibres or iron bars, m anufactured 
under sim ilar conditions, show a practically  im portan t variation  from  piece to 
piece. The streng th  of a piece is determ ined by the s treng th  of its weakest 
com ponent.
E xtrem es in structural engineering  Basically, the design process in struc­
tu ra l engineering is based on extrem e value consideration. Instead  of having a 
design procedure bas\$ on purely em pirical basic, the extrem e value theory  plays 
a role in scientifical^based designs.
Extrem es in m eteorology  S tatistics of meteorological extrem es are generally 
needed for purposes. For exam ples, daily extrem es are used to char­
acterise the w eather of 24-hours periods. For m onthly and  annual data , upper 
and  lower extrem es are of interest.These'fcorresponding to  unusually good or bad 
w eather.
Extrem es in sta tistica l estim ators  After the  collection of observations, the 
QjCLd a ta 'u se d  to calculate estim ates of certain  characteristics of the quality under
observation. One would like to  estim ate these characteristics as accurately as
€possible. Of considerable in terest, therfore, is the investigation of the largest or 
sm allest estim ator.
T here are m any other applications of extrem e value theory can be found in 
practice. Galam bos (I9 8 j) contains m any exam ples in th is area.
1 .1 .2 . T h e m a th e m a tic a l m o d e l
Let X i, i  =  1 , . . . ,  n , denote independent and identically d istribu ted  random  
variable w ith  d istribu tion  function,
P M  = P ( % < z ) .  (1.2)
Define
Zn = m a x { X i , . . .  , Xn ) ,  (1.3)
and
Wn = m m { X i , . . . j X n ) .  (1.4)
T hen the  d istribu tion  functionSof Zn and  Wn are given by,
R^(a;) =  P ( ^ ^  <  z) =  P ''(a ;), (1.5)
and
Ln[x) =  P{Wn < x) -  1 -  (1 -  P(x))”, (1.6)
respectively.
Since m in (X i, . . . ,  X ^) =  — m ax(—X i , . . . ,  —X „), we shall only
give results for m axim a. T he results for the  m inim a are analogous.
T he equation (1.5) and  (1.6) are no t very useful in practice because P ” is 
very sensitive to  a sm all fluctuationsin P and  moreover, the form  of P is usually 
unknown. The whole essence of th e  asym ptotic theory of extrem es is to  provide 
ways of avoiding the  application of (1.5) and  (1.6) by showing th a t w ith  suitable 
constants and  > 0 ,
P  ^ =  Hn[an  +  bnx)
H[x) .  (1.7)
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T h a t is, the  d istribu tion  function Hnia-n +  bnx)  converges weakly to  a non­
degenerate d istribu tion  JT(z), which is one of a lim ited num ber of possible dis­
tribu tions. H{x)  is called an  extrem e value d istribution.
We shall be concerned w ith  the  conditions under which the  lim it d istribu tion  
exists and also interested in determ ining which d istribu tion  functionSP may 
appear as such a lim it.
The following definitions have been used in the litera tu re  of extrem e value 
theory.
D l . l .  We say th a t a  d istribu tion  function C?(a;) is in the  dom ain of a ttrac tio n  of 
H{x)  if there  exists some constants a ^ b n  > 0  such th a t
+  bnX) ^  H[x ) ,  as n. —> GO.
D1.2. We say th a t the d istribu tions and  G{x)  are of the sam e type if there
exists a and 6 >  0 such th a t
G*{x) = G{a-\-bx).
D1.3. We say th a t a non-degenerate d istribu tion  G  is m ax-stable if for each m  >  1, 
there  are constants am and  >  0 such th a t
G ^ { a m  +  bmF) =  G[x).
A lternatively, we say th a t G  is m ax-stable if G ^  and G are of the sam e type.
1 .1 .3 . T h e  c la s s ic a l ty p e s  o f  e x tre m e  v a lu e  d i s t r ib u t io n
We shall see th a t, the d istribu tion  function H  in (1.7) has one of the fol­
lowing three forms, commonly called the three classical types of extrem e value 
d istribution.
T ype 1: Gumbel d istribution
H{x)  =  exp{—e“ ®}, —oo <  æ <  oo.
T ype 11: Fréchet d istribu tion
0, æ < 0;
exp{—a: “ }, æ >  0 , a  >  0 .
T ype 111: Weibull d istribu tion
^  f  e x p { - (-a ;)“ }, æ <  0, o; >  0; 
 ^  ^ \ l ,  a ; > 0 .
üJE>OUtT he following are the  m ain results univariate extrem e value distributions. 
All th e  proofs can be found in the  books by Galam bos (1987) or L eadbetter et 
al. (1983).
T h e o re m  1 .1 . Let X i , . . . ,  X^. be i.i.d. random  variables w ith  com m on distri­
bu tion  function F{x) .  Assume th a t there are sequences and  6„, >  0 of real 
num bers such th a t for all x, as n  —^ oo,
(1 — P (a „  -j- 6„a:)) =  u{x)
exists. Then,
P ( Zn  < an P  bnx)  exp{—w(x)}, cLS 71 ---->- OO.
5
T h e o re m  1 .2 . AU the  three types of extrem e value d istribu tion  are m ax-stable. 
Conversely, every m ax-stable d istribu tion  is one of the  th ree extrem al types.
T h e o re m  1 .3 . If there exists a„  and 6^^ >  0 such th a t the lim it d istribution 
in (1.2 .6) exists, then  H{x)  m ust be one of the  three types of extrem e value 
d istribu tion . Conversely, each of the  extrem e value type m ay appear as a lim it 
in (1.7).
T he conditions for the  existence of and bn are given as follows:
OLY)
F{ X)  < 1} :
th a t for all z  >  0 ,
C l . l  Let sup{z : x =^+oo. Assume th a t there is a  constant -7 >  0 such
T hen there is a sequence bn > 0 such th a t as n  + 00,
r  exp(—z~^^), z  >  0 ;
l im P (^ ^  <  bnx) =
0 , elsewhere,
w here bn can be chosen as =  in f{z  : 1 — P (z )  <  1/n} .
C l . 2 Let .  ^ UCP )  be finite. Assume th a t the  d istribu tion  function
P *(z) =  P (  \ J{F)  — 1 /z ), z  >  0 satisfies the  condition C l . l .  Then
there are sequences >  0 such th a t,
r 1, a: >  0 ;
hm  p^Zn ^  0>n T" bnx'j — \
I exp{—(—z)'^}, 7 > 0 , z < 0 .
where we may take a„ =  UCF } and  bn — a „ —inf{z : l - P ( z )  <  1/n} .
C l . 3 For inf{z : P (z )  >  0} <   ^ <  U(^F)  , define
1 r UCf )
I  -  H y ) ) d y .
Assume the integral is finite, and  as  ^ f UC F )
T hen there are sequences am bn > 0  such th a t
lim P ( Z n  <  «n +  bnx) =  exp{c~®}, —oo < x  < oo.n—Koo
w here an =  inf{z : 1 — F{x)  < 1 / n }  and  =  Q{an)-
We should note th a t these norm alised constants are no t unique. Moreover, 
we have only considered linear norm alization. T here is still very little  known 
abou t norm alization o ther th a n  linear.
1 .1 .4 . T h e  p ra c tic a l a p p roach  a n d  th e  G en era lised  E x tr e m e  va lu e  
d is tr ib u tio n
T he actual application of an  asym ptotic model is as follows. One may use 
a num ber of observations to  estim ate param eters of the com m on d istribu tion  
F{x) ,  if the  form  of F{x)  is known, and then  com pute the  norm alising constants 
by which the  extrem es are transform ed. The d istribution  of this transform ed 
variable is then  assum ed to  be one of the  th ree  extrig.mal types corresponding to  
F (x ) .
A lternatively, one m ay fit th e  G eneralised E xtrem e value D istribu tion  (GEV) 
to  the da ta , regardless the  form  of P (z ) .  The model is due to  Von Mises (1936). 
T he cum ulative d istribu tion  of the  G EV  is given as,
G{x;fj,,o-,k) =  e x p | -  ^1 -  A; } ’
and the density function is.
The param eter ranges are —oo < f i , k  < oo, 0 <  cr <  oo. T he range of x  is 
l  — k{x — fj,)/a > 0. T he GEV  d istribu tion  is flexible, in th a t it encom pass all the  
three classical types of extrem e value distributions. For A; <  0 , represents Type 
II, /c >  0 represent Type III and  A; —> 0 gives the  Type I. T he model is therefore 
particu larly  useful if the  m arginal d istribution  is unknown. T he param eters of 
G EV can be estim ated  by the  s tan d ard  m axim um  likelihood m ethod. See the 
paper by P resco tt and  W alden (1980). For the  asym ptotic theory, Sm ith  (1985a) 
shows th a t provided k < 1/ 2 , a local m axim um  of the  likelihood function exists 
w ith  probability tending to  1 as sam ple size tends to  infinity, and  has the  usual 
asym ptotic properties of consistency, efficiency and  norm ality. T he case A; >  1/2  
requires an entirely different trea tm en t, b u t this is believed to  be com paratively 
rare  in practice.
T he GEV d istribu tion  has been successfully applied when studying s ta tis­
tical behaviour of floods and  of w ind gusts. The Weibull d istribu tion  has been 
useful in exam ining the  breaking streng th  of m aterials w hen transform ed to  m in­
im a instead  of m axim a.
M ost prkKctical applications of the  asym ptotic theory  of extrem es are based 
on the  assum ption th a t the  basic random  variables are i.i.d. Galam bos (1987) 
described several dependent models when the asym ptotic results rem ain the same 
as for i.i.d. variables. Two of the  earliest papers in departu re  from  the  indepen­
dence assum ption are B erm an (1962) and  (1964), in which he established the 
basic results for extrem es of segments of infinite sequences of exchangeable vari­
ables and  for s ta tionary  G aussian sequences, A thorough developm ent can be 
found in L eadbetter et al. (1983).
1 .2 . M u ltiv a r ia te  ex tre m e v a lu e  th eo ry
M ultivariate extrem e value d istributions are appropria te  w hen the  m axim um  
(or minim um ) is taken  of each com ponent in a  m ulti-com ponent observation. For 
exam ple, we m ight be interested in the annual m axim um  flood a t each of several 
sites.
1 .2 .1 . T h e s tru ctu re  o f  th e  d ep en d en ce  fu n ctio n
Suppose there exists constants ani, and  bni > 0, * =  then the
equation (1.7) in previous section can be w ritten  in the  p-dim ensional form as,
^np ^fip \  w
T he non-degenerate function H  is called the m ultivariate extrem e value d istri­
bution . All the univariate m arginal d istributions of H  are univariate extrem e 
value d istributions, i.e. they  m ust be one of the th ree classical extrem al types. 
Therefore, by su itable transform ation  of the  com ponents, we m ay choose which 
univariate extrem e value d istribu tion  it shall be. Thus here the  in terest is solely 
in the  dependence between the  com ponents of H  and no t in the  m arginal d istri­
butions a t all.
M ost of the  literatu re  deals only w ith  the bivariate case. M uch of the  original 
work was done by Geffroy (1958), Tiago de Oliveira (1958) and  Sibuya (1960). 
Now, suppose th e  m arginal d istribu tion  are reduced Gumbel, i.e.
R (% ,+ o o ,. ..,-f-oo) =  n (d -o o ,«, + 00, . . . , -boo) =  Ff(-{-oo,. . . , + oo ,it)
=  exp{ — exp{—It}}, —oo <  It <  oo.
T hen  a necessary and  sufllcient condition for H  to  be a m ultivariate extrem e 
d istribu tion  is th a t.
H ( i t i , . . . , i t p )  =  e x p |~  0(it2 -  i t i , . . . , i t p  -  i t i ) | ,  - o o < U i < oo. 
(1.2 .2)
T he function 6 has been called the dependence function. In the  bivariate case 
the conditions imposed on 0 for the equation (1.9) to  be a valid d istribution  are 
given by Tiago de Oliver a (1962/63). In the m ultivariate case, these conditions 
are no t known explicitly, though necessary and sufficient conditions have been 
obta ined  using other representations.
1 .2 .2 . S ta t is t ic s  o f  m u ltiv a r ia te  ex tre m e  va lu e  d is tr ib u tio n
There are six bivariate models of 0 known until now. They are the  logistic 
m odel (Gum bel, 1960), m ixed m odel (Gum bel and M ust ah, 1967), Gum bel and 
B iextrem al models (both  are special cases of M arshall and  Olkin model, 1967), 
n a tu ra l model (Tiago de Oliveira, 1980) and the  newly developed non-sym m etric 
logistic m odel (Tawn, 1988).
In m ost cases, th e  dependence functions are expressed by only one param ­
eter «. B oth  of the  n a tu ra l and  non-sym m etric logistic models are expressed by 
th ree param eters. Except th e  non-sym m etric logistic model, all the  other five 
m odels are either restric ted  to  be sym m etrical or non-differ.Xen&ble. Moreover, 
they  are difficult to  generalise to  the  p-dim ensional case. Thus these models 
cannot generate the full class of bivariate extrem e value d istribu tion .
?T he num ber of published papers dealing w ith  applications of the  asynffotic 
theory  of m ultivariate extrem es is very small. Gum bel and  G oldstein (1964) 
proposed several tests of independence between two com ponents. They applied 
these to the oldest age of death  for m en and  women in Sweden 1905-1958 and 
th e  annual m axim um  discharges of the  Oc .mulgee River in Georgia U.S.A., 
a t two different stations. We will consider these tests m ore detail in C hapter 5 
along w ith  two new tests. G um bel and  M ustafi (1967) fitted a bivariate extrem e 
m odel to  the recoded floods a t two s ta tion  on the Fox River in W isconsin. PosnerA
et al. (1969) also applied the  bivariate extrem e model to the perform ance of 
OL spacecraft com m unicate receiver. Tests for m ultivariate independents have not
10
been developed b u t Tiago de Oliveria (1962/63) establishes th a t the  com ponents 
of the  norm alized m axim a are independent in a rb itra ry  dim ensions, if^ n ly  if the 
bivariate m arginals are asym ptotically indep dent.
An alternative representation is due to  Pickands (1981). Suppose we tran s­
form  everything so th a t the m inim a are of interest and  the extrem e m arginal 
d is tribu tion  is Exponential. T hen  the jo in t survival function G { v i , . . .  ,Vp) is a 
m ultivariate extrem e survival function if and  only if,
G ( u i , . . .  ,t/p) =  exp< — /  m a x  [uj,Vj)d(f)(u)>^ (l.lO )I J s  J
w here <f> is an arb itra ry  positive m easure on the  p-dim ensional u n it simplex S,  
For th e  proof, see Pickands (1977) or Galam bos (1987, p .309).
Equivalent forms of representations have also been given by De H aan and 
Resnick (1977). A basic tool of De H aan and Resnick is the  concept of max- 
infinite divisibility. A lte rn a tiv ^  characteristics of m ultivariate Exponential dis­
tribu tions have been given by Deheuvels (1983). He shows th a t any p-dim ensional 
m ultivariate extrem e value d istribu tion  w ith Exponential m argins may be ap­
proxim ated by a moving-minimum process.
Pickands (1981) proposed a m ethod of estim ation of the  jo in t survival func­
tion  (1.10) which does not rely on a param etric  subfamily. We m ay call this a 
non-param etric approach. However, the estim ate of jo in t survival function by the  
proposed m ethod is non-differentiable, which is unlikely to  be the  case in m ost 
n a tu ra l applications of extrem e value theory. M oreover, in some contents, it may 
be desirable to estim ate the  density b u t rem ain w ith in  the  family of extrem e 
value d istributions.
One of our m ain objectives in th is thesis is to  propose a differentiable es­
tim ate  of the jo in t bivariate extrem e value survivor fuction. T he estim ator is
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based on kernel density estim ation. In next section, we will give a brief review of 
the  general kernel density estim ation. We will also consider briefly the  extension 
of the  proposed estim ator to  higher dim ensions.
1 .3 . G en era l kernel e s tim a tio n
In th is section, we will review some results of kernel estim ation  \ n  density 
and  regression analysis. T he local asym ptotic m ean square errors are also given.
1 .3 .1 . K ern el d en s ity  e s t im a tio n
Since R osenblatt (1956) and  Parzen  (1962) introduced the  concept of ker­
nel estim ation, the  kernel m ethod has becom e one of the  m ost com m only used 
approaches to  estim ate a density function. S ilverm an’s (1986) m onograph dis­
cusses th e  kernel m ethod of estim ating the  density function of univariate and 
m ultivariate d a ta  in detail. P articu lar em phasis is given to  ways of deciding 
how m uch to  sm ooth and  o ther com putational aspects. T he book by Devroye 
and Gyorfl (1985) gives a thorough account of the theoretical aspects of kernel 
density estim ation.
Assume we are given a sam ple of n  real observations, X i , . . .  , X n  from  a 
population. The kernel estim ator for the  density function is defined by
t = l   ^ '
where A is the w indow -width, also called the sm oothing param eter or bandw idth  
by some authors.
Some elem entary properties of kernel estim ators follow a t once from  the def­
inition (1.11). P rovided the kernel K  is ^ everywhere non-negative, even function 
and  satisfies
r  OO
K ( x ) d x  — 1,f
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it will follow a t once from  the  definition th a t f ( x )  will itself be a probability 
density. Furtherm ore, /  will inherit all the continuity and dif­
fer en& bility pro|)ertl€.‘3 of" K .  For exam ple, if FT is a Normal density function, 
then  /  will be a sm ooth curve having derivatives of all orders. Sometimes it may
be an  advantage to  use a  kernel which takes negative as well as positive values.
However, we will no t discuss this aspect in this thesis.
Assume the  kernel FT is a sym m etric function satisfying,
J  K{ x ) dx  = l; J  x K { x ) d x  — 0 and J  x ^ K { x ) d x ^ O ^
and  the unknown density /  has continuous derivatives of order 2 . The bias and 
variance of the kernel estim ator defined as in ( l . l l )  are given as,
\ 2  f
B ia s(/(z ))  py — f^^[x) I  x ^ K ( x ) d x  +  o(A^), as n  —> oo, °»
V a r(/(z ))  py J  FC^(z)dz +  0 (~ ) ,  as n  — oo,
w here f^^(x)  denotes the  second derivative of /  w .r.t. z . We will use the I, II, 
III, . . . ,  to  denote the num ber of derivatives of a function th roughout the thesis.
Thus the asym ptotic m ean square error of / ( z )  a t a point x  is given as, 
M S E ( / ( x ) ] ^ / ( x )  j  +  ^  ( / “ (x) j  x ^ K ( x ) d x \  . (1.12)
It is clear th a t the  m ean square error converges to zero as n. — oo,A 0 and 
An oo. Hence, / ( z )  is a  consistent estim ator for / ( z )  a t a given point z.
Now given /  and FT, we m ay easily find X = Xn which minimizes the  asym p­
to tic m ean square error by solving.
i/(z) J K ^ { x ) d x  =  X^ /^"(z) j  x ^ K{ x ) d 2z 1 = 0 ,
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giving
, f ( x ) f K ^ x } d x  y / ^ i  , >
\ ( r ' { x )  f  x ^ K { x ) d x y  J  U /  ■  ^ ^
For th is A„, the local optim al m ean squares error is given as
M S E » p t«  j  x^K{x)d. 2
In practice, we should no t expect a m ore rap id  decrease of m ean square 
erro r for the  estim ator ( l . l l ) ,  w ith  the  assum ption of th e  existence of the  second 
derivative of / ,  th an  0 (n ” ^/®).
A nother procedure th a t is widely used is based on placing a  m easure on the 
global accuracy of /  as an  estim ator of /  is the m ean in tegrated  square error 
defined by
M IS E (/) =  E[ / ( / > )  -  f { x ) Y d x \ .
Since the  integrand is non-negative, the order of the expectation and  integration 
can be reversed to  give
M IS E (/) =  J  M S E (/(x ))d x
=  J  (B ias(/(x ))^dx  +  J  V ar(/(x ))rfx .
T he order of convergence of M IS E (/) is the sam e as the  M S E (/) , though
n tthe  form er is a gobal m easure while the la ter is a m easure a t a point x.A ^
There are m any o ther m odifications of the  kernel estim ator to  deal w ith  dif- 
ferent aspects of the  density function to be estim ated. exam p le ^ the  variable
kernel m ethod for a density function w ith  a long tail. These can be found in 
Silverm an’s m onograph and are no t going to  be repeated here.
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1 .3 .2 . K ern el regression  a n a ly s is
The kernel m ethod of non-param etric regression, due to Na daraya (1965) 
and  W atson (1964) is one of the  sim plest m ethods of non-param etric regression. 
Given observations
Vi =  f { x i )  4-
w here e* are uncorrelated, m ean zero errors, w ith variance <7^, the estim ate of /  
is given as,
/ » =
Here, K  is taken  as a  kernel function which we will take to  be a sym m etric 
probability  density and A is a  w indow-width. O ther forms of kernel regression 
models are discussed in Gasser and  M uller (1979).
The asym ptotic bias and  variance of (1.14) have the  sam e order as those 
in density estim ation w ith different constant term s. One m ajor difficulty in the 
kernel regression analysis is the boundary  problem . M ethods of modifying a 
kernel regression estim ates near the  boundary  can be found in the  papers by 
G asser and  M uller (1979) or Rice(1984). We will come back to  this point in later 
chapter.
1 .3 .3 . C h o o sin g  th e  sm o o th in g  p a ra m eter
T he problem  of choosing how much to  sm ooth is of crucial im portance in 
kernel estim ation. T he optim al choice of window-width given in (1.13) is of very 
little  use in practice, as we need to  know th e  density function f [ x )  and /^^(z). 
A procedure for searching the  optim al w indow-width w ith  a  given form  of kernel 
function is proposed by Tapia and  Thom pson (1978). T he steps of the  procedure 
are as follows:
(i) have in itia l guess of the value of the w indow-width An, say An^;
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(ii) use equaton (1.11) to  com pute th e  kernel density estim ator /(q (z ) ;
(iii) replace the  /  and by /(q  and  in (1.13) and  com pute
(iv) repeat the  steps until |A^^ — achieve required accuracy.
A second m ethod of finding an optim al w indow-width for a kernel density 
estim ation is the least squar^  cross-validation, suggested by Rudem o (1982) and 
Bowman (1984). F urther discussion can be f ound in Bowman et al. (1984), Hall 
(1983) and Stone (1984).
The basic idea of this m ethod is very simple. Given a kernel estim at or /  (z) 
of density / ( z )  for all z , the  in tegrated  square error can be w ritten  as
y  ( / W  — y (z))^dz  =  y  P ( x ) d x ~ 2  j  f ( x ) f ( x ) d x
+  y  f ^ {x )dx .  (1.15)
T he last term  of (1.15) does no t depend on / .  The ideal choice of window-width 
is the  one which minimizes th e  error te rm  defined by
R [ f )  =  y  P { x ) d x  — 2 j  f { x ) f { x ) d x .
The idea of the least square cross-validation is to estim ate R { f )  by the score 
M (A) defined as,
M{X)  =  f P { x ) d x - - T  f - i { X i ) ,  (1.16)
w here f - i ( X i )  is the kernel density estim ate a t the point X{  constructed from 
all d a ta  po in f except X{.  Note th a t for a large sam ple size,
E[/-,-] «  E l/] ,
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and
t=i
Therefore,
E[M(A)1 «  E[Æ(/)1,
and
M(A) — J  f^{x)dx
is an asym ptotic unbiased estim ator of the m ean integrated square error. As­
sum ing the  m inim ized value of M(A) is close to  the m inim ium  of E[M(A)], we 
hope th a t minim izing M(A) gives a reasonable good choice of window-width. See 
Hall (1983) and  Stone (1984) for fu rther discussion.
The th ird  m ethod is the likelihood cross-validation which is sim ilar to  the 
least square cross-validation m ethod b u t som ewhat sim pler to  com pute. 
H abbem a et al. (1974) suggested th is m ethod for discrim inant analysis based 
on non-param etric density estim ator. The same technique was proposed inde­
pendently  by D uin (1976).
The argum ent of the  m ethod is very simple. Assume th a t /_ t(X i)  is de­
fined as before, then  the  ln /_ t(X t)  can be regarded, a function of A, as the 
log-likelihood of the  sm ooth param eter A. Since there is nothing special about 
th e  choice of which observation X i  to  leave out, the  log-likelihood is averaged 
over each choice of om itted  X^, to  give the score function.
".■=1
T hen the likelihood cross-validation choice of A is the value of A which maximises 
the  function L[X)  for the given set of data . The application of likelihood cross- 
validation has been discussed by Fryer (1977), Lachenbruch and Goldstein (1979).
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O ther m ethods of finding th e  window-width include test g raph  m ethod byifWÊ’t.heA.s
Silverm an (1978). O ther related^can be found in W ahba (1971, 1975,1976), Scott 
and  Factor (1981) and  W oodroofe (1970).
For a recent review of a wide variety of sm oothing techniques in density 
estim ation, see T itte ring ton  (1984) and  Bowman (1985).
1 .4 . N o n -N o r m a l tim e  series
M ost current work on tim e series is based on linear models such as the  ARMA 
class. In  general such models have assum ed to  be N orm al m arginal d istribu tion  
and  are also usually tim e reversible. F urther, m any sta tistica l techniques used to  
analyse tim e series, such as identification via the  auto-correlations and  estim ation 
using G aussian likelihoods, are optim al w hen the innovations themselves are 
N orm al. There are m any cases in which these conditions do no t hold . For 
some of these a power transform  can be used. However in o ther cases such as 
riverflow series and w ind speed series, th e  m arginal d istribu tion  and the  tim e 
irreversibility are themselves of interest and it is preferable to  develop models 
which inco rpo ra te  these features explicitly.
In recent years, a  few models have been proposed to  d ev i ate from  th e  linear 
norm ality  assum ption. So far, two types of non-linear G aussian autoregressive 
models have been proposed. They are th e  threshold  autoregressive model pro­
posed by Tong (1978), and the  exponential autoregressive models
by Haggen and  Ozaki (1981). Each of the  types describes a special type of 
non-linearity. Several non-linear autoregressive tim e series m odels w ith  non- 
G aussian m arginal d istribu tion  have been proposed. They include Exponential 
and  G am m a distributions. See G aver and Lewis (1980) or Lawrance (1982)
T he E xponential d is tribu tion  is probably the m ost sim ple and  analytically 
trac tab le  d istribu tion  o ther th a n  the  G aussian. In a long series of papers by
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Lawrance and Lewis, they have exam ined a class of tim e series m odel w ith  
m arginal Exponential d istribu tion , called NEAR model. This model is con­
structed  based on a random  m ixture of exponential random  variables. Unfor­
tunately , a degeneracy in the jo in t density functions makes the  estim ation very 
difficult.
In C hapter 4, we will propose a new tim e series m odel w ith  a  first order 
M arkov property. T he new m odel is constructed  upon the  assum ption th a t 
the  consecutive pairs of tim e series variables have a general b ivariate extrem e 
value distribution. This implies the m argins m ust be one of th e  three classical 
extrem al types, i.e. the  Gumbel, Weibull and  Fréchet.
The tim e reversibility of the  series depends on the  form  of th e  extrem e 
value dependence function between each pair of com ponents. The model is tim e 
irreversible if we choose a non-sym m etrical dependence function or reversible w ith  
a sym m etrical dependence function. For convenience, we assum e each m argin is 
exponentially d istribu ted . This can be easily . transforin  from  Gumbel, Weibull, 
or Fréchet. Assuming the existence of the jo in t density function, some statistical 
properties of th is model can be deduced. The result from  our kernel estim ation 
for the  dependence function and  it s derivatives will be used here.
A part from  the  flexible irreversibility property, there is one im portan t feature 
of th is new m odel no t shared  w ith  any o ther existing models. I t is th a t the  new 
m odel allows sequence of high or low values depend mg on the  choice of the 
m arginal d istribution. ' — ‘ .
T he property  is particular^useful in explaining someA
n a tu ra l environm ental features such as river flow or w ind speed.
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C h a p ter  2. B iv a r ia te  ex tre m e va lu e  d is tr ib u tio n s
In this chapter, we first review the  general s truc tu re  of the  bivariate ex­
trem e models w ith  classical extrem al type as m argins. We s h a l l  concentrate on 
the  representation given by Pickands (1981). A non-param et' ric m ethod based 
on the kernel estim ator is given for estim ating the dependence function and its 
derivatives of the  extrem e value distribution . The estim ator is applied on differ­
ent sets of b ivariate extrem e value d a ta . Finally, we give a  brief discussion on 
choosing the w indow-width or sm oothing param eter for th e  estim ator.
2 .1 . S u b -o rd er in g  p rin cip les for  m u ltiv a r ia te  d a ta
To s ta r t w ith, we first give some classifications of sub-ordering principles 
for m ultivariate data . Following B arn ett (1976), there are four particu lar sub­
ordering principles for m ultivariate data . They are not entirely m utually  exclu­
sive, b u t have been found to  p artitio n  th e  field of order-based m ultivariate study  
fairly well. The four sub-ordering principles for m ultivariate d a ta  are following:
(i) M arginal ordering
As the nam e suggests, ordering or ranking here take place w ith in  each one 
of the m arginal samples. For exam ple, the m axim um  of a set of vectors is defined 
by taking the  m axim um  of each com ponent.
(ii) Reduced ordering
W ith  th is type of ordering, each m ultivariate observation is reduced to  a 
single value by m easuring th e  distance of each point from  a single fixed point or 
its accum ulated distance from  all the  o ther points. See, for exam ples, Wilk and 
G ranadesikan (1964) or Wilks (1963).
(iii) P artia l ordering
The observations ' divided into d istinct groups of different order, based on
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one of the  several possible principles. For example, a  convex hull can be con­
stru c ted  by drawing the m inim um  convex set which encloses all sam ple points. 
Those points on the  perim eter are designated C-order group 1 and  discarded, the 
convex hull of th e  residue is form ed, those on the  perim eter are group 2 and the 
process is repeated , thus providing an entirely sam ple based m ethod of dividing 
the  d a ta  into order groups. For references see, Efron (1965) or F isher (1969).
(iv) Conditional ordering
This ordering principle for m ultivariate d a ta  is one in which ordering or 
ranking is conducted on one of the  m arginal sets of observations conditional on 
selection, ordering or ranking, w ithin  the  d a ta  in term s of the  o ther m arginal sets 
of observations. See for exam ples, Wilks (1941), K reim erm an (1975) or David 
(1973).
M ost of the work, has been done for m ultivariate extrem e value theory is 
bcLsed on the M arginal ordering. This concept is appropria te  for many appli­
cations. For exam ple, the jo in t d istribu tion  function of the  m axini;”''sea level 
a t two or m ore ^  coast; is of interest. A lthough in this chapter, we only 
concentrate on the  m arginal ordering principle and  consider th e  bivariate case, 
i.e. p — 2, the  o ther concepts are also im portan t and recent work has drawn 
a tten tio n  to  the  relationships am ong these concejpts. See H aan (1985).
2 .2 . B iv a r ia te  ex trem e v a lu e  d is tr ib u tio n
Let (% !(,%2t)) i  =  l , . . . , 7i denote a sequence of i.i.d . pairs of random  
variables from  th e  population w ith  the  d istribution  function F ( x i , X 2 )> Define
.2yn =  m a x ( X y i , - , Ajn) ,  j  =  1, 2. (2 .1)
T hen  the weak lim its of the  norm alised jo in t d istribu tion  of Zin-, &re given 
as
D (  ^ Ir t  — a>\n ^  _  ^ 2 n  “  « 2 n  ^
^  I  h  -   h--------  -  ^2\  ^In 02n
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— F^ip-Xn  +  b i n X i ^ a 2 n  +  62m#2 )
~ ^ H ( x i , X 2 ), as 71 —i-oo, (2 .2)
w ith  suitable ai„,fein  >  0 , a2 n and  b2 n > 0- H (-, •) is the  bivariate extrem e value 
d istribution.
As in the univariate case, we shall be concerned w ith  conditions under which 
th e  lim it d istribution  (2.2) exists. T he following results show th a t the  choice of 
th e  norm alising constants a i n^ b i n , a 2 n and b2 n has actually been settled  down 
in the  univariate case.
T h e o re m  2 .1 . Let  Fn { x \ ,X 2 ) be a sequence o f 2 dimensional distribution func­
tions. Let the  univariate m argins o f  F n { x i ,X 2 ) be F% i(zi) and Fn2 {x2 ). I f  
Fn(x i yX 2 ) converges weakly to a non-degenerate continuous distribution function  
F { x i j X 2 ), then each o f the m arginal distributions Fni{xi )  and  ^«.2(2^2) converges 
w eakly to each o f  the m arginal d istribution o f F ( x i j X 2 ).
For the proof, see Galam bos 1981, p 2lO.
Further m ore, it is easy to  show th a t if the lim it d istribution  (2.2) exists, 
then  each com ponent of H { x i ^ X 2 ) is a m ax stable, as defined in C hapter 1. 
T h a t is each m argin is an extrem al. Moreover, H { x i , X 2 ) is also a  m ax-stable 
d istribu tion , i.e., there  are constants a i ,nj^ im >  0 and a 2mj^>2m >  0 such th a t 
+  bimX\^a2m +  b2 m ^ 2 ) — JT(a;i, 2:2). This is a  direct extension of defi­
n ition  1.3 in C hapter 1 to  higher dim ension. Since each m argins of H(*,*) is an 
extrem al d istribution , it is only th e  dependence among the com ponents which is 
of interest.
The general s truc tu re  of b ivariate extrem e value d istributions of m axim a is 
known since the  work done by Tiago de Oliveira (1958, 1962/63, 1975), Geffroy 
(1958) and Sibuya (1960) and  Pickands (1981). At here, we shall only consider 
th e  bivariate extrem e models discussed by Tiago de O liveira and Pickands.
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Suppose (X, y )  is a  random  vector w ith jo in t extrem e value d istribu tion  
function H{x^ y),  w ith  m argins one of the three classic types.  ^one may tran s­
form  the  m argin from  one to  the o ther among the three types, the choice of 
specific m argins of H ( x , y )  can be m ade a m a tte r of pure convenience.
Tiago de Oliveira uses G um bel m arginals, H aan and Resnick (1977) use the 
Fréchet while Pickand 
E xponential m argins.
s working on th e  minirr^m ra ther th an  the  m axim um , uses
2 .3 . E x trem e  v a lu e  d is tr ib u tio n  w 'ith G u m b el m arg in s
Following Tiago de Oliveira (1984), th e  bivariate extrem e value distribu tion  
of m axim a is given as,
H ( x , y )  =  e x p { - ( e “ ® +  e~^)g{y -  %)}, (2.3)
w here p(«) is called the  dependence function. To avoid the confusion from  the  
dependence function defined by P ickands, to be discussed later, we will call this 
dependence function the gf-dependence function.
Galam bos (1987, p302) gives th e  following inequality for H (x ,y )^
e x p { - ( e “ '*' +  e“ ^ )} <  H ( x , y )  < e x p { -e x p { -m in (a :,y )} } , (2.4)
w ith  th is inequalities, yields
T he case th a t p(w) ~  1 corresponds to  independence of X  and Y , and p(w) equal 
to the  lower bound corresponds to  the  fully dependent case.
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Since H[x^ y) is a d istribu tion  function, then  gf(*) m ust satisfy the  following 
conditions:
( u ) ( l  +  e'^)g[u) is a non — decreasing function,
( û ï ) ( l  +  e~*^)g{Cj) is a non — increasing function.
Proof: See Tiago de Oliveira (1962/63).
Furtherm ore if H [x^y)  is differentiable, i.e. ^exists a density function, then  
gi(*) m ust also satisfy
(1 +  e -" )9 " (w )  +  (1 -  (w) >  0.
T here are five models of g known until now. They are,
(i) Logistic m odel - Gum bel (1960)
(ii) M ixed m odel - Gum bel and  M ustafi (1967)
6e^g(Æ,fl) =  1 -  0 < t f < l .
(iii) Gum bel model
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(iv) B iextrem al model
B oth the Gumbel and B iextrem al models are special cases of M arshall and Olkin 
(1967).
(v) N atural m odel - Tiago de Oliveira (1980)
a\ — 1) m ax (l, +  (1 +  c“ ) m ax (l,
=   ---------------------   P - A ( l  +  e -^ i  ---- '
—GO <  a  <  0 <  /? <  CO.
The first two of the above five models are differentiable and  the  first three 
models are sym m etrical. Thus these models cannot generate the  full class of 
b ivariate extrem e value d istributions. Tiago de Oliveira (1984) gives a  review on 
param eter; estim ation and  testing procedures.
The m ore recent work on bivariate extrem e value theory  is th a t of Pickands 
(1981) and  Deheuvels (1984). Pickands takes a  com pletely non-param etric ap­
proach, while Deheuvels usgs moving m inim um  p rocès^  to  generate suitable 
approxim ations. T heir approaches also provide a framework for the  extension 
from  the  b ivariate case to a full m ultivariate case. .A new param et ric m odel for 
m ultivariate extrem e value d istribu tion  is being developed by Tawn (198S). At 
here, we will only s tudy  the approach of Pickands.
2 .4 . E x trem e  v a lu e  d is tr ib u tio n  w ith  E x p o n en tia l m arg in s
Assume each m argin of a set of bivariate d a ta  follovj^one of the  three classical 
types of extrem e value d istribu tion . We can then  transform  the  sam ple so th a t the 
m argins a s tan d ard  Exponential d istribution  and m inim a ra th e r th a n  m axim a 
are of interest. W ithout loss of generality, we assume a random  pair (Yj, k^)
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follow; such Exponential m argins. Pickands (1981) gives the jo in t extrem e value 
survival function as,
P ( y i  > y i , Y 2 > 2/2) =  e a : p | - ( 2/i +  2/2) ^  } ’ (2 6)
where
A{oj) = f  m ax (g (l -  w), (1 -  ^)w) d<;6(g), 0 <  w <  1. (2.7)Jo
Pickands call A( ) the dependence function. At here, we call A(-) the 
A-dependence function. T he </> is an  a rb itra ry  positive m easure on [0,1].
Since Yi and  I 2 have m arginal exponential d istribu tion  w ith  m ean 1, then  
we als^ require th a t
f ud(f>{u) — f [1 — u)d(j){u) =  1. (2 .8)
Jo Jo
Pickands alse proved th a t A(w) is a positive convex function on [0,1].
The gf-dependence function in T iago’s model is clearly related to
A-dependence function by the identity,
A(w) =  gr(Zn.(— — 1)), 0 <  w <  1. (2 .9)(jj
W ith th is identity, the  inequality (2.5) can be w ritten  as
m a x (l — w, w) <  A(w) < 1 ,  0 <  w <  1. (2.10)
It is now clear th a t A(w) m ust lie w ithin  the  triangular region bounded by the
stra igh t lines 1 and m ax (l — w, w).
T he case th a t A(w) =  1 correspondence to  the independent case and A[co) = 
m a x (l — w, w) correspondence to  the fully dependent, case. From  (2.8), we have 
th a t A(0) =  A (l) =  1. O ther dependence properties include the
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bcirvj
variables exchangeable if and only if A(w) is sym m etrical about w =  1/2. AT he correlation between Yi  and  Y2 is given by
p = f  A  
Jo
is always non-negative because 1 /2  <  A(w) <  1. Thus { Y i ,Y 2 ) are positively 
asso c ia ted .
2 .5 . E s t im a tio n  o f  th e  d ep en d en ce  co m p o n en t
Unlike univariate extrem e value theory, there is no finite param etrization  
in the  b ivariate extrem e value model. Therefore,
in order to  estim ate th e  dependence function, we have to  use a non-param etric 
m ethod. Following Pickands (1981), for a  given value of w, define
Zi{u) — m in ( j  ^ 0 <  w <  1, * =  1 , . . . ( 2 . 1 1 )\  1 — CO w y
T hen,
P{Zi{(jü) > t) = exp{~tA{uj)} .
Therefore Zi{ijj) is an exponential random  variable w ith m ean 1/A(w). Pickands 
proposed an estim ate for A(w) given by ,
T he Xn,(w) is a consistent estim ator of A(w), b u t not necessary a convex function. 
A t this point, Pickands suggested to  estim ate A{co) by the  convex hull of Xn(w), 
which is defined as
•X^nc(^) =  m ax{C (w ),C convex,C (w ) <  X ,i(w ),0 <  w <  1}. (2.13)
T he em pirica l d istribu tion  function based on the estim ator Xn{to) is not a 
valid bivariate extrem e value d istribu tion  since Xn(w) is not a convex function.
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T he convex hull m odification gives a valid d istribu tion  function b u t w ith jum ps 
a t certain  points, corresponding to  a degenerate d istribu tions, which may be 
unrealistic©n some occas ions. There are some situations th a t we require to  know 
the  bivariate extrem e density function. H azard functions and  failure rates for 
b ivariate or m ultivariate d istributions have found applications in m any situations, 
e.g. in reliability or risks context. Definition of m ultivariate hazard  functions can 
be found in C layton (1978), Johnson and  Kotz (1975). We also require to know 
the  bivariate density function of the  tim e series model which will be discussed in 
. Chapter 3 ,
The existence of th e  b ivariate density function requires th e  knowledge of the  
derivatives of th e  dependence function A(w). A t here we assum e th a t A(w) has 
differentiability of order 4.
The estim ator Xn{oj), as defined as (2.13) is not everywhere differentiable. 
Based on the  finite difference m ethod. Sm ith (1985b) assum ing the  existence of 
estim ates the  second derivative of A(w) by an estim ator,
i " ( w )  =  +  a )_+  X „ { ^  -  a ) -  2%n(w) _ „  +  (2 .14)
w here a  is a sm oothing param eter to  be choosen. For a  <  w, equation (2.14) is 
no t valid and  has to  be replaced by
~iif \ _  2 [aXn{(^) — (a  +  uj)Xn{co) +  coXn{cx. 4- w))A  IW I — --------------------------------- 7----------r-----------------------------,auj{a +  w)
and  a  sim ilar m odification for w <  1 — a . Sm ith has shown th a t the  asym ptotic 
bias and  variance are given by.
Bias(A^^(w)) py +o(o :^).
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and
Var(Â"(w)) +  12(1 “  2w)A(w)A^(w)
— 12cu(l — w)(A^(w))^ +  4(w)(l — w)A(w) ^ + 0 ( —),
as a  —> 0 and  n  —> oo.
Assuming n a  —^ oo, eis n  — oo and  a  —> 0, th e  estim ator A^^(w) is a consistent 
estim ator of A^^(w). The minim ized m ean square error is
M SE = 0 ( n - t ) ,
w ith  the optim al choice of a  choosen as 0 ( n “ s).
However th is estim ator is ra th e r crude. T he difficulty w ith  th is approach 
is th a t differen& tion tends to  m agnify sm all discrepancies in th e  approxim ating 
function. In the  following sections, we propos* a  non-param etric estim ator for 
A{(jj) in two different forms, based on the kernel m ethod. The local asym ptotic 
behaviour will also be considered.
2 .6 . T h e  kernel e s t im a te s  o f  th e  A -d e p e n d en ce  fu n c tio n
The two estim ators are defined as follows:
E stim ato r (1)
^ i ( ^ )  — ^  J  Xn(% )Ai ^ du,  0 <  w <  1. (2.15)
E stim ator (2)
1 /  ^z(w ) =  - y  X n { u i )K 2  ( ln (T  - i ) - uX
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du,  0 <  w <  1, (2.16)
w here u i =  T he Xn(*) is as defined in (2.12) and th e  kernel functions
K i  and K 2 have different conditions to  be satisfied. The A is the usual window- 
w idth . B oth estim ates are twice, differentiable, based on the  assum ption on K i  
and  K 2  and the  existence of <F<f>(u)/ du^ , where (j) is the m easure as defined in 
Section 4.
The Ag (w) corresponds to  a  com bination of kernel estim ation and change 
of th e  variable of integration. I t is designed to  avoid the  boundary  problem  as 
experienced w ith  the  estim ator A.((w), which we will discuss la t er on.
By differen& ting equations (2.15) and (2.16) once and twice w ith  respect to  /
w give the  estim ates for A^ and  A ^\ in the  forms :
—  1
=  ^ ( f  Z  J  X n { u i ) K l ( u 2)d u ,
1 r 1 _o . . poo
j _ ^ ^ n { n x ] K l [ u ^ ) d u
w here u i =  (1 +  e^)  ^ and  U2 =  ( ln (l/w  — 1) — u)A ^
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2 .6 .1 . A sy m p to tic  resu lts  for  th e  E stim a to r  (1)
We first w rite down the approxim ate expected value for A i(w) and its deriva­
tives when w is in the  interior, i.e. a; G [A, 1 — A], assum ing A <  1 — A. The case 
th a t when u  is in th e  left boundary, w G [0, A), and right boundary  w G (1 ~  A, 1] 
will be discussed separately.
For the  estim ator Ai(cu), th e  kernel K i  is assum ed to  satisfy the following 
conditions:
' K i  is non — negative, even and continuous on [—1,1];
K i  is a t least twice differentiable ;
j K ' i ( x ) =  0  j-ôr é t  % s.t. ;
(C l)  1
K i{ u )d u  -  1; 
f ^ ^ u ^ K i { u ) d u  exists ;
l x j ( - i )  =  x { ( i ) = o .
The expected value for A i(w ) w ith  cj G [A, 1 — A] is given as
E[Ai(w)] py J  A{co — Xv)Ki{v)dv ,  for large n.
By s tan d ard  Taylor expansion and  the  assum ptions on i f i ,  the  asym ptotic bias 
and  variance are given as,
B ias(A i(w ))  ^^ f v ^ K i ( v )d v  A  o{X^),
^ J - i
2AV ariance(A i(w )) py------- A(w)A^(w) / I {oi A  V2 ) K i [ v i ) K i { v 2 )dvidv'^n
+  T M  +  o(A ).n  n
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Similarly, the  asym ptotic bias and variance of (w) and Â^^w) are given as 
follows:
Bias(A i(a;)) py ^ A “ ^(w) j  v^K i{v )dv  + o{\^ ) .
Var(Ai(w)) py ~  (j3A^ {oj) +  A^ '^j +  0(A),
w here
- 2  2(2w -  1) Ai W  , 2(A'(w))2
w (l — w) w (l — w) A(w) A^(w)
B ias(A ” (o;)) y* v^ K i{v )d v  P  o{\^ ) ,  (2.17)
Var(A^^(w)) py “ q ^ C i  J  K l{ v ) d v  +  O ,
where
^  __ 6________ 6(2w — 1) A^(w) 6(A^(w))^ ^  2A"(w )
u;2(l —o;)2 (aj^ {l  — uj)^ A((jj) w (l — w)A^(w) w (l — w)A(w) '
T he derivation of th e  above results can be found in A ppendix(I). The asym ptotic 
m inim ized m ean squared  error of A^  ^(w) is given as
M S E o p t(i“ (w)) =  ^ I  K f ( y ) d v
■ Z ' ^ ( w )  j  v ^ K i { v ) d v
w ith  th e  optim al choice of A as,
CiA'^ico) J ^ ^ K f { v ) d v  \  5
'^opt n(A^^(cj) v^Ki{v)dv)'^  
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The ra te  of convergence of the  estim ator is the sam e as in general
kernel density .estim ation. This is no scprise  as under Pickands representation,
A
is equal to  the  first derivative of the  m easure <56, th a t is, A^^ is a density 
function.
To study  the asym ptotic behaviour of sm oothing estim ates a t the  boundary, 
we sUowhere only the results on the  left boundary of the estim ator 
T he results for the  right boundary  are entirely analogous. The trea tm en t for the 
boundary  problem s is to  impose a stronger conditions th an  those of (6 .C .I.) on 
the  kernel function K i .  The procedures for the  modification are all the  same 
for th e  estim ators A i(w ), A^(w) and  B ut the require a much
st* nger condition to im pose on the  kernel function th a n  the o ther two. The 
conditions im posed are the  weakest. For convenience, we only give the
ex tra  conditions im posed on and  assume th a t we use the sam e kernel
function for the  o ther two.
Now, let w =  Xq, g G [0 , l]. If g <  1, then
E[Â5^ (^(v)] J
+  K m v ) d v  + o(A=*). (2.18)
C om paring th is resu lt to  equation (2.17), we im m ediately see th a t the boundary  
te rm  dom inates the asym ptotic behaviour of the  Aj^(a;).
In order for the  estim ator on the boundary  to  have the sam e speed of con­
vergence as in the  interior, we have to  impose stronger conditions to  the kernel 
function. Replace X}^(ü) in (2.18) by ür^*(î;), where Kq{v)  has to  satisfy.
(i) £ K , { v ) d v  = l ,
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(ii) J  vKq(v)dv  =  0,
(iii) J  v^Kq{v)dv  exists,
(iv) . = 0 )  x -  I t j r  )
(v) Kq  is twice differentiable in [—l,g ],
(vi) X ^ ( - l )  = k\[q)  = 0 ,
(vii) Kq(y)  — )■ Ki{q)  as g 1.
W ith  th is choice of kernel, iT(-) is a function of g, the  bias and  variance of Ai^(w) 
a t the  left boundary  has the  sam e order of A as when w is in the interior.
In order to  find a su itable kernel to  satisfy the above conditions, we will 
follow th e  m ethod suggested by Gasser and  M uller (1979). Define the  kernel as 
a polynom ial of degree 5, i.e.,
5
Kq(x)  =  ajX^
1 = 0
and  determ ine the  coefficients a{ over the whole real line by setting,
J  vKq{v)dv  =  0,
J  Kq{v)dv  =  1,
Kq(a)  = Kq{r) =  0 ,
Kq{a)  =  Kq{r) ~  0 .
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T he coefficients {at} are determ ined by the following system  of linear equations:
y i  (Yai  =  0, 
y^ îV *“ ^at =  0, 
y ^ î V ’-^ a t = 0 ,
Y  =  1 ’
T he sum m ations are taken from  2 =  0 , . . .  ,5 . The kernel for th e  interior of 
is ob ta ined  by solving the  above system  w ith  ct =  1 and  r — —1, which is easy 
to  solve, gives
=  +  (2.19)
as the  kernel function. T he solutions of the  above system  for th e  boundary  cases, 
by setting  a  =  w/A, r  =  —1 for the  left and  a  =  1, r  =  (w — 1 ) /A for the right, 
can be obtained  by using s tan d ard  com puting package.
N ote th a t the  kernel defined in (2.19) is actually the  Biweight kernel function 
given in  Silverm an (1986, p .43). In  fact, it is known th a t  there  is very little to  
choose between various kernelsas far as they all satisfy the required conditions.
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2 .6 .2 . A sy m p to tic  resu lts  for  th e  E stim a to r  (2)
Before we give the  asym ptotic resu lt, it may be an advantage to  understand  
how to  derive the  estim ate A 2 {io). Recall the  A -dependence and g-dependence 
functions are related  by the identity
A(cj) =  g “  1)^ , 0 <  w <  1. (2.20)
W ith  th is identity, equation (2.6) becomes
P iX i  > y i , Y 2 > V2 ) =  exp { - ( y i  +  y 2 )g{ln{yi) ~  ln[y 2 ))} .
D efine
ry f . {  Y\% Y^ 2i \  . .
w here a(w) =  l / ( l  +  e^). T hen Zi{<jj) has an  Exponential d istribu tion  w ith  m ean 
l/g (w ) and
^  E f e i  z.(w ) '
as a consistent estim ator of y(w). T he y-dependence function is then  estim ated
by E stim ato r (1), b u t the  lim its of the  integeral are extended from  — oo to  oo 
, . . I*» fBpiACRcLand rVhe K, ^by another su itab le choice kernel function Xg. T he g(w) is
estim ated  by.
g[Co) ~  ^  J  X n { u ) K 2 ^
Using the  identity (2.20), A(w) is estim ated  by
M < ^)  =  X „ (a { u ) )K 2  — ~  ^ ^ ~ “ )  du.
W ith  this estim ator, we hope th a t the boundary  problem  as we experienced in 
E stim ato r ( l)  can be avoided.
36
The kernel function K 2 is assum ed to satisfy the following conditions:
/ oo \K2{u)\du < 00,-00
(ii) sup |X 2( a ) | < o o ,
—o o < u < o o
(iii) lim  !« % (« )! = 0 ,
(iv) K i ( u )  > 0 ,
/ OO K2{u)du — 1,
-0 0
/ oo r 00u ^ K 2 {u)du and  / u ^{K l (u ) )^du  exists.-00 J —-OO
W ith  this choice of kernel, th e  asymptotic^, results for Ag(w), Ag (w) and  Ag^(w) 
are the  following:
Bias(A2(w)) =  ^  (w ^(l — w)^A^^(w) — w (l — w)(2w — l)A ^ w ))
/ oo v^K2{v)dv  +  o(A).-00
o o \
Var(Â.2(w)) = —A^{oj) H ( l  — w)wA^(w)A(w)
/ oo />t>2 ^
/  (^1 +  V2)K2{vi)K2{v2)dvidv2  +  o(—).
-0 0  J —00 ^
Bias(A2(w)) — — w)^ A^^^(w) — 3w (l — w) (2w — 1) A^^(w)
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+  — 4w (l — w) +  ( l  — c j ) A ^ ( c j )  ^  J  K 2 {y^dv
+  o(A^).
\2  rBias(A2^(w)) =  " ^ 1  “  6(2w — l)A^(w) +  4 ((2w — 1)^ — 2w (l —w)) A^^(cj)
+  5(1 — 2w )w(l — w) A^^^(w) +  (1 — w) (w) ^
/ oo v ‘^ K 2 {v)dv + o{\'^). (2.21)-00
V a r ( i“ H )  +  7(1 -  2w ).4(w )A ‘(w)
f  00
+  2 w ( l  — w )A(w)A^^(w) — 6 w ( l  — w )(A ^ (w ))^ }  I K 2 { y ) d vJ —00
-  i(2 w  -  1)A’(o,)>1(w) j  t;^(fc2(v))^c!u|+0(^).
(2.22)
See A ppendix II for the derivation of the above results. T he asym ptotic m in­
im ised m ean square error and th e  optim al choice of w indow-width for A 2^ (w) are 
in th e  sam e form  as A^  ^(w), b u t w ith  different constant term s.
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2 .7 . C h o o sin g  th e  w in d o w -w id th
As in general density estim ation, the  choice of a suitable value of window-
KV\w idth  is crucial. In the case of estim ating A[oj) and it's  derivatives, a minimal
A
requirem ent on A for each estim ate; \% th a t it m ust be big enough for the 
estim ate Â  to  be convex,A^ to  be increasing function and to  be positive. In 
practice, they  are som etim es difficult to  achieve. One suggestion is to  replace the 
Xn,(w) in the kernel estim ators by th e  convex hull Xnc{co), as defined in equation 
(2.14). We have no asym ptotic results for th is procedure b u t have . th a t itA
som etim es gives b e tte r  results.
W hether sm oothing X „((j) o r Xnc(co), it does not appear too  difficult to 
choose a  suitable w indow-width for the  estim ators of A(w) and A^(w) by a  tr«dl 
and  error procedure. I t is m ore difficult for estim ation of A^^(co). As we know 
th a t  the  A^^(w) is always positive, therefore it is wise to  choose the  window-width 
such th a t A^^(w) >  0 for all oj. B ut there -iS still a lot of choice for such window- 
w id th . Therefore, it m ay be an advantage if we can establish an algorithm  in 
choosing the  widow-width for Â^^(cv).
In  previous chapter, we have already discussed some m ethods for choosing 
a  window-width of a density function. We suggest th a t these m ethods could 
possibly be applied to A^^(w) w ith  su itable modification if necessary.
If / ( y i , 2/2) is the  b ivariate extrem e value density . w ith  the A~
dependence function, i.e.,
2/12/2
(2/1 +  2/2)^ (A^(w))2 ) e x p { -(y i +  y2)A(w)},
w _%2_yi +y2 ‘
The /(-,*) is obtained by differentating equation (4.1) w .r.t. and yg- Let 
/ ( • ,  •) be the estim ate of /( - ,  •) which is derived by replacing all the A  functions
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in /(* ,•) by our kernel estim ator, e ither E stim ator (1) or E stim ator (2). From 
th e  asym ptotic results we have obtained  for the  estim ators, it is clear th a t the 
asym ptotic local behaviour of /  is dom inated by th a t of Therefore, the
optim al choice of w indow-width of /  is alm ost the sam e as th e  one of 
Furtherm ore, from  the  definition of A(w), we have already m entioned th a t
A^^(w) =
Therefore, A^^(w) is actually  a function w ith  a density behaviour.
Following the  algorithm  suggested by Tftpia and Thom pson (1978), as dis­
cussed in C hap ter 1, b u t w ith  /(w ) replaced by A^^(w), we should obtain  a 
su itab le choice for th e  window-width. However, we do no t recom m and this al­
gorithm  here because the algorithm  involv? the  estim ate of A^^^(w) and A^^(w) 
which are highly com plicated.
One suggestion is to  use th e  likelihood cross-validation m ethod to  find a 
su itab le choice of w indow -width for the  A^^(w), i.e., we w ant to find A which 
maximizes the likelihood function
=  ^ l n ( A “ y(a;y)),
3 = 1
w here A^y(wy) is th e  kernel estim ate of A^^(w^) a t th e  cross-over point wy =  
Y 2 j l { Y i j  +  Yzy), constructed  from  all the d a ta  points except (Ifiy, Ygy).
We believe this m ethod should give a reasonable value for the window-width 
of A^^(w), though no t necessary an  optim al one in the  sense of m inim ising the 
m ean square error of A^^(w). However, due to  the  complex form  of A^^(w), it 
could take a very long com putational tim e for a large sam ple size.
A nother m ethod we have tried  for finding the optim al w indow-width is the 
least square estim ator as described in previous chapter. B ut instead of using the
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cross-validation procedure, we can estim ate the error te rm  R  by,
This version of least square estim ation is much more easy to  com pute. We have 
found it gives a reasonabg sta rting  value of A in the la ter examples.
2 .8 . N u m e r ica l ex a m p les
We apply the kernel E stim ato r (2) w ith  s tandard  Normal kernel to  three sets
of data . The first set of d a ta  set was given by Gumbel and M ustafi (1967) and
consists of 33 annual m axim um  floods of the Fox River in W isconsin, a t B & n
(upstream ) and  W rightstow.n (dowJi.stream). The second set of d a ta  consists of
the annual m axim a sea-level a t P o rt Sheerness and Kings Lynn. In bo th  cases,
we assum e a Generalised E xtrem e Value distribu tion , as given in S ection(l.l.4 .)
of C hapter 1, to  each of the m arginal d istribu tion . The th ird  d a ta  set is sim ulatedA
from  a logistic model.
After transform ing each m argin to  s tan d ard  Exponential d istribu tion , 
F ig .(2.1) gives the  plot of X„(w) for th e  Fox River. T he shape of this func­
tion  indicates a strong  dependence between the two locations. F ig .(2.2) gives the 
kernel estim ator Ag(w) of A(w) w ith  A =  0.2. Note th a t th is is not a convex func­
tion. In th is case a sm ooth  convex function cannot be achieved w ithou t using a 
large value of w indow-width, r  ^ S o lt t40ul(i b e  to  0 Otk.Correspond- 
ing to  this problem . F ig .(2.3) and  F ig .(2.4) gives the  estim ates À ^ o j )  and  ^ 2^ (0;) 
w ith  large values of w indow-widths 0.8 and  0.74 respectively. T he window-width 
0.74 for is ob tained  by applying th e  least square m ethod. The corre­
sponding likelihood cross-validation choice is 0.54, as shown in F ig .(2.5). This 
cross-validation choice g iv ^ th e  estim ate negative values. One may try  different 
values of w indow-width w ith in  the  range of 0.54 and 0.74. In fact any value of 
w indow-width w ithin th is range will gives results lool^ alike F ig .(2.4) or F ig .(2.5).
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These results do no t seem very satisfactory, as the window-width * S relatively 
large, which obvious^oversm oo^ the  estim ate. We try  the  variant m entioned 
in Section 2.7., in which we sm ooth the convex hull Xnc(oj) instead of Xn(co). 
Fig.(2.6) gives th e  p lo t of th e  X„c(t^) and Fig.(2.7) gives the  kernel estim ate for 
This is b e tte r, and  suggesting a m ulti-m odal function. However, there 
fire still spikes near either end. We are not very sure w hether th is is the  feature 
of the  d a ta  set or the  E stim ato r (2) does no t solve com pletely the  end-points 
problem .
The second exam ple is the  annual m axim um  sea level a t Kings Lynn and
Sheerness, covering th e  years 1870-1978 w ith  9 years (1929, 1943-9,1954) missing.
T he estim ate ^ 2^ (0;) w ith  A =  0.7 is given in F ig .(2.8). Using smaller
values of A, the  function is not positive. T he sharp  peak on the  right boundary
d o m in a te  th e  whole plot. This req u ir^  fu rther investigation. O ur expia, nation
is th a t  the  transform ation  from  the  GEV to  Exponential is very sensitive to
out-liers. If a pair of d a ta  points disagree; from each o ther, the  Exponential
transform ation  will enlarge the  differences. We have found th a t in the  year
1965, the  Sheerness value ’ well below its expected value and  th a t for Kings
beLynn well above. This phenom enon could possibly^due to  a local stùO n only 
a t Kings Lynn. We are no t a t a  position to  consider th is problem . In 
the  m ean tim e, th is pa ir of d a ta  pointais sim ply om itted  frerAthe d a ta  set, and 
all th e  param eters of th e  m odel re-estim ated. F ig .(2.9) gives the p lo t of Â 2^ (w) 
w ith  A =  0.45. T he peak is much reduced and  provide a much more interesting 
results.
In the  final exam ple, 1000 pairs of d a ta  set w ith  s tan d ard  Exponential m ar­
gins have been sim ulated from  the  logistic dependence function
A(w) =  ( w * ' 4 - ( l - w ) ' ' ) r ,  r =  2.5. (2.23)
The F ig .(2.10) gives the  plot of A 2*(w) w ith  the least square choice of A =  0.298. 
Using the  likelihood cross-validation to  find a suitable value of A is very expensive
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in th is situation , for it requires a very long com putational t im £  w ith  th is sam ple 
size. As in previous exam ples, there are spikes near the  boundaries. F ig .(2.11) 
gives another estim ation of A "(w ) w ith  sm oothing the  convex hull Xnc{^) .  A part 
from  th e  spikes, b o th  plots give a  reasonable estim ation to  the  second derivative 
of the  logistic model.
2 .9 . F u rth er  d iscu ssio n
The convergence ra te  of the  m ean square error to  zero for the  estim ator 
A 2^ (w) can be increased by assum ing the A{oj) to  have a higher order 
of derivatives, i.e., higher th a n  4. However, we believe th a t a  very large sam ple 
sizes are necessary before any advantage can be taken of these faster rates.
'toAssuming th e  A-dependence function be as given in equation (2.23) and the
tro , ^kernel K 2 be a s tan d ard  N orm al density function^ w e can work out the  required,
"tosam ple size for th e  local m ean square error^convergei to  a given value a  for the
estim ator ^ 2^ (0;). Using the  results (2.18) and  (2.19), we find th a t for the  local 
"tom ean square error^converge to  a  given value a ,  the  required sam ple size will be,
1 1
o; /  ’
where C2 =  nX V ar(Â "(w )), and  C3 ~  B ias(Â "(w ))/(2A ^).
For a  — 0.1 and  0.05, the  required sam ple size a t the  points 0 .1 ,0 .2 ,. . .  ,0 .9 
Zare given in T a b la i .  The increased size a t w =  0.1 and 0.9 m ay suggests th a t we 
have no t so lv ^ th e  boundary  problem s by using the E stim ato r (2).
We have seen th a t under very m ild conditions, we can achieve a reasonabl 
estim ator to  the  A-dependence function and  it s derivatives of the  bivariate ex­
trem e value d istribu tion . I t is no t supris'mj th a t we would require a ra th e r large 
sam ple for th e  estim ation of derivatives of A. The spikes near the  end points
43
shown in previous exam ples suggest a fu rther s tudy  of the kernel m ethod is re­
quired. However, we do ob ta in  estim ates w ithout spikes in exam ple given in later 
chapter.
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M .S.E.
(Jj 0.1 0.05
0.1 5 852 13920
0.2 1169 2780
0.3 1436 3416
0.4 4388 10440
0.5 6405 15230
0.6 4388 10440
0.7 1436 3416
0.8 1169 2780
0.9 5852 13920
T able.(2 .l) T he required sam ple size for the mean, squares er­
rors of A "  (w) equal to  0.1 and  0.05at the local points 0.1,0.2, 
. . . ,  0.9 w ith  A(w) =  +  (1 —
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Fig. (2.1) T he X„(a;) for the  Fox River.
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Fig. (2.2) T he kernel estim ator J l2 (w) for the Fox River, w ith  A=0.2.
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Fig. (2,3) T he kernel estim ator A \ ( oj) for the  Fox River, w ith  A—0.8
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Fig. (2.4) T he kernel estim ator A^^(w) for the Fox River, w ith  A=0.74.
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Fig. (2.5) T he kernel estim ator (w) for th e  Fox River, w ith  A=0.54.
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Fig. (2.6) T he convex hull of X„c(w) for the  Fox River.
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Fig. (2.7) The kernel estim ator i ? ( w ) ,  for the  Fox River, based on th e  sm oothing 
th e  convex hull Xnc(w), w ith  A =  0.3.
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Fig. (2.8) The kernel estim ator vîg^(w) for the Sheerness and  Kings Lynn, w ith 
A =  0.7.
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Fig. (2.9) The kernel estim ator for the  Sheerness and Kings Lynn , ex­
cluding the year 1965, w ith  A =  0.45.
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Fig. (2.10) The kernel estim ator ^ 2^ (0;) for the d a ta  sim ulated from  the  logistic 
dependence function, w ith  A=0.298. 50
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Fig. (2.11) The kernel estim ator 4 ? (^) for the sim ulated d a ta  based on sm ooth­
ing th e  convex hull, w ith  A= 0.3.
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C h a p ter  3. T estin g  o f  in d ep en d en ce
Assume th a t a  bivariate pair {X, T ) follows an extrem e value distribution. 
T he task  of testing  independence against the alternative of a general bivariate 
extrem e value d istribu tion  is no t trivial. In this chapter, we review some existing 
m ethods and  also propose two new approaches.
3 ,1 . In tr o d u ctio n
O ne of the  m ain problem  in studying the asym ptotic bivariate extrem e value 
theory  is testing  the  hypothesis of independence against the  alternative of a 
general b ivariate extrem e value d istribution . T he im portance of independence as 
the  asym ptotic lim it has been known since Geffroy (1958/59), Sibuya (1960) and 
M ardia  (1964).
Let ( X i , l i ) ,  i  =  l , . . . , n  be a sam ple from  a population. Geffroy proved 
th a t the  m axim a of com ponents X ^ax a-ud Xmax is asym ptotically  independent 
if
f ( X > a : , y > t / )
l - P ( X < x , Y < y )
w here and  Wy denote the right ends of x  and y.
Let p(%, v) be a function defined by
P ( X  > x , Y  > y) = p{F{x ,oo) ,F {oo ,y ) ) .
Sibuya has shown th a t if
p [ l - s , l - s )  as a 0 ,
s
then  Xmax and Ymax are asym ptotically independent. M ardia has proved th a t 
under a  m ild condition, the  four extrem es Xmin, X ^ax, and  Fmax are asym p­
totically  independent.
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I t has also been shown th a t m any parent d istributions are in the dom ain 
of a ttrac tio n  of independence. A n exam ple is a bivariate norm al d istribu tion  
w ith  correlation coefficient |/)| <  1. As the  condition is very general, tests for 
independence should play an  im portan t role in the application of the  theory of 
bivariate extrem es.
Different m ethods of testing  of independence in the  context of bivariate 
extrem e value theory have been proposed. Gumbel and G oldstein (1964) is among 
th e  earliest published work and  m ore recent work included Tiago de Oliveira 
(1984), Deheuvels (1980) and Tawn (1988). A vast range of techniques have 
been used. Here we make no a ttem p t to  com pare the efficiency of different tests, 
b u t only give a  review. Two new m ethods of testing independence will be given 
in th e  last section along w ith  num erical examples.
3 .2 . M eth o d s  o f  te s t in g  in d ep en d en ce
T here are th ree different kinds of tests in Gumbel and G oldstein (GG). One 
of these is d istribu tion  free and  the  o ther two are based on th e  assum ption of 
G um bel m argins. In  a  long series of papers, Tiago de Oliveira has considered 
th e  testing  techniques for the four known existing bivariate models, nam ely the 
logistic, m ixed, G um bel and  biextrem al models (refer to  C hapter 2). A more 
recent a ttem p t by Deheuvels is based on the  s tudy  of the  D-dependence function. 
Tawn also gives some asym ptotic results for the  non-sym m etric mixed model. We 
first s ta r t w ith  the  results given by GG.
3 .2 .1 . R ank  co rre la tio n  te s t
Let (X ,-,li) , i  — 1 , . . .  ,n  be the  observed pairs of sam ples and let m* and 
mj- b6* the  ranks of X,- and  Y,*. Define two new variables V{ and  W{ as
Vi =  E[^’(X ,)l = n  +  1 
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and
w* =  n F ( Y i ) ] m[-
T hen  (vi,Wi) are new sam ples which, under the null hypothesis of independence, 
are approxim ately uniform ly d istribu ted  on [0,l]x[0,lj,
GG show th a t if X{  and  Yi are independent, then  the  sam e holds for V{ and 
Wi, and  conversely. To exam ine independence against the alternative, a useful 
function is the p roduct
Pi — ViWi.
T he density function of pi when Vi and  Wi are independent is given as follows,
S-pH = - ln ( « ) ,  0 < u < l ,
w ith  d istribu tion  function
Gp(u) =  ii( l  — In(tt)).
GG suggests a te st to  the  observations for the  hypothesis of independence.
3 .2 .2  T h e  o c ta n t  t e s t  for  in d ep en d en ce
The second m ethod suggested by GG is based on the  comp ar is ion of the 
expected and th e  observed contents of the octan ts about the  m edians. The 
octan ts  are form ed by the co-ordinate axes w ith  center a t th e  population m edians 
x , y  0 Î X  and Y  respectively, the  diagonal y — x  and anti-diagonal y = 2x — x.
Thus we have to  find the  theoretical percentage of observations lying in each 
oc tan t abou t the  m edian, under the  assum ptions th a t th e  m argins of X  and Y  
are reduced Gum bel and  X  and  Y  are interchangeable.
U nder th e  null hypothesis of independence, the  theoretical contents for the 
lower left quadran t, X  < x  and  Y  < y,  and upper right quadrant, X  > x  and
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y  >  ÿ is 0.25 each and therefore each oc tan t in these two quadrants is 0.125. The 
theoretical m edians are x  =  —ln(ln(2)) =  y. The equation of the  anti-diagonal 
can be easily obtained  as
y  =  —2ln(ln(2)) — x.  (3.1)
T he probability  m ass under the  anti-diagonal can be obtained by considering the  
p robability  d istribu tion  ^  of X  +  y .  GG quote the result from  the  B ureau of 
S tan d a rd ’s Table (1953) as
< ^(-2 ln (ln (2 ))) =  0.45388.
We have already , nown th e  probability  mass of the lower left quarter is 0.25. 
Therefore the  rem aining two octan ts below the line (3.1) is equal to  (0.45388 — 
0.25)/2  =  0.10194, by sym m etry. Similarly, the  rem aining two quadrants about 
the  line (3.1) are given as 0.14806 each.
A fter all the  theoretical values of th e  octan ts have been obtained, a test 
of independence can be perform ed by com paring the  observed and theoretical 
values of the  octants.
3 .2 .3 . T h e  eq u ip ro b a b ility  t e s t  for in d ep en d en ce
T he th ird  te s t is the  equiprobability test, based on the  idea ^ as follows. Let 
f i { x )  and f 2 {x) be the  reduced m argins of X  and Y .  T hen the  equal probability 
curves under the  null hypothesis are
f i { x ) f 2 {y) — C =  constant.
They are closed curves centered abou t the  mode of X  and Y .  The constant C  
is chosen in such a  way th a t the  area between two successive curves correspond 
to  a given num erical difference, based on the  jo in t d istribu tion . A ssum é the  
m argins of X  and Y reduced Gumbel.
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For a given value C , we m ust calculate the  probability m ass F{x^ y) contained 
therein . Therefore, we have to  evaluate the  double integral
j  j  exp{—(æ +  e ® +  y +  e ^)}dxdy.'A
where A is th e  set of points x  and y  such th a t
exp{—(æ +  e"® +  y +  e“ ^)} >  C.
After som ew hat com plicated transform ation  (refer to  G G), the  double integral I  
has been found to be
1 =  f  ~ 2 C e ^ ^ ) ^ d e ,  (3.2)J
w here 6 =  (e“ ® +  e“ * ')/\/2  and  $i and  0 2  have to  be obta ined  by num erical 
integration. Thus (3,2) gives the  values of F {x ,y )  for a  given value of (7 =  
f i ( F } f 2 {y) under the null hypothesis. A stan d ard  te st can be perform ed by 
com paring the  expected observed num bers of observations in a  given interval of 
values of F{x^y).
3 .2 .4 . T estin g  o f  in d ep en d en ce  in  th e  fou r  k n ow n  p a ra m etr ic  m o d els
E stim ation  and  testing  of th e  hypothesis of independence under four p ara ­
m etric models (refer to  C hap ter 2) have been discussed on a  series of papers 
by Tiago de Oliveira (1962-63, 1980, 1984). We first give results on the two 
differentiable m odels, th e  logistic and m ixed models. Recall th a t th e  bivariate 
d istribu tion  function for the  logistic model w ith  Gumbel m argins is
G i(a;,^) =  exp ^ - ( e  i-e +  e i-^ )^  , 0 <  ^ <  1,
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and the  mixed model
G 2(a:,2/) = e x p | - e  -  e ^ ^  |  , 0 <  0 <  1.
In bo th  cases, ^ =  0 indicates the  case of independence. The score tests of 
— 0 vs ^ >  0 are given as follows. We first consider the  logistic model. For a 
sam ple size of n , the  log-likelihood function for the  logistic m odel is
L(B) =^ln { j ^ ( h ( x i , y i ) ) - ^ - ‘  +
t =  l  ^ /
n nXi +  Vi
t = l  t = l
w here h{xi^yi) — exp{— -f exp{—Y%}. T hen  the  rejection region for the 
locally m ost powerful te st of independence is
dL[B) I f \ ^
w here
v[x^y)  — ~  X ~  y  -\- xe~^  +  ye~^  +  (e~® +
+  ( e - =  +  e~^ -  2) ln(e~"= +  g - * ) ,
and  C  is a constant. It requires little  effort to  show th a t
E[v(a:,y)] =  0
and
Et[v‘^ [x^y)\ =  GO.
57
Hence the s tan d ard  central lim it theorem  cannot be applied. Tiago de Oliveira
suggests the region C be obtained  by sim ulating the X! Tawn
%(1988) gives the asym ptotic d istribu tion  of v(xt, yt). However, because of the  slow 
convergence ra te , sim ulation m ay still be the  m ost reliable practical technique.
For the  m ixed model the  rejection region is
n
Y 2 r { x i , y i )  > C l, 
i~ i
w here
r ( z ,y )  =  T Z T T - ^  -  7T7' , ..A, +(e» +  ey)3 (e® +  eî/)2 +  gV '
As in previous case, the  r{x,y)  has zero m ean and infinite variance, the region 
C l is suggested to  be obtained  by th e  sim ulation of ^  r{xij yi)!fi.
In the  cases of non-differentiable m odels, the  likelihood function does not 
exist. Recall th a t the  d istribu tion  for the  biextrem al model is
C 3(x ,y) =  exp { —m ax(e ^ (1 — 0)e *',e ^ )} . 0 <  ^ <  1
Tiago de Oliveira (1980) claims th a t the  best m ethod to estim ate 0 is by
6 =  m in(exp{yt -  z j ,  1),
w ith  variance being
Var(0) =
if ^ =  0.
T he test for independence a t level a , using 9 is to accept
Ho : 9 = 0, 'd ê < a ~ ^  — 1.
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Alternatively, note th a t the correlation coefficient of the  biextrgm al model 
is given by
T he te st of independence can be done, based on the fact th a t under the  null 
hypothesis of independence, the estim ated  sam ple correlation is asym ptotically 
norm al w ith m ean 0 and  variance 1/n .
Similarly, for the  Gumbel m odel, the  correlation coefficient is given by
T he te st of independence can be done by using the sam ple correlation coefficient 
as before.
So far, no sta tistica l decision procedure has been given for the  th ird  non- 
differentiable model, the  n a tu ra l model.
3 .2 .5 . T estin g  th e  in d ep en d en ce  b y  u s in g  th e  D -d e p e n d en ce  fu n ctio n
T he D -dependence function is defined as
D { F i{ x ) , F 2 ( y ) ) = F { x , y ) ,  (3.3)
w here D(-, •) is the jo in t d is tribu tion  function of X  and  F ,  and  Fi  and F 2 be
th e ir corresponding m arginal d istributions. Readers should not confuse this
function w ith the  A-dependence function nor the  y-dependence function.
In order D  for to  be the  dependence function of an  extrem e value d istribu­
tion, it has to  satisfy
,^2  ) — D (« i ,U2), Vi >  0. (3.4)
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In the  rest of th is section, we always assum e the D -dependence function of 
an extrem al pair (X , Y )  satisfies th is condition unless otherwise s ta ted . If X  and 
y  are independent then
=  F ^ ( x ) F M -  (3.5)
This m ay be useful in setting  up a test of independence. Deheuvels (1980) dis­
cussed a  test of independence based on the  m ultivariate em pirical D-dependence 
function. Here, we will only discuss the bivariate case.
D enote Fn(x ,y )  be the  jo in t em pirical d istribu tion  for (X , F ) . Then the 
em pirical dependence function D „ is defined as
D„(Din(æ),D2n(î/)) =  Fn(x, y ) .
T he Fin  and  F 2 n are th e  corresponding em pirical d istributions of X  and F . 
Note th a t the hypothesis of independence can be characterized by (3.5). De­
heuvels considered tests based on discrepency m easures of the  differences between 
^n (% ,^) and uv.  In his paper, the  following result is given:
For each e >  0, there exists an absolute constant Bg such th a t,  for each 
n , in the  independence case, if t  =  o (na) then
P (V ? ïm ax |D n ( —, —) ----^ \ >  t) < Be  exp{—(8 — e)(^}.
uniform ly in t.
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3 .3 . T w o n ew  m eth o d s  o f  te s t in g  in d ep en d en ce
T he tests of independence proposed by G G do no t specifically explore the 
b ivariate extreme value n a tu re  of the problem . T heir tests  are really general 
tests of independence in a bivariate family. We might expect to  construct a 
m ore powerful te st by restric ting  to  the  bivariate extrem e value family in the 
a lternative hypothesis.
Among all the tests we have discussed in previous section, only those dis­
cussed by Tiago de Oliveira have m ade use of this ex tra  inform ation and only by 
assum ing a  m ore restrictive param etric  fam ily th an  the  general class of bivariate 
extrem e value d istribu tion . Also, so far we know, there has been no practical 
application yet. In the  following, we propose two new m ethods of testing in­
dependence against the  general b ivariate extrem e value d istribution. Assume 
th roughou t the section th a t (X , Y )  are n  observed extrem al pairs w ith  reduced 
exponential m argins. F urther assum e th a t (X , F )  have jo in t survival function 
given as
P ( X  >  z , F  >  y) =  exp —(x +  y )A  ( —- — ).\ x Y y J
T his is the  representation given by Pickands (1981). We have already discussed 
th e  estim ation of the  A-dependence function in C hapter 2. Here we will ju s t 
recall th a t A(w) =  1, for 0 <  w <  1, if (X , F )  is independent.
Now, for a given value of w, A(w) can be estim ated by
X»(w) = n
T he estim ate X^(w) is th e  M LE of A(cu) a t a  fixed point w. It is therefore natu ra l 
to  consider a test of independence based on the  discrepancy m easures based on 
the  difference between X»(w) and  A(w) =  1, under the  null hypothesis.
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Denote
L n {^ )  =  V ^(A(w) -  Xn(w))
and the  vector
-^«(0) =  (L n (w i) ,.. .,Pn(wA:))^.
Then
i.(n) = vÆA(.A(n),x„(n))ÿ(A(n),x„(n)),
w here A (A (n ) ,X n (0 ))  is a  diagonal m a trix  w ith  entries A(oji)X„(oj,) and
w (A (n ),A :„ (n ))  =
X „ ( w i )  A ( w i ) ’ ‘ " ’ JVT4wfc)  Ai<^k)J  ■
Since Xn(w) is a consistent estim ator of A(a;),/
A ( A ( o ) ,x „ ( n ) )  ^  A (A (n ) ,A (n ))
and
SE'(A(n), X„(n)) N { 0 ,  S ), as n - ^ o o ,
where N  denotes a ^-dim ensional N orm ally d istribu ted  random  vector w ith zero 
m eans and covariance m a trix  S w ith  entries
w w
T he Zi{(jj) is i.i.d. Exponential random  variable w ith  m ean l/A (w ). Sm ith (1985) 
gives the  S{j as
X _  1 ~  1 1  1 1
l - i O i A ^ { u j )  wy A^(wg) w y ( l  -  Wt) A 2(w )
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and
Var(2,M) =
T hen, by the Slutsky (1925) theorem ,
t „ ( n )  ^  jv ( o ,s ') ,
w here S ' has entries
S'/y =  A(wt)A(wy) corr(F/(w i),F/(w y)).
U nder the null hypothesis of independence,
A(w) =  1, for all w,
and
COTl{Zl{Lüi),Zl{uJj)) = cov{Zi{uji),Zi{(jj)).
T he finite dim ensional d istribu tion  of L„(w ), for any given num ber of fc, converges 
in d istribu tion  to  a A-dimensional N orm al process, jL(w) say, w ith  zero means and 
CO variance
To show th a t L,^(w) converges weakly to  L{u)  in C[A, 1 —A], A >  0 , the space 
of continuous functions on [A, 1 — A] w ith  sup-norm  topology, we need to  show 
th a t  there exists constants 7  >  0 and  a  > 1 and a non-decreasing continuous 
function $  on [A, 1 — A], such th a t,
E [ |L „ ( w  + h ) -  i „ ( w ) p ]  <  | $ ( w  +  h ) -
holds f o r A < w < w  +  A < l  — A. (Billingsley, 1968, p95, Th. 12.3)
By taking 7 =  2, we get
63
E [( i„ (w  + h ) -  £„(«))=“] =  nE [(X „(w ) -  X„(w +  A))^]
<  2h^
w (l — w) A(l — w)
A y 1 — (w -f- /t) 1 — w
Hence, there exists a  ~  2 and  $(w ) =  1 /(1  — w). Therefore, L„(w) converges 
weakly to L(w) in C[A, 1 — A]. This weak convergence does no t hold a t A =  0. So 
far we are unsuccessful in proving tightness on the whole interval [O, l].
By th e  invariant property  of weak convergence,
supL „(w ) supL (w ).
Therefore, th e  sta tis tica l behaviour of sup Lyi(w) can be estim ated  by supL(w ), 
T he null hypothesis of independence will be rejected in favour of the alternative 
a t the  100cK% level when
s u p v ^ ( l  -  X „(w)) >  F{1 -  a ) , 
w here F  is the  d istribu tion  funetion of the  supL(w ).
However, from  the  co variance s tru c tu re  as given in equation (3.6), the 
L(w) is a non-stationary  G aussian process. No published work to solve sim ilar 
problem s can be im m ediately applied for th is particu lar covariance struc tu re  or 
even adap ted  to cover th is case. As a result of this difficulty, we will have to 
s tudy  th e  ta il behaviour of the d istribu tion  of sup Z/(w) by sim ulation.
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Let Wt =  X i ! ( X i  +  Yi), i  = he  the cross-over points of the  extrem al
pairs ( X ,y ) .  A rrange th e  in increaxsing m agnitude such th a t  <  W(y) for 
i  < j .  From the  definition of X „(w ), it is no t difficult to show th a t if there is 
a  s traigh t line, say, joining two points and
then
Xn(w) — Xft(w) > 0 ,  Vw G [w(i),W(yjJ.
Therefore,
supL „(w ) =  m ax Ln((^Ju)).
This makes the sim ulation m ore simple. The sim ulated results are sum m arized in 
Table (3.1). T he sim ulation s tudy  involves generating 100,000 replications of the 
process m axL„,(w(t)). The Xn(w) calculated from  simulation are adjusted  such 
th a t min(w, 1 — w) <  Xn(w) <  1. This is the  defined region of th e  A-dependence 
function.
T he second m ethod of testing  independence of bivar la te  extrem al pairs is 
based on the d istribu tion  of th e  cross-over points oji, as defined before. Now, let 
W  = X ! [ X  +  y ) ,  then  W  is a  random  variable w ith  d istribu tion  function
P (W  <  w) =  w +  w ( l - w ) ^ ^ ^ ,  0 <  w <  1. (3.7)
If (X ,y )  is independent, A(w) =  1 and  A^(w) =  0. T hen  the  cross-over 
points W  are uniform ly d istribu ted  on [0,1]. T he converse is also true. To ex­
am ine the  hypothesis of independence, we can com pare the  d istribu tion  function 
of W  under the null hypothesis, which is a s traigh t line, against the estim ated 
d istribu tion  (3.7). T he estim ated  function of (3.7) can be obtained  by replacing 
the A(w) and A^(w) by the ir kernel estim ators as given in C hapter 2.
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3 .4 . N u m e r ica l ex a m p les
Two examples illustrate  th e  use of the two tests of independence against the 
alternative of a general bivariate extrem e value d istribution. The first series of 
d a ta  consists of the  oldest ages a t death  of m en and women in Sweden for the 
period  1905-1958. T he first th ree m entioned m ethods of testing  independence 
have been applied to  th is d a ta  set by gum bel and G oldstein (1964). T he second 
d a ta  set consists 33 years of the floods of the Fox River, given in Gum bel and 
M ustafi (1967), from  an  upstream  and a dow nstream  station .
We first look a t the  ages data . The distribution  function of a  Generalized 
E xtrem e Value D istribu tion  w ith  a  linear trend  is given as
G{x;p,l3,<T,k) = e x p  I - ( l ~  k  (  - — \  (3.8)
This d istribu tion  is fitted  to  each m en and women d a ta  set and  then  transform ed 
to  s tan d ard  negative Exponential d istribution. Table (3.2) gives the m axim um  
likelihood estim ators for each d a ta  set. The estim ated value of the  trend  pa­
ram eter /? in m en age d a ta  set is 2.365 and in women age d a ta  set it is 2.209. 
T he s tan d ard  error in each case is 0.584 and 0.541 respectively. The existence 
of the  linear trend  is significant. Note th a t,  in Gumbel and  Goldstein, they as­
sum ed the  m argins to  be G um bel w ithout considering a trend . Assuming the 
pa ir of d a ta  follow a b ivariate extrem e value d istribu tion . F ig .(3.1) gives the plot 
of the  X „(w ). The curve is very rough and X,^(w) >  1 for p a r t of its range, it is 
preferred to  sm ooth  the  convex hull ra th e r th an  the X,^(w) itself. F ig .(3.2) and 
F ig .(3.3) give the  kernel estim ation of A(w) and  A^(w) respectively.
The m inim um  value of X„(w) has found to be equal to  0.935. Using the 
results from  Table (3.1) w ith  a sam ple size approxim ated to  50, we get
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m axL „(w ) =  y/n{ l  -  0.935) =  0.477 
<C to.2 ^  0.8.
Therefore we accept the  null hypothesis of independence a t 20% level. Note th a t 
it is no t necessary to  sm ooth the X„(w) for testing by th is m ethod.
The estim ated  d istribu tion  function of W  is shown against th e  theoretical 
diagonal in th e  case of independence in F ig .(3.4). The agreem ent between two 
curves suggest the  null hypothesis of independence for the  oldest ages between 
m en and  women is no t invalid.
Each m argin  of the  Fox river d a ta  is fitted  w ith  a Generalised Extrem e Value 
m odel and  then  transform ed to  s tan d ard  exponential. T he plots of X „(w), the 
kernel estim ates of A(w) and  A^(w) have already been given in F igs.(2.1), (2.2) 
and  (2.3) of C hapter 2.
As in previous exam ple, th e  estim ated d istribu tion  function of W  is given in 
Fig. (3.5). T he departu re  of the  estim ated curve from  the diagonal line indicated 
th a t  th e  Fox river d a ta  are dependent in the  family of b ivariate estrem e value. 
Also, th e  minimum value of Xn(w) has been found to be 0,66. T hen a t the 
significance level 0.1%,
m ax Lrt(w) =  y /n[ l  — 0.66) =  1.9532 
>  fo.ooi ~  l.G,
from  Table (3.1) w ith  sam ple size taken to  be 30. This confirms the rejection of 
null hypothesis is in favour of the  alternative.
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3 .5 . S u m m a ry  an d  co n c lu s io n
In th is chapter, we have proposed two new tests of testing  the hypothesis 
of independence. T he tests are restric ted  to  the  bivariate extrem e value family 
in the  alternative hypothesis. This should give the tests m ore power th an  the 
general testing of independence.
T he process JSri(w) =  \A ï( l — has been found to converge to  a Gaus­
sian process. U nfortunately, due to  the non-stationary  s truc tu re  of the  covariance 
function of the  process, th e  behaviour of th e  d istribu tion  function of th e  process 
supjLn,(w) can only be estim ated  by sim ulating the  Xn(w). Sim ulated results for 
different sam ple sizes are included. In practice, one m ay only need to  estim ate 
th e  lowest value of the  Xn{tj)  in  order to  perform  the test.
The second te s t of independence is designed base on the  fact th a t the  cross­
over points of b ivariate extrem e pairs are d istribu ted  uniform ly on [O, l] under 
the  null hypothesis of independence. Therefore, one only have to exam ine the  
linearity  of the  d istribu tion  function of th e  cross-over points. T he d istribu tion  
function can be estim ated  by using the  kernel estim ates as given in C hap ter 2.
We have no t trea ted  the testing  of independence for m ultivariate extrem e 
data . It would be very difficult to  extend the two new tests to  the  higher dim en­
sions case. However, Tiago de Oliveira (1962/63) shows th a t the com ponents 
of norrnalized m axim a are independent in a rb itra ry  dim ensions, if and only if the 
bivariate m arginals are asym ptotically  independent. Therefore, in practice, we 
only have to  apply one of the  tests  to  each m arginal pair.=.
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Exceedance levels a
n 0.2 0.15 0.1 0.05
30 0.8439 0.9188 1,0218 1.525
40 0.8489 0.9279 1.0257 1.1744
50 0.8558 0.9410 1.0580 1.2031
75 0.8677 0.9567 1.0589 1.2136
100 0.8768 0.9667 1.0763 1.2533
125 0.8699 0.9615 1.0800 1.2624
150 0.8783 0.9816 1.1018 1.2887
200 0.8898 0.9919 1.1042 1.3009
Exceedance levels a
n 0.025 0.010 0.005 0.001
30 1.2671 1.4097 1.4975 1.6266
40 1.3024 1.4374 1.5341 1.6813
50 1.3277 1.4566 1.5728 1.7445
75 1.3576 1.5086 1.5923 1.7874
100 1.4024 1.5582 1.6570 1.8729
125 1.4064 1.5651 1.7104 1.9770
150 1.4520 1.6041 1.7227 1.9272
200 1.4738 1.6795 1.8410 2.0241
Table (3.1) Sim ulated results for th e  exceedance levels of th e  process L„(w): 
y / n ( l  — X n(w)).
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param eters m en women
jX 101.413 (0.364) 102.848 (0.337)
4  2.365 (0.584) 2.209 (0.541)
k  0.090 (0.127) 0.138 (0.124)
a  1.257 (0.146) 1.157 (0.134)
Table (3.2) M axim um  likelihood estim ates for the  age data .
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Fig. (3.1) T he for the  m en and women age da ta .
X I Q -100
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Fig. (3.2) T he kernel estim ator of Ag(w) for the  age d a ta , based on sm oothing 
the  convex hull Xnc(<^).
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X lQ -1
-2
-6
- 8 .
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Fig. (3.3) T he kernel estim ator of ^^(w ) for th e  age d a ta , based on sm oothing 
the  convex hull Xnc(w)*
X I O - 1
XIO 10
Fig. (3.4) The estim ated d istribu tion  function of W  against the  theoretical diag­
onal in the case of independent for the  m en and women age data .
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X I O -11
X I O
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Fig. (3.5) T he estim ated  d istribu tion  function of W  against th e  theoretical diag­
onal in th e  case of independent for th e  Fox river data .
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C h a p ter  4 . M u ltiv a r ia te  ex tre m e  v a lu e  d is tr ib u tio n
M ost of th e  discussion on the bivariate extrem e value distribu tions in C hap­
te r  2 can be extended to  m ultivariate situations, a t least in principle. In th is 
chap ter, we will present a kernel estim ation for the  ^-dependence function of 
a p-dim ensional extrem e value d istribution . An exam ple of estim ating a  3- 
dim ensional extrem e value d istribu tion  is also included.
4 .1 . M u ltiv a r ia te  e x te n s io n
A ssume Y  =  (Y i, . . . , Yp) is a  p-dim ensional random  vector w ith  reduced 
E xponential m argins. T he equations (2.6) and (2.7) in C hap ter 2 define the  
Pickands representation of b ivariate extrem e value d istribu tion  and the A- 
dependence function. In th e  m ultivariate case, these equations can be w ritten  in 
th e  form
( 4 . )
w here Y  =  (Y i,. . . ,  Y^), y  =  ( î / i , . . . ,  2/p) E and the  operations for Y  >  y  are 
taken  com ponentwise. T he A-dependence function is now defined as
A (0 )  =  /  max(gtu;t)d<j^(q), (4,2)JSp ‘
w ith  <l> a finite m easure on th e  sim plex
p
Sp — {ci=  (gi,...,9p) 'Qi > =  l}-
t= i
T he A is a convex function of Q =  (w i, . . . ,  Wp) w ith  f2 6  «Sp. As in the  bivariate 
case, analogous to  the A-dependence function is the  g -dependence function as 
defined in C hapter 2, Section 3. D enote X  =  ( X i , . . .  ,X p) as the  p-dim ensional
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random  variable w ith  reduced G um bel m argins. Then, the  m ultivariate extrem e 
value d istribu tion  function is given as,
P ( X  <  x) =  e x p j -  -  a ; i , . . .  -  æi) | ,
 ^ t= i ^
w here x  =  ( x i , . . .  jXp) E T he inequality (2.4) in C hapter 2 can be w ritten
as
exp ""‘ I  <  P (X  < x )  <  e x p { -e x p { -m in x j} } .  
 ^ t= i J *
Taking n a tu ra l logrithm  and  dividing each te rm  by — JI! e we get,
1 \ _ maxt-e” ®*' 11 ^  9\^2  ®l) ^  Y^p ^U i= i e P
W riting Wz =  — x i,  . . . ,  Wp =  Xp — x i ,  —oo <  w,- <  oo, we have,
 w
w hich implies p (d :oo ,. . . ,  ±oo) =  1.
The general characterisa tion  of th e  g'-dependence function in the m ultivari­
a te  ccise is as yet unknow n. As in bivariate case, the  relationship between g-
dependence and  A -dependence function can be given as,
A (c .i ,. . . ,« p ) =  9 ( in  ( ^ )  , In ( ^ )  ,• • • , ln  ( ^ ) )  . (4.4)
Note th a t, in general, we can represent the  A (0 ) by A(w2, . . .  ,Wp) since 
— 1- T he g in (4.3) can be replaced by A as,
i  <  m a x (w i,. . . , Up) < A (0 )  <  1.
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4 .2 . E s t im a tio n  o f  th e  m u ltiv a r ia te  ex trem e va lu e  d is tr ib u tio n
In the  param etric  case, some of the  bivariate models can be extended to 
higher dim ension. For exam ple, the  logistic model in p-dim ensions is given as 
(Gum bel, 1960),
A (n ) =  , r  >  1. (4.5)
This provides a s ta rting  point in m ultivariate extrem e vw ne theory. However, 
th is model has a serious restric tion , namely, the  dependence is restric ted  to being 
the  sam e between each bivariate pair. This would not be very realistic in practice.
T he Biextrem al and  G um bel models have also been extended to  m ulti­
extrem al and m ulti-G um bel in Tiago de Oliveira (1980). S tatistical procedures 
for these models have not been developed yet.
A m ore general model is the  p-dim ensional generalization of the  non- 
sym m etric logistic m odel.
< 1 ,  r > 1.
f  P  \  7  P
A (fî) =  < y^(^tWt)^ > +  ^ ( ^ p  — ^t)wt 4-1 — ^p, 0 <&i
M=1  ^ t=l
This m odel is has been developed, see Sm ith et al. (1987).
As in the b ivariate case, we can estim ate the  dependence function by using 
the  kernel m ethod. T he random  variable
\  Ui W2 Up J
Yu ^  Yp,
has an  Exponential d is tribu tion  w ith  m ean 1 /A (0 ). As in bivarj&,te case,a crude 
estim ator of A (0 )  is the  reciprocal of the sam ple m ean of Z t(0 ) ,  say X n (0 ) ,
nXn(n)
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Denotg*
n  =
where Lp =  1 +  +  - "  +  e~^p . The X n (0 )  is also a  crude estim ator to the
gr-dependence function evaluated a t (cDi,. . .  ,û)p). The function A  is defined on a 
sim plex, hence subject to  awkward boundary  conditions. Therefore it is easier 
to  work w ith  g for th e  sm oothing p a rt. However, g is m ore difiicult to  work w ith 
from  the  point of view of checking validity function as there is no analogue of the 
convexity property  which characterises A.  Thus the proposal is to  sm ooth the 
Xn(H5) by the kernel m ethod, and  th en  transform  back to  form  a kernel estim ate
i(n).
Let be the  kernel estim ate of the  g- dependence function, such th a t 
ÿ(Ô) — —   ^ X „(u )iT  du ,
w here u  =  (%2, • • •, and X (v ) is a (p — 1)- dim ensional kernel function, which 
is sym m etric and  differentiable as in the  bivariate case.The A is the  w indow-width 
to  be chosen.
Using the identity  (4.4), (s))
=  (4.6)
w here v „  =  (ln (w i/w 2) — %2, - -. ,ln(w i/w p) — Up). Equation (4.6) is exactly the 
generalisation of the  K 2  kernel in the  bivariate case.
Unlike the bivariate case, there  is no direct in terp reta tion  of the  derivatives 
of A.  We therefore only work w ith  A.  However, if derivatives of A  are required, 
they  can be obta ined  form  the equation (4.6) which is differentiable subject to 
the  choice of the  kernel function.
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4 .3 . N u m e r ic a l ex a m p les
T he F ig .(4.1) gives the contour plot for the A-dependence function of the 
logistic model, as given in (4.5) w ith  r  taken the value 2.5. T he position of the 
poin t (%, v) in the  p lo t is the intersection point of two lines, one of which passes 
th rough  u  on W2-axis and  parallel to  the  ws-axis; the o ther passes through v on wg- 
axis and parallel to  the Wg-axis. The corresponding g raph  for the p-dependence 
function is given in F ig .(4.2).
In the  next exam ple, we exam ine the  dependence stru c tu re  of annual m ax­
im um  sea levels a t ports  Kings Lynn, Southend and Sheerness, 41 years of da ta  
betw een 1930 and  1978 being available. In  the  exam ple of C hap ter 2, we have 
already exam ined the  dependence stru c tu re  between Kings Lynn and Sheerness 
for a longer period of time.
T he GEV d istribu tion  is fitted  to each m argin and  th en  transform ed to  
Exponential. For Kings Lynn, we have k  =  —0.152, jH =  4.611 and à  ~  0.194; 
for Southend, we have —0.025, 3.536 and  0.199 and for Sheerness, we have 0.012, 
3.457 and  0.229. T he estim ated  k  values are very sm all in each case. This 
suggests th a t we m ay fit the  Gum bel d istribu tion  to  each m argin. However, this 
will only slightly dlfect the  final result.
F igs.(4.3), (4.4) and  (4.5) show th e  Pickands estim ator Xn(u>) of each pair. 
F ig .(4.6) gives the  contour p lo t of the  trivariate  estim ate Xn^(wi,W2,wg) w ith 
th e  vertical axis as the  dependence function of Sheerness and Kings Lynn; the 
upper axis is Kings Lynn and  Southend and  the lower aixs is Sheer ness and 
Southend. The contour plot is very rough, especially around th e  upper corner. 
We suspect th is is due to  the  possible outlier in 1965, which was identified in the 
exam ple of C hapter 2. F ig .(4.7) gives the  contour plot of the kernel estim ator 
of A(wi, W2, wg). T he contour plot is sm oother b u t still has problem s a t the top
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corner. The kernel function is taken to  be,
f ”  %2), if x l~ \ rx l  < 1;
K { x i ,X2)  =  <
(  0, otherwise.
T he choice of th is kernel is only a m a tte r of convenience. T he window-width in 
th is case is taken as X =  0.85.
Now, the 1965 year of d a tu m  for each location are excluded and  all the  
param eters of each m argin are re-estim ated. F igs.(4.8), (4.9) and  (4.10) give the 
kernel estim ator of A{w)  for each b ivariate pair. The trivaria te  estim ator is given 
in F ig .(4 .1 l) for Xw(wi,cv2, wg) and  Fig.(4.12) for th e  trivaria te  kernel estim ator 
w ith  A =  0.85. The estim ate is much m ore sm oother th a n  before. Note th a t the 
outlier does no t effect the  rela tion  between Southend and  Sheerness.
4 .4 . F u rth er d iscu ssio n
In th is chapter, we have exam ined the  possibility of extending the kernel 
estim ator of th e  dependence function of the  bivariate extrem e value d istribu tion  
to  m ulti-dim ensional case. I t is very difficult to  ob ta in  the  asym ptotic m ean 
squares error for th e  estim ator Â  in m ulti-dim ensional case. We only know th a t 
th e  bias and  variance are of order 0 (/i^ ), and  do no t know th e  convergence ra te  of 
the  estim ators for the partia l derivatives. T he choice of a  su itab le w indow-width 
is becom ing m ore difficult in th e  m ulti-dim ensional analysis. In principle, some 
of th e  window-width finding techniques m entioned in C hap ter 1 can be extended 
to  m ulti-dim ensional case. However, it could take a long com putational tim e and 
would be difficult to  justify  the  perform ance in practice.
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Fig. (4.1) The contour plot for the  A-dependence function of the  logistic model 
w ith  r =  2.5.
0 .0 3 3
Fig. (4.2) The contour plot for th e  gr-dependence function of th e  logistic model 
w ith  r  =  2.5.
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Fig- (4.3) T he estim ator X n {u )  for Sheerness and Southend.
X I O '
10
10
X I O
Fig. (4.4) The estim ator Xn(w) for Sheerness and Kings Lynn.
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1
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Fig. (4.5) T he estim ator X„(w) for Kings Lynn and  Southend.
#.#7#
Fig. (4.6) The contour p lo t of the  ^^(w g .w s) for Sheerness , Kings Lynn 
Southend.
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Fig. (4.7) T he contour plot of the  kernel estim ator of for Sheerness ,
K ings Lynn and Southend w ith  A =  0.85.
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Fig. (4.8) The kernel estim ator of A{u)  for Sheerness and Southend, w ith  A 
0.3.
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Fig. (4.9) T he kernel estim ator of A(w) for Sheerness and  Kings Lynn, w ith  
0.55.
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Fig. (4.10) T he kernel estim ator of A{lo) for Kings Lynn and Southend, w ith A
=  0.35.
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Fig. (4.11) T he contour p lo t of X n ( ^ 2 ,<^ 3 ) Sheerness, Kings Lynn and 
Southend.
V
Fig. (4.12) The contour plot of th e  kernel estim ator of A(u2 yOJs) for Sheerness,
Kings Lynn and Southend, w ith  A =  0.85.
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C h a p ter  5. N o n -G a u ss îa n  a u to reg ress iv e  t im e  series m o d e ls
We first review some non-G aussian autoregressive tim e series m odels. An 
alternative construction of a  first order autoregressive tim e series w ith  exponen­
tia l m arginal d istribu tion  is suggested. The new model can cap tu re  directionality 
and  this is illustrated  by sim ulations. The application of th e  new m odel to  some 
wave heights d a ta  illustrates the  difficulty of non-G aussian tim e series modelling 
on one hand; on the  o ther hand , we have also achieved some encouraging results.
5 .1 , In tr o d u ctio n
In the  p ast few years, tim e series analysis has moved in a  new direction, 
nam ely tow ards th e  area of non-linear and non-G aussian series. M uch work 
has already been done for linear G aussian models and  there have been many 
successes in applications, e.g. see Box and  Jenkins (1970). By constrast, the 
s tudy  of th e  non-linear G aussian models is still in its early stages. T here are 
even fewer contributions to  th e  s tudy  of non-G aussian tim e series.
There are  aspects of some observed tim e series which are no t satisfactorily 
represented by linear tim e series models. For exam ple, no linear G aussian model 
can explain properly  the  saw -tooth cycles apparent in th e  Canad»Vn Lynx d a ta  
(see, e.g. Cam pbell and  W alker (1977)), irreversibility in river flow d a ta  (see, e.g. 
Law rance and  K ottegoda (1977)) and m any other tim e series in environm ental 
study.
A classical approach for an  observed non-G aussian tim e series is to transform  
th e  d a ta  approxim ately to  G aussian by power transform ation . This approach 
m ay be unsatisfactory, because th e  linear model implies th a t the  jo in t d istribu tion  
of the  tim e series is a  m ultivariate G aussian. Furtherm ore, if the  original d a ta  are 
s ta tionary  b u t tim e irreversible, then  this irreversibility m ay still be reta ined  after 
th e  power transform ation  and  cannot be explained by linear G aussian models.
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We will no t repea t the  general results for the linear G aussian tim e series 
m odels as they can be found in m any tex t books. We will only em phasize three 
m ain  features of the  sta tionary  G aussian linear model. T hey are (a) it is a  linear 
model; (b) the  tim e series variables are G aussian d istribu ted  if th e  random  shocks 
or residuals are G aussian d istribu ted ; (c) the model is tim e reversible.
A few models have been proposed based on the  departu re  of (a) and  (c), 
b u t no t very much has been done for (b). This m ay be possibly because non- 
G aussian tim e series models are very com plicated. In next two sections, we will 
give a  brief review of some of the  existing models.
5 .2 . N o n -lin ea r  G a u ss ia n  m o d e ls
Two im portan t types of non-linear G aussian autoregressive models have been 
proposed. Each of th e  types describes a special (type of) non-linearity. Let X t  
denote a  sequence of tim e series variables. T he models are given as follows:
(i) Threshold autoregressive models
X t  +  a !{^ X t_ t  +  - • • +  a f'^ X t-k  =
if X t i . . . , X t - k  E i  =  1 , . . .  ,p , The are given regions of the k- 
dim ensional Euclidean space T(^). T he are independent G aussian variables.
These models are in troduced by Tong (1978) and Tong and  Lim (1980). An 
im portan t p roperty  of these models is th a t  under suitable conditions, they can 
give rise to  lim it cycle behaviour. Consequently, they form  an  interesting class 
of non-linear models for ‘cyclical’ data .
(ii) Exponential autoregressive models
X t  — (tti -\- Oie '^^*-^)Xt—x +  —  +  (îTfc +
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w here et are assum ed to  be independent G aussian random  variables. This model 
was in troduced by Haggan and  Ozaki (1981). The models are  designed to  ex­
h ib it some non-linear variation features such as jum p phenom ena and lim it cycle 
behaviour.
Priestley  (1980,1982) proposed a  class of ‘sta te-dependen t’ models, which 
includes all th e  above non-linear models. P riestley’s approach has the ad­
vantage of providing a  very broad  class of models, b u t a t th e  cost of greater 
com plications in m odel selection.
5 .3 . N o n -lin e a r  a n d  n o n -G a u ss ia n  m o d els
Several non-linear autoregressive tim e series models w ith  non-G aussian 
m arginal d istribu tions have been proposed. They include E xponential and 
G am m a d istributions. For exam ples, see Gaver and Lewis (1980), Lewis (1981), 
M ackenzie (1982) or Lawrance (1982).
T he sim plest and  m ost analytically  trac tab le  d istribu tion  o ther th a n  Gaus­
sian is p robably  th e  Exponential d istribution . Exponential variables can be tran s­
form ed into d istribu tions which are m ore or less skewed th a n  the  Exponential, 
e.g. W eibull d istribu tion . I t should also be noted th a t a  tim e series of m arginal 
uniform ly d istribu ted  random  variable can be obtained by exponential transfor­
m ation  of tim e series w ith  Exponentially d istribu ted  varaiables and  then  such a 
uniform  process can be used to  generate tim e series w ith  o ther desired m arginal 
d istribu tions. Therefore if we are looking for non-G aussian tim e series models, 
th e  E xponential d is tribu tion  is a  n a tu ra l choice for the m arginal d istribu tion .
A class of tim e series models w ith m arginal Exponential d istribu tion  has 
been proposed by Lawrance and  Lewis (LL) in the  past ten  years. They first 
proposed th e  EA R  models (LL, 1980), b u t its innovation variable has a  zero 
com ponent. Such runs are rarely  observed in n a tu ra l d a ta  and  th is makes the
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model hard  to  justify. A broader extension call the NEAR m odel is proposed 
by LL (1980) and  Lawrance (1980), also la te r reviewed by R aftery  (1982). The 
analysis of the  s tru c tu re  of th e  m odels was given in LL (1985).
The N EA R (2) m odel proposed by Lawrance (1980) is defined as follows,
' w .p. «1
X t  = < /?2-ATt_2 w .p. «2 +
. 0 w .p. 1 — «1 — «2
w here « i , «2 >  0, o:i +  0:2 <  1, 0 <  /?i,/?2 <  1 and
' E t ,  w .p. I - P 2 - P 3;
e:* =  < b2 Et ,  w .p. p 2 ',
. bzEt,  w .p. p3.
T he Et  is a sequence of i.i.d. s tan d ard  exponential random  variables. The form 
of the  £t is chosen to  ensure th a t  the  m arginal d istribution  of the  sequence X t  
be Exponential w ith  m ean 1.
The values of 62, 63,^2 and  ps are given by
0 <  63 =  <  6 , =  i ± i £ l z ± ) i  <  1,
— (o^l^l d~ <^2/^2)^2 +  (<%1 +  Oi2)Pl/^2 
^  (62 — 63) (1 — 62)
P3 (oil +  0^2)Pi P2 — +  (X202)bz(62 “  6s ) ( l  — 6 — 3)
5 -  (1 -- ai)/3i  +  (1 -  « 2)/?2,
r  =  (1 -  «1 -  <X2 )PlP 2 ‘ 
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T he NEAR(2) m odel Is a  d irect generalization of the  N ear(l) m odel (LL, 1981). 
T he new model has the  sam e second order Yule-Walker equations as the  s tandard  
AR(2) model. I t is non-linear in th e  sense th a t the coefficient are random . In 
addition it is not reversible in tim e.
LL (1985) show th a t the  first two autocorrelation, pi  and  p 2 say, of the 
process are given by
Oi
P l ~ Z  , P2 =  0 , 1 9 1 + ^ 2 ,1 — 02
w here a\  — otiPi and  02 =  0:2^ 2• This is used to  obtained estim ates of a\  and 
«2» b u t there appears no direct way to  estim ate all the  four param eters « 1, 0:2, 
and  P2 •
T he conditional density of X t  given values of r  <  ( is given as
=  Ç Ç  ,
w ith
P i  =  1  —  P i  —  P 2 ,  h i  =  1 ,  « 3  =  1  —  0:1  —  « 2 ,  P z  —  O j
and
{ €-*, a: > 0;
^(x) =  -j
[ 0, X < 0.
Fixing th e  d a ta  points X i , . . . ,  we m ay consider th a t
n
L {a u C i2 ,P u p 2 )  =  n  (5.1)
t = 3
defining a  condition^likelihood function for the  param eters « 1, 0:2, A  and  p 2 given 
X i and  X 2. T he full likelihood function can be obtained by m ultiplying th e  jo in t 
density of X i and X 2 to  the  conditional likelihood function  ^ (5.1). However, this 
full likelihood function has no t m uch use in practice because the jo in t density
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of X i  and  X 2 in th is case is usually unknown or difficult to  specify. Therefore, 
inference is based on the  conditional likelihood (5.1),
T he likelihood function (5.1) is highly discontinuous whenever Pi  — 
X t / X t - i ,  or p 2 =  X t / X t - 2  for some t. Exam ples can be found in Sm ith (1986). 
T his m eans th a t the  function will have many local m axim a and  th a t standard  
m ethods of op tim isation and inference do no t apply. T he difficulties of the m ax­
im um  likelihood estim ation for the  param eters of N EA R (2) model are discussed 
on S m ith ’s paper. T he NEAR(2) model has been applied to  analyse w ind velocity 
d a ta  in LL (1985).
5 .4 . A  n ew  t im e  series m o d e l
So far, m ost of th e  proposed tim e series models are param etric. T heir con­
struction  is on a  local linear or non-linear com bination of previous observation 
and  random  shocks w ith  finite num ber of param eters. We now look into an  alter­
native approach to  construct an  autoregressive model w ith  m arginal exponential 
d istribu tion .
T he alternative approach we have studied is based on a  very broad  idea, 
suggested in L inhart (1970), of pu tting  various m ultivariate d istribu tions into 
th e  usual form  of the  n-fold jo in t d istribu tion  obtained under the  assum ption of 
M arkov dependence. Let {X*} denote a sequence of tim e series variable w ith 
jo in t density function / ( x * , . . . ,  x*+t) for X *,. . . ,  Xi+fc. Assume X* follows the 
first o rder M arkov property. T hen  for any p,
/ ( x j ,  , Xp) =  /(x p jx i ,  , X p _ i) /(x i , . . .  , Xp_i)
p
=  (5.2)
t=2
w here /(xi|xy) is the conditional density of X* given the  value of Xy. The
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probability  s tru c tu re  of th is first order autoregressive process {Xf} is com pletely 
specified if we are given the  jo in t d istribu tion  of X$ and X ^_i.
Here we assum e th a t th e  {X^} has a m arginal s tan d ard  Exponential d istri­
bu tion . T he extensive s tudy  of m ultivariate Exponential d istribu tion  in recent 
years has resulted  a w ide choice of d istribu tions to  consider. In the  previous 
chap ter, we have already discussed or m entioned some of the  b ivariate Expo­
nential d istributions. Johnson and  K otz (1972, Ch.41), Basu and  Block (1975), 
B arn e tt (1985) and  G alam bos (1987) also give a review on some bivariate or mul­
tivariate  Exponential d istribu tions. However, m ost of these d istributions either 
have discontinuous density function, or a  very restric ted  correlation structu re , or 
are  difficult to  extend to  higher dim ensions. This suggests we need to  look for 
a lternative d istribu tions w ithou t these undesirable features.
Among the  families of all jo in tly  continuous Exponential d istribu tions, we 
are particu larly  interested in th e  bivariate extrem e value d istribution . The bi­
varia te  extrem e value d istribu tion  has some interesting properties th a t are not 
necessary shared  by th e  o ther d istribu tions. We will come back to  this point 
la ter. Assum ing th a t, any consecutive pa ir X* and  X ,_ i of the sequence {X*}, 
has a  b ivariate density function as,
- ( ' ‘ “ ' " ‘ ' F r S r r F +
-  e x p { - ( x i  +  X i _ i ) A ( w , ) } ,
% ~  1 , . . . ,  71 (5.3)
w here w* =  Xt_i/(xt* -f-x ,_ i). This is th e  density function derived from  Pickands 
(1981), as given in C hapter 2.
Since the  jo in t survival function m ust be m in-stable because of the  restriction 
on th e  b ivariate density function (see Pickands, 1981), the m arginal d istribution
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function m ust then  be one of the  three classical types of extrem e value d istri­
bu tion  as given in C hap ter 1. T h a t is, the  tim e series variable m ust have a 
m arginal d istribu tion  of Gumbel, W eibull, Frechet or, in general. Generalised 
E xtrem e Value distribu tion . This seems to  be a  ra th e r strong  restric tion on the 
application of th e  model. However there are some situations in which we can 
find applications. For exam ple, th e  Weibull d is tribu tion  has been found to  be 
a good fit to  m any environm ental d a ta , such as w ind speeds. M ore often da ta  
are collected in the  form  of m axim a or m inim a in environm ental study, e.g. sea 
levels. In these situations, the  new tim e series m odel can be applied.
T here are a  num ber of param etric  models for A(w) which give rise to  jointly  
continuous d istributions. Best known am ong these are th e  mixed models and 
logistic models. The d istribu tion  functions of these models have already been 
given in C hapter 2. Recall the  A-dependence function in th e  m ixed model is
vl(cj) =  6(jj  ^ -f- 0(jj 1, 0 ^  ^ ^  1, 0 ^  w ^  1,
and  in th e  logistic model,
A (w ) =  (w*" +  (1 r > l ,  0 <  w <  1.
B oth  models are exchangeable and  thus cannot explain the  irreversibliily of the 
d a ta . Recent a ttem p ts  have been m ade in order to  expand the  differentiable 
family.
In particu lar, a new non-sym m etric logistic model has been given in Tawn 
(1988). This model has dependence function as
i4.(w) =  (^^(l — w)^ -j- — ^)w “b 1 — 6y 0 ^  ^  Ij ^ ^  1* (5.4)
T he A{u)  is sym m etric if ^ Com plete dependence corresponds to Ô = <^ = 1 
and  r  — +oo, whereas independence corresponds to  0 =  0 or ^  =  0 or r  =  1.
93
T his non-sym m etric logistic m odel is m ore flexible th a n  m ost of th e  o ther defined 
m odels. In  some situa tions, one can take  6 ov <f) to  be equal to  1 w ithou t too 
m uch loss in flexibility.
A nother class of b ivariate Exponential d istribu tion  is proposed by R aftery 
(1984). T he model is a  m ixture of Exponential d istributions. In  th is case, the 
extension to  higher order is no t obvious. In C h ap te r4 , we have given the  logistic 
m odel in higher dim ension. T he higher order non-sym m etric logistic model has 
been given in Sm ith e t al (1987).
5 .5 . P r o p e r tie s  o f  th e  n ew  t im e  series m o d els
T he behaviour and  s ta tis tica l properties of the  new tim e series models are 
quite different from  th e  s tan d ard  AR(1) Gaussian models. In  particu lar the 
new m odel allows clustering a t low values. Let the b ivariate jo in t survival 
function of (X t_ i,X t)  be G(-, •) as given by Pickands, w ith  m arginal survival 
function G(*). T hen  th e  conditional probability  of X{  giving th a t X i - i  <  a; is
P (X i <  x |X ._ i  <x )  = —  (5.5)
T hen  as a; —> 0, by L’H ospital rule,
P { X i  < a ;|X t_ i <  æ) =  2(1 — A (—)) as a: —> 0.
T he lim it is zero only if X i  and  X i - i  are independent, under constrain t th a t 
jo in t d istribu tions are b ivariate extrem e value d istribution. Note th a t if {X t} are 
N orm ally d istribu ted , th e  conditional probability  is zero as x  —> —oo, provided 
the  correlation is no t equal to  1.
Since the  jo in t density function of the  variables is fully specified by the 
equations (5.1) and  (5.2), the m odel is stric tly  stationary. A special case of
94
Taw n’s non-sym m etric logistic m odel is used to  sim ulate a  sam ple p a th  for the 
tim e series model. The dependence function A  in (5.1) is taken to  be the  form,
A(uj) =  ((1 +  +  (1 -  ^)w, 0 <  <^ <  l , r  >  1. (5.6)
Fig. (5.1) and  (5.2) show the  sim ulated sam ple p a th  of {Xt} w ith  =  0.7, 
r  — 8.0 and <;6 =  1, r  — 8.0 respectively. Note th a t the sim ulated process is tim e 
reversible for ^  =  1 b u t irreversible for <{> =  0.7.
Since th e  jo in t density of th e  sequence {X*} is well defined, it  is possible to 
ob ta in  all the  sta tis tica l p roperties of {X*}. We first look a t th e  autocorrelation 
function (acf). I t is very different from  those of s tan d ard  A R(1). They are given 
as follows.
Pi -  corr (X t,X t_ i)
P2 =  corr (X t,X t_ 2)
po o
=  /  exp{xt_ i}/i(xt_ i)/2 (xt_i)dxi_i -  1. Jo
In general,
Pk =  corr (X t,X i_fc)
/ oo p o o  I fc“ l  I k —2
Jo I  ^  I  n
d x t - i  • • • d x t -k + i  — 1,
w here
A (x) =  +  x j ^  4 M  exp ds
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and
h ( x )  = e - ^ ~ x j ^  ( T r ^ e x p { - ^ } r f s .
We only know th a t p i >  0 b u t do no t know the  behaviour of the  autocorrela­
tion  for the  higher lags. A conjecture is th a t any subsequence { X y + i,. . .  ,Xy+fc} 
of {X t} follows a  /c-dimensional extrem e value d istribution . If th is  is true , this im­
plies th a t any pair (Xi*,Xy) of {X*} follows bivariate extrem e value d istribution 
w ith  different A-dependence function. T hen  by the  p roperty  th a t  extrem al pairs 
are positiv^associateA(Tiagô de Oliveira, 1962/63), th e  correlation of (X,-,Xy) is 
positive for all i  and  j .
T he proof of th is conjecture is extrem ely difficult. T he following numerical 
results do suggest th a t it is tru e . We consider the  consecutive trip les (X*_2, X ^_i, 
X ,) of {Xt}. We w ant to  show th a t  th e  jo in t survival function satisfies the  min- 
stab le  law, i.e.,
P ^ ( X i  > x ,X t_ i  >  y ,X t_2 > z) = P{Xi  > m x ,X ,'_ i >  m y ,X *_2 >  m z) ,
(5.7)
for any m  >  0 and  x, y  and  z  > 0. T he LHS of equation (5.7) can be w ritten  as 
f '" ( X (  >  x ,X ^ _ i >  y,X ^_2 >  z)
~  { /   ^ +  (1 ~  w i)A^(wi)) e x p { - (x  H- u*_i)A (w i)}
} m , (5.8)
w here Wi =  U t_ i/(x  +  U t_i) and W2 =  z / ( z  +  %*_i). E quation  (5.8) cannot 
be solved analytically except in the  fully indep en d en t case. Table (5.1) gives
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some num erical values of (5.8) w ith A(w) taken to  be the non-sym m etrical logistic 
m odel as in (5.4). T he survival function has been evaluated a t various points w ith 
different param eter values. For exam ple, taking 0 =  0.1, (j) =  0.3, r = 5, x  = y = 
z  =  0.5 and  m  =  2, LHS of equation (5.7) gives (0.24598)^ =  0.06051, while the 
RHS gives 0.06064. This ra th e r crude resu lt doe5 suggest th a t  (X i_ 2,X t_ i ,X i)  
follows a trivariate  extrem e value d istribu tion . Hence X i  and  X j_2 has a positive 
correlation. It rem ains to  be proved for the  general cases.
T he sam ple acf of the two sim ulated process are given in Fig.(5.3) and  (5.4). 
These also suggest th a t the  acf are positive and decreasing to  zero.
A nother interesting expression is the  conditional probability  of X t+ i given 
X t  — X(,
pXt
P { X t+ i  < x t \X t  =  Xt) =  I f {u \x t )du
Jo
pxt
exp{xt} /  f { u , x t ) d u  
Jo
-  exp{xt} ( - A ( u ' )  -  A^(w' )— ^ \
\  U - \ -  X t  J
U~Xt
e x p { -(u  +  x^)A(w^)}
u=0
1 -  ( ^ ( ^ )  +  e x p { - (2 A ( i )  -  l ) x .} ,
(5.9)
w here x t / { u  +  Xt), Note th a t
Ex* [-P(X<+i <  Xt\Xt  =  Xt)] =  f  (X (+i <  Xt) =
if a  process is reversible. B ut, from  (5.9) we get.
E x . \P {Xt+ i  < x t \X t  =  X,)] =  i  -  i ^ ‘( i ) .
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T his result can be used as a  m easure of the reversibility of the  process {Xt}. 
In the  case of th e  sim ulated process, w ith <f> =  0.7 and r  =  8, the  degree of 
reversibility is
P(Xt+i <  Xt) =  0.72847,
indicating an excess of down runs, as shown in the tim e series plot. In the case 
of sim ulated process w ith  (f) — 1 and r =  8,
P(Xt+i <  Xt) =  0.5,
indicating the  process is tim e reversible.
T he regression of X t+ i on X t is non-linear. D irectly from  th e  equation (5.2), 
the  one step ahead conditional expectation is given as
E (X t+ i|X t =  Xt] = exp{x t} /i(x f). (5.10)
In general,
r t^-4ri r 1
E[X t+f|X t =  Xt] =  exp{xt} J  ' "  j  exp < > ,a ;t+ fc j I i { x t + i - i )
l - i
U  f { ^ t + k , ^ t + k - i ) d x t + i " - d x t + i - i .
k=l
5 .6 . E s t im a tio n  in  th e  n ew  tim e  series m od els
For the bivariate density function (5.1) to  be estim ated, the A-dependence 
function and  its first two derivatives have to be estim ated. In C hap ter 2, we have 
considered th e  problem  of estim ating the A-dependence function w hen we had  
random  pairs of observations ( X n ,X 2:) from a com mon bivariate extrem e value 
d istribu tion . In th a t situa tion , the  A-dependence function and its derivatives 
were estim ated by the kernel m ethod. In the  present context, we have only one 
set of observations, X i , . . . ,  X ^, b u t we may form these into pairs
{ X u X i ) , ( X 2 , X 3 ) , . . . , ( X n - l , X „ ) .  (5.11)
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U nder the assum ption of the  first order M arkov property, we can analyse these 
pairs of consecutive intervals (5.11) as if they were independent bivariate obser­
vations. T hen  taking th e  non-param etric approach, as in C hap ter 2, A(w) is 
estim ated  by
This estim ation of A(w) is no t unreasonable. T he log-likelihood function of {Xt} 
from  (5.1), is given by
n  n —1
L  =  ^ l n ( / ( x i , x i „ i ) )  -  ^  ln ( /(x ,) ) .  (5.12)
t = 2  t = 2
T he first te rm  in th e  (5.12) is ju s t the  log-likelihood function for the independent 
b ivariate m odel and  the  second te rm  does no t involve the dependence com ponent 
a t all. Thus if th e  m arginal param eters are assum ed known then  estim ation of 
A{uj) is the sam e as for independent bivariate pairs.
T he derivatives A^(w) and  A^^(w) are estim ated by the  kernel estim ates 
AKw) and  ÂgX^) &s defined in C hapter 2. In the  la ter exam ple, we have no t 
used our kernel m ethod in estim ating  A(w) because Xn,{tj) is a  very sm ooth 
function for sufficiently large sam ple.
We have no t experienced any difficulty in estim ating A(w) and  its derivatives. 
However, it is extrem ely com plicated to  estim ate o ther s ta tis tica l expressions of 
th e  process. For exam ple, estim ating  th e  fcth lag au tocorrelation of th e  model 
of {Xt} will involve evaluating an  equation w ith  a t least k  — 1 integrals. Never­
theless, we have m ade a ttem p ts  to  estim ate these s tatistical expressions in the 
exam ple given later.
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5 .7 . T ests o f  fit o f  th e  m o d e l
The following result is given by R osenblatt (1952). Let X i , . . . , X n  be de­
pendent variables w ith  absolutely continuous d istribu tion  function F ( x i , . . . ,  x„). 
Consider the conditional integral transform ation,
=  F (X i) ,
^2 =  F ( X 2 \ X y ) ,
Zn  — ^^(XnlX^—i, . . . , X i).
T hen  Z \ ^ . . .  are uniform ly and independent d istribu ted  in [0, l].
toNow, consider { X t} ^ e  tim e series variables as given in Section 4. Since 
the  sequence {X*} follows tktfirst o rder M arkov property, the  integral transfor­
m ation  to Zi becomes
Zi  ~  I  exp{—x}dx, 
Jo
f X ,
Z i =  /  e x p { X ,_ i} /(x t,X i_ i)d x ,-  Jo
— 1 “  +  (1 ~  ^ ) '^ ^ (^ ))  exp I  ^  “  — 1^ X t _ i | ,
t =  2 , . . . ,  n
w here w* =  X * _ i/(X t +  X^_%) and  /(* ,•) defined as equation (5.3). If the new 
tim e series model is a good fit to  the process and we have estim ated the A-  
dependence function and  its derivatives correctly, we should expect the Zi^s to
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be i.i.d.  Uniform variable in [0, ij .  A s tan d ard  te st of goodness of fit can be 
applied to  Zi.
5 .8 . A n  a n a ly s is  o f  a  se rie s  o f  w 'ave re c o rd s
The d a ta  are a  set of 997 3-hourly wave height records. They are recorded
by the  Seven Stones light vessel. T here are two missing values in the d a ta  set. Awitk. tyLtssby yaltaCs
sam e kind b u t longer set of data^had  been analysed by Turner (1982). As there
are only 2 missing d a ta  from  997, the missing values are estim ated  by a simple
linear interpolation. No further justification has been taken for these missing
da ta . T he tim e series p lo t of th e  d a ta  is given in Fig.(5.5). T urner suggested
th a t  there is an  annual cycle in th e  d a ta  and  also th e  m ean of each ten  days to ta l
was proportional to  the s tan d ard  deviation. However, as we have only exam ined
th e  d a ta  for a  period of ju s t m ore th an  4 m onths, the existence of the  trend  is
no t significant. We decided to  analyse the  original d a ta  w ithout any detrending
or transform ation . X U  IS
A  h istogram  of the d a ta  is given in Fig.(5.6). The shape of the  histogram  
suggests a W eibull or G am m a m arginal d istribution . Here, we have fitted  a two 
param eter Weibull d istribu tion  to the da ta . The d istribu tion  of a W eibull variate 
is given by
F (x ) =  1 — exp | ,  <j >  0, /? >  0.
T he param eter and  a  are called shape and scale respectively. A power tran s­
form ation leads im m ediately to  th e  s tan d ard  Exponential m argins. Usually, the 
param eters are estim ated  via two approaches, one by m axim um  likelihood (see 
Brown et al., 1984) and  the o ther by m ethod of m om ents (LL, 1984). In th is case, 
we have found the  m axim um  likelihood and  th e  m ethod of m om ents bo th  give 
alm ost the  sam e estim ates. T he estim ated  values for the shape and scale param ­
eters are 2.0276 and 9.462 respectively. F ig .(5.7) gives the tim e series p lo t of the 
transform ed d a ta  set {Xj}. T he p lo t of 100 lags observed acf of the transform ed
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d a ta  is given in F ig .(5.8), which strongly suggests an auto-regressive model for 
the d a ta  set.
Fig.(5.9a,b,c) give the plots of the  estim ates of A(w), A^(oj) and  A^^(w). The 
estim ated  values for A (l/2 )  and  A ^(l/2 ) are 0.58 and 0 respectively. Therefore 
the  estim ated  degree of reversibility of the process is equal to  0.5, which indicates 
the  Seven Stones wave records are tim e reversible. T he second colum n of Table 
(5.2) gives the approxim ation of the estim ated  model au tocorrelation functions 
w ith  A; =  1 , . . .  ,5 .
T he residuals p lo t of Zi  as defined in Section 7, given in Fig.(5.10) does not 
show any dependence between Zi^s, and  the  probability plot of Zi  in F ig .(5.11) 
does no t show any sign of departu re  from  the Uniform d istribu tion . These may 
suggest th a t the  m odel is a  su itable model for the Seven Stones wave height 
records.
T he last 30 wave observations are disregarded from the  d a ta  set. All the  
param eters are re-estim ated based on the  rem aining 967 d a ta  points. Using 
equation  (5.10), a repeated  one step  ahead prediction is perform ed. T he predicted 
values are shown in Fig.(5.12) along w ith  the  orginals. The forecasted values 
seem  acceptable.
5 .9 . F u rth er d iscu ssio n
We have also taken  an alternative approach to  approxim ating the  fit of a 
W eibull d istribu tion  by applying a power transform ation. Dubey (1967) showed 
th a t for the shape param eter of a  Weibull d istribu tion  close to  3.6, the  Weibull 
d is tribu tion  is sim ilar in shape to  a G aussian d istribu tion . Using th is result 
provides one m ethod of selecting an appropria te  power transform ation  to make 
the d istribution  of 3-hourly wave height records approxim ately G aussian.
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Let Y  — X"*, where X  has a Weibull (/?,cr) d istribu tion  and  then  Y  also 
follows a Weibull d istribution  w ith param eters (3/m and o ^ .  In order to find 
an  appropria te  power m  for the transform ation , it is only necessary to  solve the 
equation
— =  3.6. m
Using the  estim ated values for /?, one choice for the  value of m  is 0.5632. Fig. 
(5.13) shows the  histogram  of the  power transform ed Seven Stones wave height 
records and  Fig. (5.14) shows the tim e series plo t standard ised  by subs trac t ing 
th e  estim ated  sam ple m ean 3.2068. T he shape of th e  h istog ram  suggests the 
d istribu tion  of the  transform ed d a ta  is close to  Norm al.
Fig.(5.15) and  (5.16) show the  acf and partia l au tocorrelation  function (pacf) 
of the  transform ed da ta . The significant value a t lag 2 of the  pacf suggests an 
AR(2) m odel for th e  da ta . T he sam ple acf for the  A R (l) and  AR(2) residuals 
are  shown in Fig.(5.17a,b). T he sam ple first-order autocorrelation  coefficient for 
th e  A R (l) residual is significantly large, indicating th a t some au tocorrelation  has 
no t been taken  into account by th e  A R (l) process. In constrast, th e  autocorre­
la tion  of the AR(2) residuals appears to  be random  and significantly sm all. The 
estim ated  AR(1) process param eters for the  wave height is 0.9346 (w ith s tandard  
erro r 0.0114) and  the  AR(2) param eters are 0.7891 (0.0313) and  0.1562 (0.0314).
A lthough th e  AR(2) seems to be a  b e tte r  fit to  the  Seven Stones wave height 
records, we decided to  use the  A R (l) process for the one step  ahead forecasts, S o 
th a t we can com pare the perform ance between the new m odel and  the  standard  
A R model. F ig .(5.18) shows th e  repeated  one step ahead forecasts from  the 
estim ated  A R (l) process.
B oth models give sim ilar results on the forecasted values. It is difficult 
to ju stify  which m odel perform s b e tte r th an  the other. We should note th a t 
th e  Seven Stones wave height records are tim e reversible, so we m ay expected 
one should fit the s tan d ard  AR model to the power transform ed da ta . The
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capabilities of explaining the tim e irreversib, and lower clustering have not been 
dem onstrated  in this particu lar example.
T here is also a  need to  expand the new model to  higher order. However,
th e  estim ation of the dependence function and its derivatives are becom ing very 
difficult in non-param etric fo 
for the  dependence function-
rm. It could be easier if we u se 'a  param etric model
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9 <j> r X y z P ( X i  > x , X i - i  > y ,X t_2 >  z )
0.1 0.3 5 1.0 1.0 1.0 0.06064
fm = 2) 0.5 0.5 0.5 0.24598
0.1 0.5 5 1.0 0.5 1.0 0.09511
(m =0.75) 0.75 0.375 0.75 0.17117
0.1 1.0 5 0.6 0.7 0.8 0.13914
(m =0.667) 0.4 0.467 0.533 0.26832
0.7 0.4 5 0.35 0.67 2.0 0.097
(m =1.3) 0.455 0.871 2.6 0.04817
1.0 0.7 5 1.5 0.6 0.8 0.14291
(m =0.25) 0.375 0.15 0.2 0.61488
1.0 1.0 5 0.25 1,11 0.67 0.32312
(m=1.212^ 0.303 1.343 0.811 0.25501
Table (5.1) Num erical values of equation (5.7) w ith  A(w) taken to be the non- 
sym m etrical logistical model.
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lag sam ple acf estim ated acf
1 0.883 0.87856
2 0.827 0.74686
3 0.756 0.71288
4 0.689 0.68590
5 0.607 0.66473
Table (5.2) T he first five lags sam ple and  estim ated autocorrelation  function 
Û-S' +ksL k t .
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Fig. (5.1) Sim ulated sam ple p a th  of {Xt }  w ith  <f> =  0.7 and  r  =  8.
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Fig. (5.2) Sim ulated sam ple p a th  of {Xt} w ith (j) =  1 and  r  =  8.
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Fig. (5.3) Sample acf of the  sim ulated process as shown in Fig. (5.1),
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Fig. (5.4) Sample acf of the  sim ulated process as shown in Fig. (5.2).
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Fig, (5.5) T im e series plots of Seven stones wave height.
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Fig. (5.6) H istogram  of Seven Stones wave height.
48
Fig. (5.7) Tim e series plot of Seven Stones wave height, after the  transform ation  
to  Exponential d istribution .
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Fig. (5.8) Sam ple acf of th e  transform ed Seven Stones wave height.
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Fig. (5.9a) T he estim ato r Xn(w) of the  Seven Stones wave height.
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Fig. (5.9b) The kernel estim ator A^(w) of the  Seven Stones wave height.
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Fig. (5.9c) The kernel estim ator A^^(w) of the  Seven Stones wave height.
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Fig. (5.10) T he residuals p lo t of th e  Seven Stones wave height.
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X10 '
Fig. (5.11) The estim ated probability  d istribu tion  of the  residuals against the 
theoretical diagonal.
* observe
X forecast
Fig. (5.12) T h irty  one step ahead forecasts of the  Seven Stone wave height.
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Fig. (5.13) The histogram  of the  power transform ed Seven Stones wave height.
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Fig. (5.14) The tim e series p lo t of the  power transform ed Seven Stones wave 
height, standard ized  by substracting  th e  sam ple mean.
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Fig. (5.15) T he sam ple acf of the  power transform ed Seven Stones wave height.
X10“l10
- 1 12 16 20 24 28 32 36 40 44 48
Fig. (5.16) T he sam ple p a rtia l acf of the  power transform ed Seven Stones
height.
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Fig. (5.17a) T he sam ple acf of A R (l) residuals for the  transform ed  Seven Stone 
wave height.
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Fig. (5.17b) T he sam ple acf of AR(2) residuals for the  transform ed Seven Stone
wave height.
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* observe
+  forecast
Fig. (5.18) T he 30 one step  aheads forecasts of the Seven Stone wave height.
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A p p e n d ix  I
C a lcu la tio n  o f  th e  a sy m p to tic  b ias an d  var ia n ce  for  th e  kernel e s t im a ­
to r
T he procedure of obtaining the  asym ptotic bias and  variance for the  kernel 
estim ators Â i {üj), and  (w) are all the same. Here we only show how
to  ob ta in  those for
Recall th a t the  estim ator Ai^(w) is given the form as
Since X„(w) =  n /  ^  for large n , ^ /n  (X^(o;) — A{uj)) ccwerging to a
G aussian  process w ith  m ean 0 and  covariance function A(wi)A(wy)c(wi, wy), w ith 
0  <  w y  <  1  and w y )  denotes th e  correlation of Zi{uJi)  and Thus
we can take A {u)  and A ( w ^ ) A ( w y ) c ( w t , w y )  as asym ptotic m ean of Xn{io) and 
asym ptotic covariance of Xn{(^i) and  Xn(wy).
Consider only when w is in th e  interior, i.e. w 6  [A, 1 — A], then  assuming
<Lth e  kernel function K i  satisfies the  requir^dilferentiab ility  and  decay conditions, 
the  asym ptotic bias of the  estim ator can be achieved as
B ias(Â "(w )) =  E[Âi^(w)] — A ^\w )
= du -  ^ " (w )
«  ^  ^  A{u)K^^  ( — - — )  du -  A “ (w)
1— j  A{cj — Xv)K l^{v)dv  — A"(w)
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^  J   ^ — AuA^(w) +  ~X^v^A^^{uj) — —
+  — (w) +  • • *^  ürP(v)du — A^^{to)
+  y A ' ^ ( w )  I  ^v^Ki{v)dv-\-o{X^),
using the boundary  conditions of the kernel K i  as given in (C l) of Section 2.6.1. 
T he asym ptotic variance of A^^(w) can be achieved as
V ar(Ai:(w)) =  E[(ÂI'(w)):^] -  {E[Â ;^(w )]} ' ,
W W ) ' |  =  E
AG
À {fo
r 1 y «2
/  /  E [X „ (tti)^ n (« 2 )]X “Jo Jo
to — U i \  f  OJ ~  U2
~ r ~ l ~ T ”
duidu2t (1.1)
E[X„(ui)X„(u -  2)] =  cov(X„(ui),X„(«2 )) +  E[X„(«i)]E[X„(u2)]
«  —A {ui)A {u2)c{u i,U 2)  +  A {u i )A {u2). (1.2)
Using (I.l) and  (1.2), the V ar(Â "(w )) becomes
V ar(A [’'(w)) «  —  A{ui)A{u2)c(uuU 2)K ]f^ (O — Ui
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X "  I I dUldU2
AG ( Z  )  ‘ “^ 1  • (f-^)
T he last two term s of equation (1.3) cancel each other. Now, taking vi ~  co — uiÀ 
and  Ü2 =  CO — U2X, (1.3) becomes
Var(j&^^(w)) PS J J A{uj — Xvi)A(co — Xv2 )c{lj — Xvi^uf — XV2 )
' K i  {vi)Kj^ {v2)dvidv2. (1.4)
Sm ith e t al. (1987) gives c (u ,u ), u <  u to  be the  form
c(u v) = ^ ~  4- , A{u)A{v)
’ 1 — u A{v) V A{u) u ( l  — u)
By Taylor expansion,
A{oj — Aui)A(w — Xv2)c{uj — Aui, w — AU2 )
A^(iu) — A A (w )A ^ (w )(u i  +  V2 )
+  A ^ ( i ^ H . d " H ( » î  +  +  \ p A \ u , ) ( v ,  -  V2Ÿ
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)w here
^-A(a;)A^^^(c*;)(vf +  vf) +  - A ^ ( u j ) A ^ ^ { ( o ) { v i V 2 + 0 ^ 0 2 )
-f- ~P{vi — V2)^{vi +  V2^A{oj)A}^ {(jj)
+  — A^(w) (^1^2 -f- Z0 2 ViV2 +  S6 3 V1 V2 +  ^4^l)
_  - 2  2(2w - 1 )  A \io )  2 { A \ u ) y
w (l — w) w (l — w) A(w) A^(w)
6 6 A \o j)  6 (A '(w))^
 ^ w ^(l — w) oj^ A(w) 1 — w A^[cj)
6(A*(w))^ 6w — 2 A^^(w) 6AXw)A^^(w)
A^((jj) ^  w (l — w) A{(aj) ^  A^((jj)
—2(2 — w) 2 (w^ — 4w +  2) A^(w] 2(1 -f- w) (A^(w))2
 ^ w^(l — w)^ w^(l — w)^ A(w) ^  w (l — w) A^(w)
2(A^(w))G 2A^^(w) 2A^(w)A^^(w)
^  A^{(jj) (1 — w)A(w) A^ (w)
^    2(1 +  w) 2 (w^ H“ 2w — 1) A^(w) 2(2 — w) (A^(w))
^ w ^(l — w)^ w ^(l — A(w) w (l — w) A^(w)
2(A^(w))^ 2A"(w) 2A'(w)A"(w)
+ " A > r  ’
^  - 6  ^  6A^(w) ^  6(A*(a;))2 6(A^(w))G
w (1 — w)^ (1 — w)^A(w) wA^(w) A^ (w)
6w — 4 A^^ (^w) 6A^(w)A^^(w)
^  w (l — w) A(w) ^  A^(w)
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W ith this expansion, the  equation (1.4) becoming the sum  of the integrals 
■1 r lf f v\v{Kf(vi)K^ {^v2)dv^dv2J - I  Jv^
+  ÿ (2 -  l)(y  — 1) f  [  v \ ^v{ '^ K i{v i)K i{v 2 )dvxdv-^ 7 —1 7 —1
W ith  appropria te  values of i  and  j ,  equation (1.4) reduces to  the  required result.
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A p p en d ix  II
C a lc u la t io n  o f  th e  a s y m p to t ic  b ia s  a n d  v a r ia n c e  fo r  th e  k e rn e l e s t im a ­
t o r  Â 2 {(aj)
The procedures of obtaining the asym ptotic bias and  variance for the kernel 
estim ator A2(w) are sim ilar to  those of A i(w) in A ppendix I, except th a t we will 
first ob ta in  the asym ptotic results for the kernel estim ators of the  gf-dependence 
function and then  transform  the  result for Â.2(w).
Recall the  g-dependence function and A-dependence function is related by 
th e  identity
gr(w) =  A <  w <  oo. (IL l)
From  this, we deduce
fl'(w) =  - a ' (l +  eS)2’
( n b )  +  ( î T i ) î ^ “  ( i + e ^ ;  ’
.a -  4e2a +  e3ûi /  ^ \  ^
(1 +  6")^ y i  +  e" j  +  (1 +  6“ )= V l +  e‘
(1 +  e‘^ )G
^  Ô R R ------------^ A î T ^ j
-  22e^^ +  r . (  1 \  -  e^)+ --------- r — ^ ------- A j  -  A'"(1 +  \  1 +  y (1 + e ^ y  \ l  + e
e4w+  TZ------ IV( l  +  e^)G V l +  e^
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T he kernel E stim ator (2) of A(w) is taken the form
^ 2(0;) — g (ln ( 1))to
By differentating this twice w .r.t. w, gives the  estim ator ^ 2^ (0;) for A^^{oj) as
T he asym ptotic variance of A^{uj) can be obtained as
V ar(A "(« )) =  V a r(f f '( ln ( i -  1))) +  V a r (§ " ( In ( i  -  1)))
+  w i( l  c o v (§ 'O n ( i -  l ) ) , f f " ( l n ( i  -  1))). (II.3)
Following th e  nota tions in  Section 2.6.2, the estim ator Xn(w) is a consistent 
estim ator of g{co). For a large n , y/n{Xn{Cj) — g{to)} converging to a Gaussian 
process w ith m ean 0 and covariance function g{fji) g{fjj) r(w^, wy) w ith Ô), <  wy, 
and  r(w t, Wy) denotes the  correlation of Zi((bi) and Zi(Cjj). Thus we take g{(o) and 
5'(wt)5^ (wy)r(w,-, w y)/n as asym ptotic m ean of Xn(w) and asym ptotic covariance 
of X^(w ,) and X»(wy)
The form  of r(w,,wy) can be easily obtained by replacing the term s u and v 
w ith  1 /(1 +  e'^*) and  1/(1 +  e‘^ j) in c(u, u) of (1.5). Using the identity (IL l), we 
get
r(û -  w A =  e " '( l  + A -’ )g (% )  l  + e^ -g {û i)
 ^ +  e^‘ ) g[(bi) 1 +  e'^ j (/(wy)
( l  +  e " 0 ( l  +  e"Og(d}Qg(diy) p  j .
J  w (1 +  e^yg^{Cj)
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Now, the asym ptotic variance of g [Co) is given as
2  f O O  f U 2
Var(g^(w)) p:; ~  /  I r{^ Cj ~  X u i ,û  ~  Xu2 )g{io — Xui]g{w — XU2 )
A J _ o o  J —00
' K l{ u i)K l(u 2 )d u id u 2 .  (IL4)
By Taylor expansion,
r(w — Ami,w — Xu2 )g{fô — A%i)gr(w — AU2)
«  g^{üj) -  Xg{(o)g^{ü){ui +  U2 )
+  +  ^ 2) +  “  ^ 2)
+  uiU2{g^{Cü)Ÿ
where
+  ^ 2) +  g^{w)g^^[G}){uiul +  u\u2)
+  -  ^ 2 Y ( u i +  u2)g{(o)g^[û)
—  —G ^ (w ) (<5iuf -f-3<^2’21^2 +  3^ 3ti 1^2 +  <^4 ^ 2 )^
1 +  g{Cü) g^(ôj) (1 +  '
2(3e^ -  +  1) ^i(w) 2(1 -  2e^) g"(w )
 ^ (1 4- ^  (1 4-6*^)2 g(Cj) 1 + g(üj)
6e‘^ (g^(ù))y^  ^  6p^w )p"(w ) 6(g^(w))G
(1 + e^)g^((o) g^(ôj) g^(ü)
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2 e ^ ( l4 -2 e ‘^  2e^^ -  2 -  2e^ g^(w) 2(1 +  2e^) (g^w))^
 ^ ( l  4- ^  (14-6*^)^ g[Cb) 1 4 - g^(w)
2e‘^  g"(w ) 2^"(w)grX(^) , 2(g^(w))^4-1 4 - g{Cb) ^^(w)
_  2e^(2 4-e^) 3 -  2e^ -  g^(w) 2(2 4- (ffH^))^
 ^ ( l  4 -e‘^ )G ^  (14- g(w) 1 4 - gr^(w)
, 2 g^"(w) _  2ff^^(w)ff^(w) 2(ff^(w))G
1 +  e* g{Cj) g^(w) g^[Cô)
6e" 2(3e^ 4- -  1) ^ '(w ) 2(2 -  e^) gr"(w)
 ^ ( 1 4 -e‘*')G ^  [ l - \ - e ^ Y  g(Cj) 1 4 - g(w)
, 6 (g'(w))^ 6ffH^)g“ (^) _  6(g^(w))G
1 4_ gw g'^(yj) 9^(w) P^(w)
With, these expressions, the equation (IL4) is now the sum  of integrals,
•O O  / ' U 2
u\u2Ür2(^l)X2(u2)<iuidu2
—  OO J — GO
{ — o' ro o  ro o  ro o
=  — ^  /  u*^^~^Kl[u)du-\-ij I / Uj“ ^u^“ ^if2(wi)A^2(w2)duidu2
7 — 0 0  7  — OO 7 — OO
W ith  appropria te  values of t and  y, equation (II.4) becomes
Var(p^(w)) i  (/?ÿ^(w) 4- (g^w ))^) - 
T hen  using identities (IL l - 2),
Var(g^(ln( 1)) % —(2(2w — l)w (l —w)A^(w)A(w)w u
4- 3w^(l -  w)^(A*(w))2 -  2(1 -  w)wA^(w)), (IL5)
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Similarly,
Var(ÿ“ ( l n ( -  -  1))) »  | - 3 ( 2 w  -  l)w (l -  j  v '^ (K l{v )y d v
— 6 f —6 (l — w)w +  5(2w — l)w (l — w) Y
(—w (l —w)(2w — l)A^(w)A(w)
+  w ^ ( l  — w ) ^ A ^ ^ ( w ) )  A  6 w ^ ( l  — w ) ^  " 2 2 ( ( J j  ^  J  7 i r | ( u ) d i t
(H.6)
and
cov(g^(ln(i -  l ) ) , g " ( l n ( j  -  1))) i ( - w ( l  -  w)(2w -  l)A^(w)A(w)
/ OO -O O
(IL7)
S ubstitu ting  the equations (11.5 - 7) into (IL3) gives the required results.
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