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Abstract—Of late, we are witnessing spectacular developments
in Quantum Information Processing with the availability of Noisy
Intermediate-Scale Quantum devices of different architectures
and various software development kits to work on quantum algo-
rithms. Different problems, which are hard to solve by classical
computation, but can be sped up (significantly in some cases)
are also being populated. Leveraging these aspects, this paper
examines unsupervised graph clustering by quantum algorithms
or, more precisely, quantum-assisted algorithms. By carefully
examining the two cluster Max-Cut problem within the frame-
work of quantum Ising model, an extension has been worked
out for Max 3-Cut with the identification of an appropriate
Hamiltonian. Representative results, after carrying out extensive
simulation studies, have been provided including a suggestion for
possible futuristic implementation with qutrit devices. Further
extrapolation to more than 3 classes, which can be handled by
qudits, has also been touched upon with some preliminary ob-
servations; quantum-assisted solving of Quadratic Unconstrained
D-ary Optimisation is arrived at within this context. The paper
also demonstrates how quantum description/formulation can
sometimes lead to a different perspective and way of solving
problems by providing the results for subgraph identification in
graphs.
Index Terms—Ising model, graph Clustering, hamiltonian,
quantum annealing, quantum approximate optimisation algo-
rithm, qudits.
I. INTRODUCTION
We are progressing through an exciting period in Quantum
Technologies and with the small-scale commercial quantum
computers becoming increasingly available [1], Quantum In-
formation Processing is witnessing spectacular developments.
Before quantum processors become scalable devices capable
of error correction and universality [2], the current and near-
term devices, referred to as the Noisy Intermediate-Scale
Quantum (NISQ) [3] devices are getting explored for solving
certain hard problems to achieve significant speedups over
the best known classical algorithms [4]. Promising results are
already reported for solutions in the areas of optimisation,
chemistry, machine learning, among others. Needless to say,
hybrid quantum algorithms which use both classical and
quantum resources to solve potentially difficult problems [5]
are worked out and put into action.
It has been brought out that unsupervised machine learning
and the associated optimisation strategies can be elegantly
handled by quantum or hybrid quantum algorithms. In this
paper, we consider clustering, an important unsupervised task.
Clustering consists of assigning labels to elements of a dataset
based only on how similar they are to each other - like
objects will have the same label, unlike objects will have
different labels [6]. In order to represent dissimilarity (or
similarity), we need to define a distance measure between
two data samples [6]. The distance between every possible
pair of data samples can be captured in a matrix. This matrix
can be interpreted as an adjacency matrix of a graph, where
each vertex or node represents an element of data set and
the the weight of edge between vertices is the corresponding
distance [6]. In clustering, the main assumption is that distant
points belong to different clusters; hence maximizing the
overall sum of all weights (distances) between nodes with
different labels represents a natural clustering algorithm for
two-cluster case [6]. The mathematical formulation of this is
a well known Maximum-Cut (Max-cut) problem and it can be
easily translated to an optimisation objective [6]. The Max-cut
problem is an example of the class of NP-complete problems,
which are notoriously hard to solve. Many other combinatorial
problems can be reduced to Max-cut, e.g., machine scheduling,
computer-aided design, traffic message management problems,
image recognition, Quadratic Unconstrained Binary Optimisa-
tion Problems (QUBO) [7] and many more [6]. One approach
to solving Max-Cut is to construct a physical systemtypically
a set of interacting spin - particles (two state particles) whose
lowest energy state encodes the solution to the problem, so
that solving the problem is equivalent to finding the ground
state of the system [6].
Two main approaches have been identified to find the
ground state of interacting spin systems (quantum optimi-
sation) in NISQs [2], [6]: Quantum Annealing (QA) and
Quantum Approximate Optimisation Algorithms (QAOA) [8].
QA is a form of analog computation that has been developed
theoretically in the early nineties but realized experimentally
in a programmable device only in 2011 by D-Wave Sys-
tems. QAOA, invented in 2014 and recently generalised for
constrained combinatorial optimisation, requires digital gate-
model quantum computing; it can be seen in some parameter
range as a digitised version of QA [2].
In this paper, our starting point is a graph and we examine
clustering on this abstraction (the graph itself can be con-
structed from the data points as cursorily mentioned in the
beginning). To start with, we briefly touch upon the 2-cluster
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Max-Cut problem in terms of the usual Ising model of inter-
acting spins, but report some additional results/observations
related to graph components (independent subgraphs). Then,
we propose a simple way to extend the strategy to address 3-
cluster problem on graphs. The requisite 3-state particles inter-
action and the associated Hamiltonian are brought out. Apart
from providing typical results, remarks on how to go about
implementations are also made, including on the hypothetical
qutrit computing device. Extrapolation to more than three
cluster case involving qudits is also suggested, culminating
in the Quadratic Unconstrianed D-ary Optimisation (QUDO).
The paper is organized as follows: In Section II, Ising model
and the Max-Cut clustering is presented; the results related to
identifying independently partitionable subgraphs is delegated
to Section VI. Clustering into 3 classes is covered in detail
in Section III. Graph clustering into d classes is brought out
in Section IV. In both Section III and Section IV relevant
results and differentiation with respect to some existing lit-
erature and possible implementations are interspersed. Initial
remarks related to implementation are provided in Section V.
Conclusions are provided in Section VII.
II. TWO-GROUP CLUSTERING MAX-CUT PROBLEM
As mentioned in the previous section, one way to solve
the two-cluster graph maxcut problem is to have a model
of two-state interacting particles and solve for the lowest
energy state. This interaction model (for spins) is the Ising
model, originally developed to describe ferromagnetism, but
subsequently extended to more problems [9].
A. Ising Model
The Ising model can be formulated on any graph as
follows: consider an undirected graph G = (V,E), where
V = {v1, ..., vN} is a set of N sites, and E is a set of edges
representing the interactions between these sites. Every site
i has a corresponding spin variable si [10]. These spins are
binary-valued, taking values +1 for up or −1 for down. Two
spins si and sj may interact with each other [10]. The energy
of such an interaction depends on whether the values of the
participating spins are the same or different: it is given by
Jijsisj , where Jij is the strength of the interaction [10].
For each pair of interacting spins si and sj (i.e., Jij 6= 0),
there exists a corresponding edge (i, j) ∈ E. The state of the
model, s, is an assignment of all N variables si, 1 ≤ i ≤ N .
The set of all possible configurations is ξ = {−1, 1}N [10].
As well as pair-wise interactions, there can also be an external
field that affects each site i with energy hisi. Thus, in the
general case, the energy of a configuration s ∈ ξ is given by
the so-called Edwards-Anderson Hamiltonian [10]:
H(s) =
∑
(i,j)∈E
Jijsisj +
∑
i∈V
hisi (1)
When hi = 0 ∀ i ∈ V , the system is said to have no external
field (also called zero magnetic field condition), in which case
the energy of the configuration s becomes:
H(s) =
∑
(i,j)∈E
Jijsisj (2)
In this paper, we mostly consider the Hamiltonian with
zero external field. The system prefers lower energy states,
i.e., those s that minimise H(s). An important task is to find
configurations that minimise the energy of the system; such a
configuration is known as ground state.
In order to obtain the Quantum Mechanical description of
the Ising model of Equation (1) and Equation (2), one has
to replace each si by the Pauli-Z matrix given by σiz . As
the state corresponding to the quantum mechanical interaction
of one or more particles is given by the tensor products of
the corresponding individual states, the σizσ
j
z terms in H(σ)
denote the tensor product between σiz and σ
j
z , where σ is the
cumulative spin configuration of the complete system. It must
be noted that these terms need to be appropriately constructed
through tensor products of σz and I matrices, as discussed in
subsection II-B, to capture the pair-wise interaction between
the ith and jth spins. With these considerations in mind, the
Equation (1) and Equation (2) convert to [11]:
H(σ) =
∑
ij
Jijσ
i
zσ
j
z +
∑
i
hiσ
i
z (3)
H(σ) =
∑
ij
Jijσ
i
zσ
j
z (4)
B. Max-Cut Problem Using Ising Model
Little more formally, the Max-Cut problem starts with an
undirected graph G(V,E) with a set of vertices V and a set
of edges E between the vertices. The weight wij of an edge
between vertices i and j is a positive real number, with wij =
0 if there is no edge between them. A cut is a set of edges
that separates the vertices V into two disjoint sets V1 and V2,
such that V1 ⊆ V and V2 = V \ V1, and the cost of a cut is
defined as the as the sum of all weights of edges connecting
vertices in V1 with vertices in V2. One can connect the cut
to the Ising model by identifying the vertices with sis and
wijs with Jijs; si = 1 suggesting that node i belongs to V1
and si = −1 corresponds to V2 (of course, V1 and V2 can be
interchanged). The cost of the cut can, in fact, be written in
terms of the objective function:
C =
∑
ij
wij
2
(1− sisj) (5)
The Max-Cut problem aims at partitioning the nodes in such
a way that the cost of the resulting cut is maximised. On
comparing Equation (2) and Equation (5), it must be noted
that the sign of the sisj term changes. Thus, the Max-Cut
then boils down to finding the lowest energy state, instead of
the maximum, of Ising model with Jij = wij :
maxC = minH(s) (6)
by noting that scaling the cost function by a constant mul-
tiplicative factor does not change the optimal solutions. As
remarked earlier, the Max-Cut problem is equivalent to QUBO
formulation where the two-state variable is 0 or 1 binary
valued instead of 1 and −1; if the QUBO variables are denoted
by xi, the two formulations are related by si = 2xi − 1 [7],
[12], [13].
The classical Ising Max-Cut can be extended to the quantum
framework by replacing si by σiz , as discussed in Section II-A.
This gives us the final quantum Ising Hamiltonian, given by
Equation (7), which needs to be minimised to get the optimum
cut [12]. In carrying out the optimisation based on Equation
(7) below, if two adjacent nodes fall into the same cluster, then
wij is added to the cost function, else it is subtracted.
H(σ) =
∑
ij
wijσ
i
zσ
j
z (7)
As discussed in the previous subsection, the σizσ
j
z terms
represent the interaction of the nodes through the use of tensor
products, as shown in the following example. Let us consider a
graph having 5 vertices. If there is an edge between the nodes
v1 and v3 having weight w13, then the interaction between the
respective vertices is given by:
H13 = w13(I ⊗ σz ⊗ I ⊗ σz ⊗ I ⊗ I) (8)
The Hamiltonian thus formed is always diagonal, as there are
no σx terms involved, owing to the tensor product between
diagonal matrices.
The cost Hamiltonian H(σ) of the graph G, being diagonal,
has orthogonal eigenvectors that form a complete standard
basis. The system settles to the state having the lowest energy
and the eigenvector corresponding to it is given by a unit vector
along a standard basis state. The least-energy eigenvector is
a 2N × 1 vector, whose ket representation gives us an N -
length bit-string. The nodes of the graph, G, are labelled as
0 or 1, according to the digits in the bit-string, with the most
significant bit representing the label of the first vertex. This
gives us a binary-clustered graph. The result of partitioning a
graph with the given algorithm has been shown in Figure 1
[12, Figure 1(b)]. The minimum energy state corresponding to
the partition is given by |010101100101〉.
For different and more complex cost functions, the trans-
verse Ising Model may be used. If the Hamiltonian is not
diagonal, the matrix can be diagonalised with the eigenvectors
obtained from it. The standard eigenvector of the diagonalised
Hamiltonian, corresponding to the least eigenvalue, is then
used to partition the graph, as stated before.
III. SOLVING MAX 3-CUT USING ISING MODEL
In the direction of arriving at the quantum-assisted solution
for Max 3-cut problem, few observations are put in place.
Consider the nodes 2 and 3 of a graph with 5 nodes, shown
in Figure 2 for binary clustering:
The cost for the connection, in the Ising model, is given by:
H23 = 5× (I ⊗ I ⊗
[
1 0
0 −1
]
⊗
[
1 0
0 −1
]
⊗ I ⊗ I) (9)
(a) Input graph
(b) Resultant partitioned graph
Fig. 1: Finding the Max-Cut partition of a graph using Ising
Model
Fig. 2: Two nodes connected by an edge
which can be simplified as:
H23 = 5× (I ⊗ I ⊗

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
⊗ I ⊗ I) (10)
The 4 × 4 matrix, in the equation above, incorporates all the
possible cluster combinations of the nodes 2 and 3, which are
represented along the diagonal of the matrix. If the two cluster
are named 0 and 1, then their combinations and energies are
shown in Figure 3.
The energy is 1 when both the nodes are classified into the
same cluster, |00〉 or |11〉, and is −1 otherwise. The system
will settle for the lower energy state, −1, thus providing the
optimum clustering.
The idea can be extended to clustering the nodes of a graph
into 3 classes, with class labels 0, 1 and 2. The interaction-
matrix between adjacent nodes of the graph should ideally
Fig. 3: Node-node interactions and corresponding interaction
energies
look like (coupling strength has been considered to be unity)
the matrix in Figure 4.
Fig. 4: Node-node interaction energies for the ternary cluster-
ing case
In the binary case, the nodes were represented by 2×2 Pauli-
Z matrices, the tensor product of which gave the required
Hamiltonian matrix. Thus, for the 3-class problem, we need
3 × 3 matrices for each node, whose tensor product with
another such matrix can give the requisite 9× 9 Hamiltonian.
One can think of using a matrix with the cube roots of unity
placed along the diagonal of the 3× 3 matrix [14]:
Ω3 =
1 0 00 e2pii/3 0
0 0 e4pii/3
 (11)
In an interaction between two nodes, the first node is
represented by Ω3 and the second node is represented by the
complex conjugate transpose of Ω3 , Ω
†
3 . The 3 in subscript
signifies that the cube roots of unity are used to form the
matrix. Thus, the energy of interaction of nodes 2 and 3 is:
H23 = · · ·⊗
1 0 00 e2pii/3 0
0 0 e4pii/3
⊗
1 0 00 e−2pii/3 0
0 0 e−4pii/3
⊗. . .
(12)
⇒ H23 = · · · ⊗

1 0 . . . 0 0
0 e−2pii/3 . . . 0 0
...
...
. . .
...
...
0 0 . . . e2pii/3 0
0 0 . . . 0 1
⊗ . . . (13)
But, the Hamiltonian, being an observable, must be hermi-
tian. This can be taken care of by modelling the interaction
between two nodes as the tensor product between Ω3 and Ω
†
3
and taking only the real part of the elements of the resultant
matrix. The final form of the interaction is given as:
H23 = 5× I ⊗ I ⊗ 1
2
(Ω23 ⊗ Ω3†3 + Ω2†3 ⊗ Ω33)⊗ I ⊗ I (14)
It is interesting to note that this is completely analogous to
the k = 2 case, where the Pauli-Z matrix is Hermitian and
thus, σz ⊗ σ†z = σ†z ⊗ σz .
The term H¯23 = 12 (Ω
2
3 ⊗ Ω3†3 + Ω2†3 ⊗ Ω33) evaluates to:
H¯23 =

1 0 . . . 0 0
0 −0.5 . . . 0 0
...
...
. . .
...
...
0 0 . . . −0.5 0
0 0 . . . 0 1
 (15)
If adjacent nodes are placed in dissimilar clusters, the
interaction energy is −0.5, and 1 for similar clusters. This
is in contrast to the desirable energy values of −1 and 1 for
dissimilar and similar clusters, respectively. But this does not
have any effect on the clustering result since the energy for
adjacent vertices in different clusters is still lower than that for
similar clusters, and the former will be energetically favoured.
To provide an easy visualisation, the cluster classes can be
modelled along the cube roots of unity as shown in Figure 5.
The requirement for such a visualisation will become evident
in the next section.
Fig. 5: The cluster classes are modelled along the vectors: 0
along red, 1 along blue, 2 along green.
The typical result of Max 3-Cut partitioning on a graph can
be seen in Figure 6. The final Hamiltonian for Max-Cut is
given by:
H =
∑
ij
wij
2
(Ωi3Ω
j†
3 + Ω
i†
3 Ω
j
3) (16)
Extensive simulation studies with different graphs corrobo-
rates the applicability of the proposal.
IV. MAX D-CUT
Having looked at Max-Cut and Max 3-Cut, where the
nodes of a graph are partitioned into two and three classes
respectively, in this section, we propose a way of generalising
the Max-Cut problem for d classes. Such problems have
(a) Input graph
(b) Partitioned graph with colour-coded vertices
Fig. 6: Result of Max 3-Cut partitioning
traditionally been known as Max d-Cut [15]. Before moving
onto the problem, it is necessary to introduce some additional
mathematical machinery to facilitate the solution.
In section III, the matrix Ω3 can be recognised as the
clock matrix for three dimensions. This is not surprising as
the clock and shift matrices, Ud and Vd, have been used to
generalise the Pauli-Z and X matrices [16], respectively, for d
dimensional qudits [17]. These matrices, which are zero-trace
and symmetrical, but not hermitian, can be utilised to solve
d-ary optimisation problems where the variables can take d
number of discrete values, similar to a d-level system. In this
section we extend the idea of Quadratic Unconstrained Binary
Optimisation, QUBO, to such d-ary problems, and dub the
technique as Quadratic Unconstrained D-ary Opptimisation,
QUDO. The Ising Hamiltonians for such problems can be
given by:
H =
∑
ij
wij
2
(U idU
j†
d + U
i†
d U
j
d) (17)
where U is the clock matrix in d dimensions and the
subscript refers to the number of levels in the optimisation
problem, and are defined as in Equations (18) and (19) [18].
Here, again, more complicated Hamiltonians can be modelled
via the interaction of Ud and Vd terms, that lead to non-
diagonal Hamiltonian matrices.
Vd =
d−1∑
j=0
|(j + 1) mod d〉 〈j| (18)
Ud =
d−1∑
j=0
ωj |j〉 〈j| (19)
where ω = e2pii/d is the dth root of unity [18].
Such an optimisation problem can be demonstrated via the
d-class Max-Cut partitioning of a graph, called the Max d-Cut
problem.The cost function (Hamiltonian) is taken as given in
Equation (17). For the d = 4 case, the interaction Hamiltonian
matrix for two adjacent nodes has been shown in Figure 7. It
should be noted that the |aa〉 elements are 1, while the |ab〉
elements are 0 or −1. This happens because there are two
possible angles between the 4th roots of unity, i.e., pi/2 and pi.
If the angle between the classes is pi/2, then the interaction term
is 0, and it is -1 if the classes are pi radians apart. This means
that having a larger angular difference between the classes is
more favorable. The effect of clustering still remains the same,
however. The system settles for a state that ensures the highest
angular difference between the classes. This was not apparent
for the d = 2 or d = 3 cases because there was only one
possible angle between the classes.
For a d-cluster problem, if the classes are numbered from
0 to (d− 1), then the interaction energy term between nodes
of classes a and b is given by:
za · zb = 1
2
(z¯azb + zaz¯b) (20)
where za = e
2piai/d and z¯a is the complex-conjugate of za.
Fig. 8: The cluster classes along the vectors: 0 along red, 1
along blue, 2 along green, and 3 along cyan.
Figure 8 shows the vector representation of the four classes
along the fourth roots of unity. Using the clock matrices to
replace the Pauli-Z matrix, we arrive at results identical to
the vector Potts model (also referred to as the clock or planar
Potts model) [19], [20], where the spin states of a d level
system were distributed uniformly on a unit circle, at angles
specified by:
Θn = 2pin/d, n = 0, 1, . . . , d− 1 (21)
Fig. 7: Node-node interaction for the quaternary clustering case
As in Equation (20), the interaction energy depends on the
relative angle between the two vectors:
H = −
∑
ij
J(Θij) (22)
where J(Θij) is 2pi periodic, and Θij = Θni − Θnj is the
angle between the two spins at neighbouring sites i and j. For
the vector Potts model [20]:
J(Θ) = −1cosΘ (23)
Thus, the proposed method can be considered as a quantum
mechanical extension of the vector Potts model. A typical
result of quaternary clustering for a simple graph is shown
in Figure 9. Again, extensive simulation studies confirmed the
correctness of the methodology.
Additionally, for d = 4, an interesting behaviour was
observed. For many graphs, the result was bipartite, i.e., the
resultant partition had only two classes. The partitioning for
such a graph has been shown in Figure 10. Other graphs
had solution states for 2, 3 and 4 classes, all having the
minimum energy eigenvalue. This might have been due to the
fact that adjacent classes have 0 interaction energy. Further
investigations are necessary for more than 4 classes and to
arrive at the nature of the behaviour for general d classes.
V. PROPOSITION FOR FUTURE IMPLENTATION OF QUDO
ALGORITHMS
With the NISQ devices already being available, it is really
essential to consider the implementation of the quantum al-
gorithms on the hardware. Few pointers are put forth in this
section. The binary Max-Cut problem can be solved using
quantum annealing such that the system settles to the final
Hamiltonian given by the Ising function. The D-Wave annealer
Hamiltonian may be represented as [21]:
Hising = −A(s)
2
(∑
σix
)
+
B(s)
2
∑
i
hiσ
i
z +
∑
i>j
Jijσ
i
zσ
j
z

(24)
The cost function can easily be mapped to the D-Wave Ising
Hamiltonian and the minimum energy states can be obtained
by appropriate sampling.
Alternatively, the QAOA approach can also be utilised to
find the solution of binary Max-Cut problem by evolving the
appropriately prepared wavefunction using unitary operators
towards the Hamiltonian obtained by casting the problem into
Ising model (or the equivalent QUBO) [22], [23]. Thus, QA
and QAOA have formulation of the Ising model in common
but they require different hardware. Ruslan Shaydulin, et al,
have compared the two approaches for a different, but similar,
problems [24]. In QAOA, hybrid quantum and classical pro-
cessing is utilised and the quantum computation is in terms of
the gate-circuit model, as mentioned earlier [22], [25].
For Max d-Cut (or QUDO) problems, these approaches
cannot be used directly. The existing quantum annealers are
inherently binary in nature, due to the presence of 2× 2 Pauli
matrices. Ushijima-Mwesigwa, et al [12], have proposed a
concept of super nodes for Graph Partitioning into d classes.
The problem formulation is quite similar to that of Max-Cut,
and the same approach can be used for the latter. The drawback
is that for a graph with N vertices, dN qubits are required to
model the problem onto an annealer and the matrix blows up
by a factor of d2.
If useful, future annealers can be designed in such a way
that they utilise Equation (17) as the final Hamiltonian, with
the addition of cross terms containing Ud and Vd. Specifically,
one can think of annealers based on qutrits [26] to address
Max 3-Cut based on Equation (16).
(a) Input graph
(b) Partitioned graph with colour-coded vertices
Fig. 9: Result of Max 4-Cut partitioning
Moving on to QAOA for d classes, to find the expectation
value of a dN × dN cost operator using Equation (25), d
dimensional qudits may be used. The expectation value may
then be minimised through the use of classical optimisation
algorithms as described in the original QAOA paper [8].
〈H〉 = 〈ψ|H|ψ〉 (25)
As another possibility, m qubits may be utilised to simulate
N qudits, where m is given by [27]:
m = N(log2d) (26)
VI. ADDITIONAL RESULTS RELATED TO MAX-CUT
We have spelt out the usual quantum mechanical formula-
tion to carry out Max-Cut in Section II-B. For some graphs,
we may end up having more than one eigenstate for the
same (lowest) energy, i.e., the state exhibits degeneracy. In
this section, we carefully examine the degeneracy and bring
out some novel observations and results in the context of
(a) Input graph
(b) Partitioned graph with colour-coded vertices
Fig. 10: Result of Max 4-Cut partitioning where the solution
has only two classes.
graph partitioning. Specifically, we consider how degeneracy
provides a different perspective towards the examination of
certain subgraph identification in the quantum formulation.
Some symmetries make it possible to cluster some of the
vertices independently from the others, i.e., the partitioning
of a subset of vertices has no effect on the partitioning of the
remainder. Such sets of vertices, along with the edges connect-
ing the vertices within the sets are referred to as independently
partitionable subgraphs of the graph G within the context of
this work. We shall define this observation more rigorously
and illustrate it with examples in the following paragraphs.
While carrying out this exercise, we have restricted ourselves
to graphs having all edge weights equal to unity.
Let G(V,E) be a graph with V as the set of vertices, having
cardinality N , and E as the set of edges. Max-Cut partitioning
allows us to cluster the set of vertices into two subsets of V ,
subject to minimising the cost function. It may happen that
there are multiple solutions corresponding to the minimum
cost. Then these degenerate solutions can be used to further
partition the graphs vertices into M sets, V¯1, V¯2, and so on,
where V¯i ⊆ V , and M < N . The clustering of the vertices in
V¯i does not influence the clustering of the vertices in any other
set V¯j . The edges between the vertices of the set V¯i forms the
set E¯i, and the edges connecting vertices of V¯i to that of set
V¯1 are discarded, where i 6= j. Thus V¯i and E¯i together form a
graph G¯i which is a subgraph of the original graph G. The set
of these subgraphs can be called independently partitionable
subgraphs of G as the Max-Cut clustering of G¯i has no effect
on the clustering of G¯j , given i 6= j.
The dual of a binary number is given by converting the
0s to 1s and 1s to 0s. Dual binary numbers, thus, represent
equivalent partitions of the graph into two clusters, and will
have the same energy or cost value. But if there exist solutions
that are not duals of each other, and yet have the same
clustering cost, then the graph can be said to have independent
subgraphs within it. It can easily be seen that if the number
of such independently partitionable subgraphs is L, then there
will be 2L solutions with the minimum eigenvalue.
For example, if the minimum energy computational states
are:
0011010 − 1
0011110 − 2
1100001 − 3
1100101 − 4
1 and 4 are duals of each other, as are 2 and 3. They
represent the same partitions of the graph. Though 1 and
2 have the same energy, they represent different partitions.
Thus, it does not change the cost function whether node 4 is
classified as into class 0 or 1. Similarly with 3 and 4.
The bitwise XOR of 1 and 2 gives 1 on the fifth place from
the left. As the bits in the solution refer to the clusters that
the nodes of the graph are placed in, solutions 1 and 2 place
all the nodes in similar clusters, except for the fourth node.
Thus, the node 4 can be said to be independent of the rest
of the graph, as their respective clustering do not affect each
other, as well as the overall cost function. The graph then
contains 2 idependent subgraphs: G1 and G2, having vertex
sets V1 = {0, 1, 2, 3, 5, 6} and V2 = {4}, respectively.
Thus, the non-transverse Ising Hamiltonian gives the inde-
pendent and isolated subgraphs of a graph. A different cost
function will provide different subgraphs corresponding to
some other property represented by that cost function. This
can be visualised by the graph shown in Figure 11. On Max-
Cut partitioning the graph in 11a, the graph 11b is obtained,
with the nodes clustered into either the red or blue cluster.
The solutions with the minimum energy values are given
by:
0010110 − 1
0110010 − 2
0110011 − 3
0110110 − 4
1001001 − 5
1001100 − 6
1001101 − 7
1101001 − 8
The solutions 5, 6, 7 and 8 are the duals of 4, 3, 2 and 1,
respectively, and thus, do not incorporate any extra information
about the partitioning of the system. The bitwise XOR of 1
and 2 gives nodes 1 and 4; 1 and 3 gives 1, 4 and 6; 1 and
(a) Input graph
(b) Output after Max-Cut partitioning
Fig. 11: Example graph to show independent subcomponents
4 gives 1; 2 and 3 gives 6; 2 and 4 gives 4; and 3 and 4
gives nodes 4 and 6. The super set of all the resulting vertices
{1, 4, 6} consitutes a subgraph G1 whose partitioning does not
influence that of the remaining graph. Additional examination
shows that G1 can further be partitioned into subgraphs {1}
and {4, 6}, or {1, 4} and {6}.
As mentioned in the beginning, quantum way of solving
problems can bring new perspectives and insights. Specifically,
looking at the Max-Cut problem from a quantum mechanical
perspective allows us to find the degenerate states, which
further enable the identification of independently partitionable
subgraphs. Different graphs with different associated cost
functions reinforced the claim of using degeneracy to identify
independently partitionable subgraphs.
VII. CONCLUSIONS
The paper, by appropriately combining mathematical as-
pects and simulation, studies proposed quantum-assisted graph
clustering for three or more clusters. Even though the presenta-
tion is heavily biased towards algorithmic aspects, pointers are
provided for possible architectures for implementation. While
firm footing appears to have been established for Max 3-Cut
case, additional study for the case of more than 3 clusters
is required to concretize the observations and results; aspects
related to measurements also need to be looked into.
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