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a b s t r a c t
This work aims to predict exponentials of mixed effects under a multivariate linear
regression model with one random factor. Such quantities are of particular interest in
prediction problems where the dependent variable is the logarithm of the variable that
is the object of inference. Bias-corrected empirical predictors of the target quantities are
defined. A second-order approximation for the mean crossed product error of two of these
predictors is obtained, where the mean squared error is a particular case. An estimator
of the mean crossed product error with second-order bias is proposed. Finally, results are
illustrated through an application related to small area estimation.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Linear mixed models are nowadays a common tool in many statistical applications, like biostatistics, engineering,
econometrics and social sciences. When heteroscedasticity and/or lack of normality is detected in a linear (mixed or not)
regressionmodel, a commonapproach is to transform the dependent variable to the logarithmic scale. However, the object of
inferential interest is usually the variable in the original scale, which is then the exponential of the transformed variable. This
is the case for instance in prediction problems. In such situations, it can be of interest to predict the value of the exponential
of a mixed effect, that is, a linear combination of fixed and random effects.
When the target of inference is a random vector, a multivariate regression model may be the natural model formulation.
Indeed, a multivariate model, which takes into account the dependency structure among the variables, is likely to improve
the precision over the univariate modelling (see [1,2]). This work focuses on a class of multivariate linear regression models
with one random factor called nested-error regression models, but where the model responses are the logarithms of the
target variables. The characteristics of interest are exponentials of mixed effects, and these quantities are predicted using
an extension of the empirical bias-corrected predictor (EBCP) of [3] to the setup of a multivariate nested-error model.
The assessment of uncertainty of point estimates is crucial. Indeed, some regional development plans and policies base
the allocation of funds on reliable statistical information, and the standard errors are essential for instance when trying to
differentiate between regions in terms of their income levels. Thus, the statistical providers usually accompany any unbiased
estimate with its standard error, or with its counterpart in case of a biased estimator, the squared root of the mean squared
error (MSE). In multivariate setups, along with variances, covariances between pairs of estimators are relevant. Here we are
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interested in calculating mean squared errors and mean crossed product errors (MCPEs) of the extended EBCPs. For this, we
obtain a second-order approximation for the MCPE of two of these predictors (the MSE is a particular case) and we derive
an estimator of the MCPE with bias corrected to second order.
The results described in this work are relevant for small area estimation, where the target quantities are usually linear
combinations of the values of the study variable in the units of the population (typically means or totals), and estimation
of these quantities involves prediction of the values of the target variable in the population units. Another important field
of application is in longitudinal or panel data studies, which are often modelled with mixed models. In the econometric
literature, the response variables in the model are sometimes in the logarithmic scale, see e.g. [4], Chapter 13. A particular
potential econometric application can be found in [5], who model and predict Canadian long distance telephone demand
along different routes. For each telephone route connecting end-points A and B, the authors consider two simultaneous
regression equations relating the log-demand to explanatory variables; one for the calls from A to B and another for the calls
from B to A. In this example it seems sensible to consider a bivariate model for the log-demand of calls in the two directions,
including route-specific random effects.
For illustration, we will introduce the problem under the small area estimation setup. The ‘‘small area’’ problem arises
when the sample has been extracted from a whole population, but estimates are required for a set of subpopulations where
direct estimators, which use only the sample data from the corresponding subpopulation, have unsatisfactory precision
due to lack of sample data. Indirect estimators obtained from the assumption of regression models (called model-based
estimators) increase the effective sample size achieving usually increased precision. Among these are the Empirical Best
Linear Unbiased Predictors (EBLUPs), derived from a linear regression model with random area-specific effects, which
represent the between-area variation not explained by the auxiliary variables. See the monograph [6] for a collection of
the main advances in small area estimation until the publication date and [7] for a review of further developments in this
field.
Concerning theMSEestimation, Prasad andRao [8] obtained a second-order approximation of theMSEof the EBLUPunder
three different types of models, namely nested-error, random coefficient and Fay–Herriot regression models. They estimate
the dispersion parameters by a method of moments. The analogous result for maximum likelihood (ML) or restricted ML
(REML) was obtained first by Datta and Lahiri [9], and later under a more general setup by Das et al. [10]. Under a univariate
Fay–Herriot model with logarithmic transformation of the dependent variable, recently Slud and Maiti [3] have proposed a
bias-corrected empirical predictor, and have obtained a second-order corrected MSE estimator of their proposed predictor.
This paper is organized as follows. Themultivariate nested-error regressionmodel is described in Section 2, and the bias-
corrected empirical predictors are introduced in Section 3. In Section 4we give asymptotic representations for themaximum
likelihood estimators of the model dispersion parameters and of the predictors proposed in Section 3. In Section 5 we list
the results leading to the approximation of the MCPE of two predictors. In Section 6 we propose an estimator of the MCPE.
In Section 7 we describe an application and finally, the Appendix contains the proofs of the theoretical results.
2. Description of the model
Consider a population partitioned into D small areas of sizes N1, . . . ,ND. LetW be the random K -vector of interest and
wdi its value in the ith unit of the dth small area, i = 1, . . . ,Nd, d = 1, . . . ,D. Now consider the vector Y, whose elements
are the logarithms of the components ofW. Let ydi be the value of Y in the ith unit of the dth small area. We assume that the
population units satisfy the model
ydi = Xdiβ + ud1K + edi, (1)
where Xdi is a K × pmatrix with the values of p auxiliary variables for each of the K responses, β is the p-vector of unknown
coefficients, ud be the random effect of area d, 1r denotes an r-vector of ones and edi the K -vector of random errors. The
random effects ud and the random errors edi are independent with distributions
edi
iid∼ N(0K ,Σ), ud iid∼ N(0, σ 2u ), i = 1, . . . ,Nd, d = 1, . . . ,D. (2)
The dimension K of each observation is constant for all d. We assume that the K × K covariance matrixΣ depends linearly
on a set of unknown parameters θ2, . . . , θL; namely,
Σ =
L∑
j=2
θjΩj, (3)
where each K × K matrixΩj is completely known and can be expressed as a sum of the form
Ωj =
Kj∑
k=1
(−1)δjkΥjkΥ ′jk, where δjk ∈ {1, 2}, k = 1, . . . , Kj, j = 2, . . . , L. (4)
In this expression, Υjk are known K × K matrices.
The asymptotic results of this paper require the following assumptions, where λmin(A) denotes theminimum eigenvalue
of the square matrix A:
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(C1) The number of summands in (3) and (4), L and Kj, j = 2, . . . , L, do not depend on D, 1 ≤ L < K(K + 1)/2 and
1 ≤ Kj <∞, j = 2, . . . , L;
(C2) The matrices Υjk have known finite and fixed (not depending on D) elements;
(C3) λmin(Σ) > 0.
The class of matrices satisfying assumptions (3) and (4) and (C1)–(C3) include the symmetric positive definite Toeplitz
matrices, in which descending diagonals from left to right are associated with the same unknown parameter values. It also
includes any positive definite matrix in which symmetrically placed specified subsets of entries have the same unknown
parameter values and covariance matrices whose elements are unrestricted except for symmetry and positive definiteness.
An interesting example of a matrix satisfying the mentioned assumptions is given in Example 1.
Example 1. Consider the K × K covariance matrix
Σ =

σ 2 φ · · · φ
φ σ 2
. . .
...
...
. . .
. . . φ
φ · · · φ σ 2
 , (5)
where σ 2 > 0 and −(K − 1)σ 2 < φ < σ 2 to ensure positive definiteness. This structure is used in many multivariate
problems; for instance, in familial or longitudinal data [11–15]. Observe that this matrix can be expressed as
Σ = σ 2IK + φ(1K1′K − IK ),
where the identity matrix IK is symmetric and idempotent.
In the inference process, a sample of size n is extracted from the population. We denote by sd the subsample from the
dth small area and by nd the size of this subsample, where n = ∑Dd=1 nd. Let us construct column vectors and matrices
containing all sample elements
yd = coli∈sd(ydi), Xd = coli∈sd(Xdi), ed = coli∈sd(edi), Rd = diagi∈sd(Σ),
y = col1≤d≤D(yd), X = col1≤d≤D(Xd), e = col1≤d≤D(ed), R = diag1≤d≤D(Rd),
and additionally u = col1≤d≤D(ud) and Z = diag1≤d≤D(1Knd), where coli∈A(Bi) indicates stacking the elements Bi, i ∈ A into
a column and diagi∈A(Bi) denotes the block-diagonal matrix with blocks Bi, i ∈ A. In this notation, the model for the sample
units is
y = Xβ + Zu+ e, e ∼ N(0Kn,R), u ∼ N(0D, σ 2u ID).
The covariance matrix of y is equal to V = σ 2u ZZ′ + R, which is a block-diagonal matrix with blocks Vd = σ 2u 1Knd1′Knd + Rd,
d = 1, . . . ,D. Observe that in virtue of (3), these blocks can be written in the form Vd = ∑Lj=1 θj1jd, for θ1 = σ 2u ,
11d = 1Knd1′Knd and1jd = diag(Ωj, . . . ,Ωj), j = 2, . . . , L. Similarly, the overall covariance matrix can be expressed as
V =
L∑
j=1
θj1j for1j = diag1≤d≤D(1jd), j = 1, . . . , L.
The dispersion parameter space is
Θ = {θ = (θ1, . . . , θL)′ : 0 < θ1 < M, −M < θj < M, j = 2, . . . , L, λmin(6) > 0},
whereM <∞ is a constant. We denote by θ0 = (θ01, . . . , θ0L)′ the true, unknown value of θ. Hereafter, for a function F of
θ ∈ Θ , we will write F(θ)when F is evaluated at any admissible value of θ different from θ0, and we will write only F when
it is evaluated at θ0. Similarly, we will use ∂F/∂θ when the derivative is evaluated at θ0, and ∂F(θ)/∂θ when it is evaluated
at θ 6= θ0.
3. Predictors of exponentials of mixed effects
In small area estimation, typical targets of inference are the small area mean vectors. Observe that the mean vector for
the dth small area can be decomposed into two sums, one for sample units within that area (sd) and another for the out-of-
sample units (scd),
W¯d = N−1d
∑
i∈sd
wdi +
∑
i∈scd
wdi
 . (6)
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Then an estimator of W¯d can be obtained through prediction of the out-of-sample valueswdi, i ∈ scd. Nevertheless, prediction
of the original variables wdi based on model (1) involves prediction of the random variables exp(x′dirβ + ud), where x′dir is
the rth row of matrix Xdi, r = 1, . . . , K . With this motivation but in a more general setup, this work deals with predicting
the values of random variables defined as exponentials of mixed effects, that is, of
τ = exp(µ), for µ = λ′β +m′u, (7)
where λ and m are constant known vectors. When λ = xdir and m is a vector of zeros except for a one in position d we
obtain the particular case τ = exp(x′dirβ + ud).
A predictor of τ can be obtained by a two stage procedure. In the first stage consider that θ is known. For themixed effect
µ = λ′β+m′u, the Best Linear Unbiased Predictor (BLUP) was obtained by Henderson [16] and is given by µˆ = λ′βˆ+m′uˆ,
where
βˆ = (X′V−1X)−1X′V−1y and uˆ = σ 2u Z′V−1(y− Xβˆ). (8)
The predictor exp(µˆ) of τ = exp(µ) is biased, but this bias can be approximately corrected by extending the ideas of Slud
and Maiti [3] and taking
ρˆ exp(µˆ), for ρˆ = Eˆ [exp(µ)] /Eˆ [exp(µˆ)] .
Here Eˆ is an estimate of the expectation obtained by replacing the unknown parameters by their estimates. Under model
(1) and (2) with known θ, an asymptotically (D→∞) correct expression for this predictor is
τˆ = exp(µˆ+ α) where α = σ 2um′(ID − σ 2u Z′V−1Z)m/2.
In the second stage, regard θ as unknown; then τˆ depends on θ through µˆ = µˆ(θ) and α = α(θ); that is, τˆ = τˆ (θ).
Substituting an estimator θˆ for θ into τˆ we obtain what is generally called an empirical predictor. The maximum likelihood
estimator (MLE) of θ can be obtained by maximization of the profile loglikelihood
lP(θ) = c −
(
log |V| − y′Py) /2, where P = V−1 − V−1X(X′V−1X)−1X′V−1
and c denotes a constant. Let θˆ be the MLE of θ and Vˆ = V(θˆ) the covariance matrix V evaluated at the MLE. Then, an
empirical BLUP of µ is µˆE = µˆ(θˆ) = λ′βˆE +m′uˆE , where
βˆ
E = (X′Vˆ−1X)−1X′Vˆ−1y and uˆE = σˆ 2u Z′Vˆ
−1
(y− XβˆE).
We call empirical bias-corrected predictor (EBCP) of τ to τˆ E = exp(µˆE + αˆ), where αˆ = α(θˆ) is the bias correction factor.
Calculation of the MSE of the EBCP τˆ E entails two major technical difficulties. The first is that the ML estimator θˆ is not an
explicit function of the data vector y, and the second is that τˆ E is not linear in θˆ. The usual approach for overcoming these
problems is by using first-order Taylor expansions of the score function ∂ lP/∂θ and of the predictor τˆ E around θ0, see [10].
Nevertheless, here we need to appeal to second-order Taylor expansions due to the presence of the exponential function in
τ . These expansions lead to the asymptotic representations for theMLE θˆ and for τˆ E− τˆ given in Section 4. Then in Section 5
these formulas are used to derive an o(D−1) approximation of the MSE of τˆ E .
Of course, the properties of the EBCP τˆ E and the quality of the MSE approximation rely on the established model
assumptions, and therefore these assumptionsmust be consciously validated for the data at hand before applying the results
of this paper.
4. Asymptotic representations
This section provides explicit approximate formulas for θˆ − θ0 and τˆ E − τˆ in terms of the data vector y, both based on
Taylor series expansions and asymptotic arguments (D→ ∞). This is carried out following the approach of Das et al. [10]
but appealing to second-order Taylor expansions. The following notation is used throughout the paper:
s = ∂ lP/∂θ, H = ∂2lP/∂θ2, F = E(−H), (9)
Dj = ∂H/∂θj, dj = s′F −1DjF −1s, j = 1, . . . , L, d = (d1, . . . , dL)′, (10)
h = ∂τˆ/∂θ and γ = σ 2u V−1Zm.
Some additional conditions are required:
(H1) The elements of the vector λ are uniformly bounded as D → ∞. The vector m contains only zeros except for one
element, and this element is bounded as D→∞;
(H2) p <∞, lim supD→∞max1≤d≤D nd <∞ and lim infD→∞min1≤d≤D nd > 0;
(H3) The elements of the matrix X are uniformly bounded as D→∞;
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(H4) lim infD→∞ D−1λmin(X′X) > 0;
(H5) lim infD→∞ D−1λmin(F ) > 0.
Lemma 1 (included here for completeness) was first stated under general mixedmodels by Das et al. [10], and later Baíllo
and Molina [17] adapted it to model (1) and (2) with Σ given by (5). The proof for any matrix Σ satisfying (3) and (4) is
essentially the same as that of Lemma 1 of [17].
Lemma 1 ([10,17]). Let model (1)–(4) satisfy conditions (C1)–(C3) and (H2)–(H5). Then, for every η ∈ (0, 1), there exists a
subset of the sample spaceB on which, for large D, it holds that |θˆ − θ0| < D−η/2 and
θˆ = θ0 + F −1s+ r∗. (11)
Here, for every b > 0, it holds that |r∗| < D−η v∗, for a random variable v∗ with E(vb∗) bounded and P(Bc) = O(D−ζb/2), where
ζ = min(1/4, 1− η).
The set B mentioned in Lemma 1 is defined in the proof of Theorem 2.1 of [10], and is the set where the existence of a
solution of the likelihood equations ∂ lP(θ)/∂θ = 0 can be ensured.
Based on (11), Das et al. [10] approximated the MSE of the EBLUP of a mixed effect, where the neglected terms were
o(D−1). However, if we follow their approach for approximating the MSE of τˆ E , the presence of the exponential function in
τˆ E makes the neglected terms tend to zero slower than o(D−1). In order to achieve that ratewe need amore exact asymptotic
representation than (11), and this result is given in Lemma 2.
Lemma 2. Let model (1)–(4) satisfy conditions (C1)–(C3) and (H2)–(H5). Then, for any η ∈ (0, 1), on the same set B as in
Lemma 1 and for large D, it holds that
θˆ = θ0 + F −1s+ F −1(H + F )F −1s+ F −1d/2+ r, (12)
where |r| < D−3η/2v, for a random variable v with E(vb) bounded for every b > 0.
A sketch of the proof is included in the Appendix. As a consequence of Lemma 2, the next result provides an asymptotic
representation for τˆ E − τˆ , and this in turn will lead to the approximation of the MCPE in Section 5.
Lemma 3. Let model (1)–(4) satisfy conditions (C1)–(C3) and (H1)–(H5). Then, on the same set B as in Lemmas 1 and 2, and
for large D, it holds that
τˆ E − τˆ = h′F −1s+ h′F −1(H + F )F −1s+ h′F −1d/2+ s′F −1(∂2τˆ /∂θ2)F −1s/2+ r, (13)
where |r| < D−3η/2w, for a random variablew with bounded first and second moments.
5. Analytical approximation of the uncertainty
As mentioned in the introduction, in multivariate problems covariances of estimators are relevant beside variances. For
instance, when estimating a function f (τ) of characteristics τ = (τ1, . . . , τK )′ of K correlated variables using a function
g(τˆ) of an unbiased estimator τˆ, then the calculation of the variance of g(τˆ) requires the specification of variances and
covariances of the elements of τˆ. Under the setup of this paper, in this section we derive analytical approximations for the
MCPE E[(τˆ E1 − τ1)(τˆ E2 − τ2)] of the EBCPs τˆ E1 and τˆ E2 of two target variables τk = exp(µk), whereµk = λ′kβ+m′ku, k = 1, 2.
A formula for the MSE can be obtained simply by setting τˆ E1 = τˆ E2 in the approximate formula of the MCPE.
In a first stage we regard θ as known and obtain the exact expression of the MCPE of the bias-corrected predictors
τˆk = exp(µˆk + αk), k = 1, 2. This is done in Proposition 1, which employs the notation λ∗ = λ1 + λ2, m∗ = m1 + m2,
α∗ = α1 + α2 and b∗ = b1 + b2, where, for k = 1, 2,
αk = σ 2um′k(ID − σ 2u Z′V−1Z)mk/2, bk = V−1X(X′V−1X)−1λk + σ 2u PZmk. (14)
Proposition 1. The mean crossed product error of τˆ1 = exp(µˆ1 + α1) and τˆ2 = exp(µˆ2 + α2) is given by
MCPE(τˆ1, τˆ2) = exp(λ′∗β)
{
exp(α∗ + b′∗Vb∗/2)+ exp(σ 2um′∗m∗/2)
− exp [α1 + (b′1Vb1 + σ 2um′2m2 + 2σ 2um′2Z′b1) /2]
− exp [α2 + (b′2Vb2 + σ 2um′1m1 + 2σ 2um′1Z′b2) /2]} . (15)
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Now regard θ as unknown and consider the EBCPs τˆ Ek = exp(µˆEk+ αˆk) of τk, k = 1, 2, obtained using theML estimator θˆ of θ.
Then the MCPE of these predictors must account also for the uncertainty due to the estimation of θ. This fact is enlightened
by the decomposition
MCPE(τˆ E1 , τˆ
E
2 ) = MCPE(τˆ1, τˆ2)+ E
[
(τˆ E1 − τˆ1)(τˆ E2 − τˆ2)
]+ E [(τˆ E1 − τˆ1)(τˆ2 − τ2)]+ E [(τˆ1 − τ1)(τˆ E2 − τˆ2)] , (16)
where the first term on the right-hand side contains the crossed uncertainty due to prediction of τ1 and τ2 when θ is known
and is given in (15), the second term represents the extra crossed uncertainty due to estimation of θ and is approximated up
to o(D−1) terms in Theorems 1 and 2, and the remaining terms can be discarded in virtue of Theorem 3. The proofs of these
results are given in the Appendix. They use the extra notation
hk = ∂τˆk/∂θ and γk = σ 2u V−1Zmk, k = 1, 2.
Theorem 1. Let model (1)–(4) satisfy conditions (C1)–(C3) and (H1)–(H5). Then, the predictors τˆk = exp(µˆk + αk) and
τˆ Ek = exp(µˆEk + αˆk) of τk = exp(µk), k = 1, 2, satisfy
E
[
(τˆ E1 − τˆ1)(τˆ E2 − τˆ2)
] = E [(h′1F −1s)(h′2F −1s)]+ o(D−1). (17)
This formula depends on the derivatives hk of τˆk, k = 1, 2, and therefore it is not completely spelled out. Theorem 2 provides
a simpler formula based on a second-order approximation of the right-hand side of (17).
Theorem 2. Let model (1)–(4) satisfy conditions (C1)–(C3) and (H1)–(H5). Then,
E
[
(h′1F
−1s)(h′2F
−1s)
] = exp(α∗ + λ′∗β + b′∗Vb∗/2)
×
[
tr
(
F −1
∂γ ′1
∂θ
V
∂γ2
∂θ
)
+
(
∂γ ′1
∂θ
Vb∗ + ∂α1
∂θ
)′
F −1
(
∂γ ′2
∂θ
Vb∗ + ∂α2
∂θ
)]
+ o(D−1).
The next theorem implies that the last two terms on the right-hand side of (16) can be neglected.
Theorem 3. Let model (1)–(4) satisfy conditions (C1)–(C3) and (H1)–(H5). Then,
E
[
(τˆ E1 − τˆ1)(τˆ2 − τ2)
] = o(D−1).
Finally, Theorems 1–3 together with (16) lead to the approximate formula for the MCPE of the EBCPs,
MCPE(τˆ E1 , τˆ
E
2 ) = MCPE(τˆ1, τˆ2)+ exp(α∗ + λ′∗β + b′∗Vb∗/2)
×
[
tr
(
F −1
∂γ ′1
∂θ
V
∂γ2
∂θ
)
+
(
∂γ ′1
∂θ
Vb∗ + ∂α1
∂θ
)′
F −1
(
∂γ ′2
∂θ
Vb∗ + ∂α2
∂θ
)]
+ o(D−1). (18)
Remark 1. For general transformations τk = h(µk), where h is a sufficiently smooth and monotone non-linear function,
Theorem 1 seems easy to extend using an expansion similar to (13). The challenge is then to obtain explicit formulas
for MCPE(τˆ1, τˆ2) and for the right-hand side of (17), quantities that essentially involve expectations of nonlinear
transformations of normal variables.
6. Estimation of the uncertainty
The MCPE approximation given by (18) is a theoretical formula that depends on the values of the unknown parameters
β0 and θ0, and therefore next step is the estimation of this quantity based on the data y. This can be done by replacing the
unknown β0 and θ0 by theML estimators βˆ
E
and θˆ respectively. However, the plug-in procedure produces an O(D−1) bias in
the first term on the right-hand side of (18), MCPE(τˆ1, τˆ2). In this section we approximate this bias and, based on this result,
we propose a bias-corrected estimator for MCPE(τˆ1, τˆ2).
Let us denote g(β0, θ0) = MCPE(τˆ1, τˆ2). The next theorem gives an approximation up to o(D−1) terms for the bias of the
plug-in estimator g(βˆ
E
, θˆ).
Theorem 4. Under (H1)–(H5), it holds
E[g(βˆE, θˆ)] = g(β0, θ0)+
5∑
j=1
Λj(θ0)+ o(D−1),
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where
Λ1(θ0) = (∂g/∂θ)′ E(F −1s), Λ2(θ0) = (∂g/∂θ)′ E
[
F −1(H + F )F −1s] ,
Λ3(θ0) = (∂g/∂θ)′ E(F −1d)/2, Λ4(θ0) = E
[
s′F −1
(
∂2g/∂θ2
)
F −1s
]
/2,
Λ5(θ0) = g(β0, θ0)λ′∗(X′V−1X)−1λ∗.
Straightforward algebra gives the following formulas for theΛj(θ0):
Λ1(θ0) = (∂g/∂θ)′ F −1ν,
Λ2(θ0) = − (∂g/∂θ)′ F −1col1≤i≤3
(
tr(ΦiF −1)
)+ o(D−1),
Λ3(θ0) = (1/4) (∂g/∂θ)′ F −1col1≤i≤3
(
tr
[
(3Φi − Γi)F −1ΦF −1
])+ o(D−1),
Λ4(θ0) = (1/4)tr
[(
∂2g/∂θ2
)
F −1ΦF −1
]+ o(D−1).
Here, ν = (ν1, ν2, ν3)′,Φ = (φij)i,j=1,...,L,Φi = (φijk)j,k=1,...,L, and Γi = (aijk)j,k=1,...,L, where
νj = tr[(P− V−1)1j], φij = tr(P1iP1j),
φijk = tr(P1iP1jP1k), aijk = tr(V−11iV−11jV−11k).
From Theorem 4 and the fact that E[Λj(θˆ)] = Λj(θ0) + o(D−1), j = 1, 2, 3, 4, an unbiased estimator of g(β0, θ0) up to
o(D−1) terms is
gC (βˆ
E
, θˆ) = g(βˆE, θˆ)−
5∑
j=1
Λj(θˆ).
We will use small cases for MCPE estimators. Thus, mcpe(τˆ1, τˆ2) = g(βˆE, θˆ) denotes the uncorrected estimator of
MCPE(τˆ1, τˆ2) = g(β0, θ0) and mcpeC (τˆ1, τˆ2) = gC (βˆ
E
, θˆ) its bias-corrected counterpart. Theorem 4 states that the bias
of mcpe(τˆ1, τˆ2) is O(D−1) whereas that of mcpeC (τˆ1, τˆ2) is o(D−1). Simulation experiments carried out by the author and
results of Section 7 confirm that the bias correction is necessary.
The estimator mcpeC (τˆ1, τˆ2) can be taken as a naive approximation of MCPE(τˆ E1 , τˆ
E
2 ). Nevertheless, an estimator with
reduced bias (i.e. of order o(D−1)) is obtained by replacing, in formula (18), the true MCPE(τˆ1, τˆ2) by its corrected estimate
mcpeC (τˆ1, τˆ2) and, in the remaining terms, the unknown parameters β0 and θ0 by their ML estimates. This last estimator is
denoted by mcpeC (τˆ E1 , τˆ
E
2 ).
7. Application
This section describes an application based on real data from the Australian Agricultural and Grazing Industries Survey
carried out for illustrative purposes. The available data contain economic aspects of N = 1652 farms distributed into
29 regions of Australia. Since the results of this paper assume the availability of the values of the auxiliary variables for
all population units, this data set was regarded as the entire population. Then, a stratified sample was drawn from this
population considering the regions as strata. Specifically, a simple random sample with sampling fraction equal to 1/3 was
extracted from each region, omitting the last region because of its small population size (equal to 6). Thus, the final number
of regions (small areas) was D = 28 and the overall sample size was n = 399.
The target variables are total cash costs (W1, in thousands of A$) and total cash receipts (W2, in thousands of A$) of the
farms. The distribution of these two variables in the original scale is highly right skewed, but the logarithmic transformation
makes their distributions close to normal, see Fig. 1.
The auxiliary variables are total area of the farm (in hectares), area under crops (in hectares) and number of beef cattle.
Fig. 2 plots total cash costs (left) and total cash receipts (right) against total area of the farm, with all variables in logarithmic
scale. Again the log transformation unmasks a somewhat linear relationship. Plots for area under crops (in hectares) and
number of beef cattle (not presented here) also show linear patterns. Thus, based on previous comments, we considered a
bivariate model with Y1 = log(W1) and Y2 = log(W2) as responses and the same three auxiliary variables, log-area of the
farm (X1), log-area of crops (X2) and log-number of beef (X3) along with an intercept, for each response (p = 4×2 = 8). We
considered an unrestricted 2×2 error covariance matrixΣ = (σij). The estimated variance components obtained by fitting
the model by ML were σˆ 2u = 0.097, σˆ11 = 0.386, σˆ22 = 0.414 and σˆ12 = 0.310, which means an estimated correlation
coefficient of 0.77. The estimated model coefficients were βˆ = (1.001, 0.386, 0.141, 0.043, 1.187, 0.377, 0.133, 0.056)′,
were the first four coefficients affect Y1 and the last four affect Y2.
Fig. 3 plots the two sets of residuals obtained for the two responses, both against their corresponding predicted values.
No pattern can be discerned in any of the plots, most of the residuals being in the band [−2, 2] and centered at zero. This
supports the choice of model.
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Fig. 1. Histograms ofW1 (left) andW2 (right) in the log scale, with superposed estimated normal densities.
Fig. 2. Scatterplots of total cash costs (left) and total cash receipts (right) against area of the farm in the log scale.
Fig. 3. Raw residuals for log-Total cash costs (left) and log-Total cash receipts (right) against corresponding predicted values.
We are interested in the prediction of the regional means of the untransformed total cash costs and receipts W¯d1 and W¯d2
and to estimate their MSEs. Moreover, we wanted to predict the regional means of the total cash income of the farms, given
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Table 1
Region index, sample size, model-based estimates of regional means in columns 3–5, naive and final estimated coefficients of variation (× 100) in columns
6–11, direct estimates of regional means in columns 12–14 and estimated coefficients of variation (× 100) of direct estimates in the last three columns
d nd ˆ¯W d1 ˆ¯W d2 ˆ¯W d3 cvnaid1 cvnaid2 cvnaid3 cvd1 cvd2 cvd3 ˆ¯W
dir
d1
ˆ¯W dird2 ˆ¯W
dir
d3 cv
dir
d1 cv
dir
d2 cv
dir
d3
1 13 97.3 108.4 11.1 15.0 14.6 34.6 18.2 17.3 30.2 69.0 86.8 17.8 17.7 17.8 39.7
7 15 132.4 153.2 20.8 9.7 9.9 18.0 12.6 12.0 16.4 107.9 120.5 12.6 27.0 21.5 87.3
17 29 186.4 219.2 32.8 10.5 10.4 26.9 12.4 11.8 26.2 173.2 221.0 47.8 18.7 18.0 21.6
19 20 211.9 229.9 18.0 8.8 9.0 37.5 10.4 10.3 35.6 172.5 181.1 8.6 17.5 14.4 87.9
25 8 473.0 588.9 115.9 15.1 14.6 28.3 15.5 15.0 28.3 280.2 439.4 159.2 15.5 18.9 34.2
27 2 156.5 187.3 30.8 54.6 56.0 97.7 56.2 57.4 97.7 38.5 27.0 −11.5 60.7 54.9 −74.6
Regions with sample sizes closest to the minimum, first quartile, median, mean, third quartile and maximum have been selected.
by W¯d3 = W¯d2 − W¯d1, accompanied also by their estimated MSEs. Empirical predictors of the regional means are
ˆ¯W dr = N−1d
∑
i∈sd
wdir +
∑
i∈scd
wˆEdir
 , r = 1, 2, ˆ¯W d3 = ˆ¯W d2 − ˆ¯W d1.
The MSEs of the empirical predictors ˆ¯W dr , r = 1, 2, are given by
MSE( ˆ¯W dr) = N−2d
∑
i∈scd
∑
j∈scd
MCPE(wˆEdir , wˆ
E
djr), r = 1, 2, (19)
and from them, the MSE of ˆ¯W d3 = ˆ¯W d2 − ˆ¯W d1 can be easily calculated. Estimated values of the MSEs can be obtained
by replacing the true MCPEs appearing in (19) by the estimates mcpeC (wˆEdir , wˆ
E
djr) proposed in Section 6. Table 1 shows the
results for the 6 regionswith sample sizes closest to theminimum, first quartile,median,mean, third quartile andmaximum.
Columns 3–5 of this table list the model-based predicted means, columns 6–8 show the naive coefficients of variation (CVs)
calculated as the squared root of the naiveMSE estimators (i.e. based onmcpe(wˆdir , wˆdjr)) over predictedmeans and columns
9–11 list the CVs based on the bias-corrected estimatesmcpeC (wˆEdir , wˆ
E
djr). Observe the differences between cv
nai
dr and cvdr , for
each r = 1, 2, 3. The terms contributing most to these differences are the bias correction terms of the estimated MSEs and
MCPEs (cf. Theorem 4). Indeed, simulation studies confirmed that the bias correction terms are not negligible and therefore
they must be included in the MCPE estimation.
In the small area estimation framework it is important to compare the accuracy of the derived model-based estimators
with that of the basic direct estimators. For this, the direct estimators were also computed. For simple random sampling
within each region, these estimators are the sample means
ˆ¯W dirdr =
1
nd
∑
i∈sd
wdir , r = 1, 2, and ˆ¯W d3 = ˆ¯W d2 − ˆ¯W d1.
Estimators of the variances and the covariances are (cf. [18])
var( ˆ¯W dirdr ) =
1
nd(nd − 1)
(
1− nd
Nd
)∑
i∈sd
(wdir − ˆ¯W
dir
dr )
2, r = 1, 2,
cov( ˆ¯W dird1 , ˆ¯W
dir
d2 ) =
1
nd(nd − 1)
(
1− nd
Nd
)∑
i∈sd
(wdi1 − ˆ¯W
dir
d1 )(wdi2 − ˆ¯W
dir
d2 ).
The direct estimates of the regional means and their coefficients of variation for the selected regions are listed in the last 6
columns of Table 1. Observe that the coefficients of variation of the direct estimators are generally larger in absolute value
than those of the model-based estimators. The decrease in the CVs of the model-based estimators is considerable when
estimating the regional means of total cash income of the farms W¯d3, see the great gain in precision for areas d = 7 and
d = 19. When estimating the means of total cash costs W¯d1 and total cash receipts W¯d2, the differences are smaller. Note
that for area number 27, the absolute CVs of the direct estimators of W¯d2 and W¯d3 are smaller, but take into account that
the sample size of this region is 2. Generally, estimated sampling variances of direct estimators for regions with very small
sample sizes are too unstable and therefore not very reliable.
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Appendix. Proofs of theoretical results
This Appendix outlines the proofs of the results appearing in Sections 4–6. For more details on these proofs the reader is
referred to [19]. Hereafter, the norm of a vector v is denoted by |v| = (v′v)1/2, and for amatrix A, the norms ‖A‖ = λ1/2max(A′A)
and ‖A‖2 = tr1/2(A′A) are used. Additionally, let us denote δk = µˆk + αk, so that τˆk = exp(δk), k = 1, 2. Additionally, for
η ∈ (0, 1), we define the neighborhood N(θ0) =
{
θ ∈ Θ : |θ − θ0| < D−η/2
}
.
Proof of Lemma 2. Second-order Taylor expansions about θ0 of the score functions ∂ lP(θ)/∂θi, i = 1, . . . , L, evaluated at
the ML estimate θ = θˆ, lead to
0 = s+ H(θˆ − θ0)+ d˜/2+ r˜, (A.1)
where d˜ = (d˜1, . . . , d˜L)′ with d˜i = (θˆ − θ0)′Di(θˆ − θ0), and r˜ = (r˜1, . . . , r˜L)′ with
r˜i = 16
3∑
j=1
3∑
k=1
3∑
`=1
∂4lP(θ∗)
∂θi∂θj∂θk∂θ`
(θˆj − θ0j)(θˆk − θ0k)(θˆ` − θ0`), i = 1, . . . , L.
Adding F (θˆ − θ0) to both sides of Eq. (A.1), multiplying by F −1 and solving for θˆ we obtain
θˆ = θ0 + F −1s+ F −1(H + F )(θˆ − θ0)+ F −1d˜/2+ r1, (A.2)
where r1 = F −1 r˜. It is not difficult to prove that onB and for large D, |r1| < D−3η/2v1, where E(vb1) is bounded for b > 0.
The proof of this result involves showing that
E
(
sup
N(θ0)
∣∣∣∣ 1D ∂4lP(θ)∂θi∂θj∂θk∂θ`
∣∣∣∣
)b
= O(1), b > 0.
This fact can be shown following the proof of Theorem 3 of [17]. Now let us substitute (11) in the third and fourth terms on
the right-hand side of (A.2). Then the third term becomes
F −1(H + F )(θˆ − θ0) = F −1(H + F )F −1s+ r2, (A.3)
where
|r2| ≤ D1/2 ‖F −1‖‖D−1/2 (H + F )‖ |r∗|
and, by Lemma 1, |r∗| < D−ηv∗ with E(vb∗) = O(1). Moreover, assumption (H5) implies that for large D, there exists a
constant c < ∞ such that ‖F −1‖ < cD−1. Then taking v2 = c‖D−1/2 (H + F )‖v∗, it holds that |r2| < D−1/2−η v2, where
E(vb2) is bounded, for every b > 0. As to the fourth term in (A.2),
F −1d˜ = d+ r3 + r4, (A.4)
for d as defined in (10). Using (H4) and Lemma 1, it can be proved that for every b > 0, |r3| < D−1/2−η v3 and |r4| < D−2η v4,
where E(vb3) and E(v
b
4) are bounded. The proof of the boundedness of these expectations involves checking the conditions
E
(∣∣∣∣ 1√D ∂ lP∂θi
∣∣∣∣b
)
= O(1), E
(∣∣∣∣ 1D ∂3lP∂θi∂θj∂θk
∣∣∣∣b
)
= O(1), b > 0.
These can be shown following the same steps as in the proof of Lemma 1 of [17]. Finally, substituting (A.3) and (A.4) in (A.2)
and denoting r = r1 + r2 + (r3 + r4)/2, we obtain the desired result. 
Proof of Lemma 3. A second-order Taylor expansion of τˆ (θ) around θ0, evaluated at the point θ = θˆ, leads to
τˆ E − τˆ = h′(θˆ − θ0)+ (1/2)(θˆ − θ0)
(
∂2τˆ /∂θ2
)
(θˆ − θ0)+ r1, (A.5)
where |r1| < D−3η/2v1 and the first and second moments of v1 are bounded. Now inserting (12) into the first term on the
right-hand side of (A.5) and (11) into the second term, we get
τˆ E − τˆ = h′F −1s+ h′F −1(H + F )F −1s+ 1
2
h′F −1d+ 1
2
s′F −1
∂2τˆ
∂θ2
F −1s+ r1 + r2 + r3,
for r2 = r′∗(∂2τˆ /∂θ2)F −1s and r3 = r′∗(∂2τˆ /∂θ2)r∗/2. By Lemma 1, for large D and on B, it holds that |r2| < D−1/2−ηv2
and |r3| < D−2ηv3, where both v2 and v3 have the first two moments bounded. The expectations E(vivj) for i 6= j are also
bounded. Then the result follows by calling r = r1 + r2 + r3. 
I. Molina / Journal of Multivariate Analysis 100 (2009) 963–980 973
Proof of Proposition 1. The mean crossed product error of τˆ1 and τˆ2 is
MCPE(τˆ1, τˆ2) = E
{[
exp(µˆ1 + α1)− exp(µ1)
] [
exp(µˆ2 + α2)− exp(µ2)
]}
= E [exp(µˆ1 + µˆ2 + α)]+ E [exp(µ1 + µ2)]− E [exp(µˆ1 + µ2 + α1)]− E [exp(µ1 + µˆ2 + α2)] .
Observe that the exponents involved are linear combinations of multivariate normal vectors
µ1 + µ2 = λ′∗β +m′∗u;
µˆ1 + µ2 = λ′∗β + (b′1Z+m′2)u+ b′1e;
µˆ1 + µˆ2 = λ′∗β + b′∗v, for v = Zu+ e ∼ Nn(0n,V). (A.6)
Then (15) follows by direct use of the moment generating function of normally distributed random variables. 
Proof of Theorem 1. The proof is based on the following chain of results:
(A) For large D and onB, it holds
τˆ Ek − τˆk = h′kF −1s+ t∗k , k = 1, 2, (A.7)
where |t∗k | ≤ D−η w∗k and the first and second moments of the random variablew∗k are bounded.
(B) E
[
(τˆ E1 − τˆ1)(τˆ E2 − τˆ2)1B
] = E [(h′1F −1s)(h′2F −1s)1B]+ o(D−1), where 1B denotes the indicator function of the set
B mentioned in Lemma 1.
(C) E
[
(τˆ E1 − τˆ1)(τˆ E2 − τˆ2)1Bc
] = o(D−1).
(D) E
[
(h′1F −1s)(h
′
2F
−1s)1B
] = E [(h′1F −1s)(h′2F −1s)]+ o(D−1).
The result then follows directly from the decomposition
E
[
(τˆ E1 − τˆ1)(τˆ E2 − τˆ2)
] = E [(τˆ E1 − τˆ1)(τˆ E2 − τˆ2)1B]+ E [(τˆ E1 − τˆ1)(τˆ E2 − τˆ2)1Bc ] ,
and using (B), (C) and (D).
Now we outline the proofs of (A)–(D). We start with (A) The Taylor expansion (A.5) yields
τˆ Ek − τˆk = h′k(θˆ − θ0)+ tk, k = 1, 2. (A.8)
Here, |tk| ≤ D−ηwk, where the first two moments ofwk are bounded. Then, by replacing (11) in (A.8) we obtain
τˆ Ek − τˆk = h′kF −1s+ t∗k , where t∗k = h′kr∗ + tk, k = 1, 2. (A.9)
The new error term satisfies |t∗k | ≤ D−η w∗k , where w∗k = |hk| v∗ + wk and it is easy to see that E(w∗k ) = O(1) and
E(w∗2k ) = O(1).
Concerning (B), by (A.9), we can write
E
[
(τˆ E1 − τˆ1)(τˆ E2 − τˆ2)1B
] = E [(h′1F −1s)(h′2F −1s)1B]+ E [(h′1F −1s) t∗21B]+ E [(h′2F −1s) t∗11B]+ E(t∗1 t∗21B).
We are going to show that for any η ∈ (0, 1),
E
∣∣(h′1F −1s) t∗2 1B∣∣ = O(D−1/2−η) and E|t∗1 t∗2 1B | = O(D−2η). (A.10)
The second part of (A.10) follows easily from the definition of t∗k given in (A.9) and Lemma 1, using Hölder’s inequality. As
to the first part, since h1 = exp(δ1)(∂δ1/∂θ), by Hölder’s inequality,
E
∣∣(h′1F −1s) t∗2 1B∣∣ ≤ E1/4 [exp(4δ1)] E1/4 ∣∣(∂δ1/∂θ)′ F −1s∣∣4 E1/2[(t∗2 )21B].
Since δ1 = α1+λ′1β+m′1v and v is normally distributed, the first expectation on the right-hand side of the inequality above
is bounded. Moreover,
E1/2[(t∗2 )2 1B] ≤ D−η E1/2(w∗k )2 = O(D−η). (A.11)
Using again Hölder’s inequality, we get
E1/4
∣∣(∂δ1/∂θ)′ F −1s∣∣4 ≤ E1/8 |∂δ1/∂θ|8 E1/8|F −1s|8. (A.12)
It is easy to see that E1/8|∂δ1/∂θ|8 = O(1), and applying again Hölder’s inequality, it can be proved that E|D−1/2s|8 = O(1).
Since (H5) implies that ‖F −1‖ = O(D−1), then E1/8|F −1s|8 = O(D−1/2), and consequently, E1/4 ∣∣(∂δ1/∂θ)′ F −1s∣∣4 =
O(D−1/2). This result, together with (A.11), lead to the first statement of (A.10); analogously, it holds E|(h′2F −1s) t∗11B | =
O(D−1/2−η). The result then follows by taking η ∈ (1/2, 1).
974 I. Molina / Journal of Multivariate Analysis 100 (2009) 963–980
Concerning (C), by Hölder’s inequality, we can write
E
[
(τˆ E1 − τˆ1)(τˆ E2 − τˆ2) 1Bc
] ≤ E [exp (αˆ∗ + µˆE1 + µˆE2) 1Bc ]+ E [exp (α∗ + µˆ1 + µˆ2) 1Bc ]
≤ 2 exp( sup
N(θ0)
α∗(θ))E1/2[exp(2 sup
N(θ0)
b′∗(θ)y)] P1/2(Bc), (A.13)
where α∗(θ) = α1(θ) + α2(θ) and b∗(θ) = b1(θ) + b2(θ). After some algebra, it can be seen that the suprema of |α∗(θ)|
and |b∗(θ)| over N(θ0) are bounded. Taking into account that y is normally distributed, the expectation appearing on the
right-hand side of (A.13) is bounded. Now applying Lemma 1 with η ∈ (1/2, 1), we get
E
[
(τˆ E1 − τˆ1)(τˆ E2 − τˆ2) 1Bc
] = O(D−b/16),
which is o(D−1) for b large enough (b > 16).
Finally, (D) yields from the equality
E
[
(h′1F
−1s)(h′2F
−1s) 1B
] = E [(h′1F −1s− h′1F −1s 1Bc )(h′2F −1s− h′2F −1s 1Bc )]
= E [(h′1F −1s)(h′2F −1s)]− E [(h′1F −1s)(h′2F −1s) 1Bc ] ,
and showing that the last term is o(D−1). Indeed, by Hölder’s inequality,
E
[
(h′1F
−1s)(h′2F
−1s) 1Bc
] ≤ E1/2 [exp(2δ1 + 2δ2)] 2∏
k=1
E1/4
∣∣(∂δk/∂θ)′ F −1s 1Bc ∣∣4 .
The first expectation on the right-hand side of this inequality is bounded by the normality assumption. Further, applying
again Hölder’s inequality,
E1/4
∣∣(∂δk/∂θ)′ F −1s 1Bc ∣∣4 ≤ E1/8 ∣∣(∂δk/∂θ)′ F −1s∣∣8 P1/8(Bc).
But proceeding as in (A.12), we obtain E1/8
∣∣(∂δk/∂θ)′ F −1s∣∣8 = O(D−1/2), and taking η > 1/4 in Lemma 4, we get
P1/8(Bc) = O(D−b/64). Therefore, for any b > 0 and η > 1/4, we have
E
[
(h′1F
−1s)(h′2F
−1s) 1Bc
] = [O(D−1/2−b/64)]2 = o(D−1). 
The following two results are technical lemmas needed for the proof of Theorem 2.
Lemma 4. Let Ai, i = 1, 2, 3 be n× n nonstochastic symmetric matrices and v ∼ Nn(0n,6), where 6 is positive definite. Then,
(i)
E
[
v(v′A1v)v′
] = tr(A16)6+ 26A16;
(ii)
E
{
v[v′A1v− E(v′A1v)]v′
} = 26A16;
(iii)
E
{
2∏
i=1
[v′Aiv− E(v′Aiv)]
}
= 2tr(A16A26)tr(6A16)tr(A26);
(iv)
E
{
v
2∏
i=1
[v′Aiv− E(v′Aiv)]v′
}
= 2tr(A16A26)6+ 46A16A26+ 46A26A16;
(v)
E
{
3∏
i=1
[v′Aiv− E(v′Aiv)]
}
= 4tr(A16A26A36)+ 4tr(A16A36A26);
(vi)
E
{
v
3∏
i=1
[v′Aiv− E(v′Aiv)]v′
}
= 4tr(A16A26A36)6+ 4tr(A16A36A26)6
+ 4tr(A16A26)6A36+ 4tr(A16A36)6A26+ 4tr(A26A36)6A16
+ 2tr(A26)6A16A36+ 2tr(A36)6A16A26− 2tr(A26)6A36A16
− 2tr(A36)6A26A16+ 126A16A26A36+ 86A36A16A26+ 126A16A36A26
+ 86A26A16A36+ 46A26A36A16+ 46A36A26A16.
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Proof of Lemma 4. (i) appears in LemmaA.1 of [8], and (iii) is a direct consequence of the same lemma. (ii) is easily obtained
from (i). (iv) follows by straightforward algebra and application of (i). Finally, (v) and (vi) are obtained by application of the
recurrence formula of [20] and straightforward algebra. 
Lemma 5. Let A1 and A2 be two n × n nonstochastic symmetric matrices, b and c two nonstochastic vectors of size n and
v ∼ Nn(0n,6). Let us define the matrix 6b = 6+ 6bb′6. Then,
(i)
E
[
exp(b′v) v
] = exp(b′6b/2)6 b;
(ii)
E
[
exp(b′v) vv′
] = exp(b′6b/2)6b;
(iii)
E
[
exp(b′v) vv′(c′v)
] = exp(b′6b/2)(6bc′6+ 6cb′6);
(iv)
E
{
exp(b′v) [v′A1v− E(v′A1v)]
} = exp(b′6b/2) b′VA16b;
(v)
E
{
exp(b′v) [v′A1v− E(v′A1v)]v′
} = exp(b′6b/2) [2b′6A16+ (b′6A16b)b′6] ;
(vi)
E
{
exp(b′v) v[v′A1v− E(v′A1v)]v′
} = exp(b′6b/2) [26bA16+ (b′6A16b)6b + 26A16bb′6] ;
(vii)
E{exp(b′v) v[v′A1v− E(v′A1v)]v′(c′v)} = exp(b′6b/2)
× [2(b′6A16 c)6b + 46A16bc′6+ 26bc′6A16+ 26A16cb′6
+ (b′6A16b)6bc′6+ (b′6A16b)6cb′6+ 2(b′6c)6bA16
+ (b′6A16 b)(b′6c)6b + 2(b′6c)6A16bb′6
] ;
(viii)
E
{
exp(b′v)
2∏
i=1
[v′Aiv− E(v′Aiv)]
}
= exp(b′6b/2)
× [2tr(A16A26)+ 4b′6A16A26b+ 2(b′6A16b)(b′6A26b)] ;
(ix)
E
{
exp(b′v)
2∏
i=1
[v′Aiv− E(v′Aiv)]v′
}
= exp(b′6b/2)
× [2tr(A16A26)b′6+ 4(b′6A16A26b)b′6+ 2(b′6A16b)(b′6A26b)b′6
+ 4b′6A16A26+ 4b′6A26A16+ 2(b′6A16b)b′6A26
+ 2(b′6A26b)b′6A16
] ;
(x)
E
{
exp(b′v) v
2∏
i=1
[v′Aiv− E(v′Aiv)]v′
}
= exp(b′6b/2)
× [2tr(A16A26)6b + 2(b′6A16b)6bA26+ 2(b′6A26b)6bA16
+ (b′6A16b)(b′6A26b)6b + 4(b′6A16A26b)6b + 46bA16A26
+ 46bA26A16+ 86A16bb′6A26+ 46A26A16bb′6+ 46A16A26bb′6
+ 2(b′6A16b)6A26bb′6+ 2(b′6A26b)6A16bb′6
]
.
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Proof of Lemma 5. (i) Observe that the expectation can be written as
E
[
exp(b′v)v
] = exp(b′6b/2) ∫ v(2pi)−n/2|6|−n/2exp {−(v− 6b)′6−1(v− 6b)/2} dv,
where the integral is the expectation of a random vector z ∼ N(6b,6); that is,
E
[
exp(b′v)v
] = exp(b′6b/2)E(z) = exp(b′6b)6b.
(ii) is obtained similarly as (i). As to (iii), rearranging the integral as in (i) and making the change of variable w = v − 6b,
we obtain
E{exp(b′v)vv′(c′v)} = exp(b′6b/2)E [(w+ 6b)(w+ 6b)′c′(w+ 6b)] ,
forw ∼ N(0n,6). Then the result follows by straightforward algebra, and taking into account that the expectations where
w appears an odd number of times are zero. Results (iv)–(x) are obtained using similar arguments as in (iii) and application
of Lemma 4. 
Proof of Theorem 2. Since hk = exp(δk) (∂δk/∂θ)with δk = µˆk + αk, k = 1, 2, we can write
E
[
(h′1F
−1s)(h′2F
−1s)
] = E {exp(δ1 + δ2) [(∂δ1/∂θ)′ F −1s] [(∂δ2/∂θ)′ F −1s]} . (A.14)
The derivatives of δk can be expressed as
∂δk/∂θ = dk + Dkv, for dk = ∂αk/∂θ and Dk = Fk + ∂γ ′k/∂θ, (A.15)
where ∂γ ′k/∂θ = col1≤j≤L(∂γ ′k/∂θj) and Fk = col1≤j≤L(fkj)with
fkj = −P1jV−1XQ(λk − X′γk)− V−1XQX′
(
∂γ ′k/∂θ
)
.
Furthermore, the score vector s is equal to
s = (q− Eq) /2+ ν, (A.16)
where q = (q1, . . . , qL)′ and ν = (ν1, . . . , νL)′, with qj = v′P1jPv and νj = tr(P1j)− tr(V−11j), j = 1, . . . , L. Let us denote
ωk = F −1∂δk/∂θ = gk + Ckv,
where gk = F −1dk = (gk1, . . . , gkL)′ and Ck = F −1Dk = col1≤j≤L(c′kj), k = 1, 2. With this notation and (A.16),
(∂δk/∂θ)
′ F −1s = ω′k(q− Eq)/2+ ω′kν, k = 1, 2. (A.17)
Observe also that by (A.6), δ1 + δ2 = α∗ + λ′∗β + b′∗v. Inserting this expression and (A.17) into (A.14) we get
E
[
(h′1F
−1s)(h′2F
−1s)
] = exp(α∗ + λ′∗β) {(1/4)E [exp(b′∗v)ω′1(q− Eq)ω′2(q− Eq)]
+ (1/2)E [(b′∗v)ω′1(q− Eq)ω′2ν]+ (1/2)E [exp(b′∗v)ω′2(q− Eq)ω′1ν]
+ E [exp(b′∗v)ω′1νω′2ν]} = exp(α∗ + λ′∗β) {B1 + B2 + B3 + B4} . (A.18)
We calculate B1. For this, let us denote Aj = P1jP, so that qj = v′Ajv, j = 1, . . . , L. Using the expression ωk = gk + Ckv,
k = 1, 2, we can write
B1 = (1/4)
3∑
i=1
3∑
j=1
{
c′1iE
[
exp(b′∗v)v(qi − Eqi)(qj − Eqj)v′
]
c2j
+ g1iE
[
exp(b′∗v)(qi − Eqi)(qj − Eqj)v′
]
c2j + c′1iE
[
exp(b′∗v)v(qi − Eqi)(qj − Eqj)
]
g2j
+ g1iE
[
exp(b′∗v)(qi − Eqi)(qj − Eqj)
]
g2j
} = B11 + B12 + B13 + B14.
By applying Lemma 5(x) and taking into account that |b|, ‖V‖ and ‖Aj‖ are bounded, and that |ckj| = O(D−1), k = 1, 2,
j = 1, . . . , L, we obtain
B11 = (1/4) exp(b′∗Vb∗/2)
{
tr [Cov(C1v, C2v)Var(q)]+ Cov(C1v, b′∗v)′Var(q)Cov(C2v, b′∗v)
}+ O(D−2). (A.19)
Moreover, Cov(C1v, C2v) = F −1D1VD′2 F −1, and it is not difficult to see that Var(q) = 4F +K , whereK = (kij) is an L× L
matrix with
kij = 2
[
tr(V−11iV−11j)− tr(P1iP1j)
] = O(1), i, j = 1, . . . , L.
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Using these results, the definition of Dk in (A.15) and assumptions (H1)–(H5) we get
(1/4) tr [Cov(C1v, C2v)Var(q)] = tr
(
F −1
∂γ ′1
∂θ
V
∂γ2
∂θ
)
+ o(D−1).
With respect to the second term on the right-hand side of (A.19), it holds that
(1/4)Cov(C1v, b′∗v)
′Var(q) Cov(C2v, b′∗v) = b′∗V
∂γ1
∂θ
F −1
∂γ ′2
∂θ
Vb∗ + o(D−1). (A.20)
Therefore,
B11 = exp(b′∗Vb∗/2)
[
tr
(
F −1
∂γ ′1
∂θ
V
∂γ2
∂θ
)
+ b′∗V
∂γ1
∂θ
F −1
∂γ ′2
∂θ
Vb∗
]
+ o(D−1). (A.21)
As to B12, applying Lemma 5(ix) and using the facts that |b| = O(1), ‖V‖ = O(1) and ‖Aj‖ = O(1), j = 1, . . . , L, we obtain
B12 = (1/4) exp(b′∗Vb∗/2)g1Var(q)Cov(C2v, b′∗v)+ O(D−2).
Now inserting Var(q) = 4F +K , D2 = F2+ ∂γ ′2/∂θ and g1 = F −1∂α1/∂θ, and taking into account that ‖F −1‖ = O(D−1),
|g1| = O(D−1) and ‖F2‖ = O(D−1/2), and that the rest of the matrices and vectors involved have bounded norm, then
B12 = exp(b′∗Vb∗/2) (∂α1/∂θ)′ F −1
(
∂γ ′2/∂θ
)
Vb∗ + O(D−3/2). (A.22)
Similarly, we get
B13 = exp(b′∗Vb∗/2)
(
∂γ1/∂θ
)
F −1 (∂α2/∂θ)Vb∗ + O(D−3/2). (A.23)
Finally, by application of Lemma 5(viii),
B14 = exp(b′∗Vb∗/2) g1Var(q)g2 + O(D−2)
= exp(b′∗Vb∗/2) (∂α1/∂θ)′ F −1 (∂α2/∂θ)+ O(D−2). (A.24)
Results (A.21)–(A.24) give
B1 = exp(b′∗Vb∗/2)×
[
tr
(
F −1
∂γ ′1
∂θ
V
∂γ2
∂θ
)
+
(
∂γ ′1
∂θ
Vb∗ + ∂α1
∂θ
)′
F −1
(
∂γ ′2
∂θ
Vb∗ + ∂α2
∂θ
)]
+ o(D−1). (A.25)
Concerning B2, using ωk = gk + Ckv, k = 1, 2, we get
B2 = 12
3∑
i=1
3∑
j=1
νj
{
c′1i E
[
exp(b′∗v)v(qi − Eqi)v′
]
c2j + g1ic′2j E
[
exp(b′∗v)v(qi − Eqi)
]
+ g2j E
[
exp(b′∗v)(qi − Eqi)v′
]
c1i + g1ig2j E
[
exp(b′∗v)(qi − Eqi)
]}
= B21 + B22 + B23 + B24.
By applying Lemma 5(vi), we obtain that B21 = O(D−2). Similarly, after using Lemma 5(iv) and (v) we obtain that all B22,
B23 and B24 are also O(D−2). The proof that B3 = O(D−2) is analogous to B2. Finally, using Lemma 5(i) and (ii) we get that
B4 = O(D−2). We have seen that B2–B4 are all O(D−2). Then, the result follows from (A.25). 
The following lemma is required in the proof of Theorem 3.
Lemma 6. Let f (v) be a p-integrable function of v = Zu+ e, for some p > 1, such that v is the only stochastic element in f (v).
Then under assumptions (H1)–(H5), for the vector ` = V−1X(X′V−1X)−1(λ2 − X′γ2) it holds
E
[
f (v)(τˆ2 − τ2)
] = exp(α2 + λ2β) {E [exp(γ ′2v)(`′v)f (v)]+ (1/2)E [exp(γ ′2v)(`′v)2f (v)]}+ o(D−1).
Proof of Theorem 6. Let us define the random variable ξ2 = γ ′2v−m′2u. Then ξ2 ∼ N(0, 2α2) and is independent of v. By
symmetry,−ξ2 has the same distribution, and therefore, the following relation holds
E [1− exp(−ξ2 − α2)] = 0. (A.26)
Further, from the definition of βˆ and uˆ in (8), it follows that µˆ2 = µ2 + ξ2 + `′v. This last relation allows us to write
τˆ2 − τ2 = exp(α2 + λ2β + γ ′2v)
[
exp(`′v)− exp(−ξ2 − α2)
]
. (A.27)
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Now let us use the Taylor formula for exp(`′v),
exp(`′v) = 1+ `′v+ (`′v)2/2+ . (A.28)
Here,  = x3/6, where x satisfies |x| < |`′v|. Since |`| = O(D−1/2), then it holds that E(2) ≤ (1/36) |`|6 E|v|6 = O(D−3).
Substituting (A.28) in (A.27) and taking into account the independence between ξ2 and v, we obtain
E
[
f (v)(τˆ2 − τ2)
] = exp(α2 + λ2β) {E [exp(γ ′2v)f (v)] E [1− exp(−ξ2 − α2)]
+ E [exp(γ ′2v)(`′v)f (v)]+ (1/2)E [exp(γ ′2v)(`′v)2f (v)]}+ o(D−1),
and finally the relation (A.26) leads to the statement. 
Proof of Theorem 3. By the asymptotic representation (13) and the inequality
E
[
r1(τˆ2 − τ2)
] ≤ D−3η/2 E(v2k ) [MSE(τˆ2)]1/2 = O(D−3η/2),
taking η ∈ (2/3, 1), we get
E
[
(τˆ E1 − τˆ1)(τˆ2 − τ2)
] = E [h′1F −1s (τˆ2 − τ2)]+ E [h′1F −1(H + F )F −1s (τˆ2 − τ2)]
+ (1/2)E [h′1F −1d (τˆ2 − τ2)]+ (1/2)E [s′F −1 ∂2τˆ1
∂θ2
F −1s (τˆ2 − τ2)
]
+ o(D−1). (A.29)
We are going to prove that all terms on the right-hand side of (A.29) are also o(D−1). As to the first one, since h1 =
exp(δ1)(∂δ1/∂θ) and δ1 = α1 + λ′1β + b′1v, then
E
[
h′1F
−1s (τˆ2 − τ2)
] = exp(α1 + λ′1β) [exp(b′1v) (∂δ1/∂θ)′ F −1s (τˆ2 − τ2)] .
Observe that (∂δ1/∂θ)′ F −1s is a function of v, so that Lemma 6 can be applied. Then
E
[
h′1F
−1s (τˆ2 − τ2)
] = exp(α∗ + λ′∗β) {E [exp(κ′v)(`′v) (∂δ1/∂θ)′ F −1s]
+ E [exp(κ′v)(`′v)2 (∂δ1/∂θ)′ F −1s]} , (A.30)
where κ = b1 + γ2. By the relations s = (q − Eq)/2 + ν and ω1 = F −1 (∂δ1/∂θ) = g1 + C1v, Lemma 5(i), (ii), (v) and
(vi), and the facts that |g1i| = O(D−1) and |`| = O(D−1/2), the first expectation on the right-hand side of (A.30) is O(D−3/2).
Similarly, after straightforward algebra and the use of Lemma 5 we obtain that the second expectation on the right-hand
side of (A.30) is O(D−2).
Now we study the second term on the right-hand side of (A.29). As above, by Lemma 6, it suffices to prove that
E
[
exp(κ′v)(`′v)j h′1F
−1(H + F )F −1s] = o(D−1), j = 1, 2. (A.31)
For this, let us denote by Hij and Fij respectively the elements (i, j) of the matrices H and F . Observe that Hij =
tr(V−11iV−11j)/2 + v′P1iP1jPv and then, for Aij = P1iP1jP, it holds Hij + Fij = −
[
v′Aijv− E(v′Aijv)
]
. Then, the
expectation in (A.31) with j = 1 can be written as
E
[
exp(κ′v)(`′v)h′1F
−1(H + F )F −1s] = 3∑
i=1
3∑
j=1
3∑
k=1
(F −1)jk
{
(1/2) g1iE
[
exp(κ′v)
(
v′Aijv− E(v′Aijv)
)
(qk − Eqk)v′
]
`
+ g1iνkE
[
exp(κ′v)
(
v′Aijv− E(v′Aijv)
)
v′
]
`
+ (1/2) c′1iE
[
exp(κ′v) v
(
v′Aijv− E(v′Aijv)
)
(qk − Eqk)v′
]
`
+ νkc′1iE
[
exp(κ′v) v
(
v′Aijv− E(v′Aijv)
)
v′
]
`
}
,
where (F −1)jk denotes the element (j, k) ofF −1. Then Lemma 5(v), (vi), (ix) and (x), and the facts ‖Aij‖ = O(1), |νk| = O(1),
|(F −1)ij| = O(D−1), |c1i| = O(D−1) and |`| = O(D−1/2), for i, j, k = 1, . . . , L, imply (A.31) with j = 1. The result for j = 2
can be proved similarly after straightforward but tedious algebra. Using similar arguments it can be seen that the remaining
two terms in (A.29) are also o(D−1). For the third term on the right-hand side of (A.29), just remind that d = (d1, . . . , dL)′,
where di = s′F −1DiF −1s, for Di = ∂H/∂θi, i = 1, . . . , L. Note that the element (j, k) of matrix Di can be written as a linear
combination of v; concretely, Dijk = aijk + v′Aijkv, where
aijk = −tr(V−11iV−11jV−11k);
Aijk = P1kP1jP1iP+ P1jP1kP1iP+ P1jP1iP1kP.
Finally, concerning the last term in (A.29), just use the expression of the derivative
∂2τˆ1/∂θ
2 = exp(α1 + λ′1β + b′1v)
[
(∂δ1/∂θ) (∂δ1/∂θ)
′ + ∂2δ1/∂θ2
]
,
and the fact that the first and second derivatives of δ1 are linear functions of v. 
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Proof of Theorem 4. A third-order Taylor expansion of g(β, θ) around (β0, θ0) evaluated at (β, θ) = (βˆ
E
, θˆ) yields
g(βˆ
E
, θˆ) = g(β0, θ0)+
(
∂g
∂θ
)′
(θˆ
E − θ0)+
(
∂g
∂β
)′
(βˆ
E − β0)+
1
2
(θˆ − θ0)′ ∂
2g
∂θ2
(θˆ − θ0)
+ 1
2
(βˆ
E − β0)′
∂2g
∂β2
(βˆ
E − β0)+
1
2
(βˆ
E − β0)′
∂2g
∂β∂θ′
(θˆ − θ0)+ rg ,
where, using Lemma 1, it can be seen that E(rg) = o(D−1). Now from Lemma 2, the following relations hold
E
[
(∂g/∂θ)′ (θˆ − θ0)
]
= (∂g/∂θ)′ {E(F −1s)+ E [F −1(H + F )F −1s]+ (1/2) E(F −1d)}+ o(D−1); (A.32)
E
[
(θˆ − θ0)′
(
∂2g/∂θ2
)
(θˆ − θ0)
]
= E [s′F −1 (∂2g/∂θ2)F −1s]+ o(D−1). (A.33)
We are going to show that
E
[
(∂g/∂β)′ (βˆ − β0)
]
= o(D−1). (A.34)
For this, observe that
(∂g/∂β)′ (βˆ
E − β0) = g(β0, θ0)λ′∗(βˆ
E − β0), (A.35)
where βˆ
E = βˆ(θˆ). Let us denote f (θ) = λ′∗(βˆ(θ)− β0) = λ′∗Q(θ)X′V(θ)−1v, and perform a second-order Taylor expansion
of f (θ) around θ0. At the point θ = θˆ, the expansion is
f (θˆ) = f (θ0)+ (∂ f /∂θ)′ (θˆ − θ0)+ rf , (A.36)
where rf = (θˆ − θ0)′
(
∂2f (θ∗)/∂θ2
)
(θˆ − θ0). By Hölder’s inequality,
E(rf ) ≤ E1/2
(
sup
N(θ0)
∥∥∂2f (θ)/∂θ∥∥)2 E1/2|θˆ − θ0|4.
It can be seen that the first expectation on the right of this inequality is bounded. Furthermore, fromMinkowski’s inequality
and Lemma1withη > 1/2, it follows that E1/2|θˆ−θ0|4 = o(D−1), so that E(rf ) = o(D−1). Then replacing f (θˆ) = λ′∗(βˆ
E−β0)
by Taylor expansion (A.36) in (A.35) and taking expectation, we obtain
E
[
(∂g/∂β)′ (βˆ
E − β0)
]
= g(β0, θ0) E
[
(∂ f /∂θ)′ (θˆ − θ0)
]
+ o(D−1),
since E[f (θ0)] = 0. But inserting again θˆ − θ0 = F −1s+ r∗, we obtain
E
[
(∂ f /∂θ)′ (θˆ − θ0)
]
= E [(∂ f /∂θ)′ F −1s]+ E [(∂ f /∂θ)′ r∗] ,
where, by Hölder’s inequality, Lemma 1 and E1/2 |∂ f /∂θ|2 = O(D−1), it holds that E [(∂ f /∂θ)′ r∗] = O(D−1/2−η). However,
E
[
(∂ f /∂θ)′ F −1s
] = 3∑
i=1
3∑
j=1
(F −1)ij λ′∗QX
′V−11iP E(vsj) = 0.
Therefore, (A.34) holds for η > 1/2. Following similar arguments, it is easy to see that
E
[
(βˆ
E − β0)′
∂2g
∂β2
(βˆ
E − β0)
]
= g(β0, θ0)λ′∗Qλ∗ + o(D−1). (A.37)
E
[
(βˆ
E − β0)′
∂2g
∂β∂θ′
(θˆ − θ0)
]
= o(D−1). (A.38)
Thus, (A.32)–(A.34), (A.37) and (A.38) lead to the desired result. 
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