In this paper, we report efficient implementations of the linear sieve and the cubic sieve methods for computing discrete logarithms over prime fields. We demonstrate through empirical performance measures that for a special class of primes the cubic sieve method runs about two times faster than the linear sieve method even in cases of small prime fields of the size about 150 bits. We also provide a heuristic estimate of the number of solutions of the congruence X 3 ≡ Y 2 Z (mod p) that is of central importance in the cubic sieve method.
Introduction
The security of many cryptographic protocols is based on the apparent intractability of the discrete logarithm problem over prime fields. Since no conclusive complexity-theoretic results concerning the real difficulty of this problem are available, practical performance measures of the algorithms known for solving this problem appear to be of utmost interest in cryptography.
Computation of discrete logarithms over a finite field F q is a difficult problem. No algorithms are known that solve the problem in time polynomially bounded by the size of the field (i.e., lg q).
‡ The index calculus method [1] [2] [3] [4] [5] is currently the best known algorithm for this purpose and has a sub-exponential expected running time given by L q, γ, c = exp((c + o(1))(ln q) γ (ln ln q) 1−γ )
for some positive constant c and for some real number γ , 0 < γ < 1. For practical applications, one typically uses prime fields or fields of characteristic 2. In this paper, we focus on prime fields only.
Let F p be a prime field of cardinality p. For an element a ∈ F p we denote byā the representative of a in the set {0, 1, . . . , p − 1}. Let g be a primitive element of F p (i.e., a generator of the cyclic multiplicative group F * p ). Given an element a ∈ F * p , there exists a unique integer 0 ≤ x ≤ p − 2 such that a = g x in F p . This integer x is called the discrete logarithm or index of a in F p with respect to g and is denoted by ind g (a) . The determination of x from the knowledge of p, g and a is referred to as the discrete logarithm problem. In general, one need not assume g to be a primitive element and is supposed to compute x from a and g, if such an x exists (i.e., if a belongs to the cyclic subgroup of F * p generated by g). In this paper, we always assume for simplicity that g is a primitive element of F p .
In what follows we denote by L(p, c) any quantity that satisfies
where c is a positive constant. When p is understood from the context, we write L [c] for L (p, c) . In particular, L [1] is denoted simply by L.
The basic index calculus method [4, section 6.6.2] for the computation of discrete logarithms over prime fields and the adaptations of this method take time L [c] for c between 1.5 and 2 and are not useful in practice for prime fields F p with p > 2 100 . Coppersmith et al. [1] proposed three variants of the index calculus method that run in time L [1] and are practical for p ≤ 2 250 . A subsequent paper [2] by LaMacchia and Odlyzko reports implementation of two of these three variants, namely the linear sieve method and the Gaussian integer method. They were able to compute discrete logarithms in F p with p of length about 200 bits.
The paper [1] also describes a cubic sieve method due to Reyneri for the computation of discrete logarithms over prime fields. The cubic sieve method has a heuristic running time of L[ √ 2α] for some α, 1/3 ≤ α < 1/2, and is, therefore, asymptotically faster than the linear sieve method (and the other L [1] methods described in ref. [1] ). However, the authors of ref. [1] conjectured that the theoretical asymptotics do not appear to take over for p in the range of practical interest (a few hundred bits). A second problem associated with the cubic sieve method is that it requires a solution of the Diophantine equation
It is not known how to find a solution of this Diophantine equation in the general case. Forcertain special primes p a solution arises naturally, for example, when p is close to a perfect cube. Recently, a new variant of the index calculus method based on number field sieves (NFS) has been proposed [7] and has a conjectured heuristic running time of
Weber et al. [8] [9] [10] have implemented and proved the practicality of this method. Currently the NFS-based methods are known to be the fastest algorithms for solving the discrete logarithm problem over prime fields.
In this paper we report efficient implementations of the linear sieve and the cubic sieve methods. To the best of our knowledge ours is the first large-scale implementation of the cubic sieve method. In our implementation we employ ideas similar to those used in the quadratic sieve method for integer factorization [11] [12] [13] . Our experiments seem to reveal that the equation collection phase of the cubic sieve method, whenever applicable, runs faster than that in the linear sieve method. We also propose a heuristic modification of the cubic sieve method, that allows us to build a larger database with only a nominal increase in the running time.
We heuristically estimate that the number of solutions of the Diophantine equation mentioned above is of the order of p 3α−1 . We enumerate the number of solutions for some small primes and show that our estimates tally with the actual numbers reasonably closely. These estimates imply that in practice one expects a solution of the Diophantine equation for some α slightly larger than 1/3. Thus the best running time L[ √ 2/3] of the cubic sieve method seems to be achievable in general.
In the next two sections we briefly describe the linear sieve and the cubic sieve methods. Performance of our implementation and comparison of the two methods for a randomly chosen prime field are presented in sections 4 and 5. Our emphasis is not to set a record on the computation of discrete logarithms, but to point out that our heuristic principles work in practical situations. We, therefore, experimented with a small prime (of length 150 bits). Even for this field we get a performance gain (of the cubic sieve method over the linear sieve method) of nearly two. For larger prime fields this performance improvement is expected to get accentuated. In section 6, we derive our analytic estimates of the number of solutions of the congruence mentioned above. We conclude the paper in section 7.
The linear sieve method
The first stage for the computation of discrete logarithms over a prime field F p using the currently known subexponential methods involves calculation of discrete logarithms of elements of a given subset of F p , called the factor base. To this end, a set of linear congruences are solved modulo p − 1. Each such congruence is obtained by checking the factorization of certain integers computed deterministically or randomly. For the linear sieve method, the congruences are generated in the following way.
Let H = √ p + 1 and
For small integers c 1 , c 2 the right side of the following congruence (henceforth denoted as T (c 1 , c 2 )) 
For the linear sieve method the factor base comprises primes less than L [1/2] (2) involving the unknown indexes of the factor base elements. If we further assume that the primitive element g is a small prime which itself is in the factor base, then we get a 'free' relation ind g (g) = 1. The resulting system with asymptotically more equations than unknowns is expected to be of full rank and is solved to compute the discrete logarithms of elements in the factor base. In order to check the smoothness of the integers T (c 1 , 1 , c 2 ) ). These are precisely the values of c 2 such that for the given c 1 the integer T (c 1 , c 2 ) factors smoothly over the small primes in the factor base.
In This completes the description of the equation collection phase of the first stage of the linear sieve method. This is followed by the solution of the linear system modulo p − 1. The second stage of the method involves computation of discrete logarithms of arbitrary elements of F using the database of logarithms of factor base elements. We do not deal with these steps in this paper, but refer the reader to [1, 2, 14] for details.
The cubic sieve method
Let us assume that we know a solution (in integers) of the Diophantine equation, henceforth denoted as the cubic sieve congruence (CSC).
with X, Y, Z of the order of p α for some 1/3 ≤ α < 1/2. Then we have the congruence
for all triples (A, B, C) with A + B + C = 0. If the bracketed expression on the right side of the above congruence, henceforth denoted as R(A, B, C), is smooth with respect to the first † More precisely, some approximate value of lg q, for example, the integer 1000 lgq . ‡ The exponent h can be chosen in the sequence 1, 2, 3, . . . , until one finds an h for which none of the integers between −M and M is congruent to d. 
is of the order of p α , since each of X, Y and Z is of the same order. This means that we are now checking integers smaller than O(p 1/2 ) for smoothness over first t primes. As a result, we are expected to get relations like (5) more easily than relations like (2) as in the linear sieve method.
This observation leads to the formulation of the cubic sieve method as follows. The factor base comprises primes less than L[
/2] and hence the probability that it is smooth over the first t primes selected as above, is about 
allows us to eliminate A from R(A, B, C) as R(A, B, C) = −B(B + C)(X
For a fixed C we try to solve the congruence
where q is a small prime in the factor base and h is a small positive exponent. This is a quadratic congruence in B. If X + CY is invertible modulo q h (i.e., modulo q), then the solution for B is given by
where the square root is modulo q h . If the expression inside the radical is a quadratic residue modulo q h , then for each solution d of B in (7) the quantity lg q is added to those indexes of U which are congruent to d modulo q h . On the other hand, if the expression under the radical is a quadratic non-residue modulo q h , we have no solutions for B in (6). Finally, if X + CY is noninvertible modulo q, we compute h 1 > 0 and h 2 
is divisible by q h 2 and by no higher powers of q for each value of B (and for the fixed C). We add h 2 lg q to U i for each −M ≤ i ≤ M. On the other hand, if h 1 ≤ h 2 , we add h 1 lg q to U i for each −M ≤ i ≤ M and try to solve the congruence
h 1 is invertible modulo q h−h 1 , this congruence can be solved similar to (7). Once the above procedure is carried out for each small prime q in the factor base and for each small exponent h, we check for which values of B, the entry of U at index B is sufficiently close to the value lg(R (A, B, C) ). These are precisely the values of B for which R(A, B, C) issmooth over the first t primes for the given C. The criterion of 'sufficient closeness' of U B and lg(R (A, B, C) ) is the same as described in connection with the linear sieve method.
In order to avoid duplication of effort we should examine the smoothness of R(A, B, C) for
It can be easily shown that under this condition C varies from 0 to M and for a fixed C the integer B varies in the range −C/2 ≤ B ≤ min(C, M − C). Though we do not use the value of A directly in the sieving procedure described above, it is useful § to note that A varies from max(−2C, −M) to −C/2 for a fixed C. In particular, A is always negative.
After sufficient number of relations are available, the resulting system is solved modulo p − 1 and the discrete logarithms of the factor base elements are stored for computation of individual discrete logarithms. We refer the reader to [1, 2, 14] for details on the solution of sparse linear systems and on the computation of individual discrete logarithms with the cubic sieve method.
Attractive as it looks, the cubic sieve method has several drawbacks which impair its usability in practical situations. c 2 ) , the formers are, in practice, only nominally smaller than the latter ones, even when α assumes the most favourable value (namely, 1/3). In other words, when one wants to use the cubic sieve method, one should use values of t (i.e., the number of small primes in the factor base) much larger than the values prescribed by the asymptotic formula for t. In what follows we report an efficient implementation of the cubic sieve method for the case α = 1/3, that runs faster than the linear sieve method for the same prime. Our experimentation tends to reveal that the cubic sieve method, when applicable, outperforms the linear sieve method, even when the cardinality of the ground field is around 150 bits long.
An efficient implementation of the linear sieve method
Before we delve into the details of the comparison of the linear and cubic sieve methods, we describe an efficient implementation of the linear sieve method. The tricks that help us speed up the equation collection phase of the linear sieve method are very similar to those employed in the quadratic sieve method for integer factorization. See refs. [11] [12] [13] for details.
We first recall that at the beginning of each sieving step we find a solution for c 2 modulo q h in the congruence T (c 1 , c 2 ) ≡ 0 (mod q h ) for every small prime q in the factor baseandfor a set of small exponents h. The costliest operation that need to be carried out for each such solution is the computation of a modular inverse (namely, that of H + c 1 modulo q h ). As described in ref. [2] and as is evident from our experiments too, calculations of these inverses take more than half of the CPU time needed for the entire equation collection stage. Any trick that reduces the number of computations of the inverses speeds up the algorithm. § For a reason that will be clear in section 5.
One way to achieve this is to solve the congruence every time only for h = 1 and ignore all higher powers of q. That is, for every q (and c 1 ) we check which of the integers T (c 1 , c 2 ) are divisible by q and then add lg q to the corresponding indexes of the array U. If some T (c 1 , c 2 ) is divisible by a higher power of q, this strategy fails to add lg q the required number of times. As a result, this T (c 1 , c 2 ) , even if smooth, may fail to pass the 'closeness criterion' described in section 2. This is, however, not a serious problem, because we may increase the cut-off from a value smaller than lg q t to a value ζ lg q t for some ζ ≥ 1. This means that some non-smooth T (c 1 , c 2 ) will pass through the selection criterion in addition to some smooth ones that could not, otherwise, be detected. This is reasonable, because the non-smooth ones can be later filtered out from the smooth ones and one might use even trial divisions to do so. Forprimes p of less than 200 bits values of ζ ≤ 2.5 work quite well in practice [11, 13] .
The reason why this strategy performs satisfactorily is as follows. If q is small, for example q = 2, we should add only 1 to U c 2 for every power of 2 dividing T (c 1 , c 2 ) . On the other hand, if q is much larger, say q = 1,299,709 (the 10 5 th prime), then lg q ≈ 20.31 is large. But T (c 1 , c 2 ) would not be, in general, divisible by a high power of this q. The approximate calculation of logarithm of the smooth part of T (c 1 , c 2 ), therefore, leads to a situation where the probability that a smooth T (c 1 , c 2 ) is actually detected as smooth is quite high. A few relations would be still missed out even with the modified 'closeness criterion', but that is more than compensated by the speed-up gained by the method.
The above strategy helps us in a way other than by reducing the number of modular inverses. For values of p of practical interest the small primes in the factor base are usually singleprecision ones. As a result the computation of d (see section 2) can be carried out using single-precision operations only.
We now compare the performance of the modified strategy with that of the original strategy for a value of p of length 150 bits. This prime is chosen as a random one satisfying the conditions (i) (p − 1)/2 is also a prime and (ii) p is close to a perfect cube. This second condition is necessary, because for these primes the cubic sieve method is known to be applicable, so that we can compare the performance of the two sieve methods for these primes. Our experiments are based on the CCRYPTO Library, a commercial cryptography toolkit developed by the authors, and are carried out on a 1 GHz Pentium-III machine running Linux version 2.4.18-3 and having 128 Mb RAM. The GNU C Compiler version 2.96 is used. ¶ In table 1, we compare the performance of the 'exact' version of the algorithm (where all relations are made available by choosing values of h ≥ 1) with that of the 'approximate' version of the algorithm (in which exponents h > 1 are neglected). The CPU times listed in the table include the times for filtering out the 'spurious' relations obtained in the approximate version. It is evident from the table that the performance gain obtained using the heuristic variant is between 1.5 and 2 for values of ζ between 1.0 and 1.5. These values of ζ clearly suffice for fields of this size. Larger values of ζ (say, 2 or more) imply a very liberal selection criterion which increases the number of subsequent trial divisions considerably, so that we lose the benefits of approximate sieving. ¶ The timings reported in ref. [6] are based on the Galois Field Library (GFL) [15] developed by the authors and were obtained on a 200 MHz Pentium processor running Linux version 2034 and having the GNU C compiler version 2.7. For this paper we opted for changing the core mathematical library, because CCRYPTO is more stable and efficient than GFL. One can readily observe that the relative performances of the two sieve methods are almost identical under both the libraries.
The timings reported in ref. [6] do not include the filtering overhead and hence are less realistic. 
An efficient implementation of the cubic sieve method
For the cubic sieve method we employ strategies similar to those described in the last section.
That is, we solve the congruence R(A, B, C) ≡ 0 (mod q) for each small prime q in the factor base and ignore higher powers of q that might divide R(A, B, C). As before we set the cutoff at ζ lg q t for some ζ ≥ 1. We are not going to elaborate the details of this strategy and the expected benefits once again in this section. We concentrate on an additional heuristic modification of the equation collection phase instead. 
The number of unknowns, that is, the size of the factor base, on the other hand, is ν ≈ 2M + t.
If we remove the restriction A ≥ −M and allow A to be as negative as −λM for some 1 < λ ≤ 2, then we profit in the following way. As before we allow C to vary from 0 to M keeping the number of sieving operations fixed. Since A can now assume values smaller than −M, the sieving interval increases to −C/2 ≤ B ≤ min(C, λM − C). As a result the total number of triples (A, B, C)
, whereas the size of the factor base increases to ν λ ≈ (λ + 1)M + t. (Note that with this notation the value λ = 1 corresponds to the original algorithm and τ = τ 1 and ν = ν 1 .) The ratio τ λ /ν λ is approximately proportional to the number of smooth integers R(A, B, C) generated by the algorithm divided by the number of unknowns. Therefore, λ should be set at a value for which this ratio is maximum. If one treats t and M as constants, then the maximum is attained at λ * = −U + √ U 2 + 4U + 1, where U = (M + t)/M = 1 + (t/M). As we increase U from 1 to ∞ (or, equivalently the ratio t/Mfrom 0 to ∞), the value of λ * increases monotonically from √ 6 − 1 ≈ 1.4495 to 2. In table 2 we summarize the variation of τ λ /ν λ for some values of U. These values of U correspond from left to right to t M, t ≈ M/2, t ≈ M and t ≈ 2M respectively. The corresponding values of λ * are respectively 1.4495, 1.5414, 1.6056 and 1.6904. It is clear from the table that for practical ranges of values of U the choice λ = 1.5 gives performance quite close to the optimal.
We note that this scheme keeps M and the range of variation of C constant and hence does not increase the number of sieving steps and, in particular, the number of modular inverses and square roots. It is, therefore, advisable to apply the trick (with, say, λ = 1.5) instead of increasing M. 
Now we report the performance of the cubic sieve method for various values of the parameters ζ and λ. We continue to work in the prime field as a solution of (3), which corresponds to α = 1/3. To start with we fix λ = 1.5 and examine the variation of the performance of the equation collection stage with ζ . We did not implement the 'exact version of this method in which one tries to solve (6) for exponents h > 1 of q. Table 3 lists the experimental details for the 'approximate method.As in table 1 the CPU times include the times for filtering out thespurious relations available by the more generous closeness criterion for the approximate method. For the cubic sieve method values of ζ around 1.0 works quite well for our prime p.
In table 4 we fix ζ at 1.5 and list the variation of the performance of the cubic sieve method for some values of λ. It is clear from the table that among the cases observed the largest value of the ratioρ/ν is obtained at λ = 1.5. (The theoretical maximum is attained at λ ≈ 1.6.) We also note that changing the value of λ incurs variation in the running time by at most 11%. Thus our heuristic allows us to build a larger database at very little extra cost. On the other hand, if one fixes λ = 1.0 as in the original method and increases M in order to obtain a database of size same as that for the modified method with λ = 1.5, the running time typically increases by 20% or more. As an example, taking M = 12,500, t = 10,000, ζ = 1.5 and λ = 1 gave us 61,079 relations in 35,001 variables in a total time of 6271 seconds. This amounts to about 22% increase in the running time over the parameter settings M = 10,000, t = 10,000, ζ = 1.5 and λ = 1.5.
Performance comparison with linear sieve
The speed-up obtained by the cubic sieve method over the linear sieve method is about 2 for the field of size around 150 bits. For larger fields this speed-up is expected to be more. It is, therefore, evident that the cubic sieve method, at least for the case α = 1/3, runs faster than the linear sieve counterpart for the practical range of sizes of prime fields.
Number of solutions of the cubic sieve congruence
Now we derive some estimates on the number of solutions of the CSC. For the sake of convenience we quote the following well-known result [16, chapter 3] .
Euler summation formula:
The following estimates are easy consequences of the Euler summation formula:
1≤n≤x
Here γ is the Euler constant defined by γ = lim n→∞ (1/1 + 1/2 + · · · + 1/n − ln n) = 0.57721566 . . . and ζ(s) is the Riemann zeta function defined for all real s > 0, s = 1, as
We define for n ∈ N the integer d(n) to be the total number of (positive integral) divisors of n. By the Euler summation formula it follows that for a real x ≥ 1 we have
Let us now introduce a few notations related to the set of solutions of the CSC.
For the cubic sieve method we are not interested in solutions of the CSC in S = . However, it is easy to estimate the cardinality of S = . This, in turn, gives the cardinality of S = . The sets S α for 1/3 ≤ α < 1/2 are extremely important for the cubic sieve method. The smallest possible value of α for which S α is non-empty, determines the best running time of the cubic sieve method.
Cardinality of S
For each value of X, Y ∈ F * p , we have a unique solution for Z ∈ F * p satisfying the CSC. Therefore, 
If we sum this quantity over all X, 1 ≤ X < p, and use (11), we get
Next we derive a lower bound for S = . First we note that each X = Y = Z ∈ F * p is in S = and hence #S = ≥ p − 1. We can determine a bound slightly better than this. To do so we first fix Y . Then 
where
show that the range of variation of Z is
At this point we make the second heuristic assumption: 
This probability multiplied by (17) For example, if p ≈ 2 500 , then α = 0.34037 is expected to make S α non-empty. We have noted that Assumption 1 is reasonable and gives a good picture of the average situation. Assumption 2, on the other hand, is difficult to justify mathematically. We assumed an average scenario to get an estimate of #S α . As we pointed out earlier, our aim is not to prove the non-emptiness or otherwise of S α , but to compute an approximate value of its cardinality with the hope that this behaviour is general enough to portray the average situation. We shortly show that up to a constant factor our estimates are quite close to the experimental values we obtained from a set of small scale experiments. These experimental results together with our theoretical estimate tempt us to make the following conjecture: Few primes of special forms might not obey the conjectured estimates. But we do not see any such special form -both experimentally and theoretically. The bulk of the derivation of (20) is based on the cubic residues module Y 2 for integers Y = 1, 2, 3, . . . . The prime p does not seem to play an important role in connection with Assumption 1. The second assumption, however, can be influenced by the choice of p and may lead to situations we failed to visualize.
Conclusion
In this paper we have described various practical aspects of efficient implementation of the linear and the cubic sieve methods for the computation of discrete logarithms over prime finite fields. We have also compared the performances of these two methods and established the superiority of the latter method over the former for the cases when p is close to a perfect cube. It, however, remains unsettled whether the cubic sieve method performs equally well for a general prime p. We have provided some heuristic estimates on the number of solutions of a cubic congruence which is at the heart of the cubic sieve method. These estimates tend to corroborate the fact that for random primes the performance of the cubic sieve method is expected not to deteriorate much (compared to the case for special primes we studied). However, designing an algorithm for computing a solution of this cubic congruence continues to remain an open problem and stands in the way of the general acceptance of the cubic sieve method. Last but not the least, we need performance comparison of the cubic sieve method with the number field sieve method.
