Trading off interpretability and accuracy of prediction models: Lasso vs. forward stagewise regression by Smit, Danielle
0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Master’s Thesis Methodology and Statistics Master 
Methodology and Statistics Unit, Institute of Psychology, 
Faculty of Social and Behavioral Sciences, Leiden University 
Date: 13-11-2017 
Student number: 1360981 
Supervisor: Dr. Marjolein Fokkema 
 
Trading Off Interpretability and Accuracy of 
Prediction Models: Lasso vs. Forward Stagewise 
Regression 
 
Master’s Thesis 
 
 
 
 
Daniëlle Smit 
 
 
1 
 
Abstract 
Sparse regression methods may have several benefits in psychological research, as they can improve 
predictive accuracy and interpretability. Models with a lower number of predictors are generally easier 
to understand use in practice. In this thesis, the performance of two sparse regression methods are 
compared in terms of accuracy and interpretability. The two sparse regression methods compared are 
Lasso regression and incremental Forward Stagewise Regression (iFSR). Signal-to-noise ratio, number 
of possible predictors, correlation between predictors, sample size, and predictor effect size were varied 
in this simulation study. Also, the effect of penalty parameter selection criterion on performance (min 
vs 1se) is evaluated. Lasso and iFSR showed similar predictive accuracy on average. Higher signal-to-
noise ratio, less possible predictors, multicollinearity, and a higher sample size all yielded higher 
predictive accuracy. For Lasso models, lambda min, a higher signal-to-noise ratio and a higher sample 
size yielded higher model accuracy. For iFSR models, less possible predictors and a higher sample size 
lead to a higher model accuracy. The aspects that influenced the number of predictors selected differed 
greatly between the two regression methods. For Lasso, lambda 1se, a lower signal-to-noise ratio, more 
possible predictors, and a smaller sample size lead to less selected predictors in the model. For iFSR, 
step size 1se, a higher signal-to-noise ratio, less possible predictors, multicollinearity, and a larger 
sample size lead to less selected predictors in the model. Based on these results, it is concluded that 
iFSR may be preferred when accuracy is deemed most important, whereas Lasso may be preferred when 
interpretability is deemed most important.  
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Introduction 
When fitting prediction models in psychological research, two goals are of importance: 
predictive accuracy and interpretability. Interpretability is important for users to be able to understand 
and apply the results in practice. Accuracy is important to make predictions and decisions that are as 
accurate as possible. As an example of an interpretable result from psychological research, Errichiello 
et al. (2016) sought to find prognostic factors of outcome in anorexia nervosa. In their study, they found 
duration of fist inpatient treatment, duration of disorder, and self-awareness of their situation to be 
predictive of clinical recovery from anorexia. Such a model with main effects only would be easy to 
understand for clinical practitioners and to apply in clinical practice. A more complex model, including 
more variables and/or non-linear effects could yield better predictive accuracy, but would also be more 
difficult to interpret, and may therefore not be preferable over the simpler model.  
Even though it may be possible to make a model as accurate as possible, in psychological 
research, it still might not be of use. Psychology is in a sense a very practical science, where models 
from empirical research are often applied by practitioners with varying statistical knowledge. For 
example, a clinical psychologist may want to predict whether his or her client is at risk for depression, 
but the final prediction of a (complex) statistical model might not be enough for the practitioner. For 
example, it can be helpful for the psychologist to know how the model makes its predictions, so the 
individual contributions of the predictor variables to the prediction can be evaluated. In line with this, 
statistical models need to be understandable for the people applying those models. Therefore, in fitting 
statistical prediction models it is necessary to take interpretability as well as predictive accuracy into 
account. For example, polynomial regression may be more accurate than linear regression, but linear 
regression may be easier to interpret than a polynomial regression (James, Witten, Hastie & Tibshirani, 
2013). This trade-off between accuracy and interpretability needs to be balanced to create models that 
have enough predictive power, but are easy enough to interpret and apply.  
Within prediction models, it can be argued that linear prediction models are one of the easiest 
to interpret. Linear prediction models clearly show what happens with the outcome when predictor 
variables slightly change, such as with the study of Erriciello et al. (2016) previously mentioned. When 
there are few predictors with no interactions, the relationship between the predictors and outcome can 
be easily understood by layman in statistics. In other words, sparsity is important: it creates 
interpretability by reducing the number of predictors. Sparser models may introduce some bias in the 
learning method, but can reduce its variance greatly, eventually improving predictive accuracy (James 
et al., 2013). Sparser models, therefore, may be most suited for psychological research, where accuracy 
as well as interpretability are of importance. In addition, in psychological research, data may often have 
low signal-to-noise ratios, large numbers of correlated potential predictor variables and a lot of noise 
variables, further necessitating the need for sparse and stable regression models to prevent overfitting. 
4 
 
Sparser models may filter out a larger number of noise variables, creating models that are more 
interpretable and may have a better ability to predict (James et al., 2013). Sparse models may therefore 
improve both interpretability and accuracy, especially in psychological research.  
In this thesis, I will compare the predictive accuracy and interpretability of two sparse regression 
methods, using simulated data representative of psychological research datasets. The results may 
provide insights between the trade-off between accuracy and interpretability both methods provide. In 
the remainder of the Introduction, I will first discuss the two sparse regression models. At the end of the 
Introduction, I will present my research hypotheses. Subsequently, in the Method and Results, I will 
present the simulation study. Finally, in the Discussion, I will summarize the results and discuss the 
relevance for selecting a regression method in empirical research.  
For all statistical prediction methods, the goal is to generate predictions that are as accurate as 
possible. Also, it is important that the model uses predictors that are substantially predictive and such 
create interpretable models. The model must be stable and have low variance, so that small changes in 
the data do not lead to large changes in the model. Some (usually older) methods, such as Ordinary Least 
Squares or Stepwise Regression, have trouble with the goals above and might create models that do not 
apply all of the demands. Other, relatively newer methods, have less trouble with these goals and can 
create more stable and accurate models than the traditional methods (Hesterberg, Choi, Meier & Fraley, 
2008).  
 
Sparse Regression Methods 
One of the younger sparse regression methods is Least Angle Regresssion (LARS). The goal of 
LARS is to reduce the number of predictors and through cross validation (CV) select the model that has 
the highest expected predictive accuracy on out-of-sample observations. LARS initializes with an 
intercept-only model and creates a path of solutions in which variables are added until all predictors are 
included in the model and the Ordinary Least Squares (OLS) solution is obtained. Each of the models 
in the path are evaluated in terms of predictive accuracy through CV, allowing for selection of the model 
with the highest expected out-of-sample accuracy. This allows the user to choose a model which has the 
highest predictive accuracy and most likely has less predictors than the OLS solution, which would add 
all predictor variables (Efron, Hastie, Johnstone & Tibshirani, 2004). 
LARS builds a model in several steps: First, the coefficient of each predictor xj is set to 0. The 
first model therefore equals an intercept only model. Subsequently, the coefficient of the predictor with 
the strongest correlation with the residual r (where 𝑟 = 𝑦 − ?̅? in the first step and in later steps 𝑟 = 𝑦 −
 ?̂?) is increased or decreased depending on the direction of the correlation. In theory, the first predictor 
to be increased or decreased is the predictor that has the most predictive power of all predictors. This 
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coefficient is increased (decreased), until another predictor has as much correlation with the current 
residual. This predictors’ coefficient is increased (decreased) in an equiangular direction, until a next 
predictor is strongly correlated with the current residual. This process is repeated until all predictors are 
in the model and an OLS solution is obtained. So, LARS creates a path form all zero coefficients to the 
OLS solution, and though CV a final model with the lowest expected out-of-sample prediction error is 
selected (Efron et al., 2004).   
As Efron et al. (2004) have shown, adaptations of LARS yield two other shrinkage methods: 
Lasso regression and Forward Stagewise Regression (FSR).  The largest difference between LARS and 
Lasso is that Lasso drops a predictor variable from the active set if its coefficient hits zero and 
continues with only the remaining variables in the active set, whereas LARS keeps these variables in 
the active set (Hastie, Taylor, Tibshirani & Walther, 2007). In a more mathematical sense, the Lasso 
solution minimizes 
∑ ( 𝑦𝑖 − 𝛽0 − ∑ 𝛽𝑗𝑥𝑖𝑗 
𝑝
𝑗=1
)
2
+ 
𝑛
𝑖=1
𝜆 ∑|𝛽𝑗|
𝑝
𝑗=1
=  𝑅𝑆𝑆 +  𝜆 ∑|𝛽𝑗|
𝑝
𝑗=1
  
 
Here, n represents the number of cases and p the number of covariates, y is the response 
variable and xj a potential predictor variable. Further, λ is a penalty parameter taking values ≥ 0, with 
lambda = 0 yielding the OLS solution. As λ increases, an increasing number of coefficients are set to 
0, as such the Lasso performs variable selection. When λ is sufficiently large, the Lasso yields a model 
with all coefficient estimates equal to 0 (James et al., 2013). In a different formulation, Lasso aims to 
solve 
Minimize {∑ (𝑦𝑖 −  𝛽0 − ∑ 𝛽𝑗𝑥𝑖𝑗
𝑝
𝑗=1
)
𝑛
𝑖=1
2
}     𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑|𝛽𝑗|  ≤ 𝑡
𝑝
𝑗=1
 
For every value of λ in I.1 there is a corresponding value of t in I.2 that yields the same 
coefficients. As λ increases, t decreases and the other way around. The goal of Lasso is to find a set of 
coefficients that yields the smallest RSS, while constraining the sum of the standardized coefficients 
through t. When t is very large, the Lasso estimates will be equal to the OLS estimates. The smaller t 
is, the more coefficients will be set to 0. Through CV, the t that pertains the lowest (training) RSS can 
be found. Along with this, is the lowest (training) RSS that corresponds with the penalty parameter λ. 
When t is small enough and λ large enough the coefficients are biased towards 0, creating a shrunken 
model compared to the OLS solution (Hastie, Tibshirani & Friedman, 2009).  
(I.1) 
(I.2) 
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Forward Stagewise Regression (FSR) is also an adaptation of LARS. It works as follows: first it 
sets all standardized coefficients to 0, yielding an intercept-only model. Then it looks for the predictor 
most strongly correlated with the current residual and updates its coefficient with a small amount. This 
is repeated until none of the predictors are correlated with the residual, in other words, when the OLS 
solution is obtained. Differently from LARS, the other variables are not adjusted when a new term is 
added. Consequentially, it takes more steps than with LARS to obtain the OLS model (Hastie et al., 
2009). FSR is related to Stepwise Regression, where coefficients are added based on the correlation of 
the predictors with the outcome. In Stepwise Regression, however, coefficients are increased 
(decreased) from 0 to their OLS values. FSR is less greedy, as it updates its coefficients in smaller steps 
(Hesterberg et al., 2008). Instead of increasing coefficients in their equiangular direction (such as LARS 
does), FSR solves the so called constrained least squares problem 
𝑚𝑖𝑛𝑏||𝑟 − 𝑋𝐴𝑏||2
2
 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑏𝑗𝑠𝑗  ≥ 0, 𝑗 ∈ 𝐴  
Here, A is the active set of variables. X is a matrix of predictors and b are the coefficients. The 
current residual is defined as r and sj is sign[〈𝑥𝑗, 𝑟〉]. One form of FSR is incremental FSR (further 
referred to as iFSR), which initializes by standardizing all predictors and setting their coefficients to 0. 
Then, it takes the predictor most strongly correlated with the current residual r and updates its 
coefficient:  
𝛽𝑗 ←   𝛽𝑗 +  𝛿𝑗   
𝑟 ← 𝑟 −  𝛿𝑗𝑥𝑗 
Where 𝛿𝑗 =  𝜖 ∗ 𝑠𝑖𝑔𝑛[〈𝑥𝑗, 𝑟〉] and 𝜖 > 0 is a small step size (e.g., .001). This is repeated until 
convergence, which is reached when none of the predictors have a correlation > ϵ with the residual. Of 
note, with iFSR, the final solution depends on the step size ϵ. The ϵ yielding the most predictive power 
can be determined by CV (Hastie et al., 2007).   
Comparing the Lasso and iFSR, Hastie et al. (2007) suggest that iFSR functions better when 
there is a strong correlation between the predictor variables. This is due to the highly fluctuating 
standardized coefficients paths that the Lasso created with their simulated data. Despite this, Lasso and 
iFSR created roughly similar test MSE, although Lasso seemed to overfit faster than iFSR in their 
simulations.  
In psychological data, there may often be a high correlation between predictors, which would 
favour the iFSR over the Lasso. In the simulation of Hastie et al. (2007), however, the predictors have 
a very high correlation (ρ = .95), there were a lot of predictors (p = 1000) and the signal-to-noise ratio 
(.72) is relatively high. Generalizing their findings to psychological data therefore is more difficult, since 
their simulation may be a bit of an exaggeration of multicollinearity and signal-to-noise ratios that may 
(I.3) 
(I.4) 
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be found in psychological research data. Still, their simulation indicates how iFSR and Lasso compare 
in noisy data with moderately to highly correlated predictor variables. In light of this, it will be 
interesting to see how iFSR and Lasso perform in more ideal situations (high signal-to-noise ratio, low 
correlation between predictors and large sample size) compared to less ideal situations, that may be more 
representative of applications in psychology (low signal-to-noise ratio, highly correlated predictors and 
small sample size). Also, Hastie et al. (2007), applied iFSR with no fluctuation of the step size. 
Therefore, it will be interesting to see assess the effect of step size on accuracy and interpretability of 
the model. 
 
Current Study 
In this thesis, I will compare the Lasso and iFSR in terms of accuracy and interpretability. I will 
evaluate their performance with varying signal-to-noise-ratio, correlation between predictor variables, 
number of predictor variables and sample size. It is very common for psychological research data to 
have relatively high noise, relatively highly correlated predictors and relatively low sample sizes. The 
results of this study may therefore help researchers in psychology to select the best regression method 
for their objectives and the characteristics of their data.  
 
Research Question 
The research question of this thesis is as follows: 
How do the signal-to-noise ratio, correlation between predictor variables, number of 
possible predictors and sample size affect the comparative performance of Lasso and 
iFSR, in terms of accuracy and interpretability? 
It is hypothesised that the iFSR performs better in terms of accuracy and interpretability, 
creating more parsimonious models with higher predictive accuracy compared to the Lasso.  
It is hypothesised that the Lasso yields strongly fluctuating coefficient paths, as Hastie et al. 
(2007) have found. This would mean that the Lasso would not be very stable and have higher variance 
with correlated data, which will negatively affect predictive accuracy.  
For iFSR it is hypothesised that it will also have trouble with simulated data that has a lot of 
noise, highly correlated predictor variables and a small sample size. As a result, it is hypothesised that 
these factors will negatively affect predictive accuracy and interpretability of iFSR.  
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Method 
Simulation Design 
A simulation study was performed with a 2x2x3x3x2x2 factorial design. The advantages of this 
design are that the true model is known and the methods can be evaluated in terms of the extent to which 
they recover the “true” coefficient values. Also, with a known signal-to-noise ratio, the obtained 
predictive accuracy can be compared to the theoretical maximum accuracy. The following data-
generating parameters were varied: 
1. Correlation between all predictor variables: absent (ρ = 0) and relatively high (ρ = .40) 
2. Signal-to-noise ratio: low (0.25) and high (0.50)  
3. Sample size: small (N = 50), medium (N = 500) and large (N = 1500) 
4. Number of potential predictor variables: small (p = 20), medium (p = 50) and large (p = 
100) 
5. Formula used for generating the outcome variable: M1 and M2 (see below) 
For each cell of the design, 50 datasets were generated. A somewhat modest number of 
replications per cell was used to reduce computation time, which already exceeded 24 hours in the 
current setup. The predictor variables were generated from a standardized normal distribution with σ = 
10 and μ = 0.  In all simulations, the outcome variable was continuous and generated according to one 
of the following formulas:  
𝑌 =  0.30𝑋1 +  0.25𝑋2 + 0.15𝑋11 + 0.10𝑋12 + 𝐸 
 
𝑌 =  0.35𝑋1 +  0.30𝑋2 + 0.10𝑋11 + 0.05𝑋12 + 𝐸 
Where E denotes the error term, which was generated according the second facet of the data-
generating design above. Thus, for all simulations, there were four true predictor variables, following 
one of the two (standardized) formulas. Here, the variables named X1, X2, X11 and X12 are the true 
predictors. X1 and X2 have a stronger relationship with Y than X11 and X12. Following this formula, in 
theory, X1 should be the first predictor to change its coefficient from 0 in the Lasso and iFSR. In every 
dataset, it was assessed if the model selected the true predictors.  
Although the sample size of the training datasets varied (see data characteristics), the test 
datasets consisted of 1,000 observations each and followed the same data-generating mechanism as the 
training set.  
 
 
(M.1) 
(M.2) 
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Model Fitting Procedures 
Lasso and an iFSR models were fitted on each training dataset. To obtain the final Lasso 
solution, two lambda values were employed: the lambda that yielded the minimum 10-fold cross-
validated MSE (lambda min) and the lambda that yielded the 10 cross-validated MSE within 1 standard 
error of the minimum (lambda 1se). The package glmnet was used to fit the Lasso regression models 
(Friedman, Hastie & Tibshirani, 2010).  
With iFSR, two step sizes were employed: a step size that yielded the minimum 10-fold cross-
validated MSE (step size min) and a step size that yielded the 10-fold cross-validated MSE within 1 
standard error of the minimum (step size 1se). The package swReg was be used for fitting the iFSR 
models (Fokkema, 2017). This package allows for varying step size, but yields relatively long 
computation time. Because of the lengthy computation times, especially for computing CV error, iFSR 
models were fitted for six step sizes only: .0001, .0005, .001, .005, .01 and .05. 
 
Assessment of Performance 
Each fitted model was evaluated in terms of predictive accuracy, interpretability, and model 
accuracy. Predictive accuracy was measured as the correlation between the true and predicted y values 
in test data (𝑟?̂?𝑦), where a high correlation indicates better accuracy. Interpretability was measured as 
the number of non-zero coefficients, where a lower number of non-zero coefficients indicates better 
interpretability. Model accuracy was translated into a dichotomous variable, indicating whether the true 
predictors were (X1, X2, X11 and X12), selected in the final model, or not. Here, a value of 1 indicates 
that the four true predictors were selected in the final model. A 0 indicates that at least one of the true 
predictors was not selected in the final model. Note that, if for example X1, X2, X3, X11 and X12 are 
selected this was indicated by a 1.    
Accuracy and interpretability were assessed by means of ANOVAs, including main effects of 
all data-generating characteristics and estimation methods and the first order interactions between 
penalty parameter selection and all other characteristics, and estimation method and all other 
characteristics as predictors. In the separate analysis of Lasso and iFSR separately, main effects and first 
order interactions of all data-generating characteristics are added. For the two data characteristics that 
have more than 2 levels (N and number of possible predictors), a post-hoc Tuckey test, with a Bonferroni 
correction, will be conducted if needed. Model accuracy was assessed through a logistic regression, with 
main and first order interaction effects of all the data-generating characteristics and estimation methods 
as predictors. An alpha level of 0.001 was used to evaluate statistical significance.  
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Results 
Predictive Accuracy 
 Overall effects. Running a ANOVA to find predictors of the correlation between the test y and 
predicted y (𝑟?̂?𝑦) of the Lasso and iFSR models yielded multiple significant effects. A significant main 
effect of the penalty parameter selection criterion was found, where the min criterion yielded a higher 
correlation between predicted and true response variable values than the 1se criterion.  
Figure 1 shows the main effects and interactions between the data-generating characteristics and 
the analysis methods. Here, I will describe the effects that were statistically significant. There was a 
significant positive main effect of signal-to-noise ratio, where a higher signal-to-noise ratio leading to a 
higher predictive accuracy. Also, there was a significant positive main effect of number of predictors, 
where fewer possible predictors yielded a higher average correlation. There was a significant positive 
main effect of sample size, where larger sample sizes yielded a higher accuracy. Surprisingly, increased 
multicollinearity yielded (slightly) higher predictive accuracy. 
There was no significant effect of estimation method, indicating that Lasso and iFSR yielded 
similar predictive accuracy. There was also no significant effect of the use of M1 or M2 in generating 
the response / outcome variable.  
There was a significant interaction between estimation method and signal-to-noise ratio, which 
is shown in Figure 1. Here, there was no significant difference between Lasso and iFSR models with a 
high signal-to-noise ratio, whereas iFSR yielded a higher average predictive accuracy with a low signal-
to-noise ratio. Using iFSR had a beneficial effect on predictive accuracy with a low signal-to-noise ratio. 
Number of possible predictors and estimation method also showed a significant interaction. 
Figure 1 shows this. There was no significant difference between iFSR and Lasso models with medium 
(p = 50) or large (p = 100) number of possible predictors, however using iFSR had a beneficial effect 
on predictive accuracy with few (p = 20) possible predictors compared to using Lasso.  
Sample size and estimation method also showed a significant interaction (seen in Figure 1). A 
large sample size (N = 1500) yielded no difference between iFSR and Lasso, whereas Lasso yielded a 
higher predictive accuracy with a medium sample size (N = 500). With a small sample size (N = 50), 
iFSR yielded a higher predictive accuracy.  
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There was also a significant interaction between penalty parameter selection and estimation 
method. Figure 2 shows this. In the iFSR models, there was no significant main effect of the penalty 
parameter selection criterion, whereas there was a significant main effect in the Lasso models. Here, the 
lambda min criterion yielded a higher correlation between predicted and true response variable values 
than the lambda 1se criterion.  
There was also a significant interaction between penalty parameter selection and sample size. 
Figure 3 shows this. It shows that the difference between the penalty parameter selection criterion 
decreases with increasing sample size.  
 
 
Figure 1.  Effect of the correlation between predictors, number of possible predictors, sample size, signal-to-noise 
ratio and estimation method on predictive accuracy. The line types represent the sample size and the colour 
represents the estimation method (red is Lasso, blue is iFSR). Rows represent different levels of the correlation 
between predictors, columns represent the number of possible predictors. The x-axis represents the signal-to-
noise ratio, the y-axis represents the correlation between the true and predicted outcome (𝑟?̂?𝑦).  
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Figure 2. Effect of penalty parameter selection (lambda or step size) on iFSR and Lasso models on predictive 
accuracy. The effect of penalty parameter selection on Lasso was statistically significant at an alpha level of 0.001 
that of iFSR was not. All values were averaged over data following M1 and data following M2 and over the other 
data-generating characteristics  
 
 
Figure 3. Effect of sample size on penalty parameter selection on predictive accuracy. All values were averaged 
over data following M1 and data following M2, both iFSR and Lasso, and over the other data-generating 
characteristics. 
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Corresponding interactions for Lasso and iFSR. Referring back to Figure 1, it also shows 
several interaction effects for the individual assessment of performance of Lasso and iFSR. Both 
analysis showed some corresponding interaction effects. For the Lasso and iFSR models, there was a 
significant interaction between the signal-to-noise ratio and the correlation between predictors. 
Predictive accuracy increased with increasing correlation between predictor variables, but less with a 
lower (0.25) than with a higher signal-to-noise ratio (0.5). Both models showed a significant interaction 
between the number of possible predictors and the correlation between predictors. Figure 1 indicates 
that multicollinearity had almost no effect when there are few possible predictors (p = 20), whereas it 
increased predictive accuracy with more possible predictors (p = 50 or p =100). Also, iFSR and Lasso 
models both showed a significant interaction between sample size and correlation between predictors. 
Predictive accuracy improved more with increasing multicollinearity when sample size is small (N = 
50), compared to larger sample sizes (N = 500 or N = 1500). Increasing multicollinearity had a beneficial 
effect on predictive accuracy when sample size is small, but did not seem to have a strong effect when 
sample size is larger. Lastly, both models showed a significant interaction between number of possible 
predictors and sample size, however this interaction is minor. 
  
Specific results for Lasso. In the Lasso models, there was a significant interaction between 
penalty parameter selection and sample size. Over both models this effect shown in Figure 3. The same 
effect was shown in the Lasso models, but not in the iFSR models.  
 
Specific results for iFSR. In the iFSR models, there was a significant interaction between 
sample size and signal-to-noise ratio. This can be seen in Figure 1, however this interaction was minor.  
 
Model Accuracy 
Originally, it was planned to use a (binary) variable indicating whether the true model was 
selected or not, based on whether the four true predictors and only those were selected. However, none 
of the Lasso and iFSR models selected only these four predictors in any of the 14,400 datasets. 
Therefore, the variable was adjusted to evaluate whether the four predictors were in the model, 
regardless of whether additional predictors were selected.  
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 Overall effects. A logistic regression on the binary model accuracy variable on the data-
generating parameters and the estimation methods yielded multiple significant effects, which are shown 
in Figure 4.  
First, there was a main effect of penalty parameter selection, where the min criterion yielded a 
higher model accuracy than the 1se criterion. Signal-to-noise ratio had a positive main effect on model 
accuracy, with a higher signal-to-noise ratio yielding a higher model accuracy. There was a significant 
positive main effect of the number of possible predictors, where less possible predictors yielded a higher 
model accuracy. Sample size also had a significant main effect, with an increase in model accuracy with 
an increase in sample size. Lastly, estimation method had a significant effect on model accuracy, with 
iFSR yielding a higher average probability of selecting the true predictors. All these effects can be seen 
 
Figure 4.  Effect of the correlation between predictors, number of possible predictors, sample size, signal-to-
noise ratio and estimation method on model accuracy. The line types represent the sample size and the colour 
represents the estimation method (red is Lasso, blue is iFSR). Rows represent different levels of the correlation 
between predictors, columns represent the number of possible predictors. The x-axis represents the signal-to-
noise ratio, the y-axis represents the model accuracy.  
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in Figure 4. There was also a main effect on which formula is used to create the data (M1 vs M2). Here, 
M1 yielded a significant higher probability of selecting the true predictors in the model.  
Multicollinearity and estimation method showed a significant interaction (see Figure 4). Here, 
the decrease in probability of selecting the true predictors is larger with iFSR than with Lasso. Sample 
size and estimation method also showed a significant interaction. As Figure 4 shows, the increase of 
probability of selecting the true predictors is larger with Lasso than with iFSR. There was a significant 
interaction between signal-to-noise ratio and estimation method. Figure 4 shows this interaction, but the 
interaction was minor. Estimation method and which formula is used to create the data also showed a 
significant, but minor, interaction. This effect is therefore not discussed here, but is depicted in the 
Appendix as Figure A.1.  
Penalty parameter selection and estimation method showed a significant interaction, which is 
depicted in Figure 5. Figure 5 shows that the increase in probability of selecting the true predictor 
variables when comparing criterion 1se and min is higher with Lasso than with iFSR. It also shows that 
the average probability of lambda 1se is below 0.5, indicating that the average lambda 1se Lasso model 
does not choose the true predictors. 
 
Figure 5. Significant interaction between estimation method and penalty parameter selection. All values were 
averaged over the other data-generating characteristics 
 
Furthermore, three significant interactions between penalty parameter selection and number of 
possible variables; between multicollinearity and penalty parameter selection; between penalty 
parameter selection and which formula was used to generate the data. However, plots of these 
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interactions indicated that these effects were very minor. These effects are therefore not discussed here, 
but they are depicted in the Appendix as Figure A.2, A.3 and A.4 respectively.  
 
Corresponding interactions for Lasso and iFSR. Lasso and iFSR showed few corresponding 
interactions in their individual analyses. With the main effects of the data-generating parameters, they 
only both showed a significant positive main effect of sample size. Furthermore, they both showed a 
significant interaction between multicollinearity and which formula was used to generate the outcome 
variable. Figure 6 shows this interaction for both Lasso and iFSR. M2 has very small coefficients on its 
two less important predictors, it might be that Lasso does not include these predictors and only includes 
the predictors with higher coefficients. With M1, which has less differences between the coefficients, it 
might be easier for Lasso and iFSR to include all the predictors.  
  
 Figure 6. Significant interactions between multicollinearity and which formula is used to create the data for Lasso 
(left) and iFSR (right).  The horizontal line represents the situation where p = 0.5. All values were averaged over 
the other data-generating characteristics. M2 has two predictors with small coefficients and two with large 
coefficients. M1 differs less in its predictors.  
 
 
Sample size and which formula is used to generate data were also shown as interaction. Figure 
7 shows this interaction for the Lasso and iFSR models combined, since their individual interactions 
seemed very similar. 
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Figure 7. Significant interaction between sample size and which formula is used to create the data. The horizontal 
line represents the situation where p = 0.5. All values were averaged over the other data-generating 
characteristics and the Lasso and iFSR models. 
 
Specific results for Lasso. As previously mentioned and shown in Figure 5, there was a 
significant main effect of penalty parameter selection criterion in the Lasso models. Also, there was a 
significant main effect of signal-to-noise ratio and true positive rate in Lasso models. Here, a higher 
signal-to-noise ratio yielded a better model accuracy, which can be seen in the previously mentioned 
Figure 4.  
 The penalty parameter selection criterion and the correlation between predictors showed a 
significant interaction in Lasso models. Figure 8 shows this interaction. It shows that there is a clear 
decrease in model accuracy for lambda min, when going from no to a large correlation, whereas lambda 
1se does not show a large decrease.  
 There was a significant interaction between penalty parameter selection and sample size in 
Lasso models. Figure 9 shows that the difference in model accuracy between min and 1se is very small 
with a small sample size, but is substantially larger with larger sample sizes.  
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Figure 8. Significant interaction between penalty parameter selection and correlation between predictors for 
Lasso models. The horizontal line represents the situation where p = 0.5. All values were averaged over the 
other data-generating characteristics. 
 
 
Figure 9. Significant interaction between penalty parameter selection and sample size for Lasso models. The 
horizontal line represents the situation where p = 0.5. All values were averaged over the other data-generating 
characteristics. 
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Specific results iFSR. The iFSR models showed a main effect of number of possible predictor 
variables. The directionality of this effect is the same as in the overall analysis, with a decrease in 
probability of selecting the true predictors with an increase in the number of possible predictors. The 
iFSR models also showed a significant effect of multicollinearity, where no correlation between 
predictors yielded a higher probability of selecting the true predictors than with multicollinearity. These 
effects are shown in the previously mentioned Figure 4.  
 Referring back to Figure 4 again, iFSR models showed significant interactions between signal-
to-noise ratio and sample size, sample size and correlation between predictors, and number of possible 
predictors and correlation between predictors. As Figure 4 shows, these interactions are all quite minor. 
Figure 4 does not show the significant interaction between signal-to-noise ratio and which formula is 
used to create the data, as this interaction is also minor. This effect is therefore not discussed here, but 
is depicted in the Appendix as Figure A.5. 
 
Interpretability: Number of Predictors Selected 
An ANOVA with the number of predictors selected as the dependent variable and estimation 
method and data-generating parameters yielded multiple significant effects, which are depicted in Figure 
10. 
 
Overall effects. First, there was a main effect of penalty parameter selection criterion on the 
number of predictors selected, where the 1se criterion yielded less predictors selected than the min 
criterion. Number of possible predictors showed a significant main effect. With fewer possible 
predictors, a lower number of predictors are selected, on average. Sample size was also a significant 
main effect, where a larger sample size yielded less selected predictors. There was also a significant 
effect on which formula was used to generate the data. Here, data following M1 yielded an average 
higher number of selected predictors than M2. Surprisingly, increased multicollinearity yielded less 
selected predictors. Most of these effects can be seen in Figure 10. 
Figure 10 also shows an effect of estimation method. Here, iFSR selected an average higher 
number of predictors than Lasso. This effect is significant.  
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There was a significant interaction between signal-to-noise ratio and estimation method. Figure 
10 shows this. For Lasso models, a low signal-to-noise ratio yielded an average lower number of 
predictors selected than a higher signal-to-noise ratio. For iFSR models, the effect is in the opposite 
direction: a low signal-to-noise ratio yielded an average higher number of selected predictors than a 
lower signal-to-noise-ratio. 
Number of possible predictors and estimation method also showed a significant interaction. 
Figure 10 shows this. Here, there was the increase of number of selected predictors with an increasing 
number of possible predictors is larger with iFSR than with Lasso.  
Correlation between predictors and number of predictors selected showed a significant 
interaction with estimation method. For iFSR models, there was a decrease in number of predictors 
selected with increasing multicollinearity, whereas there was no effect in Lasso models. This is shown 
in Figure 10.  
 
Figure 10.  Effect of the correlation between predictors, number of possible predictors, sample size, signal-to-
noise ratio and estimation method on number of predictors selected. The line types represent the sample size 
and the colour represents the estimation method (red is Lasso, blue is iFSR). Rows represent different levels of 
the correlation between predictors, columns represent the number of possible predictors. The x-axis represents 
the signal-to-noise ratio, the y-axis represents the number of predictors selected.   
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Sample size and estimation method showed a significant effect, which was shown in Figure 10. 
There was an increase in number of selected predictors with an increasing sample size in Lasso, whereas 
the opposite was true for the iFSR models. Here, there was a decrease in number of selected predictors 
with an increasing sample size.  
There was a significant interaction between penalty parameter selection and estimation method, 
which is shown in Figure 11. The effect of penalty parameter selection seemed to be larger with Lasso 
than with iFSR models.  
Furthermore, there were significant interactions between penalty parameter selection and 
number of possible predictors, penalty parameter selection and multicollinearity, and penalty parameter 
selection and sample size. However, plots of these interactions indicated that these effects were very 
minor. These effects are therefore not discussed here, but they are depicted in the Appendix as Figure 
A.6, A.7 and A.8 respectively. 
 
Figure 11. Significant interaction between penalty parameter selection and estimation method. The horizontal 
line represents the situation where p = 0.5. All values were averaged over the other data-generating 
characteristics. 
 
Corresponding interactions for Lasso and iFSR. Both iFSR and Lasso models showed an 
interaction in number of possible predictors and penalty parameter selection. In both situations, this 
interaction was minor. This effect is therefore not discussed here, but is depicted in the Appendix as 
Figure A.9 and A.10 for Lasso and iFSR respectively. They also both showed an interaction between 
penalty parameter selection and sample size, which also were minor. However, the directionality of the 
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effect was opposite. For Lasso models, there was a relatively slight increase in number of selected 
predictors with an increase in sample size. There was also a relatively large difference between the two 
selection criterion. For iFSR models, the difference in the two selection criterion was less and there is a 
large decrease in number of selected predictors with an increase in sample size. The Figures of these 
minor interaction are depicted in the Appendix as Figure A.11 and A.12 for Lasso and iFSR respectively.  
 
Specific results Lasso. In Lasso models the same main effects were found as in the overall 
findings. However, signal-to-noise ratio had a significant main effect, where an increase in signal-to-
noise ratio yielded a higher number of predictors selected. Also, there was no significant effect of 
correlation between predictors. Sample size was significant; however the directionality was opposite of 
the overall findings. In Lasso models, there was an increase in number of predictors selected with an 
increase in sample size. All these effects can be seen in the previously mentioned Figure 10. 
Figure 10 also shows the significant interaction between sample size and signal-to-noise ratio 
in Lasso models. Here, the effect of a higher signal-to-noise ratio decreased with an increased sample 
size. There was also no significant difference between a high (0.5) and a low signal-to-noise ratio (0.25) 
with a high sample size (N = 1500). 
There was also a significant interaction between type of formula used to generate the data and 
sample size in Lasso models. The effect of sample size seemed to increase faster with data following 
M1 than M2. There was also no significant difference between data following M1 or M2 with a small 
sample size (N = 50), whereas there were differences with a medium (N = 500) or a large sample (N = 
1500) and M1 and M2.  
 
Specific results for iFSR. In the iFSR models, the same results were found as in the overall 
effect. However, there was a significant effect of signal-to-noise ratio, where a low signal-to-noise ratio 
yielded an average higher number of selected predictors than a lower signal-to-noise-ratio. Also, there 
was no significant effect of type of formula used to generate the data.  
Referring back to Figure 10, there was a significant interaction between sample size and number 
of possible predictors in iFSR models. The effect of number of possible predictors seemed to decrease 
with an increasing sample size. With a large sample size, there was no significant difference between 
the numbers of possible predictors, whereas this was visible with smaller sample sizes. There was also 
a significant interaction between sample size and multicollinearity. Multicollinearity had no effect on 
number of selected predictors with a large sample size, whereas this effect was visible with lower sample 
sizes.  
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Lastly, there was a significant interaction between number of possible predictors and correlation 
between predictors, which can be seen in Figure 10. However, this interaction was minor.  
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Table 1. 
Summary of main effects for Lasso models and iFSR models.  
  Lasso iFSR 
Higher predictive accuracy (pa)   
 Type of step size/lambda Lambda min  No sign effect 
 Signal-to-noise ratio Higher (0.5)  Higher (0.5) 
 Number of possible predictors Low (20)  Low (20) 
 Correlation between predictors High (0.4)  High (0.4) 
 Sample size High (1500)  High (1500) 
Better recovery of model parameters   
 Type of step size/lambda Lambda min No sign effect  
 Signal-to-noise ratio High (0.5)  No sign effect 
 Number of possible predictors No sign effect Small (20) 
 Correlation between predictors No sign effect Low (0) 
 Sample size High (1500) High (1500) 
Interpretability: Less variables selected   
 Type of step size/lambda Lambda 1se Step size 1se 
 Signal-to-noise ratio Low (0.25) High (0.5) 
 Number of possible predictors More (100) Less (20) 
 Correlation between predictors No sign effect  High (0.4) 
 Sample size Small (50) Large (1500) 
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Discussion 
In this thesis, the Lasso and iFSR were compared in terms of accuracy and interpretability. The 
effect of the signal-to-noise ratio, correlation between predictor variables and sample size were 
evaluated. Table 1 summarizes the findings. Lasso and iFSR showed comparable performance in terms 
of predictive accuracy: Both estimation methods showed higher predictive accuracy with higher signal-
to-noise ratio, lower numbers of possible predictors, higher correlation between predictors, and higher 
sample sizes. With the Lasso, using lambda min was associated with a higher predictive accuracy, 
whereas there was no effect of the step size selection criterion with iFSR. This suggests that step size 
has no influence on predictive accuracy with iFSR models and larger step sizes may be preferable as 
they require less computation.  
Even though the performance of both Lasso and iFSR are affected by the data generating 
parameters, both models perform, on average, equally. With a lower signal-to-noise ratio, iFSR is more 
accurate. Also, iFSR performs better than Lasso with relatively few predictors. With no correlation 
between predictors, iFSR also performs better. While Lasso showed higher predictive accuracy with 
medium sample size (N=500), iFSR models showed higher predictive accuracy with a small sample size 
(N=50). In all other cases, iFSR and Lasso seem to perform equally well. 
When it comes to model accuracy, Lasso and iFSR create more accurate models with higher 
sample size. Lasso creates more accurate models with a lambda that yields the minimum cross-validated 
MSE. Furthermore, Lasso creates more accurate models with a higher signal-to-noise ratio. iFSR creates 
more accurate models with a smaller number of possible predictors, and with no correlation between 
predictors. Both analytical methods were unsuccessful in selecting the true model, still iFSR performed 
better than Lasso in capturing the true predictors. When capturing the true predictors is deemed most 
important, iFSR may therefore be preferred over Lasso.  
Both methods create sparser models, when the 1se criterion is employed to select the penalty 
parameter. Lasso creates models with less predictors when there is a lower signal-to-noise ratio, more 
potential predictors and a smaller sample size. With iFSR less predictors are chosen, with a higher 
signal-to-noise ratio, less potential predictors, multicollinearity and a larger sample size.  
Concerning interpretability and number of predictors selected, Lasso selected less predictors 
than iFSR. Lasso selected an increasing number of predictors when the signal-to-noise ratio increased, 
whereas the opposite was found for iFSR. Correlation between predictors had no effect on number of 
predictors selected with the Lasso, whereas a high correlation between predictors leads to less predictors 
selected with the iFSR. For the Lasso, the number of selected predictor variables was not affected by 
sample size when sample size was medium (N = 500) or large (N = 1500), but iFSR selected less 
variables when sample size increased.  
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A limitation of the current study is that the number of cells in the data-generating design and the 
number of datasets per cell were limited. The fitting of the iFSR models was very computationally 
intensive, taking about 10 days on a Windows system with Intel Core i7 2.00 GHz CPU and 8 GB of 
RAM with the current design. More replications would allow for a more reliable evaluation, especially 
of the higher order interactions. Further research might attempt to replicate with more computer power.   
Secondly, a limited number of step sizes were employed in this study. In further studies, a finer 
and/or wider range of step sizes may be tested. For the future it might be investigated if an extreme step 
size of .5 for example may yield different results in terms of sparsity and accuracy, so a possible effect 
on predictive accuracy can be found.  
Also, there may be a confounding of the difference between effect size parameters and the 
availability of predictors with a small effect. The differences between M1 and M2 might be due to 
predictors with a small effect that are not selected and not due to the relative differences between effects 
of the predictors in the model. In this current thesis, this conclusion cannot be made, so further research 
is needed.  
Another limitation is that it is a simulation study. “Real” psychological data might be different 
from the data created here, with different levels of the data-generated characteristics, making 
generalization more difficult. However, with a simulation, the true model is known, which made it 
possible to evaluate the ability of Lasso and iFSR to find the true model.  
To conclude, in psychological research, it is relevant to know which estimation method to use 
under various circumstances. iFSR seems to yield higher accuracy than the Lasso. This is especially the 
case with a lower signal-to-noise ratio, with relatively few predictors, with no correlation between 
predictors and a smaller sample size. Most of these characteristics are typical of data in psychological 
research. However, when also considering interpretability, Lasso seems to select less variables than 
iFSR and seems to be more stable in selecting coefficients with a varying correlation between predictors 
and with different sample sizes. In short: When accuracy is deemed most important, iFSR may be 
preferred, while Lasso may be preferred when interpretability is deemed most important. 
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Appendix A. Figures of Minor Interactions 
 
Figure A.1. Significant, but minor interaction between estimation method and which formula is used to generate 
the data on model accuracy. All values were averaged over the other data-generating characteristics. 
 
 
Figure A.2. Significant, but minor interaction between number of possible predictors and penalty parameter 
selection on model accuracy. All values were averaged over the other data-generating characteristics and 
Lasso and iFSR. 
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Figure A,3. Significant, but minor interaction between penalty parameter selection and correlation between 
predictors on model accuracy. All values were averaged over the other data-generating characteristics and Lasso 
and iFSR. 
 
 
Figure A.4. Significant, but minor interaction between penalty parameter selection and which formula is 
used to generate the data on model accuracy. All values were averaged over the other data-generating 
characteristics and Lasso and iFSR. 
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Figure A.5. Significant, but minor interaction between which formula is used to generate the data and 
signal-to-noise ratio on model accuracy for iFSR models. All values were averaged over the other data-
generating characteristics. 
 
 
Figure A.6. Significant, but minor interaction between penalty parameter selection and number of possible 
predictors on number of selected predictors. All values were averaged over the other data-generating 
characteristics and Lasso and iFSR models. 
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Figure A.7. Significant, but minor interaction between penalty parameter selection and correlation 
between predictors on number of selected predictors. All values were averaged over the other data-
generating characteristics and Lasso and iFSR models. 
 
 
Figure A.8. Significant, but minor interaction between penalty parameter selection and sample size on 
number of selected predictors. All values were averaged over the other data-generating characteristics 
and Lasso and iFSR models.  
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Figure A.9. Significant, but minor interaction between penalty parameter selection and number of possible 
predictors on number of selected predictors in Lasso models. All values were averaged over the other 
data-generating characteristics. 
 
 
Figure A.10. Significant, but minor interaction between penalty parameter selection and number of 
possible predictors on number of selected predictors in iFSR models. All values were averaged over the 
other data-generating characteristics. 
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Figure A.11. Significant, but minor interaction between penalty parameter selection and sample size on 
number of selected predictors in Lasso models. All values were averaged over the other data-generating 
characteristics. 
 
 
Figure A.12. Significant, but minor interaction between penalty parameter selection and sample size on number 
of selected predictors in iFSR models. All values were averaged over the other data-generating characteristics. 
 
