In the present work, a new input variable selection method for building linear regression models is proposed. The proposed method is referred to as nearest correlation Louvain method based variable selection (NCLM-VS). NCLM-VS is a correlation-based group-wise method; it constructs an affinity matrix of input variables by the nearest correlation (NC) method, partitions the affinity matrix by the Louvain method (LM), consequently clusters input variables into multiple variable classes, and finally selects variable classes according to their contribution to estimates. LM is very fast and optimizes the number of classes automatically unlike spectral clustering (SC). The advantage of NCLM-VS over conventional methods including NCSC-VS is demonstrated through their applications to soft-sensor design for an industrial chemical process and calibration modeling based on near-infrared (NIR) spectra. In particular, it is confirmed that NCLM-VS is significantly faster than the recently proposed NCSC-VS while NCLM-VS can achieve as good estimation performance as NCSC-VS.
INTRODUCTION
In the manufacturing industry, real-time control of product quality is crucial to supply high quality products. However, it is often difficult to measure the product quality in real time because of the high investment and maintenance cost of analyzers and also measurement delay. Thus, the methods of estimating difficult-to-measure product quality from easy-to-measure process variables have been investigated. For example, models to estimate product quality is known as soft-sensors in the chemical industry, where partial least squares (PLS) regression is widely used because PLS can avoid the problem of collinearity (Kano and Ogawa (2010) ; Kano and Fujiwara (2013) ). In the semiconductor manufacturing industry, the models are called virtual metrology (VM), and PLS is regularly employed (Lynn et al. (2012) ).
The estimation accuracy of soft-sensors deteriorates when input variables which do not contribute toward estimating output variables are used. To construct a highly accurate soft-sensor, appropriate input variables must be selected. So far many input variable selection methods have been proposed. The simplest method is the R method, which is based on the correlation coefficients between input variables and the output variable. When PLS is adopted, one can use PLS-based variable selection methods such as the PLS-Beta method and the variable influence on projection (VIP) method. Lately, many other PLS-based
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methods have been proposed: genetic algorithm combined with PLS regression (GA-PLS), sub-window permutation analysis coupled with PLS (SwPA-PLS), Sparse-PLS, and Powered PLS (PPLS) (Mehmood et al. (2012) ). Recently, nearest correlation spectral clustering-based variable selection (NCSC-VS) was proposed (Fujiwara et al. (2012) ). NCSC-VS clusters variables into some variable classes based on the correlation between variables by using NCSC (Fujiwara et al. (2010 (Fujiwara et al. ( , 2011 ), then each variable class is examined as to whether it should be used as input variables. It was demonstrated that NCSC-VS was superior to other conventional methods through applications to soft-sensor design problems. However, NCSC-VS requires heavy computational load to optimize parameters such as the number of variable classes.
In the present work, to solve the problem of NCSC-VS, a new input variable selection method is proposed. To reduce the computational load and to determine the number of variable classes automatically, the Louvain method (LM) is used instead of spectral clustering (SC). LM can partition an affinity matrix faster than SC and can optimize the number of clusters (Blondel et al. (2008) ). The proposed method is called nearest correlation Louvain method-based variable selection (NCLM-VS). NCLM-VS clusters input variables into some variable classes based on NCLM, and selects fewer variable classes according to their contribution to estimates. Thus, NCLM-VS is a kind of correlation-based group-wise methods for selecting input variables. The usefulness of NCLM-VS is demonstrated through applications to soft-sensor design for an industrial chemical process and calibration modeling based on nearinfrared (NIR) spectra.
CONVENTIONAL METHODS
This section briefly explains conventional input variable selection methods. Two of them are based on PLS; therefore PLS is briefly explained at the beginning of this section.
Partial Least Squares (PLS)
In PLS with one output variable, an input variable matrix X ∈ R N ×M and an output variable vector y ∈ R N are decomposed as follows.
is the latent variable score matrix whose columns are latent variables (score vectors) t k ∈ R N (k = 1, 2, · · · , K), P ∈ R M ×K is the loading matrix of X whose columns are loading vectors p k ∈ R M , and b ∈ R K is the loading vector of y whose values are b k (k = 1, 2, · · · , K). N and M are the numbers of samples and input variables, respectively. K denotes the number of adopted latent variables. E and f are errors.
The latent variable t is a linear combination of the columns of X.
t = Xw
(3) where the weighting vector w ∈ R M is determined so that the covariance between y and t is maximized under the condition of w = 1.
R
The R method selects input variables based on the absolute value of the correlation coefficient r m between each input variable and the output variable. 
where s 2 xmy is the covariance of x m and y, and s 2 xm and s 2 y is the variance of x m and y, respectively. The input variables satisfying |r m | > µ are selected for modeling.
PLS-Beta
The PLS-Beta method selects input variables based on the magnitude of its regression coefficients. The estimatê y derived by PLS is expressed bŷ y = T (T T T ) −1 T y = Xβ pls (5) and the regression coefficients β pls is described as
where W = [w 1 , · · · , w K ] ∈ R M ×K .
Input variables can be selected individually in descending order of the magnitude of regression coefficients until
is achieved. Here β select denotes the vector of the regression coefficients corresponding to the selected variables.
Variable influence on projection (VIP)
The VIP score expresses the contribution of each input variable to the output variable (Wold et al. (2001) ). The VIP score of the jth input variable is defined as
where w jk is the jth element of the weighting vector of the kth latent variable w k . The input variables satisfying V j > µ are selected for modeling.
NEAREST CORRELATION SPECTRAL CLUSTERING (NCSC)
NCSC was originally proposed for sample clustering based on the correlation among variables by not assuming any distribution (Fujiwara et al. (2010) ). Later NCSC was used for variable clustering (Fujiwara et al. (2012) ).
NCSC integrates the nearest correlation (NC) method, which detects samples whose correlation is similar to the query, and the spectral clustering (SC) method, which partitions a weighted graph into subgraphs. NC constructs the weighted graph that expresses the correlation-based similarities between samples and SC partitions the constructed graph.
Spectral clustering (SC)
SC is a clustering method based on the graph theory (Ding et al. (2001) ; Ng et al. (2002) ). It partitions a weighted graph, whose weights express affinities between nodes, into subgraphs through cutting some of their arcs. Although some spectral clustering algorithms have been proposed, the max-min cut (Mcut) method is described in this subsection.
Given a wighted graph G and its affinity matrix (adjacency matrix) W , G is partitioned into two subgraphs A and B.
The affinity between A and B is defined as
where a and b denote nodes of subgraphs A and B, and W a,b is the sum of weights of arcs between a and b. That is, the affinity between subgraphs cut(A, B) is the sum of weights of arcs between subgraphs. The Mcut method searches subgraphs A and B that minimize cut(A, B) and maximize W (A) and W (B) simultaneously.
Since the Mcut method partitions a weighted graph into two subgraphs, this procedure is repeated when three or IFAC ADCHEM 2015 June 7-10, 2015, Whistler, British Columbia, Canada
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x 3 V x 6 Fig. 1 . An example of the procedure of the NC method (Fujiwara et al. (2012) ) more subgraphs are needed. In SC, the definition of an affinity is arbitrary and affects results. SC runs in O(n 3 ) time complexity, where n is the number of nodes in G.
Nearest correlation (NC) method
The NC method can detect samples whose correlation is similar to the query without any teacher signals (Fujiwara et al. (2010) ).
The concept of NC is as follows. Suppose that the affine subspace P in Fig. 1 (left) shows the correlation among variables and all the samples on P have the same correlation. Although x 1 , x 2 , · · · , x 5 have the same correlation, x 6 and x 7 have a different correlation from the others. The NC method aims to detect samples whose correlation is similar to the query x 1 . In this example, x 2 , x 3 , x 4 , x 5 on P should be detected.
First, the whole space is translated so that the query becomes the origin as shown in Fig. 1 (right) . That is, x 1 is subtracted from all other samples x i (i = 2, 3, · · · , 7). Since the translated affine subspace contains the origin, it becomes the linear subspace V .
Next, a line connecting each sample and the origin is drawn virtually. Then, it is checked whether another sample can be found on this line. In this case, x 2 -x 5 and x 3 -x 4 satisfy such a relationship. The correlation coefficients of these pairs must be 1 or −1. On the other hand, x 6 and x 7 that are not the elements of V cannot make such pairs. The pairs whose correlation coefficients are ±1 are thought to have the same correlation as x 1 .
In practice, the threshold of correlation coefficients γ (0 < γ ≤ 1) has to be used, since there are no pairs whose correlation coefficient is strictly ±1. Thus, pairs are selected when the absolute values of their correlation coefficients are larger than γ. The pairs whose correlation is similar to the query can be detected through the above procedure. NC method runs in O(n 2 ) time complexity, where n is the number of samples.
Nearest correlation spectral clustering (NCSC)
A correlation-based affinity matrix for spectral clustering can be constructed by using the NC method. Suppose that samples x n ∈ M (n = 1, 2, · · · , N ) are stored in the database.
The NCSC method is illustrated through a simple example (Fujiwara et al. (2010) ). An objective data set consists of nine samples on the two dimensional space;
x 8 x 9 Fig. 2 . An objective data set consisting of two classes and one outlier (Fujiwara et al. (2012) ) are on the line l and x 5 , x 6 , x 7 , x 8 are on the line k while x 9 is an outlier as shown in Fig. 2 . In addition, samples x 2 , x 7 and x 9 are on one line by chance.
First, the zero matrix S ∈ 9×9 is defined, and the correlations of all possible pairs of samples are checked by the NC method. For example, when x 1 is the query, x 2 -x 3 , x 2 -x 4 and x 3 -x 4 are detected as pairs whose correlations can describe x 1 . The detected pairs get one point; S 2,3 = S 3,2 = 1, S 2,4 = S 4,2 = 1 and S 3,4 = S 4,3 = 1.
Similarly, since x 1 -x 3 , x 1 -x 4 , x 3 -x 4 and x 7 -x 9 are detected when x 2 is the query, one is added to the elements of S corresponding to these pairs. This procedure is repeated until all samples become the query. Finally, the affinity matrix S becomes as follows.
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By applying SC to S, the nodes (samples) are classified into {x 1 , x 2 , x 3 , x 4 }, {x 5 , x 6 , x 7 , x 8 } and {x 9 }. This example clearly shows that NCSC can classify samples on the basis of the correlation among variables.
Nearest correlation spectral clustering-based variable selection (NCSC-VS)
Although NCSC was originally proposed for sample clustering, it can be used for variable clustering (Fujiwara et al. (2012) ). NCSC-VS clusters input variables into some variable classes based on their correlation by using NCSC, and evaluates each variable class for variable selection.
First, NCSC-VS clusters input variables into J variable classes v j = {x m | m ⊂ V j } (j = 1, 2, · · · , J) based on their correlation, where V j is the jth subset of variable indexes, and V = j V j . To classify input variables by NCSC, an affinity matrix is constructed from the transposed variable matrix X T by using NC. Then, the jth PLS model f j is constructed from the jth variable class matrix X j , whose columns consist of variables belonging to the jth variable class, and the validity of the constructed PLS model is examined on the basis of the contribution ratio defined as IFAC ADCHEM 2015 June 7-10, 2015, Whistler, British Columbia, Canada
whereŷ j,k denotes the estimates by f j with k latent variables. Finally, variable classes are selected in descending order of C j,k so that the estimation performance is maximized. A statistical model can be constructed by using the variables belonging to the selected variable classes.
NEAREST CORRELATION LOUVAIN METHOD (NCLM)
In the present work, nearest correlation Louvain (NCLM) method is proposed by integrating the NC method and the Louvain method (LM). LM can partition the affinity matrix much faster than SC, and also it can optimize the number of classes in its algorithm. Thus, NCLM can divide input variables into classes based on the correlation among variables more efficiently than NCSC.
Louvain method (LM)
The Louvain method (LM) was originally developed in the field of community detection (Blondel et al. (2008) ). The objective of community detection is to densely connect nodes within the same community and to sparsely connect nodes between different communities. Among indexes to evaluate created clusters (communities), modularity has received a lot of attention. The modularity is a scalar value between −1 and 1, and it measures the density of links inside communities as compared to links between communities. In the case of weighted networks, the modularity score is defined as
where A ij represents the weight of the link between nodes i and j, k i is the sum of weights of links attached to node i, and c i is the community to which node i is assigned. The δ-function δ(u, v) is 1 if u = v and 0 otherwise.
Exact modularity optimization is computationally hard to solve. Thus, several approximation algorithms to optimize modularity faster have been proposed. Among such algorithms, LM is a well-known method that can optimize modularity in short time.
The algorithm of LM consists of two phases, which are repeated iteratively. Assume that a weighted network has N nodes and each node is assigned to different communities.
For each node i, the gain of modularity is evaluated by removing node i from its community and by placing it in the community of node j. Here node j is a neighboring node of i. Then, the node i is placed in the community for which the gain of modularity is maximum only if the gain is positive. If there is no positive gain, node i stays in its original community. This process is applied to all nodes and repeated until no further improvement is achieved. In this first phase, the gain of modularity ∆Q, which is derived by moving node i into community C, is calculated as follows.
where in is the sum of weights of links inside C, tot is the sum of weights of links attached to nodes in C, and k i,in is the sum of weights of links from node i to nodes in C.
In the second phase, a new network is generated. The network consists of nodes that are communities generated in the first phase. Weights between new nodes are defined as the sum of weights of links between nodes in the corresponding two communities.
These two phases are iterated while significant improvement of the network modularity is obtained. LM runs in O(n log n) time complexity, where n is the number of nodes in weighted networks.
LM is extremely fast because the gain of modularity is easy to compute and the number of communities decrease drastically after a few iterations. As a result, LM is faster than SC, which needs to compute eigenvalue decomposition. By using LM instead of SC, NCLM can execute clustering significantly faster than NCSC. In the following example and case studies, the generalized Louvain method is used (De Meo et al. (2011); Jutla et al. (2011) ).
Numerical example
The discrimination performance of NCLM was compared with that of the k-means method (KM) and NCSC through a numerical example. The data set consists of three classes of samples, which have different correlation and intersected at the origin, as shown in Fig. 3 . For each class, 100 samples were generated through
where x = [x 1 x 2 ] T is measurements of two variables and n = [n 1 n 2 ] T is measurement noise. s ∼ N (0, 1) and n i ∼ N (0, 0.01) are variables following the normal distribution N (m, σ) with mean m and standard deviation σ. The coefficient vectors are a 1 = [ 1 3 ] T , a 2 = [ 2 2 ] T and a 3 = [ 2 1 ] T . Before clustering, x 1 and x 2 are normalized (auto-scaled).
In NCSC and NCLM, the parameter γ of the NC method was determined by trial and error and set as γ = 0.999.
The clustering results of KM, NCSC, and NCLM are shown in Fig. 3 . The conventional distance-based method, KM, did not classify samples correctly, but both NCSC and NCLM successfully classified them except around the origin. Table 1 compares the computational time of each method. It was confirmed that NCLM required less computational time than NCSC.
NCLM-based variable selection
The present work aims to develop a new correlationbased group-wise method for selecting input variables of IFAC ADCHEM 2015 June 7-10, 2015, Whistler, British Columbia, Canada statistical models; in particular, the proposed method is expected to be faster than NCSC-VS. This goal would be achieved by using NCLM for variable selection. This method is called NCLM-VS.
NCLM-VS clusters input variables into variable classes
based on their correlation and evaluates the contribution of each variable class to estimates. Unlike NCSC-VS, NCLM-VS optimizes the number of classes automatically and it does not require heavy computational load.
APPLICATIONS
In this section, the proposed NCLM-VS is validated through two case studies. One is the soft-sensor design for an industrial chemical process, and the other is the calibration modeling from near-infrared (NIR) spectroscopy data.
Soft-sensor design for chemical process
NCLM-VS and conventional methods were compared through their applications to soft-sensor design. The objective was to estimate the concentration of unreacted NaOH in an alkali washing tower. By taking account of the process dynamics, 50 process variables such as pressure, temperature, and flow rate are used as input variables. Samples were divided into three sets; 150 samples were used for constructing models (Model set), 19 samples were used for tuning parameters (Parameter set), and 40 samples were used for evaluating the estimation accuracy of PLS models (Test set). Parameters were optimized so that root mean square error (RMSE) for the Parameter set was minimized. RMSE is defined as
where N is the number of samples in the data set, y n is the nth reference value of the output variable, andŷ n is the estimated value of y n . The number of latent variables of the final PLS model was determined by cross validation. Finally, the estimation accuracy was evaluated by using the Test set.
The threshold of NC was set at 0.8 in both NCSC-VS and NCLM-VS, which was determined by trial and error. The number of classes J of SC was optimized within the range from 1 to 11; this setting contributes toward reducing the computational time of NCSC-VS. The specifications of the computer used in this work is as follows; OS: Windows 7 Enterprise, CPU: Intel(R) Core(TM) i7-2600K 3.40GHz, Memory: 8GB.
In this case study, six variable selection methods were compared: ALL (no selection), R, PLS-Beta, VIP, NCSC-VS, and NCLM-VS. Table 2 shows RMSE for the Test set, the correlation coefficient between the measured NaOH concentration and the corresponding estimates (r), the number of selected input variables (#Var), the number of adopted latent variables (#LV), and the computational time required to optimize parameters and select input variables.
The conventional methods, R, slightly improved the estimation accuracy compared with ALL. However, the other conventional method such as VIP and PLS-Beta did not improved the estimation accuracy compared with ALL. The correlation-based group-wise methods, i.e, NCSC-VS and NCLM-VS, achieved the significantly better performance than the others. In particular, NCLM-VS was the best in the estimation accuracy among all methods. Furthermore, the computational load of NCLM-VS was drastically lighter than that of NCSC-VS as well as the other methods.
The optimal number of generated variable classes was 11 in NCSC-VS and 15 in NCLM-VS. On the basis of the contribution ratio, both NCSC-VS and NCLM-VS adopted only one variable class. Here it is noted that the number of generated variable classes in NCSC-IFAC ADCHEM 2015 June 7-10, 2015, Whistler, British Columbia, Canada VS was optimized within the range from 1 to 11. The computational time of NCSC-VS strongly depends on the maximum number of generated variable classes.
The computational time of R, PLS-Beta, and VIP was very long because they have 50 classes (input variables). These methods add each variable increamentally for model construction. Then, each of these methods finds the optimal number of selected input variables within the range from 1 to 50 while NCSC-VS and NCLM-VS need to find the optimal number of selected variable classes within the range from 1 to 11 and from 1 to 15, respectively. Moreover, NCLM-VS optimizes the number of generated variable classes without any limitation. Hence, the computational efficiency of NCLM-VS is remarkable.
Calibration modeling for NIR spectroscopy
In this case study, calibration models were constructed by using NIR spectral data. The output variable is the freezing point of diesel fuel, and the input variables are absorbances at 401 wavelengths of NIR spectroscopy. Samples were divided into three sets; 133 samples were used for constructing models (Model set), 56 samples were used for tuning parameters (Parameter set), and 56 samples were used for evaluating the estimation accuracy of PLS models (Test set). The procedure and parameter settings were the same as those in the previous case study except that the number of generated variable classes in NCSC-VS was optimized within the range from 1 to 40.
The results are summarized in Table 3 . The difference of RMSE was not significant, but it is confirmed that NCLM-VS achieved better estimation accuracy than NCSC-VS and reduced the computational time significantly. The computational time of NCSC-VS is extremely long mainly because the maximum number of generated variable classes was 40 (the number was 11 in the previous case study).
The case studies clearly demonstrate the advantage of the proposed NCLM-VS method over the conventional variable selection methods in the computational load and the estimation performance.
CONCLUSION
To construct highly accurate statistical models, a new input variable selection method, NCLM-VS, was proposed. NCLM-VS is a correlation-based group-wise method integrating the nearest correlation method and the Louvain method. NCLM-VS is remarkably faster than the conventional methods including NCSC-VS. The advantage of NCLM-VS over conventional methods were demonstrated through two case studies.
