We present a theory for the transition from nonaxisymmetric to axisymmetric convection in iodatearsenous acid reaction fronts propagating in a vertical slab. The transition takes place away from the onset of convection, where a convectionless flat front becomes unstable to a nonaxisymmetric convective front. The transition is studied by numerically solving a reaction-diffusion equation coupled with nonlinear hydrodynamics in a two-dimensional slab. PACS number(s): 47.20.Bp, 47.70.Fw, 82.20.Mj 
I. INTRODUCTION
The effects of convection on chemical wave propagation have been observed experimentally in several systems, including the iron-nitric acid reaction [1] , the chlorite-thiosulfate reaction [2] , the BelousovZhabotinsky reaction [3] , and the iodate-arsenous acid reaction [4] . In these systems, convection enhances the chemical wave speed and affects the curvature of the front. Convection develops because of density gradients induced by either compositional or thermal gradients. Thermal effects are very important in systems that exhibit double-diffusive convection such as the iron-nitric acid system.
For the iodate-arsenous acid reaction, the thermal length scale is large compared to the convective length scale, and the Quid can be considered as having uniform temperature, with convection being driven solely by the chemical gradient [5] . In this system, as the front propagates upward in capillary tubes, the front is Qat, axisymmetric, or nonaxisymmetric, depending on the diameter of the tube.
A linear stability analysis for convectionless flat fronts showed that the transition to convection should be nonaxisymmetric in cylinders [6] . Nonlinear numerical studies near the onset of convection in a two-dimensional slab also obtained nonsymmetric convective fronts [7] .
Experiments observe a transition to axisymmetric fronts.
It was clear that to study axisymmetric fronts, the model had to be extended to regimes away from onset and a new numerical scheme was needed to detail with the long computations.
In this paper we report such computations. We begin with an introduction to the basic equations governing the system. We then discuss the expansion method used to solve the two-dimensional Poisson equation and compared its performance with other, established methods. Our results are compared with previous linear and nonlinear analyses where appropriate. We relate our work to current experiments and suggest new experiments to test our results. 
II. EQUATIONS OF MOTION AND LINEAR THEORY
Here V is the Quid velocity, P is the reduced pressure related to the conventional pressure by P =p -pcgz, g= -gz is the acceleration of gravity (g =980 cmsec ) in the vertical ( -z) direction, v=9.2X10 cm sec ' is the kinematic viscosity, and p0 is the density of the reacted Quid. Here we have used the Boussinesq approximation that includes the density difference only where it modifies the large gravity term [7] . of the system is determined by Eqs. (7) - (9) . This set of equations is highly nonlinear, requiring us to resort to numerical methods.
The linear stability analysis of the Qat front was carried out by us previously [9] . We first considered a laterally unbounded front and introduced a small perturbation of fixed wavelength. We found that ascending Qat [10] .
We also carried out a linear stability analysis on the twodimensional slab and on the three-dimensional cylinder using no-slip boundary conditions [6, 11] . We found that the dimensionless driving parameter $=5gd IvD (12) We will compare these results with our numerical simulations.
III. NUMERICAL METHOD
The system of Eqs. (7) - (9) [12] . The number of operations per time step used by this method is proportional to m e n e lg ( n) for a mesh of size m X n, where n is the number of grid points in the direction perpendicular to the wave propagation. In an effort to speed up our calculations, we developed a method based on a finite-mode truncation of the stream function, which has of the order m e n e k operations per time step, where k is the number of basis functions used in the truncation. Evidently our finite-mode truncation method is good when the system can be accurately simulated by a small number of basis functions or when the grid number n is large. This d4 x' (13) There are two classes of these functions: the even antisymmetric functions C and the odd symmetric functions S . Eigenvalues of and integrals over these functions are tabulated by Chandrasekar [13] . Accordingly, we approximate the stream function by a truncated expansion, method runs at least three times faster than the GENBUN subroutine for our calculations with comparable accuracy. An additional advantage of this method is that the finite truncation makes use of symmetric and antisymmetric functions. This allows a better interpretation of the physical results based on the symmetry of the basis functions. This method is very useful in discovering the underlying patterns for this problem. We present here the details of the finite truncation method.
The chemical concentration c and the vorticity co are obtained after a small time step using time evolution
[Eqs. (8) and (9) 
Here we define f(z, t)=(f (z, t)}=(co(x,z, t) C (x)),
A(z, t)=(A (z, t)), and Q=(q ")=((d /dz ) X C (x )~C"(x)). The coefficients q "are tabulated in Ref. [14] . The linear system of coupled differential equations can be easily decoupled by transforming to a new basis generated by the eigenvectors of the coe%cient matrix Q:
This system can be written by using a compact matrix notation as f(x,z, t)= g A~(z, t)T (xld),
'T", (15) where
for a given f (x). Furthermore, given the opposite parity of the functions S and C, the equations decouple into a set of equations for the coefficients A"(z, t) for even where d is the wall separation. Truncating the series provides good approximation near the onset of convection, as shown in the linear stability analysis [11] . We also expect that this truncation will give good results even well above the onset, provided that the convective pattern is not too complicated. Away speeds, we observe a slow increase in average speed between t =0 -1 min and a rapid increase after 1.0 min due to the fast growth of the antisymmetric modes. After that it gradually decreases to a constant value as the front becomes dominated by the symmetric modes. It is interesting to note that the temporal scenario of the system is similar to the scenario in parameter space. As time evolves, the system starts as a Aat front; it later becomes antisymmetric, mixed, and then completely symmetric. This is the same scenario that we find in parameter space as we increase the slab width from zero to d = 5.0 mm.
We study the transition from the antisymmetric state to the symmetric state by comparing the kinetic energy of the front with the energy of the pure symmetric and pure antisymmetric states. The pure antisymmetric state (diamonds in Fig. 1 
