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Evidence-based medicineBackground: Evidence-based medicine practice requires medical practitioners to rely on the best avail-
able evidence, in addition to their expertise, when making clinical decisions. The medical domain boasts
a large amount of published medical research data, indexed in various medical databases such as
MEDLINE. As the size of this data grows, practitioners increasingly face the problem of information over-
load, and past research has established the time-associated obstacles faced by evidence-based medicine
practitioners. In this paper, we focus on the problem of automatic text summarisation to help practition-
ers quickly find query-focused information from relevant documents.
Methods: We utilise an annotated corpus that is specialised for the task of evidence-based summarisation
of text. In contrast to past summarisation approaches, which mostly rely on surface level features to iden-
tify salient pieces of texts that form the summaries, our approach focuses on the use of corpus-based
statistics, and domain-specific lexical knowledge for the identification of summary contents. We also
apply a target-sentence-specific summarisation technique that reduces the problem of underfitting that
persists in generic summarisation models.
Results: In automatic evaluations run over a large number of annotated summaries, our extractive sum-
marisation technique statistically outperforms various baseline and benchmark summarisation models
with a percentile rank of 96.8%. A manual evaluation shows that our extractive summarisation approach
is capable of selecting content with high recall and precision, and may thus be used to generate bottom-
line answers to practitioners’ queries.
Conclusions: Our research shows that the incorporation of specialised data and domain-specific
knowledge can significantly improve text summarisation performance in the medical domain. Due to
the vast amounts of medical text available, and the high growth of this form of data, we suspect that such
summarisation techniques will address the time-related obstacles associated with evidence-based
medicine.
 2015 Elsevier Inc. All rights reserved.1. Introduction
The paradigm of evidence-based medical practice emphasises
on the reliance upon research evidence, rather than intuition,
unsystematic clinical experience, or pathophysiologic rationale
[1]. The goal of this paradigm is to improve patient care in the long
run, through the identification and promotion of practices that
work and the elimination of ineffective or harmful ones. Over the
past two decades, clinical guidelines urged practitioners to move
towards evidence-based medicine, which is formally defined as
‘conscientious and judicious use of current best evidence in makingdecisions about the care of individual patients’ [2]. Good practise in
evidence-based medicine involves finding and appraising current
medical evidence, and making medical decisions based on the best
available evidence. Generally, the best sources of evidence are sys-
tematic reviews or meta-analyses of all studies associated with a
topic, or high-quality randomised controlled trials [3]. Currently,
several organisations provide systematic reviews that enable
physicians to quickly acquire the best evidence for a variety of
topics. Such reviews can be found in the Cochrane Library,1
UpToDate,2 and the Journal of Family Practice,3 to name a few. The
modern era of evidence-based medicine relies on these and similar
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topics in response to perceived demand. In the absence of pre-
appraised evidence, health personnel generally query information
retrieval systems such as PubMed4 [4], which is a database main-
tained by the U.S. National Library of Medicine and containing over
24 million articles. A query on PubMed returns a set of relevant
documents, and not summaries or answers to the queries. Searching
through and appraising primary medical literature is extremely time
consuming, as reported in early and recent literature [5–7]. Even
targeted searches on PubMed tend to return a large number of
results. For example, a search with the keywords ‘hypertension’
‘african americans’, ‘U.S.A’ returns 127 documents, which must be
filtered and reviewed for any relevant decision making.
While the availability of research evidence has pushed the
move towards evidence-based medicine, Greenhalgh [8] argues
that the sheer volume of evidence has also put this practice in
crisis. Early evidence-based medicine principles established a
systematic approach, known as the critical appraisal exercise, for
obtaining the best evidence [9]. Generally, the process involves
the following steps: define a clinical problem and the information
that is required to resolve that problem (i.e., formulate the query);
conduct a comprehensive literature search; select the best of the
relevant studies; identify and extract the relevant evidence; and
combine evidence from distinct sources to solve the patient’s
problems. Each of these tasks present unique challenges,
which can be addressed in various ways via the application of
natural language processing (NLP) and information retrieval (IR)
techniques [10].
We focus on the problem of extracting evidence following the
retrieval of documents using a search engine (e.g., PubMed). In par-
ticular, we explore techniques by which information-rich and
query-relevant text segments can be extracted, and presented in
a manner so that the key information can be easily identified. From
an NLP perspective, we model the extraction of information as a
query-focused, extractive text summarisation problem with sev-
eral constraints. Given a clinical question, our approach attempts
to extract a set of summary sentences from a medical abstract.
The summary sentences are selected based on a simple scoring
mechanism which incorporates various statistics derived from a
specialised text summarisation corpus. The generation of the
statistics associated with each sentence relies heavily on domain-
specific information derived from raw text.
In this paper, we demonstrate the usefulness of utilising an
annotated corpus for content selection and summarisation. We
show how domain-specific resources can be combined with
corpus-based statistics to identify salient text segments. Large-
scale manual summary evaluation techniques are expensive. As
such, we use an automatic summary evaluation tool5 [11] to com-
pare automatically extracted summaries to a large number of human
authored summaries. In particular, we perform automatic evalua-
tions to compare the performance of our approach relative to the
performances of several benchmark and baseline summarisation
systems for the medical domain. Our approach achieves a percentile
rank of 96.8%, statistically outperforming all other systems.
The rest of the paper is organised as follows. In Section 2, we
briefly discuss evidence-based medicine to further motivate our
work, and we also review some past summarisation techniques.
We detail our data and content selection approaches in Section 3.
We present our evaluation techniques and system comparisons
in Section 4, and illustrate the performance of our system with
sample summaries. We provide further discussions, and conclude
the paper in Section 5.4 http://www.ncbi.nlm.nih.gov/pubmed [Accessed: 8-12-2015].
5 http://www.berouge.com/Pages/default.aspx [Accessed: 8-12-2015].2. Related work
2.1. Evidence-based medicine and NLP
Many studies have explored the obstacles associated with
evidence-based medicine practice in the absence of pre-existing
systematic reviews (e.g., Ely et al. [5,12] and Coumou and Meijman
[13]). When primary care physicians seek answers to clinical
problems, the time required to search, appraise, and synthesise
evidence has been identified as a major obstacle. Literature review
and appraisal may take a long time, and, according to Hersh et al.
[14], it takes more than 30 min on average for a practitioner to find
and extract evidence. The in-depth qualitative analysis performed
by Ely et al. [5,12] revealed that practitioners often do not pursue
evidence-based answers to clinical problems because of the time
needs, and that clinical resource developers should focus on pro-
viding resources that answer questions likely to occur in practice
with emphasis on treatment and bottom-line advice.
To address the search-related needs of practitioners, numerous
IR approaches have been proposed in the past [15], which incorpo-
rate lexical and semantic information derived from domain-
specific resources and ontologies. Efficient search strategies have
also been developed, such as the use of the PICO (Population, Inter-
vention, Comparison and Outcome) elements [16] when specifying
clinical queries. However, post-retrieval techniques to perform
query-oriented summarisation are still scarce. Progress is hindered
by various factors, such as the complex nature of the text [17]. In
addition, despite the abundance of published medical literature
available, the amount of suitable annotated data for the complex
task of summarisation or question answering is still very limited.
2.2. Automatic summarisation
Automatic text summarisation involves compressing the con-
tents of text while retaining the important information [18]. The
majority of summarisation techniques simply attempt to extract
the relevant summary information, without considering cohesion
[19]. Edmundson [20] defined the framework for much of the work
on extractive summarisation in what is known as the Edmundso-
nian Paradigm [18]. The author used a linear function of features
to rank sentences for extraction:
Score ¼ b1F1 þ b2F2 þ b3F3    ð1Þ
where Score is the score for sentence, Fi represents a score based on
a specific sentence feature (e.g., sentence position in text), and bi is
the weight for the corresponding feature. Thus, each sentence is
ranked based on scores assigned to its different features. In our
work, we use this simple framework, and exploit key semantic
information associated with the texts to generate useful features.
2.3. Query-focused summarisation
Query-focused extractive summarisation requires the selection
text segments that are most relevant to a query. In traditional
query-focused summarisation systems, lexical similarity measures
were used to select content that are similar to the question. Such
approaches also have to ensure that redundant information is min-
imised. The maximal marginal relevance (MMR) [21] measure is
commonly applied to reduce redundancy, particularly in this type
of summarisation. In this technique, relevant sentences are
rewarded and redundant ones are penalised simultaneously by
considering a linear combination of two similarity measures. The
technique, thus, produces a set of relatively non-redundant but rel-
evant sentences in the final summary. We use a variant of this
technique in our extractive summarisation approach. Other
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have been proposed in the literature [22–24]. In the medical
domain, it has been shown that summarisation may be customised
based on the types of queries. As such, there has been research on
automatic categorisation of questions [25], and the utilisation of
question categories in summarisation [26].7 The corpus is available at: http://sourceforge.net/projects/ebmsumcorpus
[Accessed: 8-13-2015].
82.4. Summarisation for the medical domain
Domain-independent summarisation systems generally under
perform when employed on medical texts because of the lack of
incorporation of domain-specific information. Systems customised
to the medical domain must take into account medical ontologies,
thesauri, and/or lexica [27]. Databases such as PubMed attach
meta-data to articles during indexing. These meta-data are utilised
by NLP systems for various tasks, including within the domain of
evidence-based medicine (e.g., for quality assessment of medical
evidence [6]). As the promise of domain-specific NLP techniques
was realised, resources such as the Unified Medical Language Sys-
tem (UMLS)6 [28], which is a repository of biomedical vocabularies,
were developed by the U.S. National Library of Medicine. It covers
over 1 million biomedical concepts and terms from various vocabu-
laries, semantic categories for the concepts, and both hierarchical
and non-hierarchical relationships among the concepts. The purpose
of UMLS is to facilitate the development of computer systems that
behave as if they understand the meaning of the language of biome-
dicine and health. More specifically, it was developed as an effort to
overcome two significant barriers to the effective retrieval of
machine-readable information: the variety of names used to express
the same concept and the absence of a standard format for distribut-
ing terminologies [29].
The majority of the summarisation systems in the medical
domain are extractive in nature (e.g., [30–32,26]). Annotated cor-
pora and statistical distributions have been utilised for summarisa-
tion in the past [33–35]. However, the unavailability of large
specialised data sets suitable for evidence-based medicine have
hindered the development of data-centric approaches. Some recent
research have addressed query-focused text summarisation from
the perspective of question answering [35,25], and some studies
have modelled summarisation as sentence classification problems
[36–38,26]. Niu et al. [37,38] utilise polarity information in the
sentences of medical abstracts for summarisation. The authors
argue that polarised sentences generally contain outcomes or con-
cluding statements within the abstracts, and show that summari-
sation can be improved with the use of this information.
Demner-Fushman and Lin [36] employ machine learning classifier
trained on a small data set to identify Outcome sentences, and
these sentences are presented as the final summary. Queries posed
in PICO frames are used for retrieval of relevant abstracts, but the
summary generation process does not take the question into
account, meaning that the same summary is generated regardless
of the question. AskHermes [26] is another summarisation system,
which generates paragraph level summaries based on the type of
question posed. The authors suggest that the contents of a gener-
ated summary should be customised to the category of the ques-
tion (e.g., treatment or prevention, diagnosis, and so on). Recent
extractive summarisation approaches have also attempted more
targeted tasks such as automatically assessing the risk of bias for
clinical trials [3], and extracting specific study characteristics from
trial abstracts [39]. Our work differs in intent from these recent
tasks, and explores the utility of corpus-based techniques for incor-
porating various semantic information when selecting sentences
for an extractive summary.6 http://www.nlm.nih.gov/research/umls/ [Accessed: 8-12-2015].3. Methods
3.1. Data
We use our publicly available corpus7 [40], which is specialised
for the task of evidence-based medicine text summarisation. The
data for this corpus was collected from the Clinical Inquiries section
of the Journal of Family Practice.8 Each article in this section of the
journal (issued monthly) addresses a clinical question (e.g., Do statins
increase the risk of developing diabetes?). Each article provides a sys-
tematic analysis of the best available medical evidence in response
to the posed clinical query. Thus, it may be assumed that the article
authors follow the standard evidence-based medicine guidelines to
prepare the summarised answers to the questions. The collection
of these articles may act as a useful resource for developing sum-
marisation systems for evidence-based medicine. Importantly, each
article contains what can be regarded as single- and multi-
document summaries, allowing for the creation of a corpus that
can flexibly support research in both forms of text summarisation.
Fig. 1 presents part of a JFP clinical inquiries article illustrating the
crucial components of it. The title of the article is the clinical query.
The EVIDENCE-BASED ANSWER section presents the bottom-line
summaries that are derived from evidence. This section also shows
that each question can have multiple bottom-line answers. The
strength of recommendation specifies the quality of this evidence,
and we have used these grades in past research [6] to automate
the evidence quality assessment process. Importantly, these sum-
maries can be considered to be multi-document summaries, as mul-
tiple relevant documents are considered when generating the
summary/answer. The Evidence summary section elaborates on the
bottom-line answer, giving summaries of individual studies that
support the final conclusion(s). These text segments are essentially
human-authored, single-document summaries. We primarily use
the clinical queries and the human-authored, single-document sum-
maries for this study.
Our corpus consists of 456 clinical queries in total, with 1396
bottom-line, multi-document summaries (i.e., evidence-based
answers) associated with them in total. The total number of asso-
ciated single-document evidence summaries is 3036, which are
generated from 2908 unique articles. The corpus also contains
XML versions of these articles, obtained from PubMed. Thus, from
the perspective of this study, we have (i) a set of clinical queries;
(ii) for each query, a set of single-document summaries that were
authored by human experts; and (iii) for each single-document
summary, an associated source article XML file from which the
summary was created. We only use these three components of
the corpus for performing extractive single-document summarisa-
tion, using the article abstracts as source texts, and the set of
human-authored summaries as the gold standard.9
To commence our work, we first divide the 456 clinical queries
in our corpus into two equal sets (henceforth: RTRAIN and REVAL). We
use the data RTRAIN as our training set. That is, we use this set for the
generation of sentence-level statistics based on which the sum-
marisation of unseen text is to be performed. We use the data asso-
ciated with REVAL for the evaluation of the summarisation system
built using statistics from RTRAIN . Since the number of single-
document summaries, and hence the number of source articles,
associated with each clinical query can vary, we end up with
different numbers of source texts in the two sets. RTRAIN consists
of 1388 abstracts, and REVAL contains 1319 abstracts with the samehttp://www.jfponline.com/articles/clinical-inquiries.html [Accessed: 8-13-2015].
9 We use a subset of the bottom-line answers for the manual evaluation
experiments described later on in the paper.
Fig. 1. Screenshot of a sample clinical inquiries article in the Journal of Family Practice (reprinted with permission from the journal).
Fig. 2. Overview of our query-focused text summarisation pipeline. The figure shows the documents used/produced during each task, and the high-level tasks.
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we choose three sentences as our target summary length.
Our intent is to use the human-authored summaries in RTRAIN to
generate key statistics/features that can be used to perform
extractive summarisation of unseen documents. However, the
human-authored summaries are not extractive in nature, and
hence, it is not possible to use them directly for the generation of
statistics in all cases. As such, we first attempt to generate
three-sentence combinations from each abstract that most closelyresemble the human-authored summaries—the ideal extractive
summaries. We chose three sentences as the lengths of our target
extractive summaries based on past research (e.g., [36]). We derive
statistics using both the human-authored summaries, and the ideal
three-sentence extracts. These statistics are used to perform
extractive summarisation of unseen abstracts, when a clinical
query is posed. Fig. 2 illustrates the overall pipeline. In the follow-
ing subsection, we describe the different components of the
pipeline.
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Manual selection of sentence extracts which most closely
resemble the human-authored summaries is a time consuming
task. We, therefore, use an automatic approach to generate the
ideal three-sentence, extractive summaries for the abstracts. First,
all three-sentence combinations are generated from each abstract
in the training set. Then, each combination is compared to the cor-
responding human-authored summary using the ROUGE summary
evaluation tool. We use the ROUGE-L functionality to compute the
gold-standard extracts as follows:
SBEST  argmaxSi 2 ScombsROUGE-LðSi; lÞ ð2Þ
where SBEST is the three-sentence combination that most closely
resembles the human-authored summary associated with the
abstract.
Fig. 3 shows an example of a question, a human-authored sum-
mary for the question, and the corresponding gold-standard/ideal
extractive summary identified in this manner. These three-
sentence extracts provide the best possible coverage of the
human-authored summaries. Thus, we use these extracts from
our summaries to identify key statistics that could be used to
extract the same sentences from the abstracts in the absence of
the human-authored reference summaries. Based on this, we can
formulate the target of our summarisation approach as follows:
To use statistics derived from SBEST to attempt to select a set of sen-
tences, Ssel, from an unseen document such that Ssel has the highest
scoring ROUGE-L F-score, when compared to the associated
human-authored summary, among all the three-sentence combi-
nations in the document.3.2.1. Generation of statistics for extractive summarisation
For the generation of three-sentence summaries, we rely on
various likelihood measures derived from the corpus data. For
the sentence position feature, for example, our intent is to selectFig. 3. A human-authored summary and the three sentences from SBEST associated witheach of the three sentences based on position related likelihood
measures. For each target summary sentence, the likelihood mea-
sures can be derived from RTRAIN . We achieve our goal of applying a
summarisation model that better fits the target data by employing
target-sentence-specific scoring strategies. We select a summary
containing a set of three sentences, from a document, using sepa-
rate statistics, wherever appropriate, for each of the three sen-
tences. We elaborate on this later. Besides the use of target-
sentence-specific statistics, we incorporate various statistics that
utilise medical domain-specific knowledge. We now provide a
detailed description of the statistics/features used, starting with
sentence position related statistics.
3.2.2. Sentence position related statistics
We generate statistics related to sentence positions from RTRAIN
by computing the relative sentence positions of each of the
three-sentence combinations in SBEST . For each of the three target
sentence positions for each combination, we generate frequency
distributions of their relative positions in the source texts. The fre-
quency distributions are normalised so that they sum to 1. Since
there are three target sentence positions, there are three distribu-
tions, each corresponding to a target sentence number. Fig. 4
shows the distributions for the three target sentence positions.
The figure shows how the these three distributions differ from
the relative sentence position distributions for random three-
sentence summaries for the same documents.
Given a document, we want to assign three sets of scores to
each sentence. Each of these three sets of scores is calculated by
taking into account the target sentence number. The score for a
sentence with relative position x is given by:
scoresx ¼ PðsxjtnÞ ð3Þ
which is the likelihood for a sentence with relative position x to be
chosen as the target sentence tn. We estimate these probabilities
using our frequency distributions, since the distributions represent
the actual likelihoods of the values for the relative sentence
positions for each target sentence number.the summary. The PIBOSO classification of the sentences are shown in bold.
10 http://metamap.nlm.nih.gov [Accessed: 9-12-2015].
174 A. Sarker et al. / Journal of Biomedical Informatics 59 (2016) 169–184To assign scores based on relative sentence positions, we first
create histograms of each of the three distributions for SBEST . Each
distribution is generated using 10 bins with bin sizes of 0.1. We
normalise the histograms using the formula:
htn½k ¼ htn½kPn
l¼1 h½l
ð4Þ
where htn½k represents the k-th bin of the histogram for target sen-
tence number tn. Then, for a sentence in a document with relative
position x, we assign it a score which is equal to the value of the
normalised frequency of the bin for x. Formally:
RPsx ¼ htn½k ð5Þ
where RPsx is the score for sx based on its relative position x.
Since we have a separate distribution for each target sentence
position, the same source sentence gets a different score based
on which distribution is used for scoring. Therefore, when selecting
the first target summary sentence, sentences earlier in the docu-
ments get high scores. In contrast, when selecting the last target
summary sentence, early sentences get very low scores. Using this
approach, we can assign different weights to the same sentence
position depending on whether we are attempting to select the
first sentence, second sentence, or last sentence of the summary.
3.2.3. Sentence length related statistics
On average, the sentences in SBEST are longer than the rest of the
sentences in RTRAIN . Our approach, therefore, attempts to reward
longer sentences and penalise shorter ones using the following
equation:
LENsx ¼
lenðsxÞ  avgðlenðallÞÞ
lenðdÞ ð6Þ
where lenðsxÞ is the length, in terms of number of characters, of sen-
tence sx; avgðlenðallÞÞ is the average sentence length in characters
over the whole training set, and lenðdÞ is the length of the associated
document in words. Using this approach, sentences longer than the
average length are rewarded by a small amount, while sentences
smaller than the average length are penalised slightly. The magni-
tude of the score tends to be small for larger documents, and sen-
tence selection is primarily influenced by other factors. We found
this technique to be particularly good for tie-breaking (i.e., when
two sentences have the same score, and one must be chosen).
3.2.4. Sentence similarity related statistics
We attempt to incorporate a technique that rewards sentences
similar to the associated queries. At the same time, once a sentence
is selected, we try to ensure broad coverage by penalising sen-
tences that are similar to the selected sentence. We perform this
through the use of MMR and cosine similarity measures. To com-
pute the similarities between two textual units, we treat them as
vectors of words (i.e., the vector-space approach [41]). We use the
cosine similarity metric for measuring similarity—a score close to
the maximum (i.e., 1) indicates that there is a high overlap between
reference terms and sentence words. The cosine metric is calcu-
lated using the following equation:
similarity ¼ CosSimðhÞ ¼ u  vjujjv j ð7Þ
where u and v are two vectors, and the similarity is given by divid-
ing the dot product of the vectors by the product of their
magnitudes.
For each sentence of an abstract, and its associated query, we
generate vectors using the following approach. We first preprocess
the text by lowercasing all characters, stemming the words using
the Porter stemmer [42], and removing stop words. For each wordin the sentence, and the question, we then compute the term fre-
quency (tf) in that sentence, and the inverse document frequency
(idf) over all the sentences in the document. Using this approach
with words enables the computation of lexical similarities only.
In many cases, a sentence may be conceptually similar to a question,
despite being lexically dissimilar. Consider the following question
and answer pair, for example:
Question: What drugs are best for bipolar depression?
Sentence: Antidepressants and lamotrigine are effective treat-
ments for bipolar depression.
In this example, the question contains the term drugs, and the
sentence contains the term lamotrigine and antidepressant.
Although they are distinct English terms, from the perspective of
the question they represent the same concepts. These terms belong
to the same UMLS semantic type: pharmacological substance. To
incorporate these concept matches, we utilise the UMLS meta-
thesaurus and identify the semantic types for all the terms/
phrases. We use the MetaMap10 toolbox [43] for this task. Thus,
using the UMLS meta-thesaurus in MetaMap, we are able to allow
fuzzy matches between medical terms in a sentence and a question
when computing overlap scores. We also compute the tf and idfmea-
sures for the semantic types in sx, in addition to the words. Finally,
we generate vectors for each sentence using the tf  idf values for
all pre-processed words and semantic types.
During extraction, for the selection of the first sentence (tn ¼ 1),
we compute the similarity of each candidate sentence with the
associated question, using the aforementioned vector representa-
tions for each. The score assigned is equal to the cosine similarity
of the vectors:
SIMsx ¼ CosSimðsx; qÞ ð8Þ
where CosSimðÞ is the cosine similarity function defined above, and
q is the question. To score candidate sentences for the following two
summary sentences (tn ¼ 2 or tn ¼ 3), we use MMR, which is
defined by the following equation:
MMRsx ¼ kðCosSimðsx; qÞÞ
 ð1 kÞmaxsc2Ssel ðCosSimðsx; scÞÞ
ð9Þ
where CosSimðÞ is the same cosine similarity function as before, sx is
the candidate sentence, Ssel is the set of sentences already selected
to be in the summary, and sc is an already chosen summary sen-
tence. As the equation shows, when using MMR, the highest simi-
larity score that sx has with any sc , is subtracted from the
similarity score that sx has with q. The MMR score is therefore high-
est for sentences that are similar to the query while at the same
time distinct from all other previously selected sentences. The k
parameter (0 6 k  1) determines the penalty amount, with larger
values favouring query similarity and smaller values favouring
diversity among chosen sentences.
3.2.5. Sentence type related statistics
Our inspection of the human-authored summaries in RTRAIN sug-
gests that the summaries combine various types of information,
such as the types of studies, the subjects involved, the design of
the studies, and importantly, outcome information that are rele-
vant to the questions. We also observed that the sentences in a
medical abstract can be roughly classified into categories that
define their types. For example, a sentence may talk about the
aim or intent of a study (generally at the beginning of the abstract),
about the subjects involved, or the outcomes presented in the
study. In our scoring mechanism, we attempt to classify the
Fig. 4. Comparison of frequency distributions of relative sentence positions for the
three best sentences and three randomly selected sentences of each abstract.
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category.
The first step to generate the scores associated with this metric
is to categorise the sentences in our corpus. We apply the scheme
proposed by Kim et al. [44] to classify all the sentences of the
abstracts in our corpus into PIBOSO (Population, Intervention,
Background, Other, Study, Outcome) elements. In our automatic
sentence classification approach, we decompose the multi-class
classification problem into six binary classification tasks, and apply
one-vs-all classification for each using support vector machines
(SVMs). Given the features associated with a sentence, each classi-
fication task attempts to determine if the sentence belongs to one
of the six PIBOSO categories and assigns a probability value to the
sentence. If, for a category, the probability assigned to a sentenceby the classifier is greater than 0.5, the category is considered to
be a label for that sentence. If, for a sentence, the probability, P
(Other), is greater than all the other probabilities, the sentence is
labelled as Other. Using this scheme, a sentence may be assigned
multiple categories, unless the Other category is assigned to it. Fur-
ther details of our classification approach can be found in [45]. We
classify all the sentences from the abstracts in our corpus using this
approach. Fig. 3 presents an example of the output of this sentence
classification technique. The figure shows the best three-sentence
summary corresponding to the human-authored summary, with
their PIBOSO classifications. It can be seen that the first sentence
of the three-sentence summary is classified as Population, and
the last two sentences are classified as Outcome by our system.
To apply the sentence type information in summarisation, we
analyse the distributions of these PIBOSO elements in RTRAIN and
SBEST . Our target is to use these distributions to make probability
estimates and improve the contents of our summaries. We begin
by generating five frequency distributions of PIBOSO elements:
 for the set of all sentences in the training set (STRAIN) (1);
 for all best sentences of the training set (SBEST ) (2);
 for all ‘first’ sentences from the best sentences (SBEST;1) (3);
 for all ‘second’ sentences from the best sentences (SBEST;2) (4);
and
 for all the ‘last’ sentences from the best sentences (SBEST;3) (5).
We normalise all the frequency distributions using Eq. (4). The
normalised frequency distributions are shown in Fig. 5.
The frequency distributions indicate what content from the
source texts are generally included in the summary. It can be seen
that the proportions of Population, Intervention and Background
sentences are higher for the frequency distribution (2) compared
to frequency distribution (1), and even higher for frequency distri-
bution (3). This clearly indicates that these three types of sentences
have a high probability of being chosen as the first summary sen-
tence. Sentences classified as Other, in contrast, have a lower pro-
portion for distribution (3) than distribution (1). Outcome
sentences have a very high proportion for distribution (2), which
indicates that they should be favoured when selecting sentences.
However, the proportion of Outcome sentences for the first sen-
tences is quite low, indicating that they are relatively unlikely to
be chosen as the first sentence.
We use these frequency distributions to assign scores to sen-
tences based on likelihood estimates. For example, the likelihood
of an Outcome sentence being in the final summary
(PðsOutcomejSBESTÞ) can be estimated by using its normalised fre-
quency distribution in (2). Similarly, the proportion of Outcome
sentences in (1) provides an estimate of the likelihood for any sen-
tence of being an Outcome sentence (PðsOutcomejSTRAINÞ). However, it
is obvious that PðsOutcomejSBESTÞ heavily depends on PðsOutcomejSTRAINÞ.
That is, the higher the value of the latter, the higher is the value
of the former. Thus, using these probability estimates directly for
scoring adds bias. So, we derive an equation that mitigates this
bias.
The first score, which we call the Position Independent PIBOSO
Score (PIPS) is computed as follows:
PIPSsx ¼
Pðst jSBESTÞ
Pðst jSTRAINÞ ð10Þ
where PðstjSBESTÞ is estimated as the proportion for PIBOSO element
t among the sentences in SBEST , and PðstjSTRAINÞ is estimated as the
proportion of that PIBOSO element among the sentences in STRAIN .
Thus, this score is higher for sentences belonging to PIBOSO cate-
gories that have a higher proportion among the best sentences
compared to all sentences; and the larger the difference between
Fig. 5. Normalised frequency distributions of PIBOSO elements over the whole training set, the best sentences, the first sentences of the best sentences, the second sentences
of the best sentences, and the last sentences of the best sentences.
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score is independent of the target sentence position.
We further use these categorisations to make target-sentence-
specific estimates. For example, the likelihood of an Outcome sen-
tence being chosen as the first target sentence (PðsOutcomejtn ¼ 1Þ)
is estimated by the proportion of this type of sentences in distribu-
tion (3). Thus, for each type of sentence, we can compute the like-
lihood estimates for that sentence type to be chosen as the first,
second or third summary sentence. The target-sentence-specific
score is computed as follows:
PDPSsx ¼
PðstjtnÞ
PðstjSBESTÞ ð11Þ
where PðstjSBESTÞ is estimated as before, and Pðst jtnÞ is estimated as
the proportion for PIBOSO element t in the distribution (3), (4) or
(5), depending on the value of tn. We call this the Position Depen-
dent PIBOSO Score (PDPS). Thus, when selecting the first sentence,
a sentence classified as Background is given a much higher score
compared to a sentence classified as Outcome. Similarly, when
selecting the last sentence, Outcome sentences receive much higher
scores compared to sentences belonging to other categories. We
normalise all the possible scores based on sentence types, so that
they sum to 1.
3.3. Incorporating question information in extractive summarisation
The content of a summary is influenced by the type of question.
For example, the medical concepts present in an answer to a
question that asks about the treatment of a disease are generally
different to those that are present in an answer to a question about
a diagnostic procedure. Our intent is to categorise the questions in
our corpus into types, analyse the medical concepts that areprevalent in the answers to each of the question types, and devise
a technique that rewards sentences by taking into account the
question type and the domain-specific concepts present in the sen-
tence. We define two new scores: STsx , a score assigned to a sen-
tence sx based on the UMLS semantic types it contains and the
category/type of the question, and ASCsx , a score assigned based
on the semantic associations the semantic types of sx have with
the semantic types of the question.
We first classify the questions in our corpus into general med-
ical topics using the approach proposed by Yu and Cao [25]. The
authors use twelve separate classes for the classification task. We
set up our classification technique and train our classifier using
the same data set as Yu and Cao [25], and use it to classify the
questions in our corpus. The distribution of question types in our
corpus is shown in Table 1. The table shows that Treatment and
Prevention is the most frequent category, while Device is the least
frequent. Note that each question type can have multiple cate-
gories or none. In our corpus, 216 questions have a single category,
167 have 2 categories, 61 have 3, and 9 have 4 categories. Three
questions were not assigned any categories.
3.3.1. Using semantic types for scoring
We use the categorised questions of our corpus to identify the
UMLS semantic types that are important for each type of question.
We then apply an additional score to each sentence based on the
UMLS semantic types it contains. Our preliminary analysis sug-
gested that semantic type information is likely to improve extrac-
tive summarisation performance [46]. Similar to some of our
previous scoring approaches, we rely heavily on distributional
statistics for generating a score based on the UMLS semantic types
contained in a sentence. We commence by generating a frequency
distribution of all the UMLS semantic types present in the
Table 1
Question types and their proportions in our corpus. Each question may have multiple
categories, or none. Hence, the proportions may not add up to one.
Topic Frequency Proportion
Treatment and prevention 193 0.423
Pharmacological 146 0.320
Management 135 0.296
Diagnosis 109 0.239
Test 73 0.160
Procedure 32 0.070
Prognosis 23 0.050
Physical finding 23 0.050
Epidemiology 16 0.035
Etiology 10 0.022
History 7 0.015
Device 6 0.013
11 Note that the full example has more associations with the question. We only
show one association for simplicity. In general, there are many associations between
the question and sentence semantic types.
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distribution as already shown in Eq. (4). This gives us a measure of
how the semantic types are distributed over all the different types
of questions. Thus, we can say that the probability estimate of
semantic type PðstÞ of being in the final summary is the same as
the normalised frequency of st in the generated distribution, irre-
spective of the question type. Next, we generate separate fre-
quency distributions of the human-authored summary semantic
types for each question type. This presents us with a measure of
how the semantic types are distributed for each type of question.
Thus, for a question type t, the probability estimate of a semantic
type PðstjtÞ of being in the final summary is the same as the nor-
malised frequency st in the generated distribution for t. Our intent
is to identify semantic types that are more likely to occur for a
specific type of question than for other types of questions. If a
semantic type st has a high frequency in the distribution for ques-
tion type t, but a low frequency in the overall distribution, it indi-
cates that st is an important semantic type for answers to all
questions of type t.
Each semantic type for each type of question is allocated a score
calculated using the semtype_score() function which is as follows:
semtype scoreðst; tÞ ¼ PðstjtÞ
PðstÞ ð12Þ
where PðstÞ and PðstjtÞ are computed as described in the previous
paragraph. Thus, the semtype_score() is large for semantic types that
are more frequent to question type t, in terms of proportion, than to
the whole training set and vice versa. Once all the semantic type
scores are calculated for a specific question type, the scores are nor-
malised so that they sum up to 1.
When scoring the sentences of an abstract, each sentence
receives a score, STsx , based on the set of semantic types it contains.
This score is simply the sum of the normalised semtype scoreðÞ for
the semantic types contained in that sentence, as shown below:
STsx ¼
X
st2STPSsx
semtype scoreðst; tÞ ð13Þ
where STPSsx is the set of UMLS semantic types present in the
sentence.
Since the scores are normalised, the maximum score that a sen-
tence can have for a specific question type is 1 (i.e., if the sentence
contains all the possible semantic types), and the minimum score
is 0 (i.e., if the sentence contains no semantic types).
3.3.2. Using semantic associations for scoring
We apply another score to each sentence which we call the
association score. The intuition behind this score is that medical
terms in the questions generally have some relationship with the
terms in the summary sentences. For example, if a question has aterm representing a disease and the summary contains a term that
acts as the cure for a disease, we can assume that there is a treats
relationship between the cure terms and the disease term. In the
medical domain, the disease, and cure term are represented by
the UMLS semantic types. The UMLS semantic network provides
associations between semantic types. For example, the dsyn
semantic type (representing disease or syndrome) has a ‘treats’ rela-
tionship with the phsu semantic type (representing pharmacologi-
cal substance). We attempt to use these associations to identify
sentences in the source texts that are related to the associated
questions. We therefore assign a score to each sentence based on
the associations its semantic types present in the question. Fig. 6
provides an example of a semantic association between a question
and a sentence semantic type. In the partial example provided, the
term fluoxetine has a prevents/treats association with the term
migraine.11 We identify and utilise these associations for sentence
scoring.
Our preliminary analyses of the training set data suggested that
a standard sentence generally has a number of associations with
the question, some of which may be useful, while some may not
be useful. The extent to which an association between two seman-
tic types is useful depends largely on the information needs of the
question, and hence the type of question. For example, if the ques-
tion is a Treatment and Prevention question, which generally asks
for interventions to diseases or syndromes, the association treats
appears to be a very useful association. Such associations are very
likely to occur frequently in Treatment and Prevention questions but
not so frequently in some other types of questions, such as Diagno-
sis. As such, the importance of an association varies with the type
of question. In our approach, we attempt to identify the important
associations for each type of question, score sentences based on the
associations they have with the questions, and use that score as
part of the sentence ranking process.
To identify important associations for each type of question
(e.g., Treatment and Prevention), we commence by identifying two
sets of semantic types for each type of question: (i) important
question semantic types and (ii) important answer semantic types.
(i) is identified from the questions in RTRAIN , while (ii) is identified
from the human-authored summaries in RTRAIN . We apply an
approach that is similar to the one we use to identify the semantic
type scores explained in the previous subsection. Ideally, for each
question type, we want to identify semantic types that occur with
high frequency for that type of question, while not so frequently
for others. So, to identify (i), we compute normalised semantic type
frequency distributions for each type of question in RTRAIN . At the
same time, we compute the normalised semantic type frequency
distributions for the set of all other question types combined. To
ensure that our distribution does not contain any rarely occurring
semantic types, we remove those semantic types that have relative
frequencies below a given threshold (in our case, we empirically
chose 0.01 as the threshold, which ensures that all the semantic
types that are used constitute at least 1% of all the semantic types
for that category). We compute the importance of each semantic
type for a specific question type, by dividing its relative frequency
for that question type by its relative frequency for all other ques-
tion types. Certain semantic types that occur frequently but are
not useful for our task are removed via manual screening. For
example, the qnco semantic type (quantitative concept) represents
numbers which occur quite frequently but are generally not useful
for our task.
The semantic types for (ii) are identified in an identical fashion.
Once both sets of semantic types are identified, we study the
Fig. 6. Example of an association between question and summary sentence
semantic types. Only the partial sentence is shown for simplicity.
Table 2
Summary of the features used for the summarisation task.
Feature Target-sentence-
specific?
Query-focus? Domain-specific
information?
Relative position Yes No No
Length No No No
PIPS No No Yes
PDPS Yes No Yes
MMR Yes Yes Yes
Semantic type No Yes Yes
Association No Yes Yes
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ing yet another frequency distribution. For each question type, we
compute a frequency distribution of all the associations between
the important semantic types appearing in each question and the
important semantic types in the corresponding answers using
the UMLS semantic network.
Given a question q of type t, the probability estimate of the
answer to that question having an association assoc is the relative
frequency of assoc in the association frequency distribution for t.
When scoring each sentence, we identify the set of all associations
the sentence has with the question, find the relative frequencies of
the associations in the association frequency distributions, and
sum the relative frequencies. We use the function afreqðassoc; tÞ,
which, given an association type and a question type, computes
the relative frequency of assoc for t. The score assigned to the
sentence is the sum of the relative frequencies, normalised by
dividing the value by the total number of unique semantic types
present in the question and the sentence. For questions that are
assigned multiple types, the association frequency distributions
for all the types are combined and normalised before computing
sentence scores. The following equation summarises the scoring
mechanism:
ASCsx ¼
X
assoc2ASsx
afreqðassoc; tÞ
jstq [ stsx j
ð14ÞTable 3
Feature weights for the two versions of our extractive summarisation system—QSpec and
System b1 b2 b3
QSpec (grid) 0.8 0.5 0.3
SVM-R (first sent.) 0.000 0.420 0.044
SVM-R (second sent.) 0.001 0.016 0.035
SVM-R (third sent.) 0.003 0.008 0.005where stq and stsx represent the semantic types present in the ques-
tion, and the sentence being scored, respectively, and ASCsx is the
score assigned to the sentence based on the associations present.3.4. Combining statistics for sentence extraction
Table 2 provides a summary of the features we use for the sum-
marisation task. In the table, the Target-sentence-specific column
indicates whether the feature generates scores specific to the tar-
get sentences, the Query-focus column indicates whether the fea-
ture incorporates information from the query, and the column
Domain-specific information indicates whether the feature incorpo-
rates domain knowledge in some way.
We use the following Edmundsonian equation to give the over-
all score for a sentence sx:
SCOREsx ¼ b1RPsx þ b2LENsx þ b3PIPSsx þ b2PDPSsx
þ b4MMRsx þ b5STsx þ b6ASCsx
ð15Þ
where SCOREsx is the score for a candidate sentence sx computed as
the weighted sum of the individual scores. Note that, when extract-
ing the first sentence, we replace the MMR score with the cosine
similarity score in the equation.
To automatically find good approximations for optimal values
of the weights, and the k parameter in MMR, we perform a grid
search through all values from 0.0 to 1.0 using step sizes of 0.1
on the abstracts of RTRAIN . For each combination of weights obtained
during the exhaustive search, we compute the recall values for the
first, second and last sentences over the whole training set. The
combination producing the best combined recall is chosen.
In addition, we apply an SVM regression algorithm [47] to learn
another set of weights for comparison. Our target is to learn a set of
weights, which will give the best three-sentence combination (i.e.,
the best ROUGE-L F-score). However, modelling this as SVM regres-
sion is non-trivial, particularly since we attempt to score individual
sentences, rather than combinations. As such, we use a simpler
model where separate weights are learned for each target sen-
tence. For each sentence, all the abovementioned scores are
derived (taking into account the number of the target sentence)
along with an additional score for the degree of overlap between
the sentence and the associated human-authored summary. Our
intuition is that the higher the overlap score is, the more likely is
the sentence to be in the final summary. This simplistic model,
however, is not optimal as maximising individual overlap scores
does not guarantee maximum overlap for the combination of sen-
tences. The overlap score is calculated using the jaccard similarity
measure given as:
jaccard similarityðSi; ShÞ ¼ jSi \ ShjjSi [ Shj ð16Þ
where Si is a term vector from sentence i of source document S, and
Sh is the term vector representing the human summary. Table 3
shows the weights used in our two scoring approaches. Note that
when computing the weights via the SVM regression algorithm,
each target sentence selection will apply different weights. WeSVM-R.
b4 b5 b6 b7 k
0.2 1.0 1.0 0.3 0.6
0.019 0.073 0.130 0.052 0.600
0.074 0.019 0.030 0.084 0.600
0.006 0.040 0.026 0.071 0.600
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a single set of weights for simplicity.124. Evaluation and results
We evaluate our approach automatically using the ROUGE eval-
uation tool. We devised an innovative automatic approach for eval-
uation as manual comparison of different system summaries is
extremely resource consuming. We are interested in assessing
the quality of the ROUGE-L F-scores generated by our system rela-
tive to the performances of other systems. Our system summaries
and the baseline summaries are all evaluated by comparing them
with the associated human-authored summaries. The summaries
we generate are not restricted by word limits. It is therefore possi-
ble to have very long sentences in the summaries, which are likely
to produce high ROUGE-L recall scores since they are more likely to
cover more terms that are present in the human summaries. At the
same time, they are likely to have more irrelevant content as well
and, thus, have low precision scores. We are interested in generat-
ing summaries that have high content coverage and at the same
time are not extremely long. For this reason, we use F-scores for
summary quality comparisons.
Since we want to assess the relative performance of our system,
we use a percentile-rank based approach for evaluating the quali-
ties of various ROUGE scores using the technique proposed by Cey-
lan et al. [48]. The percentile-rank based approach is built on the
premise that the number of possible extractive summaries for
the full test set is finite. To perform this evaluation experiment,
we first generate the ROUGE-L F-scores for all possible three-
sentence combinations from the abstracts in REVAL. For each
abstract, we then generate a histogram of all the three-sentence
ROUGE-L F-scores using 1000 bins between 0 and 1. We normalise
the histograms using Eq. (4) and use the normalised distribution as
an approximation for the probability density function (pdf) for the
ROUGE-L F-scores of the sentence combinations for the abstract.
The pdfs for all abstracts in the evaluation set are convolved
together to generate a pdf for the whole set (REVAL). We, however,
use a slightly modified algorithm to the one presented by Ceylan
et al. [48]. This is because we noticed that, when using their
approach, due to the large number of computations involved, the
final convolved pdf can be very slightly different based on the
ordering of the histograms during convolution. Our investigations
suggest that the root of this problem lies in the way floating point
numbers are represented in computers. Since the histogram gener-
ation and convolution operations involve millions of floating point
computations, it is not strange that, over the course of the convo-
lution process, the final generated histogram values are slightly
different every time the ordering is changed. This variation is very
minute, and we address this issue by executing the convolution
multiple times with different orderings and then averaging the
final pdfs to give a single pdf.
Fig. 7 shows the pdf obtained for all abstracts in REVAL. The pdf
shows the range of possible scores an extractive summarisation
system can have given this data set. The height of the distribution
at a specific score indicates the likelihood of a system of achieving
that score. The distribution is long-tailed, meaning that the scores
for most of the extracts in the summary space are clustered around
the mean. While ROUGE, as a summary evaluation tool, has been
shown to strongly correlate with human evaluations, one known
problem of ROUGE is the relative comparison of systems. This is
because ROUGE scores for distinct systems on the same data tend12 For empirical reasons: we have explored some other simple techniques for
obtaining good weights, and obtained similar results. Optimising the weights,
however, is a combinatorial optimisation problem, and is peripheral to the research
objectives of this study.to be clustered near the mean [48]. The distribution in Fig. 7 veri-
fies this known issue. According to the distribution, the minimum
score that an extractive summarisation system on this data can
have is 0.042, and the maximum is 0.255, which are indicated in
Fig. 7 via the short vertical lines. The longer vertical line shows
the score achieved by our system, and we will discuss this score
later. However, 95% of the scores will lie within a very small
range—between the values 0.139 (approximate percentile rank of
2.5%) and 0.169 (approximate percentile rank of 97.5%).
Using the probability distribution, the percentile rank for a
ROUGE-L F-score (sc) can be computed by finding the area bounded
by the distribution curve to the left of sc. We compare the relative
performance of our system and various baselines through the use
of their percentile ranks.4.1. Baselines and benchmarks
The baseline and benchmark systems we use for comparison are
as follows:
Last three sentences. The last sentences in a medical abstract
usually present conclusions, and this has been used as a baseline
for summarisation tasks in this domain before [36].
Last three PIBOSO outcome sentences. This is comparable to
the summarisation component used by Demner-Fushman and Lin
[36]. In our approach, there can be more than three conclusion sen-
tences. Hence, we use the last three.13 If there are fewer than three
outcome sentences, all outcome sentences are chosen along with the
last occurring non-outcome sentences.
Random. Three sentences selected at random from each
abstract.
First three sentences. This is the baseline used in summarisa-
tion for various other domains, the most important being the news
domain.
All outcomes. All PIBOSO outcome sentences are chosen as the
summary irrespective of the number of sentences. There is no
length restriction on the generated summary either.
Sentence position independent. This is a similar approach to
our system, but applying the same statistics for all target sen-
tences. The relative position is used as the score instead of (RPsx ).
This gives a higher score for later sentences. There is no Position
Dependent PIBOSO Score. Scores related to question types are also
not considered.
Naïve Bayes. For this baseline, a Naïve Bayes classifier is trained
to perform target-sentence-specific extractive summarisation. A
separate classifier is trained for each target sentence using the
abstracts in RTRAIN . The features used for each sentence are: relative
position, length, PIBOSO classification, cosine similarity with ques-
tion, all the question types for the associated question, and the
UMLS semantic types present in that sentence. The summarisation
task is modelled as a binary text classification problem. All the sen-
tences are divided into two classes: selected (meaning that the sen-
tence is in the summary) and not selected (meaning that the
sentence is not in the summary).
SumBasic. This is a simple summariser [49] that performs
extractive summarisation by rewarding sentences that contain
more frequently occurring non-stop words.
FastSum (modified). FastSum [50] is a fast query-focused
multi-document summariser based solely on word-frequency fea-
tures of topics, documents, and clusters. This summarisation sys-
tem is designed for multi-document summarisation, and so we
modify some of the features to apply it to single-document sum-
marisation. Each sentence is ranked using a linear equation of13 We have compared this baseline against one that randomly chooses outcome
sentences. There is no significant difference in scores.
Fig. 7. The normalised histogram of ROUGE-L F-scores for all abstracts belonging to REVAL .
Table 4
ROUGE-L F-scores, 95% confidence intervals and percentile ranks for our system and
several baselines.
System F-score 95% CI Percentile rank (%)
Last three 0.15482 0.151–0.158 55.9
Last three outcome 0.15920 0.155–0.163 74.2
Random 0.15251 0.149–0.156 46.1
First three 0.13994 0.136–0.143 36.9
All outcomes 0.15936 0.155–0.164 74.2
Position independent 0.16019 0.157–0.164 78.1
Naïve Bayes 0.15551 0.152–0.159 55.9
SumBasic 0.15818 0.155–0.162 69.9
FastSum (modified) 0.15769 0.154–0.161 69.9
MEAD 0.16332 0.160–0.167 85.4
QSpec (without query types) 0.16629 0.163–0.171 94.3
QSpec 0.16779 0.164–0.172 96.8
QSpec (regression) 0.16480 0.161–0.170 92.5
14 The algorithm for convolving pdfs has a complexity of Oðn3Þ, and increasing the
number of bins by a factor of 10 (i.e., to incorporate another decimal place) will
increase the running time of the program by a factor of 1000.
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features are learned by a regression SVM.
MEAD. MEAD [23] is a platform (not a summarisation system)
for multi-document summarisation that provides various function-
alities, including the generation of query-focused summaries. We
customised this platform according to our needs to make it suit-
able for our domain. Since MEAD was initially designed for news
summarisation, its position feature heavily rewards sentences that
appear earlier in the document. To make it suitable for our domain,
we reverse this default feature to make later sentences more likely
to be chosen. We also relax the sentence length related constraint
used in the default version of MEAD. We add scores based on
sentence-query similarity and tune several other parameters
provided by the platform. We also add additional scores for each
sentence including the PIBOSO and query related scores. Thus,
while this customisation of MEAD does not resemble any existing
summarisation system, it is a baseline that shares most of the
features of our system (except for a target-sentence-specific score
for the relative position and a length associated score).
4.2. Results
Table 4 presents the ROUGE-L F-scores for our system and the
baselines, the 95% confidence intervals (CI) for the F-scores as
reported by ROUGE, and the percentile rank for each score. As
shown in the table, our system, QSpec, outperforms all systems
with a percentile rank of 96.8%. It is closely followed by a version
of QSpec that does not use query type information. Our simplified
approach to learn the weights ‘automatically’ via SVM regression
produces comparable results to the grid search approach. Impor-
tantly, none of these three versions of our system are statistically
significantly better than each other. This shows that the use of
statistics derived from our specialised corpus adds a notable
advantage for our summarisation system.
As expected, random three-sentence summaries produce
ROUGE-L scores that are very close to the centre of the distribution
shown in Fig. 7. Our customised MEAD summarisation system is
the only system that obtains a score that does not lie below the
lower CI limit of the best performing system. Following MEAD,
the next best performing baseline is our Position Independent sys-
tem. This is closely followed by the outcome-based systems, one of
which is our implementation of the system proposed by Demner-
Fushman and Lin [36]. Naïve Bayes, SumBasic and FastSum do
not perform particularly well, and the baseline of the first threesentences has the worst performance. The poor performances of
SumBasic, and FastSum indicate that word-frequency based
approaches are not suited for this task.
Since we use 1000 bins when generating the document his-
tograms, our evaluation mechanism does not differentiate between
ROUGE-L scores beyond the third decimal place. Therefore, some
baselines have identical percentile ranks despite their ROUGE-L
F-scores being different. Using smaller bin sizes (i.e., larger number
of bins) would give more accurate measures.14 For our analysis,
however, we find this level of granularity sufficient. Fig. 8 compares
sample summaries generated by the QSpec summariser with an
outcome-based summary (which is closest in terms of performance
during automatic evaluations), and the associated human-authored
summary. From the figure, it can be seen that the QSpec and
human-authored summaries provide some background information,
while the outcome-based summary presents only the outcomes of
the study. Our inspection of a number of summaries showed a sim-
ilar trend, revealing the primary difference between our system, and
a strong competing system.
To end this subsection, we provide a brief analysis of the
individual features used for scoring and their importance in our
summarisation system. In order to assess the contribution of each
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experiments—(i) performing sentence scoring using single features
only, and (ii) performing sentence scoring by leaving out one fea-
ture. Tables 5 and 6 present the ROUGE-L F-scores for both these
experiments (i and ii respectively) on the training set as well as
the test set. From Table 5, it can be observed that all the single fea-
tures scores indicate significant improvements over the score that
is obtained using no features (i.e., summaries are the first three
sentences). All these improvements are statistically significant, as
reported by ROUGE. The scores for the test set are slightly higher
compared to those in the training set,15 and the best performing
feature for each of the two sets is shown in boldface. None of the sin-
gle feature scores are better than the score obtained by the combina-
tion of features. The same is true for the leave-one-out scores shown
in Table 6, although the scores are much higher than the individual
feature scores. None of the scores in Table 6 are statistically signifi-
cantly lower than the best score obtained by combining these fea-
tures, which indicates that the final score is not biased by the
influence of a single score. The lowest ROUGE-L F-scores are pre-
sented in bold-face, and these show the largest drops in the ROUGE
scores when those features are removed. From the two tables,
semantic MMR and the question specific semantic type features
appear to be the most useful features.
4.3. Manual evaluation
Automatic evaluation of our system was essential to compare
performance against multiple other systems, over a large number
of documents. However, while the large number of automatic eval-
uations show statistically better performance for our system, it is
still impossible to determine from these evaluations whether the
automatic extracts would be useful in practice. Hence, we devised
a short, manual, task-oriented evaluation to estimate the useful-
ness of these automatic summaries in generating bottom-line
evidence-based answers.
Following the automatic evaluation, we attempted to manually
evaluate the performance of the extractive summariser. For this,
we used the bottom-line summaries (evidence-based summary
in Fig. 1) in our corpus. These summaries present final recommen-
dations in response to queries. These summaries can be considered
to be polarised—when an intervention is recommended, the polar-
ity is positive, and when it is not recommended, the polarity is
non-positive. The bottom-line summaries, as explained earlier,
are generated by synthesising information from individual docu-
ments. Therefore, a good summarisation system should be able
to extract the relevant information from individual documents
while removing most of the noisy information.
We used 33 manually identified questions from our corpus. All
these questions are treatment questions, and the bottom-line sum-
maries mention one or more interventions, some of which are rec-
ommended while the others are not. Our first step in preparing for
this task was to annotate the bottom-line summaries. From each
bottom-line answer associated with these 33 questions, we manu-
ally identified the interventions. Following that, we annotated the
polarity of the answer relative to the interventions mentioned. We
used two categories for the annotation:
i. Positive: We annotated the summary to be positive relative
to an intervention when the summary clearly recommends
the use of an intervention or states its effectiveness.15 It is interesting to observe that the test set scores are greater than the training set
scores. Our investigations revealed that this is because the training set ROUGE scores’
pdf is slightly shifted to the left compared to the test set. As such, despite the slightly
lower ROUGE scores for the training set, their percentile ranks are comparable to the
percentile ranks of the test set scores.ii. Non-positive: We annotated a summary to be non-positive
relative to an intervention when the summary (a) clearly
states that the intervention is not recommended, (b) states
that the intervention is harmful, (c) states that there is insuf-
ficient evidence to recommend the specific intervention, or
(d) mentions an intervention but provides no useful infor-
mation about it.
In total, 111 interventions were identified and annotated into
these two categories. The annotations were performed by two
annotators and the few disagreements were resolved via discus-
sion. We then collected all the QSpec summary sentences associ-
ated with the bottom-line summaries and performed polarity
annotation of the summary sentences. Similar to our bottom-line
summary annotation process, for a sentence, we first identified
the intervention(s) mentioned, and then categorised their polari-
ties. Due to this annotation approach, we came across sentences
where two different interventions are mentioned, and the polari-
ties associated with them are opposite. Consider the following text
segment, for example:
. . . demonstrated that the combination of cimetidine with levami-
sole is more effective than cimetidine alone . . . for the treatment of
. . .Clearly, the combination of two drugs is recommended over
monotherapy with cimetidine. Therefore, the polarities are: cime-
tidine with levamisole—recommended; cimetidine alone—not rec-
ommended. In this manner, we annotated a total of 589
sentences from the QSpec summaries associated with the 33 ques-
tions. If a sentence contained more than one intervention, we
added an annotation for each intervention.
Following the annotation process, we compared the annota-
tions of the single-document summary sentences with the
bottom-line summary annotations. Given that a summary sen-
tence has been annotated to be of positive polarity with an inter-
vention in context, we first checked if the intervention (or a
generalisation of it) was also mentioned in the bottom-line sum-
mary. If yes, we checked the polarity of the bottom-line summary.
In this manner, we collected a total of 177 summary sentence—
bottom-line summary pairs. Among these, in 169 (95.5%) cases,
the annotations are of the same polarity. In the remaining 8 cases,
the QSpec summary sentence recommends a drug, but the bottom-
line summary does not.
We manually examined the 8 cases where there were disagree-
ments between the single-document summary sentence annota-
tions and the bottom-line summary annotations. In all the cases,
this was either because individual documents present contrasting
results (i.e., the positive findings of one study were negated by evi-
dence from other studies); or because a summary sentence pre-
sents some positive outcomes, but side effects and other issues
are mentioned by other summary sentences, eventually leading
to an overall negative polarity. Consider the following example
segment, taken from a QSpec summary:
. . . more than 75% of patients who were still taking danazol were
essentially free of breast pain, lethargy, anxiety and increased
appetite, but results for other common symptoms were no better
than with placebo.The sentence was generated as part of a summary in response
to the question: What medications are effective for treating symp-
toms of premenstrual syndrome PMS? This sentence presents some
positive outcomes, and therefore, it is annotated to be of positive
polarity (with danazol as the context intervention). However,
Fig. 8. A comparison of three different summaries: a QSpec summary, an outcome-based summary (i.e., sentences classified as ‘outcomes’), and a gold-standard, human-
authored summary.
Table 5
Single feature scores for the training and evaluation sets.
Feature Training set Test set
None 0.13891 0.13994
Random 0.15251 0.15316
Relative position 0.15301 0.15372
Length 0.15746 0.16066
Position Independent PIBOSO 0.15791 0.16204
Position Dependent PIBOSO 0.15497 0.15532
Question Specific Semantic Type 0.16091 0.16397
Question Specific Association 0.15657 0.15797
MMR and similarity (k ¼ 0:0) 0.14882 0.14971
MMR and similarity (k ¼ 0:5) 0.15698 0.16130
MMR and similarity (k ¼ 1:0) 0.16127 0.16353
Table 6
Leave-one-out scores for the training and evaluation sets.
Feature left out Training set Test set
Relative position 0.16321 0.16643
Length 0.16476 0.16728
Position Independent PIBOSO 0.16365 0.16718
Position Dependent PIBOSO 0.16394 0.16693
Question Specific Semantic Type 0.16252 0.16485
Question Specific Association 0.16495 0.16730
MMR 0.16172 0.16546
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from a different document, clearly states that the drug in question
is not effective. The sentence is as follows:
Luteal phase-only danazol is not effective for the treatment of the
general symptoms of premenstrual syndrome but appears highly
effective for the relief of premenstrual mastalgia.
Thus, the bottom-line summary does not recommend the use of
danazol, causing the disagreement in the two sets of annotations.We also computed the recall for the QSpec summary sentences.
For the data set used in this analysis, the bottom-line summaries
mention a total of 111 interventions (of both polarities). Of them,
the QSpec summary sentences contain 100, giving a recall of 90.1%.
We examined the causes for unrecalled drug names and found that,
of the10drugnamesnot recalled, 4 aredue tomissingabstracts from
the corpus, and 2 drug names are not mentioned in any of the refer-
enced abstracts. Thus, the actual recall is 95.2%. The high recall and
precision values for the QSpec summary sentences further illustrate
the good performance of our summarisation system.
5. Conclusion and future work
In this paper, we proposed a data-driven approach for perform-
ing query-focused text summarisation in the medical domain. Our
goal was to implement a summarisation technique that extracts
three sentences from source documents, based on the information
needs of a given query, such that the extracted sentences closely
resemble expert-authored summaries.
We used a corpus that is specifically designed for evidence-
based medicine summarisation for our analysis and summarisation
approach. We divided the corpus into two parts—one for obtaining
statistics and the other for evaluation. From the source documents
in the training set, we generated the best three-sentence sum-
maries. We then used these best sentences, and also the human-
authored summaries associated with each source document, to
compute various statistics which we used for summarisation. We
used features such as relative sentence positions, sentence lengths,
the PIBOSO classifications of sentences, similarities between sen-
tences and the associated queries, the semantic types present in
sentences, and the semantic associations between sentences and
the associated queries. We showed that using carefully extracted
statistics from a specialised corpus significantly improves sum-
marisation performance. We applied a strategy, which we call
A. Sarker et al. / Journal of Biomedical Informatics 59 (2016) 169–184 183target-sentence-specific summarisation. Using this strategy, we
applied different statistics for different target summary sentences.
We also modified the MMR approach to enable concept matches,
and significantly utilised available domain knowledge. Further-
more, we showed that customising the summarisation technique
to the type of question improves summarisation performance.
We used the automatic summary evaluation tool ROUGE to eval-
uate our extractive summaries relative to the human-generated
summaries. We compared our summarisation system to various
established baselines for this domain using a percentile-rank based
approach. The best ROUGE-L F-score obtained by our system has a
percentile rank of 96.8%, which is a statistically significant improve-
ment over the best performing baseline system.We also performed
a manual evaluation on a subset of the corpus, and showed that our
extractive summarisation approach is capable of identifying useful
information with high precision and recall.
Based on the findings presented in this paper, we make several
conclusions. First of all, our results clearly show that an extractive
summarisation approach such as ours can be effectively used for
selecting informative content from source documents. The con-
tents may be processed later for multi-document summarisation
and generation of bottom-line answers. Secondly, for complex
restricted domains, such as the medical domain, it is crucial to
incorporate domain knowledge. We incorporated large amounts
of domain-specific knowledge into our system in various ways—ei-
ther directly (e.g., through the use of MetaMap), or indirectly (e.g.,
through the classification of sentences into PIBOSO elements).
Thirdly, the use of target-sentence-specific summarisation can
improve the performance of a summarisation system by enabling
the summariser to target different content at different stages of
the summary generation. Finally, and perhaps most importantly,
we conclude that the use of specialised corpora is crucial for such
domain-specific summarisation tasks.
Despite the excellent performance of our system, there is still
room for improvement. We used various intermediate steps to
generate the features for our summarisation task. These include
automatic sentence classification and question classification. It will
be interesting for future research to investigate how the perfor-
mance of our summarisation module is affected if improvements
in these intermediate steps can be made.
We used a medium sized corpus for our research. Thus, for
some of the features, there was little data available for the gener-
ation of statistics. For example, in our query type dependent scores,
we generated statistics for each question type. For some of the
question types, such as History and Device, our corpus only con-
tained a few samples. Having a larger corpus would make the
statistics associated with sparse data more reliable. Thus, future
research should focus on the generation of more annotated data.
Our summariser generates three-sentence extracts. There are,
however, cases when three sentences are not sufficient to cover
all the information required to generate bottom-line recommenda-
tions. Long term future research should investigate the possibility of
generating single-document abstractive summaries that combine
required information frommore than just three sentences (or less).Acknowledgements
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