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Una variedad de contacto M es una variedad de dimensión impar 2n+1 equipada con una
1−forma θ que no se anula sobre M , y tal que θ∧(dθ)n es una forma de volumen. La 1-forma
θ es llamada una forma de contacto sobre M . Sea H := Ker(θ) la distribución diferencial
inducida por θ. La estructura de contacto θ dota al haz vectorial THM := H ⊕ (TM/H) de
una estructura de fibrado de grupos de Heisenberg con la cual THM adquiere también una
estructura natural de grupoide. De manera análoga a la prueba de Connes [A. Connes, 1984]
del teorema de Atiyah–Singer, en [Erp, 2006] se construye el grupoide parabólico tangente
THM , una variedad cuyo interior es el grupoide M ×M × (0, 1) y cuya frontera es la unión
disyunta de grupoides THM ∪M×M×{1}. Como en la prueba del ı́ndice de Atiyah–Singer,
el grupoide parabólico tangente THM es una deformación de grupoides de THM en M ×M
que define un ı́ndice topológico indt : K0(C
∗(THM)) → Z. Un operador diferencial tipo
Rockland P en la variedad de contacto M induce un elemento [σH(P )] ∈ K0(C∗(THM)), el
teorema cuya prueba estudiamos en la tesis (ver Teorema 17) afirma que
indt([σH(P )]) = dim(Ker(P ))− dim(Ker(P ∗)), (0-1)
es decir el ı́ndice topológico es igual al ı́ndice anaĺıtico. En el texto tratamos de dar los
fundamentos básicos para entender la igualdad (0-1) y su demostración.
Abstract
A contact manifold M is a 2m + 1 dimensional manifold equipped with a 1 − form θ
such that θ does not vanish on M , and θ ∧ (dθ)n is a volume form. The 1-form θ is called
a contact form on M . Let H := Ker(θ) be the differential distribution induced by θ. The
contact structure endows to vector bundle THM := H ⊕ (TM/H) of a structure of prin-
cipal bundle whose fibers are Heisenberg groups with which THM acquires also a natural
groupoid structure. In a similar way to Connes [A. Connes, 1984] proof of Atiyah- Singer
theorem, in [Erp, 2006] is builded the parabolic tangent groupoid THM , this is a manifold
whose interior is the groupoid M ×M × (0, 1) and the boundary is the disjoint union of the
groupoids THM ∪M ×M ×{1}. As in the Atiyah- Singer index proof, the parabolic tangent
groupoid THM is a deformation of groupoids of THM in M ×M , this define a topological
index indt : K0(C
∗(THM)) → Z. A Rockland type differential operator P in a contact ma-
nifold M induces an element [σH(P )] ∈ K0(C∗(THM)). The theorem that we study in this
master thesis (see theorem 17) states that
indt([σH(P )]) = dim(Ker(P ))− dim(Ker(P ∗)), (0-2)
that is to say the topological index is the same that the analitical index. We try to provide
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Esta tesis de maestŕıa pretende acercar a estudiantes avanzados de matemática a los resul-
tados de [Erp, 2006], esto la hace en cierto sentido una lectura personal (del estudiante y el
asesor) de [Erp, 2006] y no la simple repetición de lo que dice el art́ıculo. Muchas veces los
cursos y seminarios dados en la maestŕıa no son suficientes para completar los fundamentos
necesarios para la lectura de resultados recientes de la matemática contemporánea como los
de [Erp, 2006]. Es por eso que consideramos que es necesario contar con textos que ayuden
a hacer accesibles a un público más amplio resultados que de otro modo podŕıan quedar
relegados a unos pocos expertos; es en este marco en el que creemos se encuentra esta tesis.
Además esperamos que lo escrito sea una fuente de referencia para la realización de proyectos
de investigación en un futuro cercano.
En [Erp, 2006] Van Erp encuentra una fórmula geométrica para el ı́ndice de Fredholm de
un operador subeĺıptico (tipo Rockland, ver Definición 52 ). Este tipo de problema está
enmarcado en la rama de la matemática que se conoce como la teoŕıa del ı́ndice, que busca
encontrar fórmulas que involucren la geometŕıa de la variedad para ı́ndices de operadores
naturalmente asociados a la misma variedad o buscar operadores cuyo ı́ndice sea igual a un
invariante topológico entero dado, como la signatura y la caracteŕıstica de Euler que son
ı́ndices de operadores eĺıpticos.
La histoŕıa de la teoŕıa del ı́ndice es relativamente reciente. A finales de los años 50 del
siglo pasado Gelfand conjeturó que el ı́ndice de un operador eĺıptico definido en una varie-
dad compacta y sin frontera pod́ıa calcularse usando tan sólo información geométrica. Hacia
finales de los años sesenta Atiyah y Singer probaron esta conjetura: expresaron el ı́ndice de
un operador eĺıptico en términos puramente topológicos, usaron para ello K–teoŕıa y cla-
ses caracteŕısticas. Después de estos resultados la teoŕıa del ı́ndice se expandió incluyendo
familias de operadores [Atiyah and Singer, 1968], foliaciones [A. Connes, 1984], variedades
con frontera [Atiyah et al., 1973] y variedades abiertas o con singularidades [Müller, 1996],
[Cheeger, 1983]. Este último tema sigue siendo objeto de investigación actualmente. Tam-
bién es importante mencionar las pruebas locales del teorema del ı́ndice de un operador de
Dirac que hacen uso de la expansión del calor y que son otro tipo de herramienta en la teoŕıa
(distinta a la K–teoŕıa con la que se probaron los primeros teoremas).
Los operadores tipo Rockland inducen operadores de Fredholm sobre espacios de Sobolev
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debidamente definidos sobre las variedades de contacto (ver la definición de H–espacios de
Sobolev en el Caṕıtulo 3). Esto es análogo a lo que sucede para operadores eĺıpticos que
inducen operadores de Fredholm actuando sobre espacios de Sobolev. En la tesis exploramos
la expresión en términos de K–teoŕıa del ı́ndice de un operador tipo Rockland descrita en el
art́ıculo de Van Erp citado antes. Otros art́ıculos con fórmulas relacionadas pueden verse en
[Epstein and Melrose, 1998], [Baum and Erp, 2014].
La prueba de dicha fórmula está inspirada en la demostración del teorema del ı́ndice de
Atiyah–Singer de Connes (ver [Connes, 1993] y [A. Connes, 1984]). Más espećıficamente, sea
M una variedad diferencial compacta y sin frontera. El primer art́ıculo de Atiyah–Singer
[Atiyah and Singer, 1968] muestra que el ı́ndice de los operadores pseudodiferenciales eĺıpti-
cos induce, a través del śımbolo principal de los operadores, un homomorfismo de K0(TM)
aZZ este homomorfismo recibe el nombre de ı́ndice anaĺıtico y lo denotaremos inda. Por otro
lado, el isomorfismo de Thom en K–teoŕıa, induce también un homomorfismo de K0(TM)
a Z, que recibe el nombre de ı́ndice topológico y lo denotaremos indt. La igualdad de indt
e inda es la versión en K–teoŕıa del teorema del ı́ndice de Atiyah–Singer. Connes para de-
mostrar esta igualdad construye una deformación de grupoides de M ×M en TM que está
codificada en el grupoide parabólico tangente que denotaremos TM y es igual a una variedad
cuyo interior es (0, 1) ×M ×M y cuya frontera es TM ∪ ({1} ×M ×M). Si denotamos
por C∗(TM) y C∗(M ×M) las C∗–álgebras asociadas a TM visto como grupoide (con la
suma fibra a fibra) y a M ×M como grupoide par, entonces el grupoide tangente TM es un
objeto geométrico con el que podemos describir el ı́ndice topológico, en cuanto elementos en
la frontera K0(C
∗(TM)) son deformados (lo que define el homomorfismo entre K0(C
∗(TM))
y ZZ) en elementos de K0(C
∗(M ×M)), grupo que puede ser identificado con la K–teoŕıa de
los operadores compactos de un espacio de Hilbert separable K(H ) que a su vez es isomorfa
a los enteros. De hecho el grupoide tangente también guarda información de la prueba de la
igualdad entre los ı́ndices topológico y anaĺıtico.
Sea M una variedad de contacto dada por la 1–forma θ. Sea H := Ker(θ) la distribu-
ción diferencial en TM inducida por θ. En [Erp, 2006] la estructura de contacto θ dota a
THM := H ⊕ (TM/H) de una estructura de fibrado de grupos de Heisenberg con la cual
THM adquiere también una estructura natural de grupoide. De manera análoga a la prueba
de Connes del teorema de Atiyah–Singer, Van Erp construye el grupoide parabólico tangen-
te, una variedad cuyo interior es el grupoide M ×M × (0, 1) y cuya frontera es la unión
disyunta de grupoides THM ∪M×M×{1}. Como en la prueba del ı́ndice de Atiyah–Singer,
el grupoide parabólico tangente THM es una deformación de grupoides de THM en M ×M
que define un ı́ndice topológico indt : K0(C
∗(THM)) → Z. Un operador diferencial tipo
Rockland P en la variedad de contacto M induce un elemento [σH(P )] ∈ K0(C∗(THM)), el
teorema cuya prueba estudiamos en la tesis (ver Teorema 17) afirma que
indtop([σH(P )]) = dim(Ker(P ))− dim(Ker(P ∗)), (1-1)
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es decir el ı́ndice topológico es igual al ı́ndice anaĺıtico.
En la tesis explicamos más profundamente lo esbozado en el párrafo anterior de la siguiente
manera. En el Caṕıtulo 2 damos los requisitos mı́nimos necesarios: recordamos que son haces
fibrados, haces principales, haces vectoriales y operadores diferenciales sobre estos últimos.
En la Sección 2.3 recordamos qué es un grupoide y como usando sistemas de Haar pode-
mos asociarle naturalmente una C∗–álgebra, estudiamos cuidadosamente cómo asociarles
sistemas de Haar a haces vectoriales y damos una descripción de sus C∗–álgebras. En la
Sección 2.2.2 hacemos un recuento de la K–teoŕıa como un functor contravariante de C∗–
álgebras a grupos abelianos. En el Caṕıtulo 3 introducimos lo que llamamos H–espacios de
Sobolev, los espacios en los que los operadores tipo Rockland inducen operadores de Fred-
holm. Esto último es mostrado en el Caṕıtulo 4. En el Caṕıtulo 5 hacemos la construcción
del grupoide parábolico tangente asociado a una variedad de contacto y mostramos cómo
usarlo para probar la igualdad (1-1).
2 Prerrequisitos
En este caṕıtulo compuesto por cuatro secciones se darán los fundamentos mı́nimos para
la comprensión del art́ıculo [Erp, 2006]. En la Sección 2.1 se dará una introducción a los
operadores diferenciales ya que en el Caṕıtulo 4 se trabajará con un conjunto de operado-
res diferenciales muy particular, llamado operadores de Rockland. La sección 2.2 hace un
recuento de algunos elementos de la teoŕıa de C∗−álgebras y su K−teoŕıa que usamos en
el Caṕıtulo 6 para definir el ı́ndice de Van-Erp. En la Sección 2.3 se aborda el concepto de
grupoide como estructura abstracta y se particulariza el concepto de grupoide topológico
y grupoide suave, en este caṕıtulo se explican algunas propiedades de las C∗ álgebras de
algunos grupoides, en particular del haz tangente TM ; esta sección permite comprender el
Caṕıtulo 5, donde se analiza y explica el grupoide conocido como grupoide parabólico tan-
gente, mostrando algunas propiedades de este. Se finaliza este caṕıtulo con la Sección 2.4 de
variedades de contacto y será para estás variedades que se desarrollará toda la teoŕıa de los
caṕıtulos 3-4-5-6.
2.1. Operadores diferenciales en haces vectoriales.
Empezamos definiendo el concepto de operador diferencial sobre Rn, luego lo extendemos
a operadores diferenciales sobre secciones de haces en una variedad, para ello necesitamos
introducir un lenguaje que nos permita codificar las derivadas parciales. Para esto, sea α :=
(α1, · · · , αm) ∈ Nm un multi-́ındice, donde asumimos que los números naturales contienen a
0. Se definen la magnitud del multi-indice |α| := α1 + · · ·+αm y el monomio xα := xα11 · · · xα1m
en las variables x := (x1, . . . , xm). Aśı mismo definimos el operador ∂
|α|
x := ( ∂∂x1 )
α1 · · · ( ∂
∂xm
)αm
dado por la composición itereda de las derivadas parciales ∂
∂xi
y el operador Dαx := (−i)|α|∂
|α|
x .
Definición 1. [Gilkey, 1984, pág 11] Un operador diferencial lineal P : C∞(Rn,Cp)→
C∞(Rn,Cp) de orden d sobre Rm, es una expresión de la forma






donde los aα(x) son funciones suaves de Rn a Mp×q(C). El śımbolo σ(P ) es definido por






y es un polinomio homogéneo con coeficientes en C∞(Rn,Mp×q(C)) de orden d en las varia-
bles ξ := (ξ1, · · · , ξm).
De importancia en el estudio que se realizará es el concepto de śımbolo principal. Dado P
un operador diferencial, su śımbolo principal es notado σd(P )(x, ξ) y se define como,





que es un polinomio homogéneo de grado d en las variables ξ := (ξ1, · · · , ξm) con coeficientes
en C∞(Rn,Mp×q(C)).
Ejemplo 1. Sea f : Ω ⊂ Rm → R un campo escalar donde Ω es abierto. Recordemos que
si f ∈ C∞( IRm) se tiene que que todas las derivadas parciales iteradas de f existen y
son cont́ınuas. Entonces podemos pensar el gradiente como un operador ∇ : C∞( IRm) →
C∞(Rm,Rm), expĺıcitamente
∇f(a) = ( ∂f
∂x1

















donde cada aα = ej ∈ M1×n(R) si α = ej. Lo que permite concluir que el gradiente es un
operador diferencial lineal.
De manera similar se puede ver que el Rotacional, el Laplaciano y la divergencia son
operadores diferenciales lineales en IRn.
Como se mencionó anteriormente, en este estudio se extenderán los operadores diferenciales
en Rn a operadores diferenciales que actúan en secciones de haces vectoriales que son un
caso especial de haz fibrado.
Definición 2. [Madsen and Tornehave, 1997, pág 147] Un haz fibrado, consiste de tres
espacios topologicos E,B, F y una función continua π : E → B tal que se satisface la
siguiente condición: para cada b ∈ B existe una vecindad Ub ⊂ B y un homeomorfismo
h : Ub × F → π−1(Ub)
tal que π ◦ h = Proy1, donde Proy1 es la función proyección de Ub × F sobre Ub. El homeo-
morfismo h es llamado trivialización local e identifica homeomorficamente π−1(Ub) con
el producto Ub × F .
El espacio E es llamado espacio total, B es llamado el espacio base y F la fibra t́ıpica.
La pre-imagen π−1(x) denotada por Fx es llamada la fibra sobre x. Un haz fibrado se dice
suave si E,B y F son variedades suaves, π es una función suave y h es un difeomorfismo.
2.1 Operadores diferenciales en haces vectoriales. 7
Ejemplo 2. Dado un espacio topológico B, el haz trivial sobre B de dimensión n es el haz
fibrado con espacio total B×Cn. El espacio base es igual a B y la proyección π : B×Cn → B
es la proyección al primer factor. Podemos tomar como trivialización la función h : B× ICm →
B × Cn es definida por h(b, k) = (b, k) donde (b, k) ∈ B × ICm.
Veamos un ejemplo importante y no trivial de haz fibrado.
Ejemplo 3. (Fibración de Hopf). Recordemos que la esfera S3 es definida en coordenadas
(x0, x1, x2, x3) ∈ R4 con x20 +x21 +x22 +x23 = 1 y la esfera S2 se define también en coordenadas
como, (y0, y1, y2) ∈ R3 tal que y20 + y21 + y22 = 1. La Fibración de Hopf π : S3 → S2 puede ser
construida como sigue; iniciamos identificando R4 con C2 de la siguiente manera
g1 : R4 → C2
(x0, x1, x2, x3) 7→ (x0 + ix1, x2 + ix3) = (z0, z1),
y
g2 : R3 → C× R
(y0, y1, y2) 7→ (y0 + iy1, y2) = (z, y)
de esta manera S3 es el subconjunto de todos los (z0, z1) ∈ C2 tal que |z0|2 + |z1|2 = 1 y S2
es el subconjunto de los (z, y) en C×R tal que |z|2 +y2 = 1. La fibración de Hopf es definida
por π(z0, z1) := (2z0z
∗




2 + (|z0|2 − |z1|2)2 = 4z0z∗1z∗0z1 + |z0|4 − 2|z1|2|z0|2 + |z1|2
= 4|z0|2|z1|2 + |z0|4 − 2|z1|2|z0|2 + |z1|2
= |z0|4 + 2|z0|2|z1|2 + |z1|2
= (|z0|2 + |z1|2)2
= 1.
Veamos que para todo (A1, A2, B) ∈ S2 π−1(A1, A2, B) es homeomorfo a S1. Como (A1, A2, B) 6=
(0, 0, 0) podemos asumir (A1, A2) 6= 0 o B 6= 0. Si (A1, A2) 6= 0, entonces z0 = (A1 +iA2) z12|z1|2






|z1|2 = B o equivalentemente 4|z1|4 + 4B|z1|2 − (A21 + A22) = 0. Aśı que usando la fórmula










. Como el conjunto solución de esta última ecuación
no debe ser vacio es claro que debemos escoger |z1|2 = 1−B2 para todo (A1, A2, B) ∈ S
2 con
(A1, A2) 6= 0, igual a una circunferencia. Si (A1, A2) = 0 entonces z0 = 0 o z1 = 0 y |z0|2 = B
o −|z1|2 = B respectivamente, lo que da lugar a circunferencias.
Inspirados en el párrafo anterior, nos damos cuenta que para trivializar la fibración de Hopf
debemos asegurarnos que las coordenadas z1 de S




. Esto sugiere dotar la fibración de Hopf de dos trivializaciones locales ϕN :
















ción la trivialización ϕN env́ıa homeomorficamente la fibra {p} × S1 ⊂ S2 − {(0, 0, 1)} × S1
en la fibra π−1(p) de la fibración de Hopf (similarmente para ϕS).
Definición 3. Un haz vectorial. (E,B, V, π) es un haz fibrado donde la fibra t́ıpica V y
cada π−1(x) son espacios vectoriales, y donde las trivializaciones locales h : Ub×V → π−1(Ub)
son isomorfismos lineales cuando se restringen a las fibras, es decir h : {x} × V → π−1(x)
es un isomorfismo lineal. Si el haz vectorial (E,B, V, π) es suave como haz fibrado y sus
trivializaciones como haz vectorial son suaves, diremos que es un haz vectorial suave.
Definición 4. Una sección de una haz vectorial (E,B, V, π) es una función s : B → E tal
que π ◦ s = 1B la identidad sobre B. Se dice que una sección es suave si es suave como
función de B a E.
Dado un haz vectorial (E,B, V, π), Γ(E) denotará el conjunto de sus secciones suaves,
Γ(E) := {s : B → E : s es suave y π ◦ s(b) = b, para todo b ∈ B}
Ejemplo 4. El haz trivial del Ejemplo 2 es un haz vectorial pues evidentemente su triviali-
zación es lineal en las fibras.
Ejemplo 5. Sea TM :=
⋃
p∈M TpM el haz tangente de una variedad diferencial M . Recor-
demos que TM es una variedad diferencial pues cada carta ϕ : (U ⊂ IRn) → (V ⊂ M) de
M induce la carta ϕ̃ : U × IRn → TV ⊂ TM de TM donde TV :=
⋃
p∈V TpM definida
por ϕ̃(u, v) = Dϕu(v). TM es un haz vectorial suave con la proyección π : TM → M y las
funciones ϕ̃ como trivializaciones (por definición de derivada son lineales sobre la fibra).
Otros ejemplos importantes de haces vectoriales son los haces tautológicos asociados a
las Grasmanianas cuya descripción puede encontrarse en [Hatcher, 2003]. Ahora śı se puede
extender el concepto de operador diferencial de funciones de Rm a secciones de haces vec-
toriales sobre una variedad diferencial M . Dada una carta ϕ : (U ⊂ IRn) → (V ⊂ M) de
una variedad diferencial M , estamos identificando el abierto U y V como entidades idénticas
módulo las identificaciones que asumimos de la geometŕıa diferencial. En particular esta-
mos identificando las funciones C∞(U) con las funciones C∞(V ) a través del isomorfismo de
álgebras ϕ∗ : C∞c (U) → C∞c (V ) definido por ϕ∗(f) := f ◦ ϕ. Los operadores diferenciales
P : C∞(M) → C∞(M) son operadores locales, lo que básicamente significa que se compor-
tan bien con respecto a la restricción de abiertos, esto es P |∞C c(V ) tiene rango C∞c (V ). En
particular, si P : C∞(M) → C∞(M) es un operador local, P |C∞c (V ) : C
∞
c (V ) → C∞(V ) es
equivalente a un operador P̃ = ϕ∗P (ϕ
∗)−1 : C∞(U)→ C∞(U) donde la noción de operador
diferencial aplica. Esta idea es usada en nuestra definición de operador diferencial. Antes de
darla, observemos que si V ⊂ M además de la carta ϕ : (U ⊂ IRn) → (V ⊂ M) cuenta
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con la trivialización ψ : U × ICm → π−11 (U) del haz vectorial E, entonces ΓU(E) puede ser
identificado con C∞(V, ICm). En la siguiente definición asumimos estas identificaciones.
Definición 5. [H. B. Lawson, 1989, pág 167] Sea M una variedad diferencial y E,F haces
vectoriales sobre M , un operador diferencial lineal de orden d sobre M es una función
lineal P : Γ(E)→ Γ(F ) tal que para todo abierto U ⊂M la restricción de P a las secciones
de E soportadas sobre U , que denotaremos ΓU(E), tiene rango ΓU(E). Cada punto de M
tiene una vecindad U con coordenadas locales x = (x1, · · · xn) y trivializaciones locales E|u →








donde cada Aα(x) es una matriz suave q×p de funciones de valor complejo, y donde Aα 6= 0
para algún α además donde el orden del operador es dado por la magnitud del multi-indice
es decir |α| = d.
En la definición anterior es importante recordar que los haces vectoriales se pueden trivia-
lizar sobre abiertos en los que se puedan definir cartas.
Ejemplo 6. Sea M una variedad diferencial. La derivada exterior es un operador diferencial
lineal d : Ωk(M) → Ωk+1(M) que aplica una forma diferencial α ∈ Ωk(M) en una forma
dα ∈ Ωk+1(M) de la siguiente manera. Sean x1, · · · , xn coordenadas locales de la variedad M .
Recordemos que dichas coordenadas inducen una trivialización local del haz vectorial
∧k TM
de k–formas lineales del haz tangente TM . Más expĺıcitamente, {dxi1∧· · ·∧dxik}1≤i1<···<ik≤n
es una colección de secciones que conforman una base local de
∧k TM y dada una k–forma




αi1···iαdxi1 ∧ · · · ∧ dxik ,
donde los αi1···in son funciones definidas en el dominio de la trivialización. Luego dα es








dxi1 ∧ · · · ∧ dxiα .
En consecuencia la derivada exterior es un operador diferencial.
2.2. C∗-álgebras y K-teoŕıa de C∗−álgebras.
En esta sección asumiremos los conceptos de categoŕıa [Rotman, 2009, pág 8] y functor
[Rotman, 2009, pág 17].
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Presentaremos el teorema de Gelfand–Naimark que establece que C0(·) es un functor con-
travariante que nos da una equivalencia entre la categoŕıa de espacios localmente compactos
y la categoŕıa de C∗–álgebras conmutativas. De manera aparentemente ingenua este resulta-
do parece indicar que las C∗–álgebras no conmutativas son funciones de espacios espectrales
o no conmutativos. Este pensamiento, que como decimos a primera vista parece ingenuo, es
de hecho el eje de la topoloǵıa no conmutativa, rama de la geometŕıa no conmutativa (ver
[Connes, 1993]).
En esta sección también estudiamos la K–teoŕıa como un invariante topológico de las C∗–
álgebras. El teorema se Serre-Swan establece que Γ(·) las secciones de haces vectoriales sobre
un espacio topológico localmente compacto X, es un functor que nos da una equivalencia
entre los haces vectoriales de un espacio topológico X y sus C0(X)–módulos proyectivos. De
esta manera si tenemos una C∗–álgebra no conmutativa A, podemos pensar sus A–módulos
proyectivos como secciones de una haz vectorial (también espectral o no comutativo) sobre
el espacio que codifica A a través del teorema de Gelfand–Naimark.
2.2.1. C∗−álgebras.
Un álgebra de Banach es un álgebra asociativa sobre el campo de los complejos C que es
además un espacio normado completo, en el cual se satisface que
||ab|| ≤ ||a|| · ||b||, (2-1)
para todos los elementos a, b del álgebra. Esta propiedad garantiza la continuidad del produc-
to. Si un álgebra de Banach contiene una unidad 1, podemos asumir módulo multiplicación
por una constante de su norma original que ||1|| = 1. Si el álgebra de Banach A no posee
unidad puede ser extendida a un álgebra A+ con unidad. Espećıficamente A+ := A × C,
donde si (a, λ),(b, β) ∈ A+ se tiene que,
La suma está dada por (a, λ) + (b, β) = (a+ b, λ+ β).
La multiplicación está dada por (a, λ) · (b, β) = (a · b+ λ · b+ β · a, λ · β)
La norma está dada por ||(a, λ)|| := sup{||ab+ λb|| : ||b|| ≤ 1}.
La unidad 1A+ := (0, 1).
Veamos que la norma en A+ satisface la condición (2-1) de álgebras de Banach, en efecto,
||(a, λ) · (b, β)|| = ||(a · b+ λ · b+ β · a, λ · β)||
= sup{||(a · b+ λ · b+ β · a)c2 + λ · β · c2 : ||c2|| ≤ 1||}
= sup{(a+ λ)c(b+ β)c : ||c2|| ≤ 1||}
≤ {||(a+ λ)c|| · ||(b+ β)c|| : ||c|| ≤ 1}
= sup{(a+ λ)c : ||c|| ≤ 1} · sup{(b+ β)c : ||c|| ≤ 1}
= ||(a, λ)|| · ||(b, β)||.
2.2 C∗-álgebras y K-teoŕıa de C∗−álgebras. 11
Lo anterior muestra que hay por lo menos un álgebra con unidad que extiende a A. A A+
se le conoce como la unitización de A.
Una involución ∗ : A→ A en un álgebra de Banach A es una función isométrica respecto a
la métrica que induce || · || y antilineal ∗(a) := a∗ que satisface a∗∗ = a y (ab)∗ = b∗a∗. Si un
álgebra de Banach A tiene una involución, decimos que A es una ∗−álgebra de Banach.
Definición 6. Una C∗−álgebra es una ∗−álgebra de Banach A que satisface la igualdad
||aa∗|| = ||a||2 para cada elemento a ∈ A.
Si A es una C∗−álgebra sin unidad entonces para A+ se tiene que
||(a, λ)∗(a, λ)|| = ||(a∗, λ), (a, λ)||
= ||(a∗a+ λa+ λa∗, λλ)||
= sup{||(a∗a+ λa+ λa∗)b+ λλb|| : ||b|| ≤ 1}
= sup{||a∗ab+ λab+ λa∗b+ λλb|| : ||b|| ≤ 1}
≥ sup{||b∗a∗ab+ λb∗ab+ λb∗a∗b+ λλb∗b|| : ||b|| ≤ 1}
= sup{||(ab+ λb)∗(ab+ λb)|| : ||b|| ≤ 1}
= sup{||ab+ λb||2 : ||b|| ≤ 1}
= ||(a, λ)||2
y la desigualdad opuesta ||(a, λ)||2 ≤ ||(a, λ)∗(a, λ)|| se usa 2-1. Luego A+ es una C∗−álgebra.
Ejemplo 7. El conjunto C de los números complejos con la suma, multiplicación y norma
usual y involución ∗ la conjugación de complejos, es una C∗-álgebra.
Ejemplo 8. Sea n un entero positivo. El conjunto Mn(C) de las matrices de tamaño n × n
con entradas en C, con la suma y multiplicación usual de matrices, la involución ∗ es la
transpuesta de la matriz junto con la conjugación de las entradas y la norma
||a|| = sup{||aξ||2 : ξ ∈ Rn, ||ξ||2 ≤ 1},
donde || · ||2 es la norma usual de l2 sobre Cn es una C∗−álgebra.
Un ejemplo importante de C∗−álgebra es el siguiente,
Ejemplo 9. Sea X un espacio topológico Hausdorff y compacto, sea C(X) el álgebra conmu-
tativa que consiste de las funciones continuas f : X → C con suma y multiplicación usual, es
además un álgebra de Banach con la norma del supremo ||f || := supx∈X |f(x)|, la involución
se define como f ∗ := f(x) y es una función isométrica. Finalmente es fácil ver que la norma
satisface la propiedad de ||f ||2 = ||f ∗f ||, luego (C(X),+, ·, (·)∗, || · ||∞) es una C∗−álgebra.
Ahora si Y es un espacio Hausdorff localmente compacto consideremos C0(Y ) := {f :
Y → C : f se anula en el infinito}. Recordemos que la función f se anula en el infinito si
para cada ε > 0 hay un conjunto compacto K tal que |f(y)| < ε, para todo y ∈ Y \K.
Dotando a C0(Y ) de las mismas operaciones algebraicas y la misma norma que en el caso
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compacto es fácil ver que (C0(Y ),+, ·, (·)∗, || · ||∞) es una C∗−álgebra. Con algo más de
trabajo es posible comprobar que si Y + denota la uno compactificación de Y entonces la
unitización de C0(Y ) es naturalmente isomorfa (como C
∗–álgebra, ver Definición 7 abajo) a
C(Y +).
En el caso conmutativo, los espacios topológicos compactos corresponden via el functor de
Gelfand–Naimark (Teorema 2) a C∗−álgebras con unidad y A+ corresponde a la uno com-
pactificación del espacio y esto es descrito cuidadosamente en cualquier libro introductorio
(ver [Wegge-Olsen, 1993]).
Para completar la descripción de la categoŕıa de C∗–álgebras necesitamos establecer sus
morfismos.
Definición 7. Si ϕ : A→ B es una función entre C∗−álgebras A y B que preserva la suma,
la multiplicación por escalar, el producto y adjunto entonces ϕ es C∗−homomorfismo.
Como dijimos en la introducción C0(·) resulta ser un functor que induce una equivalencia
entre las categoŕıas de espacios topológicos localmente compactos y la categoŕıa de C∗−álge-
bras conmutativas. La siguiente proposición muestra cómo C0(·) env́ıa funciones cont́ınuas
en morfismos de C∗–álgebras.
Proposición 2.1. Sean X, Y espacios topológicos localmente compactos y Hausdorff. Si
f : X → Y es una función continua, entonces f ∗ : C0(Y )→ C0(X) definida por f ∗(g) := g◦f
es un ∗−homomorfimos de las C∗–álgebras (C0(X),+, ·, (·)∗, ||·||∞) y (C0(Y ),+, ·, (·)∗, ||·||∞).
Demostración. Veamos que se satisfacen las condiciones de la Definición 7. Sean g, s ∈ C0(Y )
y a ∈ Y ,
f ∗(g + λs)(a) = (g + λs) ◦ (f)(a) = (g + λs)(f(a)) =g(f(a)) + λs(f(a))
=f ∗(g)(a) + λf ∗(s)(a).
f ∗(g · s) = (g · s) ◦ (f(a)) = g(f(a)) · s(f(a)) = f ∗(g)(a) · f ∗(s)(a).
f ∗(g∗) = g∗ ◦ f(a) = g∗f(a) = g(f(a)) = (f(g)(a))∗.
Luego f ∗ es un ∗-homomorfismo de C∗−álgebras. 
Para describir el functor inverso de C0(·) observe que para todo a ∈ X la función evaluar
en a de C0(X) a IC es un C
∗−homomorfismo. Esto motiva la Definición 11, antes de la cual
recordamos algunos conceptos.
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Definición 8. Sea V un espacio de Banach. La topoloǵıa débil sobre V es la topoloǵıa mas
gruesa tal que cada elemento de V ∗ (dual de V ) es continuo.
Definición 9. La topoloǵıa débil∗ sobre V ∗ (dual de V ) es la topoloǵıa mas gruesa tal que
los funcionales {Jx : x ∈ V } son todos continuos, donde J : x → Jx es el embebimiento
canónico de V en V ∗∗.
Esto garantiza que V ∗ es Hausdorff (ver [S., 2009, pág 140]).
Definición 10. Un carácter de una ∗–álgebra A es un ∗-homomorfismo no cero µ :
A→ C. El conjunto de todos los caracteres es denotado por spec(A).
Se podŕıa pensar que todas las ∗−álgebras poseen caracteres, el siguiente ejemplo aclara
que la falta de conmutatividad podŕıa implicar que no existan caracteres en la *-álgebra.
Ejemplo 10. Sea A = Mn(C) con n > 1, sea mi,j la matriz de tamaño n× n cuyas entradas
son todas cero excepto la entrada i, j la cual es 1. Supongamos que µ es un carácter sobre
Mn(C), entonces para i 6= j, la igualdad m2i,j = 0 implica que µ(mi,j) = 0. Ahora para
mi,i = mi,jmj,i con i 6= j se tiene que µ(mi,j) = 0, por ultimo si tomamos µ(I) = µ(m1,1) +
µ(m2,2) + · · · + µ(mn,n) = 0 no da una contradicción. Lo que permite concluir que para
Mn(C) no hay caracteres con n > 1.
El siguiente teorema, conocido como el Teorema de Banach-Alaoglu nos permite obtener
una propiedad importante de la bola unidad con la topoloǵıa débil* y es su compacidad,
además permite comprender la topoloǵıa de Gelfand (ver Definición 12).
Teorema 1 (Banach-Alouglu). [S., 2009, pág 142] Sea V un espacio de Banach entonces la
bola unidad B∗1 es compacta con la topoloǵıa débil∗.
Definición 11. Si A es un álgebra conmutativa, spec(A) es llamado el espectro de Gelfand.
Se puede ver que cada carácter µ ∈ spec(A) tiene norma igual a 1 por lo tanto spec(A)
esta contenido en B∗1 , es decir spec(A) ↪→ B∗1 .
Definición 12. la topoloǵıa de Gelfand es la topoloǵıa relativa determinada por la inclusión
anterior.
El siguiente resultado da una caracteŕıstica importante del conjunto spec(A).
Lema 2.1. Si A–es una C∗–álgebra conmutativa, spec(A) dotado de la topoloǵıa de Gelfand
es un espacio topológico localmente compacto.
Esquema de la prueba: Spec(A) es cerrado débil∗ por lo tanto compacto y una forma
de hacer esto es probando que B∗1\spec(A) es abierto.
Definición 13. Sea A una álgebra de Banach conmutativa. La transformada de Gelfand de
a ∈ A es la función â : Spec(A) → IC definida por â(µ) := µ(a) para µ ∈ Spec(A). La
transformación de Gelfand es la función G : A→ C0(Spec(A)) donde G(a) := â para a ∈ A.
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El siguiente teorema fue anunciado desde la introducción de esta sección.
Teorema 2 (Gelfand-Naimark). [Gracia-Bondia J.M., 2000, pág 7] Si A es una C∗−álge-
bra conmutativa, la transformación de Gelfand es un ∗-isomorfismo isométrico de A sobre
C0(Spec(A)).
Demostración. Veamos que G es un ∗−homomorfismo, ver que respeta el producto por
escalar, la suma y la multiplicación es sencillo desde la definición. Verifiquemos el hecho de




(x∗ + x) y x2 =
i
2
(x∗ − x), entonces la relación





Luego la trasformación de Gelfand es un ∗−homomorfismo. Veamos ahora que G es isometŕıa
y por lo tanto 1− 1, sea h ∈ A un elemento autoadjunto que por definición es h = h∗ ∈ A,
entonces por la propiedad de C∗ se tiene que ||h||2 = ||h2|| y esto indica que ||h||2n = ||h2n||,
por lo tanto





luego G es una isometŕıa para elementos autoadjuntos. Para cada x ∈ A se tiene que
||G(x)||2∞ = ||x̂||2∞ = ||x̂ · x̂∗||∞ = ||x̂ · x∗||∞ = ||x · x∗|| = ||x||2
luego G es una isometŕıa. Falta ver que G es una función sobreyectiva, para esto tenemos
que G(A) es una sub-álgebra de C0(M(A)) que es compacta, como A es completo y G
es simétrico entonces es cerrado. La función evaluación G(A) separa puntos de spec(A)
aplicando el teorema de Stone-Weierstrass se tiene que es sobreyectiva. 
Sea M una variedad diferencial, como se enunció en la introducción Γ(M, ·) que denota las
secciones suaves es un functor que establece una equivalencia entre la categoŕıa de haces
vectoriales sobre M y la de C0(M)–módulos proyectivos (ver Teorema 4). A continuación
recordamos las definiciones necesarias para entender esta afirmación y referimos a libros
clásicos los resultados que la sustentan.
Recordemos que es un R−módulo.
Definición 14. Sea (M,+) un grupo abeliano y (R,+, ·, 1) un anillo. Se dice que M tiene
estructura de módulo a derecha sobre el anillo R o R−módulo a derecha, si se ha
definido un producto entre los elementos de M y de R,
M ×R →M
(m, a)→ m · a,
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para los cuales se cumplen las siguientes condiciones,
1. (m1 +m2)r = m1r +m2r,
2. m(r1 + r2) = mr1 +mr2,
3. m(r1 · r2) = (mr1)r2
4. m · 1 = m,
con m,m1,m2 ∈ M y r, r1, r2 ∈ R. De manera análoga se puede definir un R−módulo a
izquierda. En lo que sigue si se denota la palabra módulo se hace referencia a módulo a
derecha.
Definición 15. Un R-módulo F es un R-módulo libre si F es isomorfo a una suma directa
de copias de R: esto es hay un conjunto B(posiblemente infinito) con F = ⊕b∈BRb, donde
Rb = 〈b〉 ∼= R. Se dice que B es una base de F .
Ejemplo 11. Sea R un anillo conmutativo con unidad con la acción rp(x), el anillo de poli-
nomios R[x] es un módulo y {xk}∞k=0 es un sistema generador de R[x].
Ejemplo 12. Sea R un anillo conmutativo con unidad con la acción rp(x), el conjunto Rn[x]
que consta de todos los polinomios de grado menor o igual a n con coeficientes en R es un
submódulo de R[x] y tiene como conjunto generador a {1, x1, · · · , xn〉.
Definición 16. Un homomorfismo de R−módulos es una función φ : E → F aditiva tal
que φ(sa) = φ(s)a para s ∈ E, a ∈ R.
A continuación damos la definición de módulo proyectivo a través de su propiedad univer-
sal.
Definición 17. Decimos que un A−módulo P es proyectivo si dado un homomorfismo so-
breyectivo de A−módulos η : E → G y un homomorfismo de A−módulos φ : P → G, hay
un homomorfismo de A−módulos ψ : P → E tal que ηψ = φ.
Intuitivamente un módulo proyectivo es sumando de un módulo libre [Rotman, 2009, pág
101].
Veamos que Γ(M,E) es un módulo para el álgebra de funciones continuas C(M), para
esto debemos garantizar que se cumplen las condiciones de la Definición14, donde la acción
de C(M) es justo la multiplicación escalar en cada fibra, que escribimos a derecha
sf(x) := s(x)f(x), para s ∈ Γ(E), f ∈ C(M).
En efecto, sean s, s1, s2 ∈ Γ(M,E) y f, , f1, f2 ∈ C(M)
(s1 + s2)f(x) = s1(x)f1(x) + s2(x)f2(x).
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s(f1 + f2)(x) = s(x)f1(x) + s(x)f2(x).
s(f1 · f2)(x) = (s(x)f1(x))f2(x).
s · 1 = s.
Luego Γ(M,E) es un C(M)−módulo.
Definición 18. Sean (E, π,M) y (E ′, π′,M) haces vectoriales. Un morfismo en la categoŕıa
de haces vectoriales sobre una base fija M , es una función continua de haces vectoriales
τ : E → E ′ que satisface que π′◦τ = π y define en cada fibra una función lineal τx : Ex → E ′x
para cada x ∈M que son lineales.
El siguiente lema destaca una propiedad de Γ(M, ·) y es el hecho de que sea un functor.
Lema 2.2. [Gracia-Bondia J.M., 2000, pág 57] La correspondencia E 7→ Γ(E), τ 7→ Γ(τ), Γ
es un functor de la categoŕıa de haces vectoriales sobre M a la categoŕıa de C0(M)−módulos
Demostración. para ver esto, debemos verificar que se satisfacen las condiciones de functor,
para cada haz vectorial sobre el espacio base M , Γ(M) es un C(M)−módulo, si τ : E → E ′ es
un morfismo de haces entonces se tiene una función Γτ : Γ(E)→ Γ(E ′) dado por Γτ(s) := τ◦s
que es C(M)−lineal, la C(M)-linealidad de Γτ quiere decir que Γτ(sa) = Γτ(s)(a) para s




Sea σ otro morfismo de haces vectoriales σ : E ′′ → E , se tiene que
Γ(τ ◦ σ)(s) = τ ◦ (σ ◦ s) = τ ◦ Γσ = Γτ ◦ Γσ(s) = (Γτ ◦ Γσ)(s)
Y finalmente Γ(1E)(s) = 1E ◦ s = s = 1Γ(E) ◦ s. Lo que muestra que Γ(E) es un functor de
la categoŕıa de haces vectoriales a la categoŕıa de C(M)−módulos. 
Para bosquejar la prueba el teorema de Serre-Swan que garantiza la equivalencia entre las
secciones de haces vectoriales sobre un espacio topológico compacto y sus C0(A)-módulos
proyectivos, hacemos uso del siguiente teorema
Teorema 3. Sea E un haz vectorial complejo sobre un espacio topológico M . Entonces existe
otro haz vectorial complejo E ′ → M tal que para algún n se tiene el siguiente isomorfismo
de haces vectoriales E ⊕ E ′ 'M × Cn.
Lo anterior nos permite enunciar el teorema de Serre-Swan.
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Teorema 4. [Gracia-Bondia J.M., 2000, pág 59] El functor Γ de la categoŕıa de haces vecto-
riales sobre un espacio topológico compacto M a los C0(M)−módulos proyectivos finitamente
generados es una equivalencia de categoŕıas.
Esquema de la prueba: Sea E un haz vectorial, por Teorema 3 existe E ′ tal que E⊕E ′ '
M × Cn, luego
Γ(E)⊕ Γ(E ′) ' Γ(E ⊕ E ′) ' Γ(M × Cn) ' C(M)n,
luego Γ(E) es módulo proyectivo. Queda ver que cada C(M)−módulo proyectivo es de la
forma Γ(M,E) para algún haz vectorial (E, π,M), este hecho resulta ser sencillo con la
teoŕıa de módulos proyectivos, ya que hay un resultado que garantiza que cada modulo
E ' eC(M)n para algun elemendo idempotente e ∈Mn(C(M)) y se obtiene una sucesión
0→ kere→ C(M)n →M→ 0,
esta sucesión resulta ser split, y el endomorfismo e induce una función τ : M×C→M×C tal
que la imagen de τ es un sub-haz E(e) de M×C luego se puede concluir que Γ(M,E(e)) ' E .
El Teorema 4 motiva a considerar los módulos proyectivos sobre una C∗−álgebra como
haces vectoriales.
2.2.2. K-teoŕıa de C∗−álgebras.
Esta sección está basada primordialmente en [Wegge-Olsen, 1993], sin embargo otras re-
ferencias son [Atiyah, 1994],[Hatcher, 2003],[Zois, 2010],[Gracia-Bondia J.M., 2000].
La K−teoŕıa de una C∗−álgebra A puede ser definida por medio de las proyecciones de
un algebra A.
Definición 19. [Wegge-Olsen, 1993, pág 85] Una proyección en una ∗−álgebra A es un
elemento p ∈ A autoadjunto e idempotente, esto es p = p∗ y p = p2. Dos proyecciones son
ortogonales sobre A cuando pq = 0.
En el siguiente párrafo describiremos lo que es un limite directo para C∗−álgebras. Su-
pongamos que {Ai} es una familia de C∗−álgebras, indexada por algún conjunto I. Cuando
todos los Ai están contenidos en una misma álgebra B se forma el álgebra A∞ := ∪i∈IAi ⊂ B
para generalizar esto se hace lo siguiente. Llamamos sistema directo a:
Un orden de filtrado en el conjunto I: es decir para cada i1 y i2 hay un i3 tal que i3 > i1
y i3 > i2.
si j < i existe un morfismo ϕi,j : Aj → Ai .
Una “condición de coherencia”lo que significa que si j < k < i,
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ϕi,j = ϕi,k ◦ ϕk,j
Dado lo anterior hay un objeto algebraico A∞ = ĺım→
Ai = ĺım→
{Ai, ϕi,j} del mismo tipo que
todos los Ai que es llamado limite directo del sistema directo.
Notación: Mn(A) es el conjunto de matrices de tamaño n×n con entradas en la C∗−álgebra
A y M∞(A) es el ĺımite inductivo de las álgebras de matrices {Mn(A)}n∈N.
Sea A una C∗−álgebra y sean p, q ∈ M∞(A), la relación p ∼ q si y solamente si existe
un v ∈ M∞(A) tal que p = v∗v y q = vv∗ es una relación de equivalencia. En efecto, sean
p, q y r proyecciones en M∞(A), veamos que es reflexiva, simétrica y transitiva.
Reflexiva: p ∼ p ya que por definición de proyección p = p2 = pp∗ y p = p∗p, tomando
v = p, se tiene que p = vv∗ y p = v∗v.
Simétrica: p ∼ q si y solo si p = vv∗ y q = v∗v, tomando v∗ = w y v = w∗ se puede concluir
que p = w∗w y q = ww∗ de donde q ∼ p.
transitiva: p ∼ q y q ∼ r si y solo si p = v∗v y q = vv∗ por la primera relación, y por la
segunda relación se tiene que q = w∗w y r = ww∗. Como p, q y r son proyecciones se tiene
que
p = p2 = v∗vv∗v r = r2 = ww∗ww∗
= v∗qv y = wqw∗
= v∗w∗wv = wvv∗w∗
= (wv)∗(wv) = wv(wv)∗
si tomamos z = wv, se tiene que p = z∗z y r = zz∗, lo que indica que p ∼ r.
Es decir que la relación ∼ es una relación de equivalencia. La siguiente definición usa la
relación de equivalencia que acabamos de mostrar, y además usamos el hecho que si p ∈







Definición 20. [Wegge-Olsen, 1993, pág 109] Sea A una C∗−álgebra,llamamos a dos proyec-
ciones p, q ∈M∞(A) equivalentes, y lo denotamos p ∼ q, cuando existe un v ∈M∞(A) tal
que p = v∗v y q = vv∗. Las clases de equivalencia de proyecciones de M∞(A) son denotadas
por [·] y el conjunto de todas estas por V (A),
V (A) := {[p] : p = p∗ = p2 ∈M∞(A)}.
La adición en V (A) está definida como,
[p] + [q] := [diag(p, q)].
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La siguiente proposición reúne las propiedades básicas de V (A) que necesitamos usar en
nuestro estudio de K−teoŕıa
Proposición 2.2. [Wegge-Olsen, 1993, pág 109] Para cada C∗−álgebra A, V (A) es un se-
migrupo abeliano con identidad aditiva 0 = [0]. Si α : A → B es un morfismo, entonces la
funcion inducida α∗ : V (A) → V (B) dada por α∗([p]) := [(α(p))] es un homomorfismo de
semigrupos.
Demostración. Veamos que V (A) es un semigrupo abeliano, para esto sean p ∈ Mn×n(A),
q ∈Mm×m(A) y r ∈Ms×s(A) y sean [p], [q], [s] ∈ V (A).
Asociatividad:
([p] + [q]) + [s] = [diag(p, q)] + [s]
= [diag(diag(p, q), s)]
= [diag(p, q, s)]
= [p] + [diag(q + s)]
= [p] + ([q] + [s]).
Módulo: ([p] + [0]) = [diag(p, 0)] = [diag(p)] = [p].
Conmutatividad: Los elementos de [diag(p, q)] son todas las matrices de rango m+ n que
estas en M∞(A). Por lo tanto si x ∈ [diag(p, q)] también x ∈ [diag(q, p)], lo que prueba que
V (A) es un semigrupo abeliano.
Veamos ahora que α∗ es un homomorfismo de semigrupos. En efecto
α∗([p] + [q]) = α∗([diag(p, q)]) = [α(diag(p, q))]
= [α(diag(p, 0) + diag(0, q))]
= [α(diag(p, 0)) + α(diag(0, q))]
= [α(p) + α(q)]
= [α(p)] + [α(q)]
= α∗([p]) + α∗([q]).

Proposición 2.3. Sea A una C∗−álgebra. La correspondencia A 7→ V (A), α 7→ α∗ es un
functor covariante de la categoŕıa de C∗−álgebras a la categoŕıa de semigrupos abelianos,
donde α∗ como en la proposición anterior.
Demostración. La correspondencia A 7→ V (A), α 7→ α∗ es la relación que env́ıa objetos
en objetos y flechas en flechas. Veamos que se preserva la composición y la identidad de
morfismos, sea β∗ un morfismo en la categoŕıa de semigrupos abelianos entonces
β∗ ◦ α∗([p]) = β∗([(α(p))])
= [(β ◦ α(p))]
= (β ◦ α)∗([p]).
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La preservación de la identidad es claro, ya que 1∗[p] = [1p] = [p]. 
Ejemplo 13. En este ejemplo se calculará V (C). Cada elemento en V (C) es dado por una
proyección que se encuentra en algún álgebra de matrices Mn(C), por definición
V (C) = {[p] : p = p∗ = p2 ∈M∞(C)}.
Las proyecciones son matrices en Mn(C) y estas son equivalentes (con la relación dada en
la Definición 20) cuando sus rangos como subespacios de Cn tienen la misma dimensión.
Entonces V (C) es isomorfo como semigrupo a N ∪ {0} es decir, V (C) ∼= N ∪ {0}.
Ahora definiremos el grupo K0(A) asociado a una C
∗−álgebra A. Para esto se necesita definir
el grupo de Grothendieck de un semigrupo abeliano. Sea H un semigrupo abeliano y K un
subsemigrupo en H, definamos la relación ≡ en H ×K, dados h1, h2 ∈ H y k1, k2 ∈ K,
(h1, k1) ≡ (h2, k2) si y solo si existen y1, y2 ∈ K tal que (h1 + y1, k1 + y1) = (h2 + y2, k2 + y2)
si y solo si existe x ∈ K tal que h1 + k2 + x = k1 + h2 + x.
La relación≡ es reflexiva, simétrica y transitiva por lo tanto es una relación de equivalencia.
Sea [H][K]−1 := (H×K)/ ≡ con clases de equivalencia denotadas por [·], dotamos a [H][K]−1
con la suma inducida por H, esto es,
[(h1, k1)] + [(h2, k2)] := [(h1 + h2, k1 + k2)].
Sea 1 := [(x, x)] es la clase de equivalencia que contiene todas las parejas de la forma (x, x)
con x ∈ K, entonces 1[(h, k)] = [(x + h, x + k)] = [(h, k)], para todo h, k ∈ H. Cada ele-
mento en [H][K]−1 de la forma [k1, k2] donde ambos k1 y k2 pertenecen a K es invertible
con inverso [(k2, k1)] pues se cumple que [(k1, k2)] + [(k2, k1)] = [(k1 + k2, k2 + k1)] = 1. En
particular Gr(H) := [H][H]−1 es un grupo conmutativo, llamado el grupo de Grotendieck.
Definición 21. Denotemos K00(A) el grupo de Grothendieck asociado los semigrupos abe-
lianos V (A).
Este grupo es conmutativo y sus elementos puede ser pensados como diferencias formales
[p] − [q] para proyecciones p, q ∈ M∞(A) y [p], [q] ∈ V (A) por el hecho de como se ha defi-
nido la relación de equivalencia. El homomorfismo canónico de V (A) a K00(A) es denotado
iA : [p] 7→ [p]− [0] el cual es inyectivo cuando V (A) tiene cancelación.
La propiedad universal de los grupos de Grothendieck que se enuncia de la siguiente manera
Proposición 2.4. [Kurusch Ebrahimi-fard, 2011, pág 379] Sea A una C∗−álgebra y V (A)
un monoide abeliano, existe un grupo abeliano K00(A) y un homomorfismo de monoides
iA : V (A) → K00(A) que satisface la siguiente propiedad universal: Si ϕ : V (A) → C es un
homomorfismo de monoides y C es un grupo abeliano, entonces hay un único homomorfismo
ϕ∗ : K00(A)→ C tal que ϕ∗ ◦ iA = ϕ.
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La Proposición 2.3 garantiza que si α : A→ B es un homomorfismo de C∗−álgebras este
induce un homomorfismo de α∗ : V (A)→ V (B) que por la Proposición 2.4 se extiende a un
homomorfismo de grupos α∗ : K00(A) → K00(B), esto indica que K00 es un functor de la
categoŕıa de C∗−álgebras a la categoŕıa de grupos abelianos.
Definición 22. El grupo K0(A) para una C
?−álgebra no necesariamente con unidad es
definido de la siguiente manera,
K0(A) := ker(π∗ : K00(A
+)→ Z) ⊂ K00(A+),
donde A+ := A×C es la unitización de A descrita en la sección anterior y π es la proyec-
ción de A+ := A× IC→ IC.
Se puede ver que K0(·) también es un functor de la categoŕıa de C∗–álgebras a la categoŕıa
de grupos abelianos Proposición 2.7. En lo que sigue tambien estudiaremos las propiedades
homológicas que caracterizan a K0(·) como functor entre estas categoŕıas. Para explicar más
cuidadosamente lo que esto significa necesitamos la siguiente definición.
Definición 23. [Wegge-Olsen, 1993, pág 52] Si An es una sucesión de módulos sobre un
anillo unitario R y µn : An → An+1 son homomorfismos de módulos entonces la sucesión
· · · µn−2−−−→ An−1
µn−1−−−→ An
µn−→ An+1
µn+1−−−→ · · ·
es llamada una sucesión exacta cuando kerµn+1 = Im µn. La sucesión se dice split
exact si hay una función módulo γn : An+1 → An tal que µn ◦ γn = IdAn+1.
Proposición 2.5. Sean A,B y C R-módulos, si una sucesión exacta
0 // A i // B
p // C // 0,
es split, entonces B ' A⊕ C.
Proposición 2.6. [Wegge-Olsen, 1993, pág 112] Para cada C∗−álgebra A con unidad o sin
esta. Una sucesión split exact 0 // A // A+ π
i
// Coo // 0 induce una sucesión split
exact de grupos






+) ∼= K0(A)⊕Z. En particular, si A tiene unidad K0(A) = K00(A) es el grupo de
Grothendieck para el semigrupo V (A).
Demostración. La primer flecha se tiene ya que K0(A) es un subgrupo de K00(A
+), la segun-
da flecha se tiene de la definición de K0(A) como kernel de π∗ y la tercera flecha es inducida
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por la propiedad de que K00 es un functor ya que la ecuación π ◦ i = idC esto indica que π∗
es sobreyectiva. Luego





es dividida, por la Proposición 2.5 K00(A
+) ' K0⊕Z. Si A es unital A+ ' A⊕C, realizando
la descomposición se tiene que K00(A
+) ' K00(A) ⊕ Z donde Z es la imagen de π∗. Como
es una sucesión exacta se tiene que K00(A)⊕Z
f−→ K00(A+)
π∗−→ Z, luego Ker(π∗) = Im(f) es
decir K0(A) = K00(A). 
Ejemplo 14. K0(C) = Z ya que V (A) = N por el Ejemplo 13.
Proposición 2.7. [Wegge-Olsen, 1993, pág 113] K0 es un functor covariante de la categoŕıa
de C∗−álgebras a la categoŕıa de grupos abelianos. El homomorfismo inducido por algún
morfismo α : A→ B es dado por
α∗ : K0(A)→ K0(B)
[(xi,j)]− [(yi,j)]→ [(α+xi,j)]− [(α+yi,j)]
donde las matrices (xi,j), (yi,j) son proyecciones en M∞(A+) y α+ : A+ → B+ es el morfismo
unital definido por α+(a+ λ) := α(a) + λ.
Demostración. Como α es un homomorfismo de C∗−álgebras la Proposición 2.3 garantiza
que este se puede extender a α∗ : V (A) → V (B) y la Proposición 2.4 este se extiende a un
homomorfismo de K0(A) → K0(B), por lo tanto A → K0(A) y α → α∗ es la relación que
env́ıa objetos en objetos y flechas en flechas de las categoŕıas. Si γ : B → C es otro morfismo
entonces
γ∗ ◦ α∗([(xi,j)]− [(yi,j)]) = γ∗([α+(xi,j)]− [α+(yi,j)])
= [γ+ ◦ α+(xi,j)]− [γ+ ◦ α+(yi,j)]
= [(γ ◦ α)+(xi,j)]− [(γ ◦ α+)(yi,j)]
= (γ ◦ α)∗([(xi,j)]− [(yi,j)]).
El hecho de que respeta la identidad se deduce de manera similar. Luego K0 es un functor
de la categoŕıa de C∗−álgebras a la categoŕıa de grupos abelianos. 
El siguiente lema nos da una relación entre una C∗−álgebra y su álgebra de matrices.
Lema 2.3. [Wegge-Olsen, 1993, pág 117] Sea A una C∗−álgebra. Sea
in,1 : A ↪→Mn(A)
a ↪→ diag(a, 0) (2-2)
un embebimiento canónico, entonces la función inducida in,1∗ : K0(A) ↪→ K0(Mn(A)) es un
isomorfismo.
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Demostración. Es suficiente mostrar que in1∗ : V (A) → V (Mn(A)) es un isomorfismo ya
que puede ser extendido a grupos por Proposición 2.4. Sea (ai,j) una proyección en M∞(A),
usando operaciones elementales de matrices se tiene que in1(ai,j) ∈M∞(Mn(A)) es lo mismo
que (ai,j), es decir
in1(ai,j) : M∞ →Mn(M∞(A)) = M∞(Mn(A))
(ai,j)→ diag(ai,j, 0) = (ai,j)
Veamos que in1∗ es un homomorfismo
in1∗([ai,j] + [bi,j]) = in1∗(diag(ai,j, bi,j))
= [in1(diag(ai,j, bi,j))]
= [diag(ai,j, bi,j)]
= [in1(ai,j)] + [in1(bi,j)]
= in1∗([ai,j]) + in1∗([bi,j])




Y claramente es sobreyectiva ya que
in1∗([ai,j]) = [in1(ai,j)] = [ai,j]
Luego in1∗ es un isomorfismo. 
Una de las propiedades importantes del functor K0 radica en que es un invariante módulo
homotoṕıa, relación de equivalencia entre morfismos de C∗–álgebras que definimos a conti-
nuación.
Definición 24. [Wegge-Olsen, 1993, pág 121] Sean A y B dos C∗−álgebras. Dos morfismos
α, β : A → B se dice que son homotópicos α ∼h β, cuando hay un camino (γt)[0,1] de
morfismos γt : A → B tal que la función t 7→ γt(a) define un camino normado continuo en
B para cada a ∈ A fijo tal que γ0 = α y γ1 = β.
Un morfismo α : A → B es llamado una equivalencia homotópica cuando hay un
morfismo β : B → A tal que α ◦ β y β ◦ α ambas son homotopicas a la identidad. Cuando
β ◦ α ∼h idA y α ◦ β = idB es llamado retracto de deformación y en este caso B es le
retracto de deformación de A.
La C∗–álgebra A es contráıble cuando la función identidad id : A→ A es homotópica a la
función cero 0 : A→ A.
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El siguiente teorema es conocido como la invarianza homotópica de la K–teoŕıa.
Teorema 5. [Wegge-Olsen, 1993, pág 121] Sean α0, α1 : A → B morfismos homotópicos
entre C∗–álgebras A y B, entonces α0∗ = α1∗. Donde α0∗ y α1∗ son los homomorfismos
inducidos en K0(A)→ K0(B).
Demostración. Como α0 ∼h α1, sea ϕt : A → B un camino continuo de morfismos que
conectan a α0 con α1, extendemos a ϕt : Mn(A+)→Mn(B+) que induce el morfismo
αt∗ : K0(A)→ K0(B)
[p]− [q]→ [α+t (p)]− [α+t (q)]
como el camino (αt) da homotoṕıa de proyecciones α
+
t (p) y α
+
t (q) esto indica que αt∗([p]−[q])





Los conceptos de cono y suspensión de C∗–álgebras son las generalizaciones de los conos
y suspensiones de espacios topológicos que se describen de la siguiente manera
Definición 25. Para un espacio topológico X llamaremos cono de X al espacio cociente
CX := X × I/ ∼, donde I := [0, 1] y la relación de equivalencia ∼ es definida por (x, t) ∼
(x′, t′) si t = t′ = 0 o (t = t′ y x = x′).
Definición 26. Sea X un espacio topologico, llamaremos suspensión de X al espacio
SX := X × I/ ∼, donde I = [0, 1] y ∼ es la relación de equivalencia definida por (x, t) ∼
(x′, t′) si t = t′ = 0 o t = t′ = 1 o (t = t′ y x = x′).
Ahora por el teorema de Gelfand–Naimark cada C∗–álgebra conmutativa A es el álgebra
de funciones continuas de un espacio topológico localmente compacto X = Spec(A), aśı su
cono y suspensión son el álgebra de funciones continuas del cono y suspension del espacio
topológico X.
Definición 27. [Wegge-Olsen, 1993, pág 122] El cono sobre una C∗−álgebra A es la C∗−álge-
bra
CA := {f ∈ C([0, 1]→ A) : f(0) = 0}.
La suspensión de A es la C∗−álgebra
SA := {f ∈ CA : f(1) = 0}.
Las operaciones que consideramos tanto en SA como CA son las puntuales y la norma es la
norma del supremo.
La siguiente es una importante propiedad topológica de los conos y las suspensiones.
Proposición 2.8. [Wegge-Olsen, 1993, pág 123] Para cada C∗−álgebra A, el cono CA es
contráıble. La suspensión SA es contráıble cuando A es contráıble.
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Demostración. Sea el camino αt : CA → CA, t ∈ [0, 1], se definen los morfismos αt de
la forma αt(f)(s) := f(st), para f ∈ C(CA) entonces α1 = id y α0 = 0, luego CA es
contraible. Para verificar la segunda parte, tomamos a βt : A → A una contracción y
tomamos αt(f) := βt ◦ f , para f ∈ C(SA), luego αt define una contracción en SA. 
Asociados a la suspensión y los conos de una C∗–álgebra está la siguiente sucesión exacta
corta.
Lema 2.4. [Wegge-Olsen, 1993, pág 123] Para cada C∗−álgebra el cono y la suspensión son
relacionados en una sucesión exacta
0 −→ SA i−→ CA α−→ A −→ 0.
donde i, α son las funciones naturales de cada una de las definiciones.
Otro grupo importante asociado a una C∗−álgebra A es K1, este grupo se construye a
partir de matrices unitarias e invertibles y puede parecer menos complicado de construir y
tratar que K0. La construcción de Grothendieck es innecesaria y para los problemas derivados
de C∗−álgebras que carecen de unidad se tiene que K1(A) ' K1(A+) (ver definición 29).
Veremos que K1 de manera functorial se parece a K0 (ver proposición 2.10). En particular
K1 respeta sucesiones exactas. Una de las principales propiedades de K1 son el Teorema 6 y
el Teorema 7 que relaciona de una manera muy interesante a K0 y K1.
Definición 28. Dada una C∗–álgebra A
GL+n (A) : = {a ∈ GLn(A+) : π(a) = 1n},
U+n (A) : = {u ∈ Un(A+) : π(u) = 1n}.
y pensando en el limite inductivo tenemos,
GL+∞(A) : = ∪∞n=1GL+n (A),
U+∞(A) : = ∪∞n=1U+n (A).
Donde si ϕ : A+ = A⊕C 7→ C es la función canónica, esta induce un morfismo π : Mn(A)→
Mn(C). Las componentes conexas que contienen la unidad se notan anexando un sub́ındice
0.
Teniendo en cuenta lo anterior el grupo K1 se define de la siguiente manera.
















cuando u es una matriz unitaria (o invertible) n × n, [u] ∈ K1(A) denota la componente
conexa que contiene la diag(u, 1∞).
26 2 Prerrequisitos
Proposición 2.9. [Wegge-Olsen, 1993, pág 131] K1(A) es un grupo conmutativo con la
multiplicación definida por
[u][v] := [uv] = [diag(u, v)].
Los siguientes resultados son análogos a los obtenidos para el grupo K0.
Proposición 2.10. [Wegge-Olsen, 1993, pág 132] K1 es un functor covariante que a su vez
es invariante homotópico de la categoŕıa de C∗−álgebras a la categoŕıa de grupos abelianos.
Esquema de la prueba: Análogo a l a Proposición 2.7. El siguiente teorema permite
encontrar una relación entre los grupos K1 y K0.
Teorema 6. [Wegge-Olsen, 1993, pág 138] Para cada C∗−álgebra A hay un isomorfismo
θA : K1(A) → K0(SA), si B es una C∗−álgebra y α : A → B es un isomorfismo de









El siguiente resultado conocido como el teorema de periodicidad de Bott es una herra-
mienta que permite calcular la K−teoŕıa de diferentes espacios, entre ellas las esferas.
Teorema 7 (Teorema de Periodicidad de Bott). [Wegge-Olsen, 1993, pág 158] Para cada
C∗−álgebra A hay un isomorfismo βA : K0(A) → K1(SA) tal que el siguiente diagrama es









Los siguientes resultados permiten caracterizar a la K−teoŕıa como un buen functor ho-
mológico es decir un functor que satisface las propiedades de la siguiente definición.
Definición 30. [Wegge-Olsen, 1993, pág 185] Sea C∗ de la categoŕıa de C∗−álgebras y
morfismo y AG la categoŕıa de los grupos abelianos y homomorfismo. Un functor covariante
F de C∗ a AG se dice que es
Half exact cuando cada sucesión exacta 0 → A → B → C → 0 es llevada a una
sucesión exacta corta FA→ FB → FC;
Exacta cuando cada sucesión exacta 0→ A→ B → C → 0 es llevada a una sucesión
exacta 0→ FA→ FB → FC → 0;
2.3 Grupoides y sus C∗−álgebras. 27
Split exact cuando cada sucesión split exact 0→ A→ B ↔ C → 0 es llevada a una
sucesión split exact 0→ FA→ FB ↔ FC → 0;
Invariante homotópico para cada par de morfismos α, β : A→ B se tiene α∗ = β∗;
aditiva cuando para cada par de morfismos α, β : A→ B que satisfacen α · β = 0 se
tiene (α + β)∗ = α∗ + β∗;
Estable cuando el morfismo a → a ⊗ p, donde p ∈ K es una proyección de rango
1 induce un isomorfismo FA ' F (A ⊗ K) para cada C∗−álgebra A (donde K es el
conjunto de operadores compactos).
Llamamos a F un functor de homoloǵıa si F es half exact y es invariante homotópico y
un funtor de Bott cuando además es estable.
El siguiente teorema está probado a lo largo del libro de Wegge–Olsen (ver [Wegge-Olsen, 1993,
Remark 11.1.2]). En el siguiente teorema K-teoŕıa hace referencia a K0 y K1
Teorema 8. La K–teoŕıa es un functor que satisface todas las propiedades de la Defini-
ción 30
En realidad hay resultados que muestran relaciones entre las propiedades de la Defini-
ción 30 y cómo las mismas en un cierto sentido caracterizan K–teoŕıa, ver por ejemplo
[Wegge-Olsen, 1993, Theorem 11.2.3]. Estos resultados están por fuera del propósito de esta
tesis.
2.3. Grupoides y sus C∗−álgebras.
Como veremos el concepto de grupoide establece el contexto adecuado en el cual se puede
dar una respuesta al problema del ı́ndice planteado en [Erp, 2006].
Definición 31. Considere la tupla (G,G(0),G2, s, r,m, e, i) donde G es un conjunto llamado el
conjunto de flechas, G0 es un conjunto llamado conjunto de objetos, la función s : G → G0 la
llamamos función fuente y la función r : G → G0 la función rango, donde a cada flecha γ ∈ G
se le asigna un objeto fuente s(γ) y un objeto rango r(γ). Un par de flechas (γ1, γ2) ∈ G ×G
es llamada componible si s(γ1) = r(γ2), G(2) es llamado el conjunto de pares de flechas
componibles. La función multiplicación m : G(2) → G donde m(γ1, γ2) := γ1 · γ2. La función
identidad e : G(0) → G donde e(x) = ex y las funciones inversas i : G → G donde i(γ) = γ−1.
La tupla (G,G(0),G2, s, r,m, e, i) es un grupoide si satisface los siguientes seis axiomas,
que relacionan la función fuente, multiplicación, unidades e inversos.
1. s(γ1 · γ2) = s(γ2) para todo γ1, γ2 ∈ G.
2. s(ex) = x para todo x ∈ G.
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3. s(γ−1) = r(γ) para todo γ ∈ G.
4. (γ1 · γ2)γ3 = γ1(γ2 · γ3) para todo (γ1, γ2), (γ2, γ3) ∈ G(2).
5. γ · es(γ) = er(γ) · γ = γ para todo γ ∈ G.
6. γ · γ−1 = er(γ), γ−1 · γ = es(γ) para todo γ ∈ G.
Ejemplo 15. Un grupo es un grupoide con un objeto por tanto sus funciones rango y fuente
r, s son obvias. Las flechas componibles son todo el producto cartesiano G×G y composición
es la composición de grupos.
La definición anterior se puede especializar al contexto topológico y diferencial.
Definición 32. Un grupoide topológico es un grupoide (G,G(0),G2, s, r,m, e, i) como en
la definición anterior para el cual el conjunto de flechas G y el conjunto de objetos G(0)
son espacios topológicos; el conjunto de flechas componibles G(2) es cerrado en G × G; las
funciones del grupoide s, r,m, e, i son continuas; las funciones fuente y rango son abiertas.
Un grupoide suave es un grupoide para el cual el conjunto de flechas G y el conjunto
de objetos G(0) son variedades suaves; las funciones del grupoide s, r,m, e, i son suaves y las
funciones fuente y rango s, r son submersiones.
Ejemplo 16. Sea M una variedad suave. Tomemos a M como el espacio objeto, pensemos
una flecha que conecta cada par de puntos de M . Es decir tomemos, G(0) := M con espacio
de flechas G := M ×M . Las funciones del grupoide s, r,m, e, i vienen dadas de la siguiente
manera, pensemos a (x, y) ∈ G como una flecha que va de y a x, sea s(x, y) = y, r(x, y) = x.
La composición de flechas es expresada por la ley de multiplicación (x, y) · (y, z) = (x, z),
las unidades son las flechas e(x) = (x, x) y (x, y)−1 = (y, x). Se puede verificar fácilmente
que se cumplen las condiciones de grupoide. El grupoide M ×M es llamado el grupoide
par.
Ejemplo 17. El espacio tangente TM de una variedad suave puede ser considerado como un
grupoide suave con la adición de vectores en el mismo espacio tangente como su multipli-
cación. Las unidades e(x) son los vectores cero. Podemos identificar el espacio objeto como
G0 := M y el espacio de flechas G := TM . Las funciones origen y rango r = s : TM → M .
Se verifican fácilmente las condiciones de grupoide.
Definición 33. Un sistema de Haar sobre un grupoide topológico G es una familia de
medidas positivas λx, definidas sobre Gx = s−1(x) para cada x ∈ G(0), tal que, cada medida
es invariante (a derecha) con respecto a la multiplicación del grupoide y continuas en x.
Precisando,
λs(γ)(E · γ) = λr(γ)(E), para todo γ ∈ G y para todo E ⊆ Gr(γ).
La función x→
∫
Gx fdλx es continua sobre G
0 para cada elección de f ∈ Cc(G).
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Ejemplo 18. Para el grupoide par G : M ×M , tomemos µ una medida de Borel positiva
sobre M , para algún m ∈ M definamos λm := µ × δm sobre Gm := M × {m}, donde δ es
la medida de Dirac. De lo anterior tenemos que si A ⊂ M un conjunto de Borel entonces
λm(A×{m}) := µ(A). Se puede verificar fácilmente que la familia λm es un sistema de Haar
para Gm := {(x,m) : x ∈M} = M × {m}.
Para un grupoide suave G, el conjunto C∞c (G) de funciones suaves con soporte compacto
sobre G es una ∗−álgebra de convolución, donde las operaciones convolución y estrella son
definidas como sigue




f ∗(γ) := f(γ−1),
donde x = s(γ). La invarianza a derecha del sistema de Haar garantiza la asociatividad de
la convolución y todos los axiomas para una ∗−álgebra.
Una representación asociativa regular πx de la ∗−álgebra C∞c (G) es la representación sobre
el espacio de Hilbert L2(Gx, λx) obtenida por la convolución, πx(f)ψ = f ∗ ψ con f ∈ C∞c
y ψ ∈ C∞c (Gx) ⊂ L2(Gx). Usando estas representaciones podemos pasar de una ∗–álgebra a
una C∗–álgebra.
Definición 34. Sea G un grupoide suave. La C∗−álgebra reducida del grupoide, C∗(G), es la
cerradura del álgebra de convolución con respecto a la norma ||f ||C∗r (G) = supx∈G(0) ||πx(f)||.
En otras palabras, la norma de la C∗−álgebra reducida es la norma mas pequeña para la cual
toda representación regular es continua.
A lo largo de la tesis será muy importante pensar la asignación G 7→ C∗r (G) como un functor.
Para ello necesitaŕıamos saber en qué sentido esta asignación es independiente del sistema
de Haar y mostrar que para cualesquiera dos morfismos de grupoides hay un morfismo de
sus C∗–álgebras reducidas. Mostrar estas cosas en abstracto nos llevaŕıa a adentrarnos más
profundamente en la teoŕıa abstracta de grupoides que no es el propósito de esta tesis. Por
tanto, en lo que sigue se calculará un sistema de Haar para cualquier haz vectorial visto
como grupoide. Este ejemplo es importante en el contexto de la prueba de Atiyah-Singer de
Connes [Bohlen, 2013] y en esta tesis estamos estudiando cómo se adaptaron las ideas de
dicha prueba al problema del ı́ndice de [Erp, 2006].
Recordemos que una medida µ es una función de valor real extendido definida sobre una
σ−álgebra X de subconjuntos de X tales que 1) µ(∅) = 0, 2) µ(E) ≥ 0 para todo E ∈ X y
3) µ es aditiva contable. Sea V un espacio vectorial real orientado de dimensión finita, cada
producto interno 〈·, ·〉 sobre V induce una medida µ〈·,·〉 de la siguiente manera. Consideremos
a V con la topoloǵıa inducida por 〈·, ·〉 (esto ya que el producto interior induce una norma
y la norma induce una topoloǵıa). Sea X la σ−álgebra de conjuntos de Borel de V de esta
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topoloǵıa. Sea ~v := (v1, · · · , vn) una base ortonormal orientada y consideremos la función
ϕ~v : Rn → V








para A ∈ X y donde ` es la medida de Lebesgue. Se puede verificar que µϕ~v es una medida.
La siguiente proposición garantiza que podemos definir µ〈·,·〉(A) := µϕ~v(A) para cualquier
base ortonormal v1, · · · , vn de V .
Proposición 2.11. Sean v1, · · · , vn y w1, · · · , wn bases ortonormales orientadas de V en-
tonces µϕ~v = µϕ~w .
Demostración. Las funciones ϕ~u y ϕ~w son isometŕıas esto indica que ϕ
−1
~u ◦ ϕ~w es isometŕıa






























A continuación usaremos las ideas anteriores para construir un sistema de Haar para ha-
ces vectoriales reales con producto interno. Esto se puede generalizar a haces vectoriales
complejos con producto hermitiano.
Proposición 2.12. Sean 〈·, ·〉1 y 〈·, ·〉2 productos internos sobre V entonces existe r ∈ (0,∞)
tal que para toda A ∈ X, µ〈·,·〉1 = rµ〈·,·〉2.
Demostración. Sean v1, · · · , vn y w1, · · · , wn bases ortonormales de V para los productos
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donde r := det(ϕ−1w ◦ ϕu). 
Si π : E →M es un haz vectorial real orientado con producto interior 〈·, ·〉, entonces, existe
una colección de medidas de Haar en π : E →M visto como grupoide de la siguiente manera.
Para todo A ∈ Xp, donde Xp es la sigma álgebra de Borel de Ep inducida por 〈·, ·〉, tenemos
que µp(A) := µ〈·,·〉p(A).
Proposición 2.13. {µp}p∈M es un sistema de Haar para el grupoide π : E →M .
Demostración. Verifiquemos que se cumplen las condiciones de la definición 33.
Sea γ ∈ Gp y Gp := Ep. Tomemos B ⊂ Gr(γ) = Gp entonces
µs(γ)(B + γ) = µp(B + γ) = µp(B) = µr(γ)(B)
Lo anterior ya que la medida de Lebesgue es invariante bajo traslaciones.
Para verificar la segunda condición tomemos a λp en coordenadas (es decir λp :=
h(x)dy1 · · · dyn), la función inclusión ip : Gx → G y f ∈ Cc(E), entonces se tiene que









i∗xf(x, y)h(x)dy1 · · · dyn




i∗x1f(x1, y)h(x1)dy1 · · · dyn −
∫
Ex2




i∗x1f(x1, y)h(x1)dy1 · · · dyn −
∫
Rn




i∗x1f(x1, y)dy1 · · · dyn − h(x2)
∫
Rn





Gx dλx es continua.
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Como se cumplen las condiciones 1 y 2 de la definición 33, la familia {λp} es un sistema de
Haar. 
Lema 2.5. Si 〈·, ·〉1 y 〈·, ·〉2 son dos productos internos del haz vectorial orientado π : E →
M , entonces existe una función h : M → (0,∞) suave, tal que µ〈·,·〉2 = h(x)µ〈·,·〉2.
En el siguiente corolario vemos la relación que existe entre las C∗−álgebras C∗〈·,·〉1(E) y
C∗〈·,·〉2(E).
Corolario 2.1. C∗〈·,·〉1(E) y C
∗
〈·,·〉2(E) son isomorfas.
Demostración. Las C∗−álgebras C∗〈·,·〉1(E) y C
∗
〈·,·〉2(E) cada una está dotada de un producto
convolución ∗1 y ∗2 respectivamente. Sean f, g ∈ Cc(E), entonces se tiene












= h(x)(f ∗2 g)(γ)
Donde h(x) es la función del lema 2.5. Las normas en las C∗−álgebras C∗〈·,·〉1(E) y C
∗
〈·,·〉2(E)
vienen definidas de las siguiente manera,











||πx(f)ψ||1 = ||f ∗1 ψ||1 = ||h(f ∗2 ψ)||2









||f ||1 ≤ K||f ||2.
Es decir las normas de las dos C∗−álgebras son equivalentes.
Definamos φ de la siguiente manera, para f ∈ Cc(E),
φ : C∗〈·,·〉1(G)→ C
∗
〈·,·〉(G)
f → h(x)f (2-3)
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donde h(x) es la función del lema 2.5. Veamos que φ es un isomorfismo de C∗−álgebras. En
efecto, sean f, g ∈ Cc(E)
1. φ(αf + g) = h(x)(αf + g) = αh(x)f + h(x)g = αφ(f) + φ(g)
2.
φ(f ∗1 g) = φ(hf ∗2 g) = h(x)2f ∗2 g
= h(x)f ∗2 hg
= φ(f) ∗2 φ(g)
3.




4. Claramente φ es una funcion biyectiva.
Lo que garantiza que φ es un ismorfismo de C∗−álgebras esto es C∗〈··〉1(E) ∼= C
∗
〈··〉2(E). 
La relación de C∗〈·,·〉1(E) y C
∗
〈·,·〉2(E) es aun mayor ya que φ induce una isometŕıa, en efecto
sean f, g ∈ C〈·,·〉(E), por definición ||f − g|| = supx∈G0 ||πx(f − g)||1, como
||πx(f − g)ψ||1 = ||(f − g) ∗1 ψ||
= ||h(x)(f − g) ∗2 ψ||2
= ||φ(f − g) ∗2 ψ||2
= ||π(φ(f − g))ψ||2
Luego






= ||φ(f − g)||2
= ||φ(f)− φ(g)||2
Lo que indica que φ es una isometŕıa.
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2.4. Variedades de contacto.
Las variedades de contacto aparecen naturalmente al estudiar fronteras de variedades com-
plejas (la estructura compleja del interior induce en la frontera la estructura de contacto). En
nuestro contexto la estructura de contacto induce sobre el haz tangente TM una estructura
de haz fibrados de álgebras de Lie y grupos de Lie al mismo tiempo 2.14.
Definición 35. [Erp, 2006, pág 7] Una variedad de contacto M , es una variedad de
dimensión impar 2n+ 1 equipada con una 1− forma θ que no se anula sobre M , y tal que
θ ∧ (dθ)n es una forma. La 1-forma θ es llamada una forma de contacto sobre M .
Recordemos que es una distribución.
Definición 36. Sea M una variedad diferencial de dimensión m, una distribución de di-
mensión c sobre M con 1 ≤ c ≤ m, es un subesbacio Dm de TmM para cada m ∈ M . D es
suave si para cada m ∈ M hay una vecindad U de m y c campos vectoriales X1, · · · , Xc de
clase C∞ sobre U los cuales generan a D en cada punto de U . Un campo vectorial X sobre
M se dice que está en la distribución D si Xm ∈ Dm para cada m ∈ M . Una distribución
suave D se dice que es involutiva si [X, Y ] ∈ D para cualesquiera campos suaves X, Y ∈ D.
Asociada a θ está la distribución H ⊂ TM definido por Ker(θ). Para nuestros propósitos
θ y H contienen información equivalente por lo que a lo largo de este documento haremos
referencia a la distribución H o a la 1–forma θ de acuerdo a lo que necesitemos usar. El
siguiente ejemplo constituye la versión local de toda variedad de contacto.
Ejemplo 19. El grupo de Heisenberg IH := R2n+1 con coordenadas (x1, · · · , xn, y1, · · · , yn, t) ∈
R2n+1 es definido por la operación








Verifiquemos que efectivamente es un grupo
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Asociatividad: Sean (x, y, t), (x′, y′, t′) y (x′′, y′′, t′′) ∈ R2n+1











































































j )− yj(x′j + x′′j )))






= (x, y, t)((x′, y′, t′)(x′′, y′′, t′′)).
Módulo El elemento neutro del conjunto es (0,0,0) ya que (x, y, t)(0, 0, 0) = (x, y, t).
Inverso: Sea (x, y, t) ∈ R2n+1 el inverso de (x, y, t) es (−x,−y,−t) ya que (x, y, t)(−x,−y,−t) =
(0, 0, 0).


























En caṕıtulos posteriores denotaremos Xn+j := Yj para j = 1, · · · , n, por comodidad en los
calculos .
Sea H ⊂ T IH la distribución expandida por los campos vectoriales Xj, Yj. Correspondiente-







de donde dθ =
∑
dxj ∧ dyj y θ ∧ (dθ)n es la forma de volumen estándar sobre R2n+1. Aśı θ
define una estructura de contacto en IH.
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El Teorema 10 es una consecuencia del siguiente resultado importante.
Teorema 9 (Teorema de Darboux). Sea α una forma de contacto sobre una variedad dife-
rencial M de dimensión 2n+ 1 y p ∈ M , entonces hay coordenadas x1, · · · , xn, y1, · · · , yn, t
sobre una vecindad U ⊂M de p tal que p = (0, · · · , 0) y




Teorema 10. Toda variedad de contacto (M,H) es localmente isomorfa a un subconjunto
abierto del grupo de Heisenberg H con su estructura de contacto canónica. Más precisamente,
para cada m ∈ M hay un conjunto abierto U ⊂ M y una carta ψ : U → R2n+1 tal que la
forma de contacto sobre M es igual al pull-back de la forma de contacto canónica sobre R2n+1
como grupo de Heisenberg.
El haz tangente TM de una variedad de contacto resulta a su vez ser un haz principal del
grupo de Heisenberg y un haz fibrado de álgebras de Lie, pera ver esto tengamos en cuenta
las siguientes definiciones.
Definición 37. Un álgebra de Lie es un espacio vectorial g dotado con una operación
[·, ·] : g × g → g
llamado corchete, el cual satisface las siguientes condiciones
1. Anticonmutativa: [u,v]=-[v,u].
2. R-bilineal:[u,av+bw]=a[u,v]+b[u,w] donde a, b ∈ R y u, v, w ∈ g.
3. Identidad de Jacobi:[u,[n,w]]+[v,[w,v]]=0 donde u, v, w ∈ g.
Proposición 2.14. La proyección π : TM →M de una variedad de contacto aparte de ser
la proyección del haz vectorial tangente, también es la proyección de una estructura de haz
de grupos de Heisenberg y de un haz fibrado de álgebras de Lie.
Demostración. El Teorema 10 garantiza que existe ψ : (U ⊂ IH) → (Ũ ⊂ M) tal que
ψ∗(θ) = θ IH. Aśı que usando el isomorfismo ψ podemos pensar Ũ como un subconjunto
de IH = IR2n+1 y como las coordenadas globales de IR2n+1 identifican espacio tangente de
IR2n+1 con IR2n+1 con el isomorfismo (a1, · · · , a2n+1) 7→
∑2n+1
i=1 ai esta misma identificación
permite dotar a cada espacio tangente de IH de una estructura de grupo y de álgebra de Lie de
Heisenberg. Por tanto cada espacio tangente TxM es a su vez un espacio vectorial, un álgebra




2(θ) = θ IH
entonces (ψ∗2)
−1 ◦ ψ∗1(θ) = θ. Esto implica que cartas con la propiedad ψ∗(θ) = θ IH inducen
trivializaciones de ambos haces. 
Denotaremos THM el haz de grupos de Heisenberg explicado en la Proposición 2.14.
3 H−Orden y H-Espacios de Sobolev.
Sea M una variedad de contacto con distribución H (ver Definición 36). En este caṕıtulo
explicamos cómo a partir de la filtración en 0 ⊆ Γ(H) ⊆ Γ(TM) de los campos vectoriales
de M podemos inducir una filtración del álgebra de operadores diferenciales de M (ver
Definición 39). En la Sección 3.1 mostramos que dicha filtración proviene de establecer un
nuevo orden a los operadores diferenciales que llamaremos H−orden. En la Sección 3.2
asociamos a dicha filtración espacios de Sobolev apropiados que llamaremos H−espacios
de Sobolev. Finalmente en el Caṕıtulo 4 mostramos que en estos espacios los operadores
máximamente hipoeĺıpticos (Definición 50) inducen operadores Fredholm.
3.1. El H−Orden de los operadores diferenciales
Iniciamos definiendo lo que es un álgebra filtrada y un álgebra graduada.
Definición 38. Un álgebra A sobre un campo K se dice que es graduada si esta se puede
escribir como una suma directa A = ⊕∞k=0Ak de espacios vectoriales sobre K, tal que Ak·Al ⊆
Ak+l.
Definición 39. Un álgebra filtrada sobre un campo K es un álgebra (A, ·) sobre K, la cual
tiene una sucesión creciente {0} ⊆ F0 ⊆ F1 · · · ⊆ Fi ⊆ · · · ⊆ A de subespacios vectoriales de
A tales que A = ∪i∈NFi y es compatible con la multiplicación en el siguiente sentido: para
todo m,n ∈ N, Fm·Fn ⊆ Fn+m.
Sea H ≤ TM la distribución asociada a una variedad de contacto M , entonces los campos
vectoriales Γ(TM) están dotados de la filtración 0 ⊂ Γ(H) ⊂ Γ(TM). Como los campos
vectoriales generan el álgebra de operadores diferenciales Diff(M), la filtración 0 ⊂ Γ(H) ⊂
Γ(TM) induce una filtración natural en Diff(M). Para describir esta filtración definimos
un orden en Diff(M). Es posible generalizar los resultados de esta sección a operadores
diferenciales actuando entre haces vectoriales pero para hacer la presentación más simple
describimos las definiciones y resultados únicamente para operadores diferenciales actuando
en funciones.
Definición 40. Decimos que un campo vectorial X ∈ Γ(TM) distinto de 0 tiene H−orden
1 si X ∈ Γ(H), de lo contrario decimos que X tiene H−orden 2.
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Sean X1, · · · , Xk ∈ Γ(TM), el monomio X1 · · ·Xk tiene orden menor o igual a
∑k
l=1 d(l)
donde d(l) denota el H−orden del campo vectorial Xl. Con este orden se puede definir na-
turalmente una filtración en el álgebra de operadores diferenciales Diff(M), espećıficamente
Definición 41. El conjunto de los operadores diferenciales de H–orden menor o igual a l
es definido por
Diff l(M) := span
⋃
k∈N
{X1 · · ·Xk : X1, · · ·Xk ∈ Γ(TM)},
donde el monomio X1 · · ·Xk tiene orden menor o igual a l y span hace relación al generado
como C∞(M)−módulo.
Se puede ver que Diff l(M) es una filtración del álgebra de operadores diferenciales pues
Diff l(M) ·Diffk(M) ⊂ Diff l+k(M), y la siguiente proposición es cierta.
Proposición 3.15. Sea M una variedad diferencial y P un operador diferencial de orden l
entonces ∪lDiff l(M) = Diff(M).
Demostración. Veamos que ∪lDiff l(M) ⊆ Diff(M). Sea P ∈ ∪lDiff l(M), por definición se






para ciertos Aα ∈ C∞(M) y donde denotamos Xα := Xα00 · · ·Xα2n2n . Por definición de campo






















donde denotamos Dβ := ( ∂
∂xi
)β1 . . . ( ∂
∂xk
)βk y los bi son productos de las funciones ai y sus















donde nuevamente las funciones Bα,γ son productos de las funciones bi y sus derivadas y









Luego P ∈ Diff(M). La otra contenencia puede demostrarse de manera similar. 
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En [Erp, 2005] se describe cómo el śımbolo principal de un operador diferencial P es un
elemento del álgebra graduada asociada a esta filtración. Más expĺıcitamente, se muestra
que dicho śımbolo puede ser interpretado como una sección (p 7→ Pp) en el haz cuyo espacio
total es
⋃
p∈M Diff((THM)p) y cuya base es la variedad de contacto M . En este texto hacemos
una descripción local del śımbolo principal.
Definición 42. Sea p ∈ M fijo y sea ϕ : U ⊂ Rn → Ũ ⊂ M una carta local de M . Deci-
mos que la carta ϕ es H–compatible en p si sus coordenadas asociadas x0, x1, · · · , x2n
satisfacen que p ∈ Ũ y ∂
∂x1
|p, · · · , ∂∂x2n |p es una base de Hp.
Podemos usar cartas H–compatibles para definir el H–orden de un operador diferencial.
Definición 43. Dada ϕ : U ⊆ Rn → Ũ ⊆ M una carta compatible, el monomio Dα :=
∂α0
∂x0
· · · ∂α2n
∂x2n
tiene H–orden |α|H := 2α0 +
∑2
i=1 nαi.
Sea P : C∞(M)→ C∞(M) un operador diferencial cuya expresión local en las coordenadas
de ϕ está dada por Pf =
∑
αAα(x)D
αf. Definimos el H–orden de P en p como el máximo
H–orden de los monomios Dα para los cuales Aα(p) 6= 0 y lo denotamos H−orden en p.
Proposición 3.16. El H−orden de un operador diferencial P en p ∈M no depende de las
coordenadas H–compatibles usadas.
Demostración. Es suficiente mostrar que el monomio Dα, bajo cambio de coordenadas com-
patibles, se transforma en un operador diferencial del mismo orden en p. Sean x0, · · · , x2n


















































(yk2n) que es diferente de 0 en p. Como las coordenadas
y0, · · · , y2n son compatibles, el monomio Dα en las coordenadas x0, · · · , x2n es un operador
de su mismo orden en las coordenadas y0, · · · , y2n. 
Por definición de operador diferencial podemos garantizar que el orden de la Definición 43
es siempre finito. La siguiente definición no depende de las coordenadas compatibles usadas
como se enuncia en la Proposición 3.17.
Definición 44. Sea P : C∞(M)→: C∞(M) un operador diferencial de H−orden L. El H–
śımbolo principal del operador diferencial P es la sección de operadores diferenciales
Pp : C






donde |α|H := 2α0 +
∑2n
l=1 αl.
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Proposición 3.17. Sean P,Q : C∞(M)→ C∞(M) operadores diferenciales.
i) El H–śımbolo principal (Pp : C
∞((THM)p)p∈M → C∞((THM)p))p∈M de P no depende
de las coordenadas compatibles usadas para definirlo.
ii) Si (Pp : C
∞((THM)p)→ C∞((THM)p))p y (Qp : C
∞((THM)p)→ C∞((THM)p))p son
los H–śımbolos principales de P y Q respectivamente, entonces:
• El H–śımbolo principal del adjunto de P está dado por la familia de operadores(





• El H–śımbolo principal del adjunto de PQ está dado por la familia de operadores
(PpQP : C
∞((THM)p)→ C∞((THM)p))p .
• De manera similar al ı́tem anterior, el H–śımbolo principal de la suma P +Q es
la suma de los H–śımbolos principales
(Pp +QP : C
∞((THM)p)→ C∞((THM)p))p .
Demostración. Indicaremos tan sólo como probar el ı́tem i) pues el ii) es directo usando
coordenadas. Para probar i), recordemos que si ϕ : (W̃ ⊂ M) → (U ⊂ IRn) y ψ : (W̃ ⊂
M) → (U ⊂ IRn) son cartas definidas sobre abiertos de M , dos operadores diferenciales
P1 : C
∞(U) → C∞(U) y P2 : C∞(V ) → C∞(V ) son expresiones locales de un operador
diferencial P : C∞(M)→ C∞(M) restringido a W si y sólo si P1 = h∗P2h∗ donde h := ϕ−1◦ψ
y h∗ y h∗ fueron definidas arriba de la Definición 5. Usando este hecho vemos que σH(P1)p
y σH(P2)p definen el mismo operador diferencial en TpM pues el cambio de coordenadas en
TpM es h̃ := dhp que es lineal, y tenemos σH(P1)p = h̃∗σH(P2)ph̃
∗. 
3.2. H−Espacios de Sobolev
A lo largo de este caṕıtulo continuaremos trabajando con H ≤ TM una distribución y M
una variedad de contacto. En esta sección describimos los espacios de Sobolev compatibles
con el H–orden descrito en la Sección 3.1. Espećıficamente, para el orden clásico de los
operadores diferenciales se tiene que un operador P : C∞(M) → C∞(M) de orden k se
extiende continuamente a P : Wl(M) → Wl−k(M) donde Wl(M) denota el l–ésimo espacio
de Sobolev; además los espacios de Sobolev son los espacios de Banach donde los operadores
eĺıpticos son Fredholm y por tanto son un contexto apropiado (de operadores acotados) para
definir el ı́ndice. Análogamente un operador diferencial P : C∞(M)→ C∞(M) de H–orden
k se extiende continuamente a P : Wl(M) → Wl−k(M) donde Wl(M) denota el l–ésimo
H–espacio de Sobolev y más adelante veremos que un operador máximamente hipoeĺıptico
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induce un operador de Fredholm en los H–espacios de Sobolev. En esta tesis estudiamos la
fórmula en K–teoŕıa dada por [Erp, 2006] para el ı́ndice de estos operadores.
Nota: Recordemos que dados X0, · · · , X2n campos vectoriales de M , si α = (α0, · · · , α2n)




campos vectoriales asociados a coordenadas x0, · · · , x2n de M , entonces Dα := ∂
α0
∂x0
· · · ∂α2n
∂x2n
.
Recordemos que un difeomorfismo ϕ : U → V entre dos variedades U y V establece un
isomorfismo de álgebras ϕ∗ : C∞c (V )→ C∞c (U) definido por ϕ∗(f) := f ◦ϕ para f ∈ C∞(V ).
La inversa de ϕ∗ está dada por (ϕ∗)−1(g) := ϕ−1∗(g) = g ◦ ϕ−1. También dada una fun-
ción φ ∈ C∞c (M) induce un homomorfismo de álgebras de C∞(M) a C∞c (M) definido por
f 7→ (φf) para f ∈ C∞(M). La siguiente definición usa estos isomorfismos y homomorfismos,
es equivalente a la dada por Van -Erp en [Erp, 2006, pág 16].
Definición 45. Considere la tripleta {Uα, ψα, φα}α∈I constituida por {Uα}α∈I un recubri-
miento de abiertos de M , con {ψα : (Uα ⊂ Rn) → (Ũα ⊂ M)}α∈I un atlas de M aso-
ciado y {φα}α∈I una partición de la unidad subordinada. Supongamos además que dicha
tupla satisface que a cada α ∈ I podemos asociar X0,α, X1,α, · · · , X2n,α campos vectoria-
les definidos sobre el abierto Uα, tal que para todo p ∈ Uα tenemos que X0,α(p) /∈ Hp y
Span(X1,α(p), · · · , X2n,α(p)) = Hp. Dado un entero k, el H−espacio de Sobolev Wk(M)







para f ∈ C∞(M) y donde la norma del lado derecho de (3-1) es la norma de L2 de IRn.
En la Definición 45 podemos justificar la dependencia aparente del recubrimiento, el atlas,
la partición de la unidad y los campos vectoriales asociados, con el siguiente lema.
Lema 3.6. Sean {Uα, ψα, φα}α∈I y {Ũγ, ψ̃γ, φ̃γ}γ∈J y sean X0,α, X1,α, · · · , X2n,α campos vec-
toriales asociados a {Uα}α∈I y X̃0,γ, X̃1,γ, · · · , X2n,γ campos vectoriales asociados a {Ũγ}γ∈J
como en la definición 45. Entonces las normas definidas por (3-1) para las dos tuplas
{Uα, ψα, φα}α∈I y {Ũγ, ψ̃γ, φ̃γ}γ∈J y sus respectivos campos vectoriales son equivalentes.
Demostración. Como M es compacta podemos asumir que los conjuntos de ı́ndices I y J son
finitos. Denotaremos || · ||1,Wk la norma asociada a {Uα, ψα, φα}α∈I y a los campos vectoriales
X0,α, X1,α, · · · , X2n,α, y ||·||2,Wk denotará la norma asociada a {Ũγ, ψ̃γ, φ̃γ}γ∈J y a los campos
vectoriales X̃0,γ, X̃1,γ, · · · , X̃2n,γ. La demostración se realizará por inducción. Para k = 0 y
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|φ̃β(ψ̃β(y))f(ψ̃β(y))|2dy = ||f ||22,W0 .
Veamos ahora el caso general. Supongamos que las normas ||f ||2
1,Wk y ||f ||
2
2,Wk son equiva-
























Para estimar el segundo término, observe que dado un multi–́ındice β = (β0, · · · , β2n), para
cada multi–́ındice σ tal que |σ|H ≤ |β|H existen funciones Aσ,β,α definidas sobre Ũγ ∩ Uα
tales que en este abierto Xβα = X
β0


































































||ψ̃∗γ(φ̃Xσγ )|| ≤ ||f ||22,Wt+1 .
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Entonces tenemos que,





||ψ∗α(φαXβαf)||2 ≤ ||f ||22,Wt+1 + ||f ||22,Wt+1 .
Esto indica que para f ∈ C∞(M) existen constantes positivas C1 y C2 tales que
C2||f ||22,Wk ≤ ||f ||
2
1,Wk ≤ C1||f ||
2
2,Wk ,
lo que prueba la equivalencia de las normas. 
La siguiente proposición es un resultado que fue anunciado en la introducción de esta sección.
Proposición 3.18. Sea M una variedad de contacto. Entonces un operador diferencial P :
C∞(M)→ C∞(M) de orden d tiene una extensión continua de Wd+k(M) a Wk(M).
Demostración. Como en la Definición 45, sea {Uα, ψα, φα, X0,α, · · · , X2n,α} una tupla cons-
tituida de un recubrimiento abierto, cartas, una partición de la unidad y campos vecto-
riales asociados. Tomemos f ∈ C∞(M), para probar la proposición es suficiente ver que
||Pf ||Wk ≤ C||f ||Wk+d .











ciertas funciones Aγα : Uα → C

































































||f ||2Wk+d , lo que con las desigualdades anteriores finaliza la prueba. 
4 Operadores tipo Rockland en
variedades de contacto
Este Caṕıtulo describe el problema que resuelve [Erp, 2006]: encontrar una fórmula para el
ı́ndice de un operador tipo Rockland. En la Sección 4.1 rápidamente bosquejamos que son
operadores Rockland en el grupo de Heisenberg y referimos a literatura para mostrar que
coinciden con los operadores hipoeĺıpticos. En la Sección 4.3 definimos los operadores tipo
Rockland sobre una variedad de contacto y mostramos que inducen operadores de Fredholm
sobre los H–espacios de Sobolev. De este ı́ndice de Fredholm queremos estudiar una fórmula
en K–teoŕıa en los siguientes caṕıtulos.
4.1. Operadores de Rockland
A lo largo de esta sección trabajaremos con G un grupo de Lie compacto. Si H es un espacio
de Hilbert entonces B(H ) denota su álgebra de operadores acotados. Si no se hace ningu-
na aclaración consideramos la topoloǵıa fuerte sobre B(H ). Para empezar damos algunas
definiciones básicas de la teoŕıa de representaciones de G.
Definición 46. Una representación π de G sobre un espacio de Hilbert H es un homo-
morfismo continuo π : G → B(H ) con inversa acotada. Diremos que v ∈ H es un vector
suave de π si la función g 7→ π(g)v es una función C∞ de G a B(H ).
Una representación del álgebra de Lie g de G se define similarmente.
Proposición 4.19. Una representación π de G induce una representación dπ del álgebra
Lie sobre el espacio de vectores suaves Sπ ⊂H .
Demostración. Para X ∈ g el operador dπ(X) es definido por dπ(X)v = d
dt
|t=0etXv. Veamos
que esta aplicación es un morfismo de álgebras de Lie es decir que dπ([X, Y ]) = [dπX, dπY ] =
(dπX)(dπY )−(dπY )(dπX) en Sπ. Recordemos que estamos identificando el espacio tangente
en la identidad TeG de G con el álgebra de Lie g del grupo G; e
Xt es una notación para
el flujo del campo vectorial X en G, es decir eXt : R → G y d
dt
eXt = XeXt, en particular,
d
dt









|t=0etX(etY v)− ddt |t=0e
tY (etXv) = dπ([X, Y ])v 
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Hay una acción natural lineal de G sobre C∞(G), dada por r∗g(f)(h) := f(hg) para g, h ∈ G
y f ∈ C∞(G). Un operador es llamado invariante a derecha si es compatible con esta acción.
Definición 47. Un operador diferencial P : C∞(G) → C∞(G) sobre un grupo de Lie G es
llamado invariante a derecha si para todo g ∈ G y toda f ∈ C∞(G) si r∗g(Pf) = Pr∗g(f).
La siguiente definición es una propiedad importante que tienen ciertos operadores, como por
ejemplo los operadores eĺıpticos.
Definición 48. Un operador diferencial P sobre una variedad M es hipoeĺıptico, si para
cada distribución u sobre M , si Pu es suave sobre un conjunto abierto U ⊂ M , entonces u
es C∞ en U .
En general, saber si un operador es hipoeĺıptico directamente de la definición seŕıa un
problema dif́ıcil, pero en el caso del grupo de Heisenberg tenemos una caracterización de
estos como operadores de Rockland.
Definición 49. Un operador Rockland sobre el grupo de Heisenberg IH es un operador
diferencial P que es invariante a derecha, homogéneo y tiene la propiedad que dπ(P ) es
inyectiva sobre el espacio de vectores suaves Sπ para cada representación unitaria irreducible
π de IH.
Sean X0, X1, · · · , X2n los campos vectoriales generadores del álgebra de Lie h del grupo
de Heisenberg IH definidos en el Ejemplo 19. Un ejemplo de operador de Rockland es el





A lo largo de esta tesis asumimos los resultados del siguiente teorema que pueden consultarse
en la tesis [Birindelli and Cutri, 1995] y [Vieneri, 2012].
Teorema 11. ∆ es un operador diferencial de Rockland y autoadjunto.
Como lo hab́ıamos anunciado previamente ser hipoeĺıpticos y ser Rockland es lo mismo
en el grupo de Heisenberg.
Teorema 12. [Helfer and Nourrigat, 1979] Un operador homogéneo invariante a derecha
sobre el grupo de Heisenberg IH es hipoeĺıptico si y solo si es un operador Rockland.
Una posible demostración del Teorema 12 se basa en la construcción de una parametrix
apropiada. Sin embargo los detalles de esta construcción están fuera del interés directo de
esta tesis. La tesis de maestŕıa [Vieneri, 2012] contiene una buena introducción que señala
los fundamentos necesarios que debe comprender alguien no experto en el tema.
A lo largo de esta tesis asumiremos los siguientes dos resultados acerca de los operadores
de Rockland.
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Teorema 4.1. Sea P un operador de Rockland. Entonces:
i) Las potencias enteras de P y el adjunto formal P ∗ son operadores Rockland.
ii) Se cumple la siguiente estimación
||u||Wd ≤ C(||Pu||+ ||u||)
donde u ∈ C∞(H).
La prueba del Teorema 4.1 puede ser consultada en [Fischer and Ruzhansky, 2016]. En la
siguiente sección usaremos las propiedades i) y ii) del teorema para probar que los operadores
tipo Rockland en variedades de contacto inducen operadores de Fredholm sobre los H–
espacios de Sobolev.
4.2. Consecuencias de la desigualdad apriori
En esta sección mostraremos algunas consecuencias de la condición ii) del Teorema 4.1 a
nivel del análisis de operadores no acotados en espacios de Hilbert.
Definición 50. Diremos que un operador diferencial P : C∞(M)→ C∞(M) es un opera-
dor que satisface la desigualdad a priori si satisface
||u||Wd ≤ C(||Pu||+ ||u||), (4-1)
para u ∈ C∞(M).
En [Erp, 2006] también se denomina estos operadores máximamente hipoeĺıpticos.
El Teorema 4.1 implica que todo operador de Rockland satisface la desigualdad a prio-
ri.
La cerradura de C∞(M) con respecto a la norma ||·||W0 es un espacio de Hilbert que denotare-
mos L2(M). Estudiaremos los operadores diferenciales de M como operadores no acotados en
L2(M), nos basaremos en la teoŕıa de estos operadores descrita en [Reed and Simon, 1981].
Empecemos observando que todo operador diferencial de M es densamente definido en
L2(M).
Proposición 4.20. Si P : C∞(M) → C∞(M) es un operador diferencial de orden d que
satisface la desigualdad apriori. Entonces la norma || · ||Wd y la norma u 7→ (||Pu|| + ||u||)
son equivalentes en C∞(M).
Demostración. Por definición de operadores que satisfacen la desigualdad a priori, tenemos
que se satisface ||u||Wd ≤ ||Pu|| + ||u|| para todo u ∈ C∞(M). Por otro lado, invocando la
Proposición 3.18, ||Pu||+ ||u|| ≤ ||u||Wd + ||u|| ≤ ||u||Wd . 
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Proposición 4.21. Si P : C∞(M) → C∞(M) es un operador diferencial que satisface la
desigualdad a priori entonces es cerrable en L2(M) y su cerradura tiene dominio Wd(M).
Demostración. Como d > 0 es el caso interesante, tenemos que ||u|| ≤ ||u||Wd , lo que implica
que podemos pensarWd(M) como un sub–espacio de L2(M). Ahora bien, la Proposición 3.18
nos garantiza que P está definido sobreWd(M). Veamos que sobre este dominio P es cerrado,
es decir que {(u, Pu) : u ∈ Wd(M)} es cerrado en L2(M) × L2(M). Sea (un, Pun) una
sucesión convergente en L2(M) × L2(M) entonces la sucesión ||un|| + ||Pun|| es de Cauchy
y por la Proposición 4.20 esto significa que un es convergente en la norma || · ||Wd . Si v :=
ĺımn→∞ un ∈ Wd entonces la continuidad de P dada por la Proposición 3.18 nos garantiza
que ĺımn→∞ Pun = Pv existe. Esto muestra que (un, Pun) → (v, Pv) ∈ {(u, Pu) : u ∈
Wd(M)}. 
Recordemos que en la Definición 45 los H–espacios de Sobolev fueron definidos como la
cerradura de C∞(M) bajo la norma (3-1). A continuación mostraremos que es posible definir
los espacios de Sobolev a través de espacios naturalmente asociados a las derivadas distri-
bucionales. Con el propósito de hacer la presentación más completa incluimos parte de la
teoŕıa de espacios de Sobolev en IRn, teoŕıa que usaremos en el contexto de los H–espacios
de Sobolev.
Basados en [Evans, 2010, Appendix C] empezamos resumiendo algo de la teoŕıa de mo-
llifiers que nos tomamos la confianza de traducir como mitigadores. Llamamos mitigador
standard de IR a la función
η(x) :=
{
Cexp( 1|x|2−1) si |x| < 1
0 si |x| ≥ 1.
(4-2)
Función que usamos para definir ηε(x) :=
1
εn
η(x). En la definición (4-2) escogemos la cons-
tante C de modo que
∫
IRn
ηεdx = 1 y de modo que el soporte de ηε esté contenido en la bola
B0(ε).
Definición 51. La mitigación de una función localmente integrable f : U → IR es la
familia de funciones fε := ηε ∗ f definida en Uε := {x ∈ U : dist(x, ∂U) > ε}.
El siguiente teorema contiene las propiedades básicas de la mitigación de una función
localmente integrable f : U → IR, su demostración puede encontrarse en [Evans, 2010,
Appendix C].
Teorema 13. Sea f : U → IR una función localmente integrable. Su mitigación satisface
las siguientes propiedades:
i) fε ∈ C∞(Uε).
ii) fε → f cuando ε→ 0.
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iii) Si f ∈ C(U), entonces fε tiende a f uniformemente en subconjuntos compactos.
iv) Si 1 ≤ p <∞ y f ∈ Lploc(U) entonces fε tiende a f en L
p
loc(U).
La siguiente proposición caracteriza los H–espacios de Sobolev como distribuciones en L2
cuyas derivadas tienen buenas propiedades.
Proposición 4.22. Sea P un operador diferencial que satisface la desigualdad a priori. Si
u, v ∈ L2 y Pu = v débilmente, entonces u está en el dominio de la clausura de P y Pu = v.
En otras palabras Wd(M) := Dom(P ) = {u ∈ L2 : Pu ∈ L2}.
Demostración. Denotemos Ω := {u ∈ L2 : Pu ∈ L2}. Sea u ∈ Wd(M). Entonces el funcional
v 7→ 〈u, Pv〉 de C∞(M) a IR es continuo pues |〈u, Pv〉| ≤ ||u|| · ||Pv|| ≤ C||v|| · ||u|| donde
usamos la continuidad de P que establece la Proposición 3.18. Esto prueba que Pu ∈ L2 y
por tanto que u ∈ Ω.
Sean {Uα, ψα, φα}α∈I y X0,α, X1,α, · · · , X2n,α campos vectoriales asociados como en la De-
finición 45 de H–espacio de Sobolev. Sea u ∈ Ω, si uε denota la mitigación de u entonces
el Teorema 13 garantiza que uε tiende a u en la norma L
2. A continuación mostramos que
uε tiende a u en la H–norma de Sobolev. En [Evans, 2010, Página 251] se muestra que
Dαuε = (D





σ para ciertas funciones


























σu− (Dσu)ε)||2 ≤ C||Dσu− (Dσu)ε||.
Se puede ver que el último término tiende a 0 y por tanto uε tiende a u en Wd(M). 
Lema 4.7. Sea D un operador diferencial simétrico de orden d que satisface la desigualdad
a priori. Entonces D es esencialmente auto–adjunto.
Demostración. Por definición de operador esencialmente autoadjunto debemos mostrar que
la cerradura de D : C∞(M)→ L2(M) es igual al dominio de su adjunto D∗,
Dom(D∗) := {u ∈ L2(M) : v 7→ 〈u, Pv〉 es acotada en la norma L2}.
La Proposición 4.21 nos dice que Dom(D) = Wd(M). La Proposición 4.22 asegura que
Dom(D∗) =Wd(M) y por tanto Dom(D∗) =Wd(M) = Dom(D). 
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A continuación seguiremos trabajando con un operador diferencial simétrico D que satis-
face la desigualdad apriori y mostraremos que D es Fredholm.
Teorema 14. Sea D un operador diferencial simétrico de orden d que satisface la desigualdad
a priori. Entonces la clausura de D es Fredholm.
Demostración. ComoD es autoadjunto i está en la resolvente deD y podemos hablar de (D+
i)−1 como un operador acotado de L2(M) a Wd(M) ⊆ W d/2(M) (donde W d/2(M) denota
el espacio de Sobolev clásico). Por el teorema de Rellich (ver por ejemplo [Gilkey, 1984]), la
función inclusión W d/2(M) ↪→ L2(M) es compacta. Aśı que la resolvente (D + i)−1 es un
operador compacto de L2(M) a L2(M). Esto implica que D es un operador de Fredholm
pues D(D + i)−1 = I − i(D + i)−1, muestra que (D + i)−1 es un inverso esencial de D. 
4.3. Operadores tipo Rockland
En esta sección mostraremos que un operador con operadores modelo tipo Rockland es
Fredholm. En la definición de estos operadores hacemos uso de la definición de H–śımbolo
principal (ver Definición 43).
Definición 52. Sea P un operador diferencial de M . Decimos que P es tipo Rockland si todos
los operadores Pp : C
∞((THM)p)→ C∞((THM)p) que componen su H–śımbolo principal son
Rockland.
En el art́ıculo [Erp, 2006] a estos operadores se les llama operadores modelo tipo Rockland.
Nuestro siguiente objetivo es ver que un operador tipo Rockland es un operador que satis-
face la desigualdad apriori (ver Definición 50). Para ello necesitamos algunas proposiciones
técnicas.
Proposición 4.23. Sean f y g funciones continuas reales acotadas tales que 0 ≤ f ≤ g y
sea A : H → H un operador autoadjunto actuando en el espacio de Hilbert H . Entonces
||f(A)u|| ≤ ||g(A)u|| para todo u ∈H .
Demostración. El teorema espectral (ver [Reed and Simon, 1981, Corolario, página 227]) ga-
rantiza que existe un espacio medible finito (M,µ) y una función medible F : M → IR esen-
cialmente acotada tal que A es unitariamente equivalente a multiplicar por F las funciones
L2(M,µ). Entonces existe U : L2(M,µ) → H un operador unitario tal que U∗AUv = Fv.





|g(F (y))U∗v(x)|2dµ = ||g(A)v||2.

Lema 4.8. Sea ∆ el sub-laplaciano sobre el grupo de Heisenberg IH. La H−norma de Sobolev
||u||Wk es equivalente a la norma ||u||k := ||(∆ + 1)
k
2u|| para u ∈ C∞c ( IH).
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Demostración. Sea u ∈ C∞c ( IH). Si k = 2m, se tiene que ||(∆ + 1)mu|| ≤ C||u||W2m , pues
(∆ + 1)m tiene H-orden 2m y es continua de W2m(M) a W0(M) = L2(M). Veamos ahora
que ||u||Wk ≤ K||(∆ + 1)mu||. En efecto,
||u||Wk ≤ C(||∆mu||+ ||u||) esto por (3-1) ,
≤ C(||u||+ ||(1 + ∆2m)
1
2u||) esto pues 1 ≤ (1 + x2)
1
2 y Proposición 4.23,
≤ C2||(1 + ∆2m)
1
2u|| esto pues x ≤ (1 + x2)
1
2 y Proposición 4.23,
≤ C2||(∆ + 1)mu|| esto pues, para x > 0, (1 + x2m)1/2 ≤ (1 + x)m y Proposición 4.23
Ahora, si k = 2m + 1, y X0, · · · , X2n son los campos vectoriales generadores del álgebra
de Lie de IH como en el Ejemplo 19. Como X0 = [Xi, Xi+n] se tiene que ||X0u||2W2m−1 ≤∑2n



















||Xiu||2W2m = 〈(∆ + 1)u, u〉W2m = ||(∆ + 1)
1
2u||2W2m
≤ ||(∆ + 1)m(∆ + 1)
1
2u||2,
donde en la última desigualdad usamos el hecho que la desigualdad ya hab́ıa sido probada
en el caso par. Falta ver que ||(∆ + 1) 2m+12 u|| ≤ ||u||W2m+1. Tenemos que ||(∆ + 1)
2m+1
2 u||2 =
||(∆ + 1)m(∆ + 1)1/2u||2 ≤ ||(∆ + 1)1/2u||2W2m = 〈(∆ + 1)u, u〉W2m =
∑2n
i=1 ||Xiu||W2m +
||Xiu||W2m ≤ ||Xiu||W2m+1 . 
La siguiente proposición es otra herramienta técnica.
Proposición 4.24. Sea k ≥ 1. Para cada ε > 0 existe c > 0 tal que la siguiente desigualdad
es válida para x > 0
(1 + x2)
k−1
2 ≤ ε(1 + x)
k
2 + c.
Demostración. La función f(x) := (x + 1)
k−1
2 − ε(x + 1) k2 tiende a −∞ cuando x → ∞ y
por tanto es acotada. Aśı que podemos definir K := máx{f(x) : f(x) ≥ 0, x ∈ [0,∞]} y si
tomamos C = K + 1 se obtiene el resultado. 
El siguiente resultado es consecuencia de la proposición 4.24 y la Proposición 4.23.
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Corolario 4.2. Sea k ≥ 1. Para cada ε > 0 existe un c > 0 tal que,
||u||Wk−1 ≤ ε||u||Wk + c||u||
El siguiente lema es un resultado análogo al anterior para variedades de contacto.
Lema 4.9. Sea (M,H) una variedad de contacto, para todo k ∈ N y para todo ε > 0,existe
c > 0 tal que para u ∈ C∞(M),
||u||Wk−1 ≤ ε||u||Wk + c||u||.
Demostración. Considere la tripleta {Uα, ψα, φα}α∈I como en la Definición 45. Supongamos
además que ψα satisface que ψ
∗
α(θ IH) = θ donde θ IH es la estructura de contacto del grupo
de Heisenberg IH y θ la estructura de contacto de M y definamos los campos vectoriales
Xi,α := ψ
∗
α(Xi) donde X1, · · · , X2n+1 son los campos vectoriales definidos en el Ejemplo 19.
Se tiene que bajo estas circunstancias dada u ∈ C∞c (Uα) ||u||Wd(M) = ||ψ∗αu||Wd( IH).












≤ ε||u||Wk + c||u||.

Ahora usamos el Lema 4.9 para mostrar lo anunciado: que un operador tipo Rockland
satisface la desigualdad a priori.
Teorema 15. Sea (M,H) una variedad de contacto compacta y sea P un operador diferencial
tal que todos sus operadores modelo Pm son Rockland, entonces P satisface
||u||Wd ≤ C(||Pu||+ ||u||).
para todo u ∈ C∞(M).
Demostración. Sea m ∈ U , donde U . Por definición, los operadores Pm del H–śımbolo prin-
cipal actuan sobre funciones u ∈ C∞c (TmM) y como son Rockland satisfacen la desigualdad
apriori, aśı que tenemos
||u||Wd ≤ C(||Pmu||+ ||u||).
Queremos usar este resultado para obtener la prueba del teorema, aśı que necesitamos compa-
rar los operadores P y Pm que en principio actuan sobre espacios diferentes. Con la notación
del lema anterior vimos que si u ∈ C∞c (Uα) entonces ||u||Wd(M) = ||ψ∗αu||Wd( IH). El isomorfismo
ψ∗α de hecho permite identificar operadores como vimos en la prueba de la Proposición 3.17.
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Espećıficamente, ψ∗α : C
∞
c (Ũα) → C∞c (Uα) identifica un operador P : C∞(Ũα) → C∞(Ũα)
con el operador (ψ∗α)
−1Pψ∗α : C
∞
c (Uα)→ C∞c (Uα). Por otro lado si identificamos el grupo de
Heisenberg IH con IR2n+1 entonces tenemos una identificación natural de Tm IH y IH. Via todas
estas identificaciones podemos pensar que Pm actua sobre C
∞(Uα). De hecho, esperamos que
el trabajo en coordenadas haga evidentes estas identificaciones.
Sea (x0, · · · , x2n) coordenadas de U con x = 0 en m, se tiene
P = Pm +
∑
xjQj + S
donde los Qj son operadores diferenciales de orden d y S es un operador diferencial de orden
d − 1. Supongamos que la función u tiene soporte en una bola de radio |x| ≤ ε (la norma
puede ser la usual en IR2n+1). Sea
||Pmu|| − ||Pu|| ≤ ||(Pm − P )u||









≤ C(ε||u|||Wd + ||u||Wd−1),
con C independiente de ε. Ahora
||u||Wd ≤ C(||Pmu||+ ||u||)
≤ C(||Pu||+ ||u||) + C(||Pmu|| − ||Pu||)
≤ C(||Pu||+ ||u||) + C1ε||u|||Wd + C||u||Wd−1
≤ C(||Pu||+ ||u||) + C1ε||u|||Wd + ε||u||Wd + C||u||.
Restando se obtiene,
||u||Wd − C1ε||u||Wd − ε||u||Wd = (1− C1ε− ε)||u||Wd ≤ 2C(||Pu||+ ||u||).
Tomando ε tal que (1−C1ε− ε) > 0 da una estimación para funciones suaves soportadas en
una ε vecindad de m, para ε lo suficientemente pequeño. Para obtener un resultado global,
es posible elegir un cubrimiento abierto finito Vj de M tal que la estimación anterior se vale
para cada Vj. Usando particiones de la unidad se puede terminar de probar el Teorema. 
Finalmente podemos probar el teorema que define el problema del ı́ndice que queremos
estudiar.
Teorema 16. Sea P un operador diferencial tipo Rockland. Entonces P es de Fredholm.
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Demostración. El Teorema 4.1 y la Proposición 3.17 implican que P ∗ es tipo Rockland.
Por tanto el Teorema 15 implica que P y P ∗ satisfacen la desigualdad apriori. De donde se





satisface la desigualdad a priori y es simétrico. Lo
que implica que D es Fredholm, hecho del cual se puede deducir que P también debe ser
Fredholm. 
Como se dijo en la introducción el propósito de esta tesis es estudiar la expresión en
K–teoŕıa, dada en [Erp, 2006], para el ı́ndice de Fredholm de los operadores tipo Rockland.
5 Grupoide Parabólico Tangente
Nuestro objetivo en este caṕıtulo es definir el Grupoide Parabólico Tangente. Este grupoide
es relevante en nuestro estudio porque representa una deformación del grupoide THM en
el grupoide M × M . Como explicamos en la introducción, el H–śımbolo principal de un
operador tipo Rockland P induce naturalmente un elemento en [σH(P )] ∈ K0(C∗(THM))
la K–teoŕıa de la C∗–álgebra asociada al grupoide THM (ver Caṕıtulo 6.4) y el grupoi-
de parabólico tangente permite establecer un homomorfismo Indtop entre K0(C
∗(THM)) y
K0(C
∗(M ×M)) 'ZZ, el propósito de esta tesis es entender que Ind(P ) = Indtop[σH(P )] (ver
Caṕıtulo 6).
Recordemos que THM es un haz principal de grupos de Heisenberg (ver Proposición 2.14).
Empecemos explicando que THM es un grupoide cuyo conjunto de flechas componibles
G(2)(THM) es igual al conjunto de parejas de elementos de THM que están en la misma
fibra de THM . La composición de u, v ∈ (THM)x está dada por u · v donde aqúı · denota la
composición del grupo de Heisenberg (THM)x.
En el contexto netamente algebraico la unión disyunta de grupoides es un grupoide pues
si {Gt} es una familia disyunta de grupoides, entonces su unión es nuevamente un grupoide
cuyas flechas componibles son precisamente la unión disyunta de las flechas componibles de
cada grupoide Gt. El grupoide parabólico tangente THM desde el punto de vista netamente
algebraico es la unión disyunta de los grupoides THM y (M ×M)× (0, 1] donde pensamos
M ×M × (0, 1] como la unión disyunta de grupoides
⋃
t∈(0,1]M ×M × {t}.
A continuación queremos dotar el grupoide parabólico tangente de un atlas (de una variedad
con frontera) que lo constituya en un grupoide suave. Las cartas sobre (M ×M)× (0, 1] son
las del producto Cartesiano de variedades diferenciales. Para construir las cartas sobre THM
vamos a entender más profundamente la estructura de grupoide de TH IH.
5.1. El Grupoide parabólico tangente del grupo de
Heisenberg
En esta sección dotamos al grupoide parabólico tangente TH IH := TH IH ∪ ( IH× IH× (0, 1])
de una estructura diferencial que será el modelo local de TM .
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Sea α la acción del grupo de Heisenberg IH sobre B := IH × [0, 1] dada de la siguiente
manera, sea g ∈ IH
α(g)(p, s) := (δs(g)p, s) para g, p ∈ IH, s ∈ [0, 1]
aqúı δs denota la dilatación de IH que corresponde al álgebra graduada, δs(x, y, t) := (sx, sy, s
2t).
Recordemos que toda acción de un grupo genera un grupoide. En el caso de α y B este
grupoide suave lo podemos describir de la siguiente manera. Denotemos al grupoide asocia-
do a la acción α como Boα IH. Si representamos este grupoide del modo destino–flecha–origen,
tenemos que es el conjunto de tripletas (b′, g, b) ∈ B × IH× B con b′ = α(g)b donde la com-
posición en el grupoide viene dada de la forma (b
′′
, g′, b′)(b′, g, b) = (b′′, g′g, b). En realidad
en este contexto no es necesario guardar información sobre el origen,el destino y flecha. En
nuestro caso, para análisis geométricos suprimimos el destino B oα IH será visto como la
variedad con frontera B × IH ' IH× IH× [0, 1] (representación origen–flecha).
Proposición 5.25. Tenemos los siguientes isomorfismos canónicos de grupoides:
i) El grupoide {(b′, g, b) ∈ Boα IH : b = (h, t) ∈ IH× (0, 1] } es isomorfo al grupoide par.
ii) El grupoide {(b′, g, b) ∈ Boα IH : b = (h, 0) ∈ IH× [0, 1] } es isomorfo al grupoide IH× IH
cuyas funciones origen y destino son ambas iguales a ρ1 : IH × IH → IH, la proyección
en la primera componente. Este último grupoide es isomorfo a T IH usando la base del
álgebra de Lie de IH introducida en el Ejemplo 19.
Demostración. Para IH × IH × {t} ⊂ B oα IH las representaciones origen–destino y origen–
flecha son equivalentes, en otras palabras si conocemos el origen y el destino para este
grupoide conocemos la flecha (cosa que no pasa en otros grupoides como TM por ejemplo).
Cualquier grupoide con esta propiedad es el grupoide par. El isomorfismo para el ı́tem i) es
(u, g, v) 7→ (u, v) y es importante recalcar que g := δ1/s(uv−1). El isomorfismo del ı́tem ii) está
dado por (p, (q0, · · · , q2n)) 7→
∑
i=0 qiXi(p) para (p, (q0, · · · , q2n)) ∈ IH× IH y X0, · · · , X2n. 
Usando las identificaciones de la Proposición 5.25, podemos decir que algebraicamente el
grupoide B oα IH se descompone como unión disyunta de grupoides,
B oα IH = (
⋃
p∈ IH
IHp) ∪ ( IH× IH× (0, 1]),
donde IHp = {((p, 0), g, (p, 0)) : g, p ∈ IH} es justamente una copia del grupo IH y hay uno
para cada p ∈ IH. El grupoide IH× IH× {0} ⊂ B oα IH no es el grupoide par, de hecho cada
una de sus flechas tienen el mismo origen y destino, esto es lo mismo que pasa con TH y no
es una casualidad.
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Proposición 5.26. Los grupoides B oα IH ' IH × IH × [0, 1] y TH IH son canónicamente
isomorfos.
Demostración. Un morfismo entre grupoides es una función entre sus flechas que es compa-
tible con la composición. En nuestro caso definimos ψ : IH × IH × [0, 1] → TH IH la función
dada por
ψ(u, v, t) =
{
(u, u · δt(u−1v), t) si t > 0.∑2n
i=0 uiXi(v) ∈ Tv IH.
. (5-1)
Claramente es un morfismo de grupoides pares para t > 0. Si t = 0 recordemos que (p, q, 0)
en IH× IH× [0, 1] (en la representación flecha–origen) representa la tripleta ((p, 0), q, (p, 0)) .
Tenemos que
ψ((p, q, 0) · (p, q′, 0)) = ψ(((p, 0), q, (p, 0)) · ((p, 0), q′, (p, 0)))
= ψ(((p, 0), qq′, (p, 0))) = qq′ = ψ(((p, 0), q, (p, 0))) · ψ((p, 0), q′, (p, 0))).

Consideramos la función ψ : IH× IH× [0, 1]→ TH IH definida en (5-1) una carta global del
grupoide TH IH. Para construir a partir de ψ un atlas para THM usamos el siguiente lema
técnico.
Lema 5.10. Sea ϕ : (U ⊂ IH) → (V ⊂ IH) una carta compatible tal que ϕ(0) = 0, Dϕ0 = I




Demostración. Sean X0, · · · , X2n los campos vectoriales de IH explicados en el Ejemplo 19.
Denotemos X̃i := ϕ∗(Xi) y sea v ∈ IR2n+1 c la curva integral de
∑2n





(X̃i)(0). Como Xi − X̃i ∈ Γ(H) entonces ∂∂xj (Xi − X̃i) ∈ Γ(H). Esto implica que











X̃i a N :=
T IH
H
son iguales. Ahora bien, por






Xj] = 0. Lo que implica que [c
′′(0)] = 0. Como
a(t) := vt es la curva integral del campo
∑
i viXi con condiciones iniciales a(0) = 0, se tiene
que c(t) = ϕ(vt) y por tanto la componente en ∂
∂x0
















x̃0. Como (v0, v1, v2) son arbitrarios hemos probado el lema.

La siguiente proposición nos asegura que la colección de todas las cartas compatibles
ϕ : (U ⊂ IH)→ (V ⊂ IH) induce el atlas de las cartas ϕ̃ = Dϕ ∪ (ϕ× ϕ) : TU ∪ (U × U)→
TV ∪ (V × V ) de TH IH.
Proposición 5.27. Sea ϕ : (U ⊂ IH)→ (V ⊂ IH) una carta compatible de IH y sea ψ la carta
global considerada en (5-1). Entonces ψ−1ϕ̃ψ es una función suave.
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Demostración. Para hacer la demostración más ilustrativa consideraremos el caso IH = IR3.
Es fácil ver de la definiciones de ψ y ϕ̃ que ψ−1ϕ̃ψ(u, v, t) = (ϕ(u), ϕ(u)δ1/t(ϕ(vδt(u
−1v)ϕ(u)−1), t)
Si O es una función ortogonal de IH = IR2n+1 entonces Oϕ puede ser considerada una carta
compatible si consideramos la 1–forma θU(X) := θ(ODϕ) sobre el abierto U . Similarmente
si T es una traslación. Esto implica que para mostrar la suavidad de esta función podemos
asumir sin pérdida de generalidad que 0 ∈ U ∩ V , ϕ(0) = 0, Dϕ0 = I y u = 0. En estas
condiciones




















































































Donde el último ĺımite en el cálculo es 0 pues ∂
2
∂xj∂xi
ϕ0 = 0 por el Lema 5.10. 
5.2. El grupoide parabólico tangente de una variedad de
contacto
Sea M una variedad de contacto. Definimos su grupoide parabólico tangente como la unión
disyunta de grupoides
THM := THM ∪ (M ×M × (0, 1]).
Lo dotamos del atlas de {Dϕ ∪ (ϕ × ϕ) : ϕ es una carta compatible}. La condición de
compatibilidad de este atlas está dada por la Proposición 5.27.
6 Índice Topológico
En este caṕıtulo usamos el grupoide parabólico tangente THM para deformar elementos
de K0(C
∗(THM)) en elementos de K0(C
∗(M ×M)) y mostramos que este último grupo es
isomorfo a los enteros ZZ. Lo anterior define el ı́ndice topológico, el homomorfismo Indtop :
K0(C
∗(THM))→ K0(C∗(M ×M)) 'ZZ.
6.1. La K–teoŕıa de los compactos
Recordemos que los operadores compactos K de un espacio de Hilbert separable H con-
forman un ideal de la C∗–álgebra de operadores acotados, por tanto son en śı mismos una
C∗–álgebra. En esta sección mostramos que la C∗–álgebra del grupoide par C∗(M ×M) es
isomorfa a K y calculamos su K–teoŕıa.
Sea g una métrica Riemanniana para M . Entonces su forma volumen induce en M × M
el sistema de Haar {δm × dvolg}m∈M donde δm denota la distribución delta de Dirac en m.





Recordemos que las operaciones involución y producto en el grupoide par están dadas por




f ∗(x, y) = f(x, y)





donde identificamos Gy = {y} × M con M . Se tiene entonces que πy(K) = PK es inde-
pendiente de y ∈ M . Como ||πy(K)|| = ||PK ||, hemos probado que ||K||C∗γ(G) = ||PK ||. Esto
último permite extender el homomorfismo inyectivo K 7→ PK de C∞(M×M) a C∗(M×M).
Finalmente como la cerradura de los operadores tipo traza con respecto a la norma de opera-
dores es igual a los operadores compactos, tenemos que K 7→ PK es un isomorfismo canónico
de C∗(M ×M) a K(L2(M, dvolg)).
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Nuestro siguiente paso es calcular la K–teoŕıa de los operadores compactos K. Para esto
usamos la estabilidad de K.
Definición 53. Una C∗−álgebra A se dice que es estable cuando A⊗K ∼= A
La siguiente proposición es probada por ejemplo en [Wegge-Olsen, 1993].
Proposición 6.28. se tiene que,
K es estable, es decir K ⊗K ∼= K.
Cuando A es estable A ∼= Mn(A) para todo n.
Ahora podemos calcular el semigrupo V (K(H )). Como H es un espacio de Hilbert sepa-
rable, por la proposición anterior tenemos que Mn(K(H )) ∼= K(H ). En K(H ) cada proyec-
ción es de dimensión finita y dos proyecciones en K(H ) son equivalentes cuando sus rangos
tienen la misma dimensión. Es fácil ver que hay una clase por cada natural. De lo anterior se
puede deducir un isomorfismo de V (K(H )) a IN y por tanto K0(C∗(M×M)) ' K0(K) 'ZZ.
6.2. La C∗–álgebra del grupoide parabólico
Recordemos que el grupoide parabólico tangente THM es localmente difeomorfo como
grupoide al grupoide parabólico tangente TH IH del grupo de Heisenberg IH. Más aún, una
carta global para este grupoide está dada por ψ : IH× IH× [0, 1]→ TH IH
ψ(u, v, t) =
{
(u, u · δt(u−1v), t) si t > 0.∑2n
i=0 uiXi(v) ∈ Tv IH.
.
Sea {δm × dvolg} un sistema de Haar par el grupoide par H×H. Veamos que el sistema de
Haar {δm × t2n+2dvolg} sobre IH× IH× (0, 1] induce un sistema de Haar en IH× IH× [0, 1] y








Es posible mostrar que {δm × dvolg} ∪ {µ} es un sistema de Haar para TH IH y que este
sistema de Haar induce un sistema de Haar sobre THM .
Dado un sistema de Haar sobre THM podemos construir su C∗–álgebra reducida C∗(THM).
Como el grupoide THM es una unión disyunta de grupoides cada elemento de Q ∈ C∗(THM)
define una familia {Qm}m∈M∪{Qt}t∈(0,1] de elementos Qm ∈ C∗(THMm) y Qt ∈ C∗(M×M).
Como vimos anteriormente C∗(M × M) es isomorfo a los operadores compactos K. En
[Erp, 2005, Lemma 84, Proposition 87 ] se dan las condiciones necesarias y suficientes para
que una familia {Qm}m∈M ∪ {Qt}t∈(0,1] defina una elemento en C∗(THM).
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6.3. El ı́ndice topológico
La inclusión i : THM → THM induce un homomorfismo i∗ : C∞(THM)→ C∞(THM) de-
finido por i∗(f) = f◦i que a su vez induce un homomorfismo de C∗–álgebras i∗ : C∗(THM)→
C∗(THM) que finalmente induce el homomorfismo restricción i : K0(C
∗(THM))→ K0(C∗(THM)).
Proposición 6.29. El kernel de i∗ : C∗(THM)→ C∗(THM) es contraible.
Demostración. Ker(i∗) = C0((0, 1]× (M ×M)). Para ver que esta última C∗–álgebra es con-
traible considere la homotoṕıa F : C0((0, 1]×(M×M))× [0, 1]→ C0((0, 1]×(M×M)) dada
por F (f, t)(m,n, s) = f(st,m, n) entonces F (f, 1)(m,n, s) = f(m,n, s) y F (f, 0)(m,n, s) =
0. 
Como consecuencia de la anterior proposición tenemos que Kl(C
∗((0, 1]× (M ×M)))) = 0
para l = 1, 2, lo que nos permite deducir el siguiente corolario.
Corolario 6.3. Los homomorfismos restricción i : Kl(C
∗(THM)) → Kl(C∗(THM)) para
l = 1, 2 son isomorfismos de grupos.
Demostración. La sucesión exacta corta
0 −−−→ C∗((0, 1]× (M ×M)) j−−−→ C∗(THM)
i∗−−−→ C∗(THM) −−−→ 0





i←−−− K1(C∗(THM)) ←−−− 0
El diagrama anterior implica el corolario. 
Si q : K0(C
∗(M × M)) → ZZ denota el isomorfismo definido en la Sección 6.1 y r :
K0(C
∗(THM)) → K0(C∗(M ×M × {1})) es el homomorfismo restricción, el siguiente dia-
grama conmutativo define el ı́ndice topológico.
K0(C
∗(THM))




Es decir IndTop = q ◦ r ◦ i−1.
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6.4. Fórmula en K–teoŕıa para el ı́ndice
En este caṕıtulo damos una idea de cómo todo operador diferencial tipo Rockland P :
Γ(E)→ Γ(F ) define un elemento [σH(P )] en K(C∗(THM)). El propósito central es bosquejar
la prueba de la igualdad entre el ı́ndice topológico Indtop([σH(P )]) de este elemento y el ı́ndice
de Fredholm del operador P , dim(Ker(P ))− dim(Coker(P )).
6.5. Una clase de K–teoŕıa para el H–śımbolo principal
Sea P : Γ(E)→ Γ(F ) un operador diferencial tipo Rockland. En esta sección explicamos
cómo su H–śımbolo principal {Pm : Γ(π∗Em) → Γ(π∗Fm)}m∈M (donde π∗Em denota el haz
vectorial trivial con fibra Em sobre (THM)m) induce un elemento en K0(C
∗(THM)).











les actuando en π∗Em ⊕ π∗Fm. Recordemos que por la teoŕıa desarrollada en la Secciónes
4.1 4.2 Dm es un operador esencialmente autoadjunto. Para simplificar notación denotaremos
Dm al operador diferencial actuando sobre distribuciones y a su extensión autoadjunta.
Sea um := (Dm + i)(Dm− i)−1 la clase de Cayley de Dm. La clase de K–teoŕıa que queremos
construir está relacionada con las proyecciones 1
2
(εum + 1) y
1
2
(ε+ 1). Ver que estas proyec-
ciones pertenecen a M∞(C
∗(THM)) no es algo inmediato, pero una vez establecido podemos
afirmar





(ε+ 1)] ∈ K0(C∗(THM)) (6-1)
Para ver que efectivamente las proyecciones que definen [σH(P )] en (6-1) pertenecen a
M∞(C
∗(THM)), describimos a C





m∈M(THM)m y sea π : C(THM)→M la proyección natural.
Proposición 6.30. Sea C (THM) :=
⋃
m∈M C
∗(THM)m y sea π : C(THM) → M la pro-
yección natural. Entonces π : C (THM) → M es un haz fibrado de C∗–álgebras con fibra
C∗( IH).
Demostración. Las cartas compatibles dotan a C (THM) de las trivializaciones de la siguiente
manera. Sea ϕ : (U ⊂ IH) → M entonces Dϕ : U × IH → THM es un isomorfimos de
grupos restringida a cada {u} × IH. Es fácil ver que podemos extender estos isomorfismos a
ϕ∗ : U × C∗( IH)→ C (THU). La función ϕ∗ es una trivialización de C (THM). 
Denotemos Γ(C (THM)) el conjunto de secciones del haz C (THM). Γ(C (THM)) está do-
tado de una estructura natural de C∗–álgebra dada por la suma, multiplicación e involución
62 6 Índice Topológico
fibra a fibra. La norma de f ∈ Γ(C (THM)) es definida por
||f || := sup ||f(m)||,
donde ||f(m)|| denota la norma en la C∗–álgebra C∗(THMm).
La siguiente proposición nos asegura que Γ(C (THM)) como C∗–álgebra es canónicamente
isomorfa a C∗(THM). Dada f ∈ C∞(M) usamos la notación fm := f.|THMm
Proposición 6.31. La función ϕ : C∞(THM) → Γ(C (THM)) definida por ϕ(f) := (m 7→
fm) se puede extender a un isomorfismo de C
∗–álgebras ϕ : C∗(THM)→ Γ(C (THM)).
Demostración. Es fácil ver que ϕ es un morfismo de álgebras involutivas. Dado un sistema
de Haar sobre el grupoide THM , su extensión se tiene como consecuencia de que ||f || :=
||fm||. 
Como A := π∗E⊕π∗F es trivial entonces es isomorfo a M×( ICk⊕ ICl). Por otro lado 1
2
(ε+1)
es una función C∞(M)–lineal, estos dos hechos implican que 1
2
(ε+ 1) ∈ Γ(Hom(A,A)) y por
tanto definen un elemento de M∞(C (THM)).
Para ver que m 7→ 1
2
(εum + 1) usamos el siguiente hecho cuya prueba es bosquejada en
[Erp, 2006].
Proposición 6.32. ([Erp, 2006, Proposition 16]) Sea G un grupo nilpotente graduado. Si
identificamos C∗(G) con su imagen bajo su representación regular en L2(G). Entonces la
resolvente de un operador de Rockland autoadjunto es un elemento de C∗(G).
Dado D un operador de Rockland autoadjunto, la idea de la prueba de la Proposi-




se pueden escribir como la convolución de elementos
g ∈ C∞(G) y por tanto e−D2f y De−D2 pertenecen a C∗(G). Como e−x2 y xe−x2 separan
puntos esto implica que para cualquier función f ∈ C(G), f(D) ∈ C∗(G).
La Proposición 6.32 implica en particular que m 7→ 1
2
(εum + 1) es una función cont́ınua
de M a Ml(C
∗(THM)). Lo que por una ligera generalización de la Proposición 6.31 implica
que 1
2
(εu+1) define un elemento de Ml(C (THM)). Hemos mostrado que lo afirmado en (6-1)
tiene sentido.
6.6. El teorema del ı́ndice
Las construcciones que hacemos en esta sección las hacemos para operadores diferenciales
actuando en funciones, sin embargo de acuerdo a [Erp, 2006] es fácil generalizarlas a opera-
dores actuando sobre secciones de haces vectoriales.
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Dado un grupoide suave G la función fuente s : G → G 0 es un submersión. Sea r ∈ G
una flecha. Entonces la multiplicación a derecha r induce un difeomorfismo r : Gx → Gs(xr)
entre las fibras de s : G → G 0.
Definición 54. Un operador diferencial P en un grupoide suave G es invariante a derecha
si solamente diferencia en la dirección de las fibras de s y es invariante con respecto a la
multiplicación a derecha.
Sea P : C∞(M)→ C∞(M) un operador diferencial de orden d. Empezamos bosquejando
cómo asociar a P un operador diferencial P invariante a derecha actuando sobre el grupoide
THM . Para ello usaremos las cartas ψ definidas en (5-1) que identifican a THM con IH× IH×
[0, 1]. En IH× IH×{0}, que módulo difeomorfismo representa a THM , el operador diferencial
P es igual al obtenido por el H–śımbolo principal σH(P ) := {Pm}m∈M . Es decir, en la fibra
THMm de la función s, el operador P es igual a Pm. Ahora tenemos que ver a qué es igual P






donde Pk es la parte de H–orden k del operador P . Es posible extender la definición anterior
a THM usando coordenadas compatibles. En particular si usamos las coordenadas ψ defini-
das en (5-1) es posible ver que ψ−1∗ Pψ = P que muestra que la definición de P no depende
de las coordenadas compatibles usadas.





. La demostración de la siguiente pro-
posición se encuentra en [Erp, 2006].
Proposición 6.33. [Erp, 2006, Proposition 18] Sea D un operador diferencial simétrico con
operadores modelo Rockland. Entonces la resolvente (D− i)−1 de su operador asociado D en
THM define un elemento en Mk(C∗(THM)).
Como consecuencia de esta proposición podemos dar un bosquejo de la prueba del teorema
que nos propusimos estudiar en esta tesis.
Teorema 17. Dado un operador diferencial P con operadores modelo Rockland. IndTop(σH(P )) =
dim(Ker(P ))− dim(Coker(P ))
Demostración. La Proposición 6.33 garantiza que U := (D + i)(D − i)−1 es un elemento





(εU + 1)]− [1
2
(ε+ 1)] ∈ K0(C∗(THM)).
La restricción de [P] a K0(C∗(THM)) es igual al śımbolo principal de [σH(P )] y su restricción
a K0(C
∗(M ×M ×{1})) coincide con elemento de K0(K(L2(M, dvolg))) que se corresponde
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en el isomorfismo con los enteros con el ı́ndice de Fredholm de P . (ver Lemma 6.11 después
de esta demostración). 













Lema 6.11. Con la identificación usual de K0(K (L2(M, dvolg))) con ZZ
[eP ]− [fP ] = dim(Ker(P ))− dim(Coker(P )).
Demostración. Definamos la familia de proyecciones et :=
1
2




la familia de funciones unitarias Ut := (tD + i)(tD − i)−1. El teorema espectral implica que
estas familias son cont́ınuas en norma. La función z 7→ (z + 1)(z − 1)−1 env́ıa el 0 a −1 e ∞
a 1. Como D tiene espectro discreto se tiene que Ut converge en norma de operador a
U∞ = −Ker(D) + (1−Ker(D)) = 1− 2Ker(D),
donde Ker(D) denota aqúı la proyección sobre el kernel de D. Usando ahora la invarianza
homotópica de las clases de K–teoŕıa y haciendo t→∞ tenemos que
[ep]− [fp] = [
1
2
(ε(1− 2Ker(D)) + 1)]− [1
2
(ε+ 1)]
= εKer(D)) = Ker(P )− Coker(P ).

7 Conclusiones
En el texto estudiamos la teoŕıa del ı́ndice de operadores subeĺıpticos basados en [Erp, 2006].
El estudio de esta teoŕıa involucró adentrarnos en la comprensión de teoremas profundos de
la matemática como lo son el teorema espectral, los teoremas de Gelfand-Naimark y de
Serre-Swan, estos últimos pueden considerarse la base de la geometŕıa no conmutativa, una
nueva rama de la matemática cuyos origenes pueden remontarse a los años 80. La teoŕıa
mezcla resultados de análisis de operadores con geometŕıa diferencial y topoloǵıa, lo que la
hace un reto de comprensión para un estudiante que está empezado sus estudio de postgrado.
La profundidad y dificultad de los resultados estudiados hace que no haya sido posible
en los ĺımites de tiempo y capacidad de quien la escribe hacer un estudio exhaustivo de
los temas. Sin embargo, esto no resulta del todo malo porque hace surgir la posibilidad de
continuar profundizando en los temas y nos acerca a la posibilidad de realizar investigación
en los mismos.
Tal vez una de las direcciones hacia las que se puede apuntar para enriquecer la comprensión
de los temas y probablemente aportar resultados de investigación es el estudio de ejemplos
concretos de la teoŕıa (ver [Erp, 2010]). Relacionado con lo anterior, es el hecho de hacer
la igualdad entre el ı́ndice de Fredholm y el ı́ndice en K–teoŕıa más accesible para cálculos
concretos. En esta dirección apuntan la segunda parte del art́ıculo estudiado [Erp, 2006] y
más recientemente [Baum and Erp, 2014]. En nuestra opinión seŕıa interesante adentrarse
en problemas concretos de calcular K–teoŕıas de semigrupos asociados a haces vectoriales y
haces principales. No encontramos literatura donde se relacionen directamente estos cálcu-
los con la teoŕıa del ı́ndice de operadores subeĺıpticos estudiada en esta tesis. Este tipo de
problemas está relacionado con la conjetura de Baum–Connes y hacen parte de otra posible
tesis de maestŕıa o de un proyecto de investigación más avanzado.
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