Abstract. We show that in several cases preservation of cones leads to non-vanishing of (some) Lyapunov exponents. It gives simple and effective criteria for nonvanishing of the exponents, which is demonstrated on the example of the billiards studied by Bunimovich. It is also shown that geodesic flows on manifolds of non-positive sectional curvature can be treated from this point of view.
Introduction
Consider a compact manifold M" with a Riemann metric and a diffeomorphism <j>:M"^>M" preserving probability measure ft. According to the multiplicative ergodic theorem of Oseledec (see [10] , [11] and [13] If the measure p is equivalent to Lebesgue measure then fi almost everywhere (see [3] ). Presence of non-zero exponents implies positivity of the metric entropy of </>. If all Lyapunov exponents are non-zero almost everywhere then ergodic components of </ > have positive measure and under additional assumptions <f> is Bernoulli (see [11] ).
Lyapunov exponents can be put in a more general framework. Consider a probability space (X, fi) and a measure-preserving transformation T : X -» X . Let A: X -> GL (n, R) be a measurable mapping to n x n matrices such that log + || A( •) \\ e L\X,n).
Then for /n-almost all xeX there are subspaces {0} = V°c V' x c---c V n x = W and numbers ^i ( x ) < ---^^( x ) such that lim ]-\og\\A(r k - [ Xi (x) ifveV' x \V-\i=\,...,n.
x) • • • A(rx)A(x)v\\=
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The classical Alexeev's method ( [1] ) of establishing non-vanishing of Lyapunov exponents can be described in the following way.
Let U" =W xU s and for a given a > 0 consider a cone C a = {(u, t)eU r xn s \\\u\\>a\\t\\}.
If, for almost all x e X, (i) A{x)C a^Ca ;
(ii) there is 17 > 1 such that if ve C a then ||A(x)t;||> TJ||U||; then This approach, although very simple, is quite efficient in the study of particular dynamical systems. It can be formulated in the setting of a diffeomorphism of a manifold. In this paper we will establish that in several cases the condition (i) alone leads to non-vanishing of (some) Lyapunov exponents. This idea initially appeared in [6] .
The plan of the paper is as follows: In § 1 we study non-negative matrices and establish uniform exponential growth of the spectral radius of the product of non-negative matrices from a large family. This section may be of independent interest.
In § 2 we study formal properties of Lyapunov exponents and establish a criterion for positivity of the maximal Lyapunov exponent using the results of § 1.
In § 3 this criterion is applied to billiards studied by Bunimovich [4] which gives a particularly simple proof that for these billiards Lyapunov exponents are non-zero almost everywhere.
In § 4 and § 5 we show that the non-negative matrices of § 1 can be replaced by other families of matrices preserving some cone. In § 5 we study symplectic matrices and establish a criterion applicable to geodesic flows on manifolds of non-positive sectional curvature.
I wish to thank Prof. Anatole Katok for valuable discussion which led to the appearance of § 3.
Non-negative matrices
(1) Notation. By 0,11 we will denote the vectors in R" or the nxn matrices with all entries equal t o 0 and 1 respectively. / denotes the identity matrix. For two nxn matrices (or vectors in R") A, B, A > B, A> B means respectively that every entry of A is > , > than the corresponding entry of B. If A > B we say that A dominates B. Let 0 n ={t>eR>>0}, 0+
Further, let 
The inequality was obtained by estimating all non-zero entries of A by e.
For A e f e we have A = H and det A = 0. Moreover, by straight-forward calculation, p(l) = «. Hence F(Hu)> n"F(v) and we get proposition 1.3.
To prove proposition 1. Proof. By induction on the dimension of Z. For n = 2 there is nothing to prove. To obtain an inductive step we must prove that under the assumption above there is a column of Z with exactly one 1 (placed obviously on the main diagonal). The characteristic polynomial of Z is
Hence the only eigenvalue of Z is equal to 1. But because Z^O, then there must be an eigenvector v > 0, v ^ 0. We have thus (Z -/) v = 0. So if, for instance, u, > 0, then the first column of Z -/ is zero.
• LEMMA 1.9. / / A e 9 then p(A")>(|det A| + 4)' /n .
Proof.
Since det A^0 then there is a permutation matrix P, such that A>P,, i.e.
Since A € 9 then in view of lemma 1.8, Z dominates at least one more permutation matrix. By lemma 1.6, p(A) = p(Z). We will get the desired estimate for p(Z) by induction on the dimension n of Z, n > 2. For n = 2, and the estimate is obvious (it is also a special case of proposition 1.3). To obtain the inductive step, consider matrices Z,, i=l,...,n obtained from Z by changing all entries in the first row into zeros except the ith entry which we preserve (some Z, may thus have zero first row). We have, for v e 0 n , Hence also in this case,
. D Propositions 1.1 and 1.4 together with lemma 1.4 yield:
We are also able to derive from the results above another characterization of the family of matrices 9 (and S3F): Remark The privileged role played by the function F in the study of non-negative matrices is no accident. Consider the n -1 -dimensional projective space PR"" 1 and
its subset P0 n of lines in ()". Diagonal matrices act freely and transitively in P0* and they preserve the measure given by the (n -l)-form
where ^ means that we omit the corresponding 1 -form. A non-negative matrix takes P0^ into itself and proposition 1.2 says that it contracts the measure.
Lyapunov exponents
Let T : X -* X be a measurable transformation preserving a probability measure n and let A:X-»GL(n, R) be a measurable map such that log
We will call the pair (T, A) a measurable cocycle. For natural n, let A" : X -» GL (M, U) be denned by
Thus for any natural n we have a measurable cocycle (T", A") which we call the nth power of the cocycle (T, A 
So by lemma 2.3 we get our theorem.
• In many cases it is useful to have the following generalization of theorem 2. Proof. For natural n let X n = {xe X\N(x) = «}. We have U^°, X n = X mod 0. Take X n such that p.(X n )>0. By corollary 1.3 the measurable cocycle ((T")X.,(A")X.) (i.e. the derived cocycle of the nth power of (T, A)) has values in SS'. Hence by theorem 2.1 its maximal Lyapunov exponent is positive almost everywhere. But then by lemmas 2.1 and 2.2 we get that the maximal Lyapunov exponent of (T, A) is positive almost everywhere in X n .
• Having in mind the application to billiards it is important to note that we can allow singularities of (/ > without affecting the conclusion (non-vanishing of Lyapunov exponents).
The situation described above appears in several places, among them [8] , [12] . We will describe in detail application of these ideas to billiards studied by Bunimovich [4] .
Billiards
We start with some elementary differential geometry. Let l(t), \t\ < e, be a smooth family of directed lines in the plane. We introduce the following infinitesimal characterization <jf the family along 1(0). We define the curvature of the family at a point p e 1(0) to be the curvature with sign at p of the orthogonal section of our family (the orthogonal section is the curve that intersects all the lines of our family orthogonally). We choose the curvature to be negative if the acceleration vector of the section points in the direction of the lines and positive in the other case (see figure 1) . If the orthogonal section fails to be a regular curve at p (if it is not defined) then we put k = oo. Let us now assume that the family of lines is reflected from some smooth curve. Then at the point of reflection we have two curvatures: k b , the curvature of the family before reflection and k a , the curvature of the family after reflection. We have
where \d\is the length of the segment of 1(0) inside the curvature disk of the curve at a point of reflection; d is positive if the reflection takes place on the side of the curve on which the curvature disk lies (focusing reflection) and negative in the opposite case (dispersing reflection) ( figure 3 ). When the reflection takes place at a point at which the radius of the curvature is infinite (flat point) we have d = °o and k a = k b . All the above statements can be proved by elementary geometrical considerations and are at least implicit in the literature of the subject (see Bunimovich's paper [4] , which contains an extensive bibliography, or [7] ).
Consider now a connected domain Q in the plane with piecewise smooth boundary dQ. We will distinguish between focusing pieces of 3Q-the curvature disk lies on the side of Q, and dispersing pieces of 3Q-the curvature disk lies on the other side or is infinite.
By a billiard in Q we mean a dynamical system resulting from the uniform motion of a point mass in Q with reflections at the boundary dQ according to the law 'the angle of incidence equals the angle of reflection'. The dynamics of the billiard can be reduced to the transformation T of S where S is the set of unit vectors attached at dQ and pointing outward. T is defined in the following way: For veS draw a straight line through the point at which v is attached in the direction opposite to that of v up to the next point of intersection with dQ. Tv is the unit vector attached at this point and symmetric to our straight line with respect to the boundary dQ ( figure 4 ). The definition of T follows an established tradition. Clearly S is a two-dimensional manifold with singularities. T preserves a smooth measure (cf. [4] ). For almost all points in S, T and all its iterates are differentiable so it makes sense to speak about Lyapunov exponents of (T, DT). A tangent vector to S at v can be viewed as a parametrized family of directed lines f(t), |*|<e, where /(0) has the direction of v and passes through the point at which v is attached. Families with the same curvature describe tangent vectors differing by a scalar factor so that focusing piece ofdQ FIGURE 4 the curvature turns out to be the projective coordinate in the tangent plane of S. So, to detect a family of invariant cones for DT we have only to look at the evolution of curvature of a family of lines as it reflects from dQ for which we have formulae (1) and (2) . Denote projectivization of D V T by P v From (1) and (2) Pesin theory ( [11] ) does not apply formally to our billiards because of singularities of 5 and T, but the ideas behind it do apply (see [9] ). So the properties of the Bunimovich billiards, such as the positivity of metric entropy, and the Bernoullian property for some power of T on each of the countably many ergodic components, can be obtained formally from non-vanishing of Lyapunov exponents. Ergodicity of such billiards (announced in [4] ) lies beyond the scope of our approach.
Other types of cones
We will now consider matrices preserving other types of cones than the positive octant of § 1. Let Q:R"-»R be a non-degenerate quadratic form of the type (1, n-1). Without loss of generality we can assume that 
LEMMA 4A. If veC then \\v\\>y/Q(v).
Again we put for
Clearly the analogues of lemmas 1.4 and 1.5 hold so that we can conclude that Using proposition 4.1 we can conclude in the way described in § 2 that for a measurable cocycle with values in S3F the maximal Lyapunov exponent is positive almost everywhere. For n = 2 we are back in the framework of § 1 and proposition 4.1 follows from corollary 1.2.
Symplectic Matrices
Consider the linear symplectic space R" xR" with the standard symplectic form
Oy and (•, •) denotes the standard scalar product in R" xR" (or in R").
We take a very special quadratic form Q on R" xR":
It is a quadratic form of the type (n, n). Let C = {v eR 2n \Q{v) >0}. We will proceed along the same lines as in § 1 and § 4 but restrict our attention to symplectic matrices only. So let
We have LEMMA 
IfveCthen \\v\\ >s/2^Q(v).
Again for 5 e 9 we put p(S) = inf oeint c <jQ(Sv)/Q(v). 
(u). Consider the ratio JQ(SU)/Q(U)
for n e i n t C , ||w|| = l. As u approaches the boundary of C, || u || = 1, the ratio tends to infinity so that the infimum is attained at a point from intC, i.e. p ( S ) > l . D
As a byproduct of the above proof we get the following. PROPOSITION Proof. By lemma 5.2 and proposition 5.2, using the methods of § 2, we have exponential growth on the whole n-dimensional subspace {(x,y)eU 2 "\x = y}. So the cocycle has n positive Lyapunov exponents. But if a cocycle has values in symplectic matrices then the Lyapunov exponents appear in pairs A, -A ( [3] ). Hence we also have n negative exponents.
•
There is an infinitesimal version of theorem 5.1. We will formulate it explicitly because it is related to non-vanishing of Lyapunov exponents for geodesic flows on manifolds of non-negative sectional curvature satisfying additional property (rank 1) (see [2] and [5] ). Hence taking u = (x, 0) and u = (0, y) we get that both K(s) and N{s) are non-negative definite. We will say that the pair (</>' , L) has 'rank 1' if additionally it satisfies the following condition:
For almost all peM there are no solutions of (*) u • Theorem 5.2 can be used to derive the fact that for geodesic flows on manifolds of non-negative sectional curvature with the rank 1 Riemann metric the Lyapunov exponents are non-zero (except for one corresponding to the direction of the flow) (see [2] , [5] ). In the case oT the geodesic flow, L~\ -K 0 where -K is non-negative definite. The rank 1 condition for the Riemann metric implies that for almost all points there are no solutions of (*) u(t) = (x(t), 0) such that K{t)x(t) = 0.
(t) = (x(t),y(t)) such that K(t)x(t) = 0 and N(t)y(t) =
