lines at least 100 bp. We excluded all non-reference accessions that did not meet the following criteria from the final set: at least 5x coverage; at least 100,000 SNP calls relative to the reference; at least 80% overlap in SNPs between the GMI-GATK and MPI-SHORE pipelines; at least 50% of SNPs called homozygous in both pipelines; contradictions between the two pipelines less than 0.1%; at least 95% concordance with RegMap 250k SNP array data, unless there were reasons to believe that the 250k array data were problematic (Horton et al., 2012) . Where more than one lab had sequenced the same accession, the highest quality accession was kept. Finally, accessions with doubtful geographic origin, based on clustering of wholegenome data, were removed. This resulted in a final set of 1135 accessions. Unless mentioned specifically, all analyses were based on this set.
For quality control, we de novo assembled three genomes using Illumina reads, from accessions Ler-1, Ws-2 and Sha. We produced three sequence data sets for each strain: Illumina MiSeq overlapping paired-end reads (400 bp inserts, 250 bp reads, 80x-114x coverage); Illumina HiSeq 2000 mate-pair reads (7 kb inserts, 101 bp reads, 36x-158x coverage); Illumina HiSeq 2000 fosmid-end reads (40 kb inserts, 101 bp reads, 18x-86x coverage). We ran ALLPATHS-LG (Gnerre et al., 2011) on a combination of these datasets. We further upgraded the Ler-1 assembly by filling and reducing scaffold gaps with Ler-1 PacBio reads (PacBio P2C2; 3.4 kb mean/2.2 kb median reads, 240x coverage). We also exploited a more recent Pacific Biosciences Ler-1 assembly (http://datasets.pacb.com.s3.amazonaws.com/2014/Arabidopsis/reads/list.html). All de novo assembled genomes were aligned against the TAIR10 reference using dnadiff (Kurtz et al., 2004) . Variants were called directly from whole genome alignments (WGA) using show-snps. Only one-to-one alignments with an identity of at least 90% were taken into account. WGAbased variant calls were compared with variant calls from our final 1001G dataset, bsed on combining the results from the MPI-SHORE and GMI-GATK pipelines. Indels were left-aligned and normalized prior to the comparison using the norm function from bcftools. True Positives (TP) are positions where 1001G and WGA variants are concordant, False Positives (FP) where 1001G variants were not supported by WGA (which may either show a reference call or a different variant), False Negatives (FN) where a 1001G reference call is not supported by WGA (which has a variant). The False Discovery Rate (FDR) is defined as FP/(TP+FP), the False Negative Rate is defined as FN/(FN+TP) and the True Positive Rate is defined as TP/(TP+FN). Comparing the combined variant calls with the WGA-based variant calls resulted in an average TPR of 98%, an average FNR of 1.5% and an average FDR of 3%. TPR and FDR were further monitored over a range of different coverage depths (5-45x coverage) by randomly subsetting a Ler-1 dataset to call variants with the two pipelines against TAIR10 as described above. FDR (3±0.4%), FNR (1.5±0.1%) and TPR (98±0.1%) remained independent of the coverage depth (5-45x coverage) (Table S5 ).
Pseudogenomes and variant annotation
Pseudogenomes were generated by combining reference and variant calls including indels, with uncalled sites represented as Ns, plus an index for finding Col-0 annotated regions.
Variants were annotated with SnpEff (release 4.1L) and the SnpEff A. thaliana database (release 2015-01-08) (Cingolani et al., 2012) . Derived alleles were extracted from a three way alignment of A. thaliana (TAIR10), A. lyrata and C. orientalis (unpublished PacBio assemblies) calculated with progressive Cactus (Paten et al., 2011a (Paten et al., , 2011b . Sub-alignments with more than one sequence from one of the species, or one of the species missing were discarded. The remaining alignments were screened for identical sites. 35 Mb of the A. thaliana genome was marked as derived in this way. Allele density spectrums were smoothed and plotted with the sm package in GNU R (Lenth, 2009 ).
Genome-wide association studies
Seeds for all 1135 accessions were surface-sterilized with chlorine gas. Seeds were distributed in pots with four replicates in a randomized block design, each replicate corresponding to one block. Plants were grown in growth chambers with the following settings: after 6 days of stratification in the dark at 4ºC, constant temperature of 10°C or 16°C with 16 hours light / 8 hours darkness, 65% humidity. All trays within a block were moved to a new shelf and rotated 180º every other day to minimize position effects. Flowering time was scored as days until first open flower. Genome-wide association mapping was done on the means of the four replicates for both Phenotypes (10°C and 16°C) independently, using an approximation of the mixed model that has been described previously (Kang et al., 2010 , pipeline available at: https://github.com/arthurkorte/GWAS).
We compared the 1001G SNPS to the 250k SNP-array data from Horton et al. (2012) . Out of the 214,051 SNPs called with the 250k array, 207,096 are called as SNPs in the 1001G data, with 192,498 (93.0%) being biallelic, and 14,598 (7.0%) multi-allelic. For 530 of the biallelic SNPs, the inferred state between the two datasets differs. These are distributed across all chromosomes according to local SNP density (Supplemental Figure S7 ) and are unlikely to negatively affect GWAS (Supplemental Fig S8) . In general, given the much higher estimated error rates in the 250k SNP-array data (Atwell et al. 2010; Horton et al., 2012) , disagreement with the 1001G data are likely to result from errors in the 250k SNP-array data (Supplemental Figure S9 ).
Population genetic analyses
We used Beagle v3 (Browning and Browning, 2009 ) to impute missing SNPs based on linkage disequilibrium with default parameters, followed by GERMLINE v1.5.1 (Gusev et al., 2009 ) for error-tolerant and computationally efficient identification of Identity-by-Descent (IBD) regions on these imputed SNPs. Pairwise IBD segments were detected as long continuous stretches with a minimum length of 10 kb, merged from slices containing 100 identical SNPs and allowing for maximally two mismatches.
MSMC input was created parsing a VCF file including all sites (variant and non-variant). Filtered sites or sites were any of the focal individuals had missing genotypes were excluded from the count of "called sites". MSMC was run in the two haplotype mode with the option --fixedRecombination, were haplotypes of different inbred individuals were used together. Scaled times were converted to years assuming a generation time of one year and a mutation rate of 7*10^(-9) (Ossowski et al., 2010) . Coalescent rate was calculated as 1/(relative effective population size).
To infer the relationship between relicts and non-relicts for all individual genes, we estimated the genealogy between two non-relict and two relict accessions. This analysis was done separately for each pairs of Iberian relicts while fixing Col-0 and Ler-0 as the two non-relicts in the 4-taxon test. From the start of each gene, we searched for non-recombining region by performing four-gamete tests for all consecutive SNP pairs until a recombination event among the four accessions was detected. Gene genealogy was estimated from the phylogenetically informative sites (doubletons) within the non-recombining region, and genes with less than two informative sites were excluded.
Two additional four-taxon gene tree analyses were also conducted. One with A. lyrata, A. thaliana Col-0 and two relicts, and the other with A. lyrata, A. thaliana Col-0, one relict, and one non-relict. We used CONSEL (Shimodaira and Hasegawa, 2001) and RAxML (Stamatakis, 2014) to generate Maximum Likelihood gene trees, and determined their significance with the AU test (significance threshold 0.05) (Shimodaira, 2002) . The deviation from null distribution was assessed for each chromosome via one-tailed Studentʼs t-tests.
SPA geographic projections and SNP gradient analyses were performed using SPA v1.13 (Yang et al. 2012) , with default parameters. One-tailed p-values were calculated by first transforming SPA scores to z-scores.
Climate data (both historical and recent) were obtained from WorldClim (www.worldclim.org). Recent data were extracted from the Current Conditions Bioclim rasters (Hijmans et al. 2005 , http://www.worldclim.org/current). Historical data were extracted from the CMIP5 Multi-Model Ensemble dataset (MPI-ESM-P, http://www.worldclim.org/paleo-climate). Data was sourced from the 30 arc-second rasters, with 2.5 arc-minute rasters as a fallback if collection locations fell between raster cells.
We used a mixed model approach to identify variants associated with latitude and six representative Bioclim variables, while controlling for the potentially confounding effects of population structure. The Bioclim variables included in the analysis were annual mean temperature, annual precipitation, mean temperature during warmest quarter, mean temperature during the coldest quarter, precipitation in the wettest quarter and precipitation during the driest quarter. We used GEMMA (Zhou and Stephens, 2012) to infer the correlation between each variant with frequency >5% in the total sample and each of the seven variables. First, we estimated a relatedness matrix for each chromosome using the ʻ-gk 1ʼ option in GEMMA. Then, we assessed evidence for correlation in a linear mixed model framework using Raoʼs score test. We identified the set of variants with a false discovery rate <5% for each variable (R package: p.adjust, method="fdr") and used a comparison to the closest outgroup relative, A. lyrata, to determine the ancestral state.
To identify candidate selective sweeps, we used OmegaPlus (Kim and Nielsen, 2004; Alachiotis et al., 2012) . The grid size was chosen to ensure the statistic was evaluated, on average, every 500 bp while the minimum and maximum regions considered were 10-kb and 100-kb, respectively. For the F ST scan, Weir and Cockerhamʼs (Weir and Cockerham, 1984) was calculated at each SNP, to identify genomic regions that have diverged among these groups. To identify GO terms (TAIR) overrepresented in the top 1% results from the F ST scan, which were summarized in 10-kb windows, we omitted gene-models with low confidence (evidence-code: ʻinferred from electronic annotationʼ) and any biological category represented by only one gene-model. We used Storeyʼs approach (Storey and Tibshirani, 2003) to correct for multiple testing.
Data release
Although some of the original data have been released in conjunction with prior publications Gan et al., 2011; Schneeberger et al., 2011; Schmitz et al., 2013; Long et al., 2013; Hagmann et al., 2015) , we uploaded raw reads in fastq format for all 1135 final accessions to NCBI SRA with id SRP056687. We are releasing the full VCF variant files from the intersection of the GMI (GATK) and MPI (SHORE) pipelines for each accession on the http://1001genomes.org project website under http://1001genomes.org/data/GMI-MPI/releases/v3.1/intersection_snp_short_indel_vcf/.
We also produced VCF files that include information on quality reference calls: http://1001genomes.org/data/GMI-MPI/releases/v3.1/intersection_snp_short_indel_vcf_with_quality_reference/.
The combined Full Genome VCF file that includes information for all genomes (132 GB): http://1001genomes.org/data/GMI-MPI/releases/v3.1/1001genomes_snp-shortindel_with_tair10_only_ACGTN.vcf.gz.
The standard merged group VCF file without information on invariant positions (~18 GB): http://1001genomes.org/data/GMI-MPI/releases/v3.1/1001genomes_snp-shortindel_only_ACGTN.vcf.gz.
The variant annotated SnpEff VCF file (~17 GB): http://1001genomes.org/data/GMI-MPI/releases/v3.1/1001genomes_snpeff_v3.1/1001genomes_snp-shortindel_only_ACGTN_v3.1.vcf.snpeff.gz.
Individual pseudogenome files in gzipped FASTA format: http://1001genomes.org/data/GMI-MPI/releases/v3.1/pseudogenomes/.
The imputed SNP matrix (317 MB): http://1001genomes.org/data/GMI-MPI/releases/v3.1/SNP_matrix_imputed_hdf5/1001_SNP_MATRIX.tar.gz.
Accession metadata, including group membership: http://1001genomes.org/tables/1001genomes-accessions.html
The phenotypes for flowering time scored at 10°C and 16°C: http://1001genomes.org/tables/1001genomes-FT10-FT16_and_1001genomes-accessions.html
We created several tools to facilitate using this dataset under http://tools.1001genomes.org. Our strain ID web application: http://tools.1001genomes.org/strain_id.
A tool to download specific regions of psuedogenomes: http://tools.1001genomes.org/pseudogenomes.
Online visualization tool to view ADMIXTURE group membership and genetic composition: http://1001genomes.github.io/admixture-map. Table S1 . Gene tree analyses, Related to Figure 4 .
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