Abstract-In a recent paper, it was shown in detail that in the case of orthonormal and biorthogonal filter banks we can convolve two signals by directly convolving the subband signals and combining the results. In this paper, we further generalize the result. We also derive the statistical coding gain for the generalized subband convolver. As an application, we derive a novel low sensitivity structure for FIR filters from the convolution theorem. We define and derive a deterministic coding gain of the subband convolver over direct convolution for a fixed wordlength implementation. This gain serves as a figure of merit for the low sensitivity structure. Several numerical examples are included to demonstrate the usefulness of these ideas. By using the generalized polyphase representation, we show that the subband convolvers, linear periodically time varying systems, and digital block filtering can be viewed in a unified manner. Furthermore, the scheme called IFIR filtering is shown to be a special case of the convolver.
I. INTRODUCTION

A . Main Results ofthis Paper and Previous Work
ONVOLUTION plays a central role in digital signal C processing. Many well-known algorithms are proposed to reduce the computational complexity of convolution [I] . In this paper, our aim is not to find an algorithm that is faster than existing fast algorithms. Our goal is to find a more accurate way to compute the convolution when the convolution is implemented with finite precision. For this we use filter bank techniques. Consider the filter bank in Fig. I(a) , where H k ( Z ) are the analysis filters and Fk(Z) are the synthesis filters. This multirate system has been studied by a number for researchers In a recent paper [ 2 ] , it was shown that if the systems in Fig. 1 are perfect reconstruction systems (i.e., ~( n ) = i ( n ) and ~( 7 1 , -i ) = ,y(n -a)), we can obtain the convolution of x ( r 1 ) and g ( n ) by simply convolving x k ( n ) and gt'(71) and adding the results. No cross convolution between the subband signals is involved. When the computation is done with finite precision, it was also shown in [2] how the energy distribution in the subbands of ~( 7 1 ) and ~( 7 1 ) can be exploited to obtain a more accurate (compared to direct convolution) result. Optimal bit allocation and coding gain over the direct convolution were derived for both the cases of uniform and nonuniform decimated systems. In this paper, we further generalize the subband convolution theorem and show that no cross-convolution between the subband signals is involved IEEE Log Number 9406916.
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Fig. 1. input y(n -i ) .
Maximally decimated filter bank (a) with input . r ( u ) and (b) with in the generalized subband convolution theorem. Then we derive the coding gain for this generalized subband convolver. We will also show that the coding gain for the generalized convolver is always greater than that derived in [ 2 ] , provided that the filter banks are orthonormal. We will refer to the convolution theorem derived in [2] as one-level filter bank (FR) convolution theorem and the generalized theorem in this paper as two-level FB convolution theorem. The reason for these names will be made clear in Section 11.
In [ 2 ] , only the quantization in the subbands of x(n) was considered. In this paper, we will address the case when the subband of g ( n ) is quantized. In this case, we quantize the filter coefficients g t ' ( n ) in the subbands based on the input signal variance, and maximum amplitude of the filter. In the process of quantization, the filter coefficients are treated as deterministic parameters instead of random variables as done in [9]. Thus, overflow of subband coefficients is completely avoided. We will derive the optimal bit allocation and the deterministic coding gain formulas. The derivation leads to a novel low sensitivity structure for FIR filterr. The new structure is particularly attractive when the filter g(71) is frequency selective and has a long impulse response, or it has some special time-frequency relation, e.g., the matched filtering of a chirp signal in radar application [lo] .
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In this paper, we also explore the relationship between the convolver and the digital block filtering [ 1 11-[ 131. We show that both the one-level and two-level FB convolvers are generalizations of the conventional block filtering. The subband convolvers have both the advantages of coding gain and parallelism. Adaptive filtering in subbands has been introduced with the goals of both reducing the computational complexity and improving the convergence speed of the algorithm. In [ 141, it was observed that the overall performance of subband adaptive filtering is acceptable though there is some degradation in the convergence performance. In the view of generalized block filtering, the structure used in [14] can be regarded as a simplified version of the two-level FB convolver introduced in this paper. Thus, it is possible to improve the performance of the subband adaptive filter by using the two-level FB convolver.
In the light of block filtering, we generalize the subband convolution technique to implement a linear periodically time varying (LPTV) filter. By using the generalized polyphase representation, we show that interpolated finite impulse response (IFIR) filter [I51 is a special case of the subband convolver.
The filter bank techniques have been used in [16] to implement FIR and IIR filters. A different subband convolution theorem which leads to computational saving is derived in [ 16) . The subband convolution theorem proposed is applied to the digital pulse compression in radar application by Steffen in [ IO] and the convolution using DFT filter bank is discussed in detail. The subband convolution theorems discussed in this paper and in [2] differ from that derived in [ 101 and [ 161 in the sense that the convolution is "perfect" regardless of filter responses of the biorthogonal filter bank. Moreover it works for the nonuniform and maximally decimated cases. Some of the results in this paper have been reported in [17] .
B. Outline of the Paper-
Our presentation will go as foIlows:
In Section 11, we will generalize the subband convolution theorem. This is the two-level FB convolution theorem. A pictorial proof of the theorem is provided in Section 11-C to give a clearer insight into what is going on in the convolution theorem. In Section 111, we consider the quantization of the input signal ~( 7 ) ) . The optimal bit allocation and coding gain for the two-level FB convolver are presented. A low sensitivity structure is derived in Section IV, first using the one-level FB convolver and then the two-level FB convolver. The optimal bit allocation and deterministic coding gain formulas for both the cases will be derived. Several numerical examples are included in Section V to demonstrate the usefulness of the low sensitivity structures. From the examples, we will see that the performance of the two-level FB convolver is better than that of the one-level FB convolver. The coding gain of the convolvers is also shown. We will discuss the relationship among conventional block filtering, and one-level and two-level FB convolvers in Section VI-A. In the presence of quantizers in the subbands of 9 ( 7 1 ) , we will show in Section VI that the linear time invariant (LTI) filter is effectively replaced by a LPTV filter in the low sensitivity implementation. We will analyze the effect of this.
In Section VII, we will give a low sensitivity structure for linear phase filters which can simultaneously exploit the advantage of the coefficient symmetry and coding gain of the FB convolvers.
In the last section, we will relate the IFIR filter to the subband convolver and consider the problem of implementing IIR filters using FB convolvers.
I: . Notations and Preliminaries
Notations: Capital boldfaced letters and lowercase boldfaced letters are used to denote matrices and vectors respectively. The ( k , i)th element of a matrix E is denoted by [E] ki.
The superscript * denotes complex conjugate and t denotes conjugate followed by tranposition. The z-transform of U(?>,) is represented by V ( z ) . The notations (V(z))lj,f and (V(z))Tn[ denote the M-fold decimated and M-fold expanded versions of the signal ,v(n), respectively. The convolution of 2 ( 7 1 ) and g(n) is denoted by x(n) * g(71).
Quantizer-s:
The boxes labeled C), in Fig I(a) are the quantizers. By b bit quantizer, we mean that the output signal of the quantizer is represented by 0 bits plus a sign bit. In this paper, the weight on the most significant bit is fixed for a fixed quantizer.
The Decimators and Expanders [la]:
The boxes with 1 nk denote the nk-fold decimators and the boxes with ??A,+ denote the nk-fold expanders. Their operations can be mathematically described respectively by the following two equations:
where Wnk = e--J2n/71L. The subscript IQ on W will be omitted whenever it is clear in the discussion.
Maximal Decimation: An M-channel nonuniform multirate system is said to be maximally decimated if E&' ( l / n k ) = 1.
In the uniform case where all n k are equal, this translates to These polyphase representations are proved to be valuable in both the theory and design of filter banks.
Generalized Polyphase Representations [6], [20] : Generalized polyphase (GPP) was introduced in [6] and used in [20] to enhance the coding gain of subband coding. Instead of expressing a signal w(n) in terms of the functions { z -~} as in the conventional polyphase representation, we express ~ ( n ) in terms of the functions {U,(.)} as follows:
L=O
This representation is said to be a valid GPP representation if the functions { U z ( z ) } (called a "polyphase basis") satisfy the conditions [20] From Fig. l (a) (ignore the quantizers in the subbands), the z-transform of the output of the filter bank is
k=O If ?(n) = z(n) for all z(n), then the system is called a biorthogonal or perfect reconstruction filter bank. The biorthogonality of the filter bank translates to the following condition on the filters H k ( z ) and F k ( z ) :
where n k , m = g c d ( n k , n n L ) . From (4), we can see that the perfect reconstruction property is preserved when we interchange the roles of H k ( z ) and Fk(z). The set of filters
In the case of the uniform decimation system, the filter bank is said to be paraunitary if the polyphase matrix R(z) of { F k ( z ) } satisfies the condition R(z)R+(l/z*) = I, where I is the identity matrix. Remarks: For uniform biorthogonal system (all nk = M ) with FIR analysis and synthesis filters, (3) is a GPP representation of X ( z ) with the polyphase basis { U z ( z ) } taken to be { F L ( z ) } .
The subband signals X k ( z ) can be regarded as the GPP components.
[Hk(z)Fm(z)lln,,, = S(k: -m )
ONE-AND TWO-LEVEL FILTER-BW CONVOLUTION THEOREM
A. Review of One-Lei-el FB Convolution Theorem
Consider the two maximally decimated filter banks as shown in Fig. 1 (ignore the quantizers in the discussion of this section). Assume that the system has perfect reconstruction. Then, it was shown in [ 2 ] how we can convolve two signals x ( n ) and g ( n ) by directly convolving the subband signals x k ( 7 i ) and g t ) ( n ) and adding the results. No cross-coupling between subbands is involved. More precisely, we have the following biorthogonal convolution theorem: Consider Fig 1. Assume that the system has perfect reconstruction. Define the integer pk = L/nk, where L denotes the least common multiple (lcm) of the decimation ratios {71k}. Let xk(n) and gr'(n) be the subband signals defined in Fig. l(a) and (b), respectively. Then, the ith polyphase component, y ; ( n ) of z(n) * g(n) can be written as
The advantage of the subband convolution is that we can compute the result more accurately when the convolution is implemented with finite precision. It was shown in [ 2 ] how we can quantize the subband signals z k ( n ) , and reduce the quantization noise by optimally allocating the bits in the subbands. By exploiting the subband energy distribution, the optimal bit allocation scheme and the coding gain over direct convolution were derived in [ 2 ] .
Comments on Complexity: Notice that the subband convolution theorem holds even when the analysis and the synthesis filters. are IIR filters. But if we consider computational cost, the FB convolver is useful only when H k ( z ) and Fk(z) are FIR filters. Thus in this paper, we will consider subband convolvers with FIR analysis and synthesis filters only. In addition, note that the computation of z k ( n ) involves filtering. Since g ( 7 1 ) is a fixed filter, the subband signals g f ) ( n ) can always be precomputed and stored. Thus the complexity of the subband convolution is approximately equal to that of direct convolution plus the cost of implementing an analysis bank, assuming that no fast algorithm for convolution is used. If the complexity of the filter bank is low (compared to the length of the sequences x ( n ) and g ( a ) ) , then the computational cost of x k ( n ) is negligible compared to that of the convolution. In this case the complexity of subband convolution and that of direct convolution are approximately the same. 
1=0
Multiplying the above two equations and decimating both sides [
two-level FB convolver. But in order to obtain the convolution output, the outputs of the subband convolutions have to be interpolated by the synthesis filters FL(z) (Fig. 3(b) ), instead of just interlacing as in the one-level FB biorthogonal convolution ( Fig. 3(a) ). The advantage of the two-level FB
) convolution theorem over the one-level case will be clear when we discuss the low sensitivity FIR filter structure in Section IV.
-- 
) ( z T L k ) . (9)
Remarks: Notice that for the uniform case, the corresponding formulas can be obtained by replacing all n k with M , and p k with unity. Also notice that even for the nonuniform case, the second-level filter banks with filters { HL (2)) and { FL ( z ) } are constrained to be uniform filter banks with decimation ratio
Comparison of Two-Level FB Convolver with One-Level FB Convohver: Theorems 2.1 and 2.2 give us respectively the implementations of one-level and two-level FB convolver as and zi respectively, the two-level FB convolver reduce to the one-level FB convolver. As in the one-level FB convolver we see that there is no cross-convolution between subbands in the i=o k=O
The two-level FB convolver usually computes the convolution rnuch more accurately than the one-level FB convolver, for the same average bit rate. The complexity of the former is that of the latter plus the cost of an additional synthesis bank PL(z) (since g t ) ( n ) can be precomputed and stored). Thus if the complexity of the filter bank {FL(z)} is low, then the complexity of the new subband convolution is comparable to that of direct convolution.
C. Pictorial Proof of the Suhhand Convolution Theorem
The above subband convolution theorems can be proved easily by using a sequence of figures. The pictorial proof of Theorem 2.1 leads us naturally to the two-level FB convolution theorem. It also gives a clear insight into what is going on in the subbands, and why perfect convolution is perserved when we pass from the one-level FB convolution theorem to the twolevel FB convolution theorem. By using the same technique, the subband convolution theorem has been generalized to the rnost general case of the multidimensional nonuniform filter banks with rational decimation ratios (221.
Consider Fig. 4(a) , where we want to compute x ( n ) * y ( n ) . Clearly, any two identity systems I1 and 12 can be inserted before and after the filter G ( z ) without changing the convolution output, as shown in Fig. 4 (b). If we choose the identity systems to be filter banks with perfect reconstruction, then we can utilize the frequency splitting property of the filter banks and quantize the subband signals according to the energy distribution in each subband. We may also select other identity systems, depending upon the task we want to perform. If we choose 11 to be the perfect reconstruction system shown in Fig. I(a) , and 12 to be an L-channel delay chain, then we can show that the equivalent system shown in the same as that depicted in Fig. 3(a) . By using the fact that
, an L-fold decimator is equivalent to an nk-fold decimator followed by an pk-fold decimator, the ith branch of the system in Fig. 4 (c) (i.e., the system from r ( n ) to y l ( n ) ) can be redrawn as . This is the one-level FB biorthogonal convolution theorem that we have described in Theorem 2.1.
Similarly, to prove Theorem 2.2, we select 1 2 to be an Lchannel biorthogonal filter bank with perfect reconstruction instead of a trivial delay chain. By carrying out exactly the same procedure as above, we can arrive at the result proved in Theorem 2.2. Remarks: In [23], the authors chose 11 to be a differential pulse coded modulator (DPCM) combined with error spectrum shaping (ESS) and I2 to be the corresponding differential pulse coded demodulator. In this case, 1 1 and 12 are not identity systems, but the product 1112 is. Perfect convolution is achieved because all the operations involved are LTI. The authors also showed that high coding gain can be obtained by using such DPCM-ESS convolvers.
CODING GAIN OF TWO-LEVEL FB CONVOLVERS
In this section, we will consider the coding gain for the quantization of the input signal x ( n ) only. The filter g ( n ) is not quantized. For the case of one-level FB orthonormal convolver, the optimal bit allocation and coding gain were discussed in detail in Sections 3.2 and 3.3, respectively, of [2], for both the uniform and nonuniform cases. For the case of one-level FB biorthogonal convolver, as the formulas for both the optimal bit allocation and coding gain take exactly the same form as equations (3.16) and (3.17), respectively, of [2] . The only difference is that we cannot prove a result similar to lemmas 3.1 and 3.2 of [2], i.e., the coding gain for the biorthogonal convolver cannot be proved to be always greater than unity. Therefore, we will not elaborate on the one-level FB convolver, but for the two-level FB convolver, as the subband convolution results are interpolated by the synthesis filters {FL(z)} as shown in Fig. 3(b) , the analysis of the output error due to the quantization in the subband is more complicated. Furthermore, the optimal bit allocation scheme is quite different from that of the one-level FB convolver since the energy of H,'(z)G(z) is different in each branch in Fig. 3(b) . We will derive the optimal bit allocation and coding gain formulas for the two-level FB convolver in the rest of this section. Since the uniform convolver is strictly a special case of the nonuniform convolver, we will only derive the result for the nonuniform case. The corresponding formulas for the uniform case follow directly by replacing L and all nk's with M .
Consider Fig. 3(b) . Assume that .c(n), g(n), and the filter coefficients in all analysis and synthesis filters in the filter bank are real. Then the quantizer operates on real inputs only. Let h k z be the number of bits per sample of x k ( 7 ) ) , allocated to &kz, the quantizer in the Icth channel in the ith branch. Therefore, the average bit rate is
Since y t ) ( n ) usually have different energy for different i , b k L vary greatly with respect to i (as we will see later). Therefore, we use double index for the bit rate.
A. The Noise Model
The error due to the quantizer & k ; is defined as
where ? f ) ( n ) is the quantized version of x k ( 7 1 ) in the ith branch. The quantization error can be modeled as an additive noise source. Thus the quantizer Qki can be replaced by the broken line as shown in Fig. 3(b) .
To analyze the convolution error, we make the following assumptions:
1) x ( n ) is zero mean wide sense stationary (WSS) with a variance 0 : . Then ~~( 7 1 ) are also WSS, with variance where Sxz(ej") is the power spectrum of :E(.).
parameter aii as 2 ) 9 ( 7 1 ) is a deterministic sequence. We define a useful
11
where aEL/M can be interpreted as the energy of the subband signal g r ) ( n ) . where
and &$/ax = 0, we get 3) ( l k L ( n ) is zero mean white with variance under certain conditions, othZ is related to of, as
where D is a constant independent of i and k. Here c is a constant which depends only on the probability distribution of the subband signals x k ( n ) . We have assumed that c is geometric mean Of Over the index L , that is independent of k which is true only if all z k ( n ) have the same probability distribution. 4) The cross correlation of q k i ( 7 1 ) is a=O E { q l c a ( n ) r l m z ( l ) ) = a i L 2 6 ( k -7 r e )~( n -11,
i.e., qk%(?L) is uncorrelated to qm7(l) for k # m and for all i , n , 1 . Notice that E { q k z ( n ) q k , ( n ) } need not be Lero the subband signals X k ( l ) , that is By using (lo), (20) and (21)* we find that for i # j. We also assume that q k z ( n ) is uncorrelated to
( 15b) Substituting (22) into (20), we find that the optimal number of bits allocated to the quantizer Q k z a t the kth channel in the rth branch is
B . Optimal Bit Allocation and Coding Gain for-the Two-LetIel FB Convolver
To derive the optimal bit allocation and coding gain formuset of synthesis filters F,'(z) are orthonormal (or equivalently the uniform filter banks formed by { H h ( z ) } and {FL(z)} are paraunitary). Consider Fig. 3(b) . The error in the subband convolution output y7 (7)) is las for the two-level FB convolver, we assume that the second
loR2(7L,(7,J,Y3)
k=O By using (13)-(15) and the fact that the decimator will not change the variance, the variance of qyq ( n ) can be expressed as nr-1
Since the synthesis filters F,'(z) are orthonormal, the average variance over L samples, a : , of the output error is simply the
Therefore, we have
To obtain the optimal bit allocation, we minimize the average output noise variance under the constraint (10). We form the Lagrangian Periodically Time-Varying. Bit Allocation: From (23), we see that the average bit rate b must be high enough so that b k i 2 0 for all k and i . Notice that b k i are integers and the values evaluated by (23) must be rounded off to integers. Intuitively, we would assign more bits to those quantizers in branches where g(n,) * h,i(n) has higher energy and in channels where ~k ( n ) has higher energy. Equation (23) tells exactly how this should be done according to the energy distribution. In the case of the one-level FB convolver, since g F ' ( n ) is simply obtained by time-shifting g(71) (see Fig. 3(a) ), we would expect that (rEi will have very little dependency on i. In this case, b k i ;are the same for all Z and (23) reduces to equation (3.32') of [2] . However. in the case of the two-level FB convolver, oZi may differ greatly for different i , especially when the filter g ( n ) is a frequency selective filter (which is usually the case). Then, b k i may vary greatly with respect lo i . In this case, not all branches are equally important as in the case of the one-level FB convolver, and the coding gain may increase significantly by using this "periodically time-varying" bit allocation scheme.
By using (20) and (22) and the fact that the filter bank is maximally decimated, i.e., E&'( 1 / ' n k ) = 1, we find that the average output noise variance under optimal bit allocation is If x(n) is quantized to b bits, then in the direct convolution the output noise variance due the quantization is found to be Under optimal bit allocation, the coding gain of the two-level FB convolver over the direct form is output varianceIdirect . C:r,two = output vafiancelsubband conv
The "x, two" in the subscript in (26) indicates that the coding gain is obtained by using the two-level FB convolver and quantizing the signal x ( 7~) . This subscript is used to distinguish (26) from the deterministic coding gain which is obtained by quantizing g(71) in the next section. From the right hand side of (26), we see that the variation of subband energy of both 4 7~) and g ( n ) contributes to the coding gain. The first term is the gain contributed by x ( n ) and the second term is the gain contributed by 9 ( n ) .
Summary of Crucial Assumptions: In the derivation of (26), we have assumed that the constant c in (25) is the same as that in (14) which is true only if x(7t) and all z k ( 7~) have the same probability distribution. In addition, in the above derivation, we have made used of the orthonormality of the filters { FL ( z ) } and the uncorrelated assumptions of q k i ( n ) .
Notice that only the hiorrhogonality of the filters {Fk(z)} and { EIk ( z ) } is required for (26) to be valid, orthonormality of those filters being not necessary. However, without the orthonormality of those filters, we cannot guarantee that the optimal coding gain in (26) is always greater than unity. If the filters { F k ( z ) } are orthonormal, then we can prove that the coding gain for the two-level FB convolver is always greater rhan unity, regardless of the quality of the filters { H k ( z ) } , { F k ( 2 ) } , { HL ( 2 ) ) and { FL, ( 2 ) ) . Moreover, we can prove that this coding gain is never smaller than that of the one-level FB convolver derived in Section 3. where af is defined as where the "one" in the subscript is used to denote that gtb,, ( 7~) are the subband filters of the one-level FB convolver (see Fig. 5 ). Comparing (27) with (26), we find that the coding gain formulas for both the one-level and two-level FB convolvers are very similar, except that af is replaced by 7:. Therefore in the following proof of Lemma 3.1, we need to establish the relation between nf and 72.
Proof: By defining h'(z) = [ H t , ( z ) H : ( z ) . . . H~_ , ( z ) l T
and
we have h' we can quantize the filter coefficients g k ( 7 1 ) in the subbands based on the input signal variance and maximum amplitude of the subband filter coefficients. However, the coefficients have to be treated as deterministic parameters so that overflow is avoided completely. In this implementation. the convolution error due to the coefficient quantization is much smaller than that in the direct form implementation. Let ijr)(n) be the quantized version of gL:)(n). Then, we can redraw Fig. 3(a) and (b) as Fig. 6(a) and (b) , respectively. The implementations in Fig. 6(a) and (b) can be regarded as low sensitivity implementations of the filter y(n). In ihis section, we will discuss in detail first the optimal bit allocation and the coding gain over direct form for the one-level FB convolver and then for the two-level FB convolver. Again, we will only derive the formulas for the nonuniform case When the same average number of bits is used to quantize the filter coefficients for direct convolution (Fig. 8 ) and subband convolution (Fig. 9) , the improvement shown in these figures is significant. In the rest of this section, we will translate this improvement into a mathematical formula.
A. Low-Sensitnity FIR Filter. Structures Using the One-Level FB Convolve,-
With the quantizers inserted in the subbands of g(71) as in Fig. 3(a) , let 1)k be the number of bits per sample of yk(n), allocated to the quantizers Qk. Then, the average bit rate 6 is defined as where .ij;)(n) is the quantized version of g ; ) ( n ) . To avoid overflow in the filter coefficients, we assume that the weighting of the most significant bit assigned to the quantizer QL is greater than ,yk where .Yk,max = Illax l~,~) (~~) l .
(34)
1.n
IJnder this condition, the stepsize in the kth quantizer would be Ak = ~l g k ,~~~2 -~~ and the mean square value of the quantization error y t ) ( n ) is is k=O where e1 and c2 are constants independent of IC and a, L,, is
the length of the subband filter g t ) ( n ) . In practice, c1 and c2 will depend on gi!)(7h), but the bit allocation and coding gain is insensitive to the variation of these constants. To carry on the analysis, we assume that they are constant. We further assume that 1) ~( 7 1 ) is WSS as assumed in the previous section 2 ) the deterministic cross correlation of the quantization error yf) (71) approximately satisfies
This is, of course, never exact because qLz'(71) is FIR.
3) The length L, of g ( n ) is much greater than that of the
A Lower Bound for the Coding Gain:
In the above derivation, orthonormality property of the filter bank is not required, biorthogonality is sufficient. As there is no strong relationship between gk,max and gmax, even for the case of orthonormal convolver, the deterministic coding gain cannot be proved to be always greater than unity. The likelihood that the deterministic coding gain is less than unity is very low. In fact, in all the examples we encountered in numerical experiments, the coding gain is quite large. However, if the analysis and synthesis filters have unit energy (this condition indeed implies that the biorthogonal filter bank is orthonormal [26] 
This is where LHI is the length of the filter H k (~) .
Substituting (42) into (41), we find that the coding gain is lower bounded as the case if the filter bank is of low complexity.
The Optimal Bit Allocation and the Deterministic Codin<?
Gain: Consider Fig. 6(a) . The error of the subband convolution output y;(7t), due to quantization of g t ) ( n ) , can be (43) Remarks: We can also define gki,max = max,, lgt)(n)l in the noise model. Based on these parameters, we can minimize the output error variance by using "periodically time-varying'' bit allocation scheme (that is, use b k i instead of b k ) . Although this is more general than what have been done above, the improvement is negligible for the one-level FB convolver. The reason is that in this convolver, g t ) ( n ) is obtained by timeshifting the input y ( n ) , and gi(kax would not vary very much b + 0.5 log2 g2kgi,max with respect to %. In fact. in all the numerical experiments we carried out, we find that all h k i are the same for all %, even -0.5 log, (a:2g.&,ax)1/711. (38) if we allow periodically time-varying bit allocation. However, in the case of the two-level FB convolver, this is not true.
Q y , ( n ) = ( X k ( 7 1 ) * Q t ' ( 7 L ) ) J p k .
k=O
By using the assumptions in the noise model and carrying out the exact same procedure in Section 111, we find that the optimal number of bits used to quantize the subband filter
gf'(71) is bk
M -1 i=O
The coding gain usually increases by a large amount if a periodically time-varying bit allocation scheme is employed. Under this optimal bit allocation, the average output variance is Therefore, from (39) and (40), we find that the deterministic coding gain of the one-level FB convolver over the direct form We can implement FIR filters using the two-level FB convolver instead of the one-level FB convolver. This will give a lower sensitivity (i.e.. provide a much higher deterministic coding gain). Or equivalently, we can afford to quantize the subband filters g k ) ( n ) to a much lower bit rate for a fixed accuracy. The optimal bit allocation and deterministic coding gain will be derived in the following. Again for a preview of the advantage of the two-level FB convolver over the one-level 
I . The Optimal Bit Allocation and the Deterministic Coding Gain:
The error at the location yi(n) in Fig. 6(b) can be expressed as (37). To carry on the analysis, we will assume that the filter bank { F : ( z ) } is paraunitary. By using the same technique as in the previous section, we find that the optimal bit used to quantize gf'(n) is (49) to (41), we find that the ratio of the deterministic coding gain of the two-level FB convolver to that of the one-level FB convolver is 1\11 of them have a common first factor .which is always greater than unity when the filter bank is orthonormal. They differ only in the second factor. All of them can be obtained by substituting A* and with the corresponding parameters. The only difference is that unlike in the case of the statistical coding gain in Section 111, for the deterministic coding gain we cannot prove a result similar to (30), that is, we cannot prove that yi,r,lax is the arithmetic mean of y ; , , , , , , even if the filter H l ( z ) is paraunitary. Therefore, the ratio of the deterministic coding gain It, in (51) cannot be proved to be always greater than one. Nevertheless, in practice, we will find that is usually much smaller than for a frequency >,elective filter g ( n ) . The reason is that under usual situations, the arithmetic mean of ,yii,l,,ax would not differ much from q~,,,,,. However, ,qzi,,llax may vary considerably with respect to i if y ( n ) is frequency selective. Thus, we may expect that the coding in (49) would be much larger than that in (41) as we will see in the numerical examples in the following section.
Coding Gain when Both Input Signalx(n) and Filterg(n) are Quantized: When quantizers are inserted in both the subbands of ~( 7 1 ) and ,9(n), the coding gain is not the product of G,, and (2,. To obtain the coding gain, we apply the optimal bit allocation formulas in (23) and (46), respectively, to the quantization of 2k(71) and g f ) ( n ) , and ignore the second-order effect. The coding gain is
where the subscript ".E" is used to denote the case when only z ( n ) is quantized, and "y" is used to denote the case when only y ( 7 1 ) is quantized. We see that the largest error term in (53) will dominate the coding gain.
V. NUMERICAL EXAMPLES
In this section, only gk(71) are quantized but not xk(n). In the presence of quantizers in the subbands of ,9(n), the LTI system with impulse response ~( 7 1 ) is effectively replaced with a periodically time varying system (LPTV) (see section 10.1 of [3] for an introduction to LPTV system) with period L (see the next section for the discussion). To describe the system, we have to characterize all L transfer functions Tk(z) as shown in Fig. 7 . In all the following examples, we therefore show all transfer functions.
In the first four examples, y ( n ) is an equiripple low-pass filter with L, = 132. The stopband attenuation 6, = -60 dB and the passpand ripple size 6 , = 0.010. The frequency responses of y(n) with direct quantization to 4 bits and without quantization are shown in Fig. 8 , the stopband attenuation reduces to -17 dB and the passband ripple size increases to 0.049 after quantization. In these four examples, we will show the equivalent filters if we implement y ( n ) by using the lowsensitivity structures (Fig. 6(a) and (b) ). For comparison of the results in the first four examples, we summary the main features in Table I . In the last two examples, we will show the deterministic coding gain and verify the theoretical values with the experimental values. 1 0 1 1 1 2 1 3 1 4 1 5 l~6 1 7 1 Example I-Four-channel Paraunitary (PU) Filter Batik (One-Level FB Convolver): L = M =4, and b =4 b. The four-channel filter bank in Fig. 6(a) is taken to be a treestructured PU filter bank obtained by using two-channel PU filter bank in a symmetric tree. The two-channel PU system uses Filter 8A in [27] . If we implement the analysis bank (Hk.2)) in lattice form, we need only eight multiplications per input sample. The corresponding optimal bit allocation is bo = 10) bl = 5 . b2 = 1: b:, = 0 bits. As shown in Fig. 9 , the stopband attenuations of all the four filters Ti(z) are more than 42 dB, i.e., more than 25 dB better than that of the direct quantization. The passband ripple 6, =0.013. The effect of quantization on the ripple size is negligible. To visualize the effect of the quantization on the phase response, we show the phase responses of z i T i ( z ) in Fig. 10 . From the plots, we see that the phase distortion in the passband is negligible.
Example 2-Four-Chunnel PU Filter Bank (Two-Level FB Conidver): L = M =4, and b =2 b. Both the filter banks formed by { H I , (2)) and {If:( z ) } are taken to be the filter bank used in Example 1. The corresponding bit allocation is shown in Table 11 . As we would expect, bk,i are large for i = 0 because most of the energy of G ( z ) is in the first branch. As shown in Fig. 11 , the stop-band attenuations (44 dB) are comparable to that obtained in Example 1 but the average bit rate b is reduced to half. The passband ripple 6, =0.015.
Example 3-Fourand Eight-Channel DCT Coders (One-Level FB Convolver): b =4 b, and we use the DCT filter bank, which is shown in Fig. 6 of [2] . In a transform coder filter bank, the polyphase matrix E(z) of the analysis filters is a constant matrix T. In this example, two cases of T are considered: i) 4 x 4 DCT matrix and ii) 8 x 8 DCT matrix, as defined in equation (12.157) of [24] . DCT has the advantage that the analysis filters have linear phase, and there exists a fast algorithm for the computation of DCT. The corresponding bit allocations are shown in Table 111 . For each case, we show only one transfer function T o ( z ) in Fig. 12 for simplicity. We see that for M = 4, the stop-band attenuation is 32 dB, and 6, =0.022. For M = 8, the stopband attenuation is 38 dB and 6, = 0.012. here is the same as Example 3. In addition, { H L ( z ) } is identical to { H k ( z ) } . The optimal bit allocation for 4 x 4 DCT is shown in Table IV . The corresponding optimal bit allocation for 8 x 8 DCT is shown in Table V . For simplicity, we show only To@) in Fig. 13 . process with autocorrelation coefficients R( IC) obtained from Table I1 of [24] (low-pass speech source). The first two rows of Table VI show, respectively, the coding gain obtained from (41) ( G,,one) and that obtained from experiment (Gg,exp+.one.)
for five different filters g ( n ) (Filter 1 is the g(n) used in the previous four examples). In most cases, the theoretical value obtained from (41) is very close to the experimental result, in spite of the many statistical assumptions used. Table VI .
From the first four examples, we notice that the performance of the DCT coder is not as good as that of the PU filter bank transformer in Example 1 and 2. The reason is that the analysis filters of the DCT coder have a sma1lt:r stopband attenuation. The leakage from the adjacent band is quite large. In the last two examples, we see that the deterministic coding gain for the two-level FB convolver is much larger than that of the onelevel FB convolver although we cannot prove theoretically that this is always true. By using the two-level FB convolvers, we get a much higher accuracy at the expense of the cost of one fi Iter bank.
VI. RELATION TO BLOCK FILTER AND ALIASING EFFECT
A . Convolvers in the View of Block Filter
It is well-known (see [ 1 I]-[ 131, [6] , and chapter 10 of [ 3 ] ) that block filtering is a technique to implement a scalar filter G ( z ) in such a way as to increase the parallelism. In this section, we will explore the relationship between the filter bank convolver and the conventional block filtering technique. It was shown in [28] that the nonuniform system of Fig. 1 can be expanded as an L-channel uniform system. The pairs of filters { H k ( z ) , Fk(z)} in the nonuniform system are replaced by the L pairs of filters, say { Hk ( z ) , F k ( z ) } , in the uniform system. We will discuss the uniform case only, as the nonuniform problem can be translated to uniform case.
1. Comentional Block Filtering: Given any scalar filter G ( z ) , we can implement it by using block filtering technique ;is shown in Fig. 14(a) . The matrix G ( z ) in Fig. 14(a) is a pseudocirculant matrix and it can be written as:
G ( z ) = where G,(z) is the rth polyphase component of the scalar filter C ( z ) . In fact, the multirate system in Fig. 14 Fig. 14(a) and (b), we discover that the one-level FB convolver is a generalized version of block filtering. Instead of decomposing ~( n ) and ,9(n) into their conventional polyphase components as we did in Section VI-A-1, we decompose ~( 7 1 ) and g(71) into their GPP components respectively with respect to two separate sets of polyphase basis, namely { H , ( z ) } and { F t ( z ) } . The delay chain before the block filter is replaced by a more general analysis bank with filters { H k ( z ) } . Therefore, we can view the convolver as a generalized block filtering technique, which provides not only the advantage of parallelism, but also the advantage of coding gain when implemented in finite precision. Of course, the coding gain is obtained at the expense of the cost of one filter bank. This generalized block filtering technique provides a good tradeoff between the coding gain and the complexity. This is the advantage that the conventional block filtering technique does not have. By using GPP representation, a relationship similar to (55) between [Gone(z)];k and G ( z ) can be interpreted nicely as (61) where the subband signals G t ) ( z ) are the kth GPP components of H,!(z)G(z) with respect to { H l ( z ) } as defined in is as defined in previous section. From (62), we get the implementation of the two-level FB convolver as in Fig. 14(c) . Remarks: The adaptive structure in Fig. 2 of [14] is a simplified version of the two-level FB convolver in Fig. 14(c) (with the second set of filter I?L(z) replaced with pk(z)).
B. Aliasing Effects and the Equivalent LPTV Filter in the Presence of Quantizers
In the presence of quantizers in the subband of g ( n ) , the equivalent system is not a linear time invariant (LTI) system anymore. We will discuss the aliasing effect and the relation between the subband convolver and a linear periodically time v.arying (LPTV) system. Let Q t ' ( z ) be the z transform of q t ) ( n ) , where q f ) ( n ) is defined in (33). Define the matrix Q ( z ) (64) Let Gone(z) be the quantized version of GOne(z). Then eone(z) = G,,,(z) + Q ( z ) . The system in Fig. 14(b) can be drawn equivalently as that in Fig. 15(a) . The upper path gives the desired output and the lower path represents the error. By u:sing the polyphase representation, Fig. 15(a) can be redrawn as Fig. 14(b) where and E ( z ) is the polyphase matrix of the analysis filters H k ( z ) . From Fig 15, we see that the lower path is an LPTV filter and it is an LTI filter if and only if the matrix P is pseudocirculant (see Section 10.1 of [3] ). For the case of the two-level FB convolver as in Fig. 14(c) , the similar result holds except that the matrix P ( z ) is replaced by
where R'(z) is the Type 2 polyphase matrix of the synthesis 
C. Suhhand Implementation of LPTV Filters
From the earlier discussion in this section, it is natural to ask if the subband convolver can be modified to implement an LPTV filter. In the following we will show that the answer is in the affirmative. The implemenation leads to a low sensitivity structure for LPTV filters.
Given an LPTV filter with period L, we can characterize the filter by a set of L transfer functions { T , ( z ) } as shown in Fig. 7 . Notice from the figure that the ith polyphase component y,(n) of the output of the LPTV filter is completely determined by the transfer function T , ( z ) . By Theorem 2.1, y,(n) can be time varying bit allocation can be employed to achieve a low sensitivity structure for LPTV filters.
VII. FB CONVOLVERS FOR LINEAR-PHASE FILTERS
Suppose that y(71) has linear phase. In the direct foim implementation, the symmetry of the impluse response can be exploited to reduce the complexity by one half. Furthermore, the phase remains linear even in the presence of quantization. In the previous discussion, the FB convolvers do not take advantage of the symmetry. In the following, we will see how to preserve the advantages of linear phase and at the same time achieve high coding gain for FB convolvers. Since the method works for orthonormal filter banks only, we will assume that {HI, ( z ) } and { pk ( z ) } are orthonormal. Assume that the length of the filter N = j L , where L is the Icm of n k shown in Fig. 1. We will derive the case where g ( n ) is symmetric with even length (derivations for other cases are very similar). coding gain can be achieved by using a raised-cosine function to shape the overlapping region. Therefore there is a tradeoff between the complexity and the coding gain. Experiments [23] showed that an overlap of less than 10 taps will provide high coding gain.
-
VIII. CONCLUDING REMARKS
A . IFIR Filter as a Special Case of Suhhand Convolver
IFIR filters were introduced in [15] to design narrowband filters. In lowpass case, if the stopband edge is smaller than 7r/&f, then G ( z ) can bc approximated by a cascade of two filters as:
where I ( z ) is a low cost filter. The number of coefficients in G(O)(z) is roughly equal to 1/M of that in G ( z ) . Fig. 17(a) shows the implementation of an IFIR filter. From Fig. l(b) , G ( z ) can be decomposed into its GPP components as respectively). Therefore, more generally, if G ( z ) is a multiband filter, the subband convolver can be used to approximate G ( z ) by retaining the channels which contain most of the energy.
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G ( z ) = C G P ) ( z " ' ) H k ( z ) .
B. Low-Sensitivity Structures ,for IIR Filters
of IIR filters is not very useful for the following reasons:
The application of the FB convolvers in the implementation i) The FB convolver for IIR filters involves the implementation of an LPTV system in the feedback loop, and it is very difficult to ensure the stability in the presence of quantizers. ii) A causal FB convolver will introduce some delay for the output in the feedback loop and this will make the overall system noncausal.
iii) IIR filters seldom have an order N greater than IO, so it is not efficient to implement IIR filters with FB convolvers.
IX. CONCLUSIONS
In this paper, we have generalized the subband convolution theorem in [2] . We have derived the coding gain for the generalized convolver, and it was proved that this coding g,ain is always greater than that of the one-level FB convolver in [2] . We also unified the subband convolvers, GPP representation, block filtering, LPTV filters, and IFIR filters under one framework. This framework provides us a better understanding of the subband convolvers. We have also shown that the convolvers are closely related to the conventional block filtering. Both the one-and two-level FB convolvers can be viewed as generalized block filtering. As an application of the convolution theorem, a low sensitivity structure for FIR filters is proposed. We have defined the deterministic coding gain of the low sensitivity structure and demonstrated that the coding gain is high. Even when the filter coefficients are quantized to a very low bit rate, we can get filters of small passband ripple and large stopband attenuation.
APPENDIX A PROOF OF (42) First, we will prove a fact about vector norms inequality. The third equality follows from the fact that (y(n -1 ) *
/ Q -( T L ) )~~~~ is one of the polyphase components of ~( T L ) * / L~(~L ) .
The last inequality follows directly from triangular inequality. Applying Fact A . l and the fact that h k ( 1 1 ) has unit energy (2-norm is unity), (42) follows immediately.
