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Abstract
Repeat spectroscopic observations from the Sloan Digital Sky Survey Data Release 7 (SDSS
DR7) provide an unprecedented opportunity to study the properties of thousands of quasar
absorption lines (QALs) in the time domain. Systems of QALs have proven to be one of
the most sensitive and unbiased probes of baryonic matter in the high-redshift Universe.
Short timescale absorption variability is one tool that has been used to characterize the
origins and environments of relativistic quasar outflows. However, these studies have been
limited to tens of systems due to the time and expense required for high-resolution repeat
spectroscopic observations of quasars. Recently the SDSS released over 5,000 quasar spectra
that were serendipitously observed on multiple nights with time separations ranging from
days to years. This data set represents the largest population of repeat quasar spectra ever
produced and enables a comprehensive statistical analysis of quasar absorption systems.
The primary goal of this thesis is to present the results from our systematic analysis of
narrow absorption line (NAL) variability. From the sample of repeat SDSS quasar spectra,
we identified 2,585 QAL systems using a proprietary line-finding algorithm to create the
largest ever catalog of quasar absorption systems. We developed a detailed analysis method
to fit the absorption lines in these systems and measure variability. Extensive Monte Carlo
simulations were conducted to characterize the occurrence of false variability due to random
noise fluctuations and to determine the minimum threshold for identifying variable absorp-
tion lines. These measurements yield a total of 42 NAL systems that display no obvious
systematics with respect to line strength, redshift, quasar luminosity, or time between ob-
servations. Of these, at least 12 are likely from a class known as intervening absorption
systems caused by small-scale absorbing gas clouds in foreground galaxies along the line of
sight to the background quasar. As such, they represent the first known detection of variable
intervening absorption lines in quasar spectra.
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Chapter 1
Introduction
1.1 Quasar Absorption Lines
The first quasars were discovered by Matthews & Sandage (1963) as they were searching
for optical counterparts to unknown radio sources. Astronomers initially thought these
objects were stars due to their point-like appearance; but they were puzzled by the very
broad emission lines in their spectra, some of which could not be identified with any known
elements. However, Schmidt (1963) recognized that the unidentified lines in 3C 273 matched
the sequence of hydrogen Balmer lines at a redshift of z = 0.158. He concluded that this
object was likely of extragalactic origin, and subsequent high redshift measurements of other,
similar objects supported his explanation (e.g., Greenstein & Matthews, 1963; Schmidt,
1965).
Soon after the first high redshift measurements, astronomers began searching quasar
spectra for evidence of hydrogen absorption blueward of the Lyα emission peak caused by
intervening material between the source and observer. It was hypothesized that the proper-
ties of these absorption lines would reveal the distribution of hydrogen, whether as a diffuse
intergalactic medium in the form of a large absorption trough (Gunn & Peterson, 1965)
or as a series of sharp absorption lines indicative of discrete clouds in galaxies (Bahcall &
Salpeter, 1965) or galaxy haloes (Bahcall & Salpeter, 1966). The initial discovery of these
quasar absorption lines (QALs; Bahcall & Spitzer, 1969) along with the space distribution
and luminosity functions of a large sample of quasars (Schmidt, 1970) confirmed the extra-
galactic origins of these objects.
Quasars are now known to be the most luminous class of active galactic nuclei (AGN).
They have luminosities that exceed typical galaxies by 2–5 orders of magnitude which allows
them to be seen at extreme distances. All AGN types are classified based on two key
properties: radio loudness and optical emission line width (Padovani, 1999). Radio-quiet
AGN include Seyfert galaxies that contain bright emission lines not found in the spectra
of typical galaxies. They are divided into two types: Type 1 Seyferts have broad emission
lines while Type 2 Seyferts have narrow lines. The radio-loud analogs of Seyfert galaxies are
1
known as broad line and narrow line radio galaxies. Quasars make up another class of AGNs
that primarily display broad emission lines, but some also have narrow lines. These objects
were originally divided into two subclasses based on radio loudness, but today the term
quasar is used to describe both radio-loud and radio-quiet sources. The final AGN class,
known as blazars, refers to objects that are radio-loud with unusual emission line properties.
Although these different AGN classes appear distinct and unrelated, mounting theoretical
and observational evidence supports the conclusion that they are all the same type of object
viewed at different orientations to the line of sight. The current AGN paradigm consists
of a central engine powered by a supermassive black hole and surrounded by a compact
accretion disk that radiates primarily at ultraviolet and X-ray wavelengths. In addition, this
model, which successfully explains the high intrinsic luminosities of these sources, attributes
the radio loudness observed in some of these objects to relativistic jets perpendicular to the
accretion disk (Padovani, 1999).
Due to their extreme brightness, absorption lines in quasar spectra are now regarded as
one of the most sensitive and unbiased probes of the gaseous content of the Universe from
the formation of the first collapsed structures to the present day (see Meiksin 2009 for a
recent comprehensive review). QALs provide unique insight on the temperatures, ionization
states, densities, metallicities, and kinematics of extragalactic gas that would otherwise be
invisible. Systems of QALs are thought to originate either in material associated with the
quasar or host galaxy or in intervening galaxies along the line of sight (Weymann et al.,
1979). They have been observed to contain a wide range of ions, from neutral hydrogen to
highly ionized transitions of iron (e.g., Foltz et al., 1983; Anderson et al., 1987; Hamann &
Sabra, 2004; York et al., 2011).
1.2 Sources and Classifications of QALs
The hydrogen Lyα transition at λ0 = 1216 A˚ produces the vast majority of this absorption
as reflected in the tightly packed lines, termed the Lyα forest, seen blueward of the Lyα
emission peak. This forest, illustrated in Figure 1.1, often inhibits the detection of any
absorption features from other species unless the lines are redward of the rest frame Lyα
transition. Many metal lines are detected in this manner, and chief among these are the
easily visible doublet structures of Mg II at λλ2796, 2804 and C IV at λλ1548, 1551. Since
these ions are optically observable over a large redshift range (0.3 ≤ z ≤ 5), they sample gas
properties over a significant fraction of the history of the Universe.
Typically, QALs are classified into three categories based on line width: broad absorption
lines (BALs) with widths > 2000 km s−1 or ∼10 A˚, narrow absorption lines (NALs) with
2
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Figure 1.1: Examples of SDSS quasar spectra that display the Lyα forest blueward of the
Lyα emission peak at λ0 = 1216 A˚. Due to the optical range of the SDSS spectrographs (see
Section 2.1), the Lyα forest is only observed in quasars with zqso > 2.2. The Lyα absorption
lines are more prominent in the higher redshift quasar (top panel), but there is still enough
Lyα absorption in the lower redshift quasar (bottom panel) to hinder the reliable detection
and measurement of metal absorption lines at wavelengths blueward of the Lyα emission
speak.
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widths < 500 km s−1 or ∼3 A˚, and mini-broad absorption lines (mini-BALs) with intermedi-
ate widths. BALs are particularly broad lines created by outflowing material from the central
region of a quasar (e.g., Weymann et al., 1991) while mini-BALs are somewhat smaller fea-
tures also thought to reside in quasar outflows (e.g., Hamann et al., 1997a; Churchill et al.,
1999; Hamann & Sabra, 2004; Narayanan et al., 2004; Misawa et al., 2007; Rodr´ıguez Hi-
dalgo, Hamann, & Hall, 2010). Narrow absorption lines (NALs), with widths small enough
to resolve strong absorption doublets such as Mg ii and C iv, are further classified into three
categories based on their physical proximity to the background quasar: intrinsic absorption
lines generated by gas physically tied to the quasar environment, associated absorption lines
formed in the quasar host galaxy or local galaxy environment, and intervening absorption
lines located at cosmological distances from the background source (Weymann et al., 1979).
The dividing line between the three types of NALs is ambiguous due to the numerous
competing mechanisms that affect the observed absorption lines. One option involves deter-
mining the typical quasar region of influence and using this boundary to separate intrinsic,
associated, and intervening systems based on redshift. The redshift difference between an
absorption system (zabs) and the quasar (zqso) is often quantified by the dimensionless β
parameter:
β =
v
c
=
(
R2 − 1
R2 + 1
)
(1.1)
where
R =
(
1 + zqso
1 + zabs
)
. (1.2)
Previous studies of associated NALs have found that these absorption systems primarily have
β ∼ 0.02–0.04 or v ∼ 6,000–12,000 km s−1 (Foltz et al., 1986; Nestor, Hamann, & Rodr´ıguez
Hidalgo, 2008; Vanden Berk et al., 2008; Wild et al., 2008). However, BALs and mini-BALs
are sometimes detected with β ≥ 0.2 or v ≥ 60,000 km s−1 (Foltz et al., 1983; Januzzi et
al., 1996; Hamann et al., 1997a; Rodr´ıguez Hidalgo, Hamann, & Hall, 2010) meaning that,
in some cases, absorption systems with zabs  zqso that would appear to be intervening may
actually be intrinsic to the background quasar environment. Thus a conservative cutoff of
β = 0.2 is often used to separate intervening from intrinsic and associated absorption systems
because while many systems at smaller β many not be associated with the quasar, those with
β > 0.2 should almost always be attributed to intervening foreground galaxies. Since there
is no clear β cut that unambiguously separates intrinsic, associated, and intervening NAL
systems, other methods have been proposed to address this shortcoming.
4
1.3 Time Variability
One generally used technique to distinguish between different origins for NALs is time-
variability (Hamann et al., 1997b; Barlow, Hamann, & Sargent, 1997; Narayanan et al.,
2004). The observed time separation between two observations is shifted to the rest frame
of the absorption system:
∆tr =
∆tobs
1 + zabs
(1.3)
Variations in the radiative output of quasars are known to exist (e.g., Vanden Berk et al.,
2004; Wilhite et al., 2005), so any absorbing gas physically associated with the quasar should
also exhibit variability. There are two primary causes of absorption line variability: bulk
motion of the absorbing gas or changes in the gas ionization state (see, e.g., Narayanan et
al., 2004). The quasar environment is prone to dramatic, short-term changes in ionizing flux
and gas dynamics, and such conditions would be responsible for variable absorption lines.
Conversely, such mechanisms for causing variability on short timescales are thought to be
infeasible in intervening systems so time-variability has become one of the strongest indica-
tors that an absorption system is intrinsic to the quasar (Hamann et al., 1995; Narayanan
et al., 2004).
Time-variability of BALs is well documented (e.g., Barlow, 1994; Misawa et al., 2007;
Lundgren et al., 2007; Gibson et al., 2008), but NAL variability has only been detected
in a few studies of a small number of objects (Hamann et al., 1995; Hamann, Barlow,
& Junkkarinen, 1997c; Hamann et al., 2010; Barlow, Hamann, & Sargent, 1997; Ganguly,
Charlton, & Eracleous, 2001; Narayanan et al., 2004; Wise et al., 2004; Misawa et al., 2005).
The results from these studies, summarized in Table 1.1, amount to a total of 48 systems with
repeat spectroscopic observations that have been analyzed for absorption line variability. In
all 18 systems where NAL variability was observed, the cause was attributed to gas changes
in high velocity outflows intrinsic to the quasar environment. However, absorption line
variability has recently been detected in very small-scale structures (∼10-100 AU) within
the Milky Way interstellar medium (Lauroesch & Meyer, 2003; Welty, 2007). Since similar
structures must exist in other galaxies, Vanden Berk et al. (2008) suggested that small
timescale variations could arise from sampling different regions of a foreground cloud as it
moves relative to the background quasar. Thus time-variability of QALs by itself may not
always be a sufficient indicator of intrinsic absorption.
To verify this conclusion, we can estimate the range of timescales needed to detect ab-
sorption variations in 10-100 AU scale intervening clouds. Since ionization state changes are
unlikely in these environments (see, e.g., Narayanan et al., 2004), we consider absorption
line variability caused by bulk motion transverse to the quasar line of sight. Assuming that
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the variability timescale is set by the time needed to cross the quasar beam, small-scale
absorbing gas clouds moving at typical orbital velocities in normal galaxies (∼200 km sec−1)
should move a distance equal to the cloud diameter in ∼0.25–2.5 years in the rest frame of
the absorption system. If the cloud and quasar beam have similar sizes, then variations in
QAL systems on timescales of months to years should be observable. Given the time base-
lines in Tables 1.1 & 2.2, such variations are well within the range of current observations
depending on the distribution and frequency of small-scale clouds in intervening galaxies.
1.4 Goals and Content of this Work
Although the existence of quasar absorption line variability has been clearly established, no
large, systematic study of narrow absorption line variability in QAL systems has yet been
conducted. Such a study would provide a more definitive understanding of the connections
between variable NALs and the properties and environmental conditions of absorbing gas
clouds. Repeat spectroscopic observations from the Sloan Digital Sky Survey (SDSS; York
et al., 2000) provide a remarkable opportunity to search for variability in a large, unbiased,
and homogeneous population of quasar absorption systems. The primary goal of this thesis
is to present the results from our systematic analysis of NAL variability that samples over
2,500 absorption systems with at least two SDSS observations.
Chapter 2 explains the procedure for identifying quasars in SDSS DR7 with repeat spec-
troscopic observations and selecting the NAL systems for this variability study. During the
course of normal SDSS operations over 5,000 quasars were observed on multiple occasions.
The spectra of these quasars were analyzed by a proprietary absorption line-finding algo-
rithm to produce a catalog of 2,585 reliable QAL systems with two or more observations.
The absorption lines detected in these systems are searched for various error conditions and
flagged accordingly. This catalog of QAL systems with repeat observations is nearly two
orders of magnitude larger than all other previously published samples combined and has
the potential to greatly advance quasar absorption line studies in the time domain.
Since the catalog of QAL systems from Chapter 2 is the largest ever produced (see
Table 1.1), we could not individually inspect all of the absorption lines detected in every
system. Thus Chapter 3 describes the automated data analysis method we developed to fit
the absorption lines and measure variability. Using the QAL system parameters from the
catalog in Chapter 2, regions surrounding absorption lines belonging to a given system are
removed from the quasar spectrum. After fitting and removing the continuum flux in these
regions, the absorption lines are fit to Gaussian, Lorentzian, and pseudo-Voigt profiles that
are used to determine the line strength. Three methods are proposed to measure absorption
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line variations based on changes in the fit parameters, flux differences, and line equivalent
widths. Due to the overall quality of the SDSS spectra and the availability of equivalent
width measurements for a wide range of low and high ionization absorption lines, the latter
method based on changes in the line equivalent width between two different observations of
the same system was selected to check for absorption line variability.
Chapter 4 presents the results from detailed simulations to characterize the occurrence
of false variability for various absorption line profiles and noise conditions. Starting with
randomly selected absorption line profiles from real QAL systems, hundreds of thousands
of Poissonian deviations were generated for various noise conditions. The resulting simu-
lated spectra were analyzed using our automated data analysis method described in Chapter
3 and checked for significant absorption line variations. Since the input line profiles were
unchanged, any variations were the results of random Poissonian fluctuations. These simu-
lations revealed that the probability of false variability in a given absorption line is less than
0.02% at the 4σ level, so variations exceeding this confidence level in the real SDSS spectra
are most likely the result of actual changes in the absorbing gas.
The remaining chapters in this thesis present the main results of our search for NAL vari-
ability in SDSS quasar spectra with repeat observations. Chapter 5 describes the method-
ology used to identify the variable NAL systems. To minimize the likelihood of detecting
false variability, the catalog of QAL systems from Chapter 2 is refined to select only the
highest quality spectra with no error conditions such as bright sky contamination or blended
absorption lines. Systems are checked for significant equivalent width variations in all lines
detected in both observation epochs. Finally, each candidate variable system was visually
inspected to check for realistic changes. These steps yield 42 NAL systems with significant
absorption line variability which, as shown in Table 1.1, is more than double the total num-
ber of previously detected variable NAL systems. These systems also have a much wider
range of β values and ion species that are checked for variability. Each system is individually
described in Chapter 5 along with supporting plots and tables in Appendices A–C.
Chapter 6 presents an in-depth analysis of the population of variable absorption systems.
Various system properties are compared to characterize the global properties of the selected
systems and verify that they contain no obvious systematics. Next, we describe the properties
of the 12 intervening NAL systems that represent the first reported detections of intervening
absorption line variability in quasar spectra. We also describe the remaining 30 systems
and explore their likely origins. We conclude with suggestions for future NAL variability
investigations using this data set in Chapter 7.
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Chapter 2
Repeat Spectroscopic Observations of
Quasar Absorption Line Systems
Obtaining repeat photometric observations has become a common practice, especially for
the identification and tracking of short-term dynamic objects like variable stars, extrasolar
planets, and supernovae. Quasars also vary on short timescales, and repeat SDSS images
of ∼25,000 quasars were used to study the dependence of variability on rest-frame time
lag, luminosity, rest wavelength, redshift, the presence of radio and X-ray emission, and the
presence of BAL systems (Vanden Berk et al., 2004). On the other hand, repeat spectroscopic
observations are rare by comparison due to the substantial increase in exposure time required
to obtain a sufficient signal-to-noise ratio (roughly an order of magnitude in the SDSS; see
York et al., 2000). However, repeat SDSS spectra have been used to determine the precise
wavelength dependence of quasar variability and to characterize the variability of the C iv
λ1548 emission line (Wilhite et al., 2005, 2006). These spectra were also used to examine
the variation of C iv BALs on rest-frame timescales ranging from a few weeks to ∼7 years
(Lundgren et al., 2007; Gibson et al., 2008, 2010). Since the vast majority of QALs are
narrow (e.g., Nestor, Hamann, & Rodr´ıguez Hidalgo, 2008; Vanden Berk et al., 2008; Wild
et al., 2008), a study of NAL variability in the SDSS would provide powerful insights into
the origins and environments of QALs. In this chapter, we discuss the observations and
data reduction methods used to create a catalog of over 2,500 QAL systems with repeat
spectroscopic observations.
2.1 The Sloan Digital Sky Survey
The data for this thesis are drawn from the Seventh Data Release (DR7) of the SDSS.
Marking the completion of the phase known as SDSS-II, DR7 includes over 11,000 deg2
of imaging data with follow-up spectroscopy for more than 930,000 galaxies and 120,000
quasars over 9380 deg2 (Abazajian et al., 2009). DR7 also includes all objects that were
observed more than once during the course of the survey. Although not a primary aim of
the survey, repeat observations were taken for a number of reasons including calibrations of
the spectroscopic data processing pipeline, reobservations of entire plates due to poor seeing
9
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Figure 2.1: Sky coverage of 5,550 SDSS DR7 quasars with repeat spectroscopic observations.
There is a high concentration of targets on the celestial equator because this region was one
of the first observed early in the survey, and thus had the most extra observations during
the commissioning and operations phases of the survey.
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conditions, and repeated objects on overlapping plates (see, e.g., Wilhite et al., 2005). There
are 5,550 quasars in DR7 with two to eight spectroscopic observations and observed-frame
time separations ranging from days to years. The sky coverage of these quasars is plotted
in Figure 2.1. Over 83% of these have only two observations and, when combined with the
comparatively few quasars with more observations, yield a total of 12,471 spectra.
The SDSS was designed to select candidate galaxies (Strauss et al., 2002; Eisenstein et
al., 2001), quasars (Richards et al., 2002), and stars (Stoughton et al., 2002) for follow-up
spectroscopy based on their photometric signatures. In a process known as tiling, targeted
objects were mapped onto the sky to determine the locations of the 0.2 mm diameter holes
(3′′ on the sky) drilled into the 3◦ diameter aluminum plates (York et al., 2000; Blanton et
al., 2003). Each plate contained 640 holes corresponding to the object positions and, during
spectroscopic observations, the plates were placed in the imaging plane of the SDSS telescope
and plugged with optical fibers to transmit the light from each object to twin spectrographs.
The resulting spectra, obtained by coadding three or four 15-minute exposures, have a reso-
lution R ≡ λ/∆λ of about 1800 in the wavelength range of 3800–9200 A˚. Initial calibration
occurs in the spectro2d data processing pipeline where the spectra are flat-fielded and flux
calibrated (Stoughton et al., 2002). A second pipeline, spectro1d, identifies spectral fea-
tures and classifies objects by spectral type (SubbaRao et al., 2002). FITS files containing
the output spectra from both pipelines for all observed objects are available for download
from the SDSS Data Archive Server (DAS1).
2.2 NAL System Identification
From the SDSS DR7 release, we identified all quasars (spectra classes 3 and 4 in the
SpecObjAll table on the SDSS catalog archive server, CAS2) using the following SQL query:
SELECT first.specObjID, first.mjd, first.plate, first.fiberID, first.z,
first.specClass, first.ra, first.dec, other.specObjID, other.mjd,
other.plate, other.fiberID, other.z, other.specClass, other.ra, other.dec,
COUNT(DISTINCT other.mjd) + COUNT(DISTINCT first.mjd) AS nightsObserved
into mydb.qsorepeats
FROM SpecObjAll first JOIN SpecObjAll other
1http://das.sdss.org/
2http://casjobs.sdss.org/CasJobs/
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ON first.bestObjID=other.bestObjID
JOIN PlateX AS firstPlate ON firstPlate.plate=first.plate
JOIN PlateX AS otherPlate ON otherPlate.plate=other.plate
WHERE first.scienceprimary=1 AND other.scienceprimary=0
AND other.bestObjID>0
AND first.specClass=dbo.fSpecClass(‘QSO’) or
first.specClass=dbo.fSpecClass(‘HIZ QSO’)
GROUP BY first.plate, other.plate, first.fiberID, other.fiberID,
first.mjd, other.mjd
ORDER BY nightsObserved DESC, first.plate, other.plate
After downloading all of the FITS files for these spectra from both the spectro1d and
spectro2d pipelines, they were independently analyzed by the York et al. (2011) QAL
detection pipeline to produce a catalog of all metal absorption lines found in these spectra.
With the aim of sampling a wide range of QAL environments, the pipeline currently searches
for over fifty different ions that span a wide range of elements and ionization states (York
et al., 2011, see Table 5.1 for a partial listing). The details of the automated algorithm to
detect QAL systems in SDSS quasar spectra are the subject of York et al. (2011), but the
following paragraph provides a brief summary of this process.
The York QAL pipeline is comprised of an absorption line-finding algorithm followed by
a code that sorts detected lines into systems at the same redshift (Lundgren et al., 2009).
The first code performs a fit to the continuum flux that is used to normalize the spectrum.
Next, the line equivalent widths are calculated using the method outlined in Schneider et al.
(1993) that was developed for the Hubble Space Telescope (HST) Quasar Absorption Line
Key Project (Bahcall et al., 1993). This routine first generates an equivalent width spectrum
by convolving the pixels across the entire quasar spectrum with the point spread function
(PSF) of the telescope. The identified absorption lines in the new spectrum are fitted with
one or more Gaussian profiles to calculate the final equivalent width. The absorption features
with EW ≥ 3σEW are recorded and passed into a second code that matches different ions at
the same redshift. This code starts by trying to find the easily observable ion doublets of C iv
and Mg ii and applies various selection criteria, including proper wavelength separations and
reasonable doublet ratios, to ensure that the detected lines are real. A redshift is determined
12
for these positively identified doublets that is used to search the remaining list of detected
lines for other ions in the same absorption system. The last step is to assign a confidence
grade based on the number of lines with EW ≥ 4σEW. Grade “A” systems have at least four
lines with confident detections, grade “B” systems have three, grade “C” systems have two
with one usually a Mg ii or C iv doublet, and grade “N” systems have no identified lines
present. The accuracy of grade A systems is greater than 99%, grade B systems are slightly
less accurate but still considered to be reliable detections, and lower grades are successively
less reliable (see, e.g., Lundgren et al., 2009; Lundgren, 2009, for more information).
2.3 Spectroscopic Mask Bits
Nearly half of the repeat quasar absorption spectra contain pixels with unusually bright
background sky flux and/or cosmic rays that adversely affect our variability measurements.
In many cases, these bright pixels produce artificial features in the absorption line profiles
that cause erroneous variability measurements. The spectra FITS files contain error mask ar-
rays created during the spectro2d pipeline processing as described in Table 11 of Stoughton
et al. (2002). Table 2.1 lists the 13 different mask conditions that can be flagged for each
pixel, and two mask values are given for every pixel: conditions present in all 15-minute
exposures are flagged in the AND-mask while those present in any of the individual exposures
are flagged in the OR-mask (Stoughton et al., 2002).
There is no clear recipe for mapping combinations of mask bits that represent significantly
contaminated pixels where the reported object flux and error should not be trusted. Pixels
flagged FULLREJECT, NOSKY, and NODATA already have their flux errors set identically to zero
to indicate that these pixels are most likely corrupted. For other error conditions, there
is a SKYMASK3 IDL routine in the SDSS spec2d spectroscopic pipeline utilities that masks
regions where sky-subtraction errors are expected to dominate. This routine masks pixels
flagged BRIGHTSKY in the AND-mask or BADSKYCHI or REDMONSTER in the OR-mask. The first
flag indicates a region of the spectrum where the sky emission dominates the target flux
while the latter two flags signify pixels where the sky subtraction that is likely incorrect due
to a poor fit to the sky flux. The SKYMASK routine can also mask a user-defined number of
neighboring pixels that do not meet flag criteria but are likely contaminated.
For the quasar spectra with pixels flagged in the mask arrays, we compared the sky flux
of pixels flagged BRIGHTSKY in the AND mask to neighboring unflagged pixels to quantify how
they were affected by the saturated pixels. In the entire sample, the average ratio of the
pixel sky flux to median sky of the spectrum drops by ∼65% in the nearest pixel and ∼82%
3http://spectro.princeton.edu/
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Table 2.1: SDSS spectroscopic pixel mask flags (reproduced from Stoughton et al., 2002,
Table 11). Pixels with errors set identically to zero (a) or masked by the SKYMASK IDL routine
(b; see Section 2.3) are used to identify absorption lines contaminated by sky subtraction
errors in Table 2.4.
Flag Explanation
NEARBADPIXEL Bad pixel within 3 pixels of trace
LOWFLAT Flat field less than 0.5
FULLREJECTa Pixel fully rejected in extraction
PARTIALREJECT Some pixels rejected in extraction
SCATTEREDLIGHT Scattered light significant
CROSSTALK Cross talk significant
NOSKYa Sky level unknown at this wavelength
BRIGHTSKYb Sky level > flux + 10*flux error and
sky > 1.25*median sky over 99 pixels
NODATAa No data available in combined B-spline
COMBINEREJ Rejected in combined B-spline
BADFLUXFACTOR Low flux calibration or flux correction factor
BADSKYCHIb χ2 > 4 in sky residuals at this wavelength
REDMONSTERb Contiguous region of bad χ2 in sky residuals
Table 2.2: Summary of the number of observations and maximum time baselines for the
SDSS quasars with repeat observations.
Number of Observations Number of Quasars Maximum Time Baseline
(days in the observed frame)
2 4622 2964
3 686 2920
4 107 2323
5 85 1894
6 37 2265
7 10 2265
8 3 2265
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in the next pixel. Similarly, the average fractional change in pixel flux errors between the
flagged and unflagged pixels decreases by ∼44% for the nearest pixel and ∼65% for the next
pixel. Based on these results, we decide to mask a total of three pixels consisting of the
flagged and two closest neighboring pixels to balance the trade-off between keeping as many
pixels as possible while accounting for bright sky contamination.
2.4 Catalog of NAL Systems with Repeat SDSS
Observations
The SDSS DR7 CAS contains 6,081 quasars with repeat observations. After comparison
with the Schneider et al. (2010) DR7 quasar catalog, 485 objects were removed that were in-
correctly identified as quasars by the SDSS spectro1d pipeline. These objects were visually
inspected and removed because either their luminosities, emission line widths, or spectral
characteristics did not satisfy the quasar criteria (Schneider et al., 2010). The quasar red-
shifts were also modified from the Hewett & Wild (2010) catalog. This catalog uses a more
extensive quasar master template that was constructed based on empirical comparisons of
prominent quasar spectral features as a function of redshift and luminosity. These features
include Ca ii H & K host galaxy absorption lines and quasar [O ii], [O iii], Mg ii, C iii], and
C iv emission lines. The new quasar redshifts calculated from this template reduce system-
atic biases that are present in the published SDSS quasar redshifts by a factor of ∼20 (Hewett
& Wild, 2010). The remaining 5,596 quasars yield 9,067 unique quasar/time-separation pair-
ings where some were observed more than once on the same or back-to-back nights while
others spanned the duration of SDSS-I/II operations.
In some cases, spectra from multiple observations of the same object are coadded by
the spectro2d pipeline when the time between observations is small (less than ∼30 days),
the same plate is reobserved, and the plate has not been replugged (Wilhite et al., 2005).
The FITS header for each plate (spPlate file) lists the Modified Julian Day (MJD) for all
observations of a plate that are coadded. Checking all of the quasar/time-separation pairings
reveals that the second observation of Plate 2516 was coadded with the first observation on
the previous day. Since none of the 46 quasars on this plate have additional observations,
all were removed from the repeat observation sample. Table 2.2 summarizes the number
of observations and maximum time baselines for the remaining 5,550 quasars in the final
sample.
The redshift (zqso), i-band absolute magnitude (Mi), and observed-frame time between
observations (∆tobs) distributions of the quasars with repeat observations are plotted in
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Figure 2.2: Number distribution of SDSS DR7 quasars with repeat observations as a func-
tion of quasar redshift (zqso). The bin size is 0.1 and the y-axis is normalized to enable
comparison with the entire DR7 quasar catalog (dashed red line; Schneider et al., 2010).
The shape of both histograms closely match, suggesting that the sample of quasars with
repeat observations is unbiased with respect to the full SDSS DR7 quasar sample.
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Figure 2.3: Number distribution of SDSS DR7 quasars with repeat observations as a function
of i-band absolute magnitude (Mi). The bin size is 0.1 and the y-axis is normalized to enable
comparison with the entire DR7 quasar catalog (dashed red line; Schneider et al., 2010). The
shape of both histograms closely match, suggesting that the sample of quasars with repeat
observations is unbiased with respect to the full SDSS DR7 quasar sample.
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Figure 2.4: Number distribution of SDSS DR7 quasars with repeat observations as a function
of observed-frame time between observations (∆tobs). A logarithmic scale is used for the x-
axis due to the large range of time separations spanning days to years. Almost 30% of the
repeat observations are separated by less than one month; however, the FITS file headers
indicate that none of the spectra have been coadded.
18
Figures 2.2–2.4. Also plotted in Figures 2.2 & 2.3 are the same distributions for the entire
SDSS DR7 quasar catalog (cf. Schneider et al., 2010, Fig. 5). Since the general shape of
the histograms shows only slight deviations in both figures, there are no obvious systematic
biases in the quasars that were observed multiple times. Figure 2.4 shows the distribution
of the remaining 9,021 unique quasar/time-separation pairings where the dip around ∼100
days is the result of seasonal variations when the SDSS footprint is in the daytime sky. Also,
none of the pairings have coadded spectra even though there are 2,596 instances where the
time between observations is less than a month. Thus, an arbitrary minimum time between
observations is unwarranted and these quasars can be studied for evidence of both short and
long-timescale variability.
Running the SDSS DR7 repeat quasar spectra through the York QAL pipeline yields
a sample of 2,585 metal absorption systems in 1,656 quasars with confidence grades of B
or better in at least one observation over the redshift range of 0.36 < zabs < 3.7. Given
that most of the quasars have multiple absorption systems with varied confidence grades,
the measured redshifts must be compared between repeat observations of the same quasar.
When the difference is small (∆z ≤ 0.001 or, equivalently, ∆v ≤ 300 km s−1), these are
considered to be the same system. This offset is based on the nominal ∼2 A˚ width required
to resolve strong lines such as Mg ii and C iv that are used identify QAL systems (see Section
2.2 and Lundgren et al., 2009). Once ∆z > 0.001, the absorption systems with different
redshifts are likely distinct and are treated separately. Table 2.3 summarizes the number of
observations and maximum time baselines for the QAL systems with repeat observations,
and Figure 2.5 plots their time distribution. Comparing the shape of the histogram to the
sample of SDSS DR7 quasars with repeat observations in Figure 2.4 implies that the QAL
systems sample is also unbiased. Finally, Table 2.3 shows that 513 of these systems have
between three and eight observations, and incorporating each unique time separation gives
a total of 4,583 combinations of two quasar spectra.
The system properties and detected lines are listed in Table 2.4, and their redshift and
β distributions are plotted in Figures 2.6 & 2.7. The majority of these systems include lines
from either the Mg ii or C iv doublets so these ions are used to classify the systems in these
figures. A Mg ii system is defined as a system with a reported detection of at least one of the
lines in the Mg ii λλ2796, 2804 doublet and no detection of the C iv λλ1548, 1551 lines. C iv
systems are similarly defined (at least one C iv line and no Mg ii lines) while systems with
detections of lines from either both or none of these doublets are also specified. The redshift
distributions of the Mg ii and C iv systems reflect the redshift intervals where their rest
wavelengths are shifted into the observed range of the SDSS spectrographs and the higher
number of quasars observed by the SDSS at zqso ≤ 2 (see Figure 2.2). Their β distributions
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Table 2.3: Summary of the number of observations and maximum time baselines for the
QAL systems in Table 2.4 with repeat observations.
Number of Observations Number of Systems Maximum Time Baseline
(days in the observed frame)
2 2072 2964
3 372 2920
4 72 2284
5 35 1894
6 18 2265
7 15 421
8 1 421
Figure 2.5: Number distribution of QAL systems with repeat observations as a function
of observed-frame time between observations (∆tobs). A logarithmic scale is used for the
x-axis due to the large range of time separations spanning days to years. The shape of the
histogram closely matches the shape for all SDSS DR7 quasars with repeat observations
which implies that the catalog of QAL systems with repeat observations in Table 2.4 is
unbiased (see Figure 2.4).
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Figure 2.6: The absorption system redshift (zabs) distribution of identified SDSS DR7 QAL
systems with repeat observations (0.1 bin size ). The Mg ii and C iv system distributions
are determined by the overall quasar redshift distribution and the redshift ranges where the
doublets are shifted to optical wavelengths.
22
Figure 2.7: The β distribution of identified SDSS DR7 QAL systems with repeat observations
(0.01 bin size). The y-axis range was truncated to more clearly show the trends for all system
classifications (the C iv line extends to 191 systems at 0 ≤ β < 0.01). The Mg ii and C iv
system distributions reflect the typical environments where low and high ionization metals
are found.
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indicate that high ionization ions such as C iv are more prevalent in close proximity to the
background quasar (i.e., intrinsic and associated systems) due to the extreme luminosity of
the central accretion disk while low ionization ions like Mg ii are found over a broader range
of galactic environments (see Lundgren et al., 2009, and references therein).
Although there is at least one grade A or B observation for all of the QAL systems in Table
2.4, half of these (1,294 systems) have at least two grade A or B observations. Specifically,
there are 836 systems where the two best observations are grade A; 277 systems with only one
grade A and at least one grade B observation; and 181 systems with at least two grade B (and
no grade A) observations. The other half have a reliable system detection in one observation
but have fewer or no detected lines in the second. In the most extreme case, a grade A system
in one epoch is completely absent in the other (grade N). This scenario is most likely caused
by poor data quality in the observation where the system was undetected, but it could also
indicate a system that “turns on” or “turns off”. Such a result would provide meaningful
insight into the small-scale structures in high-redshift galaxies that are not visible. There
are 198 systems in Table 2.4 with this property, and Figure 2.8 compares the i-band signal-
to-noise ratios (S/Ni) of both observations. Overall, the slope of the best-fit line is 0.81
± 0.04 which confirms our previous argument that the grade A observations usually have
higher S/Ni values compared to the grade N observations. However, there are significant
outliers from this trend where the S/N of the grade N system is comparable to or even
greater than the grade A system (top left of Figure 2.8). These observations could indicate a
turn on/off variable system but could also be explained by incorrect system identifications,
blending with lines from another system, or other error conditions. Determining the cause
of the occasional discrepancy in the detected absorption lines between two high S/N spectra
requires additional analysis of these systems as described in Chapter 7.
Absorption lines in some QAL systems could not be properly analyzed for variability due
to various mitigating factors. These lines are flagged when any of the following conditions
are present:
(a) Alternate line identification for a different QAL system detected in the same quasar
spectrum.
(b) Masked or multiple negative flux density pixels within seven pixels of the line center
wavelength.
(c) The continuum fit near the line is suspect.
The first condition is provided by the York QAL pipeline. In the course of searching for QAL
absorption systems, the pipeline routinely detects multiple systems at various redshifts in a
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Figure 2.8: The i-band signal-to-noise ratio (S/Ni) for systems with a grade A detection in
one observation that are absent in the second observation. The slope of the best-fit line is
0.81 ± 0.04 indicating that the grade A observation usually has a higher S/Ni compared to
the grade N observation.
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given SDSS spectrum. On occasion, certain absorption line species identified in one system
correspond to different species in another system. The lines flagged with multiple ion/redshift
possibilities require more careful analysis to determine the most likely line identification.
The last two conditions reflect the reliability of the line detection. The proximity of
masked pixels could significantly alter the absorption line profile. Similarly, a poor continuum
fit resulting either from regions with multiple emission and/or absorption lines or from
nearing the wavelength limits of the SDSS spectrograph yield line measurements that are
likely incorrect. In addition to the catalog of QAL systems in SDSS repeat spectra, the
York QAL pipeline produced normalized spectra for all quasars even when no systems are
detected. The continuum fitting algorithm uses 30-pixel windows for regions redward of
the Lyα emission line (York et al., 2011). Based on this window size, we set the minimum
distance between an absorption line trough and a masked pixel such that the line and nearby
continuum are free of masked pixels over half of a continuum window at a minimum. To
evaluate the quality of the continuum fit near an absorption line, we calculate the mean of
the normalized pixel flux density over a region spanning two continuum windows. However,
this region is likely to contain other absorption lines and other deviant pixels so we use the
RESISTANT MEAN4 IDL routine to trim away outliers based on deviations from the median.
Since this is a rather crude estimate of the mean, we only flagged lines with values exceeding
1.0 ± 0.1.
Of the 5,944 total system observations in Table 2.4, 3,924, or 66%, have at least one
flagged absorption line. Breaking this down by system grade gives the following fractions
of observations with flagged lines: 80% for grade A observations (1977 out of 2466), 82%
(1366/1665) for grade B, and 32% (581/1813) for grade C and below. This trend suggests
that although grade A and B systems are deemed reliable and accurate QAL systems, each
system generally has more detected lines than systems with lower grades and are thus more
likely to have an absorption line trigger one of the error conditions. To determine the
probability of having an absorption line with one of the error conditions, we compared the
number of flagged lines to the total number of detected lines in each system observation.
Overall, 41% of the absorption lines in a QAL system listed are flagged with 35% in grade
A systems, 47% in grade B systems, and 44% in grade C systems. Given these results,
additional care must be taken to accurately analyze absorption lines in a manner that does
not introduce false variations when comparing lines from different observations of the same
QAL system.
4http://idlastro.gsfc.nasa.gov/
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2.5 Summary
The catalog of QAL systems with repeat SDSS observations in Table 2.4 is the largest sample
ever assembled by nearly two orders of magnitude (see Table 1.1), and it has the potential
to revolutionize future studies of QAL systems in the time domain. Their results will place
important constraints on the origins and environments of QAL systems that would provide
meaningful new insights into the physical properties of the intergalactic medium over a wide
range of galaxy types and redshifts. In this thesis, we present the results of our search for
significant short-term variations in the absorption lines detected in these QAL systems that
could signify changes in the properties and/or dynamics of the absorbing gas clouds. An
investigation of this magnitude has never before been undertaken because the data simply
did not exist to make it possible. We describe the data analysis methods we used to identify
variable systems in Chapter 3 followed by a discussion in Chapter 4 of the extensive Monte
Carlo simulations we conducted to minimize false detections. Chapters 5 & 6 present and
examine the variable absorption systems we found in SDSS quasar spectra.
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Chapter 3
Characterization and Analysis of
Multi-Epoch Quasar Absorption Lines
Absorption line variability can be quantified with either nonparametric or parametric anal-
ysis techniques. The nonparametric approach uses the unaltered raw pixel flux values and
errors for a particular absorption line. Options for measuring absorption variations between
observation epochs include comparing the raw flux values or a numerical approximation of
the line strengths. However, both of these methods are very susceptible to noise spikes in the
normalized spectra that may produce false variability in continuum regions comparable to
even the highest measured absorption line variations. Given the difficulty a nonparametric
approach has in distinguishing between true and false variability, we can apply an alter-
native approach, parametric analysis, that determines functional fits to the continuum and
absorption lines prior to measuring variations between observation epochs. In this chapter
we present possible causes of absorption line variability followed by a thorough discussion of
our parametric fitting and variability measurement methods for QALs in SDSS spectra.
3.1 Absorption Line Variability
There are several manifestations of absorption line variability that may or may not be caused
by actual changes in the properties of the absorbing gas. The most frequent source of
variability is fluctuations in the incident ionizing flux from the background quasar. With
the exception of saturated lines, these changes cause absorption variations in the foreground
gas clouds (i.e., higher flux causes more absorption and vice versa). The continuum level in
quasar spectra represents the flux density as a function of wavelength. Most quasars exhibit
∼20% continuum variability on timescales of months to years (Hook et al., 1994) which could
mask separate and unrelated variations in the absorbing gas. Fortunately, these two distinct
sources of absorption line variability can be distinguished by dividing the pixel flux with the
measured continuum to normalize the spectrum before analyzing the absorption lines.
After normalizing the spectrum, absorptions lines vary primarily in width and depth (see
Figure 3.3 for an example) which signify changes in the properties of the absorbing gas.
However, Figures 3.4 & 3.6 show that variations also result from changes in the amount of
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blending between multiple absorption lines. The measurement of absorption line variations
in the QAL systems detected in SDSS spectra is complicated by the medium spectroscopic
resolution (see Section 2.1) that causes blending of individual components in most absorption
lines. Changes in these components can cause variations in both the width and the depth
of the blended absorption line. Saturation is another common feature in many of these
absorption lines where all of the incident ionizing flux is completely absorbed by one or more
of the individual components in the blended absorption line. In high resolution spectra,
the line troughs for the saturated components would be straight lines at zero flux. The
blending of saturated and unsaturated components in SDSS absorption lines causes the lines
to display varying degrees of partial saturation that do not always coincide with zero flux.
Fortunately, the ratios of line strengths in ion doublets have expected values based on the
relative strengths of their transitions:
DR =
f1λ
2
01
f2λ202
(3.1)
where f1 and λ01 are the oscillator strength and the rest wavelength of the bluer line in
the doublet (see Table 5.1 from Morton, 2003). Nestor, Turnshek, & Rao (2005) used this
argument to quantify the frequency of Mg ii saturation in SDSS spectra and found that 92%
of the Mg ii systems they detected in SDSS spectra are at least partially saturated. As the
degree of saturation increases, the sensitivity to absorption line variability decreases. Thus
line blending and saturation can make it difficult to accurately measure actual absorption
line variability and determine the cause of observed line variations in SDSS spectra, but
these variations still indicate that changes occurred in the absorbing gas clouds.
3.2 Nonparametric Absorption Line Analysis
The most obvious difference between two normalized absorption line spectra is a change in
the raw pixel flux between observations. Typically, these differences are summed over the
pixels that define the absorption line (see Section 3.4):
∆f =
λmax∑
i=λmin
(fi,1 − fi,2) (3.2)
σ2∆f =
λmax∑
i=λmin
(σ2fi,1 + σ
2
fi,2
) (3.3)
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where fi,1 and σfi,1 are the pixel flux and error in the first observation, and λmin and λmax
are the wavelength limits that define the extent of the absorption line. Assuming there is
an absorption line variation between observations, the small flux differences in each pixel
are summed to become a much larger difference over the entire absorption line as long as
they have the same sign (i.e., fi,2 is bigger than fi,1 over most of the pixels in the absorption
line, or vice versa). Equation 3.2 is also useful in distinguishing between continuum and
absorption line fluctuations since the former are caused by random noise and tend to cancel
out. Nevertheless, this approach is insensitive to absorption line variations that do not have
the same sign (i.e., the flux differences in a wide, shallow line that becomes narrow and deep
would reduce the total difference; see Figure 3.3). This issue can be addressed by taking
the absolute value of the pixel flux difference before summing over the entire absorption
line, but continuum fluctuations would be additive such that they could be comparable to
absorption line variations. Thus neither option appears to be effective at identifying all types
of absorption line variability while overlooking normalized continuum variations.
An alternative to comparing the pixel flux is to first measure the line strength in each
observation then subtract the results. Usually the line strength is quantified by calculating
the equivalent width of the normalized absorption line because the result is closely tied to
the physical properties of the absorbing gas for unsaturated lines (see, e.g., Meiksin, 2009).
The equivalent width is defined as the width of a rectangle with a normalized depth of one
that has the same area as the absorption line, and its value can be approximated numerically
as follows:
EW =
λmax∑
i=λmin
[1− (fi/fc,i)]∆λi (3.4)
σ2EW =
λmax∑
i=λmin
[(
σfi
fi
)2
+
(
σfc,i
fc,i
)2](
fi
fc,i
)2
∆λ2i (3.5)
where f and σfi are the pixel flux and error, fc and σfc,i are the continuum flux and error,
∆λi is the wavelength difference between each of the summed pixels, and the wavelength
limits (λmin, λmax) are the same as Equation 3.2. Since the equivalent width of a line is
calculated before comparing it to the width in another observation, the result is mostly
unbiased by continuum fluctuations since these tend to cancel out. The exception is in the
absorption line wings where continuum fluctuations begin to dominate the absorption line
profile. Compared to the flux difference method, this approach is also effective at finding
absorption line variations where the line depth and width both change in the same manner
between observations (i.e., either one or both becomes bigger, or vice versa). However, a line
that is wide and shallow in one observation gives a similar equivalent width as a line that
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is narrow and deep in another observation so changes in equivalent width are, once again,
insensitive to certain absorption line variations.
Both the pixel flux and equivalent width difference methods are viable options for mea-
suring absorption line variability but are adversely affected by certain types of variations
and continuum fluctuations caused by random noise. We do not want to limit the former
because these changes could represent true variations in the individual components that are
blended together in the measured absorption line. Left with addressing the latter effect, we
can reduce the impact of continuum fluctuations using a parametric fit to the absorption
line spectrum before attempting to measure variations between observations.
3.3 Parametric Absorption Line Analysis
The York QAL pipeline independently analyzes each quasar observation for absorption lines
from many different ion species that are prevalent in SDSS spectra (Lundgren et al., 2009;
York et al., 2011). As a result, the redshift calculated for each absorption system may
be slightly different between multiple observations of the same quasar. However, the same
system redshift must be applied to each observation to ensure an unbiased comparison of
absorption features. When ∆z ≤ 0.001 for the different observations, the different redshifts
for the same system were averaged to get a single result that is used for all observations of the
same absorption system (see Section 2.4). The York QAL pipeline conducts a parametric
absorption system analysis that includes fitting the continuum and absorption lines and
measuring each detected line. However, we separately verified the efficacy of these outputs
before using them to measure absorption line variability. Since the comparison of absorption
lines across multiple observation epochs requires a careful characterization of each line in
each observation, we started our parametric analysis by using the York QAL pipeline to find
absorption systems in SDSS spectra with repeat observations. We developed an independent
method to conduct a rigorous characterization of the absorption lines in these systems before
checking for possible variability. High ionization metals are preferentially located in intrinsic
or associated systems, so this method analyzed the following low ionization metals to ensure
a more uniform sampling of QAL environments: Fe ii λ1609, λ2344, λ2374, λ2383, λ2587,
λ2600; Mg ii λλ2796, 2804; and Mg i λ2853.
Beginning with a complete quasar spectrum, we extracted a narrow region surrounding a
given absorption line. For the Mg i and the two bluest Fe ii lines that are relatively isolated
from other lines, this region is centered on the rest wavelength of the absorption line shifted
to the observed frame and extended out 30 pixels in both the red and blue directions. The
remaining Mg ii, C iv, and Fe ii lines are too close together to allow a separation of individual
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absorption lines in this manner. In these cases, the extracted region includes all pixels within
30 pixels blueward of the bluer line and redward of the redder line. Additionally, flagged
pixels in the error mask arrays are identified where sky-subtraction errors are expected to
dominate (Stoughton et al., 2002). Since these bright pixels can produce artificial variability
results even though the actual spectra show no apparent variation, the flux errors of the
flagged pixels and their closest neighboring pixels were increased by an order of magnitude
to minimize their weighting.
The continuum flux level surrounding an absorption feature is calculated by a linear fit to
the wavelength and flux values of 30-pixel regions (∼12 A˚ in the rest frame of the absorption
system) on the blue and red edges of the extracted spectrum. Implicit in this approach is
the assumption that there are no non-linear features such as narrow emission lines or BALs
in close proximity to the absorption line. When this condition is not the case, as evidenced
by a high reduced chi-squared value of the linear fit (χ2r > 2.3 or a 1σ deviation for a two
parameter fit), the suspect absorption line is flagged and removed from subsequent analyses.
Lines are also flagged and removed when the continuum fit is negative (e.g., due to bright
sky emission). The absorption line spectrum is divided by the continuum to generate a
normalized spectrum that separates absorption variability in intergalactic gas clouds from
fluctuations in the quasar continuum flux.
The continuum-free spectrum is fitted to various line profiles using the IDL non-linear
least squares fitting routine MPFIT (Markwardt, 2009). First, each absorption line spectrum
was fit individually to a Gaussian:
fG(λ) = a0,G exp
[
−1
2
(
λ− a1,G
a2,G
)2]
(3.6)
and a Lorentzian profile:
fL(λ) =
a0,L
1 +
(
λ−a1,L
a2,L
)2 (3.7)
where fG(λ) and fL(λ) are the Gaussian and Lorentzian functions with parameters a0, a1,
and a2 describing the depth, center, and width of the absorption feature for each function.
The Gaussian profile best describes the line broadening in thermal equilibrium caused by the
motion of atoms in the absorbing gas with speeds represented by the Maxwell-Boltzmann
distribution. The Lorentzian profile characterizes the natural line broadening caused by the
uncertainty in the energy of a single atom due to Heisenberg’s uncertainty principle, and
the pressure broadening caused by collisions between atoms from a single element in the
absorbing gas (Carroll & Ostlie, 2007).
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After examining many of the lines with poor fitting results, we found that the following
constraints on the fitting routine minimized the number of false absorption systems caused
by random noise fluctuations that happened to produce a false trough at the absorption
line rest wavelengths (this issue is also addressed with simulated spectra; see Chapter 4):
depth parameters less than three times the minimum flux closest to each line, and center
wavelength parameters within 2 A˚ of the applicable absorption line rest wavelengths. We
also required width parameters to be less than 4 A˚ in the rest frame of the absorption system
to remove BALs.
The total profile of an absorption line has contributions from all of the broadening mech-
anisms described by the Gaussian and Lorentzian profiles. Typically, thermal broadening
is dominant in the absorption line core while natural and pressure broadening dominate in
the wings. Thus the absorption line profile is best characterized by the Voigt profile which
is a convolution of the Gaussian and Lorentzian profiles (Carroll & Ostlie, 2007). Using
the Gaussian and Lorentzian best-fit parameters for each spectrum, we approximate a Voigt
profile by combining these two fits into a pseudo-Voigt profile:
fpV (λ) = (1− η)fG(λ) + ηfL(λ) (3.8)
where η is a parameter that mixes the two functions (Ida et al., 2000). As a result, each fit
produces a total of seven fit parameters for each absorption line. Note that η = 0 means
that the best-fit to the absorption line is a pure Gaussian while η = 1 signifies a pure
Lorentzian best-fit. The spectra for different Fe ii in two different systems, with continuum
and absorption line fitting results, are plotted in Figures 3.1 & 3.2 to illustrate typical fits
for isolated and paired absorption lines. When the fitting routine failed to produce a good
fit or the reduced chi-squared value indicated a poor fit (again χ2r > 2.3), these absorption
systems were flagged to ensure that variability measurements are only done on systems
with successful fits in both observations. Unfortunately, this approach is complicated by
the resolution of SDSS spectra where absorption lines from multiple individual components
are blended together in a single line (see Section 3.1). This blending means that the Voigt
profile may no longer be the best representation of the combined absorption line profiles
from multiple gas clouds.
3.4 Variability Measurement Methods
The amount of flux removed by an absorption system can be quantified in several ways,
but the first step is to determine the wavelength range that defines a given absorption line.
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Figure 3.1: Example continuum and absorption line fitting results for the Fe ii λ2587 and
λ2600 lines in the grade B absorption system at zabs = 2.3528 in SDSS J135046.09+290752.3.
The top panel shows the continuum (dotted black line), Gaussian (dot–long dashed magenta),
Lorentzian (dot–short dashed green), and pseudo-Voigt (short dashed blue) best-fit results
plotted over the raw spectrum while the bottom panel in the raw spectrum error array.
In both absorption lines, different mixing parameters are evident for each absorption line,
particularly in the top panel where the the pseudo-Voigt line is completely Gaussian for the
Fe ii λ2587 line yet is mostly Lorentzian for the λ2600 line. The error spike at the red end
of the spectrum is caused by flagged bright sky pixels likely attributed to a telluric line.
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Figure 3.2: Example continuum and absorption line fitting results for the Fe ii λ2344 line in
the grade A absorption system at zabs = 1.6792 in SDSS J015925.07-001755.4. The top panel
shows the continuum (dotted black line), Gaussian (dot–long dashed magenta), Lorentzian
(dot–short dashed green), and pseudo-Voigt (short dashed blue) best-fit results plotted over
the raw spectrum while the bottom panel in the raw spectrum error array. The pseudo-Voigt
fit to the Fe ii λ2344 line is slightly more Gaussian than Lorentzian. The spikes in the error
spectrum are caused by flagged bright sky pixels.
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Ideally this range is determined by the red and blue limits where the absorption line flux
returns to the continuum. However, in practice these values can be hard to quantify in a
noisy spectrum which could lead to false variability when different wavelength limits are
used for different observations of the same absorption line. We explored the following four
methods to set the wavelength limits of a given absorption line:
1. Center a window with a fixed pixel width on the pixel with wavelength closest to
the rest frame wavelength of the applicable ion shifted to the frame of the absorption
system.
2. Use a fixed 5-A˚ rest frame wavelength range centered on the center parameter returned
by the fitting routine. This method allows some flexibility to the number of pixels used
to define the absorption line while requiring that the same number are used between
different observations of the same absorption system.
3. Determine the wavelength limits based on where the fitting results return to the linear
continuum fit. This method assumes that the fit is the best representation of the
absorption line profile and allows for different wavelength limits for each observation of
the same absorption system based on the possible changes in the line profile reflected
in the fitting results.
4. Same as method 1 except that the fixed pixel width window is centered on the center
parameter from the fitting routine. This may result in a slight shift that accounts for
possible inaccuracies in the absorption system redshift.
Determining the best option from the four was one of the motivations for the Monte Carlo
simulations of absorption line profiles that are described in Chapter 4. The next step in
quantifying absorption line variability is to decide which method for comparing line profiles
and measuring variations is most sensitive to real line variations while minimizing false
detections.
Changes in Absorption Line Fit Parameters
Since the fitting routine returns depth, center, and width parameters for each of the profiles
described in Section 3.3, changes in these parameters could indicate absorption line vari-
ability. Given the medium resolution of SDSS spectra where small wavelength changes are
washed out, we only check for differences in the depth and width parameters. The intent is to
be sensitive to changes in line profile where the shape clearly changes between observations
but the line strength as measured by the equivalent width may not. An example variable
36
line found with this method using Gaussian fit parameters is illustrated in Figure 3.3. The
shape of the Fe ii λ2344 line changed from a wide, shallow profile in the first observation to
one that is significantly more narrow and deep in the second observation. Both the Gaus-
sian depth and width parameters varied at the 5.3σ and 3.5σ levels respectively while the
equivalent width only varied at the 2.8σ level. In this example, comparing the Gaussian fit
parameters proved to be very sensitive to the type of variability that occurred in Fe ii λ2344
line.
Absolute Flux Differences in Fit Flux Values
This method uses the flux comparison technique outlined in Section 3.1. The intent again is
to be more sensitive to all types of line profile variations so we take the absolute value of the
individual pixel flux differences before summing them over the absorption line. The pixel
flux values are modified using the values returned by the fit routine described in Section 3.3
while keeping the original pixel flux errors. Then the absolute flux differences are calculated
using Equation 3.2 where the number of pixels in this summation is set by the blue and
red wavelength limits where the fit returns to the continuum but is required to be constant
when comparing two observations of the same line (a combination of Methods 1 and 3 for
setting the wavelength limits described at the beginning of this section). Figure 3.4 displays
an example variable absorption line identified with this technique using the Gaussian profile.
The Fe ii λ2600 line appears to have two distinct components in the first observation that
become blended together in the second observation. It has two pixels with substantially
different flux values, and the total amount of flux removed by this line increased between
observations at the 4.9σ level while the equivalent widths did not vary above their errors.
One of the advantages of this technique is that it makes the most direct comparison of
the original flux data while still quantifying changes in the amount of flux removed by an
absorption line, and it also proves to be sensitive to line variations that have similar line
strengths.
Equivalent Width Variations
Previous studies of small timescale absorption line variability focus primarily on changes in
the line rest frame equivalent width between observations since normalizing the pixel flux
with the measured continuum distinguishes between absorption and continuum variability
(see Section 3.1). Figure 3.6 shows an example of a variable Mg ii λ2796 line that clearly
narrows between the two observations where ∆EW/σ∆EW = 4.5 based on the equivalent
widths calculated by the York QAL pipeline.
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There are two alternatives for calculating the equivalent width of an absorption line. The
first substitutes the flux values returned by the fitting routine for fi in Equations 3.4 & 3.5
to determine the equivalent width for each absorption line. Alternatively, the York QAL
pipeline calculates an equivalent width and error based on a Gaussian fit to each detected
absorption line in the normalized spectrum (see Section 2.2). To decide which option to use,
the Gaussian equivalent width results for the Mg ii doublet lines are compared to the York
QAL pipeline measurements in Figure 3.5. The slope of the weighted least-squares best-
fit line is 1.011 ± 0.004 which indicates a close agreement between the equivalent widths
calculated from both methods. The outliers are primarily caused by blended absorption
lines from two different systems where the ability of the York QAL pipeline to fit multiple
Gaussian profiles to a single line results in a better fit. Given this capability and its more
sophisticated continuum fitting algorithm, the York QAL pipeline equivalent widths are
sufficiently accurate for measuring absorption line variability compared to those calculated
from the more complex analysis technique described in this chapter. Overall, this method
is sensitive to changes in the width or depth of an absorption line but not necessarily to
combinations of the two. A more thorough approach would be to build a pipeline that uses
both nonparametric and parametric techniques to analyze multiple absorption lines in a
QAL system and measure all types of absorption line variability highlighted in this chapter.
Unfortunately, this is a major undertaking that is beyond the scope of this thesis.
3.5 Summary
These examples are intended to illustrate the different manifestations of absorption line
variability observed in SDSS spectra. Although the first two methods appear to be more
sensitive to a wider range of possible absorption line variations, they are currently set up
to analyze only nine different Fe ii, Mg ii, and Mg i ions. Conversely, comparing equivalent
widths from the York QAL pipeline permits a more comprehensive systematic analysis of
NAL variability because it searches for about five times as many ion species spanning a
much larger range of elements and ionization states. Since Figure 3.5 clearly shows a close
agreement between the equivalent widths calculated by the York QAL pipeline and the those
measured from the more detailed approach outlined in this chapter, we decided to search
for NAL variability in SDSS spectra based on significant line variations in the York QAL
pipeline equivalent widths between observations. Determining the necessary parameters for
reliable and accurate detections of absorption line variability in a wide range of line profiles
and noise conditions is the motivation for the extensive Monte Carlo simulations presented
in the next chapter.
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Figure 3.3: Two-epoch SDSS normalized (top panel) and error (bottom) spectra showing
an example variable Fe ii λ2344 line from the zabs = 0.9625 grade A NAL system in SDSS
J030719.91+004538.7. This line has a 5.3σ change in the Gaussian depth parameter and a
3.5σ change in the width parameter. The line shape changed from a wide, shallow profile in
the first observation (solid red curve) to one that is substantially more narrow and deep in
the second observation (dashed blue).
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Figure 3.4: Two-epoch SDSS normalized (top panel) and error (bottom) spectra showing
an example variable Fe ii λ2600 line from the zabs = 2.1441 grade A NAL system in SDSS
J022647.43+001254.3. This line has a 4.9σ change in the absolute flux values returned by the
Gaussian fit routine. The total amount of flux removed by this line significantly increased
between the first (solid red curve) and second (dashed blue) observations.
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Figure 3.5: Comparison of the equivalent widths calculated for the Mg ii λλ2796, 2804 lines
by the York et al. (2011) QAL detection pipeline and the Gaussian fitting method outlined
in Section 3.3. The slope of the weighted least-squares best-fit line is 1.011 ± 0.004 which
indicates a close agreement between the equivalent widths calculated from both methods.
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Figure 3.6: Two-epoch SDSS normalized (top panel) and error (bottom) spectra showing
an example variable Mg ii λ2796 line from the zabs = 0.6521 grade A NAL system in SDSS
J215421.13-074430.0. This line has a 4.5σ change in the York et al. (2011) QAL detection
pipeline equivalent widths, and it clearly became narrower between the first (solid red curve)
and second (dashed blue) observations.
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Chapter 4
Monte Carlo Simulations of Narrow
Absorption Lines
Since an investigation of quasar NAL variability of this magnitude has not been previously
undertaken, we conducted extensive simulations based on the NAL systems found in SDSS
repeat quasar spectra to characterize the occurrence of false variability due to random noise
fluctuations. Simulated spectra generated from continuum-only and continuum plus absorp-
tion line profiles were analyzed using the same procedures described in Section 3.3. The
former produced the equivalent width distribution of false absorption lines while the latter
quantified the occurrence of false variability for a constant input signal. These simulation
results provide additional constraints on the absorption line and variability measurements
for the NAL systems in Table 2.4 that justify the conclusion that variations observed beyond
a certain threshold in these systems are real.
4.1 Simulated Spectra
The first step in our NAL simulations was to create realistic simulated spectra using the con-
tinuum and absorption line fit parameters from the real SDSS data. The observed pixel flux
density was converted to a number of photons so that we could generate random Poissonian
deviates of the line profiles. A dimensional analysis of the flux density yields the following
equation for calculating the number of photons in each pixel bin:
Nfit(λ) =
10−17ffit(λ)λ2Aeff∆texp
hc
(4.1)
where the term ffit(λ) refers to the flux values from either the absorption line fitting routine
or a least absolute deviation linear fit to the actual sky flux density for each absorption
system. While the pixel wavelength and the exposure time are easily found, this conversion
also requires an effective area that depends on the area of the focal plane and the quantum
efficiency of the atmosphere/telescope/fiber/spectrograph combination (see Stoughton et al.,
2002, fig. 5). We estimated the effective area as a function of wavelength using the SDSS
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spectroscopic FITS files:
Aeff (λ) =
hc(f(λ) + fsky(λ))
10−17λ2σ2f (λ)∆texp
(4.2)
where f(λ) is the quasar flux density, fsky(λ) is the sky flux density, σf (λ) is the flux error,
and ∆texp is the exposure time. To eliminate errors from bright sky pixels in the small
wavelength range for each absorption system, we used the median value of the effective area
calculation with 60-pixel smoothing for the photon number conversion. Figure 4.1 illustrates
the resulting effective area as a function of wavelength which closely matches the shape of
the measured SDSS spectroscopic throughput curve (Stoughton et al., 2002). Overall, there
is a higher throughput in the redder wavelengths due to the higher quantum efficiency of the
CCD detector while the drop off at the blue and red edges is caused by the decrease in the
CCD efficiency at the wavelength limits of the detectors. The break in the middle is where
the light is split by a dichroic between the blue and red detectors, and the smaller bumps in
the curve are the result of telluric absorption lines.
The top panel in Figures 4.2 & 4.3 shows the continuum plus absorption line and sky
profiles for a typical simulated system. After the photon number conversion, the sky profile
(middle panel of Figures 4.2 & 4.3) is passed into the POIDEV4 IDL Poisson random deviate
generator. The resulting simulated sky spectrum is added to the absorption line profile and
passed again into the POIDEV routine to create the simulated total number of photons per
pixel from the sky and absorption line sources (bottom panel of Figures 4.2 & 4.3). This
total raw spectrum is processed by first subtracting the simulated sky spectrum and then
converting back to flux density by inverting Equation 4.1. The flux error is estimated by
taking the square root of the raw spectrum photon count while the signal-to-noise ratio per
pixel for the pixels included in the absorption line equivalent width calculation is estimated
by taking the median of the following equation:
S/N =
N√
N +Nsky
=
N
σN
(4.3)
whereN is the continuum plus absorption line photon count, Nsky is the sky contribution, and
σN is the photon count error. This process is repeated 50 times for each absorption system
with a successful absorption line profile fit to ensure that there is a statistically sufficient
sampling of the noise conditions in the SDSS spectra while preventing the simulation from
getting too computationally intensive. Figures 4.4 & 4.5 show comparisons of the real spectra
with randomly selected simulated spectra for the example systems from Figures 4.2 & 4.3.
This figure clearly shows that the simulated flux density and error values have comparable
4http://idlastro.gsfc.nasa.gov/
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Figure 4.1: The calculated effective area of the SDSS spectrograph as a function of wave-
length. This curve is calculated using the signal flux, flux error, sky flux, observed wave-
length, and exposure time values for each absorption line spectrum then smoothed with a
60-pixel window. The shape of this curve matches the measured output efficiency of the
SDSS spectrograph (cf. Stoughton et al., 2002, Fig. 5).
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Figure 4.2: Simulated spectra examples that were randomly selected from the 50 Poissonian
deviates generated from the input line profile based on the Fe ii λ2587 and λ2600 lines in
the zabs = 2.3528 NAL system in SDSS J135046.09+290752.3. The top panel displays the
continuum plus absorption line fit profiles (solid red) and the linear fit to the sky photon
count (dashed blue). The resulting simulated spectra generated from random Poissonian
deviates of the input profiles are illustrated in the middle (sky spectrum) and bottom panels
(sky+continuum+absorption line spectrum).
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Figure 4.3: Simulated spectra examples that were randomly selected from the 50 Poisso-
nian deviates generated from the input line profile based on the Fe ii λ2344 line in the zabs
= 1.6792 NAL system in SDSS J015925.07-001755.4. The top panel displays the contin-
uum plus absorption line fit profiles (solid red) and the linear fit to the sky photon count
(dashed blue). The resulting simulated spectra generated from random Poissonian devi-
ates of the input profiles are illustrated in the middle (sky spectrum) and bottom panels
(sky+continuum+absorption line spectrum).
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Figure 4.4: Comparison between the real (solid red) and simulated (dashed blue) spec-
tra for the Fe ii λ2587 and λ2600 lines in the zabs = 2.3528 NAL system in SDSS
J135046.09+290752.3. Similar and consistent noise fluctuations between the real and simu-
lated flux values (top panels) are clearly visible. The fluctuations in the simulated flux error
values (bottom panels) are also consistent with the real values with the exception of flagged
bright sky pixels (8,759 < λobs < 8,773 A˚) that were not included in the simulated spectra.
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Figure 4.5: Comparison between the real (solid red) and simulated (dashed blue) spectra for
the Fe ii λ2344 line in the zabs = 1.6792 NAL system in SDSS J015925.07-001755.4. Similar
and consistent noise fluctuations between the real and simulated flux values (top panels) are
clearly visible. The fluctuations in the simulated flux error values (bottom panels) are also
consistent with the real values with the exception of the flagged bright sky pixels (6,299 <
λobs < 6,306 A˚) that were not included in the simulated spectra.
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fluctuations to the real spectra. The only exception is the spikes in the real error values due to
bright sky pixels that were not included in these simulations. This difference is insignificant
because the deweighting method for masked pixels (see Section 3.3) and the absorption line
constraints defined in the next section effectively eliminated all contaminated absorption line
profiles.
4.2 Absorption Line Properties
Before simulating absorption variability, we first focused on the absorption line properties in
the simulated spectra to enable the distinction of a real absorption line from a false trough
caused by random noise. The equivalent width calculations using the results of the fitting
methods described in Section 3.3 yield values ranging from 0.02 A˚ to over 5 A˚ in the real
SDSS spectra. However, upon visual examination many of the absorption lines at either
extreme are clearly noise fluctuations that happened to produce successful fits. Thus we
determined minimum line strength constraints to ensure that a detected absorption line is
real.
If there is not an actual absorption system in a given quasar line of sight, the true
spectrum is simply a flat continuum. To characterize the properties of false absorption lines,
we generated 50 random Poissonian deviates for each of 8,340 different flat continua with
varied slopes, flux densities, and S/N ratios to create 417,000 simulated spectra. Analyzing
these spectra with the same methods outlined in Section 3.3 yielded 42,399 simulated spectra
(10% of the total) with false absorption lines, and their equivalent width and EW/σEW
distributions are presented in Figures 4.6 & 4.7. From these results, we inferred lower EW
and EW/σEW limits of 0.4 A˚ and 3 respectively as these cuts reduced the probability of
detecting a false absorption line caused by noise fluctuations to less than 0.1% without
introducing an unnecessary bias towards stronger lines.
Although these equivalent width constraints give almost complete confidence that absorp-
tion lines meeting these EW constraints are real, we also compared the measured equivalent
widths of the absorption lines in the simulated spectra and their corresponding values from
the SDSS spectra. Starting with 16,103 total line profiles created from all of absorption
systems in the real SDSS spectra that produced successful absorption line fits, we removed
6,915 lines after applying the EW > 0.4 A˚ equivalent width and EW/σEW > 3 limits. From
the remaining 9,188 line profiles, we generated 581,100 simulated spectra. Figure 4.8 shows
that the resulting equivalent widths of the simulated absorption lines are unbiased with re-
spect to varied input line strength and noise conditions. Finally, we removed an additional
725 absorption lines input line profiles that resulted in equivalent width differences greater
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Figure 4.6: Equivalent width distribution for the false absorption lines in simulated spectra
caused by random noise fluctuations. These simulated spectra are generated from continuum-
only input profiles, but 10% of the Poissonian deviates produced a trough that was incorrectly
identified as an absorption line by the fitting methods described in Section 3.3. This distribu-
tion peaks at EW = 0.075 A˚ then sharply declines to EW ≈ 0.3 A˚ before gradually decaying
to zero at EW > 1 A˚. The cutoff at EW ≥ 0.4 A˚ removes 87% of the false absorption lines
and, when combined with the EW/σEW ≥ 3 constraint from Figure 4.7, the probability of a
false absorption line is reduced to less than 0.1%.
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Figure 4.7: EW/σEW distribution for the false absorption lines in simulated spectra caused by
random noise fluctuations. These simulated spectra are generated from continuum-only input
profiles, but 10% of the Poissonian deviates produced a trough that was incorrectly identified
as an absorption line by the fitting methods described in Section 3.3. This distribution
peaks at EW/σEW = 0.375 then steadily declines to EW/σEW ≈ 2 before decaying to zero
at EW/σEW > 5. The cutoff at EW/σEW ≥ 3 removes 93% of the false absorption lines and,
when combined with the EW ≥ 0.4 A˚ constraint from Figure 4.6, the probability of a false
absorption line is reduced to less than 0.1%.
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Figure 4.8: Box plot of the simulated absorption line equivalent width as a function of the
input profile equivalent width. The lower and upper bounds for each box mark the 25%
and 75% quartiles of the simulated equivalent widths, and the bars are set by the minimum
and maximum values. The boxes indicate that most of the simulated absorption lines have
small equivalent width fluctuations around the input values while the bars show that some
of the simulated spectra, primarily those with low signal-to-noise ratio, have significantly
different equivalent widths. The slope of the weighted least-squares linear fit (solid black
line) is 0.9855 ± 0.0003, which suggests that the method for generating simulated spectra is
unbiased with respect to varied input line strength and noise conditions.
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than 1σ in more than 20% of the simulated spectra, which left 8,463 line profiles for the
variability simulations.
4.3 Variability Results
Using the highest quality absorption line profiles from the real SDSS spectra, we examined
absorption variability in these simulations to characterize the occurrence of false variability
due to random noise fluctuations. We compared absorption lines to check for variability
using the absolute fractional change in the equivalent width:
|∆EW|
〈EW〉 =
|EW1 − EW2|
(EW1 + EW2)/2
(4.4)
σ2|∆EW|/〈EW〉 =
( |∆EW|
〈EW〉
)2((σ∆EW
∆EW
)2
+
(
σ〈EW〉
〈EW〉
)2)
(4.5)
where the equivalent width (EW) and error (σEW) are calculated with Equations 3.4 &
3.5 in Section 3.2. We created simulated spectra from unaltered line profiles based on the
fitting results for real SDSS absorption lines described in Section 3.3. Additionally, different
observations of a given absorption system often have different signal-to-noise ratios so we
account for this in our simulated spectra to test for false variability caused by differences
in spectral quality. The S/N is set primarily by the exposure time of the spectroscopic
observation which is contained in the FITS header information. Based on the actual exposure
times and the nominal 45-minute exposure, we defined 24 time values ranging from 15 to
375 minutes in 15-minute increments to replicate the various S/N ratios in the real SDSS
spectra.
The addition of different exposure times greatly increases the computational time because
each unique equivalent width combination has to be checked for absorption line variability.
Generating 50 Poissonian variations for each of the 24 exposure times produces 719,400
combinations from the 1,200 simulated spectra for each input line profile. Consequently,
we decreased the number of input line profiles and cut the Poissonian variations in half to
reduce the computational complexity. From the refined sample described in the last section,
we randomly selected 421 absorption line profiles to generate a total of 252,600 simulated
spectra where each profile had 179,700 unique equivalent width combinations.
The equivalent widths for each of the simulated spectra were calculated using the four
methods for setting the wavelength limits described in Section 3.4, and their resulting overall
false variability fractions are given in Table 4.1. This table clearly shows that allowing the
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Table 4.1: The fraction of simulated absorption lines showing false variability for all S/N
combinations.
Method 1.0σ 2.0σ 3.0σ 4.0σ
1 0.273 0.0346 0.00243 0.000224
2 0.275 0.0362 0.00262 0.000224
3 0.359 0.0767 0.0111 0.00179
4 0.273 0.0343 0.00238 0.000227
Figure 4.9: The fractional change in equivalent width values that remove 95% of the simu-
lated absorption lines with false variability at the 1σ level for a subset of the 120 low-high
S/N bins (bin width = 4). These cutoffs, which generally decrease for higher S/N values but
increase for higher S/N differences, can be used to minimize the likelihood of false variability
based on the measured variability and the S/N of each spectrum.
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wavelength limits to vary in the equivalent width calculation gives the largest fraction of
spectra with false variability (method 3 in Table 4.1). However, the other three methods
still give false variability ranging from nearly 30% at the 1σ level to around 0.2% at the 3σ
level. From these results, we see that calculating the equivalent width of an absorption line
using either a fixed number of pixels or wavelength range (methods 1, 2 & 4) is least likely
to introduce false variability when comparing the same lines in repeat spectra.
Two additional absorption line properties that affect the fraction of simulated spectra
with false variability are the changes in the measured equivalent width between two spectra
created from the same input profile and their individual signal-to-noise ratios. The S/N
values of the absorption lines in the SDSS spectra derived from Equations 4.1 & 4.3 range
from just above zero to almost 60, so only simulated lines within these limits are consid-
ered. Since every spectrum has a unique S/N , we defined 15 S/N bins for each spectrum.
When two spectra are compared, their individual S/N bins are combined for a total of 120
bins to cover all possible S/N combinations (see the x-axis in Figure 4.9. We also bin the
absolute fractional change in equivalent width values from 0% to greater than 100% in 1%
increments. The falsely variable absorption lines are placed into these bins which can be
used to characterize the occurrence of false variability under different noise conditions. For
example, consider all of the spectra created from the same input profile with S/N values
ranging from 8 to 12. Comparing these spectra produces a number of instances where the
fractional change in equivalent width exceeds a minimum confidence level (e.g., all variations
greater than 1σ). If we sort these false detections by the amount of measured variability, we
can define a minimum fractional change that removes most of the falsely varying lines for
spectra with these S/N values. Figure 4.9 presents this scenario for a subset of all the possi-
ble S/N combinations. For the above example, this figure shows that a minimum fractional
change in equivalent width of 44% removes 95% of the falsely variable absorption lines at
the 1σ level (see 10–10 S/N bin in Figure 4.9). The general trend is that higher S/N spectra
have smaller false variations except when there is a large difference in the S/N values for
two comparison spectra that causes bigger false variations. From these results, we can define
fractional change in equivalent width limits for all possible S/N combinations that minimize
the likelihood of false variability above these limits.
4.4 Summary
The results from these NAL simulations show that random Poissonian noise fluctuations can
lead to the detection of false absorption systems and/or false variability in actual absorp-
tion systems. However, these false detections have predictable line properties so variability
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measured in SDSS spectra is likely real for systems that exceed the minimum equivalent
width and fractional change in equivalent width limits derived from the simulation results.
Ultimately, we did not apply any of the equivalent width cuts from Section 4.2 to the York
QAL pipeline equivalent width measurements because the continuum and absorption line
fits are done differently in this pipeline, the pipeline examines an entire SDSS spectrum for
QAL systems and we could not modify it to analyze our simulated absorption lines, and we
only keep the highest quality absorption systems to search for variability (see Sections 5.1 &
5.2). However, we have still identified the relevant issues that must be addressed in future
simulations of quasar absorption lines with repeat observations.
Fortunately, we can still use the results in Section 4.3 to determine the likelihood of
an absorption line with false variability in the real SDSS spectra. Table 4.1 shows that
about one in 420 lines at the 3σ level and one in 4500 lines at the 4σ level have variations
caused by random noise fluctuations. Since the 2,585 absorption systems with repeat SDSS
observations in Table 2.4 have an average of three reliable absorption line detections, we
expect that only one or two systems at most might have a variable line at the 4σ level caused
by noise fluctuations. We can also estimate the likelihood of false variability for multiple
lines at the 3σ level. Although approximately one in 140 systems will have a 3σ variable line
caused by noise fluctuations (again assuming 3 reliable lines per system), we can reduce the
chances of this outcome by requiring at least two variable lines at the 3σ level. If we assume
that the absorption lines from a single system are unrelated, the probability of two falsely
varying lines is the square of the 3σ fraction in Table 4.1, which would require a factor of 4
increase in the number of systems to get one with variations caused by noise fluctuations in
two lines. At the other extreme, we could assume that the lines are positively correlated and
estimate of this probability by dividing the 3σ fraction for one line by the square root of the
number of variable lines. This result predicts that about ten systems out of 2,585 would have
two absorption lines with false variability at the 3σ level. Most likely the true probability
lies somewhere in between these bounds depending on the amount of covariance between two
absorption lines from the same system. As described in the next chapter, the probability
of detecting false absorption line variability is reduced even more by removing lines that
are contaminated by bright sky emission or blending with lines from another system, and
visually inspecting each identified line for expected signs of real variability.
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Chapter 5
Time Variability of Narrow
Absorption Lines
Our primary reason for creating the catalog of QAL systems in Table 2.4 with repeat SDSS
observations was to conduct a systematic search for narrow absorption line time-variability
in a large, homogenous, and unbiased sample of QAL systems. Before these QAL systems
can be analyzed for narrow absorption line variability, the catalog must be further refined to
select only the highest quality spectra to minimize the occurrence of false variability due to
errors in the data or noise fluctuations. Next, the catalog is searched for narrow absorption
lines with significant equivalent width variations between observations followed by a visual
inspection of all lines in the identified systems to confirm the measured variability. The
resulting sample of variable NAL systems are individually presented with normalized plots,
system information, and variability measurements in Appendices A–C.
5.1 NAL System Refinement
We selected the most reliable and accurate systems by requiring an “A” grade in at least
one observation. Additionally, there is a known systematic error in the York QAL pipeline
that results in poor continuum fits near emission features (Lundgren et al., 2009; York et al.,
2011). Since the quality of the continuum fit is very important in measuring and comparing
absorption lines, we rejected systems with β < 0.01. Finally, we only considered combina-
tions of two quasar spectra with common absorption lines detected in both observations.
Together, these criteria remove 1,501 systems.
The reliability of the individual lines detected in the remaining 1,084 QAL systems must
also be assessed. All line detections blueward of Lyα are automatically thrown out because
these lines are contaminated by the Lyα forest which makes any attempt to measure vari-
ability extremely challenging and most likely inaccurate. Of the three error conditions for
which lines are flagged in Table 2.4, those in close proximity to masked pixels or a poor
continuum fit are highly suspect and are not included in our variability measurements (flags
b and c). Absorption lines with an alternate identification are not removed because virtually
all lines detected in a grade A system actually belong to that system. However, there are ex-
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ceptions to this rule so variable absorption lines must be individually inspected to determine
the correct line identification.
5.2 NAL Variability
From the results in Chapter 3, absorption line variations between observations are identified
based on changes in the equivalent widths calculated by the York QAL detection pipeline.
Any significant changes could be caused by variations in the absorbing gas. Since the short-
term variability of BALs and mini-BALs in quasar spectra has already been confirmed (see,
e.g., Lundgren et al., 2007; Gibson et al., 2008, and references therein), we confine our search
to NALs with rest-frame EW < 2 A˚ in both epochs. This equivalent width cut could poten-
tially remove QAL systems at high-β with strong equivalent widths, but we wanted to ensure
that we had the cleanest sample of lines that are unambiguously NALs. After calculating
∆EW = |EW2 − EW1| for all common absorption lines between two observations of a NAL
system, we used the simulation results in Chapter 4 to set a minimum ∆EW/σ∆EW ≥ 4
limit for one line or 3 for two or more lines that identified the strongest cases of absorption
line variability. These cuts yield 69 absorption systems with lines that exhibit significant
equivalent width differences between observations. If we relax the maximum EW cut for
systems with β > 0.22, there are 10 additional systems that meet the variability criteria.
The absorption line variability in 7 of these systems appears real (3 were removed after vi-
sual inspection as described below), but the lines with EW > 2 A˚ are highly saturated and
require more careful analysis (see Chapter 7 for more discussion).
The ion species included in our search for NAL variability are listed in Table 5.1. The
spectra of the common absorption lines in these candidate variable NAL systems were all
visually inspected to assess the accuracy of the measured equivalent width variations. We
are somewhat hindered in this process by the resolution of SDSS spectra that causes mul-
tiple individual components to blend together into a single line. We primarily searched for
significant changes in the line profile and pixel flux values. We also compared lines with
similar strengths to see if any of them show comparable variations. Ion doublets such as
Mg ii, C iv, Al iii, Ca ii, Nv, and Si iv are particularly useful because detection of both lines
reduces the likelihood of a valid alternate identification, and variations in the weaker, redder
line should also be seen in the stronger, bluer line unless the line is highly saturated. We
used the absorption line rest wavelength (λ0), oscillator strength (f), and the metal cosmic
abundance (N/NH) to estimate the optical depth of the ions in Table 5.1 (Morton, York, &
Jenkins, 1988):
τλ ∝ (N/NH)fλ. (5.1)
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Table 5.1: Narrow quasar absorption lines analyzed in this thesis (reproduced from Morton,
2003).
Ion Rest Wavelength log fλ0 + 12.00 Ion Rest Wavelength log fλ0 + 12.00
λ0 (A˚) + log(N/NH) λ0 (A˚) + log(N/NH)
Al ii 1670.79 9.95 Mg i 2026.48 9.94
Al iii 1854.72 9.51 2852.96 11.30
1854.72 9.20 Mg ii 2796.35 10.82
C i 1277.24 10.56 2803.53 10.51
1280.14 10.05 Mn ii 2576.88 8.50
1328.83 10.52 2594.50 8.39
1560.31 10.60 2606.46 8.24
1656.92 10.91 Nv 1238.82 10.24
C ii 1334.53 10.75 1242.80 9.94
C iv 1548.20 10.99 Ni ii 1317.22 8.26
1550.78 10.69 1370.13 8.27
Ca ii 3934.78 9.75 1709.60 7.99
3969.59 9.45 1741.55 8.12
Cr i 3579.71 8.81 O i 1302.17 10.53
Cr ii 2056.26 8.02 S ii 1250.57 8.03
2062.24 7.88 1253.81 8.34
2066.16 7.71 1259.52 8.52
Fe i 2484.02 10.63 Si i 2515.07 10.28
2523.61 10.21 Si ii 1260.42 10.73
3861.01 9.42 1304.37 9.61
Fe ii 1608.45 9.47 1526.71 9.87
2249.88 8.11 1808.01 8.14
2260.78 8.24 Si iv 1393.76 10.41
2344.21 9.93 1402.77 10.11
2374.46 9.37 Ti ii 3242.92 7.82
2382.77 10.38 3384.73 8.02
2586.65 9.75 Zn i 2139.24 8.17
2600.17 10.29 Zn ii 2026.13 7.68
2062.66 7.38
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The range of optical depth values determines the relative strengths of the different lines where
strong lines have high optical depths and vice versa. Variations in weaker lines typically occur
in the line core while stronger lines, with a higher tendency towards saturation in the line
core, show variability in the line wings (see Section 5.3 and Appendix A for examples).
A total of 27 systems were rejected after visual inspection because their significantly
variable absorption lines displayed one or more of the following indicators of false variability:
1. Negligible flux variations outside the error bars.
2. Poor continuum fit.
3. Erroneous line detection or identification.
4. Unrealistic line variations.
The first two conditions were found in 18 of the rejected systems, mainly due to blending
with nearby absorption lines and/or a high concentration of lines in a small wavelength
range. Four systems were rejected based on the last two conditions while one was rejected
because the significantly variable line in quasar SDSS J131347.68+294201.3 had alternate
identifications from two grade A systems at different redshifts (Fe ii λ2383 at zabs = 1.5157
or Fe ii λ2600 at zabs = 1.3057). After visual inspection of all lines in these systems, the
latter identification was rejected because the former system showed slightly more consistent
variations in lines with similar strengths.
5.3 Variable NAL Systems
The comparison spectra for the 42 remaining NAL systems with significant absorption line
variability are presented in Appendix A while the system properties and absorption line
equivalent width measurements are found in Table B.1 in Appendix B and Table C.1 in
Appendix C respectively. Following is a discussion of the observed variations in each system
sorted from high to low-β. The first 12 systems all have β > 0.22 which is the highest
velocity BAL ever observed (Foltz et al., 1983). Thus it is extremely likely that these systems
originate in foreground galaxies at cosmological distances from the background quasars and,
as a result, they represent the first detection of intervening NAL time-variability in quasar
spectra.
J082033.97+432751.8 (System 1, β = 0.6190): This system has the highest β value of
any of the variable NAL systems we detected. The Fe ii λ2587 (∆EW = -0.77 ± 0.17 A˚)
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line becomes about 40% narrower in the line core as expected for a weak line. Other Fe ii
lines with similar strengths could not be checked for comparable variations due to the poor
continuum fits and significant noise fluctuations near the λ2344 and λ2374 lines. The Mg ii
doublet appears to vary in the wings between the two lines which is consistent with variations
in strong lines. Although the Fe ii λ2484 line also appears to vary, it is likely not part of
this system because it has an alternate identification as a Si iv λ1394 line in a zabs = 1.9478
grade C system, it is located near to two unidentified lines with similar variations, and it
becomes wider and shallower which is inconsistent with the changes in the λ2587 line.
J140323.39-000606.9 (System 2, β = 0.5701): Both the Fe ii λ2383 (∆EW = -0.30 ± 0.08
A˚) and Mg ii λ2804 (∆EW = -0.35 ± 0.09 A˚) lines have similar line strengths and showed
comparable and consistent variations as the lines narrowed between observations. Although
the Mg ii λ2796 line does not vary, the Mg ii doublet ratio is approximately one which
indicates that this line is highly saturated (see Section 3.1). The Fe i λ2524 line is redshifted
from the system average and shows slight flux variations along with the Fe ii λ2587 line.
Although the Fe ii λ2600 line is visible in both spectra and also appears to vary, it was not
detected in the first observation.
J111814.87+595511.3 (System 3, β = 0.4751): The Fe ii λ2600 (∆EW = 0.58 ± 0.12 A˚)
line approximately doubles in width and also shows a slight blueshift in the line center. It has
an alternate identification in the second observation as an Al iii λ1863 line in a grade C system
at zabs = 2.2681. However, this alternate system is not detected in the first observation, and
the primary blue line in this doublet is missing, so the alternate identification is likely false.
Although not reflected in their equivalent width measurements, the Mg ii λλ2796, 2804 lines
appear to vary which may indicate changes in the components that are blended in these
lines.
J151652.69-005834.8 (System 4, β = 0.4426): The Mg ii λ2804 (∆EW = 0.56 ± 0.14 A˚)
line widens between observations which can also been seen in the λ2796 line even though a
comparable variation is not reflected in the equivalent width measurements. Another strong
line in this system, Fe ii λ2383, also appears to widen which is consistent with the observed
Mg ii variations. Finally, the Fe ii λ2344 and λ2587 lines, which are weaker by a factor of
∼3, become deeper in the line core as expected for weaker lines.
J215421.13-074430.0 (System 5, β = 0.4359): The narrowing of the Mg ii λ2796 (∆EW =
-0.94 ± 0.21 A˚) line between observations is also visible in the Fe ii λ2383 and λ2600 lines
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with similar line strengths. Perhaps this is a result of changes in the amount of component
blending which seems to be occurring in the Mg ii λ2804 line. In addition, flux variations are
present in a few of the Mg i λ2853 line pixels. Finally, the Fe ii λ2374 line is readily apparent
in the first observation at λobs = 3924 A˚ but has disappeared in the second observation.
J025743.72+011144.5 (System 6, β = 0.4037): Both of the Mg ii λλ2796, 2804 (∆EW
= 0.63 ± 0.21 A˚) lines show comparable and consistent widening between observations.
However, the Mg i λ2853 (∆EW = -0.46 ± 0.15 A˚) line varies in an opposite manner which
could indicate that the variability in this system is caused by both bulk motion and changes
in the gas ionization state. There are slight flux differences in the Fe ii λ2383 line but the
remaining Fe ii lines are unchanged.
J012403.77+004432.6 (System 7, β = 0.3722): At zabs = 2.2614, this system has the highest
redshift of any of the high-β systems. There are 20 different absorption lines detected in both
observations of this system but many of the shorter wavelength lines have poor continuum
fits. The only line that shows any variability is the Mg ii λ2796 (∆EW = 0.59 ± 0.14 A˚)
which becomes significantly wider between observations. Other strong lines such as Fe ii
λ2383 and λ2600 could not be checked for similar variations because of their proximity to
masked pixels.
J092655.98+254830.5 (System 8, β = 0.3383): The Fe ii λ2374 (∆EW = -0.63 ± 0.15 A˚)
line displays variations in the line core as it becomes both narrower and shallower between
observations. This line has a Fe ii λ2383 alternate identification in a grade C system at
zabs = 1.4736. The Fe ii λ2587 line shows a similar trend but changes by a smaller amount.
Although there is one nearby bright pixel, significant variations are also seen in the Ni ii
λ1742 (∆EW = -0.21 ± 0.07 A˚) line which is weaker by an order of magnitude and becomes
narrower with a shift away from the system redshift. Pixel flux variations are visible in the
C iv λ1548 while the Al iii doublet appears to vary in both lines even though the λ1863 line
was not detected in the second observation.
J075105.17+272116.8 (System 9, β = 0.3340): The Fe ii λ2587 (∆EW = -0.93 ± 0.21 A˚)
line narrows with a noticeable redshift difference between observations. Flux and redshift
variations are also visible in the Fe ii λ2383 line although the line troughs have an opposite
offset compared to the λ2587 line.
J024603.68-003211.7 (System 10, β = 0.3274): The Fe ii λ2344 (∆EW = 0.64 ± 0.12 A˚)
line becomes narrower and deeper in the line core which translates to an overall equivalent
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width increase between observations. The same trend is seen in the equivalent width changes
for the Fe ii λ2374 and λ2587 lines which have comparable strengths to the λ2344 line. Pixel
flux differences are also evident in the red edges of both Mg ii lines suggesting variations
occurred in the line wings as expected for stronger lines.
J232820.38+002238.1 (System 11, β = 0.3226): This system has the lowest redshift of all
the variable NAL systems in Table B.1, and it shows absorption line variations in nearly
every detected line. The width of the Ca ii λ3935 line (∆EW = -0.57 ± 0.12 A˚) decreases
by more than a factor of two between observations while the red line (λ3970) in this doublet
is undetected. This line has a Mg ii λ2796 alternate identification in a grade D system at
zabs = 1.3249. A significant equivalent width decrease (∆EW = -0.42 ± 0.11 A˚) occurred in
the Mg ii λ2796 line while a third line, Fe ii λ2344, with a similar line strength to the Ca ii
λ3935 line, also decreases. Flux differences are noted in the following lines: Mg ii λ2804;
Fe ii λ2383, λ2587, and λ2600.
J171748.76+275532.5 (System 12, β = 0.2957): The observations for this system are sep-
arated by only one day in the system rest frame. The Mg ii λ2804 line (∆EW = 0.26 ±
0.06 A˚) widens between observations with a consistent and comparable variation in the blue
line (λ2796) of this doublet. This system is blended with another grade A system at zabs
= 1.1706 so the observed variations are likely caused by changes in the amount of blending
between these systems.
J143229.24-010616.0 (System 13, β = 0.2032): Both the Si ii λ1527 (∆EW = 0.31 ± 0.09
A˚) and Fe i λ2484 (∆EW = 0.29 ± 0.09 A˚) lines widen between observations. The second
line has a Fe ii λ2344 alternate identification in a grade A system at zabs = 1.6626.
J131347.68+294201.3 (System 14, β = 0.1938): The equivalent width of the Fe ii λ2383
(∆EW = 0.49 ± 0.10 A˚) line more than doubles as the profile becomes wider and deeper
between observations. This line has a Fe ii λ2600 alternate identification in a grade A system
at zabs = 1.3057. Pixel flux variations are visible in the following lines: Al ii λ1671, Fe ii
λ2600, and Si ii λ1527.
J024534.07+010813.7 (System 15, β = 0.1780): The observations for this system are sep-
arated by only three days in the system rest frame. The Fe ii λ2383 (∆EW = 0.62 ± 0.15
A˚) line becomes wider and deeper between observations. Seven of the ten remaining lines
are flagged for at least one of the three error conditions (see Section 2.4), and no variations
are evident in the three unflagged lines.
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J024833.89-004616.3 (System 16, β = 0.1779): The equivalent width of the Fe ii λ2374
(∆EW = 0.31 ± 0.10 A˚) line nearly doubles as the profile becomes wider and deeper between
observations. The Al iii λ1855 (∆EW = -0.29 ± 0.08 A˚) line changes in the opposite manner,
and it is located near a C i λ1560 line from a grade B system at zabs = 1.8076.
J004806.05+004623.6 (System 17, β = 0.1536): The C iv λ1551 (∆EW = 0.86 ± 0.21 A˚)
line doubles in width as two distinct components in the first observation are blended together
in the second. A similar but smaller widening is visible in the C iv λ1548 line. The second
significantly variable line, Fe ii λ2344 (∆EW = -0.41 ± 0.13 A˚), has an opposite change
of the same magnitude as the C iv λ1551 line where it becomes more narrow and shallow
between observations. This line has a Mg i λ2026 alternate identification in a grade D system
at zabs = 2.3309. The remaining eight absorption lines are all flagged. The relative changes
of these two lines could indicate a change in ionization state in this system.
J152555.81+010835.4 (System 18, β = 0.1513): At nearly four years between observations
in the system rest frame, this system has the longest time separation of all the variable NAL
systems. It also has the most significantly variable lines that all decrease in equivalent width
between observations: Mg ii λ2796: ∆EW = -0.57 ± 0.14 A˚, λ2804: ∆EW = -1.64 ± 0.16
A˚; Fe ii λ2344: ∆EW = -0.55 ± 0.10 A˚, λ2587: ∆EW = -0.65 ± 0.12 A˚. The last line
has a Ca ii λ3935 alternate identification in a grade B system at zabs = 0.3902. All of the
lines detected in this system are blended with lines from the same ion species in a separate
system at zabs = 1.1160, and the observed variability is caused by changes in the amount of
blending between these two systems.
J143826.73+642859.8 (System 19, β = 0.1492): Both of the Mg ii λλ2796, 2804 (∆EW =
-0.32 ± 0.09 A˚, ∆EW = -0.40 ± 0.09 A˚) lines show comparable and consistent narrowing
between observations while all the other detected lines are generally unchanged.
J143229.24-010616.0 (System 20, β = 0.1468): The C iv λ1548 (∆EW = -0.32 ± 0.10 A˚)
line decreases in width by almost a factor of two as the amount of blending of the individual
components in this line changes between observations. The λ1551 lines shows similar flux
variations which imply that this line also varies even though the measured equivalent widths
do not change. The second significantly variable line in this system, Si ii λ1527 (∆EW =
0.33 ± 0.10 A˚), has an opposite change of the same magnitude as the line width more than
doubles between observations. This line has a Mg ii λ2796 alternate identification in a grade
D system at zabs = 0.4536. The relative changes of these two lines could indicate a change
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in ionization state in this system.
J075442.10+323240.0 (System 21, β = 0.1435): The Si iv λ1403 (∆EW = -0.31 ± 0.04
A˚) line is blended with an unidentified line. Pixel flux variations are seen in the blue line of
this doublet (λ1394) although the close proximity of other absorption lines prevents a good
continuum fit. Variations are also evident in the following lines: C iv λλ1548, 1551; Si ii
λ1527; Al ii λ1671; and Fe ii λ2600.
J145722.70-010800.9 (System 22, β = 0.1236): The equivalent width of the Si iv λ1394
(∆EW = -0.29 ± 0.06 A˚) line decreases by more than a factor of two between observations.
The red line in this doublet (λ1403) shows an even greater decrease but is undetected in the
second observation. The C iv λλ1548, 1551 doublet also appears to decrease in width which
is consistent with the similar strengths of these lines.
J022632.51-003841.4 (System 23, β = 0.1208): Both of the C iv λλ1548, 1551 (∆EW =
-0.29 ± 0.10 A˚, ∆EW = -0.72 ± 0.13 A˚) lines show comparable and consistent narrowing
between observations as reflected by the changes in the line blending. A similar variation is
noted in the Al ii λ1671 line.
J005202.40+010129.2 (System 24, β = 0.1179): The Si iv λλ1394, 1403 (∆EW = -0.09 ±
0.03 A˚, ∆EW = 0.15 ± 0.03 A˚) lines vary in the opposite manner which could be the result
of changes in the line blending. The red line has a C i λ1280 alternate identification in a
grade B system at zabs = 2.1916. None of the other lines in this system show any variations.
J160407.06+523428.1 (System 25, β = 0.1148): Both the C iv λ1548 (∆EW = 0.45 ±
0.12 A˚) and Si iv λ1394 (∆EW = 0.28 ± 0.09 A˚) lines become wider between observations
in a manner consistent with their comparable line strengths. The red lines in both of these
doublets (C iv λ1551, Si iv λ1403) also show increased widths. Pixel flux variations are
observed in the Si ii λ1527 and Fe ii λ2344 lines.
J004023.76+140807.3 (System 26, β = 0.1027): This system has three significantly vari-
able lines that all increase between observation which could indicate bulk motion as the
cause of the observed variability. The C iv λλ1548, 1551 (∆EW = 0.77 ± 0.07 A˚) doublet
is blended together, suggesting the formation of a mini-BAL. Both the Al ii λ1671 (∆EW
= 0.14 ± 0.04 A˚) and Fe ii λ2383 (∆EW = 0.15 ± 0.04 A˚) lines become wider by the same
amount between observations. The Al ii line has a Mg ii λ2796 alternate identification in a
grade E system at zabs = 0.5658. No other lines varied in this system.
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J002127.88+010420.1 (System 27, β = 0.0920): The Si ii λ1527 (∆EW = -0.82 ± 0.11
A˚) line decreases by nearly one-third as it becomes substantially more narrow and shallow
between observations. Pixel flux variations are visible in the Fe ii λ2344 and λ2383 lines.
J142139.40+451522.8 (System 28, β = 0.0821): The C ii λ1335 (∆EW = 0.39 ± 0.07 A˚)
line widens between observations. A comparable variation in the Mg ii λ2796 line with a
similar line strength is also apparent. Pixel flux variations are evident in the Si iv λλ1394,
1403 doublet.
J023620.79-003342.2 (System 29, β = 0.0808): The observations of this system are sepa-
rated by only one MJD. There is a clear line blending change in the Mg ii λ2796 (∆EW =
-0.93 ± 0.21 A˚) line corresponding to an equivalent width decrease of one-half. Line blending
changes are also visible in theMg ii λ2804 and Fe ii λ2600 lines.
J024154.42-004757.6 (System 30, β = 0.0794): The Fe ii λ2383 (∆EW = 0.83 ± 0.18 A˚)
line doubles in width between observations. A similar trend is evident in the Fe ii λ2600 line
variations as expected for lines with comparable strengths. Overall, this spectrum is quite
noisy with error conditions flagged for 10 of the remaining 13 lines.
J131712.01+020224.9 (System 31, β = 0.0751): The variations in the Si ii λ1527 (∆EW
= -1.05 ± 0.19 A˚) and Al ii λ1671(∆EW = 0.65 ± 0.14 A˚) lines are caused by changes in
the line blending so the equivalent widths are suspect. The alternate identification for the
Al ii line is incorrectly flagged by the York QAL pipeline. Pixel flux variations are visible
in the C ii λ1335; C iv λλ1548, 1551; and Si iv λλ1394, 1403 lines although their low S/N
precludes a more precise variability measurement.
J171244.11+555949.7 (System 32, β = 0.0660): The Fe ii λ2374 (∆EW = -0.37 ± 0.11 A˚)
and Mg ii λ2804 (∆EW = -0.52 ± 0.12 A˚) lines both become narrower between observations.
Comparable and consistent variations are noted in the following lines: Mg ii λ2796; Fe ii
λ2344, λ2587.
J102046.62+282707.1 (System 33, β = 0.0624): The equivalent width of the C iv λ1548
(∆EW = 0.76 ± 0.16 A˚) line doubles between observations as it becomes significantly deeper
and wider. Pixel flux variations are also apparent in the C iv λ1551 line and an unidentified
line at λobs ≈ 5840 A˚.
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J161540.76+460451.0 (System 34, β = 0.0585): The Fe ii λ2344 (∆EW = 0.72 ± 0.19
A˚) and λ2587 (∆EW = 0.85 ± 0.19 A˚) lines with similar strengths both widen between
observations. A third significantly variable line, Mg ii λ2804 (∆EW = -0.69 ± 0.20 A˚),
has an opposite change of similar magnitude that could indicate density variations between
elements in the absorbing gas cloud.
J015733.87-004824.4 (System 35, β = 0.0546): The Al ii λ1671 (∆EW = 0.35 ± 0.11 A˚)
and Al iii λ1855 (∆EW = 0.24 ± 0.06 A˚) lines with similar strengths both become wider
and deeper between observations. Pixel flux variations are also visible in the Mg ii λλ2796,
2804 doublet and the Fe ii λ1608 line.
J114857.22+594153.9 (System 36, β = 0.0469): The C ii λ1335 (∆EW = 0.61 ± 0.14 A˚)
line widens between observations. Pixel flux variations are also visible in the Si iv λλ1394,
1403 doublet and the Fe ii λ1608 line.
J120142.99+004925.0 (System 37, β = 0.0438): The Fe ii λ2383 (∆EW = -0.87 ± 0.18
A˚) line shows clear line blending changes as the width narrows by more than a factor of
two between observations. Redshift variations occurred in the Mg i λ2853 line while the
remaining lines are mostly unchanged.
J124708.42+500320.7 (System 38, β = 0.0432): The C i λ1277 (∆EW = 0.40 ± 0.08 A˚)
and λ1657 (∆EW = 0.66 ± 0.13 A˚) lines both display significant line blending variations
where at least two distinct components in the first observation appear to blend together in
the second. A third significantly variable line, Fe ii λ2600 (∆EW = 0.79 ± 0.20 A˚), also
exhibits this trend. Similar pixel flux variations are observed in most of the remaining 16
detected lines although 11 are flagged for proximity to masked pixels, bad continuum fits,
or both.
J212812.33-081529.3 (System 39, β = 0.0235): The C iv λλ1548, 1551 (∆EW = 0.25 ±
0.06 A˚, ∆EW = -0.22 ± 0.05 A˚) doublet lines have opposite variations between observations
which could the result of density decreases leading to reduced line saturation (see Section
3.1). Pixel flux variations are observed in the Si iv λλ1394, 1403 doublet and the Si ii λ1527
line.
J084107.24+333921.7 (System 40, β = 0.0228): This system has the highest redshift of
all the variable NAL systems in Table B.1. The C iv λ1548 (∆EW = -0.98 ± 0.24 A˚) line
becomes narrower and shallower between observations. Similar variations are also evident
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in the red line (λ1551) of this doublet. Overall, both spectra are quite noisy which prevents
the detection of possible variability in other absorption lines.
J170428.65+242918.0 (System 41, β = 0.0190): The C iv λ1551 (∆EW = -0.18 ± 0.04 A˚)
line narrows between observations. This line has numerous alternate identifications including
a C iv λ1548 line in a grade C system at zabs = 1.7513. The λ1551 in this alternate system
displays comparable and consistent variations with the first line. This common variability,
combined with the lack of observed variability in the primary system lines, makes it probable
that the alternate identification is correct even though there are not many other absorption
lines detected in this system.
J231055.32+004817.1 (System 42, β = 0.0127): The C iv λ1551 (∆EW = 0.48 ± 0.08 A˚)
line widens between observations. Similar variations are also visible in the blue line (λ1548)
of this doublet.
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Chapter 6
Properties of Variable NAL Systems
The population of 42 variable NAL systems defined in the last chapter are analyzed in this
chapter to characterize the global properties of this sample. We apply a cut at β = 0.22 to
divide the population into absorption systems that are clearly intervening and those that are
a mix of intervening and intrinsic systems. The 12 NAL systems with β > 0.22 represent
the first known detection of intervening systems in quasar spectra, and we use this sample
to estimate the size of small-scale structures in the foreground galaxies. The remaining 30
NAL systems with β < 0.22 are either high velocity quasar outflows or gas clouds similar to
those in intervening systems but located in galaxies much closer to the background quasar.
6.1 Global Properties
The population of 42 variable NAL systems in Table B.1 is the largest ever assembled, so
we now have a sufficiently large sample to study the global properties of these systems. The
breakdown by element and ionization state of the 67 significantly variable absorption lines
in these systems is given in Table 6.1. Given the energetic environment surrounding the
background quasars, we first look for a relationship between the amount of absorption line
variability and proximity to the quasar as measured by the β parameter (see Equation 1.1)
in Figures 6.1 & 6.2. Error bars for β are not included because the quasar and absorption
system redshifts are known to very high precision (see, e.g., Hewett & Wild, 2010), and they
would, therefore, be smaller than the size of the points. The points in these plots span a
wide range of |∆EW| and β values so there is no obvious dependence between variability
and proximity to the quasar in our sample. This result may seem surprising since absorption
systems in close proximity to the quasar are exposed to extreme levels of ionizing radiation
that must certainly cause greater absorption line variability compared to systems at higher
β. However, we removed the majority of these systems with our cut of β > 0.01 (see Section
5.1).
The current highest velocity absorption system is identified as a BAL at β = 0.22, which
is marked by a dashed line in both figures (Foltz et al., 1983). There is a clear break in our
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sample at β = 0.22 so we attributed systems with β > 0.22 values to intervening foreground
galaxies while those at β < 0.22 are either intrinsic, associated, or intervening systems.
The absorption lines in these systems are color-coded by ionization state (neutral ions: red
diamonds; singly-ionized ions: brown circles; doubly-ionized ions and higher: blue triangles)
in Figure 6.1 and by element (see Table 6.1) in Figure 6.2. The 16 lines from 12 intervening
systems with β > 0.22 are all low ionization lines as would be expected if the absorbing gas
is located in foreground galaxies. The global properties of these systems are discussed in
Section 6.2. The 51 lines from the remaining 30 NAL systems, described in Section 6.4, have
a mix of ionization states due to the more energetic environment closer to the background
quasar. Looking instead at the absorption line elements, there is a mix of elements at all β
values which suggests that the sample is not biased towards certain elements. The exception
is variable carbon and silicon lines which are found only in low-β systems because nearly all
of these lines are high ionization ions.
Since absorption line variability does not depend on proximity to the background quasar,
we search for connections between these parameters and the rest-frame time between obser-
vations (∆tr). Figure 6.3 plots β and ∆tr where the ∆tr error bars are ±6 hours shifted to
the rest frame of the absorption system. This estimate is used because the quasar spectra
are identified with the Modified Julian Day (MJD) of the last observation, which means that
we did not have exact observation times. Most SDSS spectroscopic observations of a given
object are completed on a single night so we based our ∆tr error estimate on a nominal
12-hour observing window. The scatter of points shows that there is no dependence between
quasar proximity and time between observations. Also, the distribution of points on both
sides of the β = 0.22 line shows that we did not introduce any bias by dividing our sample
into high and low-β systems. We do not find any variable absorption lines in systems with
high-β and small ∆tr (lower right region in Figure 6.3). Although this result could be caused
by the small sample of high-β systems, it is more likely related to the physical sizes of the
absorbing gas clouds (see Sections 1.3 & 6.3)
We observe a similar result in the comparison of |∆EW| and ∆tr in Figures 6.4 & 6.5. To
confirm the lack of dependence between these parameters, we plot the weighted least-squares
linear (dashed) and zero-slope (dot dashed) best fit lines to all points in Figure 6.4. The
reduced chi-squared values are over 7 for both fits, which indicates that |∆EW| and ∆tr are
independent with no obvious systematic biases in our sample of variable NAL systems. This
result suggests that the absorbing gas clouds are likely comprised of small-scale structures
(see Section 6.3). Most of the high-β lines (red diamonds) in Figure 6.4 have ∆tr > 100 days,
but this could simply be the result of small numbers in the sample. Finally, the scattered
distribution of points by element in Figure 6.5 further implies that the 42 variable NAL
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Table 6.1: The significantly variable absorption lines in the population of variable 42 NAL
systems in Table B.1.
Element Ionization State Absorption Line Number of Lines Color/Symbol
Al II λ1671 3 blue triangles
III λ1855 2
C I λ1277 2 red diamonds
λ1657
II λ1335 2
IV λλ1548, 1551 12
Ca II λ3935 1 black stars
Fe I λ2484 1 cyan Xs
II λ2344 19
λ2374
λ2383
λ2587
λ2600
Mg I λ2853 1 brown circles
II λλ2796, 2804 14
Ni II λ1742 1 black stars
Si II λ1527 4 purple squares
IV λλ1394, 1403 5
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Figure 6.1: The absolute change in equivalent width (|∆EW|) versus β for the 67 significantly
variable absorption lines in the population of 42 variable NAL systems. Different absorption
lines with the same β are from the same NAL system. There are 16 lines from 12 intervening
systems with β > 0.22 that are all low ionization lines (singly-ionized ions: brown circles;
neutral ions: red diamonds) as expected in foreground galaxies. The 51 lines from the
remaining 30 NAL systems have a mix of ionization states (doubly-ionized ions and higher:
blue triangles) due to the more energetic environment closer to the background quasar.
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Figure 6.2: Same as Figure 6.1, but now the points are color-coded by element (see Table
6.1). Overall, there is a mixture of elements at all β values which suggests that the sample is
not biased towards certain elements. The exception is variable carbon and silicon lines that
are found only in low-β systems because nearly all of these lines are high ionization ions (see
Table 6.1).
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systems do not suffer from any elemental systematic effects.
Given that variable absorption lines are identified based on equivalent width changes
between observations, the first observation equivalent width (EW1) is compared to the second
observation (EW2) in Figures 6.6 & 6.7 for the 67 absorption lines that vary at the 3σ level.
Lines with EW > 2 A˚ are included from systems with another variable line below this limit.
There is an exclusion zone around EW1 = EW2 because all of these lines have significant
differences between EW1 and EW2 as defined in Section 5.2. Overall, there are similar
numbers of lines above (37) and below (35) the EW1 = EW2 line which suggests that an
absorption line is just as likely to get weaker as it is to get stronger between observations,
regardless of whether it belongs to a high (red diamonds) or low-β (blue circles) NAL system.
However, additional observations of these systems could possibly reveal how the trend of
these changes depends on time (e.g., at what point does a line that strengthens from EW1
to EW2 start to weaken or disappear if the absorbing gas cloud moves in front of the quasar
beam; see Chapter 7).
In Figure 6.7, we looked at the relationship between EW1 and EW2 where the absorption
line elements are highlighted (see Table 6.1). All element absorption lines are scattered
around the EW1 = EW2 line with the exception of four outlying Mg ii lines where EW1 >
EW2. The measured equivalent widths for all of these lines are biased due to saturation,
so they do not accurately represent the conditions of the absorbing gas (see Section 3.1).
Thus Figures 6.6 & 6.7 confirm that there is no systematic bias in the measured variable
absorption line equivalent widths.
Next, we examine the absorption line variability measured in these NAL systems relative
to the quasar zqso and system zabs redshifts. In Figures 6.8 & 6.9, we examine the abso-
lute change in equivalent width and zqso. Overall, the points are scattered indicating that
absorption line variability does not depend on zqso. However, their distribution is slightly bi-
ased towards higher redshifts compared with the distribution for all SDSS DR7 quasars with
repeat observations (see Figure 2.2), because the UV absorption lines in quasar spectra at
lower zqso are not shifted into the optical range of the SDSS spectrographs. There is a higher
average zqso of 2.18 for high-β systems (red diamonds) versus 1.97 for low-β systems (blue
circles) in Figure 6.8 due to the greater difference between zqso and zabs in high-β systems.
The selection effect caused by the SDSS spectrographs also affects the distribution of points
with respect to ionization state as seen in Figure 6.9. As expected, the high ionization lines
(doubly-ionized ions and higher: blue triangles) have a higher average zqso of 2.27 compared
to 1.92 for the low ionization lines (singly-ionized ions: brown circles; neutral ions: red dia-
monds) because high ionization lines are preferentially found in absorption systems near the
background quasar, and their shorter rest wavelengths require higher zqso for detection by
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Figure 6.3: The rest-frame time between observations (∆tr) versus β for the 67 significantly
variable absorption lines in the population of 42 variable NAL systems (see Table 6.1 for the
color/symbol of each element). A logarithmic scale is used for the y-axis due to the large
range of time separations spanning days to years. The points are scattered in both the high
and low-β regimes which means that there is no obvious dependence between ∆tr and β in
our sample. Thus we make a cut at β = 0.22 to divide our sample into intervening and low-β
systems (see Sections 6.2 & 6.4). Also, there are no variable absorption lines in systems with
high-β and small ∆tr (lower right region) which is due either to the small number of high-β
systems or, more likely, the physical sizes of the absorbing gas clouds.
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Figure 6.4: The absolute change in equivalent width (|∆EW|) versus the rest-frame time
between observations (∆tr) for the 67 significantly variable absorption lines in the population
of 42 variable NAL systems. A logarithmic scale is used for the x-axis due to the large range
of time separations spanning days to years. Also plotted are the weighted least-squares linear
(dashed) and zero-slope (dot dashed) best fit lines to all points. The reduced chi-squared
values are over 7 for both fits, which indicates that there is no dependence between ∆EW
and ∆tr. This result suggests that some of the absorbing gas clouds are likely comprised of
small-scale structures (see Section 6.2). Most of the high-β lines (red diamonds) have ∆tr >
100 days, but it is unclear whether this is a common property in intervening NAL systems
(see Section 6.4 for more discussion).
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Figure 6.5: Same as Figure 6.4, but now the points are color-coded by element (see Table
6.1). The various elements are scattered at all values of ∆EW and ∆tr which again suggests
that the sample is unbiased.
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Figure 6.6: The first (EW1) and second (EW2) epoch equivalent width measurements for
the 67 significantly variable absorption lines in the population of 42 variable NAL systems.
Both the intervening (β > 0.22; red diamonds) and low-β systems (blue circles) have similar
numbers of lines above (37) and below (35) the EW1 = EW2 line which suggests that an
absorption line is just as likely to get weaker as it is to get stronger between observations.
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Figure 6.7: Same as Figure 6.6, but now the points are color-coded by element (see Table 6.1).
All element absorption lines are scattered around the EW1 = EW2 line. The exception is
magnesium with four outlying points where EW1 > EW2. The measured equivalent widths
for all of these lines are biased due to saturation and so do not accurately represent the
conditions of the absorbing gas (see Section 3.1).
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the SDSS spectrographs.
The absolute change in equivalent width is compared to zabs in Figures 6.10 & 6.11. Once
again, the points are scattered which confirms that there is no apparent dependence between
variable equivalent widths and zabs. In Figure 6.10, the high-β lines (red diamonds) are biased
towards low redshift because zqso  zabs and the number of quasars drops significantly at
zqso > 2 (see Figure 2.2). The distribution of low-β lines (blue circles) more closely matches
the overall quasar distribution. A similar result is evident in Figure 6.11 where the lines are
highlighted by ionization state. There is a higher occurrence of low ionization lines (singly-
ionized ions: brown circles; neutral ions: red diamonds) at lower zabs and high ionization lines
(doubly-ionized ions and higher: blue triangles) at higher zabs due to the overall distribution
of NAL systems with respect to zabs (see Figure 2.6).
Finally, we consider the relationship between absorption line variability in these NAL
systems and quasar luminosity. Figures 6.12 & 6.13 compare the absolute change is equivalent
width with the i-band absolute magnitude (Mi). For systems with Mi > -28, the points are
scattered with no dependence between variability and quasar luminosity. The distribution
of the points seems to suggest that variable absorption systems are preferentially found in
lower luminosity quasars. However, this apparent bias is likely a selection effect caused by
the peak in the distribution of SDSS DR7 quasars with repeat observations at -27 < Mi
< -25 (see Figure 2.3). In Figure 6.13, the high ionization lines (doubly-ionized ions and
higher: blue triangles) are found in the brighter quasar spectra compared to low ionization
lines (singly-ionized ions: brown circles; neutral ions: red diamonds). There are two reasons
for this result: these lines must be at higher redshift to be shifted to the optical range of the
SDSS spectrographs, and higher redshift quasars are preferentially brighter due to the flux
limit of the survey.
After looking at the equivalent widths, redshifts, and quasar luminosities in the popu-
lation of 42 variable NAL systems described in Chapter 5, we conclude that there are no
obvious systematic biases in the systems that were identified. Figures 6.6 & 6.7 show that
a variable absorption line is just as likely to get weaker as it is to get stronger between
observations. The distributions of variable lines versus the quasar and system redshifts in
Figures 6.8–6.11 match the expected results based on the overall quasar and absorption sys-
tem distributions, the occurrence of various ionization states with respect to the background
quasars, and the properties of the SDSS spectrographs. A similar result is seen when com-
paring variability to quasar luminosity in Figures 6.12 & 6.13. Having gained confidence
that the absorption variability detected in these NAL systems is real, we next explore their
properties to discover new insights into the conditions of absorbing gas clouds that cause
short timescale variability.
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Figure 6.8: The absolute change in equivalent width (|∆EW|) versus quasar redshift (zqso) for
the 67 significantly variable absorption lines in the population of 42 variable NAL systems
(high-β systems: red diamonds; low-β systems: blue circles). Although the points are
scattered indicating that absorption line variability does not depend on zqso, the overall
distribution is slightly biased towards higher redshift compared with the distribution for all
SDSS DR7 quasars with repeat observations (see Figure 2.2) because the UV absorption
lines in quasar spectra at lower zqso are not shifted into the optical range of the SDSS
spectrographs.
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Figure 6.9: Same as Figure 6.8, but now the points are color-coded by ionization state. As
expected, the high ionization lines (doubly-ionized ions and higher: blue triangles) have a
higher average zqso of 2.27 compared to 1.92 for the low ionization lines (singly-ionized ions:
brown circles; neutral ions: red diamonds) because high ionization lines are preferentially
found in absorption systems near the background quasar, and their shorter rest wavelengths
require higher zqso for detection by the SDSS spectrographs.
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Figure 6.10: The absolute change in equivalent width (|∆EW|) versus NAL system red-
shift (zabs) for the 67 significantly variable absorption lines in the population of 42 variable
NAL systems (high-β systems: red diamonds; low-β systems: blue circles). The points are
scattered which confirms that there is no apparent dependence between variable equivalent
widths and zabs. The high-β lines (red diamonds) are biased towards low redshift because
zqso  zabs and the number of quasars drops significantly at zqso > 2 (see Figure 2.2). The
distribution of high-β lines (blue circles) more closely match the overall quasar distribution.
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Figure 6.11: Same as Figure 6.10, but now the points are color-coded by ionization state.
There is a higher occurrence of low ionization lines (singly-ionized ions: brown circles; neutral
ions: red diamonds) at lower zabs and high ionization lines (doubly-ionized ions and higher:
blue triangles) at higher zabs due to the overall distribution of NAL systems with respect to
zabs (see Figure 2.6).
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Figure 6.12: The absolute change in equivalent width (|∆EW|) versus i-band absolute mag-
nitude (Mi) for the 67 significantly variable absorption lines in the population of 42 variable
NAL systems. For systems with Mi > -28, the points are scattered with no dependence
between variability, quasar luminosity, or β (high-β systems: red diamonds; low-β systems:
blue circles). The apparent bias of points towards lower quasar luminosity is a selection
effect caused by the peak in the distribution of SDSS DR7 quasars with repeat observations
at -27 < Mi < -25 (see Figure 2.3).
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Figure 6.13: Same as Figure 6.12, but now the points are color-coded by ionization state.
The high ionization lines (doubly-ionized ions and higher: blue triangles) are found in the
brighter quasar spectra compared to low ionization lines (singly-ionized ions: brown circles;
neutral ions: red diamonds) for two reasons: these lines must be at higher redshift to be
shifted to the optical range of the SDSS spectrographs, and higher redshift quasars are
preferentially brighter due to the flux limit of the survey.
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6.2 Intervening NAL Systems
Although there have been no previously reported detections of intervening NAL variability
in quasar spectra, there was a claim to the discovery of Fe ii and Mg ii absorption variabil-
ity in an intervening system detected in multi-epoch spectra of GRB060206 by Hao et al.
(2007). Such a result was predicted by Frank et al. (2007) as a direct consequence of the
different beam sizes between gamma-ray bursts (GRBs) and quasars. However, this absorp-
tion variability measurement was subsequently refuted by independent observations of the
same GRB with higher resolution and better signal-to-noise ratio spectra that displayed no
evidence of absorption line variability in this intervening system (Tho¨ne et al., 2008; Aoki et
al., 2009). Thus the 12 NAL systems we identified from the systems in Table 2.4 represent
the first clear detection of intervening absorption line variability.
We first look for a relationship between the amount of variability in each intervening
absorption line and the minimum equivalent width. Figure 6.14 plots |∆EW| versus EWmin,
broken down by element (see Table 6.1 for colors/symbols). The scatter of the points sug-
gests that variability in intervening NAL systems has very little dependence on line strength.
To confirm this, we perform a weighted least-squares linear fit to the points and include this
result in Figure 6.14. The slope of this line is -0.01 ± 0.06 which implies that there is no
strong dependence between the amount of variability and line strength in the intervening
NAL system sample. However, this effect could be attributed to the use of equivalent widths
to measure variability, or the blending of several individual components in a single absorp-
tion line in SDSS spectra (see Section 3.1). In Section 3.4, we discussed how equivalent
width changes are not sensitive to all types of absorption line variations, specifically when
the line has similar but opposite changes in the line depth and width. Perhaps alternate vari-
ability measurement methods and/or higher resolution spectra would discover a relationship
between variability and line strength (see Chapter 7).
Another useful measure of absorption line variability is the fractional change in equiv-
alent width (|∆EW|/EWmin). Figure 6.15 shows the fractional change as a function of the
minimum equivalent width. Although equivalent width changes in intervening absorption
lines have very little dependence on line strength, the fractional change clearly increases in
weaker lines. This result is affirmed by the weighted least-squares fit to the points (dashed
black line) that gives a point-like index of -0.9 ± 0.5, and this effect has been observed in
previous variable BAL studies (Barlow, 1994; Lundgren et al., 2007; Gibson et al., 2008).
Furthermore, Lundgren et al. (2007) and Gibson et al. (2008) both noted a tendency towards
increasing fractional change in equivalent width with increasing time between observations
in the rest frame of the absorption system. Figure 6.16, with a weighted least-squares lin-
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Figure 6.14: The absolute change in equivalent width (|∆EW|) versus the minimum equiv-
alent width (EWmin) for the 16 significantly variable absorption lines in the population of
12 variable intervening NAL systems (see Table 6.1 for the color/symbol of each element).
The slope of the weighted linear least-squares best fit line (dashed black) is -0.01 ± 0.06
which implies that there is no strong dependence between the amount of variability and line
strength in the intervening NAL system sample.
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ear best fit slope of (8 ± 2) × 10−4 (dashed black line), shows that this relationship also
holds for intervening NAL systems. This result is expected because BALs and NALs are
both comprised of clouds of absorbing gas that have similar physical sizes and elemental
compositions, even though they have vastly different origins and absorption line properties.
The last relationship we examine for the variable intervening NAL system sample was
the rate of absorption line variability (|∆EW|/∆tr) and the minimum line strength in Figure
6.17. With the exception of two outliers, all of the lines have |∆EW|/∆tr < 0.01 A˚ day−1
independent of line strength. The outliers have more than an order of magnitude faster rate
of variability, which could suggest the existence of sub-AU scale absorbing gas clouds or
small-scale density fluctuations in these intervening NAL systems.
6.3 Interpretation of Variable Intervening Systems
Since intervening NAL variability has never been detected in quasar spectra, we construct
a simple model to quantify the cloud sizes implied by absorption line variability on short
timescales. We consider bulk motion of an absorbing gas cloud as the cause of the observed
variability in these systems since changes in ionization state are unlikely to occur on short
timescales in foreground galaxies (e.g., Narayanan et al., 2004). Assuming a spherical cloud
of uniform density that moves transverse to our line of sight, the absorption variability
timescale is determined by the time it takes the cloud to cross the quasar beam. The
distance it travels is equal to the sum of the cloud and beam diameters and is related to the
crossing time as follows:
Rb +Rc =
1
2
v∆t ' 10–100 AU
(
v
200 km sec−1
)
(6.1)
where Rb is the quasar beam radius, Rc is the cloud radius, v is the orbital velocity, and the
right expression is calculated from the ∆tr values for the main concentration of points in
Figure 6.17.
Although the results in Equation 6.1 are based on the variability timescales for the high-
β intervening systems described in Section 6.2, deviations from the underlying assumptions
could have considerable impact on the cloud size estimates. For example, a significant veloc-
ity differential between the individual components that are blended into a single absorption
line would require a more detailed modeling of their motion relative to one another and the
line of sight to the background quasar (see Section 3.1). Additionally, the size of the quasar
beam must be known before the cloud size can be determined. The beam size depends on
the size of the accretion disk emitting region, the disk orientation with respect to the line of
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Figure 6.15: The absolute fractional change in equivalent width (|∆EW|/EWmin) versus the
minimum equivalent width (EWmin) for the 16 significantly variable absorption lines in the
population of 12 variable intervening NAL systems (see Table 6.1 for the color/symbol of
each element). The weakest lines have the highest fractional change in equivalent width in
accordance with the findings from previous BAL variability studies (Barlow, 1994; Lundgren
et al., 2007; Gibson et al., 2008). The weighted least-squares fit to the points (dashed black
line) gives a power law index of -0.9 ± 0.5, where the error is due to the small sample size.
The apparent discrepancy between the Fe ii and Mg ii lines is also attributed to the sample
size and the fact that Mg ii lines tend to be the strongest in SDSS spectra.
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Figure 6.16: The absolute fractional change in equivalent width (|∆EW|/EWmin) versus
the the rest-frame time between observations (∆tr) for the 16 significantly variable ab-
sorption lines in the population of 12 variable intervening NAL systems (see Table 6.1 for
the color/symbol of each element). A logarithmic scale is used for the x-axis due to the
large range of time separations spanning days to years. Overall, the slope of the weighted
least-squares linear best fit ((8 ± 2) × 10−4: dashed black line) indicates that intervening
absorption lines tend to have slightly bigger fractional changes over longer periods of time.
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Figure 6.17: The absolute rate of change in equivalent width (|∆EW|/∆tr) versus the min-
imum equivalent width (EWmin) for the 16 significantly variable absorption lines in the
population of 12 variable intervening NAL systems (see Table 6.1 for the color/symbol of
each element). A logarithmic scale is used for the y-axis due to the large range of time
separations spanning days to years. There is no obvious dependence between |∆EW|/∆tr
and EWmin, but the two lines with the highest rate of change could indicate the existence of
very small-scale structure in absorbing gas clouds.
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sight, and the distance from the quasar to the absorption system. Estimates of the emitting
region size range from ∼10–100 AU with shorter wavelengths (i.e., X-rays) emitted at smaller
radii and UV and optical wavelengths at larger radii (Dai et al., 2010). If we assume a flat
cosmology with ΩM = 0.29, ΩΛ = 0.71, and h = 1.0, noticeable quasar beam size changes of
no more than a factor of 1.2 occur solely in the high-β quasar and absorption system redshift
ranges in Table B.1 (Wright, 2006). Finally, the accretion disk orientation can reduce the
beam size by up to an order or magnitude. However, all of these factors are, at most, of
the same order as the uncertainty in the size of the quasar emission region, so we can safely
assume that they are incorporated into the size ranges given in Equation 6.1. These results
suggest cloud sizes ranging from ∼1–100 AU in accordance with the findings for small-scale
structures in the Milky Way interstellar medium (Lauroesch & Meyer, 2003; Welty, 2007).
Given that none of the variable NAL systems in Table B.1 completely crosses the back-
ground quasar beam (i.e., our sample does not include an “on/off” system), we next modify
our model to account for partial covering factors between the cloud and quasar beam. The
equivalent width of an absorption line is directly proportional to optical depth which, in
turn, depends on the column density of the absorbing gas. Thus the ratio of equivalent
widths between observations (EWmin/EWmax) can be equated to the ratio of area of the
quasar beam covered by the cloud to the total beam area (Amin/Amax):
EWmin
EWmax
=
Amin
Amax
' (R−
1
2
d)2
R2
(6.2)
where R is the beam radius, d is the distance traveled by the cloud, and the area where the
beam and cloud overlap is approximated as a circle. We are also assuming that the maximum
line strength (EWmax) corresponds to complete coverage of the background quasar. Solving
Equation 6.2 for d gives the following expression:
d ' 2R
(
1−
√
EWmin
EWmax
)
' 10–50 AU
(
2R
100 AU
)
(6.3)
where the equivalent widths of the variable intervening absorption lines were used to estimate
the distance traveled by the absorbing gas cloud. Once again, this result is consistent with
reported cloud sizes in the Milky Way interstellar medium, but this estimate is likely more
accurate because it is calculated using the measured strengths of the variable lines rather
than assuming that the cloud completely crossed the quasar beam between observations.
Now that we have a better estimate of the distance traveled by the absorbing gas clouds
in the variable intervening NAL systems, we can calculate their velocities from the rest-frame
time between observations. Dividing Equation 6.3 by the range of ∆tr values greater than
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100 days gives the following result:
v =
d
∆t
' 2R
∆t
(
1−
√
EWmin
EWmax
)
' 50–500 km sec−1
(
2R
100 AU
)
(6.4)
where 2R is the quasar beam size. This range of velocities agrees with typical peculiar
velocities in the Milky Way on the lower end (Carroll & Ostlie, 2007), high-velocity clouds
in the middle (Wakker & van Woerden, 1997), and orbital velocities in larger galaxies on the
upper end (Sparke & Gallagher, 2007). The two outliers imply velocities of ∼103–104 km
sec−1, where the lower limit is on the order of speeds measured in starburst driven winds
(Heckman, 2003) and velocity dispersions in massive galaxy clusters (Sparke & Gallagher,
2007) while velocities near the upper limit are found only in outflows from AGNs (see Section
1.3) or GRBs (see, e.g., Cucchiara et al., 2009).
Having gained confidence that the properties of absorbing gas clouds in variable inter-
vening NAL systems are in agreement with the results from independent and unrelated
observations, we also estimated the hydrogen column densities from the equivalent widths
of the variable lines. If we assume roughly solar metallicities in these intervening systems,
the hydrogen column density (NH) can be calculated with the following equation (Morton
et al., 1988):
logNH = log (EW/λ0)− log (N/NH)− log (λ0f) + 20.053 (6.5)
where λ0 is the absorption line rest wavelength, N/NH is the elemental cosmic abundance,
and f is the oscillator strength (see Table 5.1). The variable absorption lines give the
hydrogen column densities shown in Figure 6.18. As expected, the exclusion zone from
Figures 6.6 & 6.7 is repeated around NH,1 = NH,2, and the higher occurrence of intervening
lines with decreasing column densities is most likely due to the small sample size. Most of
the points have column densities from 1018–1019 cm−2 which are typical values for Lyman
limit systems while the highest density may indicate a super Lyman limit or damped Lyα
system (Meiksin, 2009).
Overall, this series of simplified models indicate that absorption line variability in inter-
vening NAL systems is a reasonable consequence of the interaction between the background
quasar beam and typical foreground galaxies. The cloud sizes predicted by the measured
equivalent widths and the rest-frame time between observations are consistent with interstel-
lar clouds in our own galaxy. Furthermore, the velocities implied by these sizes and variability
timescales are also consistent with a wide range of astrophysical phenomena. Finally, the
variable line equivalent widths suggest hydrogen column densities common to Lyman limit
system. Clearly, intervening NAL variability on short timescales is rare; but, as we have
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Figure 6.18: The first (NH,1) and second (NH,2) epoch hydrogen density measurements for
the 16 significantly variable absorption lines in the population of 12 variable intervening NAL
systems (see Table 6.1 for the color/symbol of each element). Most of the points have column
densities from 1018–1019 cm−2 which are typical values for Lyman limit systems while the
highest density may indicate a super Lyman limit or damped Lyα system (Meiksin, 2009).
Also, more lines have decreasing column densities between observations, but this is most
likely due to the small sample size.
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shown, the presence of variability by itself is not sufficient to distinguish between intrinsic
and intervening systems.
6.4 Low-β NAL Systems
In contrast to absorption line variability in intervening NAL systems, a number of previous
studies have detected short timescale variability in low-β systems that were all attributed to
high velocity outflows intrinsic to the quasar environment (see Section 1.3 and Table 1.1).
However, the existence of intervening NAL variability suggests that time-variability alone is
not always sufficient to conclude that a NAL system with variable absorption lines is intrinsic.
In Figures 6.19–6.21, we take a closer look at the 51 variable lines in 30 NAL systems with β
< 0.22 in an attempt to distinguish between intrinsic, associated, and intervening systems.
The dashed line at β < 0.04, based on the cutoff for associated NAL systems from Wild et
al. (2008), gives 5 lines in 4 systems. However, Figures 6.19 & 6.20 show that these lines
are all variable C iv lines which suggests that they are likely not associated systems but
instead are high velocity intrinsic systems. Furthermore, Richards et al. (1999) reported
that a significant fraction of C iv NALs with 0.02 < β < 0.25 may be intrinsic due to
their correlation with the steepness of the quasar spectrum and the radio-loudness of the
background quasar. Thus it appears that simple β cuts are insufficient in distinguishing
between intrinsic, associated, and intervening systems. Given that high ionization lines
(doubly-ionized ions and higher: blue triangles in Figure 6.20) are common to quasar outflows
and these lines are absent in the intervening sample (see Figure 6.1), we decided to group all
systems with high ionization lines into a subsample of variable NAL systems that are likely
intrinsic. These criteria yield 15 systems comprised of 25 lines (blue circles in Figure 6.21).
Twelve of these systems have β values that exceed the previously confirmed highest velocity
intrinsic NAL system at β = 0.08 (Hamann et al., 1997a) (unconfirmed variable systems
push this number slightly higher; see Table 1.1). Although some of these may turn out to be
intervening systems, most are probably intrinsic and so represent the fastest quasar outflows
with variable NALs ever detected.
The remaining 26 lines in 15 systems all have variable low ionization lines (singly-ionized
ions: brown circles; neutral ions: red diamonds in Figure 6.20). To determine the origin of
these systems, we recall from Figure 6.16 that most of the intervening NAL systems vary on
timescales longer than 100 days. Thus we make another cut at ∆tr = 100 days where systems
that vary on smaller timescales are probably intrinsic while those with ∆tr > 100 days have
a higher likelihood of being intervening systems. The outliers in Figure 6.16 suggest that we
may be including some intervening systems in the intrinsic subsample and vice versa, but
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the vast majority of the lines with ∆tr < 100 days have β < 0.22, so they are most likely
intrinsic (see Figure 6.4). This cut breaks the low ionization sample into two subsamples:
11 lines in 7 systems (brown squares in Figure 6.21) with ∆tr < 100 days and 15 lines in 8
systems (red diamonds) with ∆tr > 100 days.
Having defined low-β subsamples based on the properties of previously detected intrinsic
and intervening NAL systems, we analyze their properties using the same approach as the
intervening systems in Section 6.2. First, we compare the amount of variability (|∆EW|)
with the minimum line strength (EWmin) in Figure 6.22. Also plotted in this figure are the
weighted least-squares linear best fit lines for the entire sample of low-β NALs as well as
each subsample. Overall, the slope of 0.40 ± 0.04 indicates that the amount of absorption
line variability increases with line strength (solid black line in Figure 6.22). Since most
of the lines in the main low-β sample are intrinsic, we use a comparison between this fit
and the fit for the intervening sample in Figure 6.14 to evaluate the system classifications
for the three subsamples. The fit to the high ionization intrinsic subsample points (0.29
± 0.05: dashed blue line) implies that most of the systems in this subsample are intrinsic
but some are probably intervening. The low ionization intervening subsample (0.20 ± 0.06:
dash-dotted red line) appears to have a higher contamination of intrinsic systems. Finally,
the low ionization intrinsic subsample (0.11 ± 0.13: dotted brown line) has no dependence
between |∆EW| and EWmin which matches the result for the high-β intervening system
sample. This result could suggest that there are a significant number of intervening systems
with short timescale variability (∆tr < 100 days), although this could also signify a small
bias in this subsample.
Figures 6.23 & 6.24 plot the fractional change in equivalent width (|∆EW|/EWmin) as
a function of the minimum line strength (EWmin) and the the rest-frame time between
observations (∆tr). In the population of high-β intervening systems described in Section
6.2, we noted a strong tendency towards fractional equivalent width changes in weaker lines
(see Figure 6.15). Although this pattern in repeated in Figure 6.15, it is less pronounced
for all three low-β subsamples. This result may suggest that absorption line variability is
independent of line strength for the weakest lines below a certain equivalent width threshold
(e.g., EWmin < ∼1 A˚), but more detailed theoretical modeling is needed to determine this
relationship (see Chapter 7). The weighted least-squares fit to all the points (solid black line)
gives a power law index of -0.8 ± 0.4, which is in agreement with the index for the high-β
variable intervening absorption lines (see Figure 6.15). Power law fits to the points of the
three subsamples also agree with the high-β lines, but the high ionization intrinsic subsample
(-1.5 ± 0.8: dashed blue line) has the highest index while the low ionization subsamples (∆tr
< 100 days, -0.5 ± 0.9: dotted brown line; ∆tr > 100 days, -0.5 ± 0.7: dash-dotted red
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Figure 6.19: The absolute change in equivalent width (|∆EW|) versus β for the 51 signif-
icantly variable absorption lines in the population of 30 low-β variable NAL systems (see
Table 6.1 for the color/symbol of each element). Different absorption lines with the same β
are from the same NAL system. At β < 0.04, all of the lines are C iv which suggests that
these systems all belong to high velocity quasar outflows (see Section 1.3). All of the other
lines are a mixture of elements so these low-β systems have no obvious systematics.
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Figure 6.20: Same as Figure 6.19, but now the points are color-coded by ionization state. The
dashed line at β < 0.04 is the nominal cutoff between associated and intrinsic/intervening
NAL systems (Wild et al., 2008). However, the existence of variable high ionization lines
(doubly-ionized ions and higher: blue triangles; singly-ionized ions: brown circles; neutral
ions: red diamonds in Figure 6.20) at a wide range of β values suggests that a simple β cut
is insufficient to distinguish between intrinsic, associated, and intervening NAL systems.
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Figure 6.21: Same as Figures 6.19 & 6.20, but now the points are color-coded by ionization
state and time between observations. Based on the link between variable high ionization
lines and high velocity quasar outflows in previous studies, we grouped all of the systems
with these lines in a subsample of intrinsic NAL systems (blue circles). The other two groups
are comprised of systems with variable low ionization lines and are divided at a rest-frame
time between observations (∆tr) of 100 days into subsamples with ∆tr > 100 days (red
diamonds) and ∆tr < 100 days (brown squares).
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Figure 6.22: The absolute change in equivalent width (|∆EW|) versus the minimum equiva-
lent width (EWmin) for the 51 significantly variable absorption lines in the population of 30
low-β variable NAL systems. The slope of 0.40 ± 0.04 for the weighted least-squares linear
best fit line to all points indicates that the amount of absorption line variability increases
with line strength (solid black line). Fits to the points of the three subsamples imply that
they all are increasingly contaminated by intervening systems. The high ionization intrinsic
subsample (0.29 ± 0.05: dashed blue line) have the highest concentration of intrinsic sys-
tems while the fits to the low ionization intervening (0.20 ± 0.06: dash-dotted red line) and
intrinsic (0.11 ± 0.13: dotted brown line) are flatter in accordance with the population of
high-β intervening systems (see Figure 6.14). However, all of these subsamples likely contain
a significant number of intrinsic systems.
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line) indicate weaker dependencies between |∆EW|/EWmin and EWmin. However, due to
the small sample sizes, it is unclear whether the different power law indices can be used to
distinguish between intrinsic and intervening systems in these subsamples.
Differences between the high-β intervening sample and the low-β subsamples are again
evident in Figure 6.24. The general pattern of the low-β absorption lines in this figure shows
almost no dependence between fractional change and time between observations while the
high-β lines displayed a trend towards increasing |∆EW|/EWmin with time (see Figure 6.16).
This discrepancy could be the result of a mix of intrinsic and intervening systems in the low-
β sample, and it appears that a ∆tr = 100 days cut for the low ionization systems does
not cleanly distinguish between these different system classifications. However, given the
apparent relationship between variability and time for the intervening systems in Figure 6.4,
perhaps future detections of additional variable systems or improved theoretical modeling
will uncover the true time dependencies for variable absorption in intrinsic and intervening
systems.
Lastly, Figure 6.25 shows the relationship between the equivalent width rate of change
(|∆EW|/∆tr) and the minimum line strength (EWmin). Most of the lines have a small rate
of change with no obvious dependence on EWmin. Since the low ionization subsamples do
contain some intervening NAL systems, we again estimated the cloud size using the average
∆tr and assuming bulk transverse motion of the absorbing gas clouds to the line of sight.
The result of ∼50 AU is consistent with Equations 6.1 & 6.2 estimated from the population
of high-β intervening systems. A similar estimate for the high ionization intrinsic subsample
would be incorrect due to the increased likelihood that the observed NAL variability is
caused by both ionization state changes and bulk motion (Hamann et al., 1995, 1997c, 2010;
Narayanan et al., 2004; Wise et al., 2004).
6.5 Summary
In this chapter, we have presented a discussion of the results from the largest ever study of
quasar NAL systems in the time domain. The global properties of the 42 variable NAL sys-
tems discovered from the refined sample of 1,084 systems (see Section 5.1) with repeat SDSS
observations contain no obvious systematics, suggesting that this sample is unbiased. The 12
variable intervening NAL systems we discovered imply that approximately 200 systems must
be observed to find a single variable intervening system. Since all the previous studies of
NAL variability combined amount to less than 50 systems (see Table 1.1), it is not surprising
that this effect has never been observed prior to our study. Furthermore, 477 systems in the
refined sample have β > 0.22, which yields a fraction of intervening systems with absorption
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Figure 6.23: The absolute fractional change in equivalent width (|∆EW|/EWmin) versus
the minimum equivalent width (EWmin) for the 51 significantly variable absorption lines in
the population of 30 low-β variable NAL systems (color/symbol coded by subsample, see
Figure 6.21). Overall, these points appear to show increasing fractional changes in weaker
lines although the pattern is less pronounced compared to the high-β systems (see Figure
6.15). The weighted least-squares fit to all the points (solid black line) gives a power law
index of -0.8 ± 0.4, which is in agreement with the index for the high-β variable intervening
absorption lines (see Figure 6.15). Power law fits to the points of the three subsamples also
agree with the high-β lines, but the high ionization intrinsic subsample (-1.5 ± 0.8: dashed
blue line) has the highest index while the low ionization subsamples (∆tr < 100 days, -0.5
± 0.9: dotted brown line; ∆tr > 100 days, -0.5 ± 0.7: dash-dotted red line) indicate weaker
dependencies between |∆EW|/EWmin and EWmin. However, due to the small sample sizes,
it is unclear whether the different power law indices can be used to distinguish between
intrinsic and intervening systems in these subsamples.
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Figure 6.24: The absolute fractional change in equivalent width (|∆EW|/EWmin) versus the
the rest-frame time between observations (∆tr) for the 51 significantly variable absorption
lines in the population of 30 low-β variable NAL systems (color/symbol coded by subsample,
see Figure 6.21). A logarithmic scale is used for the x-axis due to the large range of time
separations spanning days to years. Although there is one outlier, the general pattern of
the low-β absorption lines shows almost no dependence between fractional change and time
between observations.
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Figure 6.25: The absolute rate of change in equivalent width (|∆EW|/∆tr) versus the min-
imum equivalent width (EWmin) for the 51 significantly variable absorption lines in the
population of 30 low-β variable NAL systems (color/symbol coded by subsample, see Figure
6.21). A logarithmic scale is used for the y-axis due to the large range of time separations
spanning days to years. Most of the lines have a small rate of change with no obvious
dependence on EWmin.
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line variability of 2.5%. Since the variability fraction nearly doubles (30/607 = 4.9%) for
the low-β systems, our results show that, in most cases, time variability of NALs indicates
that the system is intrinsic to the background quasar. However, we found instances where
simple variability, β, and time separation cuts do not cleanly distinguish between intrinsic
and intervening systems.
We also constructed a basic model of an intervening absorbing gas cloud with variability
caused by bulk motion of the cloud transverse to the background quasar beam. The re-
sulting sizes, velocities, and column densities are in agreement with typical values found in
normal foreground galaxies, which confirms that intervening NAL variability should be seen
if a large enough sample of NAL systems is observed. Additionally, the sample of intrinsic
systems includes the highest velocity NAL systems ever observed and could provide unique
insight into the dynamics of quasar outflows. Ultimately, more observations of quasar NAL
systems are needed, preferably with higher resolution and signal-to-noise ratio. These ob-
servations would place additional constraints on the sizes of the absorbing gas clouds and
the environmental conditions that lead to short-term absorption variability.
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Chapter 7
Future Work
In this thesis, we have presented the preliminary results from the largest ever study of quasar
absorption line systems in the time domain. Unfortunately, we have only had time to barely
scratch the surface of exciting new studies that have been made possible with this data
set. Below we describe possible future projects to further investigate the time-variability of
quasar NAL systems.
7.1 Synoptic Studies of Quasar NAL Systems
Systems that turn on/off
In Section 2.4, we highlighted 198 QAL systems that are grade A in one observation and
grade N in the second. Some of these systems have high S/N in both observations (see
Figure 2.8). The identified absorption lines in the high S/N grade A observations need to
be examined more closely to determine why no lines were detected in the high S/N grade N
observations. After visually inspecting 12 systems with i-band S/N > 20, we found that the
grade discrepancy between observations was caused by either inaccurate system detections
in the grade A observation or alternate line identifications in the grade N observation. In
the former case, some systems were assigned a grade A detection based on absorption lines
that had very poor continuum fits or bright sky contamination. The other systems had the
same absorption lines in each observation, but the system detection in the grade A system
was missing from the grade N system.
Additional visual inspection of the remaining 186 systems could yield similar results or
might lead to other possible causes. For example, these systems could indicate interesting
disparities in the system redshift assigned by the York QAL pipeline in different observations
of the same quasar. Another possibility is that the system was simply not present in the
grade N observation. This “turn on/off” scenario is far more exciting as it could place firm
constraints on the properties of small-scale structures in galaxies (see first model description
in Section 6.3).
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Systems at high-β with EW > 2 A˚
In Section 5.2, we described an equivalent width cut of absorption lines with EW > 2 A˚ to
remove BALs and mini-BALs. However, there is no physical reason that strong lines with
EW > 2 A˚ at higher β values should not vary as well. Such variable lines could belong
to intrinsic systems in extremely high velocity quasar outflows, or they could indicate the
presence of very dense gas clouds in intervening galaxies.
The 7 systems we mentioned in Section 5.2 have similar absorption line variations as
the intervening systems described in Section 6.2. In the near future, we need to analyze
these systems further to ensure that their high degree of saturation does not introduce
any systematics into the larger intervening system sample. Also, we need to explore the
possibility of lowering the β cut to include more variable systems that contain a mix of
intrinsic and intervening systems because these extra systems may lead to the discovery of
properties that enable a more certain distinction between these system classifications.
BOSS ancillary project
The Baryon Oscillation Spectroscopic Survey (BOSS5) is one of four surveys that comprise
the third phase of SDSS operations (SDSS-III6) from Fall 2009–Spring 2014 (Eisenstein et
al., 2011). The primary goal of BOSS is to measure the expansion history of the Universe and
the growth of large-scale structures to place constraints on the properties of dark energy.
BOSS will obtain spectroscopic observations of 1.5 million massive galaxies and 150,000
quasars to detect the imprint of baryon acoustic oscillations (BAO) in the early Universe on
the distribution of galaxies (Eisenstein et al., 2011). Currently, SDSS-III plans four public
releases of imaging and spectroscopic data from all four surveys approximately once per year
starting with Data Release Eight (DR8) in January 2011 (Aihara et al., 2011).
About 4% of the spectroscopic fibers dedicated to BOSS are reserved for a number
of ancillary projects (Eisenstein et al., 2011). We submitted a successful proposal for an
ancillary project to obtain repeat observations of quasars detected in SDSS I/II, which
contained a list of 2,956 quasar targets with a wide range of quasar and absorption system
properties. These new observations will increase the number of QAL systems with repeat
observations by a factor of ∼1.5. Also, eight of the 42 variable NAL systems we identified
are on this target list with an additional 18 that are slated to be observed as part of the main
survey. These additional observations will provide additional clues about how QAL systems
with different origins and environments vary over time. One advantage of the BOSS spectra
5http://www.sdss3.org/surveys/boss.php
6http://www.sdss3.org
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is that they are of much higher quality, which means that we will have a better chance of
detecting absorption line variability. However, BOSS uses a new spectrograph with a smaller
fiber diameter (2′′ vs. 3′′ on the sky; Eisenstein et al., 2011), so we will have to ensure that
variations are not introduced by comparing observations from two different instruments.
Systems with 3+ observations
In Section 6.1, we pointed out that the absorption line equivalent widths in the population of
42 variable NAL systems are equally likely to get stronger or weaker between observations.
Additional observations of these systems could reveal a dependence between variability and
time. For example, if the lines in a system become stronger followed by a weakening trend,
this would indicate the passage of an absorbing gas cloud through the quasar beam. Such a
trend would allow the prediction of the amount of expected absorption line variability based
on the cloud properties and the rest-frame time between observations. Another possibility is
that the measured line strengths could vary stochastically which would suggest that clouds
have a wide range of sizes, velocities, and other properties.
Of the 42 variable NAL systems described in Chapter 5, 16 have three or more SDSS
observations already. Many of these extra observations are very low S/N , but they need to be
checked to see if they show detectable absorption line variations, and to determine how these
changes relate to the changes already measured. Also, the addition of BOSS observations
should provide a large sample of variable NAL systems with three or more observations that
could provide clues into the potential causes of the observed variability.
Theoretical modeling
Now that we have detected NAL variability, new theoretical models are needed to explain
their observed properties. Simple models of absorption line variability are discussed in
Sections 1.3, & 6.3. These models indicate that absorption line variability is possible in all
types of QAL systems. More detailed models should incorporate better constraints on the
sizes of the quasar beam and absorbing gas cloud from independent studies, and they should
be expanded to investigate the effects on absorption line variability caused by relative motions
of individual cloud components, cloud motions at orientations other than transverse to the
line of sight, possible ionization state changes due to energetic phenomena like supernovae
shocks, and changes in metallicities between elements at different redshifts, just to name a
few. These detailed models could provide interesting new insights into the properties and
environments of structures in galaxies of various types and redshifts.
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Comparison of variability measurement methods
In Section 3.4, we presented three possible methods to measure absorption line variability:
changes in absorption line fit parameters, absolute flux differences, and equivalent width
variations. Although we decided to use the last option because it enabled a more compre-
hensive analysis of absorption line variability in SDSS spectra, we noted instances where
changes in equivalent width are insensitive to certain observed variations, namely lines that
have similar but opposite changes in depth and width. The variable lines identified by each
of these methods need to be compared to see if any systems with strange or unexpected
variations are found. Such systems could provide useful constraints on the possible causes
of absorption line variability.
Higher resolution observations
As mentioned in Section 2.1, repeat spectroscopic observations were not part of the primary
SDSS mission. However, the results in this thesis prove the need for expanded studies of
QAL systems in the time domain. Additional observations from BOSS are a good start, but
higher resolution observations would be instrumental in confirming our results. For example,
imaging of some of the variable intervening systems we identified with HST or large ground-
based telescopes should be able to locate the absorbing gas cloud host galaxy which would
prove the intervening origin of these systems. High resolution spectroscopy could differentiate
between the individual cloud components that are blended into a single absorption line by the
SDSS spectrograph (see Section 3.1). These observations could lead to the determination
of the causes of the observed absorption line variability and the characterization of the
relationship between the amount of variability and the properties and environments of the
absorbing gas clouds.
New QAL system analysis pipeline
As described in Section 3.4, the detailed analysis technique outlined in Chapter 3 is capable
of fitting multiple profiles to absorption lines and using alternative methods to measure
variability. However, this technique has a few shortcomings including a simplified continuum
fitting approach, overestimation of fitting errors, and a small number of ions that it can
analyze. Conversely, the York QAL pipeline detects QAL systems by searching for absorption
lines from over 50 different ion species, but it occasionally misidentifies systems in different
observations of the same quasar (see turn on/off section above). Thus a new QAL system
analysis pipeline is needed that combines the capabilities of both techniques. This pipeline
would use the continuum fitting and absorption line finding algorithms from the York QAL
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pipeline to identify QAL systems. Then it would search for lines from multiple ion species
by attempting to fit parametric line profiles at the expected wavelength of each ion based
on the system redshift. Finally, absorption lines with successful fits would be checked for all
possible manifestations of variability using the methods from Section 3.4. This new approach
would enable an exhaustive and complete analysis of all types of absorption line variability
in SDSS quasar spectra.
Analysis of absorption lines in the Lyα forest
The Lyα forest, described in Section 1.2 and illustrated in Figure 1.1, is weaker in lower
redshift quasars which could allow us to search for variations in absorption lines blueward of
the Lyα emission line. Unfortunately, this figure shows that the Lyα forest is still prominent
even in quasars near the lower redshift limit where these wavelengths are shifted to the
optical range of the SDSS spectrograph. Perhaps there is a redshift range where reliable
measurements of very high ionization lines can be made without too much contamination
from the the Lyα forest.
7.2 Summary
The main goal of this thesis was to present the results from the largest ever systematic study
of absorption line variability in SDSS quasar spectra. We created a catalog of 2,585 QAL
systems with repeat observations and developed an automated method to characterize the
absorption line properties in each observation of every system, select those deemed reliable
and accurate, and analyze them for significant variations between observations. Although
the results from our Monte Carlo simulations demonstrated that our variability criteria
substantially reduced the probability of detecting systems with variations caused by noise
fluctuations, we visually inspected all candidate variable systems to verify that the measured
variability is reflected in the normalized quasar spectra. The resulting 42 variable systems
include the first reported detections of absorption line variability in intervening systems and
the highest velocity quasar outflows with variable NALs. Clearly, these results represent an
exciting first step in the expanded application of time domain techniques to studies of QAL
systems. The suggestions for future work presented in this chapter have the potential to make
considerable advancements in our understanding of the physical conditions and properties of
intergalactic gas at high redshift. Most of these studies would not be possible without repeat
spectroscopic observations of thousands of quasars, and many other areas of active research
would greatly benefit from dedicated synoptic studies that enable the characterization of
astrophysical phenomena in the time domain.
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Appendix A
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Figure A.1: Two-epoch normalized spectra of SDSS J082033.97+432751.8. Line identifica-
tions for the variable system at β = 0.6190 are included for lines detected in both observation
epochs.
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Figure A.2: Two-epoch normalized spectra of SDSS J140323.39-000606.9. Line identifica-
tions for the variable system at β = 0.5701 are included for lines detected in both observation
epochs.
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Figure A.3: Two-epoch normalized spectra of SDSS J111814.87+595511.3. Line identifica-
tions for the variable system at β = 0.4751 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.3: Two-epoch normalized spectra of SDSS J111814.87+595511.3. Line identifica-
tions for the variable system at β = 0.4751 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.4: Two-epoch normalized spectra of SDSS J151652.69-005834.8. Line identifica-
tions for the variable system at β = 0.4426 are included for lines detected in both observation
epochs.
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Figure A.5: Two-epoch normalized spectra of SDSS J215421.13-074430.0. Line identifica-
tions for the variable system at β = 0.4359 are included for lines detected in both observation
epochs.
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Figure A.6: Two-epoch normalized spectra of SDSS J025743.72+011144.5. Line identifica-
tions for the variable system at β = 0.4037 are included for lines detected in both observation
epochs.
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Figure A.7: Two-epoch normalized spectra of SDSS J012403.77+004432.6. Line identifica-
tions for the variable system at β = 0.3722 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.7: Two-epoch normalized spectra of SDSS J012403.77+004432.6. Line identifica-
tions for the variable system at β = 0.3722 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.7: Two-epoch normalized spectra of SDSS J012403.77+004432.6. Line identifica-
tions for the variable system at β = 0.3722 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.8: Two-epoch normalized spectra of SDSS J092655.98+254830.5. Line identifica-
tions for the variable system at β = 0.3383 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.8: Two-epoch normalized spectra of SDSS J092655.98+254830.5. Line identifica-
tions for the variable system at β = 0.3383 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.9: Two-epoch normalized spectra of SDSS J075105.17+272116.8. Line identifica-
tions for the variable system at β = 0.3340 are included for lines detected in both observation
epochs.
126
Figure A.10: Two-epoch normalized spectra of SDSS J024603.68-003211.7. Line identifica-
tions for the variable system at β = 0.3274 are included for lines detected in both observation
epochs.
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Figure A.11: Two-epoch normalized spectra of SDSS J232820.38+002238.1. Line identifica-
tions for the variable system at β = 0.3226 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.11: Two-epoch normalized spectra of SDSS J232820.38+002238.1. Line identifica-
tions for the variable system at β = 0.3226 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.12: Two-epoch normalized spectra of SDSS J171748.76+275532.5. Line identifica-
tions for the variable system at β = 0.2957 are included for lines detected in both observation
epochs.
130
Figure A.13: Two-epoch normalized spectra of SDSS J143229.24-010616.0. Line identifica-
tions for the variable system at β = 0.2032 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.13: Two-epoch normalized spectra of SDSS J143229.24-010616.0. Line identifica-
tions for the variable system at β = 0.2032 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.14: Two-epoch normalized spectra of SDSS J131347.68+294201.3. Line identifica-
tions for the variable system at β = 0.1938 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.14: Two-epoch normalized spectra of SDSS J131347.68+294201.3. Line identifica-
tions for the variable system at β = 0.1938 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.15: Two-epoch normalized spectra of SDSS J024534.07+010813.7. Line identifica-
tions for the variable system at β = 0.1780 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.15: Two-epoch normalized spectra of SDSS J024534.07+010813.7. Line identifica-
tions for the variable system at β = 0.1780 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.16: Two-epoch normalized spectra of SDSS J024833.89-004616.3. Line identifica-
tions for the variable system at β = 0.1779 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.16: Two-epoch normalized spectra of SDSS J024833.89-004616.3. Line identifica-
tions for the variable system at β = 0.1779 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.17: Two-epoch normalized spectra of SDSS J004806.05+004623.6. Line identifica-
tions for the variable system at β = 0.1536 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.17: Two-epoch normalized spectra of SDSS J004806.05+004623.6. Line identifica-
tions for the variable system at β = 0.1536 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.18: Two-epoch normalized spectra of SDSS J152555.81+010835.4. Line identifica-
tions for the variable system at β = 0.1513 are included for lines detected in both observation
epochs.
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Figure A.19: Two-epoch normalized spectra of SDSS J143826.73+642859.8. Line identifica-
tions for the variable system at β = 0.1492 are included for lines detected in both observation
epochs.
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Figure A.20: Two-epoch normalized spectra of SDSS J143229.24-010616.0. Line identifica-
tions for the variable system at β = 0.1468 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.20: Two-epoch normalized spectra of SDSS J143229.24-010616.0. Line identifica-
tions for the variable system at β = 0.1468 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.21: Two-epoch normalized spectra of SDSS J075442.10+323240.0. Line identifica-
tions for the variable system at β = 0.1435 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.21: Two-epoch normalized spectra of SDSS J075442.10+323240.0. Line identifica-
tions for the variable system at β = 0.1435 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.22: Two-epoch normalized spectra of SDSS J145722.70-010800.9. Line identifica-
tions for the variable system at β = 0.1236 are included for lines detected in both observation
epochs.
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Figure A.23: Two-epoch normalized spectra of SDSS J022632.51-003841.4. Line identifica-
tions for the variable system at β = 0.1208 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.23: Two-epoch normalized spectra of SDSS J022632.51-003841.4. Line identifica-
tions for the variable system at β = 0.1208 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.24: Two-epoch normalized spectra of SDSS J005202.40+010129.2. Line identifica-
tions for the variable system at β = 0.1179 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.24: Two-epoch normalized spectra of SDSS J005202.40+010129.2. Line identifica-
tions for the variable system at β = 0.1179 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.25: Two-epoch normalized spectra of SDSS J160407.06+523428.1. Line identifica-
tions for the variable system at β = 0.1148 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.25: Two-epoch normalized spectra of SDSS J160407.06+523428.1. Line identifica-
tions for the variable system at β = 0.1148 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.25: Two-epoch normalized spectra of SDSS J160407.06+523428.1. Line identifica-
tions for the variable system at β = 0.1148 are included for lines detected in both observation
epochs. Continued from previous figure.
154
Figure A.26: Two-epoch normalized spectra of SDSS J004023.76+140807.3. Line identifica-
tions for the variable system at β = 0.1027 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.26: Two-epoch normalized spectra of SDSS J004023.76+140807.3. Line identifica-
tions for the variable system at β = 0.1027 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.27: Two-epoch normalized spectra of SDSS J002127.88+010420.1. Line identifica-
tions for the variable system at β = 0.0920 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.27: Two-epoch normalized spectra of SDSS J002127.88+010420.1. Line identifica-
tions for the variable system at β = 0.0920 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.28: Two-epoch normalized spectra of SDSS J142139.40+451522.8. Line identifica-
tions for the variable system at β = 0.0821 are included for lines detected in both observation
epochs. Continued in next figure.
159
Figure A.28: Two-epoch normalized spectra of SDSS J142139.40+451522.8. Line identifica-
tions for the variable system at β = 0.0821 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.29: Two-epoch normalized spectra of SDSS J023620.79-003342.2. Line identifica-
tions for the variable system at β = 0.0808 are included for lines detected in both observation
epochs.
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Figure A.30: Two-epoch normalized spectra of SDSS J024154.42-004757.6. Line identifica-
tions for the variable system at β = 0.0794 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.30: Two-epoch normalized spectra of SDSS J024154.42-004757.6. Line identifica-
tions for the variable system at β = 0.0794 are included for lines detected in both observation
epochs. Continued from previous figure.
163
Figure A.31: Two-epoch normalized spectra of SDSS J131712.01+020224.9. Line identifica-
tions for the variable system at β = 0.0751 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.31: Two-epoch normalized spectra of SDSS J131712.01+020224.9. Line identifica-
tions for the variable system at β = 0.0751 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.31: Two-epoch normalized spectra of SDSS J131712.01+020224.9. Line identifica-
tions for the variable system at β = 0.0751 are included for lines detected in both observation
epochs. Continued from previous figure.
166
Figure A.32: Two-epoch normalized spectra of SDSS J171244.11+555949.7. Line identifica-
tions for the variable system at β = 0.0660 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.32: Two-epoch normalized spectra of SDSS J171244.11+555949.7. Line identifica-
tions for the variable system at β = 0.0660 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.33: Two-epoch normalized spectra of SDSS J102046.62+282707.1. Line identifica-
tions for the variable system at β = 0.0624 are included for lines detected in both observation
epochs.
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Figure A.34: Two-epoch normalized spectra of SDSS J161540.76+460451.0. Line identifica-
tions for the variable system at β = 0.0585 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.34: Two-epoch normalized spectra of SDSS J161540.76+460451.0. Line identifica-
tions for the variable system at β = 0.0585 are included for lines detected in both observation
epochs. Continued from previous figure.
171
Figure A.35: Two-epoch normalized spectra of SDSS J015733.87-004824.4. Line identifica-
tions for the variable system at β = 0.0546 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.35: Two-epoch normalized spectra of SDSS J015733.87-004824.4. Line identifica-
tions for the variable system at β = 0.0546 are included for lines detected in both observation
epochs. Continued from previous figure.
173
Figure A.36: Two-epoch normalized spectra of SDSS J114857.22+594153.9. Line identifica-
tions for the variable system at β = 0.0469 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.36: Two-epoch normalized spectra of SDSS J114857.22+594153.9. Line identifica-
tions for the variable system at β = 0.0469 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.36: Two-epoch normalized spectra of SDSS J114857.22+594153.9. Line identifica-
tions for the variable system at β = 0.0469 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.37: Two-epoch normalized spectra of SDSS J120142.99+004925.0. Line identifica-
tions for the variable system at β = 0.0438 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.37: Two-epoch normalized spectra of SDSS J120142.99+004925.0. Line identifica-
tions for the variable system at β = 0.0438 are included for lines detected in both observation
epochs. Continued from previous figure.
178
Figure A.38: Two-epoch normalized spectra of SDSS J124708.42+500320.7. Line identifica-
tions for the variable system at β = 0.0432 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.38: Two-epoch normalized spectra of SDSS J124708.42+500320.7. Line identifica-
tions for the variable system at β = 0.0432 are included for lines detected in both observation
epochs. Continued from previous figure.
180
Figure A.39: Two-epoch normalized spectra of SDSS J212812.33-081529.3. Line identifica-
tions for the variable system at β = 0.0235 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.39: Two-epoch normalized spectra of SDSS J212812.33-081529.3. Line identifica-
tions for the variable system at β = 0.0235 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.39: Two-epoch normalized spectra of SDSS J212812.33-081529.3. Line identifica-
tions for the variable system at β = 0.0235 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.40: Two-epoch normalized spectra of SDSS J084107.24+333921.7. Line identifica-
tions for the variable system at β = 0.0228 are included for lines detected in both observation
epochs.
184
Figure A.41: Two-epoch normalized spectra of SDSS J170428.65+242918.0. Line identifica-
tions for the variable system at β = 0.0190 are included for lines detected in both observation
epochs. Continued in next figure.
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Figure A.41: Two-epoch normalized spectra of SDSS J170428.65+242918.0. Line identifica-
tions for the variable system at β = 0.0190 are included for lines detected in both observation
epochs. Continued from previous figure.
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Figure A.41: Two-epoch normalized spectra of SDSS J170428.65+242918.0. Line identifica-
tions for the variable system at β = 0.0190 are included for lines detected in both observation
epochs. Continued from previous figure.
187
Figure A.42: Two-epoch normalized spectra of SDSS J231055.32+004817.1. Line identifica-
tions for the variable system at β = 0.0127 are included for lines detected in both observation
epochs.
188
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