Abstract. We present an algorithm that generalizes the randomized incremental subgradient method with fixed stepsize due to Nedić and Bertsekas [SIAM J. Optim., 12 (2001), pp. 109-138]. Our novel algorithm is particularly suitable for distributed implementation and execution, and possible applications include distributed optimization, e.g., parameter estimation in networks of tiny wireless sensors. The stochastic component in the algorithm is described by a Markov chain, which can be constructed in a distributed fashion using only local information. We provide a detailed convergence analysis of the proposed algorithm and compare it with existing, both deterministic and randomized, incremental subgradient methods.
where f n : R η → R are convex functions and X ⊆ R η is a convex set. Let f (x) = N n=1 f n (x), and let f and x denote the optimal value and the optimizer of (1.1), respectively. To the problem we associate a connected N -node network, specified by the graph G = (V, E). The problem can now be interpreted as a networked system, where each node incurs a loss f n (x) of operating at x and nodes cooperate to find the optimal operating point (the optimizer x of (1.1)). In other words, each component in the objective function corresponds to a node in a network; see Figure 1 .1 for an example setup. The goal of this paper is to devise and analyze a novel distributed algorithm that iteratively solves (1.1) by passing an estimate of the optimizer between neighboring nodes in the network. There is a substantial interest in such algorithms, since centralized algorithms scale poorly with the number of nodes and are less resilient to failure of the central node. Moreover, peer-to-peer algorithms, which only exchange data between immediate neighbors, are attractive, since they make minimal assumptions on the networking support required for message passing between nodes. Application examples include estimation in sensor networks, coordination in multiagent systems, and resource allocation in wireless systems; see, e.g., [8, 17] .
One popular way of solving (1.1) is to use a subgradient method. Early references on this type of method include [19, 5, 15] , while more recent and complete discussions can be found in, e.g., [20, 16, 1] . The method's popularity stems from their ease of implementation and their capability of handling nondifferentiable objective functions. Another key property is that subgradient methods often can be executed in a distributed fashion. The prototype subgradient method iteration for constrained convex minimization is
where P X {·} denotes Euclidean projection on the feasible set X , α k is a stepsize, and h k is a subgradient of the objective function at x k ; there exist quite a few variations and extensions, but none of them fit our needs. Naturally, the structure of the problem can be exploited and tailored algorithms, so-called incremental subgradient methods, can be used. This class of algorithms was first proposed in [10] and is based on the iteration
The set ∂f n k (x k ) is called the subdifferential, which is a nonempty, closed, and bounded convex set when f n k is a finite convex function on R η [18, Theorem 23.4] . Depending on how n k and α k are chosen, the resulting algorithms have rather diverse properties, and the stepsize, α k , typically needs to be diminishing to insure asymptotic convergence of the iterates to an optimizer. To the authors' knowledge, most results on deterministic incremental subgradient methods pertaining to stepsizes satisfying the very common assumption ∞ k=1 α k = ∞ are covered and unified in [11] . Although incremental subgradient methods were originally devised to boost convergence speed, they can also be used as decentralized mechanisms for optimization. A simple decentralized algorithm, proposed and analyzed in [13] , is to use (1.2) with a fixed stepsize and let n k cycle deterministically over the set {1, . . . , N} in a round-robin fashion. We call this algorithm the deterministic incremental subgradient method (DISM). In [13] , another variant, also suitable for distributed implementation, is proposed: it is a randomized algorithm where n k is a sequence of independent and identically distributed random variables which take on values from the set {1, . . . , N} with equal probability. We call this algorithm the randomized incremental subgradient method (RISM). If the problem setup permits, it is also possible to use incremental gradient methods [2] . In all of these methods, the iterate can be interpreted as being passed around between the nodes in the network. Finally, (1.2) is similar to the iterations used in stochastic approximation [12] . However, in stochastic approximation algorithms, the stepsize is typically diminishing and not fixed as it is in the algorithm we propose and analyze in this paper.
In the remainder of this paper, we will develop an algorithm that is based on (1.2), but where the sequence n k is constructed such that only neighbors need to communicate with each other (in techspeak, this means that the network does not need to provide any multihop routing mechanism for the message passing). This is in contrast with both the RISM and the DISM, where nodes far apart need to communicate with each other. The outline is as follows: in section 2, we present the novel algorithm, and in section 3 we analyze its convergence properties. In section 4, we compare, in the sense of performance bounds, the novel algorithm with existing algorithms. Finally, section 5 concludes the paper with a discussion.
Algorithm.
We associate an N -state time-homogeneous Markov chain, MC, with the optimization problem (1.1). We make the following assumptions. 
Remark. In general, the subgradients of a convex function are not bounded and the last assumption may seem to be rather restrictive. However, in several important cases this assumption is true; e.g., the functions f n (·) are the pointwise maximum of a finite set of linear functions or the set X is compact.
We are now ready to define our novel algorithm, which we denote the Markov incremental subgradient method (MISM). The iterations are defined as follows:
where w k is the state of MC and x 0 ∈ X . Note that x k ∈ X for all integers k ≥ 0 by construction.
Remark. The iterations (2.1) are interesting in their own right, and they generalize the DISM and the RISM. As we will see in section 4, the MISM reduces to the DISM or the RISM by choosing MC appropriately. However, the MISM is particularly interesting in the context of distributed implementation. As we will see in the next section, by choosing MC in a special way, we can interpret the iterations as an estimate of the optimizer that is passed between neighboring nodes and thereby iteratively improved.
Markov chain for distributed execution.
In this section we investigate what we need to be able to implement (2.1) in a decentralized fashion. We make the following assumptions on the graph associated with the optimization problem (1.1).
Assumption 2. The undirected graph G = (V, E) is composed of N nodes and is connected.
The assumption guarantees that there is a path between all nodes. The question is: how do we to construct, using only local information, the transition matrix of MC, P , such that the iterate, x k , only jumps to an adjacent node? If the sparsity constraints [P ] ij = 0 when (i, j) / ∈ E are fulfilled, then the state of MC can only jump from state i to state j if (i, j) ∈ E. The sparsity constraints therefore imply that the iterate in (2.1) is passed to a node that is adjacent to the current node.
It turns out there is a simple way to find such a Markov chain using the so-called Metropolis-Hastings scheme, and we have the following lemma; see, e.g., [3] . Lemma 1. Under Assumption 2, MC fulfills Assumption 1 and the sparsity con-
∈ E, if the elements of the transmission probability matrix of MC are set to
where d i is the number of edges of node i. Note that each node only needs to know its number of edges and its neighbors' number of edges in order to be able to construct its part of the Markov chain.
Convergence analysis.
To show convergence we need some notation and four lemmas.
Technical preliminaries.
Denote the starting state of MC by i. Under Assumption 1 and with probability 1, all states in MC are visited equally often. Thus, we can form the subsequence
by sampling it whenever the Markov chain visits the state i, i.e., whenever w l = i. For example, if w 0 = i, w 3 = i, and 
Successive recurrence times to a state form an independent and identically distributed sequence of random variables, due to the strong Markov property [14, Theorem 1.4.2], and we note that the statistics of
k be the random number of visits to state j during the time interval
The first lemma concerns the average number of visits to other states over a recurrence time.
Lemma 2. Under Assumption 1, we have that 
Furthermore, we also know that the transition matrix P has only one eigenvector with eigenvalue 1, namely the invariant distribution [9, Theorem 4.1.6]. Since P is assumed to have a uniform stationary distribution, we have that 
We will also need the additional notion of first passage time,
which is the number steps MC needs to hit the state i for the first time after starting in state j.
The first passage times fulfill the following lemma; see, e.g., [9, Theorem 4.4.7] and [9, Theorem 4.5.1].
Lemma 4. Under Assumption 1, the first and second moments of the first passage times are given by
, and diag(X) is the matrix with the same diagonal elements as the matrix X and all other elements set to 0.
The last lemma establishes a bounding inequality that we will use in the convergence proof.
Lemma 5. Under Assumption 1 and with probability 1, the sequence {x k } ∞ k=0 , formed by sampling the sequence {x l } ∞ l=0 whenever w l = i generated by (2.1), fulfills
Proof. In this proof, we need to use both sequences {x k } ∞ k=0 and {x l } ∞ l=0 , and we need to keep track of which elements correspond to each other. For this purpose, let
Using the nonexpansion property of Euclidean projection, the definition of a subgradient, and the assumption that the subgradients are bounded, we have that, for any y ∈ X ,
Along the same lines of reasoning, we get the family of inequalities
. . .
Combining all of them together we get
which can be rewritten as
Notice that
This and the fact that 2α
2 enable us to rewrite inequality (3.4) as follows:
Using v i,j k as defined in Lemma 2, we express (3.4) as (3.5)
Now, due to the Markov property and Lemma 2, we have
which is known to be finite and easily computable 1 from Lemma 3.
. . , N}. By taking the conditional expectation of (3.5) with respect to x l and w l , and using (3.6) and (3.7), we obtain the desired result.
Proof of convergence.
We are ready for the main results of this paper. Theorem 1. Let {x l } ∞ l=0 be generated by (2.1). Under Assumption 1 and with probability 1, the sequence
Proof. Denote the starting state of MC by i. With probability 1, all states are visited equally often, and thus we can form the subsequence
by sampling it whenever MC visits the state i; see (3.1) for an illustration of this sampling.
We attack the problem using an approach that is similar to the approach used in the proof of Proposition 3.1 in [13] . The idea of the proof is to show that the iterates eventually will enter a special level set. For this purpose, let M and J be positive integers. We will now consider the sequences {x l } If the function f (·) is such that sup x∈X f (x) < f + 1 M , then the iterates trivially fulfill
for some F ≥ M . We now define the special level set, L M , which the iterates eventually will enter,
Note that this set includes y M . To simplify the analysis, we derive a stopped sequence
by defining the sequence {x k } ∞ k=Ĵ as follows:
On the other hand, wheneverx k ∈ L M , the sequence is forced to stay at y M , and we have the trivial inequality
If we define z k through
we can write
which is equivalent to
If we take the expectation of (3.8), the result is
and starting fromxĴ , we recursively get
Furthermore, from the iterations (2.1) and the bounded subgradients assumption, we
Letτ be the stopping time defined as
thenτ is the number of nonzero elements in the nonnegative sequence {z k } ∞ k=Ĵ
. Since z k is nonnegative, the series ∞ k=Ĵ z k either converges to a finite real value or diverges to infinity. Thus, from (3.9) it follows that
Mτ , where the left-hand side always is defined. By letting k go to infinity in (3.10) and using the nonnegativity of a norm, we have (3.12) and the bound
Thus, the stopping timeτ is almost surely finite and at least one element in the sequence
is a subsequence of {x l } ∞ l=J , it follows that at least one element of {x l } ∞ l=J will be in the set L M . Therefore, we have that
and since the choice of J is arbitrary and the right-hand side is independent of J, we have that
By letting M go to infinity and noting that Lemma 5 holds for all i, we have shown the theorem.
Remark. The case f = −∞, which implies that the optimal set {x ∈ X |f (x) = f } is empty, is relevant even under Assumption 1. This case occurs, e.g., when the functions f n are linear and the feasible set X = R η . almost surely fulfills
where τ is a stopping time with bounded expected value
The proof idea is the same as for the proof of Theorem 1; we show that the iterates eventually will enter a special level set. If the function f (·) is such that
+ δ, then the theorem is trivially fulfilled. Otherwise, let L δ be the level set defined by
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Define the sequence {x k } ∞ k=0 as follows:
wherex is an arbitrary point in X . Whenx k / ∈ L δ , Lemma 5 gives us
Otherwise,x k ∈ L δ , the sequence will stay atx, and we have the trivial inequality
By defining z k through
, and we can write
thenτ is the random number of nonzero elements in the nonnegative sequence {z k } ∞ k=0
and ∞ k=0 z k ≥ 2αδτ , where the series ∞ k=0 z k either converges to a finite real number or diverges to infinity. By letting k go to infinity in (3.14) and using the nonnegativity of a norm, we have (3.15) and the bound
Now let τ be the stopping time defined as
This means that the stopping conditions will be fulfilled when x t is in the set L δ and the Markov chain is in state i; note that f (x τ ) ≤ f + 
The change of summation order in (3.18) holds since the series converges absolutely: 
Remark. The results in this section show that our proposed algorithm (2.1) can solve the optimization problem (1.1) in a distributed fashion relying only on neighborto-neighbor communication. Lemma 1 demonstrates how the forwarding probabilities (and hence the complete Markov chain) can be constructed by each node using only information from neighboring nodes. Theorem 1 and Theorem 2 establish that the algorithm becomes increasingly accurate as α decreases, while the convergence rate becomes slower.
We also show convergence of the time average of the sampled sequence {x k } ∞ k=0 ,
where the superscript i is used to explicitly show which state that is sampled and we allow MC to start in an arbitrary state j. In a distributed implementation, where the state of MC can be interpreted as a token with the current x k being passed between nodes, each node i can maintain the averagex defined by (3.21) and (2.1) almost surely fulfills
where the matrices A and B are given by Lemma 4. 
Using these optimal values, we compute an upper bound of the expected number of iterations, E[τ ], needed to reach the accuracy min 0≤l≤τ f (x l ) ≤ f + γ for the DISM, the RISM, and the MISM. The results are presented in Table 4 .1. Since
where we used the nonnegativity and integrality of v k (n), the results in Table 4 .1 indicate that the RISM is the best algorithm, and that the ranking between the DISM and the MISM will depend on the topology of the network as well as the transition probability matrix of the Markov chain. However, it is not only the expected number of iterations that are of interest; in applications, the ease of implementation and energy consumption are crucial. Numerical experiments show that the MISM has favorable properties in these two respects, as reported in [7, 6] , but this topic will not be further pursued in this paper. It is interesting to note that we can recover the DISM and the RISM from the MISM by choosing the transition probability matrix in the following way: The transition matrix P DISM will make the Markov chain deterministically explore the topology in a logical ring and R i k = N . Note that the Markov chain corresponding to P DISM does not satisfy Assumption 1, since it does not have a stationary distribution and is periodic, but the analyses in Theorem 1 and Theorem 2 still apply. The transition matrix P RISM will make the Markov chain jump to any node in the topology with equal probability at each time step, precisely as the RISM, and E[R RISM ] = 2N 2 − N by Lemma 3. The convergence bound given by the MISM analysis for P DISM is identical with the convergence bound given by the DISM analysis. On the other hand, the convergence bound given by the MISM analysis for P RISM is much worse than the original RISM result. This is due to the fact that in the original RISM analysis all iterates are analyzed, while in the MISM analysis, only those iterates at the arbitrary starting state are analyzed.
Conclusions.
We have proposed a novel randomized incremental subgradient method that is well suited for decentralized implementation in distributed systems. The stochastic component in the algorithm is described by a Markov chain, which can be constructed using only local information. Furthermore, the algorithm is a generalization of the RISM and the DISM due to Nedić and Bertsekas. These algorithms can be recovered by choosing the transition probability matrix of the Markov chain in special ways. The algorithm has been analyzed in detail, resulting in a convergence proof as well as a bound on the expected number of iterations needed to reach an a priori specified accuracy. In addition, we have also provided a convergence rate analysis of the expected value of the time averages of a subsequence of the iterates, where the subsequence is formed by sampling the original sequence of iterates when the Markov chain is in a particular state. Finally, we have presented a comparison of the convergence rates of the MISM, the RISM, and the DISM.
