The consecutive subtraction of selected anomalies (CSSA) method has been presented to provide a new opportunity to improve the quality of inversion results in seismic tomography. The basic idea of the iterative method is to determine in each step a parameter that subtracts the total largest square residuals. The criteria proposed control the selection of the best solution from all candidates by inspecting their convergence to the accurate solution in the lsq sense. Resolution measures were defined by estimating the convergence degree. The matching of the Lanczos (LSQR) and CSSA methods has been demonstrated from the perspective of the projection technique. The storage and work requirements for both algorithms were compared, revealing that CSSA is also efficient for large and sparse systems. Synthetic models were reconstructed comparing CSSA and LSQR and indicating that CSSA gives us more reliable results, when large-sized structures are considered. At the same time, the simultaneous subtraction of the selected anomalies algorithm was examined. Numeral tests revealed that this algorithm is able to produce results that are similar to those obtained by LSQR. Complicated velocity structure can lead to ambiguous results, a problem that can be solved by setting the appropriate starting vector for the CSSA inversion. The difference between the starting vector and the starting (or reference) model is discussed. The CSSA method was applied to P-wave arrival times from shallow earthquakes to determine deep structure in the focal area of the Onikobe M = 5.9 earthquake (1996) in the northern part of Honshu (Japan). A specific feature of the traveltime residuals is a set of positive values corresponding to late P-wave arrivals. Tomography revealed a low-velocity body in the focal area from the surface down to the hypocentres. Local anomalies with the lowest perturbations were found in the surface layer of 0-2 km around the Onikobe epicentre, to the north of the focal area and to the northeast of Naruko volcano.
I N T RO D U C T I O N
Since Aki et al. (1976) and Aki & Lee (1976) introduced the method for determining the 3-D seismic velocity structure on regional scales, many authors have presented seismic tomographic images in various regions of the world with improved methods (e.g. Nakanishi 1985; Spakman & Nolet 1987; Kissling 1988; Zhao et al. 1990 Zhao et al. , 1992 . The classical problem of any tomography method is the non-uniqueness of the solution, i.e. the multiplicity of solutions that could satisfy a set of simultaneous linear equations obtained for the seismic ray paths. In spite of a large amount of data, the seismic observations often repeat each other and become dependent. This leads to the formal situation whereby the rank of the observation matrix r is less than the number of unknown medium parameters K. In such cases, the solution is non-unique.
One of the basic principles is the use of a reference model that adequately describes the seismic properties in the Earth's interior. The set of all solutions can be reduced to dimension K − r , if the reference model identified ideally suits the observation equations. However, the real geological structure and the wave velocity distribution are very complicated. Even if such a reference model fits the majority of observations well, the existence of significant deviations often occurs. A complicated pattern of early or late arrivals of seismic waves (negative or positive traveltime residuals) is evidence for relatively fast or slow velocities of seismic waves passing through anomalous zones. They have important information on very heterogeneous structure. In the present paper, a method is proposed, which is capable of determining detailed velocity structure by taking into consideration all the observed data.
The primary idea belongs to Nikolaev et al. (1985) who introduced the method using a consecutive selection and elimination of the blocks possessing the strongest velocity anomalies ('contrast blocks'). Based on this principle, Smaglichenko (1993 Smaglichenko ( , 1997 developed a new method applying linear algebra. Namely, using the rules for relaxation control, she selects and subtracts a block, which has the total largest square residuals. One more additional rule was proposed to resolve small-sized structures. It has been proven that the method renders a convergent solution and the condition of fast convergence to an accurate solution has been established. As the recommended rule is the most important factor for reliable reconstruction of structures by the method, it is called 'consecutive subtraction of selected anomalies' (CSSA).
This paper consists of two parts. The first is an explanation of the new inversion technique. In the next section, the result of CSSA applied to controlled sources or high-quality data is described. The CSSA resolution measures are studied using theoretical estimates of convergence given in Appendices A and B.
The technical problem arising with the numerical solution of a large-sized system is the presence of zero values in the observation matrix. Paige & Saunders (1982a,b) introduced the LSQR algorithm, which is efficient for large and sparse systems owing to minimal CPU time and memory requirements. Because of its convenience in practical application, this algorithm is widely used in seismic tomography. The Lanczos process that is the basis of the LSQR algorithm and the CSSA method is compared, showing the difference between the orthonormal systems of vectors on which the LSQR and the CSSA solutions are projected. This paper demonstrates that CSSA does not require working storage for basic vectors and is characterized by a small number of multiplications per iteration. In practice CSSA is also convenient when large and sparse systems are solved.
The most important task during a tomography study is the examination of the reliability of the obtained images. Applying basic ideas given by Humphreys & Clayton (1988) , the resolution can be investigated with the help of sensitivity tests. Leveque et al. (1993) demonstrated that 'severe misinterpretations can occur using this approach', when large-sized structures are analysed. They successfully proved the significance of the (a posteriori) covariance matrix to estimate the reliability of inversion. They also outlined that the problem can be overcome by changing the resolution characteristics with the help of different grid sizes or by modification of the source and receiver distribution. This paper repeats a 2-D experiment introduced by Leveque et al. (1993) to check the CSSA inversion by application to synthetic data corresponding to both small-and large-sized structures. Moreover, the Lanczos and CSSA methods are compared by reconstructing the same models under the same experimental geometry. To explain the arising problem, the CSSA results are analysed from the standpoint of the CSSA resolution measures, which are determined in Section 2.1. This paper proposes an approach to overcome the large-size problem using the special characteristic of CSSA where the starting vector for inversion can be selected without a strong limitation. The appropriate vector can be established from a priori geophysical information.
The second part of this paper illustrates an application of the CSSA method to the complex anomaly structure of the Onikobe earthquake (M = 5.9) focal area (1996) using high-quality P-wave arrivals. Considering that the general inverse problem arises from simultaneous estimation of the hypocentres and velocity parameters, CSSA is justified by computing the total error for fixed hypocentre locations and by testing the stability of the CSSA result with respect to this error.
The resulting velocity image reveals that the contact between zones of different velocities correlates with the zone of seismic activity. A low-velocity zone is obtained beneath the focal area of the Onikobe earthquake. The strong contrast in velocities supports the existence of a reflector, which is in agreement with previous studies.
C S S A A S A T R AV E LT I M E T O M O G R A P H Y M E T H O D
Consider the traveltime along a ray path L , T = L ds/v(r). For horizontally inhomogeneous media, the velocity distribution v(r) can be expressed as the sum of a mean velocity v(z), where z is depth and small perturbations δv (x, z) . Then, by Fermat's principle, the approximate difference in traveltimes for the two media with v(r) and v(z) velocity distributions is
where terms of order (δv) 2 and higher have been neglected. The ray path L 0 is that in the unperturbed medium, L(v(z)), and the velocity perturbations are assumed to be smooth enough to only change the ray path by a small amount.
The study area is divided into small blocks, each having constant seismic velocity. Then, if the typical size of the heterogeneity is greater than one block, the linearized traveltime residual δT m for the mth ray passing through K blocks is
where v k is the average value of [− δv(x , z) ]/v 2 (z) for the kth block and S mk = lmk ds 0 is the length of the mth ray in the kth block.
Combining all rays, eq. (2) is obtained in matrix form:
Velocity perturbations δV = −δv(x, z) have to be determined in such a way as to minimize the difference between the observed and calculated traveltime residuals. The velocity perturbation δV k in the kth block is related to the traveltime residuals through the matrix A with elements a mk = S mk /V 2 0k for blocks crossed by rays. The average velocity V 0k is determined by the initial model v(z). Matrix A contains the source-receiver and ray path geometry information, obtained by ray tracing through the initial model.
The solution of eq. (3) can be written as the problem of minimization of the functional F(δV ) in the sense of least squares (lsq):
In the methods typically applied in seismic tomography, the minimization of the linearized least-squares functional is performed over all components of δV k . Here, a solution is sought for linear combinations of all columns of matrix A to obtain the minimum AδV − δT . For instance, if dealing with large-sized structures representing a separated large anomaly surrounded by a homogeneous structure, it is difficult to avoid an inadequate reconstruction. This is because C 2003 RAS, GJI, 153, 627-644 Downloaded from https://academic.oup.com/gji/article-abstract/153/3/627/672048 by guest on 25 December 2018 of the coupling participation of all non-zero columns of matrix A in the reduction to tridiagonal form. The effects of averaging make the reconstruction of such an anomaly difficult. A detailed comparison of the CSSA method with others is given in Section 3. Here, the minimization of eq. (4) is justified by the following iterative procedure seeking a solution in the direction of the separated component δV k . The ith iterative solution is
where λ k and n k are the unknown velocity perturbations for block k and an identity vector having 1 for block k and zero values for all blocks except k, respectively. From the condition λ * k = argmin λk F k (δV (i) ), it follows that:
where (x, y) denotes the scalar product (x, y) = j x j y j . Substituting δV (0) = 0 for i = 1 in (6), we have
where M1, S mk and δT m indicate the number of rays propagating through block k, the length of ray m in block k crossing this block and the traveltime residual of ray m, respectively. Along the given ray path m it is assumed that δT m = Km k=1 δT mk , where K m and δT mk represent the number of blocks penetrated by ray m and the traveltime residual of ray m in block k. To estimate the contribution of δT m to block k it is useful to apply a weight equal to (S mk /D k ) (1/K m ), where D k denotes the geometrical diagonal inside a block k. More values S mk /D k are close to one when more rays are passing through the central part of the block. Using this weighting for δT m it is easy to see that λ * k has the physical meaning of a velocity perturbation for each block with number k.
Substituting eq. (6) into eq. (5) and eq. (5) into eq. (4), we obtain for the functional F:
Reduction of the functional value depends on the value of D(k) determined by the following expression:
Substituting
and
The application of the weighted δT m yields that the values of D(k) given by eq. (8) have the physical meaning of the total traveltime residual squares for each kth block.
Note, that columns An k of matrix A participate in determining λ * k and D(k) for the kth block. The kth block, giving the maximum value of D(k), corresponds to the block most responsible for rendering F(δV ) large. Therefore, a search can be conducted for the number k * rendering D(k) maximal. This block k * is characterized by the strongest perturbation determined by eq. (6). Block k * is called the 'contrast' block. After subtraction of the effect of the adequately chosen block, a search is then conducted for the next 'contrast block' and so on until the residual norm r (i) = A δV
− δT decreases monotonically. In seismological practice, it is a typical situation that rank(A) < K and several iterations are performed, until r (i) / δT ≤ ε a , where ε a is the pre-assigned accuracy of acceptable approximation to the true solution.
Mathematically, CSSA corresponds to the method of linear algebra using the iterative expansion of the columns of matrix A and applying the principle of relaxation and selection of the maximal vector (Householder 1953) .
In seismology, the CSSA method was first proposed independently of algebraic techniques. Nikolaev et al. (1985) introduced a new inversion method for a teleseismic data set to derive tomographic images by the successive selection and elimination of blocks that contain the strongest velocity anomalies. The CSSA algorithm also uses the idea of subtraction, applied in different branches of geophysics (gravimetry, astronomy). Smaglichenko (1993 Smaglichenko ( , 1997 further developed this technique as a method of linear algebra and demonstrated that the choice of the strongest velocity anomaly is determined by eq. (6), and that it conforms to Saussel's rule of relaxation control. As a criterion for block selection, the use of the largest value of all estimated D(k) was proposed. This criterion is in accordance with the Gauss rule of relaxation control. Convergence of the method was proven and the conditions for fast convergence to an accurate solution in the lsq sense were established. Smaglichenko (1993) also introduced an additional criterion for selecting the solution and a renewal scheme for inversion. In practice, among the values
where n is the number of approximately equal maximal values of D(k). In this case, the simultaneous subtraction of effects caused by the anomalies in blocks k * 1 · · ·k * n is recommended. In such a case, each block subtracted is also required to satisfy the convergence criterion. Otherwise, the block is excluded from the subtraction procedure. The next section shows that along with other rules, this criterion is important for the resolution of complicated structures.
The CSSA resolution measures
Considering the inversion problem given by eq. (3) one should remember that there are an infinite number of solutions in the lsq sense, if rank(A) < K . Among all of these solutions, the most accurate with minimum length is sought. The difference between the estimation obtained by applying direct tomography methods and the minimum norm solution has been characterized by the resolution operator (Wiggins 1972) . Using local earthquake data, Aki & Lee (1976) proposed the resolution and covariance matrices that measure the reliability of the solution for medium parameters (the blocks penetrated by seismic rays). A different, simple and useful approach is to display approximately the resolution by means of the ray-density tensor (Kissling 1988) . Recently, many authors including Nolet et al. (1999) and Yao et al. (1999) have given attention to the convenient calculations of the resolution and the (a posteriori) covariance matrices. This section defines certain measures for the CSSA resolution problem. In each iteration step, the traveltime effect of the selected block is subtracted to decrease the value of the lsq functional (eq. 7). The block number is changed in each iteration step under the transition from i to i + 1, and the sequence of the functional values is bound by zero. Strict proof of the CSSA convergence is given in Appendix A. The investigation of the degree of convergence of the algebraic technique proposed in this paper is presented in Appendix B. Mathematical applications supplemented in Appendices A and B have been introduced by Smaglichenko (1993) .
It follows from eqs (B2) and (B3) that the parameter q i characterizes an acceptable approximation of the current iterative value dV (i) to the minimum length solution. Now, the following concept is introduced: q i is named the iterative parameter for a given block with number k * in iteration step i. This parameter can be written in the following form:
where Av k * is the normalized column of the matrix A. If the solution is unique, the iterative parameter becomes equal to 1 in the first iteration step after subtraction of the selected anomaly for block k * . The iterative parameter depends on previous iteration approximations and accounts for the quality of the starting approximation or starting vector for the inversion.
The convergence criterion is fulfilled for the selected block if the value of the iterative parameter q i for a given block is not more than the value of the iterative parameter on the previous iteration step. It will be further demonstrated using synthetic examples that the violation of this rule leads to the 'false' reconstruction result.
Appendix B shows that the convergence to the minimum norm solution is rapid for those components of the square scalar product of vectors v 1 and v 2 , which are close to identity. The coordinates of these vectors are equal to the norm lengths of seismic rays in the blocks that were selected consecutively. The more the distribution of rays in the selected block correlates with the distribution of rays in the other block, the closer the mentioned scalar products are to identity. If the corresponding seismic rays pass through the central part of blocks, this product becomes nearly equal to identity and the solution established by CSSA will be close to the minimum norm solution.
The definition is thus: the matrix is the CSSA correlation matrix if its element C ij is equal to (v i , v j ) for each pair of blocks with numbers i and j, where i = 1, . . . , K and j = 1, . . . , K . If blocks have no common rays, then C ij = 0. The closeness of the matrix co-diagonal elements to unity characterizes the CSSA resolution. The correlation matrix can be established before the inversion is performed. The values of its elements can be varied using a different grid or using additional constraints. Now, consider the problem of the influence of an inaccurate set on the degree of convergence. In accordance with the regularization theory, the iteration number n corresponds to the appropriated approximation δV (n) , which must be consistent with the data error. Here, the regularization parameter is the iteration number n (Tikhonov & Arsenin 1986) .
Suppose that the approximate value of the iterative parameterq n is used instead of its accurate value given in (9). Then, by eq. (B3) for i = n we haveq n 0 instead of q n 0 . Let n be the number of iterations in the case of accurate data andñ be the theoretical number of iterations that corresponds to the calculations with inaccurate data. Note that the iterative number n can be more or less thanñ. These iteration numbers must be defined such that they are sufficient to achieve the accuracy ε α (see the previous section). By applying the estimation given by eq. (B3), it can be easily shown that
Here q 0 andq 0 are values of the iterative parameter that are determined in eq. (9) using the starting vector δV (0) . The result of this section can be summarized as follows. The distinctive feature of CSSA is the possibility to select a reasonable solution from all solutions by analysing each block k by two basic parameters D(k) and q i , most responsible for the minimization of the functional in the lsq sense, and the convergence to the minimum norm solution. Both parameters are determined via the CSSA inversion process. Besides, an additional criterion is proved to control the behaviour of the iterative parameter and also to solve the problem of several maxima of D(k) appearing in the same iteration step. Moreover, this paper has introduced a definition of the CSSA correlation matrix that provides an important tool to approximately evaluate the resolution before the inversion is performed.
C O M PA R I S O N O F T H E C S S A M E T H O D W I T H T E C H N I Q U E S C O N V E N T I O N A L LY A P P L I E D I N T O M O G R A P H Y
Inverse methods for studying seismic properties of media include singular-value decomposition (SVD), the algebraic reconstruction or simultaneous iterative reconstruction techniques (ART or SIRT) and projection methods (Lanczos, LSQR or conjugate gradients). The LSQR algorithm introduced by Paige & Saunders (1982a,b) was recently applied extensively in seismic tomography, because it is more effective than others in solving large and sparse linear systems, which often arise in seismic tomography.
CSSA and LSQR as projection techniques
This section briefly reviews the LSQR projection technique and compares the storage and work requirements for both LSQR and CSSA algorithms. If the system is symmetric then LSQR is derived directly by the Lanczos process application (Lanczos 1950) . For a particular system, the minimization in the linear lsq sense is performed by the Lanczos algorithm. In LSQR, the solution is sought by projecting on to the orthonormalized vector system. This is demonstrated by analysing the vector system construction in the Lanczos process that is similar in style to the conjugate gradients method. The problem as follows is to find a linear combination of vectors r (k) such that the resulting vector will be equal to the well-known right part of the system, δT. Starting with the fixed approximation r (0) = δV (0) = δT we search the vector difference r
(1) = Ar (0) − α 0 r (0) , defining the difference of this approximation to the lsq solution.
Here α 0 is determined through the functional minimization ∂ F/∂α 0 = 0. The vectors r (0) and r (1) are orthogonal. The next vector r (2) is the difference between the projection Ar (1) and the linear combination of vectors r (0) and obtain the three-index recurrence formula for r (i) . The scalars can be chosen so that r (i) = 1, then the basis is the system of the orthonormalized vectors.
Paige & Saunders (1982a) described an accurate algorithm for solving the symmetric system such that the initial matrix is reduced to tridiagonal form owing to the Lanczos process. Applying a bidiagonalization procedure for this process (Golub & Kahan 1965) they derived the LSQR algorithm for a particular system using the starting vector δT .
It is shown above that in the Lanczos process (LSQR) the minimization of the lsq functional is performed in the direction of the gradient of the functional F. So, the current approximation is obtained from the previous one using all components of the solution.
In contrast to LSQR, we search for the CSSA approximation in the direction of a separated component of solution (Section 2, eq. 5). It is obvious that in the CSSA case we project the solution on to the system of identity vectors. Unlike the Lanczos process the CSSA method does not require additional effort to find the basis vectors and to keep them in the computer memory.
Because of the projection technique feature, both LSQR and CSSA are better suited to the solving of sparse and large systems.
According to Paige & Saunders (1982a) the LSQR storage requirements for the solution of system Ax = b with the matrix A being of dimension m × n includes vectors u, Av (dimensions m) and vectors x, v, w (dimensions n). The LSQR algorithm requires 3m + 5n multiplications per iteration.
The FORTRAN implementation of CSSA designed by Smaglichenko (1993) requires memory involving vectorb (dimension m), vector v 1 (dimension m 1 ), vectors x, v 2 , v 3 (dimensions n 1 ) and matrix v (dimension n 1 xm 1 ). Here n 1 denotes the number of blocks that were intersected by rays. m 1 denotes the maximal number of rays passing through a block (or the maximal number of non-trivial elements in a column of matrix A). For sparse systems m 1 < m. The symbolsb, v 1 , v 2 , v 3 , v are used to designate vectors and matrices that realize the CSSA program algorithm. The CSSA work can be estimated as 4m 1 + 2 multiplications per iteration, where m 1 depends on the number of non-trivial elements in the column that is utilized in the given iteration step.
Note that the information given by Paige & Saunders (1982a) relates LSQR to similar conjugate-gradient algorithms. In contrast to these algorithms CSSA does not apply the orthogonal factorization of the matrix A T A and it spends the memory for the non-trivial elements of the initial matrix A only.
The number of multiplications per iteration is less in CSSA than in LSQR. However, using all components of the LSQR solution in each iteration step will give a convergence to the true solution for a smaller number of iterations than in the CSSA case. The solution of large and sparse systems will require a CPU time that for LSQR and CSSA is likely to be the same.
Comparison of both techniques on the bases of inversion of synthetic data sets
To compare Lanczos's method and the proposed CSSA method, we will analyse the inversion results obtained by both techniques for the same synthetic examples. Leveque et al. (1993) presented a synthetic experiment, in which various arbitrary models are reconstructed by the Lanczos method. Although they used the attenuation as the model vector, their result can be used for velocity structure too, because in both cases the linear operator is the same matrix determined by the source-receiver and ray path geometry information. Owing to this fact, the theory of traveltime inversion was extended successfully by Bregman et al. (1989) to the problem of amplitude inversion for attenuation structure. Leveque et al. (1993) performed their experiment to illustrate a disadvantage of 'chequerboard resolution tests' used to estimate the solution reliability. We agree with the authors that the resolution and the covariance matrices are the most important tools for investigating the quality of a solution obtained by LSQR. It will be shown below that the result application of the CSSA method is not 'in contradiction to the generally accepted idea (e.g. Fukao et al. 1992 ) that if an inversion scheme can accurately retrieve small-size structures, it is able a fortiori to retrieve larger structures' (Leveque et al. 1993) .
We repeated the geometry of the experiment given in the note of Leveque et al. (1993) . Fig. 1 shows the 2-D medium represented by 16 square blocks. Waves run from the four sources at the bottom of the area to the four stations at the top. Gridpoint spaces between stations and between sources are equal. So, emitted seismic rays are distributed as uniformly as possible in blocks.
To demonstrate the numerical values we inverted the corresponding synthetic data using the standard program PINV in Matlab. The computation of PINV is based on SVD, which is known to be equivalent to the Lanczos process and is reliable when the initial matrix is positive definite (Paige & Saunders 1982a) . Using LSQR with a small number of iterations is similar to using SVD (Yao et al. 1999) , when eq. (3) is solved in practice. In the current experiment we dealt with a positive-definite matrix. The rank of this matrix is equal to 12 and is less than the number of the free parameters, which is 16 hence, if solutions exist, their number is infinite.
Let us assume a homogeneous initial model with constant P velocity V 0 = 5.4 km s −1 . In accordance with system (3) matrix A has elements a mk = S mk /V 2 0 . The elements can be calculated as the times T mk = S mk /V 0 spent in block k by the mth ray in the problem formulation given by Aki & Lee (1976) .
Our first model is the same as that in Leveque et al. (1993) . We also assigned a variation to each block to make positive and negative values alternate in a chessboard manner. Synthetic data were calculated and then inverted using the programs PINV and CSSA. The reconstructed models are identical to input models for both CSSA and Lanczos methods. The second model used in this study represents a single large high anomalous block surrounded by a uniform zone with zero perturbations. The corresponding synthetic data and the PINV program were exploited to build the inverted model corresponding to Lanczos' process. This model differs from the initial one by the appearance of non-trivial values in the uniform zone and it is characterized by insufficient reconstruction of the anomalous block. In contrast to this result, the model inverted using CSSA coincides perfectly with the initial model. Such a separated large anomaly surrounded by a homogeneous structure is retrieved in the given case by Lanczos' method worse than by CSSA. In our opinion, this results from a difference between the basis of the subspaces on which the initial model is projected (see the previous section). In the LSQR case the solution is defined by a linear combination of all columns of the matrix, whereas CSSA reconstructs the model using only one column in each iteration step. In the first case, the separated anomaly is averaged and 'stretched' on all components of the solution, whereas CSSA selects it consecutively and successfully.
CSSA retrieves the second model for fewer iterations (89 iterations) than the first model (182 iterations). At the same time, the iteration number can be reduced approximately by 10 per cent for both tests if we solve a scaled system (see Table 1 ).
We recommend that all rows of matrix A be scaled to have unit length Ae m 1 = k S mk = 1, m = 1, . . ., M. In seismic tomography, Van der Sluis & Van der Vorst (1987) investigated the question of scaled equation systems. We agree with them that in general the solution of the new system does not coincide with the solution of the old one, however, the scaling becomes reasonable when we are solving a real geophysical problem. Earlier, Lanczos (1956) explained the usefulness of the equation system normalization when a lsq method is applied. In his opinion, by scaling the rows, each equation of the system becomes equal weight. The solutions of the initial and the scaled system in the LSQR as in the CSSA case are the same for all models considered in this paper. In the CSSA practice the scaled systems are solved, having the advantage for the calculation operations with the ray lengths being weighted with respect to the total ray path.
In spite of the large iteration number, the CSSA computation time is not long owing to the few multiplications per iteration (see the previous section). Moreover, the LSQR user needs additional time for subroutines to define the basic vectors and the scalars corresponding to the orthogonal projection coefficients.
Our third model is the same as the second model in Leveque et al. (1993) 'a single large high anomalous block is surrounded by a uniform low-attenuation zone'. We calculated synthetic data and inverted them using both techniques. Both inverted models were inadequate compared with the initial one. However, the result obtained by LSQR was better than the CSSA result (see Table 2 ).
The reason for the amputation of the initial model in the LSQR case has been analysed and thoroughly discussed by Leveque et al. (1993) using the eigenvectors of the resolution operator. To clarify the problem that arises with CSSA, the next section examines the iterative parameter behaviour with respect to the convergence criterion (eq. 9). Now we demonstrate the following concept: CSSA generates results equivalent to those of the Lanczos process, if the solution is projected on the equation system defined simultaneously by the selected columns of matrix A. In each iteration step among all components k we prefer such blocks k * that comply with the convergence criterion. After subtraction of the effect caused by these blocks, we search for the next k * and so on. Inverted models obtained by this algorithm from the synthetic data corresponding to all models used in this paper are very similar to the results that were retrieved by Lanczos' method (see Table 3 ).
Analysis of the CSSA results
The reasons for good reconstruction of the first two models and the problem arising from the inversion of the third model are discussed below. The data vector representing the response to the first arbitrary model (Figs 2a and b) possesses as a statistical characteristic a zero mean value and equal numbers of positive and negative deviations that makes this vector different from zero, adequately detecting permeation of rays through the model with alternate high and low anomalies. Among the values D(k) estimated for this model there are four k * such that D(k * ) = D ∞ (see Section 2) (see Table 4 ).
The appearance of few maximal D(k) is evidence for few equal velocity contrasts that characterize the medium. Following the convergence criterion we subtract the k * blocks effect and after that search for the next 'contrast' blocks, and so on. Let us analyse the value of the iterative parameter q i that corresponds to D(k * ). At the same time, the block number k * changes under transition from i to i + 1 (see Appendix A). Therefore, we demonstrate independently for each selected block the behaviour of parameter q i as a function of the iteration step number, namely its starting and final values for all blocks participating in the inversion. All 16 blocks were involved in the reconstruction process. For all non-trivial D(k * ) the starting values q i were close to 1. The realization of the convergence criterion for all values of the iterative parameter and the equality of the final values to 1 shows that the obtained solution for the given k * is approximately correct.
The data vector for the second model contains zero values in response to the permeation of rays through the trivial zone and a significant number of negative deviations, corresponding to the large high anomalous zone. Calculated synthetic data (Figs 2c and  d) show that a significant number of values represent deviations from zero. These deviations form the unique maximum value of the parameter D(k) in each iteration step. The model is retrieved for fewer iterations than the first one because not all blocks participated in the inversion process (see Table 5 ). Therefore, the blocks having the starting minimal D(k) and D(k) = 0 were not taken for the selecting procedure. The chosen blocks are involved in the cyclic iterative process until the values q i became close to 1. Note that all values of the iterative parameter satisfy the convergence criterion in each iteration step.
A problem appears in the third example. The synthetic data vector (Figs 2e and f) contains zero values in response to the permeation of emitted rays through the large low anomalous zone directly above the high anomalous zone and non-zero positive deviations as the effect of the surrounding low anomalous region. The data vector obtained for the third model is statistically identical to the previous one (Figs 2c and d) . The distribution of the starting D(k) is also similar to that in the previous model. However, the obtained solution differs from the initial model and contains artificial values. Why do vectors with similar statistical characteristics display different reconstruction results? The answer can be found again with the simultaneous analysis of the two basic parameters estimating the resolution of blocks in CSSA.
In the considered case the block having number 4 in the Xdirection and number 2 in the Y -direction has both starting and final values of q i equal to 0. Therefore, the difference from the second model is in the appearance of the block contribution with the trivial final value of the iterative parameter. The reason for this is as follows: the criterion of convergence is violated for the blocks where building anomalies are 'false'. Corresponding values of the iterative parameter for these blocks decrease with the subtraction of the anomalies found and hence lead to the solution for which the criterion is violated.
Analysing the CSSA results we conclude that the convergence criterion plays a significant role in the resolution discussion. This section shows that this criterion is realized for the well-resolved first and second models and failed in the third ill-resolved case. To reach good resolution we must simultaneously demand that the final values of all iterative parameters equal 1.
Starting vector for the CSSA inversion. Dependence or freedom?
As shown in the previous section, it is important for good resolution that the convergence criterion is fulfilled for all blocks selected by CSSA. The iterative parameter behaviour is defined in each iteration Table 5 . Starting and final (in parentheses) values of iterative parameter (see also eq. 9) corresponding to first, second and third model. Stars denote the blocks that did not participate in the inversion process. step by the traveltime residual vectors before and after subtraction of the selected anomaly and by the ray path geometry. However, conditions are often limited for real seismological data. For instance, the location of events can be caused by geological lineaments in the sea, whereas stations are along the coast. In such cases the ray geometry is fixed. The resolution can be improved by modifying the observation data vector, if CSSA is applied. Choosing an appropriate starting approximation we can change the behaviour of the iterative parameter that is most responsible for the CSSA resolution. LSQR is based on the fixed starting vector δV 0 = δT obs (see Section 3.1). Two other alternatives were given as algorithms, which keep the residual-reducing property. These are the LSCG algorithm (Paige 1974) using δV 0 = A T δT obs and Chen's algorithm RRLS (Chen 1975 ) applying δV 0 = 0. Paige & Saunders (1982a) showed that LSCG is analytically equivalent to LSQR and that the RRLS solution for compatible systems has a final lsq norm larger than that obtained by LSQR.
As shown in Section 3.2 the CSSA method has been tested for the starting vector δV 0 = 0. However, in contrast with LSQR the CSSA process can be started formally from any value δV 0 . From the lsq minimization principle the necessary condition for the δV 0 selection is to provide a decrease in the lsq functional norm. A sufficient condition is the performance of the convergence criterion for all blocks participating in the inversion and the proximity of the iterative parameter final values to 1. The source for the non-trivial starting components δV 0 k can be a priori information concerning the investigated region, including knowledge concerning the geological structure of the surface layers or gravity information.
Using the synthetic data set we demonstrate the importance of the correct starting vector choice for the reconstruction of the third model.
First, let us construct the starting vector as the product of the transposed observation matrix and the known data vector, δV 0 = A T δT obs . In comparison with the CSSA trivial starting vector the Table 6 . Inverted models derived by the CSSA method from the synthetic data corresponding to third model, when non-trivial starting vector is used. To revise this situation and find an appropriate starting vector we analysed the synthetic data vector corresponding to the third model. Excluding the trivial values we can see that most components are approximately equal deviations from zero. Logically this can be evidence for the existence of a low-velocity zone. Let us take as the starting approximation a uniform vector each component of which is equal to −0.5 per cent. These values can be calculated from eq. (6.1), substituting the equal positive values of the synthetic data vector.
Block number Starting vector is the product Starting vector is the uniform
Subtracting the uniform data vector from the initial data we obtain the next input vector for the inversion. Fortunately the new vector is equivalent to the synthetic data calculated for the second model. The second model has already been shown to be retrieved successfully. The final solution is the sum of the reconstructed second model and the uniform low-velocity zone. Thus the selection of a suitable starting approximation permits perfect retrieval of the third model (see Table 6 ).
In practice, the choice of starting vector for the inversion should be consistent with a priori information concerning media. The assumed values of vector δV 0 can be preliminary compared with certain geological, seismic, geothermal information concerning the studied region. At the same time, it is recommended that the conditions of the reliable CSSA inversion described above are realized for the selected starting vector.
One advantage of the CSSA technique over other tomography methods is that the relative freedom of the starting approximation choice, which may allow reconstruction of complicated large structures.
Starting vector and starting model
This section outlines the difference between the two concepts of the starting vector for inversion and the used starting model.
The objective is a starting model based on the principle of minimization of the traveltime residuals along the ray path. The preferred starting (or reference model) takes into consideration lateral inhomogeneities in the Earth and is ideal for any inversion scheme.
Since our knowledge concerning the Earth's interior structure is limited, the appropriate starting model is usually adjusted to the majority of observations. If we improve such a model and input well-known heterogeneities (for example, a velocity discontinuity) the matrix A for the initial system of equations can be changed significantly with respect to the new obtained reference model. However, if we use the non-trivial components of velocity anomalies corresponding to the input inhomogeneities and modify the starting vector for the inversion, then matrix A remains the same. Such a change of the starting (reference) model leads to a transformation of more input inversion parameters than in the case of the starting vector modification. In other words, if the reference model has discrepancies then we have more sources of error than in the proposed alternative when a new starting vector is used.
The choice of the starting vector in CSSA allows wider opportunities to apply a priori information concerning media when the same initial system (constructed with respect to reference model) is solved by different seismic tomography methods.
In the next section a practical application of CSSA to real seismic data is carried out to resolve the structure in the Onikobe earthquake (M = 5.9) aftershock area (1996).
P -WAV E V E L O C I T Y S T RU C T U R E I N T H E F O C A L R E G I O N O F T H E O N I KO B E E A RT H Q UA K E
Honshu, Japan, is a typical island arc located at the western rim of the Pacific. The region has very high seismic activity. Hasegawa et al. (1978 Hasegawa et al. ( , 1991 Hasegawa et al. ( , 1994 ) discussed the relation among shallow and deep seismicity, subduction of the oceanic Pacific Plate, volcanic activity and structure of seismic velocity and attenuation. Many active volcanoes are distributed along the volcanic front in the central part of northeastern Japan, parallel to the trench axis. An M = 5.9 earthquake, the Onikobe earthquake, occurred on 1996 August 11 in an area near the border of Akita and Miyagi prefectures. It was followed by an M = 5.7 quake with nearly the same hypocentre (140.6
• E 38.9
• N, at a depth of 7 km). Both events had P axes E-W but the first was a reverse-type fault and the second strike slip . Many aftershocks followed the main shock. Fig. 3 shows the epicentre distribution of the events that occurred from 1981 January to 1996 December and the location of the Onikobe earthquake (1996 August) epicentre. The boundaries between prefectures correspond to major tectonic lines (Geological Survey of Japan 1978). Two active volcanoes, Mount Kurikoma and Naruko, are located near the Onikobe earthquake focal area.
The study area around the Onikobe source region is geologically complex (Geological Survey of Japan 1992) covered by Quaternary, Pliocene and Miocene sediments of marine and non-marine, as well as volcanic origin. Kurikoma Volcano in the middle of the area is isolated structurally and the uppermost crust around it is composed of andesite, lava and volcanic tuff. Naruko Volcano is located to the south of Kurikoma and consists of sedimentary rocks. Hori et al. (1997) demonstrated the existence of distinct seismic reflectors beneath the focal area of the event. Onodera et al. (1997) found an anomalous S-wave attenuation zone with a diameter of about 12 km to the north of the focal area. Horiuchi et al. (1997a) determined precise focal mechanism solutions by deploying 40 vertical component seismometers in the focal area and showed that small earthquakes occurred with different fault plane orientations in a very small area.
Data set used
Many aftershocks followed the main shock. In response, 26 temporary seismic stations were deployed, equipped with 16 bit offline recorders, which can record continuously three components for 30 days with a sampling frequency of 100 Hz (Horiuchi et al. 1997a; Umino et al. 1997) . Fig. 4 shows the epicentre distribution of the aftershocks obtained by this temporary network, together with the locations of permanent observation stations. Other events that occurred in 1996 in the study area were selected for the analysis so that seismic rays are distributed in the investigated volume as uniformly as possible. All data used are high-quality P-wave arrival time picks with an accuracy of 0.05 s and were collected by the Research Center of Tohoku University. Local earthquakes were determined with systematic epicentral errors of about 0.5 km; the error in the depth varies between 1 and 2 km. The error in origin times is estimated to be slightly less than 0.1 s. To resolve the Onikobe aftershock cluster we used 157 shallow events between 2 and 18 km depth recorded by our high-density network with station spacing of about 4 km in the focal area. The total number of traveltimes is about 4000.
The velocity structure problem taking into account hypocentre errors
Back to the coupled hypocentre velocity model problem originally proposed by Aki & Lee (1976) we obtain the following equation for each mth ray corresponding to the seismic wave, which propagated from the jth source: where B is the matrix that includes elements equal to partial derivatives with respect to hypocentre parameters, δh is the vector of hypocentre perturbations, AδV is the vector that is equivalent to the right-hand part of eq. (3) in Section 2,ε is the vector with componentsε m . The termε is associated with clock errors and phase misidentifications and it can be neglected in the given case of highquality data. The termε is added denoting physical noise generated by the estimated accuracy of the arrival time readings. We assume that it has a Gaussian distribution with a standard deviation (std) value of 0.05 s.
Forward problem solution
As the initial model the velocity structure was taken, which is used for the routine procedure of locating the hypocentres by the seismic network of Tohoku University (Hasegawa et al. 1978) . This model Antonova & Matveeva (1977) proposed a solution for the seismic ray integral equation using the system of Euler's differential equations. In particular, they developed formulae for when the velocity depends on depth only. We used these formulae to find the ray position in space and traveltime T along a ray:
where (x,ȳ,z) are the Cartesian coordinates of the initial point, ϕ is the ray azimuth and θ is the angle of incidence.
The 3-D velocity model is parametrized as a layered structure with 2 km thick layers, each layer was divided into blocks with horizontal size 4 × 4 km 2 . Thus a parametrization involves 6468 blocks, 1683 blocks were intersected by seismic rays.
A ray tracing program designed by Smaglichenko (1993) has been used to solve the system (11) for each block, to determine the points of the intersection of the ray with the blocks face and to trace the ray until the pre-assigned receiver point is hit. Ray diagrams are shown in Figs 5(a)-(c) in planar projection of ray paths (a), NS vertical section (b) and EW vertical section (c). The top of the vertical sections corresponds to 2 km height above sea level.
Estimation of total error
Let us fix the events location found in accordance with the initial model and evaluate the total possible error if we determine the velocity structure using the observed traveltime residuals.
First, the values of the partial derivatives were calculated for each ray according to eqs (11) and (∂ T /∂z) m , respectively. All vectors had distributions with zero mean value. Then the partial derivatives were multiplied by the corresponding values of the errors in event location. The three vectors obtained were summed up with the origin time errors and with the normally distributed picking random errors. The total error can be estimated as the vector close to Gaussian noise with std = 0.1 s and zero mean value. Hence if we keep the location of events fixed, the velocity parameter inversion problem can be formulated from eq. (10.1):
where ε t is the described total error.
Inversion parameters
The ray path coverage shows that the Onikobe focal area is well illuminated down to 8 km depth. As the ray density under both volcanoes is poor, we cannot estimate the velocity structure there. The ray coverage for the area north of volcano Naruko is good enough to resolve it down to 4 km depth. The inversion process was performed in two steps: (1) simultaneous inversion for P-velocity anomalies and near-station heterogeneity and (2) repetition of inversion after subtraction of the effect of the station inhomogeneities found in the first step.
To perform the first step, a surface layer (−2 to 0 km depth) with a velocity of 5.4 km s −1 was added. Numerical modelling was carried out to assess the quality of the resulting velocity anomalies. To do this, we assigned a 3 per cent velocity anomaly to each layer in the earth volume considered, as well as making the positive and negative values alternate in a chessboard manner. Synthetic data obtained for this test consist of the calculated traveltimes of seismic waves for the earth volume displaying this velocity distribution. Gaussian noise with zero mean and std 0.1 s (comparable to the estimated total error) was added to the synthetic data. We inverted these data by CSSA. The obtained solution was stable with respect to the noise. The chequerboard test indicated good resolution in the layer of −2 to 0 km depth. Then we applied the CSSA algorithm to the real data. In this way we estimated near-station inhomogeneities located above sea level.
Traveltime effects appropriate to velocity anomalies obtained beneath the stations were subtracted from the initial traveltime residual vector, reducing the std from 0.27 to 0.23 s, the mean value decreased from 0.13 to 0.11 s.
The next step represented repeated calculations of synthetic data with noise and their inversion for the depth range 0-26 km. Fig. 5 shows that velocity properties can be resolved only for blocks down to 8 km depth. Therefore, in Fig. 6 we show a 'chequerboard' result in the depth ranges from 0 to 8 km with a 2 km thick step.
These figures demonstrate that good resolution is obtained for blocks well illuminated by seismic rays. What does this mean in the present case? We assume that the ray is passing through the central part of a block, when its weight = length of ray diagonal of block is close to 1. The more such rays fill a block from different directions, the more reliable is the estimation of the anomaly in the given block. We considered blocks as resolved, which are at least (on average) illuminated by 70 (295) seismic rays from different directions with the weights close to 1.
Inversion of real data by CSSA had the following particularities. Analysis of traveltime residuals revealed that there is a significant part of the values representing positive deviations from zero (mean = 0.11 s) indicating late P-wave arrivals. To reject these values means losing important information concerning the medium. Fig. 7(a) shows traveltime residuals as a function of the epicentral distance.
Using the trivial starting vector the CSSA inversion showed the presence of selected blocks having the final values of the iterative parameter equal to 0.6. To overcome this situation, we used a non-trivial starting approximation. To obtain the starting vector we picked out the observation equations with positive traveltime residuals such that the seismic rays corresponding to these equations were distributed as uniformly as possible in the block model. The new obtained system was solved. The low-velocity found perturbations in blocks can be characterized as three groups of approximately equal negative values that are about −20, −12 and −3 per cent. These values were used as non-trivial components in the starting approximation. After subtraction of this starting vector, the std was reduced from 0.23 to 0.21 s and the mean value was reduced from 0.11 to −0.07 s. The following CSSA data processing was stopped after 25 iteration steps because the std value did not change significantly on further iterations (it decreased slowly in the fifth digit after the decimal point). The inversion showed that the blocks well illuminated by seismic rays were selected by the CSSA procedure and complied with the convergence criterion at each iteration step. After 25 iterations all the selected blocks had the final values of the iterative parameter equal to 1 or nearly 1 with an accuracy of better than 10 −3 . The data were distributed as follows: std = 0.16 s and mean value= −0.006 s (Fig. 7b) . Thus, as a whole, after the CSSA inversion of P-wave traveltimes, std was reduced from 0.27 to 0.16 s and the mean value was decreased from 0.13 to −0.006 s.
3-D velocity structure
The resulting P-velocity structure is shown in Fig. 8 . Low-and highvelocity zones for the different depth ranges found are presented mostly in the domain of high ray density, which has good resolution. The background (grey) shading in this figure correspond to average velocities assumed for given layers in accordance with the initial model used. A low-velocity zone is detected under the focal area of the Onikobe earthquake. The P-wave velocity in this zone increases on average at the surface from 4 to 4.8 km s −1 over 6-8 km depth, but has a jump at a depth of 4 km. In the surface layer (Fig. 8a) this zone coincides in shape with the main cluster of seismicity during the period from 1985 to 1996 (Fig. 3) . In the depth range of 2-6 km the zone stretches southwest of the surface projection of the Onikobe main shock hypocentre (Figs 8b and c) .
The lowest velocities are detected in the surface layer where most aftershocks are located, and in the layer where the two main shocks of the Onikobe earthquake are situated (depth of 7 km). In each depth range the projection of the Onikobe main shock is located at the edge of the low-velocity anomaly. Hence it is located at the boundary between two regions with seismic velocity differences. In the present study the tomography result also shows a low Pvelocity zone to the northeast of the Naruko volcano and to the north of the focal area around 140.66
• E 39.02
• N (Fig. 8a) . In the depth range of 2-4 km the lowest velocities were obtained to the north of the Naruko volcano (Fig. 8b) .
A high-velocity zone surrounds the low-velocity body detected in the focal area. This anomaly is brightly delineated in the upper layer. The presence of high P-wave velocities (6.0-6.3 km s −1 ) characterizing separate inhomogeneities no larger than 8 km is in agreement with high velocities (6.05-6.2 km s −1 ) revealed, as a whole, for the upper crust of the southernmost portion of the neighbouring Kitakami mountain range to the east of the study area. This result was obtained by Iwasaki et al. (1993) by an explosive seismic refraction experiment.
The result obtained here in and around the focal area of the Onikobe earthquake is in agreement with previous investigations. Contacts of blocks characterized by great differences in velocities represent reflectors. Such reflectors were found by previous investigations. Hori et al. (1997) revealed distinct seismic reflectors beneath the Onikobe focal area. Similar mid-crustal reflectors have been found in several areas of Japan, such as in the earthquake swarm area of Matsushiro (Nishiwaki et al. 1989) , in the aftershock area of the 1984 Western Nagano Prefecture earthquake, which occurred near Ontake volcano (Mizoue & Ishiketa 1988; Inamori et al. 1992) , near Mount Moriyoshi , near Azuma volcano and beneath Nikko-Sirane volcano (Matsumoto & Hasegawa 1996; Horiuchi et al. 1997b ).
C O N C L U S I O N S
In this paper we have proposed a new technique to determine the 3-D velocity model using traveltimes from local earthquakes.
The inversion CSSA method is an algebraic technique that applies the idea of subtraction, which is popular in different branches of geophysics. The most important feature of the CSSA method is the possibility of selecting a reliable solution from all candidates based on the criteria proposed. The conditions of the method's convergence to the 'true' solution has been determined in this paper through the (a priori) correlation matrix and by checking the 'reaction' of the iterative parameter on the subtracted anomaly during the CSSA process. The iteration number is the regularization parameter for the CSSA method stability and can be selected in accordance with the observed data error.
Unlike the conventional methods used in tomography, synthetic models demonstrate that the CSSA algorithm may be effective when large-sized structures are retrieved. The presented method has this advantage owing to the relative freedom in the starting vector choice and because of the property of the iterative parameter to perform quality control on the starting approximation.
The observed traveltime residuals often show significant deviations from the reference model caused by strong inhomogeneities. In this paper we used a practical application of CSSA to such a medium. The dominant feature of the obtained tomography image is a low P-velocity region, which extends from the surface near the epicentre, shows a narrowing from 2 to 6 km depth and again a broadening around the hypocentre of the Onikobe earthquake. This result is in general agreement with previous studies that identify the existence of mid-crustal reflectors in several earthquake swarm areas in Japan.
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R E F E R E N C E S

Proposition 1.
The block number is changed under transition from i to i + 1 iteration step.
Proof.
Assume the converse. Then for the selected block we have more than one minimum of F. That contradicts the minimum uniqueness. The proposition is proved.
Proposition 2.
For a finite number of blocks the CSSA method converges in a finite number of iterations.
Proof.
The proof is by reductio ad absurdum. Assume an infinite number of iteration steps. Let k is be the number of one of the blocks. Then in accordance with our assumption the subsequence {x k i } = {x k (i) } is infinite. It follows from Proposition 1 that the block number is changed under transition from iteration step i to i + 1. Substituting (A1) for x (i+1) in the equation F(x (i+1) ) = A x (i+1) − y 2 we obtain
From this equation we obtain the following:
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Hence we can construct the sequence of the functional values such that
The sequence {F(x (i) )} is bounded from above by zero. Hence the subsequence {F(x k i )} is bounded by zero also. However, this contradicts the statement that {x k i } is an infinite subsequence. This contradiction proves the proposition.
A P P E N D I X B : D E G R E E O F C O N V E RG E N C E
Define V = {x ∈ R n : Ax = 0} W = {y ∈ R m : ∃x ∈ R n , y = Ax}.
Proposition 3. Let x * be a solution of the system in the least-squares sense. Suppose Ax * = y * . If y = y * + δ, where δ is an arbitrarily small value and AR n ⊂ R m , then
