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Abstract
The set cover problem is that of computing a minimum weight subfamilyF′, given a familyF of weighted subsets of a base set
U, such that every element of U is covered by some subset inF′. The k-set cover problem is a variant in which every subset is of
size at most k. It has been long known that the problem can be approximated within a factor of H(k) =∑ki=1(1/i) by the greedy
heuristic, but no better bound has been shown except for the case of unweighted subsets. In this paper we consider approximation of
a restricted version of the weighted 3-set cover problem, as a ﬁrst step towards better approximation of general k-set cover problem,
where any two distinct subset costs differ by a multiplicative factor of at least 2. It will be shown, via LP duality, that an improved
approximation bound of H(3) − 1/6 can be attained, when the greedy heuristic is suitably modiﬁed for this case. A key to our
algorithm design and analysis is the Gallai–Edmonds structure theorem for maximum matchings.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The set cover problem (SC) is a typical combinatorial optimization problem with many practical applications, and it
is deﬁned as follows: Given a base set U of n elements, a familyF of subsets of U, and a nonnegative cost cS associated
with each S ∈F, it is required to ﬁnd a subfamilyF′ ⊆F of minimum total cost such that⋃S∈F′S = U . The k-set
cover problem (k-SC) is a variant of SC in which every subset is of size bounded from above by a constant k. The
problem SC, or even k-SC for k3, is known to be NP-hard [17] as well as MAX SNP-hard [21].
An intuitively most natural and simple heuristic for SC is the greedy algorithm, which iteratively picks a most “cost-
effective” subset until every element of U is covered by some picked subset; here, the cost effectiveness of a subset S is
measured by its cost cS divided by the number of elements in S “yet to be covered”. For the case of unit-costs it was ﬁrst
shown by Johnson [16] that its performance ratio is bounded by the nth Harmonic number H(n)=∑ni=1(1/i) for SC,
A preliminary version appeared in Proceedings of the 12th International Symposium on Algorithms and Computation, 2001 [9].
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of which value is between ln(n+1) and 1+ ln n, or H(k) for k-SC, and it was Lovász who obtained the same results by
making use of fractional covers [18]. While the same performance ratio of H(k) was later shown to hold even for the
case of general costs [5] by extension of these analysis via the linear program duality, Slavík proved that it is exactly
ln n − ln ln n +(1) for unit-cost SC [22]. It turns out, moreover, that the greedy bound of H(n) is almost the best
possible one for SC because the interactive proof based hardness result of Feige [8] says that SC is not approximable
within a factor of (1 − ) ln n for any ﬁxed > 0 unless NP ⊂ DTIME(nO(log log n)).
An alternative view of the greedy algorithm for unweighted k-SC is that it computes a “maximal” set packing P k
of k-sets, reduces to an instance I of (k − 1)-SC by removing all the k-sets in P k , and recurses on I. Although k-SC is
NP-hard for k3 as already stated, 2-SC is nothing but the edge cover problem which can be solved in time complexity
of maximum matching. Thus, when I is reduced to the one for 2-SC, we may ﬁnish up the entire procedure with
an optimal solution for I, instead of a maximal set packing of 2-sets plus whatever remains. This is the observation
used by Goldschmidt et al. [12], and they proved that such a modiﬁcation to the standard greedy heuristic leads to
the performance ratio of H(k) − 16 for k-SC. Further improvements over the greedy bound have been obtained more
recently, by additionally applying various local search techniques to ordinary greedy, in the order of H(k) − 1142 [13],
H(k) − 13 [14], and H(k) − 12 [6], which is the best bound known to date for unweighted k-SC.
The packing problem as a counterpart of SC is the maximum set packing problem, another fundamental set optimiza-
tion problem, and in the k-set packing problem, it is required, given a weighted set system as in k-SC, to ﬁnd a subfamily
of disjoint subsets of “maximum” total cost. For this problem, the tight greedy bound is k, whether subsets are weighted
or not, while a local search heuristic yields an approximation ratio of k/2+  if subsets are unweighted [15,13]. Unlike
weighted k-SC for which the greedy bound ofH(k) still remains at the top, however, the performance ratio for weighted
k-set packing has been improved from k of greedy, by combination of greedy and local search techniques, to k − 1 + 
[2,1] ﬁrst, then to 2(k + 1)/3 [4], and currently the best bound known is (k + 1)/2 due to Berman [3].
In this paper we consider approximation of a restricted version of weighted 3-SC, as a ﬁrst step towards better
approximation of general k-SC, where any two distinct subset costs w and w′ satisfy either w/w′1/2 or w/w′2.
We call such SC dispersively weighted, and show that an improved approximation bound of H(3)−1/6 can be attained
for 3-SC when the greedy heuristic is suitably modiﬁed. This algorithm is a generalization of the modiﬁed greedy
algorithm of Goldschmidt et al. [12], being identical to theirs when all the costs are uniform (i.e., unweighted case),
and the approximation bound of H(k)− 1/6 was also shown by them to be tight for k3.Although it may thus appear
that such improvements result from straightforward extension of their approach for the unweighted case, we base our
analysis on the LP relaxation of k-SC and its dual program, following Chvátal’s approach in [5], unlike their analysis,
or any other in [13,14,6], which are all based on purely combinatorial arguments. In Section 3 we ﬁrst present an
alternative proof that the modiﬁed greedy algorithm for unweighted k-SC delivers a solution of which size is within
a factor of H(k) − 1/6 from optimal, where a lower bound for the optimal size is now provided by an LP relaxation.
This new proof serves for the purposes of elucidating our strategy in a simpler setting of only unit-costs, and providing
bases for algorithmic and accounting scheme to be extended later. A key to our accounting scheme in this analysis is
the decomposition theorem of Gallai [10,11] and Edmonds [7]. In Section 4 the algorithm is extended to deal with
dispersively weighted subsets in the setting of 3-SC. Interestingly, the Gallai–Edmonds decomposition will be seen
needed here in the algorithm design as well to guide us in picking subsets.
2. Preliminaries
An instance of the set cover problem is a weighted set system (U,F), whereF ⊆ 2U , ⋃S∈F S = U , and each
S ∈F is associated with a nonnegative cost cS . For anyF′ ⊆F, we writeF′ as a shorthand of⋃S∈F′S, and a set
of size i will be called i-set.
In the greedy-type algorithms considered in this paper, once S ∈ F is picked, it will never be discarded from a
solution. Also, once it happens and S is picked, we assume that any subset S′ ∈F is represented by S′ − S from now
onwards, and if S′ −S is later picked by the algorithm, it will be understood that the one actually selected into a solution
is S′. More formally, if all the subsets inF′ are already picked at some point, the current state of a given instance is
represented by the set system (V ,F[V ]), where V =U −F′ andF[V ]= {S ∩V |S ∈F} is the collection of subsets
induced by V inF, and the cost of S ∩ V ∈F[V ] is cS .
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2.1. LP relaxation
The set cover problem for an instance of (U,F), with a nonnegative cost cS for each subset S, can be formulated by
the following simple integer program:
min
∑
S∈F
cS · xS
(IP) subject to :
∑
S:u∈S
xS1 ∀u ∈ U ,
xS ∈ {0, 1} ∀S ∈F,
where xS = 1 iff S is chosen in a solution. The LP relaxation of (IP), denoted by (LP), is then obtained by replacing the
integral constraints xS ∈ {0, 1} in (IP) by linear constraints xS0 for all S ∈F. Let OPT denote the optimal value of
(LP), with which the cost of our solution will be compared.
We also make use of the dual of (LP), denoted by (D), and it is given by
max
∑
u∈U
yu
(D) subject to :
∑
u∈S
yucS ∀S ∈F,
yu0 ∀u ∈ U .
Suppose now that we have a set cover C ⊆F and dual variables y ∈ QU satisfying that
1. c(C) =∑S∈C cS = y(U) =
∑
u∈U yu and
2. y(S) =∑u∈S yS · cS for each S ∈F,
for some  ∈ R+. Then, since (1/)y(S)cS,∀S ∈ F, (1/)y is feasible to (D), with the objective value of
(1/)y(U) = (1/)∑u∈U yu. The LP duality theorem says an objective value of (D) is always a lower bound for
OPT, implying that the cost of C, y(U), is bounded by  · OPT:
Proposition 1. If a set cover C and dual variables y ∈ QU satisfy the two conditions given above, c(C) · OPT.
(This is the approach taken by Chvátal [5] in establishing the greedy bound of H(n) (or H(k)) for the weighted set
cover problem.)
2.2. Decomposition theorems
Gallai [10,11] and Edmonds [7] independently found a “canonical” decomposition of a graph determined by max-
imum matchings in it. For any graph G denote by D the set of all vertices in G which are not covered by at least
one maximum matching of G. Let A denote the set of vertices in V − D adjacent to at least one vertex in D, and let
C =V −A−D. A graph G is called factor-critical if removal of any vertex from G results in a graph having a perfect
matching in it. Clearly, any factor-critical graph contains an odd number of vertices. A near-perfect matching in G is
one covering all but exactly one vertex of G. This decomposition, which can be computed in polynomial time via the
Edmonds matching algorithm, provides important information concerning all the maximum matchings in G:
Theorem 2 (The Gallai–Edmonds structure theorem).
1. The components of the subgraph induced by D are factor-critical.
2. The subgraph induced by C has a perfect matching.
3. If M is anymaximummatching of G, it contains a near-perfect matching of each component of D, a perfect matching
of each component of C and matches all vertices of A with vertices in distinct components of D.
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3. Unweighted case
In this section we treat the modiﬁed greedy algorithm for unweighted k-SC presented in [12], which we here call
MG-Unit, and analyze its performance using the LP duality, as a precursor to the later analysis for a more general SC
with costs. When all the subsets are unit-weighted, the ordinary greedy algorithm repeatedly picks one covering the
maximum number of uncovered elements, and this has the same effect as computing a maximal set packing consisting
of subsets of size i, when i is the size of a largest subset remaining in the current set system (and choosing all the
subsets in the packing). This operation is iterated after the set system is updated by considering any subset to be the
one consisting of only uncovered elements in it. The modiﬁcation was made to this algorithm by noticing that, when no
subsets of size larger than 2 exist in the set system after larger ones are already taken, the remainder can be optimally
covered since such a set system can be identiﬁed with a graph G1, and a minimum edge cover for G1 gives an optimal
cover for the system.A minimum cardinality edge cover can be computed in a graph G, by ﬁrst computing a maximum
cardinality matching M in G, and then, choosing any edge incident to u for each vertex u left uncovered by M. It is
possible that G1 contains a singleton component {u} with no edge to cover u, and u itself can be selected in this case.
The modiﬁed greedy algorithm MG-Unit for unweighted k-SC is thus described as follows:
1. For i = k downto 3 do
(a) Construct a maximal i-set packing P i1 in (U,F[U ]).
(b) Set U ← U − P i1.
2. Letting V1 = U and E1 =F[V1], compute a maximum matching M1 in a graph G1 = (V1, E1).
3. For each vertex u left uncovered by M1 in G1, choose an extra edge (or vertex) to cover u, and add it to Z.
4. Output (
⋃k
i=3 P i1) ∪ M1 ∪ Z.
Recall that every vertex left uncovered by a maximum matching M occurs in D, and for any component X of G[D],
we say X is unmatched (by M) if it contains such a vertex while X is matched otherwise.This is equivalent to saying that
X is matched iff there exists an edge of M between X and A. Thus, there exist exactly |A| many matched components
in G[D], and all the rest are unmatched.
For the sake of analysis of this algorithm, divide V1, the vertex set of G1, into C1, A1, and D1 according to Theorem
2. For each edge {u, v} taken in M1, we distribute its cost to u and v by setting
yu = yv = 12 if {u, v} ⊆ C1,
yu = yv = 12 if {u, v} ⊆ D1 and {u, v} lies in a component matched by M1,
yu = 13 , yv =
2
3
if u ∈ A1, v ∈ D1.
To account for total cost of the edge cover for G1, the vertices yet to be assigned are those in unmatched components
of G1[D1], and let X be such a component. Since X contains exactly one vertex left uncovered by M1, X can be covered
by 
|X|/2 many edges of M1 and just one more. Averaging the total cost of these subsets over all the vertices of X,
the covering cost for X can be accounted for by setting
yu = 
|X|/2 + 1|X|
for each u ∈ X. Notice that yu=1 if X is a singleton set {u}, but otherwise, yu= (
|X|/2+1)/|X|(
3/2+1)/3= 23
since |X|3.
Lemma 3. Let y : V1 → Q be the dual assignments on the vertices of G1 = (V1, E1), as given above. Then,
yu1 for each u ∈ V1,
yu + yv 43 for each {u, v} ∈ E1.
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Proof. These inequalities can be easily veriﬁed to hold, and yu=1 exactlywhen u is an unmatched singleton component
of G1[D1], and yu + yv = 43 exactly when either {u, v} is an edge of an unmatched triangle component of G1[D1] with
yu = yv = 23 , or yu = 1 as in the previous case and yv =
1
3
with v ∈ A1 (recall that there exist no edges between D1
and C1). 
Theorem 4. The algorithm MG-Unit computes a set cover C such that |C|(H(k) − 16 )OPT , where k is the size of
the largest subset inF.
Proof. For any subset S ∈ F selected in an i-set packing P i1 during Step 1 (that is, S was an i-set Si when it
was picked), set yu = 1/i for each u ∈ Si . For any element u left uncovered after Step 1, assign yu as above.
Then clearly, |C| = y(U), and it sufﬁces to show that for any i-set S ∈ F, y(S) = ∑u∈S yuH(i) − 16 (by
Proposition 1).
Number the elements {u1, . . . , ui} of an i-set S in the order they are covered. Observe ﬁrst that yul1/(i − l + 1)
for any ul covered during Step 1, due to the greedy selection rule, since S was of size at least i − l + 1 when ul
was covered for the ﬁrst time, and yul 13 in any case. Therefore, if S becomes a j-set Sj , 0j2, after Step 1,
y(S − Sj )=∑u∈S−Sj yu
∑i
l=3(1/l)+ (2 − j)( 13 ). Thus, if Sj is a 0-set, y(S)
∑i
l=3(1/l)+ 23 =H(i)− 56 , and if
Sj ={u} is a 1-set, yu1 by Lemma 3, and hence, y(S)=y(S−Sj )+yu(∑il=3(1/l)+ 13 )+1=H(i)− 16 . Similarly,
if Sj ={u, v} is a 2-set, it will appear in G1 as an edge, and y(S)=y(S−Sj )+y({u, v})∑il=3(1/l)+ 43 =H(i)− 16
since yu + yv 43 by Lemma 3. 
4. Dispersively weighted case
4.1. Algorithm for 3-set cover
Our approach for dispersively weighted 3-SC is basically to cover asmany elements by subsets of least possible costs,
and to do so, we process subsets sequentially from those of smaller costs to larger ones. Suppose that the distribution
of subset costs is {w1, w2, . . . , wk} when listed in the non-decreasing order. Given that these costs are dispersive,
they satisfy that wi+1/wi2 for i = 1, . . . , k − 1. In fact, if they are more dispersive and satisfy wi+1/wi3, ∀i,
it is easier to design a modiﬁed greedy algorithm with performance guarantee of H(3) − 16 ; run MG-Unit iteratively,
ﬁrst on the set system induced by cost-w1 subsets only, second on that induced by cost-w2 subsets only, and so on,
until all the elements get covered. The reason why such simply concatenated runs of MG-Unit can yield the same
approximation ratio as the one for the unit-cost case is because the effect of each run can be analyzed independently
from other runs; no price assigned in the ith run exceeds wi , which in turn is no larger than the least price, wi+1/3, to
be assigned in the (i + 1)st run, and this way, each run leaves nothing to hinder the same argument repeated in the next
run.
We need to be much more careful, however, when 2wi+1/wi3 for some i, because these costs are too close
to each other, causing more interactions between subsets of different costs, and it could happen, for instance, to be
more beneﬁcial to cover the same elements by cost-wi+1 subsets than by cost-wi subsets. To resolve such conﬂicts we
delay our commitment in the ith run to a certain group of elements until the very end of the next run (but not further).
Moreover, although the Gallai–Edmonds decomposition played an important role in the analysis of the modiﬁed
greedy algorithm for the unit-cost k-SC in Section 3, here it will be needed in the algorithm itself as well to ensure
that a maximum matching computed in each run possesses a certain property (thus, we need to actually compute
it).
To capture these ideas more precisely, we use the following deﬁnitions. LetFi ={S ∈F | cS =wi}, and Ui =Fi −⋃i−1
j=1Fj for i=1, . . . , k. The ith iteration of the algorithm tries to cover all the elements inUi using subsets of cost-wi
(i.e., those inFi), but if this is not the last iteration (i.e., i < k) and 3wi >wi+1, it may leave some portion Bi of Ui
uncovered. Meanwhile, it also covers the portion Bi−1 of Ui−1 left over from the (i − 1)st iteration, if Bi−1 = ∅, using
either subsets of cost-wi−1 and cost-wi . We denote the family of cost-wi subsets chosen to cover in the ith iteration by
Ci . A high level description of the algorithm is given below, where detailed operations executed in each iteration are
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encapsulated into the procedure MG-3SC, the subject of the next subsection.
1. Initialize B0 = .
2. For i = 1 to k do
Call MG-3SC(Ui,Fi , Bi−1).
3. Output C=⋃ki=1Ci .
4.2. Procedure MG-3SC(Ui,Fi , Bi−1)
The procedure is evoked with inputs Ui,Fi , and Bi−1, and Bi−1 here is, if not empty, assumed to be a subset of
Ui−1
⋂
Fi . Thus, when Bi−1 = ∅, it is disjoint from Ui , and each u ∈ Bi−1 is coverable by some subset of cost-wi−1
and by one of cost-wi . As will be seen, it is also implied in this case that i > 1 and 3wi−1wi .
LetU ′i =Ui
⋃
Bi−1. This procedure covers all the elements inU ′i using cost-wi subsets, but it may choose cost-wi−1
subsets to cover Bi−1. It covers U ′i entirely if 3wi <wi+1 since it is more beneﬁcial to cover any element by cost-wi
than by cost-wi+1; when 3wiwi+1 (and i < k), however, it may leave some portion Bi of Ui (but no part of Bi−1)
uncovered (if it is coverable by cost-wi+1 subsets), and returns it so that it can be processed by the next evocation.
(Note: nonempty Bi thus possesses the aforementioned properties.)
Let us now consider 3-SC on (U ′i ,Fi[U ′i ]). If we run MG-Unit of Section 3 on this set system, U ′i will be divided
into the subbases covered by a maximal 3-set packing Pi , and Vi in which every subset ofFi is of size bounded by 2.
That is, the system of cost-wi subsets is reduced to a graph Gi = (Vi, Ei), where Vi =U ′i −P i and Ei =Fi[Vi]. Then,
a maximum matching Mi is computed in Gi , and Vi is further divided into Ci,Ai, and Di by the Gallai–Edmonds
decomposition with respect to Mi , as before.
1. Initialize U ′i ← Ui
⋃
Bi−1, and compute a maximal 3-set packing Pi of cost-wi subsets in (U ′i ,Fi[U ′i ]).
2. Set Vi ← U ′i −P i , and let Gi = (Vi, Ei) be the graph representing the set system (Vi,Fi[Vi]) of all the remaining
cost-wisubsets.
3. Compute a maximum matching Mi in Gi as well as the Gallai–Edmonds decomposition, Ci,Ai, and Di , of Vi .
We say that a component X of Gi[Di] is hit (by Bi−1) if X ∩ Bi−1 = ∅, and it is free otherwise. We also pay special
attention to such a singleton component {u} of Gi[Di] that is unmatched by Mi and free from Bi−1, designating the
set of such singletons as B ′i .
4. Set B ′i ← {u ∈ Di | {u} is a free and unmatched singleton component of Gi[Di]}.
Let (u) denote the set of vertices adjacent to a vertex u in Gi . For any vertex u covered by a matching M , there is a
unique edge {u, v} in M, and v is denoted by mate(u). Here, we modify the structure of the maximum matching Mi in
Gi according to B ′i :
5. For each u ∈ B ′i , test if, for some v ∈ (u) ⊆ Ai , the component containing mate(v) is hit (by Bi−1), and if so,
replace {v,mate(v)} with {u, v} in Mi (the component {u} becomes matched as a result) and set B ′i ← B ′i − {u}.
Observe that, every time Mi is updated here, an edge of Mi is ﬂipped from a hit component to a free component; thus,
this operation does not cycle, and Mi is updated at most |B ′i | times. This operation ensures Mi to possess some key
property to be used in later analysis, but it is also an intuitively reasonable thing to do. Imagine the situation where the
test condition above is satisﬁed. The component X containing mate(v) is hit, and so, it can be covered entirely with
cost of wi(|X| − 1)/2 + wi−1 without using an edge {v,mate(v)} from Mi ; thus, both u and X can be covered, by
ﬂipping the edge of Mi with cost of wi(|X| − 1)/2 + wi−1 + wi , while, if we do not ﬂip, it will cost wi (for u) plus
wi + wi(|X| − 1)/2 (for X).
It is also observed at this point that all the elements of Bi−1
⋃
Ui are covered by now except for one vertex in each
of unmatched components X of Gi[Di]. In the ﬁnal stage of subset selection, we also recall the existence of cost-wi−1
subsets by which vertices in Vi
⋂
Bi−1 can be covered, and we choose them whenever it is a clear plus for us. Notice
that each singleton remaining in B ′i itself is an unmatched (and free) component of Gi[Di], and among them we cover
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here only such singletons that cannot be covered by any cost-wi+1 subset; we cannot simply use a cost-wi subset to
cover each u ∈ B ′i here for, if we do, and if a cost-wi+1 subset S ={u, v, z} exists such that S ∩Bi ={u, v} and S is the
only one covering z, we need to assign yu = yv = wi, yz = wi+1 resulting in y(S) = wi+1 + 2wi > (H(3) − 16 )wi+1
if 3wi >wi+1.
Meanwhile, if there exists some cost-wi+1 subset containing a singleton u ∈ B ′i , it will be left uncovered by the
current invocation; rather, all such singletons collected into Bi will be returned and passed to the next invocation.
6. Set Bi ← ∅ if wi+13wi ;
otherwise, set Bi ← {u ∈ B ′i |u ∈ S for some S ∈Fi+1}.
7. For each unmatched (by Mi) component X of Gi[Di − Bi]:
(a) If X is free, choose one extra edge to cover the vertex left uncovered by Mi in X, and store it in Zi .
(b) Otherwise (i.e., hit by Bi−1), let u ∈ Bi−1 be any one of those hitting X, and replace edges of Mi in X, if
necessary, by those of a perfect matching in Gi[X − u]. This way, X is covered by u and Mi . Store an edge of
Gi−1 covering u in Zi−1.
8. For each edge e = {u, v} of Mi , if {u, v} ⊆ Bi−1, then remove e from Mi and store any edges of Gi−1 covering u
and v in Zi−1.
9. Return Ci = Pi⋃Mi⋃Zi and Bi .
4.3. Analysis
As we know by now, it sufﬁces to evaluate
∑
u∈S yS for any cost-wi subset S under a certain dual assignment y ∈ RU+ .
Basically, we extend the analysis of Section 3 for the unweighted case to the algorithm above, by setting yu = wi/3
for each u covered by a 3-set packing Pi . Unlike the dual assignment of Section 3, however, the cost wi of edge {u, v}
in the matching Mi is distributed unevenly to u and v due to the possible existence of elements in Bi−1 coverable
by cost-wi−1 subsets. It is also necessary to distinguish those edges e between Ai and Di according to whether the
component of Gi[Di] into which e is incident is hit or free: for each edge {u, v} removed from Mi in Step 8, we set
yu = yv = wi−1, and for each edge {u, v} taken in Mi , we set
yu = wi/3, yv = 2wi/3 if u ∈ Ai, v ∈ Di, and v is in a component free from Bi−1,
and for all the other cases, we set
yu = wi/3, yv = 2wi/3 if Bi−1
⋂
{u, v} = {u} or = ∅.
The remaining vertices to be assigned are again those in unmatched components of Gi[Di], and let X be such a
component. Once again we distinguish the cases according to whether X is hit or free. If it is hit by u ∈ Bi−1, X is
covered by u (or any subset containing it) of cost-wi−1, together with the edges of Mi perfectly matching X − u (Step
7b). So we set yu = wi−1. On the other hand, if X is free from Bi−1 (and not a singleton in Bi), one extra edge of
cost-wi is used (and stored in Zi) to cover X; the same argument as before tells us that the cost of covering X can be
accounted for by setting yu =wi(
|X|/2 + 1)/|X| for each u ∈ X. Therefore, yu =wi if X is a singleton component,
and yu = (wi(
|X|/2 + 1))/|X|(wi(
3/2 + 1))/3 = 2wi/3 when X is not a singleton set. All the vertices in Bi
remain uncovered and the dual assignments for them are determined only in the (i + 1)st invocation of MG-3SC when
they get actually covered. It can be seen (next lemma) from the way the values of yu’s are assigned for u ∈ Bi−1,
however, that yu receives no more than wi in any case for each u ∈ Bi :
Lemma 5. For each u ∈ Bi−1, yuwi−1.
Proof. Any u ∈ Bi−1 occurs either in P i or Vi . If u ∈ P i , yu =wi/3wi−1 since 3wi−1 >wi if Bi−1 = ∅. If u ∈ Vi
and covered by some edge of Mi , yu is set to wi/3, and if not covered by any edge of Mi , u is covered by some edge
stored in Zi−1 (in Steps 7b or 8), implying that yu = wi−1. 
The following auxiliary lemma follows easily from the operation of Step 5 in the above algorithm.
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Lemma 6. The matching Mi computed by the above algorithm satisﬁes the property that, if {u} is a free ( from Bi−1)
and unmatched (by Mi) singleton component in Gi[Di], mate(v) ∈ Di belongs to a free component for each v ∈
(u) ⊆ Ai .
Now the counterpart of Lemma 3 is:
Lemma 7. Let y : Vi → Q be the dual assignments on the vertices of Gi = (Vi, Ei), as given above. Then,
yuwi for each u ∈ Vi ,
yu + yv4wi/3 for each {u, v} ∈ Ei .
Proof. Clearly, the ﬁrst inequality holds if u ∈ Vi − Bi from the dual assignment as observed above, and by Lemma
5 it holds also when u ∈ Bi .
Suppose {u, v} ∈ Ei and w.l.o.g. yuyv . The second inequality clearly holds when yu2wi/3, so assume
yu > 2wi/3. Then, it must be the case that yu = wi and this occurs only when {u} is a free and unmatched sin-
gleton component of Gi[Di]. Therefore, whether u belongs to Bi or not, mate(z) ∈ Di belongs to a free component
for each z ∈ (u) ⊆ Ai , according to Lemma 6. This then implies that yzwi/3,∀z ∈ (u), and this is why
yu + yvwi + wi/3 = 4wi/3. 
Lemma 8. For any S ∈Fi of cost-wi , y(S)wi(H(3) − 1/6).
Proof. Because of the way the dual assignments are determined, yuwj if u ∈ Uj for any j, and yu > 2wj/3 (and
=wj ) precisely when u ∈ B ′j (i.e., when u is a free and unmatched singleton).
An element u of S ∈ Fi can occur only in ⋃ij=1 Uj , and if it does in
⋃i−2
j=1 Uj , yuwi−2wi/4 due to the
dispersiveness of wj ’s. When u ∈ Ui−1 − Bi−1, yu2wi−1/3wi/3, and yu = wi/3 also when u ∈ P i . The
remaining portion in which u can occur is Vi , and hence, y(S − Vi) |S − Vi |wi/3 in any case. So, y(S)wi if
S
⋂
Vi =∅, and, by Lemma 7, y(S)2wi/3+wi = 5wi/3 if |S⋂Vi |= 1 while y(S)wi/3+ 4wi/3 if |S⋂Vi |= 2.
The claims thus follows in either case. 
Finally, we have:
Theorem 9. Given a 3-SC instance (U,F), the algorithm of Section 4.1 runs in time O(min{|F|, |U |2}|F|√|U |)
with the performance guarantee of H(3) − 16 .
Proof. Using Proposition 1, the performance guarantee follows immediately from Lemma 8. The standard greedy
algorithm can be implemented to run in time O(
∑
S∈F|S|), which in case of 3-SC is O(|F|). The running time for
computing a maximum cardinality matching (and the Gallai–Edmonds decomposition) is known to be O(|E|√|V |)
for a graph G = (V ,E) [19]. Since the procedure MG-3SC is called at most k = O(|F|) times, the algorithm runs in
time O(min{|F|, |U |2}|F|√|U |). 
The integrality gap of (LP) is the maximum ratio, over all instances of SC, of the optimal value of (IP) to that of
(LP). Since our analysis is throughout based on the LP duality, we additionally have:
Corollary 10. The integrality gap of (LP) is bounded by H(k)− 16 when |S|k (∀S ∈F) and cS’s are uniform, and
by 53 when |S|3 (∀S ∈F) and cS’s are dispersive.
5. Final remarks
It was shown that the approximation bound for weighted k-set cover can be made lower than the greedy bound of
H(k) when (1) k=3 and (2) subset costs are dispersive.A natural question coming to mind is thus whether the same or
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any bound better than the greedy one can be attained even if either or both of these restrictions are dropped, by possibly
generalizing the approach presented in this paper. At present, however, a simple generalization of our algorithm and
techniques does not appear so promising in either direction, due to ensuing complication of higher level in its analysis.
In fact, the current approach has so far found such extensibility only in the case when at most two distinct subset costs
are in use; 3-set cover can be shown approximable within H(3)− 16 in such a case even if those costs are not dispersive
[20], and, when those costs are limited to either 1 or 2, k-set cover can be approximated within H(k)− 112 for any k [9].
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