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INTRODUCTION 
This paper presents two inequality results for concave functions which are 
directly applicable to the development of bounds on the optimal cost 
associated with a vector version of a well-known partially observed Rlarkov 
optimization problem [l]. The bounds which are presented are optimal cost 
functions associated with specific types of observation quality and represent 
tighter bounds on optimal cost than bounds determined in [l]. 
A vector version of the stochastic optimization problem formulated in [l] 
can be briefly described as follows. Let (s(t), t = 0, l,...) be the underlying, or 
core, controlled Markov process subject to control and partial observation, 
s(t) = (sr(t), +(t)), where si(t) has finite state space Si , i = 1, 2, and where 
S = S, x S, . (The core process is assumed to be two-dimensional without 
loss of generality.) Assume pi0 = P(s(0) = i), for all i E S, is given. Let 
X = {x: .vi > 0, CitS xi = 11. Then, ~9 = (pp) E X. 
Let (z(t), t = 1, 2,...) be a two-dimensional observation process, a(t) = 
(zl(t), +(t)>, where ai(t) has finite state space Zj , i = 1, 2, and where 
z = z, x z, . 
The (deterministic) control process (u(t), t = 0, l,...,) is said to be admis- 
sible if for each t = O,..., n - 1, there is a function Ifi such that z<(t) = 
$(t, dJ E UC R”, where d, = (p”, u(O) ,..., u(t - l), z(l) ,..., z(t)) and where 
n is the fixed finite horizon length of the optimization problem. 
Let st = (s(O),..., s(t)), and define t+ and .et similarly. Define 
and 
p;;(7J) == P(s(t + 1) = j / s(t) -; i, u(t) = U) 
pip(o) = P(.z(t + 1) = k I s(l + 1) =j, u(t) = V), 
for all i, j, k, and V, which are assumed to be independent of stP1 , u,-, . zt-1 , 
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and s1 , z~, utPl, respectively. Assume throughout that Q is of the form 
qj!lz’) == ajL,(v) Pjkl(zi). 
Let y(s(t), u(t)) be th e cost accrued during the interval [t, t $- 11, 0 < t < n, 
and ra(s(n)) be the cost accrued at terminal time n. Let F,+,(d,) be the infimum 
of the expected cost to be accrued over the interval [t, n] by the core and 
control processes with respect to the set of all admissible control policies, 
given data sequence dt . Then, there is a function I7,_,: S+ R which satis- 
fies 
r,-,(s) := ig 
L 
q(v) + 1 F(k, s, v) r,&,(T(k, s, v)) 1 (1) X-EL 
t = II - I,..., 0, To(x) = sy” such that r&d,) == r,_,(i(t, d,)) for all d, 
and t = O,..., n, where: 
(i) .?(t, d,) = (&(t, d,)) E X, .i$(t, d,) = P(s(t) = i / d,) 
(ii) Nj(k, s, v) = qjk(a) xipij(v) Xi , N(k, x, V) = (Nj(k, X, zj)), 
(iii) V(k, x’, V) = xj Nj(k, x, V) 
(iv) T(k, s, V) = N(h, x, ~)/Tf(h, x, z), V(k, s, z’) # 0 (define T(k, N, V) 
arbitrarily in X otherwise), and 
(v) q(v) = -& A-J+, v), xyo = x1 .qyO(i). 
INEQUALITY RESULTS FOR CONCAVE FUNCTIONS 
Two inequality results are now developed on the sum &Ez, I’(k, s, V) ,< 
C(T(R, x, c)) for any concave function C: X+ R, k, E Za , x E S, and 
v  E U, where k = (k, , k,). 
Define I,-’ and T’ as in (iii) and (iv) where &(z’) = aJk,(v) pj2,(u). 
LEMMA I. Let &.(v) = 01;,(v), and assume C: X+ R is conwx. Then, 
2 V(k, .r, v) C( T(k, N, v)) < c G”(k, x, v) C( T’(k, .t, v)) 
21 *1 
for all k, , x, and v. 
Proof. It follows from [2, p. 1091 that the compactness of X and the con- 
cavity of C imply V(k, x, v) C(T(k, x, v) = 0 when V(k, x, v) = 0. Then, 
for each k,, x, and v, r(k,, 3s, v) C( F(k2 , N, v)) = x:kl V’(k, x, v) C( T’(k, x, v)), 
where Avj(k, , s, v) = pjk2(v) xipii(v) xi , and p and T are defined accord- 
ingly. Define W,(K, x, v) = ajk,(v) Tj(k, , N, v). Then, W(k, .Y, v) = 
[V(k, x, v) T(k, x, v)/p(k, , x, v)] and 3i(k, , x, v) = &, W(k, m, v). The 
result then follows directly from the concavity of C. Q.E.D. 
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Define ui: X -+ R as ui(x) = CieSa xii , for all i E S, , and let II,: X --f X 
be defined as {17r},j = xii/o,(x), uI(x) # 0, when I = i and zero otherwise, 
for 1, itz S, . (When ur(x) = 0, chose I7r(x) arbitrarily in X.) Define c”’ and 
T” as in (iii) and (iv) where &(v) = c&Jw) fljk,(v). 
LEMMA 2. Assume C: X-t R is concave, S, = 2, , (Yap;, = ~l~,~,(v) 
and C&.(V) = ajInl , where 8 is the Kronecker delta. Then, 
c V”(k, x, v) C(T”(k, x, v)) < C V(k, x, v) C(T(k, x, v)) 
kl k, 
for all.k, , x, and v. 
Proof. Define F(k*, x, v) = Zl,,(T(k, x, z))), k* = (j, , k2), where it is 
easily shown that F is independent of k, . Noting that x = xi ui(x) Iii(x), 
T”(k, X, V) = II,J T(k, X, z))), and V”(k, X, V) = & Nj*(k*, r, v), j* = (k, , j,), 
the following equality-inequality chain is easily verified: 
c I-(k, x, v) C( T(k, x, 71)) 
kl 
3 x V(k, x, v) c uj,( T(k, x, w)) C(F(k*, x, v)) 
I;, 4 
= 11 N,(k, x, w) C(F(k*, x, v)) = 1 C(F(k*, x, v)) c 1 N,(k, x, v) 
k, j 4 k, j, 
= C C(F(k, X, v)) 1 Nj*(k*, x, V) z C I”‘(k, X, V) C(T”(k, x, v)). 
I;1 j t1 
Q.E.D. 
BOUNDS ON OPTIMAL COST 
Upper and lower bounds on the optimal cost function r,-, are now 
presented. These results are determined using the above lemmas and the 
concavity of m&3]. 
Upper bounds. Let r:,-, represent the optimal cost function associated 
with aray {C&(V)}, q:,(v) = a;,(~) &Jv). Thus, (zl(t), t = 1, 2,...) provides 
the controller with no information as to the present state of the core process. 
The following proposition results. 
PROPOSITION 1. Let &(z)) = &Jv), for all j, k, , and 71. Then, I’,-, < 
L uniformly on X for all t. 
Proof. Trivially, r,, < r,,‘. Assume r,+,-, < PA-,-, . From Lemma 1 
and the concavity of rA-,-, , Ck V(k, x, a)I’,-,-,( T(k, x, w)) <ZIG v’(k, x, v) j< 
r;-,-,( T’(k , x, v)), uniformly in x and ~1. The result then follows directly 
from (1) and complete induction. Q.E.D. 
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Lower bounds. Let the optimal cost function rip, be associated with array 
(&.(-,)I, &.(v) = SilLl~jkZ(~). Thus, (xl(t), t = 1, 2,...) provides the controller 
with the present state of (sl(t), t = 0, l,...) exactly. The proof of the following 
Proposition, using Lemma 2, is essentially the same as the proof of Proposi- 
tion 1 and is therefore deleted. 
PROPOSITION 2. Let S, = Z, and ais, = ajlki,(v). Then, I’,“_, < Tn.-, 
uniformly on S for all t. 
CONCLUSIONS 
Two inequality results for concave functions have been used to determine 
bounds on the optimal cost associated with a vector version of the partially 
observed Markov optimization problem presented in [ 11. Simplified recursive 
equations for the determination of these bounds will be presented in the 
future. 
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