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Let A be an algebra. An element A ∈ A is called tripotent if A3 = A.
We study the questions: if both A and B are tripotents, then: Under
what conditions are A+ B and AB tripotent? Under what conditions
do A and B commute? We extend the partial order from the Hilbert
space idempotents to the set of all tripotents and show that every
normal tripotent is self-adjoint. ForA =Mn(C)wedescribe the set
of all finite sums of tripotents, the convex hull of tripotents and the
set of all tripotents averages. We also give the new proof of rational
trace matrix representations by Choi and Wu [2].
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let A,D be algebras. An element A ∈ A is called idempotent if A2 = A; and tripotent if A3 = A. Let
Aid = {A ∈ A : A2 = A}, Atr = {A ∈ A : A3 = A}.
Tripotent matrices have values in applications to digital image encryption [17].
We study the following questions: if both A and B are tripotents, then: Under what conditions are
A + B and AB tripotent? Under what conditions do A and B commute? We decompose any tripotent
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into the difference of twomutually orthogonal idempotents. This representation is unique.We extend
the partial order from the Hilbert space idempotents quantum logic to the set of all tripotents and
show that every normal tripotent is self-adjoint.
We say that a linear map φ : A → D preserves idempotents if φ(A) ∈ Did whenever A ∈ Aid.
Similarly, φ preserves tripotents if φ(A) ∈ Dtr whenever A ∈ Atr . We prove that any linear map that
preserves idempotents also preserves tripotents. The converse holds for unital algebras and maps
which preserve units. The large class of maps preserving idempotents was considered in [1].
We say that an element A ∈ A is a rational convex combination of tripotents if A = λ1A1+· · ·+λnAn
withλi non-negative rational numbers and Ai ∈ Atr , andλ1+· · ·+λn = 1.We say that A is average of
tripotents if A = (A1 +· · ·+An)/nwhere Ai ∈ Atr, i = 1, 2, . . . , n. We denote the set of all averages
of tripotents by averAtr . Let A be *-algebra and let Asa = {A ∈ A : A = A∗}, Apr = Aid ∩ Asa.
For A = Mn(C) we describe the following sets: the set of all finite sums of tripotents, convAtr and
averAtr . In contrast with the set convApr, the sets convAid and convAtr are not closed. We show that
everymatrix A ∈ Awith TrA ∈ Z is a finite sum of elements fromAtr . This result is similar to Theorem
1 of [3] which states that A ∈ A is a sum of projections if and only if A  0, TrA ∈ Z and TrA  rankA.
Recall that finite sums of elements ofApr,Aid andAtr∩Asa were considered in [3,7,9], respectively.
Survey [16] contains results on linear combinations, sums, convex combinations and/or averages of
operators from the classes of diagonal operators, unitary operators, isometries, projections, symme-
tries, idempotents and some other classes but does not contain results on tripotents. Thus our article
supplements the results given in the survey.
Here we give the new proof of rational trace matrix representations presented in Theorem 3.6 of
[2].
Finally, we pose three open problems.
2. Representation of tripotents
Let A be an algebra and let A, B ∈ Atr. It seems clear that
A + B ∈ Atr ⇐⇒ AB2 + B2A + A2B + BA2 + ABA + BAB = 0.
In particular, if AB = BA = 0, then A + B ∈ Atr. If A, B ∈ Aid, then A + B ∈ Aid ⇐⇒ AB = BA = 0.
Let A be an algebra with the unit I, and let P ∈ Aid\{0, I}. Then for tripotents A = −P and B = I
we have A + B ∈ Atr, but AB = BA = A = 0.
If A, B ∈ Atr and AB = BA, then AB ∈ Atr .
Problem 1. Find the sufficient and necessary condition on A, B ∈ Atr, such that AB ∈ Atr .
Example. Let A =M2(C), x ∈ C\{0}. Put
A =
⎛
⎝ 1 0
x 0
⎞
⎠ , B =
⎛
⎝ 0 x−1
0 1
⎞
⎠ .
Then A, B, AB, BA ∈ Aid, but AB = B = A = BA. Thus the commutativity of A and B from Atr is not
necessary for AB to belong to Atr .
The sufficient and necessary condition on A, B ∈ Aid for AB ∈ Aid is given in [5, Chapter II, Problem
241].
Proposition 1. Let A be an algebra. Then for every A ∈ Atr there exist P,Q ∈ Aid such that A = P − Q
and PQ = QP = 0. This representation is unique.
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Proof. Put
P = A + A
2
2
, Q = A
2 − A
2
.
Uniqueness. Assume that there exists another representation, i.e. A = P1 − Q1, P1,Q1 ∈ Aid and
P1Q1 = Q1P1 = 0. Then the equation (P−Q)2 = (P1 −Q1)2 implies P+Q = P1 +Q1. This equation
combined with P − Q = P1 − Q1 provides us with the equality P = P1. This completes the proof. 
Corollary 1. LetA be an algebra with the unit I. Then every A ∈ Atr can be represented as an arithmetical
mean of two involutions from A (i.e. B2 = I):
A = 1
2
(2P − I) + 1
2
(I − 2Q). (1)
Corollary 2. Let A be *-algebra. Then for A ∈ Atr we have.
A ∈ Asa ⇐⇒ P,Q ∈ Apr.
Indeed, we have P − Q = P∗ − Q∗.
Remark 1. It is clear that A ∈ Atr ⇐⇒ −A ∈ Atr . The difference P − Q of two idempotents in A is
the sum P + (−Q) of two tripotents. Therefore, the set of all finite sums of tripotents coincides with
the set spanZAid of all integral combinations of idempotents.
Proposition 2. Let A be an algebra, A, B ∈ Atr and A = P − Q , B = S − T be representations of
Proposition 1. Then the following conditions are equivalent:
(i) AB = BA;
(ii) PS = SP, PT = TP,QS = SQ ,QT = TQ .
Proof. (i)	⇒(ii). The equality P · AB · Q = P · BA · Q implies PSQ = PTQ . Then from equality
P · AB· = P · BAwe have
PB = PBP.
The equality Q · AB · P = Q · BA · P implies QSP = QTP. Then from equality AB · P = BA · P we have
BP = PBP.
Thus BP = PB. The equalities S · BP · T = S · PB · T and T · BP · S = T · PB · S imply SPT = TPS = 0.
Then the equalities S · BP = S · PB and BP · S = PB · S imply
PS = SP.
The rest of the proof is clear. 
Proposition 3. Let A,D be algebras, φ : A → D be a linear map. If φ preserves idempotents, then φ
preserves tripotents.
Proof. LetA ∈ Atr andA = P−Q be representations given in Proposition1.WehaveA2 = P+Q ∈ Aid
and φ(P), φ(Q), φ(P) + φ(Q) ∈ Did. Hence φ(P)φ(Q) + φ(Q)φ(P) = 0. Therefore, φ(P)φ(Q) =
φ(Q)φ(P) = 0 and φ(A) ∈ Dtr . 
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Remark 2. The linear map φ : A → A defined as φ(A) = −A (A ∈ A) preserves tripotents, but if
Aid = {0} then this map does not preserve idempotents.
Proposition 4. Let A,D be unital algebras, φ : A → D be a linear map with φ(IA) = ID . If φ preserves
tripotents, then φ preserves idempotents.
Proof. Let A ∈ Aid and φ(A) = P − Q be representations from Proposition 1. Then the tripotent
φ(IA − A) is a sum of idempotents ID − P and Q . We have (ID − P)Q = Q(ID − P) = Q . Hence
φ(IA − A) ∈ Did and φ(A) = ID − φ(IA − A) ∈ Did. 
Let us define the relation
P 1 Q ⇐⇒ PQ = QP = P
for P,Q ∈ Aid. Then (Aid,1) is a partially ordered set [10]. Let A, B ∈ Atr and A = P−Q , B = S−T
(see Proposition 1). Similarly we define the relation
A 1 B ⇐⇒ P 1 S and T 1 Q .
Then (Atr,1) is a partially ordered set. If A possesses the unit I then the greatest element is I and
the least one is −I. We have
A 1 B ⇐⇒ −B 1 −A, A, B ∈ Atr.
Let B = B(H), the algebra of all bounded linear operators on a Hilbert spaceH. If dimH  3, then
(Bid,1) is not a lattice but is an orthomodular poset [10].
Proposition 5. The restriction of1 to Btr ∩ Bsa coincides with the usual partial order on Bsa.
Proof. Let A, B ∈ Btr ∩ Bsa and A = P − Q , B = S − T (see Proposition 1). Then P,Q , S, T are
projections onH by Corollary 2.
If A 1 B, then P  S, T  Q and we have A  B.
If A  B, then PAP  PBP, so P  PSP − PTP and P  PSP. But P · S · P  P · I · P, so PSP = P. By
von Neumann theorem (see [6, a solution of Problem 96])
P = (PSP)n → P ∧ S as n → ∞
in the strong operator topology.Wedefine the projection P∧S (the infimumof P and S in the projection
lattice Bpr) as (P ∧ S)(H) = P(H) ∩ S(H). Thus P = P ∧ S  S and PS = SP = P. Similarly, we have
QT = TQ = T . Thus A 1 B. 
Corollary 3. If A ∈ Btr is normal (i.e., A∗A = AA∗), then A = A∗.
Proof. For P = A+A2
2
we have
P∗P = A
∗2A2 + A∗2A + A∗A2 + A∗A
4
= A
2A∗2 + AA∗2 + A2A∗ + AA∗
4
= PP∗.
Thus P is normal idempotent. So due to thewell-known fact [13, Theorem 12.14], P = P∗.Analogously,
Q = Q∗ for Q = A2−A
2
. 
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3. Representations via tripotents
In what follows A = Mn(C). Let us denote by Jij a standard set of matrix units in A, i, j =
1, 2, . . . , n. For P ∈ Aid we have TrP = rankP ∈ {0, 1, . . . , n}. Therefore, by Proposition 1 TrA ∈
{−n, . . . ,−1, 0, 1, . . . , n} for all A ∈ Atr . This fact is also a consequence of the following statements
(see [15]): if A ∈ Atr , then there exists a nonsingularmatrix S ∈ A such that A = S (Ip⊕−Iq⊕ 0) S−1,
where p + q = rankA.
For A = P − Q (see Proposition 1) by Corollary 2.2 of [14] we have
rankA = rankP + rankQ
and A is nonsingular if and only if rankP + rankQ = n, or equivalently
Ran(P) ⊕ Ran(Q) = Ran(P∗) ⊕ Ran(Q∗) = Cn.
Then Q = In − P and A is an involution.
Theorem 1. Every matrix A ∈ A with TrA ∈ Z is a finite sum of elements from Atr .
Proof. Letm = TrA ∈ Z. Assume thatm  0 (otherwise consider−A). Ifn = 1, thenAtr = {−1, 0, 1}
and A = m = ∑mk=1 1.
Let n  2, m = kn + r, r ∈ {0, 1, . . . , n − 1}, k ∈ Z, k  0 be the division with the quotient
k and the remainder r. Let P ∈ Aid, P = P∗ and rankP = r. Put
B = A − kIn − P.
We have TrB = 0. By [5, Chapter III, Problem 209] matrix B is unitarily equivalent to a matrix with
zero diagonal. Therefore, we can assume that bjj = 0 for all j = 1, 2, . . . , n. Let c ∈ C and i < j. Then
Jii + cJij ∈ Aid, (Jii + cJij) − (Jjj − cJij) ∈ Atr and it remains to note that
cJij =
[(
Jii + c
2
Jij
)
−
(
Jjj − c
2
Jij
)]
+ [Jjj − Jii], (2)
cJji = (cJij)∗. 
Note that Theorem 1 is also a consequence of the following result from [7]: A ∈ A is an integral
(respectively, positive) linear combination of idempotents if and only if TrA ∈ Z (respectively, A = 0
or TrA > 0).
Corollary 4. The set spanZAid is equal to {A ∈ A : TrA ∈ Z}. Hence, since the functional X −→ TrX is
continuous, this set is closed.
By Corollary 1, the set convAtr coincides with the convex hull of all involutions inA. We denote by
convQAtr the set of all rational convex combinations of tripotents in A.
Theorem 2. The following equalities hold:
(i) convAtr = {A ∈ A : TrA ∈ (−n, n)} ∪ {−In, In};
(ii) averAtr = convQAtr = {A ∈ A : TrA ∈ (−n, n) ∩Q} ∪ {−In, In}.
Proof. (i) The inclusion “⊂". Obviously, if A ∈ convAtr , then TrA ∈ [−n, n]. It suffices to prove the
statement for TrA = n (otherwise we consider −A). If A = ∑mk=1 λkAk, Ak ∈ Atr, λk  0, k =
1, 2, . . . ,m,
∑m
k=1 λk = 1, then TrAk = n for all k = 1, 2, . . . ,m. Therefore Ak = In for all
k = 1, 2, . . . ,m and A = In.
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The inclusion “⊃". Let α = TrA ∈ [0, n) (otherwise we consider −A). Every matrix is unitarily
equivalent to matrix with the constant diagonal [5, Chapter III, Problem 209], so we assume that
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
β a12 . . . a1n
a21 β . . . a2n
. . . . . .
an1 an2 . . . β
⎞
⎟⎟⎟⎟⎟⎟⎠
with β = α/n. It suffices to write the representation
A = βIn + 1 − β
2(n2 − n)
n∑
i,j=1; i =j
2(n2 − n)
1 − β aijJij (3)
and to apply formula (2) to each term of the form 2
(n2−n)
1−β aijJij .
(ii) The inclusion “⊂" of the first identity is clear. The inclusion “⊂" of the second identity follows
from (i). The inclusion “⊃" in the first equality is similar to that of Lemma 2 [4]. The inclusion “⊃" in
the second equality follows from (3), since β ∈ Q. Theorem 2 is proved. 
We have convAid = {A ∈ A : TrA ∈ (0, n)} ∪ {0n, In} by Theorem 5.7 [16]. In this case, it would
be sufficient to take only five idempotents to form this convex combination.
Problem 2. What is the minimal number of tripotents needed for the representation of the arbitrary
convex combination of tripotents?
Since the functional X → TrX is continuous, we have
Corollary 5. If n  2, then the sets convAid and convAtr are not closed.
In fact, for allm ∈ Nwe have
(1 − m−1)In + J1n ∈ convAid, but In + J1n /∈ convAtr.
Corollary 6. We have the equality of closures of sets
averAtr = convAtr = {A ∈ A : TrA ∈ [−n, n]}, convAid = {A ∈ A : TrA ∈ [0, n]}.
LetC1 = {z ∈ C : |z| = 1}.
Lemma 1. For each c ∈ C, |c|  4 there exist α, δ ∈ C1 such that c = 2α + 2δ.
Proof. If c = 0, we take α ∈ C1 and δ = −α. For |c| =4 we put α = δ = c/4. If 0 < |c| < 4, then we
join the point c ∈ Cwith the point 0 ∈ C and draw perpendicular to “segment” [0, c] = ∪0t1{tc}
from the point c/4. The intersection points of this perpendicular with C1 are exactly the unknown
α, δ. Lemma is proved. 
Theorem 3. We have
{A ∈ Asa : TrA ∈ Z} = spanZApr.
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Proof. Let c ∈ C, δ ∈ C1, 0  t  1 and f (t) =
√
t − t2. For 1  i < j  nwe set
Dij(c) = cJij + cJji,
Pij(δ, t) = tJii + δf (t)Jij + δf (t)Jji + (1 − t)Jjj. (4)
Then Pij(δ, t) ∈ Apr and
Dij(δ) = Pij
(
δ,
1
2
)
− Pij
(
−δ, 1
2
)
∈ Atr ∩ Asa. (5)
Let c, α, δ be as in Lemma 1. Then
Dij(c) =
[
Pij
(
δ,
1
2
)
− Pij
(
−δ, 1
2
)]
+
[
Pij
(
α,
1
2
)
− Pij
(
−α, 1
2
)]
(6)
for all 1  i < j  n.We recall that each integer combination of projections is a finite sumof elements
ofAtr ∩ Asa. If A ∈ Asa and TrA ∈ Z, then by adding or subtracting a finite number of projections, we
can assume that TrA = 0.
Without loss of generality, we assume that ajj = 0 for all j = 1, 2, . . . , n [5, Chapter III, Problem
209]. Then we apply either formula (5) or (6) to the right-hand side of the equality
A = ∑
{(i,j):1i<jn}
Dij(aij). 
Let Asym = {A ∈ Asa : A2 = In}. It follows from (1) that
conv(Atr ∩ Asa) = convAsym.
By the classical Minkowski Theorem [11], a convex compact set coincides with the convex hull of
its extreme points. In the case where the set is Asa1 = {A ∈ Asa : ‖A‖  1} the set of extreme points
is extrAsa1 = Asym.
Here we give a constructive proof of Minkowski Theorem, i.e. equality
convAsym = Asa1 .
By the Spectral Theorem we can represent A ∈ Asa1 in the form
A =
m∑
k=1
λkPk,
where λk ∈ [−1, 1], Pk ∈ Apr, PkPj = 0 and λk = λj for k = j, k, j = 1, 2, . . . ,m. Without loss of
generality, we assume that
|λ1|  |λ2|  · · ·  |λm|.
Let Qk = signλk · Pk, k = 1, 2, . . . ,m. Recall that
sign c =
⎧⎪⎨
⎪⎩
−1, if c < 0;
0, if c = 0;
1, if c > 0.
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We set
Rj =
j∑
k=1
Qk,
then Rj ∈ Atr ∩ Asa and RjA = ARj, j = 1, 2, . . . ,m. We have
A =
m∑
k=1
|λk|Qk = |λm|Rm + (|λm−1| − |λm|)Rm−1
+(|λm−2| − |λm−1|)Rm−2 + · · · + (|λ1| − |λ2|)R1 + (1 − |λ1|) · 0 (7)
and, by formula (1), A ∈ convAsym.
The affine map Φ : A → A preserves the convex hull of the set X ∈ A :
Φ(convX) = convΦ(X),
see [8, Chapter I, Lemma 5.1]. The set A
+
1 = {A ∈ Asa1 : A  0} is isomorphic to Asa1 under the affine
map A ↔ 2A − In, so Apr is isomorphic to Asym. The following statement gives the new proof of part
of Theorem 3.6 [2].
Theorem 4. We have
{A ∈ Asa1 : TrA ∈ Q} = convQAsym.
Proof. The statement is clear for n = 1.
Let n  2,
A = diag(a1, . . . , an) ∈ Asa1 , a = a1 + · · · + an ∈ Q.
We can assume that a  0, otherwise we consider −A. If a1, . . . , an ∈ Q, then we apply representa-
tion (7). Without loss of generality we assume that
{a1, . . . , an} ∩ {−1, 1} = Ø.
Step 1. First, consider the case where |ak| < n−2 for all k = 1, 2, . . . , n. Then a < n−1 and the
estimate
|bk| < n · n
−2 + n−1
n − n−1 · (n − 1) =
2
n + 1 , k = 1, 2, . . . , n (8)
holds for
bk = (nak − a)(n − 1)
n − a .
We have
A = a
n
In + n − a
n(n − 1)B,
where B = diag(b1, . . . , bn−1,−b1 − b2 − · · · − bn−1). Let
Bk = bkJkk − bkJnn,
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k = 1, 2, . . . , n − 1; then
B =
n−1∑
k=1
Bk.
By (8) the numbers
1±bk
2
belong to the interval [0, 1]. So the operator Pkn
(
1±bk
2
)
is a projection (see
(4)). We have A ∈ convQAsym, since
Bk = Pkn
(
1,
1 + bk
2
)
− Pkn
(
1,
1 − bk
2
)
, k = 1, 2, . . . , n − 1.
Step 2.Wenow consider the general case. Let us representmatrix A as rational convex combination
A = λD + (1 − λ)R,
whereD = diag(d1, . . . , dn)meets the conditions of Step 1, R = diag(r1, . . . , rn)with rk ∈ [−1, 1]∩
Q for all k = 1, 2, . . . , n. In order to obtain this representation we choose numbers c1, . . . , cn ∈ R
and λ ∈ (0, 1] ∩Q so that the following conditions hold:
(1) sign ck = sign ak; (2) ak + ck = rk; (3) − n−2 < rk − λ−1ck < n−2
for all k = 1, 2, . . . , n. Obviously, if ai = 0 then ci = 0. We present the choice of c1, . . . , cn and λ as
follows: without loss of generality we assume that
1 > |a1|  |a2|  · · ·  |an|.
Now for k = 1 we fix the numbers c1 and λ so that conditions (1)–(3) hold. Then we choose the
numbers c2, . . . , cn one after another in order to meet these conditions. We can choose the numbers
such that |c1|  |c2|  · · ·  |cn|. We use density of the setQ inR. We have
dk = ak − (λ−1 − 1)ck ∈ (−n−2, n−2)
for all k = 1, 2, . . . , n. Since by (7) R is a rational convex combination of symmetries we obtain
TrD = λ−1TrA + (λ−1 − 1)TrR ∈ Q. 
It is shown in [12] that every n× nmatrix over a field of characteristic zero is a linear combination
of three idempotent matrices.
Problem 3. Is every complex matrix a linear combination of two tripotent matrices?
By Corollary 2 of [12] the answer to the problem is positive for all k × k matrices, k  3.
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