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Abstract
Truncated densities are probability density functions defined on truncated domains.
They share the same parametric form with their non-truncated counterparts up to
a normalization term. Since the computation of their normalization term is usually
infeasible, unnormalized models are used for parameter estimation. Score Matching
is a powerful tool for fitting parameters in unnormalized models. However, it cannot
be straightforwardly applied here as boundary conditions used to derive a tractable
objective are usually not satisfied by truncated distributions. In this paper, we study
parameter estimation for truncated probability densities using generalized SM. The
choice of the weight function in generalized SM is critical to provide a computationally
tractable and statistically preferable estimator even for complicated boundaries. As to
the weight function, we use the distance function that is defined as the distance from a
point in the domain to the boundary of the domain. We show the consistency of the
proposed method as well as its link with the minimum Stein discrepancy estimator.
The usefulness of our method is demonstrated by numerical experiments and real-world
experiments.
1 Introduction
In many applications, the window of observation is limited and instead of a “full picture”, we
can only observe a truncated dataset. For example, a police department can only monitor
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crimes up to the city boundary despite the fact that crimes do not stop at an artificial
border. Additionally, geolocation tracking data can only be observed up to the coverage of
mobile signal. Thus this form of dataset is a skewed representation of actual activities. In
many cases, truncation boundaries can be very complex. For example, the boundary of the
city of Chicago is a complex polygon (see Figure 4 in Section 6), which cannot be easily
approximated by a bounding box or circle.
The key challenge of estimating parameters in truncated densities is that the normalization
term is not usually accessible, as the normalization takes place in a irregular bounded domain
in Rd. This creates a computational issue since the classic Maximum Likelihood Estimation
(MLE) requires the evaluation of such a normalization term.
Recent years have seen a new class of estimators, called Score Matching (SM) [8, 9, 13] rise
in popularity. They estimate parameters by minimizing the Fisher-Hyvärinen divergence [13].
The divergence is defined using the gradients of log model density and log data density which
are taken with respect to the input variable, so the normalization term is eliminated and is
not involved in the estimation procedure. Thus SM is a natural candidate for estimating
truncated density models.
The original SM does not work on truncated models. This is because the regularity
condition used to derive the tractable objective function is not satisfied. [9, 19] proposed the
generalized SM to handle the distributions on the positive orthant Rd+. In the generalized SM,
the weight function is introduced so that the boundary condition is satisfied in order to induce
the tractable objective function. Promising results have been observed on high-dimensional
non-negative graphical model structure estimation [19]. When the density is truncated in a
dimension-wise manner with a lower and upper bound, this problem is known as a doubly
truncated distribution estimation [17, 16]. Though some works have tackled the problem
of estimating truncated multivariate Gaussian densities [4, 5], few work has been done for
estimating a wide range of density models with complicated truncation domains.
In this paper, we study the parameter estimation for the truncated probability densities
using the generalized SM method. We show that by using an appropriate weight function,
that is, the distance from a point in the domain to the boundary of the domain, yields a
statistically consistent estimator of truncated density models. This weight function can be
easily computed for many complicated domains. We also show that this choice of weight
function naturally rises from the “Maximum Stein Discrepancy principle”. The usefulness of
our method is demonstrated by the data analysis using numerical and the Chicago crime
dataset.
2 Problem Formulation
Denote a probability density function over the domain V ⊂ Rd as pθ(x),x ∈ V with the
parameter θ. Without loss of generality, we can write pθ(x) := p¯θ(x)/ZV (θ), where p¯θ is an
unnormalized model and ZV (θ) is the normalization term defined by ZV (θ) :=
∫
V
p¯θ(x)dx so
that pθ(x) is integrated to 1 over its domain V . The domain may be a complicated bounded
domain e.g., a polytope in Rd. In such cases, ZV (θ) may not have a closed form and cannot
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be easily evaluated. In an example given in Section 6.1, p¯θ is the unnormalized Gaussian
mixture model on R2 and V ⊂ R2 is a polygon.
Our task is a classic statistical model estimation problem: Suppose that V is given,
we want to estimate the parameter θ in pθ(x) using Xq = {xi}ni=1, which is the set of i.i.d.
samples from a data generating distribution Q with an unknown probability density function
q(x),x ∈ V . In this work, we do not assume that the statistical model pθ contains the data
generating probability q, i.e., we will deal with the misspecified case. The challenge comes
from the fact that we need to obtain the estimator of θ using only the unnormalized density
model p¯θ(x) as it is not straightforward to calculate ZV (θ) for a complicated V . Therefore,
MLE is not feasible. A popular tool for estimating unnormalized densities is Score Matching
(SM) [8]. We introduce SM and its extension [19] then explain why it cannot be readily used
for estimating complicated truncated densities.
Notation: The finite set {1, . . . , d} for a positive integer d is denoted by [d]. Let 〈·, ·〉 be the
standard inner product, and the Euclidean norm of the vector a is denoted as ‖a‖ = √〈a,a〉.
Let ∂k for k ∈ [d] be the partial differential operator ∂∂xk and ∇x be (∂1, . . . , ∂d) to the function
f(x) for x ∈ Rd. The gradient operator w.r.t. the parameter θ ∈ Θ ⊂ Rr of the statistical
model pθ is denoted by ∇θ = ( ∂∂θ1 , . . . , ∂∂θr ). For the random variable x ∼ q, Eq[f(x)] stands
for the expectation of f(x) w.r.t. the probability density q(x).
3 Score Matching and Its Generalization
In this section, we introduce the classic SM [8] and one of its variants [19].
Definition 1. The Fisher-Hyvärinen (FH) divergence [13] between q and pθ is defined as:
FH(q, pθ) := Eq[‖∇x log pθ(x)−∇x log q(x)‖2].
Suppose q(x) > 0 on Rd. Then, the FH divergence is non-negative and it vanishes if and
only if pθ(x) = q(x) almost surely. When a density model pθ(x) is defined on V = Rd, SM
finds an estimate of θ by minimizing FH(q, pθ) over the parameter space θ ∈ Θ ⊂ Rr, i.e.,
θSM := argmin
θ
FH(q, pθ) = argmin
θ
Eq
[‖∇xlog pθ‖2]− 2Eq [〈∇xlog pθ,∇xlog q〉] + C, (1)
where C is a constant independent of θ and we now abbreviate pθ(x) and q(x) as pθ and q
wherever appropriate. The key advantage of SM is that the normalization term ZV (θ) is not
required when evaluating (1) as ∇x log pθ(x) = ∇x log p¯θ(x). Thus, SM is widely used for
estimating “unnormalizable” statistical models.
Unfortunately, (1) is not tractable as we cannot directly evaluate the second term of (1)
without access to ∇xlog q. Using the integration by parts rule, however, we find that the equal-
ity, Eq[〈∇xlog pθ,∇xlog q〉] = −
∑d
k=1 Eq[∂2klog pθ], holds under the smoothness condition of
log pθ(x) and log q(x) w.r.t x and the boundary condition lim|xk|→∞ q(x)∂k log pθ(x) = 0 for
all k ∈ [d]. Many density functions defined on Rd, such as multivariate Gaussian or Gaussian
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mixture, satisfy these conditions. See [8, 9] for details. Thus (1) can be re-written as
θSM := argmin
θ
Eq[‖∇x log pθ‖2] + 2
d∑
k=1
Eq[∂2klog pθ], (2)
where ∇xlog q does not explicitly appear and expectations can be approximated by the
empirical mean over the observed samples Xq.
When pθ(x) is defined on the truncated subset in Rd such as the positive orthant Rd+,
the boundary condition required to apply the integration by parts rule no longer holds in
general (see Lemma 1 for details). To estimate parameters of density functions on the positive
orthant, [9, 19] introduced the generalized SM:
θGSM := argmin
θ
FHg(q, pθ) := argmin
θ
Eq[‖g1/2 ◦ ∇x log pθ − g1/2 ◦ ∇x log q‖2] (3)
where g(x) := [g1(x), . . . , gd(x)] ∈ Rd is a non-negative valued, continuously differentiable
function with g(0) = 0, g1/2 is the element-wise square root operation applied on each
dimension of g and ◦ is element-wise product. An example of g is gk(x) = xk,∀k ∈ [d] for
x ∈ Rd+.
The following lemma can be used to derive the tractable objective function from (3).
Lemma 1. Suppose that log q(x) and g(x) are continuously differentiable and that log pθ(x)
is twice continuously differentiable w.r.t. x on Rd+. Furthermore, we assume the boundary
condition, lim|xk|→0+,|xk|→∞ gk(x)q(x)∂k log pθ(x) = 0 for k ∈ [d]. Then,
Eq[〈∇x log pθ ◦ g,∇x log q〉] = −
d∑
k=1
Eq[∂k(gk∂k log pθ)].
The proof is found in [19]. Using Lemma 1, the generalized SM (3) has the tractable
expression,
θˆGSM := argmin
θ
Eq[‖g ◦ ∇klog pθ‖2] + 2
∑
k
Eq[∂k(gk∂k log pθ)] + C
where C is a constant independent of θ. One can replace the expectation with the empirical
mean over Xq to obtain an unbiased estimator of the above objective function. It is straight-
forward to modify the generalized SM so that it works for doubly truncated distributions.
E.g., gk(x) = min{xk−ak, bk−xk} can be used to estimate truncated densities on the product
space
∏d
k=1(ak, bk).
It’s worth pointing out that Lemma 1 is just a specification of the divergence theorem such
as Green’s theorem or Stokes’ theorem which usually deals with a bounded V . Recently, [14]
studied an SM objective based on Stokes’ theorem, for estimating densities on Riemannian
manifold. [2] proposed a generalization of SM using Stein operators [3, 11].
In this paper, we are interested in estimating a density model defined on a generic,
bounded open domain V whose boundary is ∂V . It is natural to think if we can similarly
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design a weight function g taking 0 at ∂V , an analogue to Lemma 1 would hold thus give us
a tractable form of the estimator. In the following section, we show that the simple choice
gk = g0 := minz∈∂V ‖x−z‖,∀k, i.e., the distance from x to the truncation boundary, induces
a tractable score matching objective function and such a choice naturally arises from the
Stein Discrepancy [11, 3].
4 Generalized Score Matching for Truncated Densities
4.1 Tractable Objective Function
In what follows, let us denote log pθ(x) as `θ(x). Expanding the squared term in (3), we
arrive to the following truncated SM objective:
θˆ := argmin
θ
FHg(q, pθ) = argmin
θ
d∑
k=1
Eq[gk(∂k`θ)2]− 2
d∑
k=1
Eq[gk(∂k`θ)(∂k log q)]︸ ︷︷ ︸
M(θ)
+C (4)
where C is a constant independent of the parameter θ. If we let gk = g0, classic Green’s
theorem or Stokes’ theorem used in Lemma 1 cannot be applied to derive a tractable objective
anymore as the g0 is not differentiable everywhere. See the supplementary materials [12] for
more details.
However, there exists an extension of Green’s theorem of weakly differentiable functions.
Theorem 1 (Extended Green’s Theorem, Proposition 6.6.1 in [1]). Let H1(V ) be the Sobolev-
Hilbert space with the first order defined on V . For the Lipschitz domain V ⊂ Rd, suppose
f1, f2 ∈ H1(V ),∫
V
f1(x)∂kf2(x)dx =
∫
∂V
f1(x)f2(x)νkds−
∫
V
f1(x) · ∂kf2(x)dx, k ∈ [d],
where (ν1, . . . , νd) is the unit outward normal vector on ∂V and ds is the surface element on
∂V .
Figure 1: a 1-D slice V (x\k)
of a 2-D domain V .
The details of this theorem are shown in [12]. Now we can
use Theorem B.5 to derive a tractable form of (4) for functions
in H1(V ). First, we define a few notations: Given a vector
x, let xk denote the k-th element of x, and the remaining
part of the vector x is denoted as x\k. A one dimensional
“slice” of V along the coordinate xk is denoted by V (x\k), i.e,
V (x\k) :=
{
xk ∈ R | (xk,x\k) ∈ V
}
and ∂V (x\k) represents the
boundaries of V (x\k). See Figure 1 for an illustration.
Theorem 2. Suppose limxk→∂V (x\k) q(x)gk(x)∂k`θ(x) = 0,
∀k ∈ [d], and q, gk∂k`θ ∈ H1(V ), where the limit xk→ ∂V (x\k)
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takes any point sequence converging to a point in ∂V (x\k) into account. We assume that
V (x\k) is the Lipschitz domain for arbitrary x ∈ V and k ∈ [d]. Then, Theorem B.5 leads to
M(θ) =
∑
k
Eq
[{
(∂k`θ)
2 + 2∂2k`θ︸ ︷︷ ︸
=:Ak(x;θ)
}
gk + 2∂k`θ︸ ︷︷ ︸
=:Bk(x;θ)
∂kgk
]
. (5)
The proof of the above theorem can be found in [12]. Theorem 2 is stated for a generic gk
and now let us check for gk = g0. We can see that g0 is indeed weakly differentiable and is in
Soblev space:
Lemma 2. g0 ∈ H1(V ).
The proof can be found in [12]. Due to Lemma 2, we know the assumption g0∂k`θ ∈ H1(V )
in Theorem 2 holds as long as ∂k`θ ∈ H1(V ), which is a reasonable assumption on the log
density model `θ. From now on, we refer to the generalized SM with gk = g0 as the TruncSM.
Let mθ(x) :=
∑
k{Ak(x;θ)gk(x) +Bk(x;θ)∂kgk(x)}, where Ak and Bk are defined in (5).
Then, M(θ) can be approximated by the empirical mean Mn(θ) = 1n
∑n
i=1mθ(xi). Then θ̂n,
the minimizer of Mn(θ) s.t. θ ∈ Θ ⊂ Rr is an M-estimator [18] with the estimation function
mθ(x).
4.2 Truncated Score Matching Objective as Maximum Stein Dis-
crepancy
Now we show that g0 naturally arises from the Maximum Stein Discrepancy principle [3, 11].
Definition 2. Given an f : Rd → Rd, a Stein operator is defined as Tpf :=
∑
k(∂k log p) ·
fk + ∂kfk, where p is a probability density function and Sp := {f |Ep[Tpf ] = 0} is called a
Stein class of p. The Maximum Stein Discrepancy [3, 11] is defined as maxf∈Sq Eq [Tpθf ].
Let us generalize g0 = infz d(x, z), where d is a metric or distance function.
Theorem 3. Let F be a function class such that ∀f ∈ F , [∫ ‖f(x)‖2q(x)dx] 12 ≤ 1 and
f = h · g, where h : V → Rd is a smooth function and g ≥ 0 : V → R is a L-Lipschitz
function w.r.t. a metric function d(·, ·) and satisfies g(x) = 0, ∀x ∈ ∂V , then F is a Stein
class of a smooth density q defined on V . Moreover, if ∂k` is smooth w.r.t. θ for all k, we
have maxf∈F Eq [Tpθf ] =
√
L · FHg0(q, pθ).
The proof can be found in [12]. This is a specification of Theorem 2 in [2]. In our proof,
we show how our specific choice of g0 rises from the choice of f . Theorem 3 shows that
minimizing the TruncSM objective is equivalent to minimizing a Stein discrepancy. Density
estimators which minimize this discrepancy have been shown to be effective and robust [2].
Moreover, this result also suggests that we can choose a different metric d based on topologies
of different truncation domains. This will be verified in Section 6.2.
We show how a “capped” g can be motivated by choosing a different family for the g in
Theorem 3.
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Corollary 1. Replace g in f with an L-Lipschitz function upper-bounded by 1, then
√
FHgc(q, pθ) =
maxf∈F Eq [Tpθf ], where gc = min(1, c · g0), where c = L.
The proof can be found in [12]. In [19], the authors propose to use a weight function
gk = min(1,x) for estimating density functions defined on the positive orthant. This weight
function is the special case of gc when V is the entire positive orthant. We refer to gc as
a “capped weight function” and will study its theoretical and numerical properties in the
following sections.
4.3 Computation of g0
An advantage of the distance function is that the computation of g0 and its gradient is feasible
for properly defined V . For example, if V and ∂V are expressed by V = {x ∈ Rd|u(x) < 0}
and ∂V = {x ∈ Rd|u(x) = 0} using a function u : V → R, evaluating g0(x) can be turned
into the optimization problem: g0(x) = minz{‖x− z‖ |u(z) = 0}. In addition, the gradient
of g0(x) is given by ∇xg0(x) = (x − x˜)/‖x − x˜‖, in which x˜ is the minimum solution of
minz∈∂V ‖x− z‖.
Note we only need to evaluate g0 and ∂kg0 exactly once for all x ∈ Xq before estimating
θˆn, as g0 is independent of θ. In contrast, if one uses Monte Carlo methods (e.g. [10])
to approximate the normalizing constant Z(θ) in MLE, they are required to update Z(θ)
throughout the entire optimization procedure. Moreover, some algorithms designed for
multivariate Gaussian densities such as the ones proposed in [4, 5] do not require exhaustive
sampling. However, they do require evaluating a membership oracle (if x ∈ V or not)
many times over the course of optimization. In high dimensional space, the evaluation of
a membership function can also be complicated if not as complicated as calculating g0. In
[12], we present efficient numerical methods for computing the distance function defined over
convex polytopes or polygons with computational cost O(np) and O(nT ), where p is number
of polygonal vertices and T is number of faces of polytope.
5 Estimation Error Bound and Choice of g
In this section, we study the statistical accuracy of the estimator (4) over a truncated domain
and reveal its relationship with the weight function g. There have been studies on the
asymptotic accuracy of SM in [19, 2]. However, it is hard to determine the preferable weight
function in the estimator from the asymptotic variance due to the complicated expressions.
5.1 Non-Asymptotic Bound of Estimation Error
In this work, we focus on the non-asymptotic error bound of SM-based estimators. Define
θ0 ∈ Θ ⊂ Rr as the minimizer of M(θ) over Θ. Suppose that
Cg‖θ − θ0‖2 ≤M(θ)−M(θ0) (6)
7
for every θ ∈ Θ, where Cg is a positive constant depending on g such that Cαg = αCg holds
for any α > 0. An example of Cg is presented in the next subsection.
Theorem 4 (Theorem 13.1 of [7]). Suppose that there exists the function φn(u) that satisfies
E
[
supθ:‖θ−θ0‖≤u(Mn(θ)−Mn(θ0))− (M(θ)−M(θ0))
] ≤ φn(u) for every u > 0. We assume
that there exists α ∈ (0, 2) such that φn(cu) ≤ cαφn(u) for all c > 1 and u > 0. Assume the
inequality (H.12). Then, for any positive integer K and any positive sequence δn depending
on the sample size n, we have
P{‖θ̂n − θ0‖ > 2Kδn} ≤ C0
Cg
φn(δn)
δ2n
∑
j>K
2j(α−2),
where Cg is the constant in (H.12) and C0 is an another constant independent of g.
Choosing δn such that lim
n→∞
δn = 0 and supn φn(δn)/δ2n <∞, we have ‖θ̂n − θ0‖ = Op(δn).
In order to evaluate the estimation accuracy, we need to compute φn in Theorem H.6. The
upper bound φn is closely related to the uniform bound of empirical processes mθ(x) −
mθ0(x), θ ∈ Θ. The covering number of the parameter space Θ determines the behavior of
the empirical process. Details can be found in [12].
Eventually, for any δ > 0 and n, the non-asymptotic estimation accuracy is given by
P
{
‖θ̂n − θ0‖ ≤ δ√
n
}
≥ 1− C0
δ
G(g), (7)
where G(g) is a constant defined for two cases below. Let dA(x) and dB(x) be functions
satisfying supθ maxk ‖∇θAk(x;θ)‖ ≤ dA(x) and supθ maxk ‖∇θBk(x;θ)‖ ≤ dB(x).
Case (a) : G(g) = 1
Cg
√∑
k
(
E[g2k] + E[(∂kgk)2]
)
if supx∈V |dA(x)|+ supx∈V |dB(x)| <∞.
Case (b) : G(g) = 1
Cg
√∑
k
(√
E[g4k] +
√
E[(∂kgk)4]
)
if Eq[|dA|4] + Eq[|dB|4] <∞.
Note that G(αg) = G(g) for any α > 0. For the truncated density functions, the boundedness
condition in (a) is valid under a mild assumption for the model pθ(x). When pθ(x) goes to 0
as x→ ∂V , we need to replace the boundedness condition in (a) with a moment condition in
(b).
5.2 Weighting by Capped Distance Function
A reasonable criterion for choosing g is to minimize G(g) in (7). Suppose that there exists
θ0 ∈ Θ such that q(x) = pθ0(x). Let U be an open subset of V . As shown in [12], we have
M(θ)−M(θ0) ≥ min
x∈U,k∈[d]
{gk(x)}ρ2U(θ,θ0),
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where ρ2U(θ,θ0) is defined as
∫
U
∑
k{∂k log pθ(x) − ∂k log pθ0(x)}2pθ0(x)dx. Suppose the
common assumption that the set {x ∈ V | pθ(x) = pθ0(x)} is measure zero unless θ = θ0
holds. Then, ρ2U(θ,θ0) = 0 if and only if θ = θ0. Furthermore, when the Hessian matrix of
ρ2U(θ,θ0) is smooth and uniformly positive definite for θ ∈ Θ, ρ2U(θ,θ0) is bounded below
by ‖θ − θ0‖2 up to a constant multiplication. Then, Cg = minx∈U,k∈[d]{gk(x)} meets the
condition (H.12) if Cg > 0.
Let us define U by U = {x ∈ V | g0(x) > η} for a positive constant η using the
distance function g0. Suppose that U is not empty. Below, we compute G(g) under the
Case (a). In particular, we investigate the property of the capped distance function defined
by gc(x) = min{1, c · g0(x)} for c ≥ 1/η. Note that gc(x) = 1 on U .
Let us define p0(z) as the probability density of Z = g0(X) under X ∼ Q. For simplicity,
we assume that for 0 < z ≤ η, bzβ ≤ p0(z) ≤ b′zβ with β > −1 where b and b′ are positive
constants. The constraint β > −1 is required so that p0(z) is a probability density. For z > η,
no assumptions are made on p0(z). When q(x) > 0 as x→ ∂V , typically β is close to zero
as p0(z) is bounded by constants. In this case, the boundedness of dA and dB holds under
a mild assumption on the truncated model pθ. For example, let us consider the uniform
distribution q(x) on the unit open ball V ⊂ Rd. Then, the density p0(z), z ≥ 0 is proportional
to (1− z)d−1 and b ≤ p0(z) ≤ b′ holds for small positive z.
For g = (gc, . . . , gc), let us evaluate G(gc) =
√
dE[g2c ] + E[‖∇xgc‖2]/minx∈U{gc(x)}. A
brief calculation shown in [12] yields that the order of (G(gc))2 is Θ(1− 1/cβ+1 + 1/cβ−1). For
β < 1, a large c is certainly not preferable, since G(gc)→∞ as c→∞. Hence, one needs to
choose a small c. If c is small, gc is almost equivalent to c · g0(x). Moreover, letting gk = c · g0
will yield the same result as gk = g0 when solving (4): c is simply a constant multiplied to
our objective.
6 Numerical and Real-world Data Analysis
6.1 Illustrative Example and Computation Time
In the first experiment, samples are generated from a Gaussian mixture on R2, with Gaussian
centers at µ1 = [2, 2],µ2 = [−2, 2],µ3 = [−2,−2],µ4 = [2,−2]. The pre-truncated dataset
can be seen in Figure 2 as black dots. We limit our observation window to be a green polygon
region in the middle, thus only samples inside the green polygon (blue points in Figure 2) can
be observed. The task is to find all four centers of the data generating mixture using only
blue points. We generate 10000 samples and only 1417 within the truncation boundary can be
used for parameter estimation. Our unnormalized model is the Gaussian mixture distribution
defined on the polygon with four unknown means and the unit variance-covariance matrix:
p¯θ1,...,θ4(x) =
∑4
i=1N (x;θi, I2).
As the boundary ∂V of the non-convex domain V in R2 consists of line segments, the
numerical algorithm in [12] is available to compute g0 and ∇xg0 efficiently. We compare with
a rejection sampling MLE method (RJ-MLE) which uses rejection sampling to approximate
Z(θ). In this experiment, 500000 particles are used to approximate Z(θ). The estimated
9
Figure 2: Left & center: TruncSM vs. RJ-MLE. Right: Estimation error using Mahalanobis
distance vs. Euclidean distance. Errorbars mark the standard deviation on center and right
plots.
Figure 3: Performance of capped gc as V enlarges. b is the scaling multiplier of polygon
vertices.
mixture centers are plotted as green dots (RJ-MLE) and red dots (TruncSM). It can be seen
that both methods give estimates close to the true mixture centers. However, the computation
time of TruncSM and RJ-MLE are 0.36s vs. 3.3s.
To further investigate the computation time between TruncSM and RJ-MLE, we study
the estimation accuracy and computation time against the number of particles used for
rejection sampling by RJ-MLE. From Figure 2, we can see that RJ-MLE can indeed achieve
a slightly better performance than TruncSM if more particles are used to better approximate
Z(θ). However, such a slight improvement of performance comes with a significant penalty
in computation cost. We also expect the computation cost would worsen as d increases.
6.2 Choice of Weight Function
Euclidean vs. Mahalanobis distances We now explore the impact of choosing different
distance metrics for the weight functions g0 over different truncation domains. We draw
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Xq from a 2 dimensional Normal distribution N ([.5, .5], I). The truncation domain is
V := {x ∈ Rd|
√
x>Σ−1x < 1},Σ :=
[
1 −σ
−σ 1
]
. Given an unnormalized model p¯(x;θ) :=
exp(−‖x − θ‖2/2), we estimate θ using TruncSM with two different distances: Euclidean
distance and Mahalanobis distance with covariance matrix Σ. The estimation errors ‖θ0− θˆ‖
are presented in the right plot of Figure 2. It can be seen that although estimation using
both types of distances sees the reduction of estimation errors as n increases, the estimator
using Mahalanobis distance has a significantly lower estimation error compared to the one
which uses Euclidean distance at all sample sizes. By increasing the strength of the (negative)
correlation of the normal distribution (σ), the performance gap between Mahalanobis and
Euclidean distance grows wider and wider. This is not surprising as the choice of Mahalanobis
distance reflects the proper geometry of the truncation domain. This implies that choosing
distance functions in g that best describes the characteristics of the truncation domain can
be beneficial.
See [12] for a comparison between `1 and `2 distances on a hemi-`1 ball truncation domain.
Capped weight function gc Finally, we investigate the performance of a capped weight
function: gc := min(1, c · g0(x)), c > 0. It can be seen that when c is small, gc will never be
capped, thus it is equivalent to g0 after multiplying a constant, which does not affect the
estimator. In this experiment, two different truncation domains are used: a single rectangle
and two disjoint rectangles. 1600 samples are drawn from a normal distribution N ([.5, .5], I).
We monitor the performance of TruncSM using gc as the weight function as V grows in size.
We measure the growth of V using a scaling factor b (see [12] on how polygons are re-scaled).
Figure 3 shows that as the area of V grows, g(x) becomes capped for more and more samples
in our dataset. This is expected as the boundary stretches, fewer and fewer points are adjacent
to the boundary. In the left plot, we can also observe that the performance gap between
c = .1 and c = 10, 100 widens then shrinks: If the truncation domain is small, not many
samples are included in the truncation domain. Thus algorithms with all choices of c would
suffer. However, as the truncation boundary grows, the difference starts to show: TruncSM
with a smaller c has a better performance as we analyzed in Section 5.2. However, as V
grows beyond a certain point, the dataset essentially becomes non-truncated, and TruncSM
using large c reduces to a classic SM since gc are always capped at 1. At this time, TruncSM
with all choices of c are consistent estimators of θ and we see TruncSM with different values
of c converges to the same level of performance. The right plot shows a similar story but
estimation error with different c converge to different levels as V enlarges: V never covers
the center of our dataset and the gaps between different choices of c remain as V enlarges.
Again TruncSM with a smaller c gives a better performance.
6.3 2008 Chicago Crime Dataset
Finally, we test the performance of TruncSM on a real-world truncated density estimation
problem: We analyze the crime occurrences in Chicago. The dataset contains locations of
homicide crimes that happened in Chicago during 2008. We fit a Gaussian mixture model
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Figure 4: Chicago Crime dataset, whose truncation boundary is a polygon. Blue circles are
homicide locations. g0 is visualized at the upper right corner.
with two components on this dataset. The standard deviations of two components are fixed
to the same value, which is chosen so that the 2-standard deviation radius of an individual
Gaussian component can roughly cover the entire “width” of the city.
The estimated means of two components are plotted on Figure 4. The 2-standard deviation
radius is plotted for TruncSM and RJ-MLE as red and black respectively. It can be seen
that TruncSM, MLE and RJ-MLE all picked centers at the north and south side of the city.
However, MLE picked a northern location inside of the city while TruncSM and RJ-MLE
picked a location right next to the western border of Chicago.
In this case, TruncSM and RJ-MLE tend to put observed crimes on the decaying slope
of a Gaussian density which would better explain the sudden truncation of observations at
the west border and declining rate of crime from the west to the east. MLE, unaware of
the truncation, puts the Gaussian center in the middle of the city, while clearly the crimes
happen more rarely in the east.
Although all methods tested in this section are non-convex, in the vast majority of runs
with different initializations, we observe only very minor changes in terms of estimated
Gaussian centers between different runs. See [12] for more discussion on this.
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Supplementary Material: Estimating Density Models with Trun-
cation Boundaries
A Generalized Score Matching
Assume that p(x), q(x) and g(x) take strictly positive numbers on the domain V ⊂ Rd.
Suppose that the generalized Score Matching (SM) objective function with weight g is equal
to zero, i.e.,
Eq[‖g1/2(x) ◦ ∇x log p(x)− g1/2(x) ◦ ∇x log q(x)‖2] = 0. (A.8)
Then, we have ∇x(log p(x)− log q(x)) = 0, meaning that p(x) = Cq(x) on (the connected
domain) V with a positive constant C. Since both p and q are the probability densities on V ,
we have C = 1.
B Extended Green’s formula
Let us define some notation used in Extended Green’s formula.
Theorem B.5 (Proposition 6.6.1 in [1]). For the Lipschitz domain V ⊂ Rd, let H1(V ) be
the Sobolev-Hilbert space with the first order defined on V . Then, for g, f ∈ H1(V ),∫
V
g(x)∂kf(x)dx =
∫
∂V
f(x)g(x)νkds−
∫
V
f(x) · ∂kg(x)dx, k ∈ [d].
where (ν1, . . . , νd) is the unit outward normal vector on ∂V and ds is the surface element on
∂V .
The Lipschitz domain and Sobolev-Hilbert space of the first order are defined in Section 6
of [1].
Lipschitz domain : For any x ∈ ∂V , there exists an r > 0 and a Lipschitz function
g(x1, . . . , xd−1) such that V ∩B(x, r) is expressed by {z ∈ B(x, r) |zd > g(z1, . . . , zd−1) }
upon a transformation of the coordinate system if necessary.
Sobolev-Hilbert space : Let L2(V ) be the L2 space on V ⊂ Rd endowed with the Lebesgue
measure. Then, H1(V ) is the Hilbert space defined by
H1(V ) =
{
f ∈ L2(V )
∣∣∣∣ ‖f‖2L2(V ) +∑
k
‖Dkf‖2L2(V ) <∞
}
,
where Dk is the weak derivative corresponding to ∂k.
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C Proof of Theorem 2
Proof. We use extended Green’s theorem in Sobolev spaces in order to obtain a computa-
tionally tractable expected loss function. Let us consider the second term of M(θ). Suppose
gk(xk,x\k) = 0 for any xk ∈ ∂V (x\k). Suppose q(x) and gk(x)∂k log pθ(x) are functions in
the Sobolev-Hilbert space of the first order. Let V\k be the projection of V onto the d− 1
dimensional subspace defined by dropping the k-th coordinate. Then, extended Green’s
theorem leads to∫
V
gk(x){∂k log pθ(x)}{∂k log q(x)}q(x)dx
=
∫
V\k
dx\k
∫
V (x\k)
gk(x){∂k log pθ(x)}{∂kq(x)}dxk
=
∫
V\k
dx\k
{[
gk(xk,x\k){∂k log pθ(x)}q(x)
]
∂V (x\k)
dsk −
∫
V (x\k)
∂k{gk(x)∂k log pθ(x)}q(x)dx\k
}
= −
∫
V
∂k{gk(x)∂k log pθ(x)}q(x)dx.
D Proof of Lemma 2
Proof. First, we see that g0 is Lipschitz continuous.
g0(xa)− g0(xb) =
(
min
x′∈∂V
max
x′′∈∂V
‖xa − x′‖ − ‖xb − x′′‖
)
≤
(
max
x′′∈∂V
‖xa − x′′‖ − ‖xb − x′′‖
)
≤ ‖xa − xb‖.
Likewise, g0(xb) − g0(xa) is also bounded above by ‖xa − xb‖. Rademacher’s theorem [6]
asserts that it is differentiable at every point outside a set of measure zero. Moreover, when
g0 is differentiable, its derivative is uniquely defined as xk−x˜k‖x−x˜‖ , where x˜ is the minimizer of
minz∈∂V ‖x− z‖. This concludes the proof.
E Proof of Theorem 3
Proof. Firstly, since g is a Lipschitz function defined on a bounded open subset of Rd, then
g ∈ H1(V ) and ∀k, fk ∈ H1(V ). Using the fact that ∀k,x ∈ ∂V, fk(x) = 0, Theorem B.5
ensures that f is in a Stein class of q. Therefore, we can write:
max
f∈F
Eq [Tpθf ] = max
f∈F
Eq [Tpθf − Tqf ] . (E.9)
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Now we optimize (E.9) analytically and show its maximum is
√
L · FHg0(q, pθ).
max
f∈F
Eq [Tpθf − Tqf ] = max
g∈Lip(L)
max
h
Eq
[∑
k
g
1
2 (∂k`θ − ∂klog q) · g 12hk
]
= max
g∈Lip(L)
√√√√Eq [∑
k
(∂k`θ − ∂klog q)2g
]
=
√√√√L · Eq [∑
k
(∂k`θ − ∂klog q)2g0
]
=
√
L · FHg0(q, pθ),
where the second to last equality is due to the fact that ∀g ∈ Lip(L), we have
g(x) = g(x)− g(x′) ≤ Ld(x,x′),∀x′ ∈ ∂V. (E.10)
Thus g(x) ≤ Ld(x,x′′) = Lg0(x) where x′′ is the minimizer of minz d(x, z).
F Proof of Corollary 1
Proof. The proof follows the proof of Theorem 3, before the last step, where we must properly
calculate the upper-bound of gc in this capped L-Lipschitz function family.
Due to Lipschitz continuity, we can see gc ≤ L · ‖x− x˜‖ = g0, as argued in the proof of
Theorem 3. Further, we know that gc ≤ 1. These two inequalities must hold at the same time
for any function gc in this family, thus gc ≤ min(g0, 1). This yields the desired result.
G Computation of g0
We present efficient numerical methods for computing the distance function defined over
convex polytopes or polygons.
• Convex Polytope: V = {x ∈ Rd|〈aj,x〉+ bj < 0, j = 1, . . . , p},
g0(x) = min
z
{‖x− z‖ | max
j∈[p]
{〈aj, z〉+ bj} = 0} = min
j∈[p]
|〈aj,x〉+ bj|/‖aj‖ (G.11)
for x ∈ V . The envelope theorem [15] yields ∇xg0(x) = −aj∗/‖aj∗‖, where j∗ ∈ [p]
is the minimizer of the last minimization in (G.11). The computational complexity is
O(np).
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• Polygon in R2: ∂V = ∪Tt=1{αpt + (1 − α)pt+1|α ∈ [0, 1]}, where pt ∈ R2, t ∈ [T ] are
vertices of the polygon.
g0(x) = min
t∈[T ]
min
α:0≤α≤1
‖x− αpt − (1− α)pt+1‖.
The minimizer of the inner optimization is αt = min{1,max{0, 〈pt−pt+1,x−pt+1〉‖pt−pt+1‖2 }}. Hence,
we obtain g0(x) = mint∈[T ] ‖x − αtpt − (1 − αt)pt+1‖, and ∇xg0(x) = n/‖n‖, where
n = x − αt∗pt∗ − (1 − αt∗)pt∗+1 and where t∗ ∈ [T ] the minimizer of g0(x). The
computational complexity is O(nT ).
H Non-Asymptotic Bound of Estimation Error
In our work, we focus on the non-asymptotic error bound of SM-based estimators. We reveal
the relationship between the estimation accuracy and the weight function g.
Let us consider the estimation accuracy according to Section 12.3 and 13.1 of [7]. Define
θ0 ∈ Θ ⊂ Rr as the minimizer of M(θ) over Θ. Suppose that
Cg‖θ − θ0‖2 ≤M(θ)−M(θ0) (H.12)
for every θ ∈ Θ, where Cg is a positive constant depending on g such that Cαg = αCg holds
for any α > 0.
Theorem H.6 (Theorem 13.1 of [7]). Suppose that there exists the function φn(u) that
satisfies
E
[
sup
θ:‖θ−θ0‖≤u
(Mn(θ)−Mn(θ0))− (M(θ)−M(θ0))
] ≤ φn(u)
for every u > 0. We assume that there exists α ∈ (0, 2) such that φn(cu) ≤ cαφn(u) for all
c > 1 and u > 0. Assume the inequality (H.12). Then, for any positive integer K and any
positive sequence δn depending on the sample size n, we have
P{‖θ̂n − θ0‖ > 2Kδn} ≤ C0
Cg
φn(δn)
δ2n
∑
j>K
2j(α−2),
where Cg is the constant in (H.12) and C0 is another constant independent of g.
Choosing δn such that lim
n→∞
δn = 0 and supn φn(δn)/δ2n <∞, we have ‖θ̂n − θ0‖ = Op(δn).
The upper bound φn(u) is closely related to the covering number of the parameter space
Θ ⊂ Rr.
Theorem H.7 (Theorem 12.4 of [7]). Let F be an envelope for the function class F ⊂ L2(Q),
i.e., supf∈F |f(x)|∞ ≤ F (x) for every x ∈ V and suppose EX∼Q[F (X)2] <∞. Let νn(f) be
νn(f) =
1
n
n∑
i=1
f(Xi)− EX∼Q[f(X)]
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for X1, . . . , Xn ∼i.i.d. Q. Then,
E
[
sup
f∈F
|νn(f)|
] ≤ C‖F‖L2(Q)√
n
∫ 1
0
√
1 + logN[](ε‖F‖L2(Q),F , L2(Q))dε
holds for a positive constant C, where N[](ε,F , L2(Q)) is the bracketing number of F with
the radius ε under the norm of L2(Q).
The bracketing number of the parameterized loss function mθ(x) is given by the following
theorem.
Theorem H.8 (Proposition 12.6 of [7]). Let Θ ⊂ Rr be contained in a ball of radius R. Let
F = {mθ(x) |θ ∈ Θ} be a function class indexed by Θ. Suppose there exists a function ζ(x)
with ‖ζ‖L2(Q) <∞ such that
|mθ1(x)−mθ2(x)| ≤ ζ(x)‖θ1 − θ2‖
for all x ∈ V and θ1,θ2 ∈ Θ. Then, for every ε > 0,
N[](ε‖ζ‖L2(Q),F , L2(Q)) ≤
(
1 +
4R
ε
)r
.
In order to evaluate the estimation accuracy, we need to compute φn in Theorem H.6.
The upper bound φn is closely related to the uniform bound of empirical processes. Let us
define
F0 := {mθ(x)−mθ0(x) |θ ∈ Θ, ‖θ − θ0‖ ≤ u}.
The function ζ(x) in Theorem H.8 should satisfy
|(m(x;θ1)−m(x;θ0))− (m(x;θ2)−m(x;θ0))| = |m(x;θ1)−m(x;θ2)| ≤ ζ(x)‖θ1 − θ2‖.
One can choose the function ζ(x) that is an upper bound of supθ∈Θ ‖∇θmθ(x)‖. Theorem H.8
leads to
N[](ε‖ζ‖L2(Q),F0, L2(Q)) ≤
(
1 +
4u
ε
)r
,
because the radius of the parameter θ in the function set F0 is u. On the other hand, we
need to find the envelope function F (x) of F0. In our case, the envelope function is given by
F (x) = ζ(x)u, because
|m(x;θ)−m(x;θ0)| ≤ ζ(x)‖θ − θ0‖ ≤ ζ(x)u.
Hence, we obtain
N[](ε‖F‖L2(Q),F0, L2(Q)) = N[](εu‖ζ‖L2(Q),F0, L2(Q)) ≤
(
1 +
4
ε
)r
.
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Using Theorem H.7 and H.8, we obtain
E[ sup
f∈F0
|νn(f)|] ≤
Cu‖ζ‖L2(Q)√
n
∫ 1
0
√
1 + r log
(
1 +
4
ε
)
dε =
C ′u‖ζ‖L2(Q)√
n
for positive constants C and C ′. Then, the function
φn(u) :=
C ′u‖ζ‖L2(Q)√
n
satisfies the condition in Theorem H.6.
Let us consider the case (a). In the below, C is a positive constant independent of g that
may take different values line by line. Using the condition on the functions dA(x) and dB(x),
we have
ζ(x) = sup
θ
‖∇θm(x; θ)‖ ≤
d∑
k=1
{|gk(x)|‖dA‖∞ + |∂kgk(x)|‖dB‖∞},
‖ζ‖2L2(Q) ≤ C
d∑
k=1
{E[g2k] + E[(∂kgk)2]}.
Theorem H.6 with δn = 1/
√
n and α = 1 leads to
P
{
‖θ̂n − θ0‖ > 2
K
√
n
}
≤ C
Cg
∑
j>K
2−j
√∑
k
(
E[g2k] + E[(∂kgk)2]
)
=
C
2KCg
√∑
k
(
E[g2k] + E[(∂kgk)2]
)
.
In summary, for any δ > 0 and n, the accuracy of the the weighted SM estimator θ̂n is given
by
P
{
‖θ̂n − θ0‖ ≤ δ√
n
}
≥ 1− C
δ
G(g),
where the factor G(g) is defined by
G(g) :=
√∑
k
(
E[g2k] + E[(∂kgk)2]
)
Cg
. (H.13)
Under the case (b), the Cauchy-Schwartz inequality leads to the upper bound of ‖ζ‖2L2(Q),
‖ζ‖2L2(Q) ≤ C
d∑
k=1
(
E[(gk)2(dA)2] + E[(∂kgk)2(dB)2]
)
≤ C
d∑
k=1
(√
E[(gk)4] +
√
E[(∂kgk)4]
)
.
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Then, the factor G(g) is given by
G(g) :=
√∑
k
(√
E[(gk)4] +
√
E[(∂kgk)4]
)
Cg
.
I Weighting with Distance Function
Suppose the true probability q(x) is pθ0(x). Let U be an open subset of V . Then, we have
M(θ)−M(θ0) =
∫
V
∑
k
gk(x)(∂k log pθ(x)− ∂k log pθ0(x))2pθ0(x)dx
≥
∫
V
inf
k
{gk(x)}
∑
k
(∂k log pθ(x)− ∂k log pθ0(x))2pθ0(x)dx
≥ inf
x∈U
min
k
{gk(x)}
∫
U
∑
k
(∂k log pθ(x)− ∂k log pθ0(x))2pθ0(x)dx.
Here, let us consider the set U defined by
U = {x ∈ V | g0(x) > η}
for a positive constant η. We assume that U is not empty.
The probability density of the random variable Z := g0(X) = minz∈∂V ‖X − z‖ under
X ∼ Q is denoted by p0(z). For simplicity, we assume that bzβ ≤ p0(z) ≤ b′zβ with β > −1
for 0 < z ≤ η, where b and b′ are positive constants. The constraint β > −1 is required for
p0(z) to be a probability density. For z > η, nothing is assumed on p0(z) ≥ 0. If the density
q(x) is high around the boundary ∂V (i.e. q(x) > 0 as x→ ∂V ), typically β is close to zero
and the case (a), i.e., the boundedness of dA and dB, holds under a mild assumption.
For g = g1 = · · · = gd, G(g) is reduced to
G(g) =
√
dE[g2] + E[‖∇xg‖2]
minx∈U{g(x)} .
For a constant c ≥ 1/η, let us calculate G(gc) for the capped distance function,
gc(x) = min { c · g0(x), 1} .
The equality minx∈U{g(x)} = 1 holds. By substituting p0(z) into the following expectations,
E[g2c ] =
∫ 1/c
0
c2z2p0(z)dz +
∫
z≥1/c
p0(z)dz
=
∫ 1/c
0
c2z2p0(z)dz + 1−
∫ 1/c
0
p0(z)dz,
E[‖∇xgc‖2] = c2E[1[g0(x) ≤ 1/c]],
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Figure 5: Estimation accuracy of TruncSM using `1 vs. `2 distance.
we obtain
d
(
1− B0
cβ+1
)
+
B′0
cβ−1
≤ (G(gc))2 ≤ d
(
1− B1
cβ+1
)
+
B′1
cβ−1
,
where B0, B′0, B1, B′1 are positive constants depending on b, b′ and β. For β < 1, the function
g(x) with a large c is not preferable, since G(gc) → ∞ as c → ∞. One needs to choose
a small c, say g(x) = min{g0(x)/η, 1} with c = 1/η. For a large η, this choice is almost
equivalent with g0(x) itself, since the multiplication of a positive constant 1/η to the weight
function does not affect the estimation accuracy of the parameter θ.
For truncated distributions on a bounded domain such as the truncated Gaussian mixture
models, the probability density p0(z) is of the order Θ(1) around the boundary, i.e., β = 0.
The above argument validates that for such probability models the distance function g0 is a
preferable choice.
Example 1. On the unit open ball V ⊂ Rd, let us consider the distribution q(x) ∝ (1 −
‖x‖)β, β > −1. Then, we have p0(z) ∝ (1 − z)d−1zβ, 0 < z ≤ 1. For a small z, we have
bzβ ≤ p0(z) ≤ b′zβ. When −1 < β < 1, the distance function g0 is a good choice comparing
to gc with a large c. For β > 1, we have (G(gc))2 = d+ Θ(1/cβ−1) as c→∞. Hence, gc with
a large c is a good choice. This weight is almost the same as the constant function that leads
to the naive SM method. In summary, if q(x) rapidly goes to 0 as x→ ∂V , i.e., p0(z) = o(z),
the constant weight is a good choice. Otherwise, the distance function g0 is preferable.
J Choice of Weight Function: `1 vs. `2 distance
In this section, we test different metrics for g0: `1 distance d(x, y) := ‖x− y‖1 and `2 distance
d(x, y) := ‖x− y‖2. The dataset is generated from N (1d · 0.5, Id), where 1d and Id are the
d dimensional all one vector and the d × d identity matrix respectively. The truncation
domain is V = {x|‖x‖1 < 1 and xd > 0}. 150 samples are generated. We plot the estimation
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error ‖θˆ − θ0‖ and its standard deviation for both choices of distances: `1 and `2 versus the
dimensionality d in Figure 5. It can be seen that the Euclidean distance, i.e., `2 distance
consistently achieves lower error than the `1 distance and as dimensionality grows, the gap is
growing larger and larger.
K Increasing Boundary Size in Section 6.2
When experimenting with different values of c used in capping the distance function gc, an
increasing boundary size (shown by values of b in Figure 3) is used in the experiments. The
two regions, the square boundary and the disjoint boundary, are created by supplying set(s)
of vertices Ω, detailing the locations of the polygonal truncation domain. The variable b
controls the boundary size by offsetting the supplied vertices in Ω. For the square, this was
Ωsq := {(−b,−b), (−b, b), (b, b), (b,−b)}.
Increasing b in this scenario leads to the corners of the square boundary being shifted by
an equal amount. For the disjoint boundary, two sets of vertices were given for two disjoint
domains:
Ωdis1 :={(1− b, 0.5− b), (1− b, 0.5), (1 + b, 0.5), (1 + b, 0.5− b)},
Ωdis2 :={(1− b, 1.5), (1− b, 1.5 + b), (1 + b, 1.5 + b), (1 + b, 1.5)}.
Increasing b in this case will enlarge the truncation domain while the “disjoint” section in the
middle remaining unchanged.
L Chicago Crime Dataset with Different Random Initial-
ization
As we mentioned in Section 6.3, both TruncSM and RJ-MLE solve non-convex optimization
problems so it is possible for them to return local optima. Therefore, to show the stability of
both methods’ solutions, in this experiment, we randomly initialize both methods with the
initial point µq + , where µq is the mean of the dataset Xq and  ∼ N (0, Id · 0.062). Both
methods were executed 500 times and each time, we plot two lightly shaded balls centered
at the estimated mixture centers with their radius equal to the standard deviation. One
can see from the blue/red shades in Figure 6, both algorithms consistently place centers at
northern and southern Chicago, and both balls are roughly centered at locations reported in
the Section 6.3. TruncSM also placed a Gaussian center outside of the boundary of Chicago
in one of the simulations. This is a very rare event and such a result can be easily ruled out.
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