network is an efficient algorithm, but it is slow, global training search capabilities is weak, easy to fall in the local minimum, and Wavelet networks combining Wavelet transform have good time frequency and traditional neural networks learning function, Wavelet network has strong approximation capabilities, fault tolerance, learning and generalization.
fundamental principles of BP networks

BP networks is a Back-Propagation Neural
Network, there is no feedback to the network, neurons of networks is arranged hierarchically, in addition to the input layer, output layer, also at least a hidden layer. The output of each neurons layer is transferred to the next level, and then achieves to increase, reduce or inhibit the output of function, in addition to the neurons of input layer, the net input of the neurons in hidden and output layer is the sum of the weighted in a layer. According to the wavelet network model, we can get the formula: Formula (3-1) is rewritten as:
（3-6）
In the formula (3-1), select Sigmoid function as the transition
In above wavelet neural networks, (3-1)
Morlet wavelet function
【4】 is response function of network neurons.
According to the gradient descent method, the sample error is defined as:
Obviously, the error by adjusting the weights can be changed; the principle of adjusting the weights is to make the error continually smaller, so the weights value should be adjusted to proportional with the negative gradient. (5) According to formula (3-10) and (3-11), error signals of each layer is calculated.
(6) According to formula (3-10) and (3-11)，all levels weights expansion coefficient and pan coefficient be inferred. In formula (3-12) α is momentum coefficient. Formula (3-12) is used to fix the weight of connection layer, the formula (3-13) is used to fix expansion coefficient and pan coefficient. [6]Ge zhexue，Sun zhiqiang．Neural network theory and implementation of MATLABER2007．Publishing House of Electronics Industry，2007
