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Abstract
In this study, ambient noise wavefield was used for the first time to image spa-
tial and temporal upper crustal seismic structures in NW-Bohemia/Vogtland re-
gion. The data come from 111 stations and were collected from continuous record-
ings of the permanent station networks of Germany and Czech Academy of Sci-
ences as well as temporary stations of the BOHEMA and PASSEQ experiments.
Rayleigh and Love waves travelling between each station-pair are extracted by
cross-correlating long time series of ambient noise data recorded at the stations.
Group velocity dispersion curves are obtained by time-frequency analysis of cross-
correlation functions between 0.1 and 1 Hz, and are tomographically inverted to
provide 2-D group velocity maps. At shorter periods Rayleigh wave group velocity
maps are in good agreement with surface geology where low velocity anomalies ap-
pear along Maria´nske´ La´zneˇ Fault and Eger rift. A low velocity zone is observed at
the northern edge of Maria´nske´ La´zneˇ Fault which shifts slightly to the south with
increasing period and correlates well with the main focal zone of the earthquake
swarms at 5 s period. We invert the 2-D group velocity maps into a 3-D shear
wave velocity model. In this step Love waves were excluded from further analysis
because of their high level of misfit to modelled dispersion curves. Horizontal and
vertical sections through the model reveal a clear low velocity zone above the Novy´
Kostel seismic focal zone which narrows towards the top of the seismic activity
and ends above the shallowest hypocenters at 7 km depth.
We investigate temporal variation of seismic velocity within and around the Novy´
Kostel associated with 2008 and 2011 earthquake swarms by employing Passive
Image Interferometry method using 7 continuous seismograms recorded by the
WEBNET network. The results reveals stable seismic velocities without a clear
post seismic velocity change during earthquake swarms in the Novy´ Kostel area.
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Chapter 1
Introduction
1.1 Overview
The NW-Bohemia/Vogtland region is located at the border of Germany and Czech
Republic. The Vogtland and neighbouring area of western Bohemia which is fre-
quently referred to as a ’unique European natural laboratory’ has come to the
focus of interest of geoscientific research due to the repeated occurrence of in-
traplate earthquake swarms and high flux of mantle-derived CO2.
The instrumental recording started with installation of seismic stations in Leipzig,
Moxa and Go¨ttingen in 1903 (Fischer et al., 2014). The strongest instrumentally
recorded earthquake in the region occurred in November 3, 1908, with ML mag-
nitude of 5.0 which possibly corresponds to the maximum seismic potential of
the region (Hora´lek and Fischer, 2008). Since 1962 seismological networks have
been operated in the Vogtland and its surroundings. Gru¨nthal (1989) indicated
an average period of 74±10 years for the occurrence of large swarms, while smaller
swarms with ML < 3 were observed every two to three years (Wirth et al., 2000).
From a geological perspective, the earthquake swarm area is located in the Variscan
consolidated part of central Europe, in the border area of Saxothuringian and
Moldanubian tectonic units. Deep-seated, neotectonic fracture fault zones with
different strike directions characterize the study area. A large-scale structure is
the WSW-ENE direction Eger Graben, which is subdivided by several NNW-SSE-
trending fault zones into individual sub-basins. About 80% of recorded events
since 1986, occurred in the western part of the Eger Graben which is the epicentral
1
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zone of Novy´ Kostel (Sˇpicˇa´k and Hora´lek, 2001). The distribution of epicenters
correlates with intersection of the NW-SE oriented Maria´nske´ La´zneˇ Fault zone
and the NS-trending Pocˇa´tky-Plesna´ zone.
The region has long been known for mineral springs and mofettes (Openings in
the earth from which carbon dioxide and other gases escape, usually marking
the last stage of volcanic activity). Massive CO2 degassing occurs in the form of
CO2-rich mineral waters and wet and dry mofettes in several spa towns such as
Bad Brambach and Bad Elster in the Vogtland and in the triangle Karlovy Vary,
Maria´nske´ La´zneˇ and Frantiˇskovy La´zneˇ in Czech Republic. Geochemical studies
of the gas composition show high ratios of 3He/4He that point to predominantly
mantle origin of the released gases. Current hypotheses claim that all mineral
springs and mofettes in the West Bohemia/Vogtland are supplied with CO2 and
other gases from a magmatic source located in the uppermost mantle (Weinlich
et al., 1999; Weise et al., 2001; Babusˇka et al., 2007).
A comparison of various globally distributed swarm quake regions shows that
earthquake swarms in general can be associated with magmatic intrusions. This
is particularly evident in volcanic areas, geothermal fields and ocean ridges. In-
traplate earthquake swarms are unusual and occur in regions characterized by
Quaternary volcanism and their seismicity is directly related to fluid activities.
Although magma intrusions and related fluid and gas release are considered as
the universal cause of intraplate earthquake swarm generation, the precise mech-
anism and physical processes that lead to an earthquake swarm have not yet been
clarified.
Presently ongoing geodynamic processes in the intra-continental lithosphere be-
neath the W-Bohemia/Vogtland which result in the occurrence of repeated earth-
quake swarms, mantle-derived fluid exhalations, mofettes and mineral springs
make this area as a significant site for ICDP scientific drilling. In this study,
by taking advantage of ambient noise tomography, the surface wave and shear
wave velocity structure of the upper-crust in this area is investigated. Moreover,
upper-crustal seismic variation connected with earthquake swarms is analyzed.
These spatial and temporal crustal seismic structures will contribute to the survey
of potential locations for drill sites.
In the remainder of this chapter, a brief geological and tectonic setting as well
as seismic and magmatic activity of the W-Bohemia/Vogtland is provided and
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previous seismic structural investigations are described. In chapter 2, we review
the basic concepts underlying Seismic Interferometry. All procedures from collect-
ing continuous recordings of various permanent and temporary station networks
to obtaining acceptable surface wave dispersion curves is presented in chapter 3.
We provide inversion scheme, model parameterization and methods for analyzing
solution robustness and uncertainty in order to invert measured surface wave dis-
persion curves to 2-D group velocity maps in chapter 4, and to invert these maps to
3-D shear wave velocity model in chapter 5. In chapter 6, we apply Passive Image
Interferometry method to investigate the temporal variation of seismic velocity
associated with 2008 and 2011 earthquake swarms. In chapter 7, we summarize
the whole study.
1.2 Geological and tectonic setting
The Bohemian Massif (Figure 1.1a), the largest coherent surface exposure of base-
ment rocks in central Europe (Babusˇka et al., 2007), was formed during the
Variscan Orogeny and is a geodynamically active part of the orogenic belt in
central Europe and forms the easternmost part of the Variscan belt. During this
phase of mountain building and accretion and subsequent shortening of terranes,
a more than 1000 km wide orogenic belt was formed (Neubauer and Handler,
1999), that resulted from the closure of the Rheic Ocean due to the northward
movement of Gondwana and its subsequent collision with Laurussia. From the
Permian onward the resulting mountain range was gradually eroded and covered
by younger sediments, with the exception of the core Variscan massifs like the Bo-
hemian Massif. Based on the character of similar origin and geological evolution of
the environment, the resultant Variscan Orogen within the Bohemian Massif can
be subdivided into three different structural zones, which differ in metamorphic
degrees, lithologies and tectonic styles: the Saxothuringian zone, the Moldanu-
bian zone including the Tepla´-Barrandian Terrane and the Moravo-Silesian zone
(Figure 1.1a). The tectonic subdivision of the Variscan area of Europe into dis-
tinct geotectonic zones goes back to Kossmat (1927) (see McCann et al., 2008, for
detail).
The area under investigation, the West Bohemia/Vogtland (Figure 1.1b), is lo-
cated in the western part of the Bohemian Massif where the two tectonometamor-
phic units Saxothuringian in the north-west and Tepla´-Barrandian in the central
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Figure 1.1: (a) Tectonic units of the Bohemian Massif with major seismic profiles
(red lines), adapted from Fischer et al. (2014). (b) Topographic map of the West Bo-
hemia/Vogtland region. (MLF = Maria´nske´ La´zneˇ Fault; CDG = Cheb-Domazˇlice
Graben; PPZ = Pocˇa´tky-Plesna´ Zone; KH = Komorn´ı Hu˚rka; ZH = Zˇelezna´ Hu˚rka;
MM = My´tina Maar)
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region are joined. The Cenozoic Eger Rift with its central Eger Graben, the cross-
ing Maria´nske´ La´zneˇ Fault and the Cheb-Domazˇlice Graben belong to the most
prominent morphotectonic structures of the Bohemian Massif (Malkovsky´, 1987;
Ziegler and Dezes, 2007; Peterek et al., 2011).
The Tertiary Eger Rift, an approximately 50 km wide and 300 km long ENE-WSW
striking continental rift (Figure 1.1) characterized by Cenozoic volcanism and en-
larged heat flow is one of the active parts of the European Cenozoic Rift System
(Prodehl et al., 1995). Its evolution was characterized by the reactivation of the
Paleozoic suture between the Saxothuringian and Tepla´-Barrandian/Moldanubian
units together with the alkaline volcanic activity during the Cenozoic (Fischer
et al., 2014). It comprises several Cenozoic sedimentary basins with similar sedi-
mentary and tectonic evolution (Ulrych et al., 2011). In a second, Late Pliocene,
episode of sedimentation, the present-day structure of the Cheb basin and the NW-
SE striking Cheb-Domazˇlice Graben formed at right angles to the Eger Graben as
a consequence of sinistral displacement along the Maria´nske´ La´zneˇ Fault which is
the eastern border fault of the Cheb-Domazˇlice Graben.
The Cheb basin is located at the intersection of the Eger Graben and the Cheb-
Domazˇlice Graben (Figure 1.1b). The formation of the Cheb Basin was initiated
between the late Oligocene and Pliocene by the reactivation of basement fault
systems in the northwestern part of the Bohemian Massif (Sˇpicˇa´kova´ et al., 2000).
The Cenozoic sedimentary fill of the Cheb Basin consists of Tertiary and Quater-
nary sediments with maximum thickness of sediments in the area of Horka (300
m) in the south-eastern part of the Cheb Basin (Ska´celova´ et al., 1998). These
sediments mainly occur in the Cheb Basin and along the Maria´nske´ La´zneˇ Fault
towards the South (Domazˇlice Basin). The starting of sedimentation goes back
to the Late Eocene. With an interruption in the Lower Oligocene, sedimentation
resumed again during the late Pliocene (Bucha et al., 1990). The eastern margin is
formed by a wide zone of parallel NW-SE-trending faults that forms the northern
portion of Maria´nske´ La´zneˇ Fault zone (Ska´celova´ et al., 1998).
1.2.1 Fault pattern
The pattern of earthquake distribution in Central Europe varies systematically
from the adjoining areas of NW and southern Europe according to the kinematics
of fault zones: Central Europe is dominated by sinistral faults along NS-trending
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zones. One of these NS structures is the 40 km wide and 700 km long Regensburg-
Leipzig-Rostock Zone (Figure 1.1a), which is seismically active especially in its
central section between Leipzig and Cheb basin. The main seismic center is located
in the north of the Cheb basin in the NW-Bohemia/Vogtland region (Bankwitz
et al., 2003).
Fault pattern of the NW-Bohemia/Vogtland represents a high density intersecting
faults. In addition to the NS-trending fault zones, NW-SE striking faults are
common. Numerous EW trending lineaments were identified using the analysis
of satellite images (Bankwitz et al., 2003). The morphologically more prominent
NW-SE trending structure is the Maria´nske´ La´zneˇ Fault, which terminates to the
north at the intersection with the Eger Graben (Figure 1.1b).
1.2.2 Volcanic activity
According to Ka¨mpf et al. (2005), the main phases of Cenozoic alkaline volcanic
activities in the western part of the Eger Rift are in the Early Oligocene–Early
Miocene (31–20 Ma), middle to late Miocene (16.5–8.3 Ma) and middle Pleis-
tocene (0.7–0.3 Ma). During the last phase, two volcanoes (scoria cones) Komorn´ı
Hu˚rka/Kammerbu¨hl and Zˇelezna´ Hu˚rka/Eisenbu¨hl developed in the Cheb Basin.
Geissler et al. (2004) discovered geological indications for the presence of My´tina
maar structure filled by 84 m of lake sediments close to Zˇelezna´ Hu˚rka. Geophysi-
cal studies of Mrlina et al. (2007) were the first confirmation of the assumed maar.
Maar-diatreme volcanoes are the most common volcano type on continents and
islands following scoria cones which form when rising magma in dykes interacts
with ground water causing thermohydraulic explosions (Lorenz et al., 2003).
Komorn´ı h˚urka/Kammerbu¨hl and Zˇelezna´ h˚urka/Eisenbu¨hl volcanoes (scoria cones)
and recently discovered My´tina maar (Figure 1.1b), represent the Quaternary vol-
canic activity in the western part of the Bohemian Massif. Different methods of
age determination show that the Quaternary volcanism close to Cheb basin oc-
curred in the mid-Pleistocene 0.78-0.12 Ma ago (Wagner et al., 2002; Ulrych et al.,
2003; Mrlina et al., 2007).
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1.3 Earthquake swarm activity
Credner (1876) is probably the first who used the term ”Erdbebenschwarm” (earth-
quake swarm) to describe the special kind of seismic activity occurring in the
area of NW-Bohemia/Vogtland. Earthquake swarms are usually considered as
sequences of many earthquakes with relatively small magnitudes and without a
distinct mainshock. The occurrence of earthquake swarms is limited to small
hypocentral volumes at shallow focal depths and short period of time. The prime
cause of most of the earthquakes swarms is the very heterogeneous stress field
in the shallow and brittle crust, which lacks a single well-developed fault and
is incapable of sustaining higher strain (Mogi, 1963). Earthquake swarms occur
in a variety of different environments such as volcanic areas, geothermal fields
and ocean ridges (e.g. Wyss et al., 1997; Lees, 1998; Dreger et al., 2000). Many
earthquake swarms have occurred near regions of recent volcanism and some have
been associated with volcanic eruptions. Intraplate earthquake swarms not asso-
ciated with active volcanism are unusual and occur particularly in regions with
Quaternary volcanism like the western part of the Bohemian Massif (Hora´lek and
Fischer, 2008), French Massif Central (Dorel et al., 1995), Long Valley, California
(Hill et al., 1985) and Colorado (Bott and Wong, 1995). The physical process con-
trolling the intraplate earthquake swarm mechanism is assumed to be governed by
pore pressure variation of high-pressurised crustal fluids due to fluid movements
(Kurz et al., 2004).
Earthquake swarms in this region have been documented since 1552. In 1626, 1711
and 1770/71 other intensive swarms have been reported (Gru¨nthal, 1989). The
cataloging of the swarmquakes started with the occurrence of swarm activity in
1824 which consisted of more than 100 macroseismically felt earthquakes (Knett,
1899). The instrumental recording started with the installation of seismic stations
in Leipzig, Moxa and Go¨ttingen in 1903 (Fischer et al., 2014). Until 1962, about
200 events had been instrumentally detected during the occurrence of swarms
in 1908 (Neunho¨fer, 1998), 1927 (Krumbach, 1930) and in 1936/37 (Weickmann
and Mildner, 1937). The 1908 swarm was the strongest one in the 20th century
which reached a magnitude of ML ≈ 5.0 . A seismic network was established in
the Vogtland immediately after the earthquake swarm of 1962 (Neunho¨fer, 1976).
During the severe December 1985/ January 1986 swarmquake, three-component
digital stations VAC and TIS were established (Vavrycˇuk, 1993) and in 1989 the
first permanent Czech local station NKC was installed to enhance seismic recording
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Figure 1.2: Hypocenters in the West-Bohemia/Vogtland region from the period
of 1991-2012. Individual focal zones are indicated by colors (1 - Novy´ Kostel (red),
2 - Klingenthal (blue), 3 - Kopaniny - Adorf (magenta), 4 - Lazy (yellow), 5 -
Marktredwitz (cyan), 6 - Scho¨neck (orange), 7 - Plesna´ (green)). Adapted from
Hora´lek et al. (2000).
of earthquake swarms. At present, West Bohemia and Vogtland belong to the
best-monitored seismically active areas in Europe due to WEBNET Network that
consists of 13 permanent and 10 temporary short-period and broadband stations
covering an area of about 900 km2 (Fischer et al., 2010), Saxonian Network SXNET
(Korn et al., 2008) and the Bavarian Seismological Network.
Hora´lek et al. (2000) distinguished 7 focal zones: Novy´ Kostel, Klingenthal, Kopaniny
- Adorf, Lazy, Marktredwitz, Scho¨neck and Plesna´. The locations of about 6700
events with ML > 0.5 in the period between 1991 and 2012 within an area of about
3500 km2 which is scattered in above mentioned 7 focal zones (Figure 1.2), show
that the swarms occurred at depths between 6 km and 25 km but mainly shallower
than 15 km (Hora´lek and Fischer, 2010). Since 1985/86 most swarm activity is
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Figure 1.3: Hypocenters of the earthquakes that occurred in the Novy´ Kostel focal
zone in the period 1991-2011. Colours are proportional to time. Violet diamonds
indicate the 1985/86 swarm. (top-left) Map view, (bottom) two perpendicular sec-
tions, (middle-right) magnitude-time plot and (top-right) sections of the southern
and northern cluster. Adapted from Fischer et al. (2014).
concentrated near Novy´ Kostel (50.24◦N, 12.44◦E) where more than 80% of the
total seismic energy is released. Within the last 30 years, 6 intense earthquake
swarms took place in Novy´ Kostel (July 1985 until April 1986, max. ML 4.6;
January 1997, max. ML 2.9; August until December 2000, max. ML 3.3; October
until December 2008, max. ML 3.8; August until September 2011, max. ML 3.5
and May until June 2014, max. ML 4.5) (Fischer et al., 2014). The spatial and
temporal seismicity pattern of the Novy´ Kostel zone for the period of 1991-2012
is shown in Figure 1.3. Epicenters in this area follow a line with azimuth NNW
(169◦) and the hypocenters display a pronounced westward fault zone steeply dip-
ping (70◦-80◦) at depths between 6 and 11 km (Figure 1.3). Hypocenters are
divided into two sub-clusters: the northern sub-cluster with a wedge-like shape
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activated in 1997 and 2011 swarms, and the southern sub-cluster where the 2000
and 2008 swarms took place. The 1985/86 swarm took place in both sub-clusters.
Before the 2011 swarm the sub-clusters were separated by a gap which was filled
by the beginning of the 2011 swarm (Fischer et al., 2014). Episodic character of
activity is observed for all the large swarms, so that the duration of main activity
(about 7 weeks for the 1985/1986 swarm, 10 weeks for the 2000 swarm, 4 weeks
for the 2008 swarm, and 2 weeks for the 2011 swarm) consists of multiple phases
(lasting only a few days) of increased activity (Fischer et al., 2014).
The cause of earthquake swarm activity in general, and in the NW Bohemia/Vogt-
land region in particular, has already been discussed from the viewpoints of differ-
ent mechanisms and structural conditions. Mogi (1963) proposed that primarily
structural inhomogeneities are responsible for the resulting seismic pattern. Earth-
quake swarms can therefore be expected in case of large-scale inhomogeneities.
Furthermore, it is assumed that pore fluids play an important role in the genera-
tion of earthquake swarms (Kisslinger, 1975). The pore pressure in a rock has a
direct influence on the resistance of a fault, since pore fluids can cause a reduc-
tion of the effective normal stress. Field experiments have shown that even small
changes in pore pressure can trigger a high number of earthquakes (Zoback and
Harjes, 1997).
Hill (1977) pointed out that the combination of these two factors, the presence of
structural inhomogeneities and the effect of pore fluids, may cause an earthquake
swarm. He considered the existence of a system of magma-filled dikes, which are
extended in the direction of the maximum principal stress and are cut by faults.
The NW-Bohemia/Vogtland region with its complex geological structure in con-
nection with the Quaternary volcanism seems to meet these conditions. Sˇpicˇa´k
and Hora´lek (2001) pointed out that especially the migration of magmatic fluids
plays a crucial role as a trigger mechanism for the occurrence of earthquake swarms
in this region, since they alter the effective stresses in the crust by perturbations
of the pore pressure. This hypothesis has been tested in the studies of Parotidis
et al. (2003) and Hainzl (2005) by using numerical models. The authors emphasize
that the spatiotemporal pattern of seismic activity depends mainly on two phys-
ical aspects: the hydraulic diffusivity and the critical pore pressure, which leads
to the failure of the material. An analysis of the gas composition and its relation
to seismic activity in the NW-Bohemia/Vogtland region supports this hypothesis
(Weise et al., 2001). Further evidence provide the similarities between the fault
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plane solutions of the NW-Bohemia/Vogtland swarm events and induced events
at the location of the German Continental Deep Drilling Program (KTB, about
50km southwest away of the Novy´ Kostel region) where fluid injections have been
performed (Zoback and Harjes, 1997).
1.4 CO2 emanations at the Earth’s surface
Besides the swarm activity, NW-Bohemia/Vogtland is also well-known for various
mineral springs and dry and wet gas vents (mofettes) in several degassing sites.
During the last two decades, investigations have shown the possible relation be-
tween fluid flow (CO2 dominated gases) and seismic and magmatic activity in the
studied area (Weise et al., 2001; Bra¨uer, 2003; Parotidis et al., 2003).
The considerable gas flux is released through three main gas escape centres: (1)
Cheb Basin (CB), (2) Maria´nske´ La´zneˇ (ML), and (3) Karlovy Vary (KV) (Wein-
lich et al., 1999; Geissler et al., 2005). The most notable features of these centres
are CO2-rich (more than 99 vol.% CO2) and δ
13C values ranging from -2.0 to -
4.0% (Weinlich et al., 1999; Geissler et al., 2005) which is typical for mantle-derived
fluids, and high contents of mantle derived helium. Helium isotopes are the best
tools in order to determine whether the origin of fluids is crustal or mantle-derived
(Bra¨uer et al., 2005). High 3He/4He ratios of the gases in West Bohemia/Vogt-
land indicate their mantle-derived origin. The highest 3He/4He ratios reach up to
6.2 Ra (Ra = 1.39 × 106 is the atmospheric 3He/4He ratio) in the Cheb basin.
3He/4He ratios up to 4.6 Ra have been reported in the surroundings of Maria´nske´
La´zneˇ whereas Karlovy Vary has the lowest 3He/4He ratios up to 2.4 Ra (Geissler
et al., 2005). 3He/4He ratios, δ13C values, gas composition, gas flux rate and
fluid transport velocity give evidence for a deep-seated, presently active magmatic
source.
1.5 Structural investigations
The crustal structure in the NW-Bohemia/Vogtland region has been investigated
using active seismic experiments and passive observation of natural sources.
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1.5.1 Reflection and refraction profiles
In the last 25 years, seismic reflection and refraction profiles provided lithospheric
structure beneath this area. Figure 1.1a shows a number of the seismic profiles
that exist within the Bohemian Massif. The results of the active seismic exper-
iments can better resolve the deeper structure of the crust and upper mantle.
For example the results of the refraction and wide-angle reflection profile CEL09
(CELEBRATION 2000 experiment) revealed a highly reflective top of the lower
crust at a depth of 27-28 km (Hrubcova´ et al., 2005) that is consistent with the
results of reflection profile MVE-90 (DEKORP Research Group, 1994).
Geissler et al. (2005) and Heuer et al. (2006) used teleseismic receiver functions
to determine variations in crustal thickness and VP/VS ratio. Their results show
a crustal thinning to about 27 km beneath the western part of the Eger Rift.
Hrubcova´ and Geissler (2009) presented results of joint modeling of the seismic
refraction data and receiver functions under west Bohemia/Vogtland. Their results
revealed a gradient zone within a depth range of 28-32 km.
1.5.2 Velocity models and tomographic studies
Ma´lek et al. (2005) presented 1-D P- and S-wave isotropic models for the upper
crust of the west Bohemia/Vogtland by using joint inversion of P-wave travel-
times of controlled shots and P- and S-wave arrival times of local earthquakes
recorded by the WEBNET seismograms. This model has been used as a reference
model in the current study and also in many seismological studies in this area to
improve swarmquakes hypocenter locations and derivation of earthquake source
mechanism.
The west Bohemia/Vogtland has been the subject of several tomographic studies
on local scales. Kol´ınsky´ and Brokesˇova´ (2008) presented Rayleigh wave group
velocity maps in a period range 0.25-2.0 s across an area of 50 × 60 km in the
western Bohemian region. In case of shorter period maps (0.25 – 0.75 s) both
high and low group velocity anomalies elongated in the direction of the Eger rift
fault system. In case of longer periods (1.25 – 2.0 s) a perpendicular direction was
observed that follows the Maria´nske´ La´zneˇ fault.
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Ru˚zek and Hora´lek (2013) derived 3-D VP and VS velocity models for this area by
means of seismic tomography. They used a data set provided by active experiments
and local earthquakes that occurred in the period between 1991 and 2010. They
averaged the velocities along selected depths of the 3-D model and measured 1-D
VP and VS velocity models for the top 10 km of the crust, which is supposed to
be used for updated locations of local earthquakes.
Mousavi et al. (2015) produced 3-D images of VP and VP/VS ratio in the area
of earthquake swarm activity. The resulting tomography models show a body
of high VP and increased VP/VS ratio below the foci of the earthquake swarms
which connects to the location of Bubla´k/Hartousˇov mofette fields on the surface
by a steep channel of increased VP/VS. It is possible that this channel acts as a
pathway for fluids.
Alexandrakis et al. (2014) applied the double-difference tomography to investigate
the variation in VP/VS ratio in and around the Novy´ Kostel focal zone. In their
results, foci of the earthquake swarms is revealed as an area of high VP/VS ratio.
They also observed a layer of low values directly above it, suggesting that the base
of the layer might trap fluids and limit the seismicity.

Chapter 2
Seismic interferometry
2.1 Introduction
In recent years, a technique called “seismic interferometry” has attracted consid-
erable attention in the field of passive and exploration seismology. This method
aims to extract the Green’s function between receiver pairs from information in
seismic noise data. This is done by cross-correlation of long time series of ambient
noise between the pairs of receivers. The Green’s function may be thought of as
the response of an impulsive point source at the location of one station which is
recorded at the location of the other station. Therefore, in seismic interferometry
the Green’s function can be obtained without the need for natural earthquakes or
artificial seismic sources.
Seismic interferometry gives us the opportunity to image the subsurface seismic
velocity structure using the ambient vibrations of the Earth’s surface. This method
is called Ambient Noise Tomography (ANT). ANT has been used successfully to
image the subsurface structure in areas which are difficult to resolve via traditional
seismic tomography (e.g. seismically quiet continental interiors). This method also
gives us the possibility to constantly monitor possible changes in the underground
structure by comparing the Green’s function of various time periods.
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2.2 Basic theory of seismic interferometry
This section presents the basic concepts underlying Seismic Interferometry and
follows Curtis et al. (2006). Interferometry is a technique that uses interference
phenomena in order to extract information from the difference between two signals
recorded at two different receivers. If the mentioned signals were seismic waves,
the technique simply would be called seismic interferometry. Cross-correlation is
used as the main mathematical operation to study the difference between pairs
of signals. Cross-correlation is similar to the convolution of two signals with the
exception that one of the signals is reversed in time. Therefore, convolution could
be also considered as the principal operation. Recorded signals at receivers can be
emitted by earthquakes, active seismic sources, ever-present Earth’s background
vibrations, acoustic waves in laboratory or even computer-modelled waveforms.
To understand the theory behind seismic interferometry, consider the situation
represented in Figure 2.1a. Two receivers at positions yR1 and yR2 are located
between two impulsive unit sources at yS1 and yS2 . S1 and S2 emit plane waves at
t = 0 in an one-dimensional horizontally stratified acoustic medium which contains
one internal interface. The medium is considered to be lossless with constant
propagation velocity c. The emitted wavefield from each source propagates into
the medium and is recorded at two receivers. R1 and R2 receive both direct and
reflected waves emitted from source S1, while they record only transmitted wave
of source S2. Responses at two receivers from source S1 are shown in Figure 2.1b.
The first arrival at R1 is given by δ(t− tS1R1) where δ(t) is the Dirac delta function
and tS1R1 = (yR1 − yS1)/c is the travel time from S1 to R1. The second arrival is
the upward reflection of the wave by the interface (reflection coefficient r). This
arrival is denoted by rδ(t− tS1I− tIR1) where ’I’ points to the interface. Therefore,
the recorded response at R1 from S1 is denoted by Green’s function G(yR1 , yS1 , t)
and is equal to the sum of these two arrivals
G(yR1 , yS1 , t) = δ(t− tS1R1) + rδ(t− tS1I − tIR1)
tS1I=tS1R1+tR1R2+tR2I−−−−−−−−−−−−−−→
tIR1=tIR2+tR1R2
= δ(t− tS1R1) + rδ(t− tS1R1 − 2tR1R2 − 2tIR2)
(2.1)
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(a)
(b)
(c)
(d)
(e)
Figure 2.1: Interferometric construction of a virtual source. (a) One-dimensional
acoustic medium consisting of single interface between two half-spaces, with two
plane-wave sources and two receivers. (b) Traces recorded at each receiver from
source S1. (c) Traces recorded at each receiver from source S2. (d) cross-correlations
between pair of traces for source S1 and for source S2. (e) The sum of these cross-
correlations. Adapted from Curtis et al. (2006).
Similarly, the recorded response (recorded Green’s function) at R2 due to impulsive
source S1 is given by
G(yR2 , yS1 , t) = δ(t− tS1R2) + rδ(t− tS1I − tIR2)
tS1I=tS1R1+tR1R2+tR2I−−−−−−−−−−−−−−→
tS1R2=tS1R1+tR1R2
= δ(t− tS1R1 − tR1R2) + rδ(t− tS1R1 − tR1R2 − 2tIR2)
(2.2)
Responses at two receivers from source S2 are represented in Figure 2.1c. The
propagated wave from the impulsive source S2 is transmitted through the interface
(transmission coefficient τ) on its way to both receivers and therefore the arrivals
are denoted by
G(yR1 , yS2 , t) = τδ(t− tS2R1) = τδ(t− tS2I − tIR2 − tR1R2) (2.3)
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at receiver R1 and
G(yR2 , yS2 , t) = τδ(t− tS2R2) = τδ(t− tS2I − tIR2) (2.4)
at receiver R2.
Recorded signals at the two receivers are then cross-correlated and the resulted
cross-correlations from the two sources are added together (stacked). These two
simple steps form the basis of seismic interferometry. Cross-correlation is used to
determine the travel-time difference between two signals and stacking integrates
the resulting crosscorrelograms over all sources.
The cross-correlation of the responses G(yR1 , yS1 , t) and G(yR2 , yS1 , t) is equivalent
to the convolution of G(yR1 , yS1 , t) and time reversed G(yR2 , yS1 ,−t)
G(yR1 , yS1 , t) ∗G(yR2 , yS1 ,−t) =
∫
G(yR1 , yS1 , t+ t
′)G(yR2 , yS1 , t
′)dt′ (2.5)
Substituting G(yR1 , yS1 , t) and G(yR2 , yS1 , t) from eq.(2.1) and eq.(2.2) into the
right-hand side of eq.(2.5) gives
∫
[δ(t+ t′ − tS1R1) + rδ(t+ t′ − tS1R1 − 2tR1R2 − 2tIR2)]
[δ(t′ − tS1R1 − tR1R2) + rδ(t′ − tS1R1 − tR1R2 − 2tIR2)]dt′
= δ(t+ tR1R2) + rδ(t− tR1R2 − 2tIR2) + rδ(t+ tR1R2 + 2tIR2) + r2δ(t− tR1R2)
(2.6)
Similarly, the cross-correlation of the responses G(yR1 , yS2 , t) and G(yR2 , yS2 , t)
using eq.(2.3) and eq.(2.4) is
G(yR1 , yS2 , t) ∗G(yR2 , yS2 ,−t) =
∫
G(yR1 , yS2 , t+ t
′)G(yR2 , yS2 , t
′)dt′
= [τδ(t+ t′ − tS2I − tIR2 − tR1R2)][τδ(t′ − tS2I − tIR2)]dt′
= τ 2δ(t− tR1R2)
(2.7)
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Stacking is performed by adding the resulted crosscorrelograms derived in eq.(2.6)
and eq.(2.7) according to the following
2∑
i=1
G(yR1 , ySi , t) ∗G(yR2 , ySi ,−t)
= δ(t+tR1R2)+rδ(t−tR1R2−2tIR2)+rδ(t+tR1R2+2tIR2)+r2δ(t−tR1R2)+τ 2δ(t−tR1R2)
= (r2 +τ 2)δ(t− tR1R2)+rδ(t− tR1R2−2tIR2)+δ(t+ tR1R2)+rδ(t+ tR1R2 +2tIR2)
(2.8)
Using flux normalization, the transmission coefficients at an interface for up- and
downgoing waves are identical (both are
√
1− r2)(Wapenaar, 1998). So, the coef-
ficient of the first term in above equation (r2 +τ 2) becomes equal to 1 and eq.(2.8)
turns into
2∑
i=1
G(yR1 , ySi , t) ∗G(yR2 , ySi ,−t)
= δ(t− tR1R2) + rδ(t− tR1R2 − 2tIR2) + δ(t+ tR1R2) + rδ(t+ tR1R2 + 2tIR2)
(2.9)
The obtained results before and after stacking is shown in Figures 2.1d and 2.1e,
respectively. The produced signal after stacking has two positive and negative
time lags. These time lags appeared as δ(t − tR1R2) + rδ(t − tR1R2 − 2tIR2) and
δ(t+ tR1R2) + rδ(t+ tR1R2 + 2tIR2) in eq.(2.9). The positive lag is a response that
would have been measured at each of the receiver locations if the other receiver
had been a source and the negative lag is the time-reversed seismogram. We refer
to this constructed signal as a seismogram from a not-existent (virtual) source at
the place of one of receivers.
An important point which should be noted about eq.(2.9) is that the obtained
seismogram is independent of propagation velocity c and actual source locations.
Also, if there would be a shift in time of any of the sources activity instead of
t = 0, the observed time-shifts would be cancelled during the cross-correlation
step. Indeed, we do not even need to know when the sources emit their pulses.
This example does not exert any constraint on the sources’ location, nor does
it on the stations, except that the stations should be located between impulsive
surrounding sources. Therefore, in order to obtain the travelling energy between
each of two arbitrary points of the medium, it is enough to relocate the receivers
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to the new chosen points and apply the two simple steps of seismic interferometry.
The same result would be achieved for any other horizontally stratified medium
surrounded by two actual sources (Figure 2.2a). But under particular circum-
stances a virtual inter-receiver seismogram can be constructed by using only one
active source. For example, if there would be a complex multilayered structure
between two sources and in the lower part of the medium, the waves emitted from
the lower source are completely attenuated on their path toward the stations due
to transmission losses. In this case, only the upper active source contributes to
construct the inter-receiver seismograms. Also, if the medium of interest would be
bounded by a free surface (like Earth’s surface) on one side, only one actual source
would be needed to construct the virtual seismograms between any station-pair,
including sources or receivers placed on the free surface (Figure 2.2b). In other
words, the sources need not necessarily be impulsive, but for any source function
including the long multiply reflected and refracted coda waves or uncorrelated
noise sources, this principle holds true.
(a) (b)
Figure 2.2: (a) Multiple layers with no free surface still two sources required. (b)
Multiple layers with a free surface only one source required. The right plot also
shows that any receiver locations can be used for the virtual source and receiver
reconstruction. Adapted from Curtis et al. (2006).
If the impulsive source at S1 is replaced by some wavelet s(t), then receivers R1 and
R2 record u(yR1 , yS1 , t) = G(yR1 , yS1 , t)∗s(t) and u(yR2 , yS1 , t) = G(yR2 , yS1 , t)∗s(t)
from wavelet source S1. Then the cross-correlation of the responses at two receivers
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is
u(yR1 , yS1 , t) ∗ u(yR2 , yS1 ,−t) = [G(yR1 , yS1 , t) ∗ s(t)] ∗ [G(yR2 , yS1 ,−t) ∗ s(−t)]
= [G(yR1 , yS1 , t) ∗G(yR2 , yS1 ,−t)] ∗ [s(t) ∗ s(−t)]
= [G(yR1 , yS1 , t) ∗G(yR2 , yS1 ,−t)] ∗ Ss(t)
(2.10)
where Ss(t) is the auto-correlation of the wavelet. The same result is true where
a wavelet source is placed at the location of S2
u(yR1 , yS2 , t) ∗ u(yR2 , yS2 ,−t) = [G(yR1 , yS2 , t) ∗G(yR2 , yS2 ,−t)] ∗ Ss(t) (2.11)
Then eq.(2.9) develops into
2∑
i=1
u(yR1 , ySi , t) ∗ u(yR2 , ySi ,−t) =
2∑
i=1
[G(yR1 , ySi , t) ∗G(yR2 , ySi ,−t)] ∗ Ss(t)
(2.12)
The above equation shows that the cross-correlation of responses at two receivers
can also be regarded as the impulse response derived in eq.(2.9) (Green’s function
between R1 and R2) convolved with the auto-correlation of the source function.
If the impulsive sources are replaced by uncorrelated noise sources N1(t) and
N2(t), then receivers R1 and R2 record u(yR1 , t) =
∑2
i=1G(yR1 , ySi , t) ∗ Ni(t) and
u(yR2 , t) =
∑2
j=1G(yR2 , ySj , t) ∗Nj(t), respectively. Noise is not a single event at
a certain time or position and can be regarded as the averaged quantity of many
identical systems at a certain time instance (or spatial position), called ensem-
ble average. So, in this case, the cross-correlation of responses at two receivers
becomes
〈u(yR2 , t) ∗ u(yR1 ,−t)〉 =
〈
2∑
j=1
2∑
i=1
G(yR2 , ySj , t) ∗Nj(t) ∗G(yR1 , ySi ,−t) ∗Ni(−t)
〉
=
2∑
i=1
G(yR2 , ySi , t) ∗G(yR1 , ySi ,−t) ∗ SN(t)
(2.13)
where 〈〉 indicates ensemble averaging and 〈Nj(t) ∗Ni(−t)〉 = δijSN(t) (δij denotes
Kronecker delta function). Consequently, if the source function is defined by noise
sources that emit continually and simultaneously, the resulting cross-correlation
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of responses will approximate the Green’s function between R1 and R2 convolved
with the auto-correlation of the noise.
Note that for the case where each source fires impulsive wave or transient wavelet,
the order of cross-correlation and stacking should not be interchanged. In the case
of uncorrelated noise sources the recorded signals at the two receivers are already
stacked naturally, hence a single cross-correlation is sufficient.
2.3 Generalizing to 2-D and 3-D
Before expanding the discussion to include the 2-D and 3-D medium, it is necessary
to mention an important point from the 1-D medium. As the calculations above
demonstrated, the sources on the boundaries (or for example the single source on
the lower boundary in Figure 2.2b) meet the requirements to obtain the inter-
receiver Green’s function. The same result is achieved by using multiple sources
in a 1-D medium, in other words, using multiple sources is no longer needed.
This result holds true for higher dimensions, which means that the inter-receiver
impulse response within the medium or on the free surface can be constructed by
sources located on an arbitrary surrounding boundary.
Snieder (2004) showed that in an impulsive response reconstruction, receivers are
not required to be necessarily surrounded by a complete continuous boundary
of primary or secondary (scatterers) sources. The interference of waves radiated
from sources near the line that connects the two receivers (stationary points) is
constructive and these sources have the dominant contribution to the inter-receiver
Green’s function, while the interference of primary and scattered waves radiated
from sources located away from this line is destructive and their contribution is
cancelled out.
Stationary phase analysis (signal phase is stationary concerning the perturba-
tions of raypaths) is demonstrated by Wapenaar et al. (2010) using a simple 2-D
configuration shown in Figure 2.3a. Two receivers at locations xA and xB, sur-
rounded by energy sources (black dots) emitting transient signals into the lossless
(non-attenuating) medium. These sources are placed at equal angular distances
(∆φs = 0.25
◦) and are randomly distributed (between 2000 and 3000 m) from the
center. The emitted wavefield from each source propagates into the medium and
is received by two stations. The responses at xA and xB from each source are
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shown in Figures 2.3b and 2.3c (sorted according to the polar coordinate φs). The
recorded signals at the two receivers from each source are then cross-correlated
separately as in Figure 2.3d as a function of φs. If the cross-correlations from all
of the sources are subsequently stacked (added together), the energy that travelled
along paths between xA and xB will add constructively (emanating energy from
sources in Fresnel zone), whereas energy that did not travel along these paths will
add destructively (emanating energy from sources outside Fresnel zone). As shown
in figure 2.3e , the resulting signal consists of two events at positive and negative
lags corresponding to the response of an virtual impulsive source at xA observed
at xB and its time-reverse, respectively. The observed noise between these two
events in Figure 2.3e is due to the randomness of the source locations in Figure
2.3a. If the transient point sources are replaced by simultaneously uncorrelated
noise sources, a single cross-correlation yields the signal in Figure 2.3f. Note that
because the point sources have finite frequency content, all sources that lie in the
Fresnel zones contribute to construct the inter-receiver Green’s function, particu-
larly sources located at φs = 0
◦ and φs = 180◦. It should also be noted that the
symmetric response results from the isotropic distribution of the sources so that
the net power flux of the wavefield becomes close to zero. What is described in
the above example can be generalized to 3-D medium, where the sources that lie
in the Fresnel volume contribute to the inter-receiver Green’s function instead of
Fresnel zone.
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(a)
(b) (c)
(d) (e) (f)
Figure 2.3: A 2-D example of direct-wave interferometry. (a) Distribution of point
sources, isotropically illuminating the receivers at xA and xB . The thick dashed
lines indicate the Fresnel zones. (b) Responses at xA as a function of the (polar)
source coordinate φs. (c) Responses at xB . (d) Cross-correlation of the responses
at xA and xB.The dashed lines indicate the Fresnel zones. (e) The sum of the
correlations in (d). This is interpreted as [G(xB, xA, t) +G(xB, xA,−t)]∗Ss(t). The
main contributions come from sources in the Fresnel zones indicated in (a) and (d).
(f) Single cross-correlation of the responses at xA and xB of simultaneously acting
uncorrelated noise sources. Adapted from Wapenaar et al. (2010).
Chapter 3
Data selection and processing
3.1 Collection
The dataset used in this study was collected to produce an excellent ray-path cover-
age in the central part of the swarm-quake area, and therefore includes permanent
networks and temporary experiments. This dataset, shown in Figure 3.1, includes
continuous vertical and horizontal component seismic data from 111 broadband,
intermediate and short-period stations throughout the region.
In this study, two separate time periods of data are processed that include seismic
stations from several data resources. The dataset shown in Figure 3.1a, includes
41 temporary stations from BOHEMA network recording between October 2001
and February 2004 with its main period of recordings in 2002 (Plomerova´ et al.,
2003). The dataset, shown in Figure 3.1b, includes 35 temporary stations from
PASSEQ network recording between January 2006 and August 2008 (Wilde-Pio´rko
et al., 2008), 3 years of data (2006-2008) recorded at 8 permanent stations of the
WEBNET network and 27 permanent stations from other networks in West Bo-
hemia/Vogtland run by BayernNetz (LMU), German Regional Seismic Network
(BGR Hannover), Saxonia Seismic Network (Uni Leipzig), Thuringia Seismic Net-
work (Uni Jena) and Czech Regional Seismic Network (CRSN). Appendix A gives
the station parameters and data availability of the above data resources.
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t Short-period BOHEMA
PASSEQ
n Intermediate period
WEBNET
l Broadband Other permanent networks
(a) 2001-2004
(b) 2006-2008
Figure 3.1: Distribution of stations used in this study. Location of stations for (a)
BOHEMA network and (b) PASSEQ, WEBNET and the other permanent station
networks throughout the region.
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3.2 Processing
Our approach in data processing is very similar to that discussed by Bensen et al.
(2007), and consists of the following main steps: single station data preparation,
computing of cross-correlations and temporal stacking, group velocity dispersion
measurements and selection of the acceptable measurements. These steps are
described in more detail in the following.
3.2.1 Single station data preparation
This step of data processing is applied to data from each station individually, in
order to reduce the effect of large amplitude signals and instrumental irregulari-
ties, and extract ambient noise from seismic records. To achieve this purpose, all
available vertical and horizontal component continuous records from each station
were sliced into one-hour length time series (Figure 3.2a), decimated to 5 Hz and
corrected for instrument response. After removing mean and trend the records
were filtered between 1 and 10 s period (Figure 3.2b).
Figure 3.2c represents the amplitude spectrum of all three components of data
shown in Figure 3.2b. The spectral amplitude peaks near secondary microseism
(e.g. between 0.1 and 0.2 Hz) on these records. Bensen et al. (2007) showed that
spectral normalization acts to reduce broad imbalances like peaks near microseisms
in single-station spectra and to produce a broader-band signal for cross-correlations
and dispersion measurement. It also decreases the corruption caused by persistent
monochromatic sources. Dividing the amplitudes of the record spectrum by their
absolute value without changing the phase, normalizes the spectrum. After this
spectral whitening, the spectrum is tapered again between 1 and 10 s period.
Figure 3.2d shows all three components from one-hour long data of station WERN
after spectral normalization. Earthquake signals can still be clearly seen on these
records. Time-domain normalization is the main step prior to cross-correlation
and prevents the records from being dominated by earthquake signals, instrument
irregularities, and non-stationary noise sources close to stations (Bensen et al.,
2007). Dividing the amplitudes of the record by their absolute value normalizes
the record in time domain. All positive amplitudes are replaced with 1 and all
negative amplitudes with -1, and only the sign of the data remains (Figure 3.2e).
Chapter 3. Data selection and processing 28
(a) (b)
(c)
(d) (e)
Figure 3.2: Single station data preparation. (a) One-hour long 3-component raw
data from station WERN. (b) Data after decimation, instrument response correc-
tion, offset removal and filtering. (c) Amplitude spectrum of data shown in (b). (d)
Data shown in (b) after spectral normalization. (e) 5-minutes of data shown in (d)
after time domain normalization.
Since the spectral and time-domain normalization impose non-linear modifications
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to the data, the order of these steps in data processing is important. In many stud-
ies, time-domain normalization is applied prior to spectral whitening. But here we
choose to whiten the data first in frequency domain. The reason is because lower
frequency spectrum is dominant (Figure 3.2c), applying time-domain normaliza-
tion in advance, may filter out the higher frequencies.
3.2.2 Cross-correlation and temporal stacking
The next step in the data processing is cross-correlation of the preprocessed one-
hour long time-series and stacking. As Love waves are observed on transverse
component, the horizontal North and East components for each station-pair were
rotated in the direction of inter-station azimuth into the radial R and the trans-
verse T components. Then, cross-correlations are performed in the frequency
domain between all possible station-pairs (station-pairs with at least 3 months
of data overlap) for vertical-vertical (Z-Z) and transverse-transverse (T-T) com-
ponents. Because the dataset used in this study consists of two different time
periods, cross-correlations are computed separately for stations from BOHEMA
network and stations from PASSEQ, WEBNET and the other permanent station
networks throughout the region. All available cross-correlations are returned to
the time domain and then stacked over the entire time-series length to enhance
signal quality. The obtained waveform from the cross-correlation and stacking
process is a noise correlation function (NCF). The time span of the noise records
used to construct the NCFs vary in length from 3 months to 3 years because of
data unavailability and the differing data overlap of the stations.
Cross-correlations are further stacked into 3-months time-series length with 2
months overlap (e.g. months 1, 2, 3; months 2, 3, 4; ...). The variation of dis-
persion measurements computed from the 3-months stacks are used to assess the
uncertainty of the measurements.
The Rayleigh wave (Z-Z) and Love wave (T-T) NCFs are two-sided, with wave-
forms at both positive and negative lag time. These signals correspond to waves
propagating in opposite directions between the two stations and are called the
’causal’ and ’acausal signals’. Figure 3.3 shows examples of Z-Z and T-T NCFs in
the period range of 1 to 10 s. Figure 3.3a represents the NCFs between stations
HSKC and ROTZ at a distance of 128 km from each other. Vertical-vertical (Z-Z)
shows the Z component of Rayleigh waves and transverse-transverse (T-T) shows
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Love waves. Love waves travel with faster velocity than Rayleigh waves that can
be clearly seen from smaller lag times. Figure 3.3b and 3.3c show the record sec-
tion of NCFs for Z-Z and T-T. Moveout velocities of 3.0 and 3.3 km/s for Rayleigh
and Love waves are indicated by the dashed gray lines.
For homogeneously distributed noise sources, the waveforms at positive and nega-
tive lag times of the NCFs would be identical. However, due to inhomogeneous dis-
tribution of noise sources and differences in their characteristics, NCFs are asym-
metric with different signal-to-noise ratios (SNR) and spectral content. Causal and
acausal signals observed in each NCF travel in the same structure between two
stations and both are equally valid for group velocity dispersion measurements.
Therefore, these signals are averaged to obtain one ’symmetric signal’ which en-
hances SNR, optimizes the bandwidth of signal and also simplifies all following
data processing.
3.2.3 Group velocity dispersion measurements
The group velocity dispersion can be measured on the NCFs by using a narrow
bandpass multiple filtering analysis following the method of Levshin et al. (1972)
which is explained in more details by Bensen et al. (2007). Based on this approach,
a set of Gaussian narrow bandpass filters with center frequencies ω0 is applied on
the NCFs. The Gaussian filter in Fourier domain is defined as
G(ω) = e
−α
(ω − ω0
ω0
)2
(3.1)
where ω is angular frequency, ω0 is the centre frequency and α is the width factor.
With increasing frequency, filters become broader in the frequency domain (Figure
3.4). This gives a more accurate resolution of higher frequency signals in the
time domain. α is a tunable parameter and recommended to change with inter-
station distance (Levshin et al., 1989). By increasing or decreasing this value
filters become narrower or broader (Figure 3.4). Following the suggestions given
by Li et al. (2010), we used the values of 6.25 and 12.5 for inter-station distances
between 0-100 and 100-250 km, respectively. An example of multiple narrow
bandpass filtering and selection of dispersion curve for NCF between stations JAC
and PN01 is illustrated in Figure 3.5. After applying the set of Gaussian filters on
the NCF, the envelopes of the filtered signals are calculated (blue lines in Figure
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(a)
(b)
(c)
Figure 3.3: Rayleigh and Love wave NCFs. (a) The 1-10 s bandpass filtered NCF
for the stations HSKC and ROTZ. Z component of Rayleigh waves are seen on Z-Z
and Love waves on T-T component. Record sections with (b) Z-Z NCFs and (c) T-T
NCFs filtered from 1 to 10 s period. The dashed gray lines in (b) and (c) indicate
the 3.0 and 3.3 km/s moveout, respectively. Only the NCFs with SNR higher than
15 for at least one side of signal (causal or acausal) are plotted here.
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Figure 3.4: The set of Gaussian filters used in frequency-time analysis. The width
of the filters broaden with increasing frequency. The effect of tunable parameter α
is shown for the values of 6.25 and 12.5.
3.5a). The envelope of the filtered signal s(t, ω0) is defined by the absolute value
of the complex ’analytic signal’ which consists of the real valued filtered signal
s(t, ω0) with its Hilbert transform H(t, ω0) as imaginary part, so that
Sa(t, ω0) = s(t, ω0) + iH(t, ω0) = A(t, ω0)e
iφ(t,ω0) (3.2)
where A(t, ω0) is the envelope function and φ(t, ω0) is the instantaneous phase
function. The group travel time τ(ω0) is calculated from the local maximum am-
plitude of the envelope of the filtered signal (black dots in Figure 3.5a). Envelope
functions A(t, ω0) corresponding to different values of ω0 are then placed in a ma-
trix which can be interpreted as a 2D image shown in Figure 3.5b. In this image
the group velocity is U(ω0) = r/τ(ω0) , where r is the inter-station distance and
τ(ω0) is the group travel-time. Group velocity dispersion curve is obtained by
tracking the velocity of local maxima at each period (black dots in Figure 3.5b).
3.2.4 Selection of acceptable measurements
The purpose of this step is to identify and reject unreliable group velocity mea-
surements prior to tomography. To achieve this purpose, the following selection
criteria are implemented which can be used to evaluate the measurements:
1. a maximum cut-off period related to inter-station spacing.
2. a signal-to-noise ratio (SNR) threshold.
3. uncertainty in dispersion measurement related to variability among the 3-
month stacks.
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(a)
(b)
Figure 3.5: (a) The effect of the multiple filter analysis on the NCF between
station pair JAC-PN01 with inter-station distance of 112 km. Blue lines indicate the
envelope of the filtered signals, and travel-time of the local maxima is indicated by
black dots. (b) Multiple filter analysis diagram. Group velocity dispersion curve is
measured by tracking the local maxima at each period (black dots). Toward longer
periods, the group velocity of wave-packets increases which shows the increasing
velocity with depth.
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The number of group velocity measurements which are rejected in each of the
above mentioned steps and the remaining measurements is presented in Tables 3.1
and 3.2 for Rayleigh and Love waves.
Based on the first selection criterion, a minimum inter-station path length is re-
quired for a reliable dispersion measurement at a given period to prevent the long
period arrivals at positive and negative lags to overlap. Therefore, at each pe-
riod τ , records with inter-station distances ∆ smaller than 3 wavelengths (λ) are
rejected. The minimum inter-station distance is calculated as follows:
∆ > 3λ = 3cτ or τ <
∆
3c
(3.3)
Using an upper-bound estimate for the phase velocity of 4 km/s, the maximum
cut-off period will be:
τ <
∆(km)
12
or τmax =
∆
12
(3.4)
For example, at 10 sec period records with inter-station distances less than 120 km
are rejected. This criterion imposes a severe constraint on measurements obtained
from closely spaced station-pairs. As seen in Tables 3.1 and 3.2, the number of
measurements rejected by applying this criterion increases with period.
Second, there is a direct relationship between the quality of the dispersion mea-
surement and the SNR of the signal. To evaluate the quality of the signals, a
set of narrow bandpass filters centred at periods at which we measure a group
velocity map (1 s, 1.5 s, 2 s, ... ,10 s), is applied to the full-length NCFc. Then
after returning to the time-domain, the SNR is computed at each given period.
In this study, we reject waveforms with a SNR < 10 at each given period. SNR
is defined as the ratio of the maximum amplitude in a signal window to the root-
mean-square (RMS) of the noise following the signal window. The signal window
is computed from the 1-D velocity model of Ma´lek et al. (2005) and corresponds to
the minimum and maximum group arrival times (tmin, tmax) expected for a given
period band (τmin, τmax) and inter-station distance. As defined by Bensen et al.
(2007) signal window spans the interval from tmin − τmax until tmax + 2τmax. The
noise window that follows the end of the signal window starts at the arrival time
corresponding to a velocity of 1 km/s, and ends at 300 s lag time.
Temporal repeatability is the third important criterion to estimate the reliability
of group velocity measurements. The physical basis for this method is that the
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spatial distribution and frequency content of ambient noise change seasonally.
As mentioned previously, cross-correlations are stacked into 3-months time-series
length with 2 months overlap. To quantify temporal repeatability, dispersion
curves were measured for each of the overlapping 3-month stacks. Hence, for
example, using one year of data for one station-pair, there are 10 3-month stacks
i.e. months 1, 2, 3; months 2, 3, 4; ...; months 10, 11, 12 or in other words 10
independent velocity measurements. The standard deviation is computed if at
least three velocity measurements from 3-month stacks satisfy SNR > 10. The
standard deviation of each measurement is calculated for the group velocity at
each period:
σ =
√∑N
i=1(vi − v)2
N − 1 (3.5)
where N is the number of available 3-month stacks, vi is the group velocity mea-
sured on the ith 3-month stack, and v is the group velocity from the full-length
NCF. Finally, all the station-pairs with a group velocity standard deviation larger
than 0.1 km/s at each period are rejected. Figure 3.6 shows the Z-Z and T-T
NCFs for pair station PD24-VIEL. 3-month stacks dispersion curves (gray lines)
and full-length NCF group velocity dispersion measurement (blue lines) are plot-
ted in Figures 3.6b and 3.6c for Z-Z and T-T components. Error bars indicate the
standard deviation values at each period.
In Figure 3.7 the standard deviation of Rayleigh and Love wave group velocity
measurements that satisfy the first and second criteria are plotted as a function of
SNR at 3, 5 and 8 s periods. Based on the third criteria only the measurements
which have SNR values greater than 10 and standard deviations less than 0.1 km/s
indicated by vertical and horizontal gray dashed lines are selected to perform
tomography. It is immediately apparent that the number of total and selected
measurements decreases toward longer periods. The measurements with standard
deviation higher than 0.1 km/s in comparison with the measurements with SNR <
10 are much higher in number. An inverse relationship between standard deviation
and SNR can be clearly seen in the measurements for each period in which an
increase in SNR results in a decrease in standard deviation.
In this chapter, the process in which the inter-station Rayleigh and Love wave
group velocity dispersion curves obtained from the long term continuous record-
ings of 111 seismic stations has been described in detail. Accepted dispersion
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(a)
(b)
(c)
Figure 3.6: Group velocity uncertainty measurements for the station-pair PD24-
VIEL with inter-station distance of 98 km. (a) NCFs on the Z-Z and T-T com-
ponents. (b) Rayleigh wave dispersion curves calculated from Z-Z component. (c)
Love wave dispersion curves extracted from T-T component. Gray lines show the
3-month dispersion curves, blue lines are full-length measurements and error bars
are standard deviations obtained from 3-month stacks.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.7: Standard deviation of group velocity measurements estimated from
3-month NCFs versus SNR for (a) Rayleigh waves at 3 s, (c) 5 s and (e) 8 s period,
and (b) Love waves at 3 s, (d) 5 s and (f) 8 s period. Vertical gray dashed lines
indicate the SNR value of 10 and horizontal gray dashed lines show the standard
deviation value of 0.1 km/s
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Table 3.1: Number of Rayleigh wave group velocity measurements which are ac-
cepted or rejected prior to tomography at 3, 5 and 8 s periods.The number of total
waveforms is 2571. n = 3-month NCFs with SNR >10.
Period 3 s 5 s 8 s
Distance rejections 320 735 1424
SNR <10 40 29 36
n <3 657 608 450
Stdev >100 m/s 516 332 304
Remaining group measurements 1038 867 357
Table 3.2: Number of Love wave group velocity measurements which are accepted
or rejected prior to tomography at 3, 5 and 8 s periods. The number of total
waveforms is 2571. n = 3-month NCFs with SNR >10.
Period 3 s 5 s 8 s
Distance rejections 320 735 1424
SNR <10 40 79 121
n <3 649 473 220
Stdev >100 m/s 582 456 424
Remaining group measurements 980 828 382
measurements are used as input data to produce group velocity maps which will
be discussed in the next chapter.
Chapter 4
2-D group velocity inversion
In this chapter we present the method used to invert Rayleigh and Love wave group
velocity dispersion measurements to produce 2-D maps of surface wave velocities
for a discrete set of frequencies, and then we will discuss the results. Dispersion
information in the form of tomographic maps represent group velocities at each
frequency and each location on the map, and can be used to estimate the 3-D
shear-velocity structure of the crust which will be discussed in more detail in the
next chapter.
4.1 Seismic travel-time tomography
Seismic tomography is a method to determine the Earth’s sub-surface structure
using seismic data. Seismic velocity structure is obtained through perturbation
from a reference velocity model. The existence of variations in seismic properties
is the foundation of seismic tomography. These contrasts manifest themselves in
the different components of the seismic record such as arrival times of a particular
seismic phase or the shape and amplitude of the seismic waveform. The seismic
observation is compared to the predictions from the reference velocity model and
the difference is calculated. The aim is to minimize this difference by perturbing
the reference model in an iterating process to reach a model which optimally fits
the observed data. For body waves the propagation difference appears as an arrival
time shift, and for surface waves as a frequency dependent phase shift.
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The travel-time for a ray in a continuous velocity medium v(x) is a function of
the velocity and the ray-path L. Following Rawlinson and Sambridge (2003), the
travel time is
t =
∫
L(v)
1
v(x)
dl (4.1)
Since the integration path L is a function of unknown v(x), eq.(4.1) is nonlinear.
For this reason the problem is linearised assuming that the ray-path is not signif-
icantly perturbed by the small difference between the initial and actual velocity
models. We compare the observed travel-time (t) with the travel-time through a
reference model (t0) considering a perturbation δv(x) to a reference velocity field
v0(x)
δt = t− t0 =
∫
L0+δL
1
v0(x) + δv(x)
dl −
∫
L0
1
v0(x)
dl (4.2)
where v0(x) is reference velocity field, L0 is the ray-path obtained in this model
and δL is the perturbation in ray-path. The first integrand in eq.(4.2) is expanded
using the geometric series
1
v0 + δv
=
1/v0
1− (−δv/v0) =
1
v0
− δv
v20
+
δv2
v30
− ... (4.3)
By substitution of this expression into eq.(4.2) and ignoring second-order terms,
we can represent the differential time as
δt =
∫
L0+δL
[
1
v0(x)
− δv(x)
v20(x)
]
dl +O(δv2(x))−
∫
L0
1
v0(x)
dl
=
∫
L0
[
1
v0(x)
− δv(x)
v20(x)
]
dl +
∫
δL
[
1
v0(x)
− δv(x)
v20(x)
]
dl +O(δv2(x))−
∫
L0
1
v0(x)
dl
(4.4)
By using Fermat’s principle, which allows substituting L0 + δL with L0, the sec-
ond integral in eq.(4.4) can be set to zero. This principle states that the variation
of travel time along a ray-path is zero with respect to perturbations in the path
(∂t/∂L = 0). Therefore, the difference in the travel time resulting from a pertur-
bation in velocity field along the ray-path is
δt = −
∫
L0
δv(x)
v20(x)
dl +O(δv2(x)). (4.5)
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4.2 Travel-time inversion
Since each ray carries with it a measure of the integrated perturbations in seismic
slowness along the propagation path, it is possible to determine the heterogeneity
distribution if there is a dense enough sampling of the region by crossing ray-paths.
The travel-time residuals can be computed for a starting model as:
tresidual = tobserved − tpredict (4.6)
where a negative residual means fast with respect to the initial structure and a
positive residual means slow. To set up a tomography problem, the model can be
divided into cells (2-D) or blocks (3-D) of uniform velocity perturbation. Each
travel time residual is then associated with a ray-path connecting the source and
receiver. The travel-time through each cell or block that the ray crosses is found.
The total travel-time perturbation along the ray-path is the sum of the travel-time
perturbation within each cell (block) that the ray passes:
δt =
∑
j
lj∆uj (4.7)
where lj is the ray length in the corresponding cell (block) and ∆uj is the slowness
perturbation of cell (block) j. Eq.(4.7) for ith ray can be written as:
δti =
∑
j
lij∆uj (4.8)
The relationship between data and model parameters can be represented as:
d = Gm (4.9)
where d denotes the travel-time residuals, m the slowness perturbations and G
the matrix of ray lengths lij. This relationship is the discrete form of eq.(4.5)
and forms the basis of travel-time tomography. Solving the inverse problem is the
process of updating the model parameters m until the difference between observed
and predicted data becomes minimal.
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4.3 Calculating forward travel-times using the
FMM
A method is required to calculate the ray travel-time and path of seismic en-
ergy between source and receiver through continuously varying velocity structures.
Usually, this has been achieved by applying ray tracing techniques based on shoot-
ing and bending methods. In the shooting method the ray equation is formulated
as an initial value problem by determining the source coordinate and initial ray
direction. The boundary value problem involves shooting the ray from the source
with an initial ray direction and then modifying this starting direction until the
ray emerges at the receiver. In bending methods an initial ray-path that connects
the end points is adjusted iteratively until it satisfies Fermat’s Principle. The
main disadvantages of both shooting and bending methods results from lack of ro-
bustness to converge, time-consuming process and non-uniqueness of the obtained
two-point paths (Rawlinson and Sambridge, 2005). As an alternative, the Fast
Marching Method or FMM is employed to track the wavefront propagation and
estimate the travel-time from source to every point in medium.
An iterative nonlinear tomographic inversion package, called FMST (Fast March-
ing Surface wave Tomography) developed by Rawlinson (2005), has been used
in this study to perform Rayleigh and Love waves travel-time tomography. Fast
Marching Method (FMM) is used for the forward prediction step and a subspace
inversion scheme is used for the inversion step.
Fast Marching Method (FMM) is a numerical algorithm for tracking propagating
interfaces via finite-difference solution of the eikonal equation throughout a gridded
velocity field (Rawlinson and Sambridge, 2004a). This technique was introduced
by Sethian (1996) and developed by Rawlinson and Sambridge (2004a,b, 2005) for
tracking phases comprising multiple reflection and refraction branches in complex
2-D Cartesian media.
The propagation of seismic waves is governed by the eikonal equation which states
that the evolution of the traveltime in the normal direction at any point along the
wavefront is equal to the slowness (inverse of the velocity) at that point and is
given by:
|OxT | = s(x) (4.10)
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where Ox denotes the gradient operator, T is travel-time and s(x) is slowness at
position x. The presence of gradient discontinuities makes it difficult to solve the
eikonal equation for the first arrival travel-time field. This is the most significant
problem that arises for all eikonal solvers like finite-difference methods. This
problem can be dealt with by introducing a weak solution. An appropriate weak
solution is obtained by enforcing an entropy condition for the propagation of the
wavefront. In order to better understand the problem, Sethian (1996) showed an
example of the propagation of a cosine curve shown in Figure 4.1. As the wavefront
evolves, the front loses its differentiability and a corner forms in the propagating
front. Indeed if the motion continues, for later times the front passes through itself
resulting in a swallowtail solution which is multiple-valued (Figure 4.1a). Instead,
a suitable weak solution is achieved by considering the smooth flow obtained by
adding curvature O2xT to the slowness (Figure 4.1b):
|OxT | = s(x) + O2xT (4.11)
where  controls the smoothness. The limit of these smooth solutions as  → 0
(the viscous limit) is the weak solution shown in Figure 4.1c, which can also be
obtained by enforcing an entropy condition.
(a) Swallowtail
|OxT | = s(x)
(b) |OxT | = s(x) + O2xT
(c) Entropy solution
|OxT | = s(x) + O2xT (→ 0)
Figure 4.1: Cosine curve propagation. Adapted from Sethian (1996).
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Sethian and Popovici (1999) state this entropy condition by considering the wave-
front as a flame under the influence of wind which separates a burnt region inside
from an unburnt region outside; each point is transformed from unburnt to burnt
when touched by the propagating wavefront or in simple terms ’once a point
burns, it remains burnt’. By using upwind approximation to the gradient opera-
tors in eq.(4.10), the entropy-satisfying weak solution for 2-D media (Sethian and
Popovici, 1999; Chopp, 2001; Popovici and Sethian, 2002; Rawlinson and Sam-
bridge, 2005) is given by:
⌊
max(D−xa T,−D+xb T, 0)2 +max(D−yc T,−D+yd T, 0)2
⌋1/2
i,j
= si,j (4.12)
where D+ and D− are the forward and backward operators, T is traveltime, si,j
is the slowness at grid point (i, j), and the integer variables a, b, c, d represent the
order of the upwind finite-difference operator used in each of the four cases.
The Fast Marching Method numerically solves the eikonal equation to calculate
travel-times in a downwind fashion from the known computed travel-times up-
wind. The algorithm is made fast by employing the narrow band approach. Using
eq.(4.12) new travel-times are calculated by employing the known travel-times
from neighbour grid points. Figure 4.2 illustrates the narrow band approach. All
grid points are divided into three sets of points. Alive points, which their travel-
times are already calculated; Close points with trial values form the narrow band;
and Far points which are not yet calculated. Eq.(4.12) calculates the travel-time
of Close points and then the narrow band develops gradually via finding Close
points with minimum travel-time. When the values of Close points are found,
they are labelled as Alive points and all points situated next to them are labelled
as Close points. The propagation of the narrow band (wavefront) through the grid
continues until all Far points turn into Alive points.
4.4 Inversion of surface wave travel-times
The solution to the inverse problem is the last step in tomography which requires
to manipulate model parameters in order to find a model satisfying the data,
subject to regularization constraints that may be imposed. In our case, the data
are the group travel-time residuals of Rayleigh and Love waves propagating be-
tween combinations of many station pairs which cover the study area. The inverse
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Figure 4.2: Narrow band concept to track the first arrival wavefront. Alive points
have known travel-times, Close points bounded in the narrow band and have trial
travel-times and Far points do not have calculated travel-time values. Adapted from
Rawlinson and Sambridge (2005).
problem can be solved by minimizing an objective function of the following form
(Rawlinson and Sambridge, 2003):
S(m) = (g(m)−dobs)TC−1d (g(m)−dobs)+(m−m0)TC−1m (m−m0)+ηmTDTDm
(4.13)
where g(m) are the predicted residuals, m0 and m are the initial and current
model parameters, and dobs are observed traveltime residuals. Cd is the a priori
data covariance matrix to estimate uncertainty for the observed data. Cm is
the a priori model covariance matrix supplying an a priori uncertainty value to
each grid node - the smaller the value, the less it will be influenced by the data
during the inversion. D is a second derivative smoothing operator to control the
smoothness of the solution space.  and η are referred to as the damping and
smoothing parameters and determine the trade-off between the degree to which
the solution satisfies the data, the amount by which the solution model deviates
from the starting model, and the smoothness of the solution.
An iterative nonlinear inversion approach is used to minimize eq.(4.13). The it-
erative process consists of successively solving the forward problem by the FMM
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scheme and applying a subspace inversion method to solve the inverse problem.
The procedure continues until the variation of objective function with iteration
becomes significantly small. The subspace inversion method projects S(m) onto
a much smaller n-dimensional model space. By this approach the solution to the
inverse problem reduces to the inversion of an n×n matrix. The perturbation δm
for the objective function of S(m) (eq.4.13) is given by
δm = −A[AT (GTC−1d G + C−1m + ηDTD)A]−1AT γˆ (4.14)
where A = [aj] is the M×n projection matrix, G is the Fre´chet derivatives matrix
and γˆ is the gradient vector (γ = ∂S/∂m and γ = Cmγˆ).
4.5 Tomographic inversion parameters
In order to produce Rayleigh and Love wave tomographic maps, a 2-D grid of
velocity is defined comprising 25×35 = 875 velocity nodes for the inversions. The
grid extends from 11◦ to 13.5◦ in longitude and from 49◦ to 51.5◦ in latitude by 0.1◦
spacing in both dimensions. We decided to use 0.1◦ grid spacing for the inversions
since the 0.2◦×0.2◦ anomaly size (0.1◦ grid size) is resolved well by data, as it has
been shown by synthetic tests in the next section. The total number of accepted
group velocity travel-times given by Tables 3.1 and 3.2 are used as input data to
the inversion. The reference group velocity at each period equals the mean surface
wave velocity at that period and is used as the starting model for the tomographic
inversion. Accepted travel-times versus inter-station distance get plotted as black
dots in Figure 4.3 for 5 s period, where the inverse slope of the straight blue line
indicates the mean surface wave velocity.
Regularization parameters (Cd, Cm, η and ) are chosen in such a way that the
predicted and observed travel-time residuals reach the lowest possible value. The
standard deviation computed from the peak arrival times of 3-month stacks at each
period is considered as an uncertainty measurement associated with each inter-
station travel-time and is used to form data weighting matrix Cd. The a priori
velocity uncertainty is given to each velocity node by setting the diagonal elements
of Cm to 0.3 km/s. Damping and smoothing factors are the most important
regularization parameters. The appropriate values for  and η at each period
is chosen by inspecting the trade-off curves between data variance and model
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(a)
(b)
Figure 4.3: The selected travel-times of (a) Rayleigh and (b) Love waves as a
function of inter-station distance for 5 s period. Black dots are travel-times and
the inverse slop of the straight blue line indicates the mean surface wave velocity
(reference group velocity for inversion).
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perturbation. These curves are constructed by a number of separate inversions
with various combinations of damping and smoothing parameters. In Figure 4.4
we see trade-off curves for Rayleigh waves at 5 s period. First we hold  fixed at
1 for a series of varying smoothing values from 1 to 500. From the trade-off curve
shown in Figure 4.4a, we choose η = 40 that is nearest the elbow of the curve.
With this value of η we construct the trade-off curve for a set of varying damping
factors from 1 to 500. Figure 4.4b shows that  = 50 increases the data fit without
causing large increases in the model variance. Using the newly obtained value of
, the procedure of constructing the trade-off curve was repeated again (Figure
4.4c). Finally the damping and smooth weighting values of  = 50 and η = 50
were selected as the optimum regularization parameters for Rayleigh waves at 5
s period. At the end, 6 nonlinear iterations complete the tomographic inversion
process. After several tests with different number of iterations, we found that the
data variance reaches the lowest value after approximately 6 iterations and does
not change significantly as the iteration cycle proceeds.
4.6 Synthetic tests
Robustness of the surface wave tomography results depends on the ray-path den-
sity, azimuthal distribution and average path lengths of ray-paths. To assess the
extent to which the data resolves the solution model, synthetic resolution tests were
carried out in advance of performing surface wave tomography from inversion of
the real data set. The idea is to generate a synthetic velocity model and calculate
synthetic travel-times by employing the same receivers and virtual sources used
in the original tomographic inversion. Random noise that follows a Gaussian dis-
tribution is added to the set of computed synthetic travel-times to simulate noise
levels in the observed travel-times. The synthetic travel-times are then inverted in
the same manner as real data. Regions of the model which are well constrained by
the data are obtained by comparing the synthetic and recovered velocity models.
The common approach to test the resolution is the so-called checkerboard test in
which the synthetic velocity model resembles a checkerboard with alternating high
and low velocities in each square.
In order to get an estimate of the resolving power of the solution model and also
anomaly sizes which the ray-path coverage is able to resolve, usually different cell
sizes are used in synthetic tests. But we should take into consideration that if
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(a) (b)
(c)
Figure 4.4: The trade-off curves used to measure optimum values of damping
and smoothing factors for Rayleigh waves at 5 s period. (a) A series of varying
smoothing factors from 1 to 500 and a fixed value of  = 1 propose to choose η = 40.
(b) Trade-off curve made by using the smoothing parameter from the previous step
and vary . Damping factor of 50 is selected as optimum, while  = 40 would also be
acceptable. (c) The new chosen value of  remains unchanged and trade-off curve is
constructed by varying smoothing factor. η = 50 is chosen as an optimum.
a ray-path coverage is able to recover the small-scale structure, however, it does
not mean that it has also the ability to recover the larger scale anomaly (Le´veˆque
et al., 1993). With the existing ray-path coverage, three different initial synthetic
models are tested with 0.1◦ × 0.1◦ (Figure 4.5a), 0.2◦ × 0.2◦ (Figure 4.5b) and
0.3◦ × 0.3◦ (Figure 4.5c) cell sizes (anomaly sizes).
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Figure 4.5: Synthetic checkerboard models with (a) 0.1◦×0.1◦, (b) 0.2◦×0.2◦ and
(c) 0.3◦ × 0.3◦ cell sizes.
Examples of ray-path distribution and the recovered models are shown in Figures
4.6 to 4.11 for 3, 5 and 8 s periods and for Rayleigh and Love waves. Since
synthetic tests are executed using the ray-paths for which an equivalent observed
travel-time measurement exists at each period, it is expected that the recovered
solution models indicate the recovery success of the real structure.
When looking at the ray-path distributions and checkerboard results compara-
tively, it becomes obvious that high concentration of ray-paths along particular
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Figure 4.6: (a) Ray-path distribution of Rayleigh waves at 3 s and the recovered
solution models for (a) 0.1◦ × 0.1◦, (b) 0.2◦ × 0.2◦ and (c) 0.3◦ × 0.3◦ cell sizes.
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Figure 4.7: (a) Ray-path distribution of Rayleigh waves at 5 s and the recovered
solution models for (a) 0.1◦ × 0.1◦, (b) 0.2◦ × 0.2◦ and (c) 0.3◦ × 0.3◦ cell sizes.
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Figure 4.8: (a) Ray-path distribution of Rayleigh waves at 8 s and the recovered
solution models for (a) 0.1◦ × 0.1◦, (b) 0.2◦ × 0.2◦ and (c) 0.3◦ × 0.3◦ cell sizes.
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Figure 4.9: (a) Ray-path distribution of Love waves at 3 s and the recovered
solution models for (a) 0.1◦ × 0.1◦, (b) 0.2◦ × 0.2◦ and (c) 0.3◦ × 0.3◦ cell sizes.
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Figure 4.10: (a) Ray-path distribution of Love waves at 5 s and the recovered
solution models for (a) 0.1◦ × 0.1◦, (b) 0.2◦ × 0.2◦ and (c) 0.3◦ × 0.3◦ cell sizes.
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Figure 4.11: (a) Ray-path distribution of Love waves at 8 s and the recovered
solution models for (a) 0.1◦ × 0.1◦, (b) 0.2◦ × 0.2◦ and (c) 0.3◦ × 0.3◦ cell sizes.
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ray trajectories cause smearing of anomalies. Furthermore, as travel-times are cal-
culated for surface waves propagating between pair stations, there is no ray-path
outside of the area covered by the station distribution. Therefore, ray-path cov-
erage along with resolved pattern degrades toward the edges of the area bounded
by stations and disappears outside of this area. Also, according to Tables 3.1 and
3.2, with increasing period the number of group velocity measurements decreases,
which is caused by the criteria imposed in data selection. This causes a reduction
of ray-path coverage and resolution at long periods. In spite of these effects, the
checkerboard pattern in the center of study region is recovered well for 3 and 5 s
periods for 0.2◦ × 0.2◦ and 0.3◦ × 0.3◦ cell sizes. Therefore, the existing ray-path
coverage in the center of study region is sufficient to resolve the subsurface struc-
tures with minimum dimensions of approximately 22 km. At all three periods,
the features with 0.1◦ length scale are smeared strongly across the whole area and
poorly resolved. For 8 s period, the center of study region recovers the synthetic
checkerboard with 0.3◦ × 0.3◦ cell size better than the smaller checkerboard mod-
els as a result of increasing the minimum length scale of resolvable velocity model
with decreasing path density.
4.7 Uncertainty maps
Before discussing the results, it is necessary to evaluate uncertainty of the tomo-
graphic maps at each period and wave type. For this purpose, we used the most
important parameters affecting group velocity dispersion maps which are damping
and smoothing parameters. We achieved the optimum values of these parameters
through trade-off curves before. To determine the degree to which the results are
affected, we try different damping and smoothing parameters and run the inver-
sion process which results in having various group velocity maps at each period.
The difference between the maximum and minimum velocities is considered as an
uncertainty corresponding to each geographical point on the maps. The obtained
values of uncertainty are also used in the next chapter as error estimates in order
to construct shear wave velocity model from group velocity dispersion maps. Fig-
ure 4.12 and 4.14 show the Rayleigh and Love wave uncertainty maps at different
periods.
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4.8 Group velocity maps
Accepted travel-time measurements for 1 to 10 s periods are inverted to produce
group velocity dispersion maps for Rayleigh and Love waves by using the tomog-
raphy method described in the previous sections. The resulting Rayleigh and Love
waves group velocity maps for different periods are shown in Figures 4.13 and 4.15.
Figure 4.13 gives the group velocity maps at 1, 1.5 and 2 s periods where surface
waves are sensitive to shallow structures above approximately 3 km depth. Figure
4.15 shows the obtained group velocity maps at 3, 5 and 8 s periods where surface
waves’ sensitivity vary from about 4.5 to 12 km depth. In all maps, only areas that
have reasonable resolution (derived from synthetic tests) are shown. The values
of period and mean surface wave velocity are shown on the top left of each map.
Rayleigh and Love wave group velocity maps at short periods of 1, 1.5 and 2 s
are roughly similar. For example, low velocity anomalies are observed along the
MLF and its northern part. Also, the low velocity around the EGR has a similar
pattern at 1.5 and 2 s in both cases. Unlike the Rayleigh wave maps, the Cheb
Basin is revealed as low velocity zone in Love wave maps. With increasing pe-
riod, the similarity between Rayleigh and Love wave group velocity maps decreases
extremely and in many cases the location of high and low velocity anomalies are in-
terchanged. Peer-to-peer comparison of uncertainty maps at each period indicates
that Love wave group velocity maps are more affected by damping and smoothing
parameters and consequently the uncertainty of measured group velocity values
are greater in case of Love waves rather than Rayleigh waves. In the next chapter
we will show that Love waves give a higher level of misfit to modelled dispersion
curves. The uncertainty maps measured in this chapter as well as misfit values
which are discussed in the next chapter confirm that Rayleigh wave group velocity
maps are more reliable than Love wave maps.
Overall, at small periods, Rayleigh wave group velocity anomalies show a good
correlation with the geological features. In the geological map of the region (Figure
4.16), granites can be observed in the east and west of the MLF. In the east of MLF
these rocks extend from north to south and are intersected by sedimentary rocks of
EGR in the middle. In the west of MLF two features covered mostly by granites are
observed, one of which extends from the northern edge of the CB in a ENE-WSW
direction and the other one has a NW-SE trending intersected by sedimentary
rocks in its middle. The mentioned features are dominated by high velocities in 1
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s Rayleigh wave group velocity map. The short period maps exhibit low velocity
at the NW part of the region where Tertiary volcanic rocks along with Permian-
Carboniferous rocks have been elongated in ENE-WSW direction. Compared with
the 1 s map, the low velocity anomalies on the 1.5 and 2 s Rayleigh wave group
velocity maps extends along the EGR and MLF. The extreme low velocity anomaly
at the northern part of the MLF and also high velocity at western edge of the CB
on Rayleigh wave maps may result from the relatively large uncertainty in these
parts.
Toward longer periods, sensitivity of surface waves to shallow structures decreases
and the observed velocity anomalies are related to deeper features. The Rayleigh
wave group velocities on the 3 and 5 s maps along the southern part of the MLF
increase with period and at 5 and 8 s, the low velocity is replaced by high velocity;
while in the northern part of the MLF the low velocity anomaly remains strong in
the 3 s map. At 5 s period, this low velocity anomaly shifts slightly to the south
and correlates with the main focal zone of the earthquake swarms and gas escape
centres of Cheb Basin.
As discussed in chapter 1, numerous studies using various seismic methods such
as reflection and refraction experiments, body and surface waves propagation and
receiver functions were carried out in the past few years to determine the seismic
structure of the crust and upper mantle in the Western Bohemian region. Among
few studies that have used surface waves in this area, there is only one study
(Kol´ınsky´ and Brokesˇova´, 2008) that provided the tomographic map of Rayleigh
wave velocity. This study differs in frequency range, source of surface waves and
extent of study area from our study, but is a useful indication to test the validity
of our results. Kol´ınsky´ and Brokesˇova´ (2008) used 87 records obtained from 6
shots fired in the Western Bohemian region and recorded by 15 stations during the
seismic refraction experiment SUDETES 2003 (Grad et al., 2003). This study aims
at investigating the uppermost crust and measured Rayleigh wave group velocity
distribution in a period range from 0.25 to 2 s and only covers an area of 50× 60
km in the western Bohemian region. As explained in chapter 3 on data collection
and processing, our study was designed to provide more results for upper crust up
to 12 km, therefore the frequency range in our study is broader than that used in
Kol´ınsky´ and Brokesˇova´ (2008). Our obtained group velocity maps at short periods
(1, 1.5 and 2 s) are presented on the left panels in Figure 4.17 for comparison with
the results of the former study for the same periods shown on the right panels.
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We plot our results inside the same area border for better comparison. As shown
at the top left of each figure, values of mean velocity in our study are slightly
higher than that obtained by the former study, therefore, the group velocities are
not exactly comparable and this comparison has qualitative aspect. The results of
the two studies are partly in agreement. Although overall high velocity anomalies
often indicate metamorphic and igneous rocks, and lower velocities are related
to shallow sedimentary basins, both compared group velocity pairs show high
velocity anomaly in location of Cheb sedimentary basin. Kol´ınsky´ and Brokesˇova´
(2008) argue that this sedimentary basin is too shallow and surface waves even
by the shortest periods (0.5 - 1 s) may not detect such features. Furthermore,
except geological composition, surface wave’s velocities are affected by complex
fault systems of the area such as Eger rift fault system and MLF. All group
velocity maps show a low velocity anomaly located in the north and elongated
in the south direction. The most important feature they have focused on in this
period range, is the direction of velocity anomalies that correlate with the NW-SE
direction of the MLF.
More detailed interpretation requires that the group velocity maps from ambient
noise tomography are inverted for 3-D shear wave velocity structure. How this is
done, is described in the next chapter.
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Figure 4.12: Obtained Rayleigh (left) and Love (right) wave uncertainty maps at
periods (a,b) 1 s, (c,d) 1.5 s and (e,f) 2 s.
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Figure 4.13: Obtained Rayleigh (left) and Love (right) wave group velocity maps
at periods (a,b) 1 s, (c,d) 1.5 s and (e,f) 2 s. EGR is Eger Rift, MLF is Maria´nske´
La´zneˇ Fault and CB is Cheb Basin.
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Figure 4.14: Obtained Rayleigh (left) and Love (right) wave uncertainty maps at
periods (a,b) 3 s, (c,d) 5 s and (e,f) 8 s.
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Figure 4.15: Obtained Rayleigh (left) and Love (right) wave group velocity maps
at periods (a,b) 3 s, (c,d) 5 s and (e,f) 8 s. Black dots indicate the swarmquake
hypocenters at each period.
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n mica-schist gneisses, paragneisses to migmatites
n paragneisses to migmatites with intercalations of limestone, erlane,
quartzite, graphite, amphibolite
n Proterozoic rocks (schists, phyllites, mica schists to paragneisses)
n Orthogneisses, granulites and anatectic migmatites in Moldanu-
bicum and Proterozic
n Paleozoic rocks folded and metamorphosed (phyllites, mica schists)
n Paleozoic rocks folded, non-metamorphosed (shales, greywackes,
quartzites, limestones)
n Volcanic rocks in Proterozoic to Paleozoic (amphibolites, diabase,
basalts, porphyries)
n Ultrabasic rocks in Moldanubicum and Proterozoic
n Granites
n Diorites and gabbros, Assyntian and Variscan
n Mesozoic rocks affected by Alpine folding (sandstones, shales)
n Permian-Carboniferous rocks (sandstones, conglomerates, mud-
stones)
n Tertiary rocks (sands, clays)
n Tertiary volcanic rocks (basalts, phonolites, tuffs)
n Quaternary (clays, loesses, sands, gravels)
Figure 4.16: Geological map of the region. Adapted from Ru˚zek and Hora´lek
(2013).
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Figure 4.17: The comparison between Rayleigh wave group velocity maps ob-
tained in our study (left) and corresponding tomography maps derived from the
measurements by Kol´ınsky´ and Brokesˇova´ (2008) (right) at short periods (a,b) 1 s,
(c,d) 1.5 s and (e,f) 2 s.
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3-D shear velocity structure
5.1 Introduction
In the previous chapter we obtained Rayleigh and Love wave group velocity disper-
sion maps from 1-10 s period which resulted from dispersion curves made on EGFs
computed between the stations across Northwest Bohemia/Vogtland. These group
velocity maps represent lateral variations of surface wave velocities at fixed peri-
ods. Surface waves have different depth sensitivity at different periods, therefore,
the lateral and depth variation of the shear wave velocity (VS) can be estimated
from the group velocity dispersion maps. In this chapter I describe how to in-
vert the surface wave dispersion measurements to estimate subsurface shear wave
velocity structure of the upper crust (< 12 km) beneath this area.
5.2 Method
Shear wave velocity structure is obtained from the group velocity maps in a two-
stage process. In the first step, from all group velocity dispersion maps (1-10 s)
created from the dispersion measurements, we obtain one dispersion curve for each
gridpoint. In the next step, the dispersion curves reconstructed at each gridpoint
are inverted for 1-D shear wave velocity structure using a linearized inversion. The
gridpoints spreading in two dimensions of latitude and longitude by 0.1◦ spacing
in both dimensions, together with shear wave velocity profiles that provide the VS
at depth under each gridpoint, will result in a 3-D VS model.
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5.2.1 Dispersion curves at each gridpoint
Considering all computed group velocity maps (1 s, 1.5 s, 2 s, ... , 10 s) at
once, there is a set of period-dependent group velocities for every gridpoint on the
maps. We extract the group velocity of Rayleigh and Love waves at each gridpoint,
obtaining one dispersion curve for each. An example of obtained Rayleigh and
Love wave group velocity dispersion curves is shown in Figure 5.1 for two points
corresponding to Cheb Basin (5.1b) and Eger rift (5.1c). Error bars indicate the
uncertainty estimate at each period on the resulting dispersion maps which was
discussed in chapter 4.
(a)
11˚45' 12˚00' 12˚15' 12˚30' 12˚45' 13˚00'
49˚45'
50˚00'
50˚15'
50˚30'
b c 
(b) (c)
Figure 5.1: (a) The location of points where we present the Rayleigh and Love
waves dispersion curves. (b) and (c) Dispersion curves at two gridpoints in Cheb
Basin and Eger rift. Error bars indicate the uncertainty estimate at each period on
the resulting dispersion maps.
Dispersion curves corresponding to the mean group velocity at each period are
shown in Figure 5.2 for Rayleigh and Love waves.
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Figure 5.2: Dispersion curves corresponding to the mean Rayleigh and Love waves
group velocity at each period.
5.2.2 Calculating 1-D shear wave velocity profiles
5.2.2.1 Starting models and parametrization
The starting model for VS velocity inversion at each gridpoint (0.1
◦ grid size)
is adopted from the isotropic 1-D velocity model of Ma´lek et al. (2005), and
parametrized with 8 homogeneous isotropic layers extending to about 15 km depth.
Each layer is defined by four parameters: S-wave velocity (VS), P-wave velocity
(VP ), density (ρ) and thickness. Because surface waves are more sensitive to VS
than VP , only shear wave velocity is inverted iteratively and the P-wave velocity
is updated using the VP/VS ratio which is fixed in each layer. At the same time,
density is calculated from the new VP using the Nafe relation. The layers start
with a thin 500 m layer at the top which consists mostly of shallow sediments, fol-
lowed by 7 layers with 2 km thickness. The 1-D model of Ma´lek et al. (2005) (solid
black lines) along with our starting model (blue step lines) is shown in Figure 5.3.
5.2.2.2 Linearized inversion
The linearized inversion is based on comparison of the predicted dispersion curve
from the starting model (described in Section 5.2.2.1) with observed group veloc-
ities and continuously updating the input model parameters (perturbation from
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Depth (km) Vp (km/s) Vs (km/s)
0.0 3.70 2.18
0.41 5.37 3.16
2.46 5.81 3.57
8.41 6.10 3.58
32.0 7.20 4.16
Figure 5.3: P- and S-wave 1-D velocity model derived by Ma´lek et al. (2005)
indicated by solid black lines. The table on the right shows the VP and VS velocities
at each depth of this model. Our starting model is shown by blue step lines.
the starting model) to minimize the difference between predicted and observed
data. The linearized inversion process is carried out using a program developed
by Herrmann (2013) to invert for the 1-D VS velocity structure under each grid-
point.
The appropriate 1-D VS profile at each gridpoint that fits the data was obtained
by running the linearized inversion process in three steps, using the generated
starting model in the above section in the first step. In this step the velocities at
each layer are permitted to change during inversion, while the thickness of each
layer remains unchanged. Figures 5.4a and 5.5a show a plot of the starting model,
the solution model and the observed and predicted dispersion curves for Rayleigh
wave data shown in Figures 5.1b and 5.1c.
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(a)
(b)
(c)
Figure 5.4: Three steps to estimate optimum fitting model to observed Rayleigh
wave dispersion curve in Figure 5.1b. (a) Vary velocities at each layer while holding
the layer thickness fixed. In this case, the current velocity model is chosen as starting
model for the next step. (b) Vary layer thickness while holding velocities unchanged.
Obtained 1-D velocity model is used as input for the next step. (c) Repeat the first
step using the output model from the previous step. Observed dispersion curves are
shown with black dots in the right side of each Figure. The starting model is shown
with blue line. Red lines indicate the best fitting model and associated dispersion
curve.
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(a)
(b)
(c)
Figure 5.5: The same as Figure 5.4, but for observed Rayleigh wave dispersion
curve in Figure 5.1c.
In the next step, the obtained 1-D velocity model is used as starting model, the ve-
locities at each layer are kept constant while the thickness of each layer is changed.
The results generated from this process are shown in Figures 5.4b and 5.5b. The
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final model that satisfies the data is taken from the third step in which the first
step is repeated by using the predicted model produced in the previous step as
starting input. The resulting initial and current VS profiles and current dispersion
curves are shown in Figures 5.5c and 5.5c.
The complete linearized inversion in each step is carried out using 50 iterations
and dispersion fits were calculated for each iteration. Figure 5.6 shows the changes
of parameters describing the degree of fit to the data for the three steps in Figure
5.4. Dispersion fits are given by the mean difference between the observed and the
estimated dispersion value (eq.(5.1)), the standard error of fit (eq.(5.2)) and the
L1 norm of fit (eq.(5.3)):
di =
viobs − vipred
iobs
mean residual =
1
n
n∑
i=1
di (5.1)
standard error =
√√√√ 1
n
∣∣∣∣∣
n∑
i=1
(di)2 − n(mean residual)2
∣∣∣∣∣ (5.2)
L1 norm =
∑n
i=1 |di|∑n
i=1
1
iobs
(5.3)
where n is the number of the periods of dispersion curve. A discrete grid of periods
used from 1-10 s and every 0.5 s (1 s, 1.5 s, 2 s, 2.5 s, ... , 10 s), therefore, n is 19.
viobs and v
i
pred are the observed and predicted group velocities, and 
i
obs represents
the error of the ith observation. Percent of signal power fit (eq.(5.4)) is an indicator
of goodness of fit
Percent of signal power fit = (1−
∑n
i=1(d
i)2∑n
i=1(
viobs
iobs
)2
)× 100 (5.4)
It is clear from Figure 5.6 that the main change in fitting parameters occur after
the first few iterations in the first step. In next steps and also by increasing the
number of iterations, the obtained velocity model will not change much.
Chapter 5. 3-D shear velocity structure 74
Figure 5.6: The values of inversion fits for the 3 steps in Figure 5.4
5.3 Observation misfit to the data
Before presenting the obtained 3-D model, the extent to which the observed
Rayleigh and Love waves dispersion curves fit to the data at each gridpoint is
investigated. Our approach for doing this is to find misfit of the predicted disper-
sion measurements compared to the observed measurements over all periods across
the region. At each period and gridpoint, the predicted dispersion measurement
obtained from the final velocity model is subtracted from the observed data.
This misfit value for 3 selected periods of 3, 5 and 8 s across the region is shown
in Figure 5.7 for both Rayleigh and Love waves. The mean difference between the
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predicted and the observed dispersion, estimated over all periods is derived from
1
n
n∑
i=1
vipred − viobs
iobs
and presented in Figure 5.8. Green and blue colors mean that the derived model
is faster than observed data and orange to red colors indicate that the model is
slower. It can be clearly seen that the Rayleigh waves give a much higher level of
fit to data than Love waves. This misfit is due to large scattering of observed Love
waves group velocities around the modelled dispersion curve at each gridpoint.
Therefore, finding a model to fit the Love waves dispersion measurements becomes
difficult in most areas of the region especially close to the main study area.
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Figure 5.7: Misfit between observed and modelled group velocities for Rayleigh
(left) and Love (right) waves at (a,b) 3 s, (c,d) 5 s and (e,f) 8 s. Green and blue
colors indicate faster model while orange to red colors represents that the model is
slower than data.
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Figure 5.8: Misfit between observed and modelled group velocities averaged over
all periods for Rayleigh (a) and Love (b) waves.
Considering the above mentioned points, Love waves are excluded from further
analysis and subsequently we turned our attention to the Rayleigh waves to derive
the 3-D VS model.
5.4 Results
The 1-D shear wave velocity models generated by linearized inversion of Rayleigh
waves dispersion measurements at each gridpoint are combined to obtain a 3-
D shear wave velocity model of the region to a depth of about 12 km. In the
following, we present a selection of horizontal and vertical cross sections through
the obtained 3-D model to investigate significant structural features.
Horizontal slices at 2, 5, 8 and 10 km are shown in Figure 5.9. At 2 km depth, a
slightly low velocity zone is observed in northern part of the MLF. This pattern
varies toward greater depths such that the low velocity zone shifts to the south and
is concentrated on the Novy´ Kostel focal zone where more than 80% of the total
seismic energy is released. This zone of low velocity disappears at 8 km depth.
This can also be clearly observed in vertical cross sections passing through this
area (Figure 5.11).
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Figure 5.9: A selection of horizontal VS depth slices through the 3-D model at (a)
2 km, (b) 5 km, (c) 8 km and (d) 10 km. (MLF = Maria´nske´ La´zneˇ Fault; EGR =
Eger Rift; CB = Cheb Basin; NK = Novy´ Kostel)
For a closer look at the shear wave velocity at depth, we employ a set of four
longitudinal and four latitudinal profiles as well as two crossing profiles which are
approximately perpendicular and parallel to the strike of the MLF. The locations
of vertical slices through the 3-D model are shown in Figure 5.10 and the profiles
are represented in Figure 5.11.
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Figure 5.10: The locations of vertical slices through the 3-D model.
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Figure 5.11: A selection of vertical slices through the 3-D model. The locations
of the cross-sections are indicated in 5.10. Black dots indicate swarmquakes.
Comparing longitudinal profiles from north to south (AA
′
-DD
′
), a low velocity
zone appears above the focal zones up to a depth of 5 km on profile AA
′
. From
north to south, the width of the low velocity zone narrows while its penetration
depth extends to a depth of about 6-7 km on profile BB
′
and is localized above
hypocenters in Novy´ Kostel area. Further south, away from recently seismic active
region, this low velocity zone disappears and VS velocity returns to the average. As
with the longitudinal profiles AA
′
-DD
′
, the most pronounced shear wave velocity
anomaly on latitudinal profiles EE
′
-HH
′
is also the low velocity structure above
hypocenters in the Novy´ Kostel area. From west to east, a low VS velocity zone
down to a depth of about 5 km is observed above the focal zones on profile FF
′
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which concentrates more above hypocenters in the Novy´ Kostel area on profile
GG
′
. Two crossing profiles II
′
and JJ
′
show the same result. High velocities at
the western and eastern parts of the BB
′
as well as southern edge of hypocentral
zone on the GG
′
and II
′
profiles may result from the relatively large uncertainty
of Rayleigh wave maps in these parts and depth ranges.
5.5 Comparison with previous studies
The west Bohemia/Vogtland has been studied intensively in the past few years
using diverse seismological methods. We compare our shear wave velocity model
with the results of recent studies which provide insight into the VP and VS velocity
structure in this area. The geographical area and the depth range of these recent
studies is comparable to our study. Ru˚zek and Hora´lek (2013) derived 3-D VP and
VS velocity models for this area by means of seismic traveltime tomography. They
used P-wave traveltimes provided by different controlled source experiments and
P- and S-wave arrival times from local earthquakes in the period between 1991
and 2010. Their model covers a limited area around Novy´ Kostel. Obtained P-
and S-wave depth-velocity sections along two west-east and south-north directions
in this study are shown in Figure 5.12.
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Figure 5.12: 3-D VP and VS velocity models obtained by Ru˚zek and Hora´lek (2013)
(Figure 4 in the original paper). (Top) Horizontal cross-sections of the P-wave (left)
and S-wave (right) velocity fields at a depth of 3 km. (Middle) Vertical cross-sections
along WE profile. (Bottom) Vertical cross-sections along SN profile. The profiles
intersect at the station NKC (indicated by a white triangle). Approximate course
of the MLF is shown by a dashed white line.
In their 3-D model we should point to the considerable decrease in VP right below
the station NKC (Novy´ Kostel). Because the resolution of S waves is slightly worse
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than that of P waves in their study, their obtained VS model along WE and SN
profiles in Figure 5.12 is limited to the area around the Novy´ Kostel where we
observe the low shear wave velocity anomaly. Indeed the width of the decreased
velocity zone in our study is equivalent to the width of the obtained VS model by
Ru˚zek and Hora´lek (2013). Therefore, it is not expected that these two models
would be comparable to each other with respect to internal details. However, we
find that the shear wave velocity values in both studies are almost at the same
level.
Mousavi et al. (2015) presented a local earthquake tomography to image the VP
and VP/VS in the area of earthquake swarm activity using almost the same set
of stations as in our study. Obtained VP and VP/VS spatial distribution along
WE and SN profiles in this study is shown in Figure 5.13. It has a resolution
comparable to our study.
Figure 5.13: Two-dimensional P-wave (left) and VP /VS ratio (right) along WE
(top) and SN (bottom) profiles crossing the Novy´ Kostel seismic zone (profiles BB
′
and GG
′
in Figure 5.11). Adapted from Mousavi et al. (2015). Black dots represent
the hypocenters.
In WE profile, two velocity anomalies can be clearly seen. One is the low P wave
velocity zone above earthquake swarm activity and the other one is the increased
zone of VP beneath the hypocenters in Novy´ Kostel. Both VP and VP/VS patterns
correlate to a relatively great extent to each other. Hence, VS does not play
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a significant role in VP/VS pattern. In our results (profile BB
′
in Figure 5.11)
at the location of decreased VP we also observe a low shear wave velocity zone
and at the location of elevated VP , the VS values remain unchanged. Therefore,
the reduction of VP and VP/VS above earthquake swarms is most affected by
P wave velocity reduction rather than VS and the increased VP/VS beneath the
hypocenters results from higher P wave velocity.
SN profiles in both Ru˚zek and Hora´lek (2013) and Mousavi et al. (2015) studies
show a narrow zone of decreased VP above hypocenters where the shear velocity in
our results is lower than average. By comparing the SN profiles in our study and
that by Mousavi et al. (2015), it seems that the increased VP/VS zone beneath
hypocenters is affected by increasing VP and its continuation to the surface may
results from reduction in shear wave velocity observed in our results (profile GG
′
in Figure 5.11).
In a recent study by Alexandrakis et al. (2014) the double-difference tomography
method was applied to the 2008 earthquake swarms to investigate VP and VP/VS
structure within and around the Novy´ Kostel focal zone. The results show that
during the earthquake swarm the VP/VS values reach 1.73±0.04 within the seismic
focal zone while a low VP/VS layer (1.70±0.03) overlays this zone (Figure 5.14).
Figure 5.14: Geological interpretation of the Novy´ Kostel Seismic Zone (left)
modified from Weise et al. (2001) and the VP /VS weighted average model (right)
by Alexandrakis et al. (2014). The Vp/ Vs model profile is parallel to 9HR/91 and
passes through the focal zone (profile II
′
in Figure 5.11 from 15-40 km).
According to the higher VP/VS values as well as lower resistance of focal zone to
fracturing than overlying layer, they suggest that during the earthquake swarm
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the pore pressure increases within the focal zone results in an increase of VP/VS.
Uprising magmatic fluids may be blocked in this zone by the overlaying layer
leading to increasing pore pressure.
5.6 Summary and Conclusion
In this chapter we used the previously obtained group velocity dispersion maps to
derive the 3D shear wave velocity structure beneath the study region. Love waves
were excluded from further analysis due to large scattering of their group velocities
around the modelled dispersion curves. The resulting shear wave velocity structure
is represented through selected horizontal and vertical cross sections. The hori-
zontal cross sections as well as vertical profiles crossing the recently active focal
zone (e.g. profiles BB
′
, GG
′
, II
′
and JJ
′
in Figure 5.11) reveal a clear low velocity
zone above the Novy´ Kostel seismic focal zone. Low shear wave velocity anomaly
narrows towards the top of the seismic activity and ends above the shallowest
hypocenters. It seems to bound the seismic activity to certain depths. Lowered
values of shear wave velocity may be attributed to the existence of fractures, as
they soften the elastic mineral frame tending to lower velocity.
In comparison with previous recent studies, as usually P wave is more sensitive
to fluid content than S wave, increasing VP/VS ratio within focal zone is more
affected by VP increase. P wave velocity reduction above focal zone has been
observed by Mousavi et al. (2015) and deeper into the focal zone by Ru˚zek and
Hora´lek (2013). Further increase of VP/VS ratio above 5 km depth is observed in
Alexandrakis et al. (2014) which is in agreement with VS reduction in our results.

Chapter 6
Searching for temporal changes in
seismic velocity
6.1 Introduction
Seismic activity in West Bohemia/Vogtland consists of earthquake swarms sepa-
rated by periods of low seismic activity. The triggering process, supposedly fluid
transport through the crust, is not stationary. Temporal variations of gas and fluid
emanations have been observed (Heinicke and Koch, 2000; Bra¨uer et al., 2005).
Such changes can be expected due to pore pressure changes, opening and closing
of cracks, stress redistribution, hydraulic pressure changes etc. However, there
has been no attempt so far to investigate temporal variations of seismic velocity
and/or of changes in small-scale structural features.
In recent years two novel methods have been developed to measure small temporal
changes seismically. One is Coda Wave Interferometry (CWI) (Poupinet et al.,
1984; Snieder et al., 2002) which uses repeated sources like earthquake doublets.
It is based on the observation of time shifts of multiply scattered coda waves
between two events occurring at different times. The time shift dt of a seismic
phase due to a temporal velocity change is given by
dt = −tdv
v
(6.1)
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t is the travel time of the phase and
dv
v
is the relative velocity change. Coda
waves have longer travel times t than direct P or S waves and are therefore more
sensitive to velocity changes.
A second method that does not rely on repeated events is Passive Image Interfer-
ometry (PII). It was developed by Sens-Scho¨nfelder and Wegler (2006) and Wegler
and Sens-Scho¨nfelder (2007). In this method the correlation of ambient seismic
noise is used to obtain Green functions (EGF) that include multiply scattered coda
waves, which are then treated in analogous way to CWI. The advantage of PII
over CWI is that it does not depend on repeated impulsive sources, and therefore
a quasi-continuous monitoring of structural changes with a time resolution of days
is possible. The advantage of CWI over PII, on the other hand, is that the seismic
sources are located at depth, in the same area where the sources of the temporal
variations are anticipated.
There are many reports of variations of seismic velocity connected with seismic
events (Wegler and Sens-Scho¨nfelder, 2007; Wegler et al., 2009; Hobiger et al.,
2014). In all these cases a co-seismic velocity drop was observed, sometimes fol-
lowed by slow recovery. Also at volcanoes velocity changes were observed with
CWI and PII (Sens-Scho¨nfelder and Wegler, 2006; Brenguier et al., 2008). At the
KTB drilling site Bokelmann and Harjes (2000) found a change of seismic velocity
connected with fluid injection experiments. Maeda et al. (2010) reported a ve-
locity decrease in a swarmquake region in Kyushu, Japan in connection with two
earthquake swarms which were comparable in duration and size with the west Bo-
hemia/Vogtland swarmquake activities. The largest effects were seen from waves
reflected within the hypocentral area at about 10 km depth.
In this chapter, we investigate temporal variations in seismic velocity in the earth-
quake swarm area in west Bohemia/Vogtland by means of PII. Using this tech-
nique, we estimate the phase shift of auto- and cross-correlation functions of con-
tinuous seismic waveforms to detect temporal changes in seismic velocity during
and after the two largest earthquake swarm activities that occurred in October
2008 and August 2011. Here, the idea is that due to fluid intrusions into the source
area, cracks will open and the fluid contents in cracks will change. This in turn
will change the seismic velocity in the source area.
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6.2 Data
6.2.1 Collection
We analysed continuous vertical and horizontal component seismic data from 8
seismological stations around the central part of the earthquake swarm area. The
spatial distribution of the employed seismic stations along with the hypocentral
locations of the earthquake swarm 2008 is represented in Figure 6.1. 7 seismic
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Figure 6.1: Seismic activity in the west Bohemia/Vogtland in 2008 and observation
stations used in this study.
stations KAC, KRC, LBC, NKC, POC, SKC and ZHC belong to the West Bo-
hemia Local Seismic Network (WEBNET) operated by the Institute of Geophysics
Prague (IG). There are two seismic stations in Novy Kostel area with the same
code NKC, one of them belongs to the WEBNET network and the other one
belongs to the Czech Regional Seismic Network (CRSN). The right of access to
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WEBNET stations is restricted and in the time span of recent earthquake swarms,
the data in the period between 1 April and 31 December 2008, about 6 months
before and 2 months after the earthquake swarm period 2008 is in our access. For-
tunately, NKC which is placed in the epicentral location of the earthquake swarms
2008 and 2011, is involved in the global seismological data exchange and its data
is accessible. Therefore, we use the data recorded by this station to investigate
temporal variations in seismic velocity during the time period from January 2008
to September 2009 and between January 2011 and December 2011.
6.2.2 Processing
Data processing is similar to what we have discussed in chapter 3. Continuous ver-
tical and horizontal data recorded by each seismic station are sliced into one-hour
length segments and decimated to 10 Hz. Instrument response correction is used
before calculating cross-correlation functions (CCF), but as the CCFs are com-
puted for WEBNET stations which have the same instrument response, this step
is not further required. In the next step, the data is filtered in 3 different frequency
bands (0.5-1 Hz, 1-2 Hz and 2-4 Hz). Spectral normalization is applied to reduce
broad imbalances near microseisms and to broaden the spectra for CCFs. Time
domain normalization (1-bit normalization), is added to the processing steps prior
to the correlations to reduce contribution from earthquake signals, instrumental
irregularities and non-stationary noise sources close to stations.
For each station, one-hour long preprocessed vertical and horizontal components
are correlated in all six possible combinations (EE, EN, EZ, NN, NZ and ZZ). The
resultant signal from auto-correlation of EE, NN and ZZ component combinations
represent singly and multiply scattered waves beneath the station and are called
ACF, while EN, EZ and NZ correlations have the nature of cross-correlation and
are called single-station cross-correlation functions (SCF) (Hobiger et al., 2014).
Therefore, spectral whitening is also applied before calculating SCFs. For each
station pair, vertical and horizontal components of one-hour long preprocessed
slices are correlated in all nine possible combinations (EE, EN, EZ, NE, NN, NZ,
ZE, ZN and ZZ) to obtain CCF records. Correlations of one-hour slices are then
stacked into one-day time-series. Total number of retrieved ACF, SCF and CCF
records to analyse the seismic velocity variations along with the above mentioned
information has been summarized in Table 6.1.
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Table 6.1: Total number of ACF, SCF and CCF records used for monitoring
temporal changes in seismic velocity.
ACFs and SCFs
Stations KAC, KRC, LBC, NKC, POC, SKC, ZHC
Component combinations EE, EN, EZ, NN, NZ, ZZ
Frequency bands 0.5-1 Hz, 1-2 Hz, 2-4 Hz
Total number of ACF
and SCF records
126
CCFs
Station pairs
KAC-KRC, KAC-LBC, KAC-NKC, KAC-POC
KAC-SKC, KAC-ZHC, KRC-LBC, KRC-NKC
KRC-POC, KRC-SKC, KRC-ZHC, LBC-NKC
LBC-POC, LBC-SKC, LBC-ZHC, NKC-POC
NKC-SKC, NKC-ZHC, POC-SKC, POC-ZHC
SKC-ZHC
Component combinations EE, EN, EZ, NE, NN, NZ, ZE, ZN, ZZ
Frequency bands 0.5-1 Hz, 1-2 Hz, 2-4 Hz
Total number of CCF records 567
6.3 Measurement of temporal velocity change
As we mentioned previously, coda waves have longer travel times than direct
P or S waves and are more sensitive to velocity changes, therefore, we analyse
the coda wave part of the daily correlation function records. As defined by Ho-
biger et al. (2014) coda window spans the interval from d/vmax + 7.5/fmin until
d/vmax+17.5/fmin, where d is the inter-station distance, vmax denotes the velocity
corresponding to the maximum amplitude of the envelope of the filtered signal
and fmin represents the lowest frequency of the respective frequency band. This
time window is chosen to exclude surface waves and include scattered coda waves
from the hypocentral volume.
In order to increase the stability of the daily correlation functions, we smoothed
them over 7 days. In Figure 6.2 an example of an ACF record section is displayed
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before and after smoothing for station NKC in the frequency band of 1-2 Hz and
in the period from April 2008 to January 2009 including the earthquake swarm
which lasted from 6 October to 30 October 2008.
In order to investigate the temporal velocity variations of subsurface structure, we
compare the daily correlation functions with a reference correlation function, which
is calculated by averaging the daily functions during the investigation period. The
analysis is done by applying a grid-search technique (Sens-Scho¨nfelder and Wegler,
2006). We first consider a perturbation (dv) to seismic phases velocities (v) of the
daily coda waves from dv/v = −1% to dv/v = 1% in steps of 0.01% resulting
in 100 trials. For dv/v values smaller than zero, the trials are stretched and for
values larger than zero, are compressed. Comparing the stretched/compressed
traces with the reference gives an indication of similarity. This similarity can
be quantified by measuring the correlation factor. The negative relative velocity
variation −dv/v that correspond to the maximum correlation factor is selected as
the velocity change for that day. The complete procedure is carried out using all
daily correlation functions.
6.4 Results
6.4.1 ACFs and SCFs
Station NKC is located directly above the Novy´ Kostel seimic focal zone where
the 2008 and 2011 earthquake swarm occurred. Seismic velocity variation (−dv/v
values that correspond to the correlation of the stretched/compressed coda waves
with the reference) in the frequency range of 1-2 Hz for this station obtained by
analyzing all combinations is shown in figures 6.3 and 6.4 before and after 2008
and 2011 earthquake swarm, respectively.
Color scales indicate the correlation factors. The white solid line connects −dv/v
values corresponding to the maximum correlation factor at each day. The onset
of the earthquake swarms is shown by vertical black lines. These figures did not
reveal any evidence indicating that the velocity changes before, during or after
earthquake swarm activities.
In the following, the results of Passive Image Interferometry obtained by analysing
ACF and SCF records of all 7 stations at frequency ranges 0.5-1 Hz (Figure 6.5),
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1-2 Hz (Figure 6.6) and 2-4 Hz (Figure 6.7) is investigated for 2008 earthquake
swarm activity. In these figures, different colors are used to represent different
component combinations while the black line is the average over all combinations.
The observed gaps in the figures are due to our decision to show only the dv/v
values providing higher accuracy measurements corresponding to correlation coef-
ficients larger than 0.7. Even though instability in dv/v is observed, the average
over all combinations is more stable and shows no clear velocity change related to
earthquake swarm activity.
6.4.2 CCFs
Temporal variations of relative seismic velocity for all station pairs is shown in
figures 6.8 (0.5-1 Hz), 6.9 (1-2 Hz) and 6.10 (2-4 Hz). Only the averages over all
nine component combinations are shown in these figures. Similar to ACF and SCF
results, CCFs also do not identify any clear velocity change in the area surrounded
by seismic stations associated with 2008 earthquake swarm activity.
6.5 Summary and conclusion
In this chapter we applied the PII method to detect possible temporal changes
within and around the Novy´ Kostel area associated with 2008 and 2011 earthquake
swarms. Ambient noise auto- and cross-correlations are performed on data from
7 stations of the WEBNET network and for all possible component combinations.
The resulting velocity variation vs. time obtained by comparing individual traces
with the reference for each component combination reveal no clear co- and/or
post-seismic velocity change. In addition, no seasonal velocity changes is detected
during the period of investigation.
In a recent study, Dahm and Fischer (2013) used P and S wave arrival time
difference as well as double differences between pairs of earthquakes to investigate
the VP/VS variation associated with 1997, 2000 and 2008 earthquake swarm in
Novy´ Kostel source region. By means of this simple and robust method, they
detected a strong drop of VP/VS before and during the main activity of the swarm,
and a recovery of VP/VS to background levels at the end of the swarms. The
reduction of VP/VS ratio in the beginning of seismic activity may be caused by
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over-pressurized gas in the beginning phase of a swarm. Failing to observe any
clear temporal velocity variation in this study by means of coda waves may indicate
that the source volume or volume where VP/VS anomalies is too small to produce
significant time shift for multiply scattered coda waves. Also, the depth modelling
of coseismic velocity changes in many studies indicates that most of the observed
velocity drops are due to nonlinear effects caused by strong shaking in the near
surface parts during large earthquakes. In case of earthquake swarms ground
shaking may not be strong enough to produce such effects.
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(a)
(b)
Figure 6.2: ACF record section for station NKC in the frequency range of 1-2
HZ and in the period from April 2008 to January 2009 (a) before and (b) after
smoothing over 7 days. Color scales indicate the amplitude of the phases. Solid
black lines mark the start of the earthquake swarm in October 2008.
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Figure 6.3: Velocity variation vs. time obtained by comparing individual ACF
and SCF traces of seismic station NKC with the reference for each component
combination, in the frequency band of 1-2 Hz in 2008. The white lines indicate
the relative velocity variation that correspond to the maximum correlation factor.
Start time of earthquake swarm activity presented as black vertical lines. Color
scale indicates the correlation factor.
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Figure 6.4: The same as Figure 6.3, but for 2011.
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Figure 6.5: Fractional velocity variation (dv/v) obtained from analysing ACF and
SCF records of seismic stations KAC, KRC, LBC, NKC, POC, SKC and ZHC, in
the frequency band of 0.5-1 Hz. Color of the lines indicate component combinations
and the black line is the average over all six combinations. Only the dv/v values
that correspond to correlation coefficients larger than 0.7 are shown. Start time of
earthquake swarm activity is presented as black vertical lines.
Chapter 6. Searching for temporal changes in seismic velocity 99
Figure 6.6: The same as Figure 6.5, but in the frequency band of 1-2 Hz.
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Figure 6.7: The same as Figure 6.5, but in the frequency band of 2-4 Hz.
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Figure 6.8: The average fractional velocity variation (dv/v) over all nine combi-
nations obtained from analysing CCF records of all station pairs, in the frequency
band of 0.5-1 Hz. Only the dv/v values that correspond to correlation coefficients
larger than 0.7 are showed. Start time of earthquake swarm activity presented as
black vertical lines.
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Figure 6.9: The same as Figure 6.8, but in the frequency band of 1-2 Hz.
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Figure 6.10: The same as Figure 6.8, but in the frequency band of 2-4 Hz.

Chapter 7
Summary
Ambient seismic noise is ever-present part of a seismogram even in areas that
are seismically quiet. These waves sample the crust and uppermost mantle and
therefore carry useful information about these depths. In previous studies on the
NW-Bohemia/Vogtland, these parts of seismogram were removed from seismic
data and subsequent analysis with the purpose of enhancing coherent signals. In
this study we extract ambient noise data from long term continuous recordings of
seismic stations and calculate cross-correlation functions to obtain noise correlation
function (NCF) between all station-pairs. It is assumed that by cross-correlating
noise traces recorded at two locations on the surface, we can construct the wavefield
that would be recorded at one of the locations if there was a source at the other
(Claerbout, 1968). From the NCFs the surface waves are extracted to image
uppercrust velocity structure. Furthermore, we extract the coda waves from cross-
and auto-correlation functions to investigate temporal velocity variations by using
the PII method.
We obtained an excellent ray-path coverage in the central part of the earthquake
swarm area by collecting data from permanent local networks in Germany (Seis-
mological Saxonian Network, Thuringian Network, Bavarian Network, German
Regional Seismic Network) and Czech Academy of Sciences (WEBNET) as well
as temporary networks of BOHEMA and PASSEQ. The data processing required
to go from single station raw data to Rayleigh and Love wave group velocity dis-
persion curves and consists of the following main steps: extracting ambient noise
data from vertical and horizontal components continuous records from each station
in the frequency range of 0.1-1 Hz, computing cross-correlation functions between
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each station pair, determination of dispersion curves by frequency-time analysis
and selection of the acceptable measurements.
Fast marching method and subspace inversion method is used to map the inter-
station Rayleigh and Love wave group velocity dispersion measurements. Reso-
lution tests show that the model is well constrained by the data set beneath the
central part of the earthquake swarm area and its surrounding, although features
with a scale length of approximately 22 km can only be recovered to periods of
7 s. The resulting group velocity maps at short periods of 1-2 s show low veloc-
ity anomalies along the NW-SE oriented MLF and the ENE-WSW Eger rift. The
northern part of the MLF is dominated by a low velocity zone in the Rayleigh wave
group velocity maps that slightly moves to the south toward longer periods and is
concentrated on the Novy´ Kostel focal zone at 5 s period. This anomaly disappears
at longer periods suggesting that a low velocity zone connects the hypocentral area
to the surface.
More detailed interpretation requires that 2-D group velocity dispersion maps be
inverted to 3-D shear wave velocity model of the upper crust. In a two-step pro-
cedure one dispersion curve is obtained for each gridpoint from all group velocity
maps followed by a linearized inversion for 1-D shear wave velocity beneath each
gridpoint. As surface wave velocities depend more on VS than VP , only VS is
inverted and VP is updated assuming fixed VP/VS in each layer. Therefore, com-
pared with the former tomography studies in this region which provide VP and
VP/VS models, the 3-D shear wave velocity model obtained in this study is in-
dependent from VP . Linearized inversion is successful to achieve acceptable data
fit to the Rayleigh wave dispersion curves, but Love waves can not be fitted rea-
sonably in most areas of the region especially close to the main study area. The
most striking feature in the model is the low shear wave velocity located at the
northern part of the MLF close to the surface and penetrating to a depth of about
7 km above the Novy´ Kostel focal zone. This anomaly may be attributed to the
existence of fractures, as they soften the elastic mineral frame tending to lower
velocity.
Detecting possible temporal changes in seismic velocity associated with the two
largest earthquake swarm activities in October 2008 and August 2011 by using PII
method is the last part of this study. A recent study based on double differences
between pairs of earthquakes (Dahm and Fischer, 2013) has found clear VP/VS
drop before and during the main activity of the swarm, and a recovery of VP/VS
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to background levels at the end of the swarms. Here we search for temporal
changes by auto- and cross-correlating 3 different frequency bands (0.5-1 Hz, 1-2
Hz and 2-4 Hz) of ambient noise signals recorded at 7 stations of the WEBNET
network. Three-component data allow a measurement of six possible component
combinations for each station and nine combinations for each station pair. We
find no clear temporal changes associated with the earthquake swarms. The fact
that no velocity variation is observed by employing coda waves, suggests that the
source area may be too small to be detected by investigating the time shifts of
multiply scattered coda waves.
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Table A.1: Parameters of 41 temporary stations from BOHEMA network.
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BH B02 13.996 49.6992 466 CMG-3T 100 2001-06-30 2003-02-06
BH B09 13.293 50.0422 534 CMG-3ESP 30 2001-09-12 2003-08-05
BH B10 13.4315 50.6072 660 CMG-3T 100 2002-04-12 2003-03-12
BH B18 13.3695 50.2523 364 CMG-3ESP 30 2002-02-14 2003-03-07
BH B19 13.1726 49.2743 570 L4-3D 1 2002-04-30 2003-05-04
BH B20 12.9962 49.7126 468 CMG-3ESP 30 2002-03-03 2003-08-04
BH B21 13.1356 50.4903 718 CMG-40T 30 2002-08-08 2002-12-31
BH B22 12.6899 50.3326 765 CMG-40T 30 2002-08-08 2002-12-31
BH B23 12.5365 50.1497 534 CMG-40T 30 2002-08-08 2003-06-26
BH BG01 12.8369 50.7086 490 CMG-3ESP 120 2002-01-26 2004-02-17
BH BG02 12.7407 50.4538 890 CMG-3ESP 120 2002-02-15 2004-02-17
BH BG04 13.1249 50.9227 350 CMG-3ESP 120 2002-03-01 2004-02-17
BH BG05 11.6998 50.4534 435 L4-3D 1 2002-04-02 2003-10-30
BH BG06 11.0356 50.4268 550 L4-3D 1 2002-04-05 2003-12-10
BH BG07 12.1766 50.6463 380 L4-3D 1 2002-04-07 2004-02-17
BH BG08 12.3729 49.938 640 L4-3D 1 2002-05-22 2003-12-09
BH BG09 11.8954 50.5814 465 L4-3D 1 2002-05-29 2003-12-11
BH BG10 11.9729 50.4589 600 L4-3D 1 2002-05-29 2003-12-11
BH BG12 12.2322 49.6573 615 CMG-3ESP 120 2002-04-17 2004-02-16
BH BG13 12.2787 50.0346 615 CMG-3ESP 120 2002-02-28 2003-05-16
BH BG14 13.0504 50.6534 460 L4-3D 1 2002-04-19 2003-12-05
BH BG15 11.3821 50.1147 370 L4-3D 1 2002-05-02 2003-07-09
BH BG16 11.7405 49.8468 540 L4-3D 1 2002-05-07 2003-12-10
BH BG17 12.1983 49.3096 470 L4-3D 1 2002-07-22 2003-12-09
BH BG18 11.7432 50.1938 615 L4-3D 1 2002-06-11 2003-09-24
BH BG19 11.6928 50.3408 590 L4-3D 1 2002-06-20 2003-12-10
BH BG20 12.6796 50.8852 300 LE-3D 5 2002-07-23 2004-01-30
BH BG21 12.5476 50.0576 460 L4-3D 1 2002-04-11 2003-12-08
BH BG22 12.6133 49.9416 665 L4-3D 1 2002-04-11 2003-12-08
BH BG23 12.8785 49.9668 660 CMG-3ESP 120 2002-04-11 2003-12-08
BH BG24 12.7614 50.027 745 L4-3D 1 2002-04-11 2003-12-08
BH BG25 12.6068 50.2833 660 CMG-3ESP 120 2002-04-17 2003-12-08
BH BG26 12.4583 50.1336 430 L4-3D 1 2002-07-16 2003-12-09
BH BG27 12.2525 50.2531 525 TSJ 1 2002-07-06 2003-05-22
BH BG29 12.0219 50.1171 580 CMG-3ESP 120 2002-09-09 2004-02-16
BH BG30 13.5353 50.8035 650
L4-3D 1 2003-07-17 2003-12-11
CMG-3ESP 120 2003-12-19 2004-02-17
BH LAC2 12.625 50.0508 838 STS-2 120 2002-04-28 2003-06-17
BH NALB 12.4607 49.9812 640 CMG-3ESP 120 2003-05-15 2004-02-16
BH NEUB 11.7755 51.2085 0 CMG-3ESP 120 2002-04-23 2003-01-28
BH OTR 12.1388 50.3531 510 L4-3D 1 2002-03-26 2003-12-11
BH REGN 12.0606 50.306 570 CMG-3ESP 30 2002-01-17 2003-10-08
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Table A.2: Parameters of 35 temporary stations from PASSEQ network.
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PQ AUM2 12.6786 50.6059 0 LE-3D/5 5 2006-01-18 2006-05-14
PQ BG16 11.7407 49.8467 533 L4-3D 1 2006-08-17 2007-07-05
PQ FRAU 12.3216 50.6953 0 LE-3D/5 5 2006-07-12 2007-01-15
PQ HSKC 13.4315 50.6073 590 CMG-3ESP/60 60 2006-11-20 2008-06-15
PQ JAC 12.9132 50.3718 745 CMG-40T/30 30 2006-05-01 2008-06-30
PQ MIL 13.9357 50.5403 415 LE-3D/1 1 2006-07-01 2008-07-16
PQ PA07 12.3360 50.1000 480 CMG-40T/30 30 2006-05-01 2008-06-30
PQ PA10 13.1355 50.4903 730 CMG-40T/30 30 2006-05-01 2008-06-30
PQ PB12 13.6488 50.6511 861 L4-3D 1 2007-10-09 2008-02-09
PQ PB14 13.8336 50.7805 510
L4-3D 1 2006-07-18 2007-04-30
CMG-3ESP/60 60 2007-04-30 2007-08-30
L4-3D 1 2007-08-30 2008-06-24
PQ PB16 14.1043 50.9965 205
L4-3D 1 2006-09-07 2007-04-28
CMG-3ESP/60 60 2007-04-28 2007-08-30
L4-3D 1 2007-08-30 2008-06-16
PQ PB19 14.2905 51.0850 381
L4-3D 1 2006-07-15 2007-04-28
CMG-3ESP/60 60 2007-04-28 2007-09-10
L4-3D 1 2007-09-10 2008-06-26
PQ PC21 12.6780 49.6700 732 STS-2 120 2006-10-11 2008-07-16
PQ PC23 13.1686 49.9774 520 CMG-40T/30 30 2006-05-01 2008-06-30
PQ PC26 12.8400 50.0860 547 STS-2 120 2006-10-05 2008-07-16
PQ PD22 12.9370 49.8590 499 LE-3D/1 1 2006-10-05 2008-07-15
PQ PD24 13.4760 50.0810 543 LE-3D/1 1 2006-09-13 2008-01-01
PQ PD25 13.3700 50.2520 299 LE-3D/1 1 2006-09-07 2008-05-23
PQ PD28 14.0140 50.4340 454 LE-3D/1 1 2006-09-05 2008-07-16
PQ PD29 14.2900 50.3860 255 LE-3D/1 1 2006-09-04 2008-07-16
PQ PF21 13.1740 49.4680 580 LE-3D/1 1 2006-11-08 2007-09-28
PQ PF22 13.8870 49.8900 500 LE-3D/1 1 2006-09-13 2008-07-16
PQ PN01 11.3818 50.1154 370 STS-2 120 2007-02-14 2007-02-14
PQ PN06 12.5216 50.9814 0 LE-3D/5 5 2006-01-19 2006-05-27
PQ PN09 13.3990 51.2510 0
LE-3D/5 5 2006-08-02 2007-01-17
CMG-3ESP/60 60 2007-01-23 2007-04-12
L4-3D 1 2007-09-20 2008-06-16
PQ PN11 14.0061 51.2499 220
L4-3D 1 2006-07-11 2007-04-30
CMG-3ESP/60 60 2007-04-30 2007-08-30
L4-3D 1 2007-08-30 2008-06-16
PQ PP02 12.0306 51.0432 0 LE-3D/5 5 2006-01-31 2006-06-07
PQ PP03 12.0930 51.1696 0 LE-3D/5 5 2006-01-31 2006-06-15
PQ PP04 12.6450 51.2548 0 LE-3D/5 5 2006-01-26 2006-06-15
PQ REU2 12.1950 50.8311 0 LE-3D/5 5 2006-01-13 2006-05-12
PQ ROC 13.7709 50.2513 0 STS-2 120 2007-01-01 2008-07-16
PQ SCH2 12.4072 50.6758 0 LE-3D/5 5 2006-01-13 2006-05-12
PQ SLA 14.0831 50.2325 0 LE-3D/1 1 2007-01-01 2008-07-15
PQ WEBG 12.7700 51.0000 0 LE-3D/5 5 2006-01-26 2007-04-12
PQ ZVI 14.1928 49.4392 373 STS-2 120 2006-07-01 2008-07-16
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Table A.3: Parameters of 27 permanent stations from networks in West Bohemi-
a/Vogtland. BW = BayernNetz (LMU); GR = German Regional Seismic Network
(BGR Hannover); SX = Saxonia Seismic Network (Uni Leipzig); TH = Thuringia
Seismic Network (Uni Jena); CZ = Czech Regional Seismic Network (CRSN).
Network Station Lon (◦E) Lat (◦N) Alt (m) Seismometer T0 (s)
BW MANZ 12.1083 49.9862 635 STS-2 120
BW MGBB 12.2149 49.9719 650 LE-3D/1 1
BW MROB 12.1785 50.0831 570 LE-3D/1 1
BW MSBB 11.9727 50.0314 622 LE-3D/1 1
BW ROTZ 12.207 49.7669 430 STS-2 120
BW VIEL 12.1027 50.1856 670 LE-3D/1 1
GR BRG 13.9469 50.8748 296 STS2 120
GR CLL 13.0026 51.3077 230 STS2 120
GR GRA3 11.3186 49.7622 455 STS2 120
GR GRB3 11.8059 49.3435 517 STS2 120
GR MOX 11.6161 50.6461 455 STS2 120
GR PST 12.2550 50.8640 270 CMG3ESP 30
GR WET 12.8803 49.1448 613 STS2 120
SX FBE 13.3541 50.9211 234 LE-3D/5 5
SX GUNZ 12.3316 50.3635 600 LE-3D/5 5
SX NEUB 11.775 51.208 200 STS2 120
SX ROHR 12.317 50.234 629 LE-3D/5 5
SX SCHF 12.403 50.677 435 LE-3D/5 5
SX TANN 12.461 50.415 600 STS2 120
SX TRIB 12.137 50.352 510 LE-3D/5 5
SX WERD 12.307 50.448 600 LE-3D/5 5
SX WERN 12.3761 50.2874 600 STS2 120
TH HKWD 12.2681 50.8298 317 STS2 120
TH PLN 12.1573 50.4851 432 CMG3ESP 30
TH SCHD 11.2120 50.5351 761 CMG40T 30
TH TAUT 11.7107 50.9815 330 LE-3D/5 5
CZ KHC 13.5782 49.1309 700 STS-2 120
Table A.4: Parameters of 8 permanent stations of the WEBNET network.
Network Station Lon (◦E) Lat (◦N) Alt (m) Seismometer T0 (s)
WEBNET KAC 12.5172 50.1436 524 SM3 2
WEBNET KRC 12.5304 50.3316 760 SM3 2
WEBNET LBC 12.4123 50.2655 638 SM3 2
WEBNET NKC 12.448 50.2331 564 SM3 2
WEBNET POC 12.427 50.32 790 SM3 2
WEBNET SKC 12.361 50.17 455 SM3 2
WEBNET VAC 12.3772 50.2354 530 SM3 2
WEBNET ZHC 12.3087 50.0706 631 SM3 2
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