Abstract-Blind source separation of complex valued signals has been a hot issue especially in the field of multi-input/multi-output (MIMO) digital communications. Many contrast functions based on the nonlinear structure of the signals have been proposed to extract the unknown sources. However, these researches usually focused on the real-valued case, but ignoring the complex problem. This paper proposes a novel algorithm based on Newton iterations to solve the complex-valued case. The method has a potential capability of extracting complex sources with nonlinear autocorrelation. We also analyze the convergence conditions of the algorithm in theory. Numerical simulations for artificial complex signals corroborate the efficiency of the proposed method. Moreover, our algorithm performs more robust with lower computational cost than classical cumulant-based approach using the nonstationarity of variance (CANSV). Finally, experiments for the separation of single sideband signals illustrate that our method might have good prospects in real-world applications.
I. INTRODUCTION
Blind source separation (BSS), an active area of research, aims to recover original sources from their mixtures with minimal priors and has found wide applicability. In particular, blind source separation of complex valued signals has found utility in many applications such as digital communications [1] - [3] , artificial intelligence [4] , analysis of functional magnetic resonance imaging [5] , and radar data [6] , [7] . In these applications, the signals are usually complex-valued with non-Gaussian or Gaussian distribution.
Independent component analysis (ICA), as a kind of successful algorithms in separation [8] , [9] , generally assume that all sources are non-Gaussian or at most one is Gaussian, dealing with the separation problem by maximizing the non-Gaussianity. Therefore, most conventional ICA algorithms like Fast ICA and Manuscript received November 24, 2014 ; revised March 25, 2015. Infomax are incapable to provide the desired source separation when the assumed sources are all Gaussian distributed. Alternative methods that explore other statistical properties instead of non-Gaussianity have been proposed, such as linear predictability or smoothness [10] , [11] , linear autocorrelation [12] - [15] , temporal predictability [16] , etc. These algorithms mainly based on linear statistical properties are known to provide good results for the separation of Gaussian distributed sources. Recently, deeper latent statistical properties of sources have been developed, like nonstationarity [17] - [19] , nonlinear autocorrelation [20] , nonlinear predictability [21] and so on. The nonlinear statistical properties are more common in biomedicine [22] , communications [18] , and speech areas [10] . Nevertheless, it is a pity that these studies, only considering the real-valued case, can not be directly applied to solving the complex-valued problem. In this context, we investigated the separation of complex sources with nonlinear autocorrelation in our previous work [23] . The gradient algorithm has been proposed, and the stability conditions about the contrasts in complex case have been derived.
In this paper, we extend our previous work into a novel algorithm based on Newton iterations to solve complex-valued BSS problem. The learning algorithm is implemented in second-order iterative, therefore the convergence condition of the proposed algorithm is analyzed in theory, which is valuable to choose proper nonlinear functions. When sources have square temporal autocorrelation, we demonstrate the efficiency of the method. Furthermore, the method performs more robust at lower computational time than classical CANSV method [17] . Finally, experiments on the separation of single sideband signals illustrate that our method may have good prospects in real-world applications. What's more, this work can be seemed as an important complement of the previous work.
The remainder of the paper is organized as follows. Section II introduces the contrast function based on nonlinear autocorrelation and the optimization algorithm. We analyze the convergence condition of the proposed method in Sect. III. Section IV presents simulation results on different datasets and discussion. Finally, Sect. V concludes the paper. In this article, the superscripts () (respectively, lower) case letters are used for matrices (respectively, vectors).
II. PROPOSED ALGORITHM

A. Contrast Function
In the noise-free instantaneous case, we assume that n unknown statistically independent source signals 1 Based on nonlinear autocorrelation of the desired complex-valued source, we present the following contrast function in complex case [23] 
where G(· ) is the nonlinear function. The contrast function measures the nonlinear autocorrelation of the desired source. Most of the time, the contrast function though using only one time lagged nonlinear autocorrelation (the delay τ usually equals to 1) can obtain satisfying enough source separation performance. The nonlinear function choices are important for our method to obtain a stable separation point, further analysis of which is provided in Section 3. 
B. Learning Algorithm
Basically, in order to maximize the contrast function (2), we can introduce a steepest ascent algorithm which moves from one point to another following the gradient direction of the criterion. However, improper choosing of step-size in gradient algorithm usually leads to slow convergence speed and poor stability performance [24] . Therefore, we derive a fast fixed-point algorithm through the Newton iteration, which is similar to the Complex FastICA [25] in ICA. Then we have
/  w w w (4) To derive the conjugate gradient of J(w), we write
where
Then the partial derivative of () J w with respect to the conjugate of w can be obtained as (see [26] for more details)
where g(· ) is the derivative of G(· ). The Hessian matrix of J(w) with respect to w can be obtained as
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To simplify the inversion of this matrix, we decide to approximate the first term in (7) . An approximation that turns out to be very suitable here is
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Thus, the formula (3) becomes
As a result, formula (9) can be further simplified by multiplying both sides of (9) by
This leads to the following fixed-point algorithm: proper nonlinear functions and delays τ (equals to 1).
2) Iteration
At the ith iteration for obtaining W,
The iteration is terminated when the relative change
is less than a specified tolerance.
Furthermore, one can also use a deflation scheme (one-by-one estimation) to estimate all the source signals [27] .
III. CONVERGENCE ANALYSIS
In this section, we derive the convergence properties of the proposed algorithm (10 
where p -1 and s -1 are the vectors p and s without their first components. Using assumptions (a) in Theorem, also doing some algebraic manipulations, we have 
Noting that by assumptions (b) and (c), we find that 
Substituting (17) and (18) into (16), we get 
Equation (15) and (19) 
It implies that if the energies of sources are time-autocorrelated, the choosing of the square function will properly lead to the convergence of the algorithm. Besides, although the true nonlinear function that describes nonlinear autocorrelation of sources is unavailable, we can achieve the separation of sources by choosing a proper nonlinear function (e.g.
 
G log(cosh( )) uu  ). This can be demonstrated in the next Section.
IV. SIMULATION RESULTS AND DISCUSSION
Here, several sets of simulation results are provided to demonstrate the performance of the proposed algorithm. In order to measure the separation performance, we use the performance index [28] . 
where c ij is the ijth element of n×n combined mixing-separating matrix C=W H UA, and
As C converges to a generalized permutation matrix, PI will converge to zero, and sources will be retrieved exactly.
Besides, we also utilized the mean square error (MSE) in decibel to measure the performance in some experiments.
where s i is the original signal and y i is the recovered corresponding signal (both are normalized to have zero mean and unit variance), T denotes the data length of samples. The higher MSE i is (usually over 20dB), the better the performance is [21] .
A. Experiments on Artificial Complex Sources with
Nonlinear Autocorrelation In the simulation, we test the performance of C-FastNA on square temporal autocorrelated complex Gaussian sources. Firstly, the signals are modeled using a standard autoregressive model
where ρ i is the correlation coefficient of the ith source, and ξ i (t) is a complex Gaussian random number. The correlation coefficient ρ i was set 0.8 for all sources. Then the signs of the signals are completely randomized by multiplying each signal by a binary i.i.d. signal that takes the values ±1 with equal probabilities.
Thus the source signals are created with square temporal autocorrelations (or variance nonstationarity), which could not be separated by ordinary source separation methods based on non-Gaussianity such as Complex FastICA [8] , [9] as well as linear autocorrelation methods such as AMUSE [14] , JADE [29] and SOBI [12] . We mixed ten complex valued sources described above, with data length varied from 500 to 5000 samples. The mixing matrix A in data model of (1) and the initial separating matrix W (0) were created randomly. The ten sources with 5000 samples are shown in Fig. 1 . We chose the time delay τ=1, which is suitable for all experiments.
The C-FastNA algorithm with the nonlinear functions ( 2 G( ) uu  and G( ) log(cosh( )) uu  ) were used to estimate the separating matrix. For comparison, we also carry out the cumulant-based approach using the nonstationarity of variance (CANSV) [17] , C-FastICA [8] , and SOBI [12] . The total number of iterations was set to proper value 100 for the convergence of the methods. The results involving 100 realizations are shown in Table. I. From the comparison of PI among different separation methods, we can observe that traditional methods like SOBI and C-FastICA fail to achieve the separation, while successful separation is obtained by CANSV and the proposed method. From the comparison of PI among three separation methods, we can observe that similar separation performance is achieved, which confirm the validity of our method. The proposed algorithm using 2 G( ) uu  behaves a slightly better separation performance than the other two algorithms. Furthermore, the comparison of execution time demonstrates that a suitable choice of the nonlinear function for our method might lead to significantly lower computational time. Although our algorithm in (10) has the same quantity level of computational complexity o(n 2 ) as CANSV algorithm, the latter needs to compute more terms from the conjugate gradient of the cross-cumulant every iterative than our method. Ten sources above with 5000 samples were employed. We can see that the performance of the proposed algorithm with τ=1 is best, however, the performance with other lag τ (whose value is close to τ=1) is also similar to τ=1. Thus, the experiments show that the performance of the C-FastNA is still good if the choice of the time delay τ is not far from the time delay τ=1. Nevertheless, if the time delays τ are far from the true one, the performance degrades.
Moreover, we randomly added complex outliers whose values are 10+10j in each source signal in order to further examine the robustness of algorithms. Fig. 3 and Fig. 4 shows the average performance indexes against iteration numbers when the numbers of outliers are 10 and 20 respectively (τ=1). Only the method C-FastNA which employs the nonlinear function G( ) log(cosh( )) uu  is not affected dramatically by outliers and is seen to perform well. The method CANSV, which use a cross-cumulant as a measure of nonstationarity, behaves similar to the method C-FastNA ( 2 G( ) uu  ) especially when the number of outliers is greater, i.e., both of them fail completely in separating the sources. Indeed, both the methods CANSV and C-FastNA ( 2 G( ) uu  ) utilize the forth-order statistics of signals, which typically result in an estimate sensitive to outliers. This is the key reason why the two algorithms perform non-robust in terms of separation accuracy. To begin with, three baseband sources with three types were utilized: (1) bass; (2) tenor; and (3) jazz music. The sources are all with sampling frequency 8 kHz and time span 2.5 s. Then all the baseband sources were represented as equivalent low-pass signals with single sideband
where () t s denotes the Hilbert transform of s(t). As we know, in wireless communications, the equivalent low-pass representation is meaningful in that the signals which are single-side band modulated can save considerable spectrum and power resources comparing to the double-side band signals [30] . Furthermore, we assume that the communication channel is linear without complicated factors like IQ unbalance, multi-path effect and non-linear distortion. Thus in the simulation, the MIMO channel can be characterized by the time-invariant mixing matrix A, which was created randomly in data model of (1). We chose the nonlinearity 2 G( ) uu  . Fig. 5 gives the separation results provided by C-FastNA in the waveforms of the real parts of signals, whose imaginary parts need not be redundantly presented here since the imaginary parts are the Hilbert transform of the real parts. It illustrates that our method seems to have good prospects in real-world applications.
We also investigated the effect of noise on the separation performance when received signals are contaminated with complex white Gaussian noise, i.e., ( ) ( ) ( ) t t t  x As v , where
is the receiver noise vector. A detailed performance of MSE for different signal to noise ratios (10dB, 20dB, 30dB, 40dB, 50dB) was obtained among CANSV, C-FastNA with G( ) log(cosh( )) uu  and 2 G( ) uu  . The results involving 100 realizations are shown in Table. II, which demonstrate that our method behaves equally well as CANSV algorithm. This illustrates the validity of the applications in noise case. 
V. CONCLUSION
In this paper, we have proposed a new method for blind source separation of complex sources through the optimization of nonlinear autocorrelation contrast. Depending on temporal structure with nonlinear autocorrelation of the signals, our method holds a potential capability of extracting complex sources with arbitrary distribution (Gaussian and non-Gaussian), which is unattainable for traditional BSS methods. We have also provided a theoretical analysis about the convergence of the algorithm based on Newton iterations. Therefore, this paper is an important complement for our previous work. It has been shown through computer simulations that the algorithm offers more robust performance and lower computational cost than classical CANSV method. The experiments for SSB signals in Section 4.2 indicate that the method might be applied to wireless broadcast system.
However, the channel model in this paper is simply represented by instantaneous mixtures, such that further research is still needed to determine if our method can be extended to implement in more practical and complicated scenarios like convolutive mixing case or fast time-variant channel. 
