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Abstract
Supply and demand in the World oil market are balanced through responses to price movement
with considerable complexity in the evolution of underlying supply-demand expectation process.
In order to be able to understand the price balancing process, it is important to know the economic
forces and the behavior of energy commodity spot price processes. The relationship between the
different energy sources and its utility together with uncertainty also play a role in many important
energy issues. The qualitative and quantitative behavior of energy commodities in which the trend in
price of one commodity coincides with the trend in price of other commodities, have always raised
the questions regarding their interactions. Moreover, if there is any interaction, then one would like
to know the extent of influence on each other. In this work, we undertake the study to shed a light
on the above highlighted processes and issues. The presented study systematically deals with the
development of stochastic dynamic models and mathematical, statistical and computational analysis
of energy commodity spot price and interaction processes.
Below we list the main components of the research carried out in this dissertation.
(1) Employing basic economic principles, interconnected deterministic and stochastic models
of linear log-spot and expected log-spot price processes coupled with non-linear volatility process
are initiated. (2) Closed form solutions of the models are analyzed. (3) Introducing a change of
probability measure, a risk-neutral interconnected stochastic model is derived. (4) Furthermore,
under the risk-neutral measure, expectation of the square of volatility is reduced to a continuous-
time deterministic delay differential equation. (5) The by-product of this exhibits the hereditary
effects on the mean-square volatility process. (6) Using a numerical scheme, a time-series model
is developed and utilized to estimate the state and parameters of the dynamic model. In fact, the
developed time-series model includes the extended GARCH model as special case. (7) Using the
Henry Hub natural gas data set, the usefulness of the linear interconnected stochastic models is
outlined.
viii
(8) Using natural and basic economic ideas, interconnected deterministic and stochastic models
in (1) are extended to non-linear log-spot price, expected log-spot price and volatility processes. (9)
The presented extended models are validated. (10) Closed form solution and risk-neutral models of
(8) are outlined. (11) To exhibit the usefulness of the non-linear interconnected stochastic model, to
increase the efficiency and to reduce the magnitude of error, it was essential to develop a modified
version of extended Kalman filtering approach. The modified approach exhibits the reduction of
magnitude of error. Furthermore, Henry Hub natural gas data set is used to show the advantages of
the non-linear interconnected stochastic model.
(12) Parameter and state estimation problems of continuous time non-linear stochastic dynamic
process is motivated to initiate an alternative innovative approach. This led to introduce the concept
of statistic processes, namely, local sample mean and sample variance. (13) Then it led to the
development of an interconnected discrete-time dynamic system of local statistic processes and (14)
its mathematical model. (15) This paved the way for developing an innovative approach referred
as Local Lagged adapted Generalized Method of Moments (LLGMM). This approach exhibits the
balance between model specification and model prescription of continuous time dynamic processes.
(16) In addition, it motivated to initiate conceptual computational state and parameter estimation
and simulation schemes that generates a mean square sub-optimal procedure. (17) The usefulness
of this approach is illustrated by applying this technique to four energy commodity data sets, the U.
S. Treasury Bill Yield Interest Rate and the U.S. Eurocurrency Exchange Rate data sets for state and
parameter estimation problems. (18) Moreover, the forecasting and confidence-interval problems
are also investigated.
(19) The non-linear interconnected stochastic model (8) was further extended to multivariate
interconnected energy commodities and sources with and without external random intervention pro-
cesses. (20) Moreover, it was essential to extend the interconnected discrete-time dynamic system
of local sample mean and variance processes to multivariate discrete-time dynamic system. (21) Ex-
tending the LLGMM approach in (15) to a multivariate interconnected stochastic dynamic model
under intervention process, the parameters in the multivariate model are estimated. These estimated
parameters help in analyzing the short and long term relationship between the energy commodities.
These developed results are applied to the Henry Hub natural gas, crude oil and coal data sets.
ix
Chapter 1
Preliminary Concepts and Tools
1.1 Introduction
In this chapter, we shall provide a number of basic definitions and important results which shall be
used in later chapters.
1.2 General Notations
i.e. : that is.
a.s : almost surely.
G := H : G is defined by H or G is denoted by H.
G(x) ≡ H(x) : G(x) and H(x) are identically equal.
∅ : the empty set.
GT : the transpose of G.
g ∨ h : the maximum of a and b.
f : A→ B : the mapping f from A to B.
Z : set of integers
Ia(b) = I(a, b) : the set {x ∈ Z : a ≤ x ≤ b}.
R : the real line.
Rn : the n-dimensional Euclidean space.
R+ : the set of all nonnegative real numbers [0,∞).
R+ : the set of all positive real numbers (0,∞).
Rn×m : the space of real n× m-matrices.
C : the family of all real-valued continuous functions.
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Cn : the family of all real-valued functions V (x) which are continuously n-times
differentiable in x.
Cn,m : the family of all real-valued functions V (t, x) which are continuously n-times
differentiable in t and m-times differentiable in x.
a 6= b : a is not equal to b.
a ∈ A : a is an element of A.
‖A‖ = ‖A‖2 : the Euclidean norm of A.
trA = traceA : the trace of a square matrix A.
det A : determinant of square matrix A.
Vx : ∇V = (Vx1 , ..., Vxn) =
(
∂V
∂x1
, ...,
∂V
∂xn
)
.
Vxx :
(
Vxixj
)
n×n =
(
∂2V
∂xixj
)
n×n
1.3 Stochastic Differential Equation
Given a n-dimensional stochastic process on t ≥ t0, a typical Itoˆ-Doob type stochastic differential
equation is given by
dx = µ(t, x)dt+ σ(t, x)dW(t), x(t0) = x0, (1.1)
where µ : R × Rn → Rn; σ : R × Rn → Rn×m and W (t) = (W1(t), ...,Wm(t))T is a standard
Wiener process on a filtered probability space (Ω,Ft, (Ft)t≥0,P); the filtration function (F)t≥0
is right-continuous, and each Ft with t ≥ 0 contains all P-null sets in Ft. We say µ is the drift
coefficient while σ is the diffusion coefficient.
Next, we state the Itoˆ-Doob Lemma.
THEOREM 1.1 Let u be a continuous map from R × Rn → R such that u(t, x) has continuous
partial derivatives up to second order in x and to first order in t, then the process u(t, x(t)) also
has an Itoˆ-Doob differential, and
du(t, x) = Lu(t, x)dt+ uxσ(t, x)dW(t) (1.2)
where L is a differential operator defined by:
Lu(t, x) = ut(t, x) + ux(t, x)µ(t, x) +
1
2
trace
(
σT (t, ut(t, x))uxx(t, x)σ(t, ut(t, x))
)
. (1.3)
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The following theorem concerns the classical existence, uniqueness and certain other properties
of the solution of (1.1).
THEOREM 1.2 [79] Assume that there exist two positive constants K and K¯ such that
• (Lipschitz condition): for all x, y ∈ Rn and t ∈ [t0, T ]
‖µ(t, x)− µ(t, y)‖2 ∨ ‖σ(t, x)− σ(t, y)‖2 ≤ K‖x− y‖2;
• (Linear growth condition): for all (t, x) ∈ [t0, T ]× Rn
‖µ(t, x)‖2 ∨ ‖σ(t, x)‖2 ≤ K¯ (1 + ‖x‖2) ,
where ∨ is the max symbol. Then there exists a unique solution x(t) to (1.1).
In the following, we state a result that exhibits the existence of non-linear stochastic differential
equations.
THEOREM 1.3 [[57], Thm 3.5] Suppose that the local solution of (1.1) exists on every cylinder
[t0,∞)×Un, where Un = {x ∈ Rn : ‖x‖ < n}. Moreover, suppose that there exists a nonnegative
function V ∈ C1,2 such that for some constant c > 0
LV ≤ cV
Vn = inf‖x‖>n
V (t, x)→∞ as n→∞, (1.4)
where the L-operator is defined in (1.3). Then, for every random variable x(t0) independent of the
process Wi(t)−Wi(t0), there exists a solution x(t) of the system of stochastic differential equation
(1.1) which is almost surely continuous stochastic process and is unique up to equivalence.
1.4 Behavior of Delayed Process
Consider a nonlinear delayed integro-differential equation of the form
dv(t)
dt
= cv(t) + β
∫ 0
−τ
v(t+ s)ds. (1.5)
In order to find approximate solution representation, we need to investigate the behavior of (1.5).
For this purpose, we present a result regarding its solution process. Our result is based on results of
[64] and [62].
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DEFINITION 1.4.1 A non-constant solution v(t) of (1.5) is said to be
• oscillatory if v(t) has arbitrary large number of zeros on R+ = [0,∞), that is, there exists an
unbounded sequence {tn ∈ R+} such that v(tn) = 0.
• non-oscillatory if v(t) is not oscillatory, that is, there exist a positive number T such that v(t)
is either positive or negative for all t ≥ T .
Following the definition in [91],
DEFINITION 1.4.2 The stochastic integral with respect to Brownian motionW (t)t∈R+ of any simple
predictable process u : R+ × Ω→ R of the form
u(t, w) =
n∑
i=1
Fi1(ti−1,ti](t), t ∈ R+, (1.6)
is defined by ∫ ∞
0
u(t)dW (t) =
n∑
i=1
Fi(W (ti)−W (ti−1)), (1.7)
where Fi is an Fti−1 measurable random variable for i = 1, ..., n, u(t) ≡ u(t, w).
In the following, we state a result that exhibits the existence of solution of system of non linear
equations. For the sake of easy reference, we shall state the Implicit function theorem without proof.
THEOREM 1.4 Implicit Function Theorem[2] Let F = {F1, F2, ..., Fq} be a vector-valued func-
tion defined on an open set S ∈ Rq+k with values in Rq. Suppose F ∈ C1 on S. Let (u0; v0) be a
point in S for which F(u0; v0) = 0 and for which the q × q determinant det [DjFi(u0; v0)] 6= 0.
Then there exists a k− dimensional open set T0 containing v0 and unique vector-valued function g,
defined on T0 and having values in Rq, such that g ∈ C1 on T0, g(v0) = u0, and F(g(v); v) = 0 for
every v ∈ T0.
4
Chapter 2
Linear Stochastic Modeling of Energy Commodity Spot Price Processes with Delay in
Volatility
2.1 Introduction
In real world situations, the expected spot price of energy commodities and its measure of variation
are not constant. This is because of the fact that a spot price is subject to random environmental per-
turbation. Moreover, some statistical studies of stock price [8] raised the issue of market’s delayed
response. This indeed causes the price to drift significantly away from the market quoted price. It is
well recognized that time-delay models in economics [41, 56, 123] are more realistic than the mod-
els without time-delay. Discrete-time stochastic volatility models [9, 38] have been developed in
economics. Recently, a survey paper by Hansen and Lunde [46] has estimated these types of models
and concluded that the performance of the GARCH(1,1) is better than any other model. Further-
more, Cox-Ingersoll-Ross(CIR) developed a mean reverting interest rate model that was based on
the mean-level interest rate as exponentially weighted integral of past history of interest rate and the
relationship between level dependent volatility and the square root of the interest rate [19]. Employ-
ing the Ornstein Uhlenbeck [126] and Cox-Ingersoll-Ross(CIR) [19] processes, Heston developed
a stochastic model for the volatility of stock spot asset. Recently [51], a continuous time stochastic
volatility models have been generalized.
In this work, using basic economic principles, we systematically develop both deterministic and
stochastic dynamic models for the log-spot price process. In addition, by treating a diffusion coeffi-
cient parameter in the non-seasonal log-spot price dynamic system as a stochastic volatility function
of log-spot price, a stochastic model for interconnected system of log-spot price, expected log-spot
price and hereditary volatility process is developed. Introducing a numerical scheme, a time-series
model is developed and it is utilized to estimate the system parameters. The organization of this
study is as follows:
In Section 2.2, we develop a stochastic interconnected models for energy commodity spot price
and give an illustration by analyzing Henry Hub Natural gas daily Spot price from 1997 to 2011. In
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Section 2.3, we obtain closed form solutions of the log of spot and the expected log of spot prices. In
Section 2.4, by outlining the risk-neutral dynamics of price process, sufficient conditions are given
to ensure that the risk-neutral dynamics of our model is equivalent to the developed model in Section
2.2. Furthermore, it is shown that the mean of the square of volatility under the risk-neutral measure
is a deterministic continuous-time delay differential equation. In addition, sufficient conditions are
also given to investigate both the oscillatory and non-oscillatory behavior of the expected value of
square of volatility [62, 64].
2.2 Model Derivation
We denote S(t) to be the spot price for a given energy commodity at a time t. Since the price
of energy commodity are non-negative, to minimize ambiguity and for the sake of simplicity, it is
expressed as an exponential function of the following form;
S(t) = exp (x2(t) + f(t)) , (2.1)
where x2(t) stands for the nonseasonal log of the spot price at time t, f(t) is the price at t influenced
by the seasonality and it is considered as a Fourier series comprising of linear combinations of sine
and cosine functions;
f(t) = A0 +
N∑
k=1
(
Ak cos
[
2pikt
P
]
+Bk sin
[
2pikt
P
])
, (2.2)
where P,A0, Ak, Bk, k = 1...N are all constant parameters. P is the period which represents the
number of trading days in a year. Without loss in generality, we choose N = 2. By modeling the
seasonal term this way, we are able to account for the peak season high price and off peak season
low price of gas.
We present the dynamics for the spot price process.
2.2.1 Deterministic Non-Seasonal Log-Spot Price Dynamic Model
Under the basic economic principle of demand and supply processes, the price of a energy com-
modity will remain within a given finite upper bound. Let κ > 0 be the expected upper limit of
x2(t).
In a real world situation, the nonseasonal log of spot price is governed by the spot price dynamic
process. This leads to a development of dynamic model for the nonseasonal process x2(t). In
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this case, κ − x2(t) characterizes the market potential for x2(t) per unit of time at a time t. This
market potential is influenced by the underlying market forces on the nonseasonal log of spot price,
x2(t). This leads to the following principle regarding the dynamic of non-seasonal log-spot price
process of energy goods. The change in nonseasonal log of spot price of the energy commodity
∆x2(t) = x2(t+ ∆t)− x2(t) over the interval of length |∆t| is directly proportional to the market
potential price.
∆x2(t) ∝ (κ− x2(t))∆t. (2.3)
This implies
dx2(t) = γ(κ− x2(t))dt, (2.4)
where γ is a positive constant of proportionality, dx2(t) and dt are differentials of x2(t) and t
respectively. From this mathematical model, we note that as the nonseasonal log price, x2(t) fall
below the expected price κ, κ − x2(t) is positive. Hence x2(t) is increasing at the constant rate γ
per unit size of κ − x2(t) per unit time. On the other hand, if the nonseasonal log price x2(t) is
above the expected price κ, then κ − x2(t) is negative and hence x2(t) decreases at the rate γ per
unit size per unit time.
From (2.3), we note that the steady-state or equilibrium state nonseasonal log of spot price is
given by
x∗2 = κ. (2.5)
In the real world situation, the expected price of the nonseasonal log spot price κ is not a constant
parameter. Therefore, we consider the expected nonseasonal log of spot price to be the mean of
nonseasonal log spot price, x2(t), at time t denoted by x1(t). Under this assumption, (2.4) reduces
to
dx2(t) = γ(x1(t)− x2(t))dt. (2.6)
Moreover, in order to preserve the equilibrium of nonseasonal log spot price (κ = x∗2), we further
assume that the mean of nonseasonal spot price process is operated under the principle described by
(2.3).
∆x1(t) ∝ (κ− x1(t))∆t (2.7)
and hence
dx1(t) = µ(κ− x1(t))dt, (2.8)
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where µ is a positive constant of proportionality. From (2.6) and (2.7), the mathematical model for
the deterministic nonseasonal spot price process is described by the following system of differential
equations:  dx1(t) = µ(κ− x1(t))dt,dx2(t) = γ(x1(t)− x2(t))dt. (2.9)
2.2.2 Stochastic Non-Seasonal Log-Spot Price Dynamic Model
We note that in (2.3), κ is not just the time-varying deterministic log of spot price, instead it is a
stochastic process describing random environmental perturbations as follows:
κ = x1(t) + e2(t) (2.10)
where x1(t) is the deterministic part and e2(t) is the stochastic white noise process. From this, (2.4)
becomes
dx2(t) = γ(x1(t) + e2(t)− x2(t))dt
= γ(x1(t)− x2(t))dt+ γe2(t)dt
= γ(x1(t)− x2(t))dt+ σ(t, x2(t))dW2(t).
(2.11)
where σ(t, x2(t))dW2(t) = γe2(t)dt and dW2(t) ∼ N (0, dt).
Following the argument used in the derivation of (2.11), the dynamic from (2.7) reduces to
dx1(t) = µ(κ− x1(t))dt+ δdW1(t) (2.12)
where δ > 0 is a constant and dW1(t) ∼ N (0, dt).
From (2.12) and (2.11), the mathematical model for the stochastic nonseasonal spot price process
is described by the following system of differential equations: dx1 = µ(κ− x1)dt+ δdW1(t),dx2 = γ(x1 − x2)dt+ σ(t, x2)dW2(t). (2.13)
2.2.3 Continuous Stochastic Volatility Model with Delay
When considering energy commodities, the measure of variation of the spot price under random
environmental perturbation is not predictable, because it depends on nonseasonal log of spot price.
Bernard and Thomas [8] in their work raised the issue of market’s delayed response. They observed
changes in drift returns that leads to two possible explanations. First explanation suggests that a
part of the price response to new information is delayed. The second explanation suggests that
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researchers fail to adjust fully a raw return for risks, because the capital-asset-pricing model used
to calculate the abnormal return is either incomplete or incorrect estimation. In this study, we
incorporate the past history of nonseasonal log of spot price in the coefficient of diffusion parameter,
that is, the volatility σ(t, x2(t)) of the spot price follows the GARCH model [140]. It is assumed
that the measure of variation of random environmental perturbations of x1(t) is constant. Under
these assumptions, we propose an interconnected mean-reverting non-seasonal stochastic model for
mean log-spot price, log-spot price,and volatility as follows:
dx1 = µ(κ− x1)dt+ δdW1(t), x1(t0) = x01
dx2 = γ(x1 − x2)dt+ σ(t, x2)dW2(t), x2(t0) = x02
dσ2(t, x2) =
[
α+ β
[∫ t
t−τ σ(s, x2)e
−γ(t−s)dW2(s) + δ
∫ t
t−τ φ(s, t)dW1(s)
]2
+cσ2(t, x2)
]
dt,
(2.14)
where
φ(a, b) = γµ−γ
(
e−γ(b−a) − e−µ(b−a)) , γ, µ are defined in (2.4) and (2.8), a, b ∈ R. (2.15)
For the sake of completeness, we assume the following
H1 : x2t(θ) = x2(t + θ), θ ∈ [−τ, 0], γ, µ, δ ∈ R+, α, β, c are in R, (we will later show that
−2 < c < 0), σ : [0, T ] × C → R is a continuous mapping, C is the Banach space of continuous
functions defined on [−τ, 0] into R and equipped with the supremum norm; W1(t) and W2(t) are
standard Wiener process defined on a filtered probability space (Ω,Ft, (Ft)t≥0,P), the filtration
function (F)t≥0 is right-continuous, and for t ≥ 0, Ft contains all P-null sets. We know that
system (2.14) can be re-written as
dx = [A x + p] dt+
∑
(t, x2) dW(t), x(t0) = x0, (2.16)
where
x(t) =
 x1(t)
x2(t)
 , A =
 −µ 0
γ −γ
 , p(t) =
 µκ
0
 , ∑(t, x2(t)) =
 δ 0
0 σ(t, x2(t))
 ,
W(t) =
 W1
W2
 , x0 =
 x01
x02
 .
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Moreover, (2.16) can be considered as a system of nonlinear Itoˆ-Doob type stochastic perturbed
system of the following deterministic linear system of differential equations
dx = Axdt. (2.17)
In the following, we present an illustration to justify the structure of log spot price dynamic model.
2.2.4 Illustration
We present an illustrate the above described interconnected stochastic dynamic model for non-
seasonal log spot price of energy commodity under the influence of random perturbations on mean-
level and delayed volatility.
We consider the Henry Hub Natural Gas Daily spot price from 1997 to 2011.
Figure 1.: Plot of Henry Hub Daily Natural Gas Spot Prices, 1997-2011
We can clearly see that
• Prices appear as being randomly driven and clearly non-negative
• There is a tendency of spot prices to move back to their long term level (mean reversion).
• There are sudden large changes in spot prices (jumps/spikes).
• There is an unpredictability of spot price volatility.
A summary of the statistics is presented in Table 1 below. We find that ln
[
S(t+1)
S(t)
]
has the smallest
variance. Thus, it suggests a good candidate for our modeling. Hence, we use the logarithmic price,
rather than the raw price data for our model.
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Table 1: Descriptive statistics of Henry Hub daily natural gas spot prices, 1997-2010
Mean Variance Skewness Kurtosis Minimum Maximum
St 4.9519 2.4966 1.0391 4.3491 1.05 18.48
St+1 − St -0.0001142 0.3189 -0.7735 191.8911 -8.01 6.50
ln(St) 1.4754 0.5048 -0.0465 2.1540 0.0488 2.9167
ln(St+1St ) 2.8485e-5 0.0473 0.4814 22.0473 -0.56 0.5657
2.3 Closed Form Solution
In this section, we find the solution representation of (2.16) in terms of the solution of unperturbed
system of differential deterministic (2.17). This is achieved by employing method of variation of
constants parameter [70].
THEOREM 2.1 (Closed Form Solution)
Let x(t) = x(t, t0; x0) and y(t, t0; x0) = Φ(t, t0)x0 be the solutions of the perturbed and unper-
turbed system of differential equations (2.16) and (2.17) respectively. Then
x(t) =
 e−µ(t−t0) 0
φ(t0, t) e
−γ(t−t0)
 x0 +
 κ (1− e−µ(t−t0))
ω(t0, t)

+
∫ t
t0
 δe−µ(t−s)dW1(s)
δφ(s, t)dW1(s) + σ(s, x2(s))e
−γ(t−s)dW2(s)
 , (2.18)
where
x0 =
 x01
x02
 , (2.19)
ω(a, b) = κ
([
1− e−γ(b−a)
]
− φ(a, b)
)
, a, b ∈ R. (2.20)
and φ is defined in (2.15); the fundamental solution, Φ(t) of (2.17) is given by
Φ(t, t0) =
 e−µ(t−t0) 0
φ(t0, t) e
−γ(t−t0)
 (2.21)
Proof. The result follows by imitating the eigenvalue type method described in [69, 70]. Therefore
x1(t) = e
−µ(t−t0)x01 + κ
(
1− e−µ(t−t0)
)
+ δ
∫ t
t0
e−µ(t−s)dW1(s), (2.22)
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x2(t) = φ(t0, t)x01+e
−γ(t−t0)x02+ω(t0, t)+δ
∫ t
t0
φ(s, t)dW1(s)+
∫ t
t0
σ(s, x2(s))e
−γ(t−s)dW2(s).
(2.23)

In the following, we present the statistical properties of the solutions (2.22) and (2.23).
THEOREM 2.2 Under the hypothesis of Theorem 2.1, we have
E[x(t)] =
 e−µ(t−t0) 0
φ(t0, t) e
−γ(t−t0)
 x0 +
 κ (1− e−µ(t−t0))
ω(t0, t)
 ,
var[x(t)] =
 δ2 ∫ tt0 e−2µ(t−s)ds∫ t
t0
E(σ2(s, x2(s)))e−2γ(t−s)ds+ δ2
∫ t
t0
φ2(s, t)ds
 .
Moreover,
lim
t→∞E[x(t)] =
 κ
κ
 ,
lim
t→∞ var[x(t)] =
 δ22µ
lim
t→∞
E(σ2(t,x2(t)))
2γ +
δ2
2µ
[
γ
µ+γ
]
 .
Hence,
lim
t→∞E[x1(t)] = limt→∞E[x2(t)] = κ,
lim
t→∞ var(x1(t)) =
δ2
2µ
Proof. From (2.18), we observe that
E[x(t)] =
 e−µ(t−t0) 0
φ(t0, t) e
−γ(t−t0)
 x0 +
 κ (1− e−µ(t−t0))
ω(t0, t)
 .
Hence,
E (x1(t)) = x01e−µ(t−t0) + κ
(
1− e−µ(t−t0)
)
E (x2(t)) = x02e−γ(t−t0) + φ(t0, t)x01 + ω(t0, t)
var (x1(t)) = δ
2
∫ t
t0
e−2µ(t−s)ds =
δ2
2µ
[
1− e−2µ(t−t0)
]
var (x2(t)) =
∫ t
t0
E(σ2(s, x2(s)))e−2γ(t−s)ds+ δ2
∫ t
t0
φ2(s, t)ds.
The result follows by taking the limits as t→∞. 
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REMARK 1 From Theorem 2.2, we observe that on the long-run, the mean-level of x2(t) and x1(t)
are the same and it is given by κ.
2.4 Risk-Neutral Dynamics and Pricing
In order to minimize the risk of usage of mathematical model (2.16), we incorporate the risk neutral
measure. From the dynamic nature of (2.16), it is known [20] that this model has affine multi-factor
structure. In the following, we present a risk neutral measure induced by this type of model. This
indeed leads to a risk neutral dynamic model with respect to (2.16). Christa Cuchiero, [20], showed
in their work that the market price of risk Θ(t) = (Θ1(t), ...,Θn(t)) with respect to the stochastic
differential equation (1.1) is given by
Θi(t) =
η(t,xt)
P (t,T ) − r(t)
nζi(t,xt)
P (t,T )
, i = 1, 2, ..., n, (2.24)
where P (t, T ) = G(t, x) is the zero-coupon bond price, r(t) is the short-term rate factor for the
risk-free borrowing or lending at time t over the interval [t, t+ dt], and η(t, xt), ζ(t, x) are defined
by
η(t, x) = LG(t, x),
ζ(t, x) = ∂G(t,x)∂x σ(t, x),
(2.25)
where ∂G(t,x)∂x is the gradient of G, and the L-operator is defined in (1.3)..
In fact, since our price model X(t) = (x1(t), x2(t))T (2.16) is an affine multi-factor model, the
short-term rate factor r(t) and the zero-coupon bond price P (t, T ) can be represented as
r(t) = g + hX(t)
P (t, T ) = exp (a(t, T ) + B(t, T )X(t)) ,
(2.26)
where g ∈ R, h ∈ R2, a(t, T ) and B(t, T ) = (B1(t, T ), B2(t, T ), ..., Bn(t, T )) are arbitrary
smooth functions. For n = 2, from (2.24) and (2.25), the market price of risk Θ(t) = (θ1(t), θ2(t))
is given by
Θ(t) = a + b(t)X(t), (2.27)
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where
a =
 a1,0
a2,0
 , b =
 a1,1 a1,2
a2,1 a2,2
 , X(t) =
 x1(t)
x2(t)
 ,
a2,0(t) =
1
2B
2
2(t, T )σ
2(t, x) + da(t,T )dt − g
B2(t, T )σ(t, x)
,
a2,1(t) =
γB2(t, T )− h1
B2(t, T )σ(t, x)
,
a2,2(t) =
−γB2(t, T )− h2
B2(t, T )σ(t, x)
,
a1,0(t) =
1
2B
2
1(t, T )δ
2 + µκB1(t, T ) +
da(t,T )
dt − g
B1(t, T )δ
,
a1,1(t) =
−µB1(t, T )− h1
B1(t, T )δ
,
a1,2(t) = 0.
We incorporate a market price of risk process that gives a risk-neutral dynamics of the same class
as (2.16) in the following lemma.
LEMMA 2.1 Let us assume that a and Bi, i = 1, 2 in (2.26) are arbitrary constants. The market
price of risk processes reduces to;
θ1(t) = a1,0 + a1,1x1(t) + a1,2x2(t) (2.28)
θ2(t) = a2,0(t) + a2,1(t)x1(t) + a2,2(t)x2(t). (2.29)
In addition, let us assume that θi, i = 1, 2 satisfy the Novikov’s condition [108] with the P¯-Wiener
process;
W¯1(t) = W1(t) +
∫ t
t0
θ1(u)du
W¯2(t) = W2(t) +
∫ t
t0
θ2(u)du.
(2.30)
and
C1 :

h1 + h2 = 0,
a2,0(t) = a1,2 = 0,
γ¯ = h1B2 , µ¯ =
h2
B1
,
µ¯κ¯ = µκ− δa1,0,
(2.31)
where h1, h2 are arbitrary real numbers; µ, κ and δ are defined in (2.14), θi, ai,j , i = 1, 2,
j = 0, 1, 2 are defined in (2.27).
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Then the risk-neutral dynamics of x1(t) and x2(t) remain within the same class,
dx =
[
A¯ x + p¯
]
dt+
∑
(t, x2) dW¯(t), x(t0) = x0 (2.32)
satisfying H1,where
x(t) =
 x1(t)
x2(t)
 , A¯ =
 −µ¯ 0
γ¯ −γ¯
 , p¯(t) =
 µ¯κ¯
0
 , ∑(t, x2(t)) =
 δ 0
0 σ(t, x2(t))
 ,
W¯(t) =
 W¯1
W¯2
 , x0 =
 x01
x02
 .
Moreover, it satisfies Hypothesis H1. Hence,
dx1 = µ¯(κ¯− x1)dt+ δdW¯1(t),
dx2 = γ¯ (x1 − x2) dt+ σ(t, x2)dW¯2(t).
(2.33)
Proof. The proof follows by substituting (2.30) and C1 into (2.16). 
REMARK 2 Under the assumption of Lemma 2.1, it is obvious that the solution to (2.32) is given
by
x(t) =
 e−µ¯(t−t0) 0
φ¯(t0, t) e
−γ¯(t−t0)
 x0 +
 κ¯ (1− e−µ¯(t−t0))
ω¯(t0, t)

+
∫ t
t0
 δe−µ¯(t−s)dW1(s)
δφ¯(s, t)dW1(s) + σ(s, x2(s))e
−γ¯(t−s)dW2(s)
 ,
x(t0) = x0,
(2.34)
where φ¯ and ω¯ are defined as
φ¯(a, b) = γ¯µ¯−γ¯
(
e−γ¯(b−a) − e−µ¯(b−a))
ω¯(a, b) = κ¯
([
1− e−γ¯(b−a)]− φ¯(a, b)) . (2.35)
In the following, we state a result with regards to (2.34).
LEMMA 2.2 Under the assumption H1, (2.34) is equivalent to
x(t) =
 e−µ¯τ 0
φ¯(0, τ) e−γ¯τ
 x(t− τ) +
 κ¯ (1− e−µ¯τ )
ω¯(0, τ)

+
∫ t
t−τ
 δe−µ¯(t−s)dW¯1(s)
δφ¯(s, t)dW¯1(s) + σ(s, x2(s))e
−γ¯(t−s)dW¯2(s)
 . (2.36)
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where x(t− τ) =
 x1(t− τ)
x2(t− τ)
.
Proof. The proof follows by changing the initial time t0 in (2.34) to t− τ . 
Hence,
x1(t) = x1(t− τ)e−µ¯τ + κ¯(1− e−µ¯τ ) + δ
∫ t
t−τ
e−µ¯(t−s)dW¯1(s), (2.37)
x2(t) = x2(t− τ)e−γ¯τ + φ¯(0, τ)x1(t− τ) + ω¯(0, τ) +
∫ t
t−τ σ(s, x2(s))e
−γ¯(t−s)dW¯2(s)+
δ
∫ t
t−τ φ¯(u, t)dW¯1(u).
(2.38)
REMARK 3 From (2.38), we have∫ t
t−τ σ(s, x2(s))e
−γ¯(t−s)dW¯2(s) + δ
∫ t
t−τ φ¯(u, t)dW¯1(u) = x2(t)− x2(t− τ)e−γ¯(τ)
−x1(t− τ)φ¯(0, τ)− ω¯(0, τ).
(2.39)
The dynamics of volatility process under risk-neutral dynamic system is described by
dσ2(t, x2) =
[
α+ β
[∫ t
t−τ
σ(s, x2)e
−γ(t−s)dW2(s) + δ
∫ t
t−τ
φ(s, t)dW1(s)
]2
(2.40)
+cσ2(t, x2)
]
dt. (2.41)
We set
u(t) = EP¯ [σ
2(t, x2(t))]. (2.42)
Taking the conditional expectation of both sides under the measure P¯ , we obtain the following
deterministic delay differential equation
du(t)
dt
= α+ βδ2
∫ t
t−τ
φ¯(s, t)2ds+ β
∫ t
t−τ
u(s)e−2γ¯(t−s)ds+ cu(t)
= α+ βδ2D + β
∫ t
t−τ
u(s)e−2γ¯(t−s)ds+ cu(t)
where
D =
∫ t
t−τ
φ¯(s, t)2ds
=
(
γ¯
µ¯− γ¯
)2 [ 1
2γ¯
(1− e−2γ¯τ )− 2
µ¯+ γ¯
(1− e(µ¯+γ¯)τ ) + 1
2µ¯
(1− e−2µ¯τ )
]
Hence
du(t)
dt
= cu(t) + β
∫ t
t−τ
u(s)e−2γ¯(t−s)ds+ ν, (2.43)
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where
ν = α+ βδ2D.
REMARK 4 The equilibrium solution process u∗(t) of (2.43) satisfies the following integral equa-
tion
cu∗(t) + β
∫ t
t−τ
u∗(s)e−2γ¯(t−s)ds+ ν = 0, (2.44)
since du
∗(t)
dt = 0. In particular, u
∗(t) is as follows;
u∗(t) = −
[
ν
c+ β2γ¯ (1− e−2γ¯τ )
]
.
Using the transformation
v(t) = u(t)− u∗(t) (2.45)
we have
dv(t)
dt
= cv(t) + β
∫ t
t−τ
v(s)e−2γ¯(t−s)ds+
[
cu∗(t) + β
∫ t
t−τ
u∗(s)e−2γ¯(t−s)ds+ ν
]
= cv(t) + β
∫ t
t−τ
v(s)e−2γ¯(t−s)ds.
Hence,
dv(t)
dt
= cv(t) + β
∫ 0
−τ
v(t+ s)e2γ¯sds. (2.46)
In order to find approximate solution representation, we need to investigate the behavior of (2.46).
For this purpose, we present a result regarding its solution process. Our result is based on results
of [62] and [64]. Using definition 1.4.1, we prove the following Lemma using the definition of
oscillatory and non-oscillatory solution of (2.46).
LEMMA 2.3 Under the following transformation
v(t) = ectz(t), (2.47)
(2.46) is equivalent to
z
′
(t) = β
∫ 0
−τ
e(c+2γ¯)sz(t+ s)ds. (2.48)
Moreover,
• (i) for β < 0 and βτc+2γ¯
[
e−(c+2γ¯)τ − 1] ≤ 1e , every solution of (2.46) is non-oscillatory.
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• (ii) for β < 0 and βιc+2γ¯
[
e−(c+2γ¯)τ − e−(c+2γ¯)ι] > 1e , ι ∈ (0, τ) every solution of (2.46)
oscillates.
• (iii) for β > 0, (2.46) has non-oscillatory solutions.
Proof. To prove (i), suppose that
βτ
c+ 2γ¯
[
e−(c+2γ¯)τ − 1
]
≤ 1
e
, β < 0, (2.49)
We observe that every solution of (2.46) is non-oscillatory if and only if every solution (2.48) is
non-oscillatory. Therefore, we only need to show that (2.48) has non-oscillatory solution.
Suppose that a solution of (2.48) has the form
z(t) = eλt (2.50)
where λ is an arbitrary constant which satisfies the equation
λ = β
∫ 0
−τ
e(c+2γ¯+λ)sds. (2.51)
Define
G(λ) = λ− β
∫ 0
−τ
e(c+2γ¯+λ)sds. (2.52)
We show that G(λ) has at least one real root. From (2.49), (2.50) and nature of β, we note that
G(0) > 0 and for any s ∈ [−τ, 0],
G(λ) ≤ λ− βe−λτ
∫ 0
−τ
e(c+2γ¯)sds
= −β
∫ 0
−τ
e(c+2γ¯)sds
[
−e+ exp
[
−eτβ
∫ 0
−τ
e(c+2γ¯)sds
]]
≤ 0 by (2.49).
Therefore, (2.51) has at least one real root λ∗ that lies between βe
∫ 0
−τ e
(c+2γ¯)sds and 0, showing
that (2.46) has non-oscillatory solution. 
Next, we outline the proof for Lemma 5 (ii)
Proof. Suppose
βι
c+ 2γ
[
e−(c+2γ¯)τ − e−(c+2γ¯)ι
]
>
1
e
, β < 0, for any ι ∈ (0, τ). (2.53)
We only need to show that (2.48) oscillates. To verify this, suppose on the contrary that z(t) is a
non-oscillatory solution of (2.48). Then for sufficiently large t0 > 0 and without loss in generality,
18
z(t) > 0 for t ≥ t1, where t1 = t0 − τ . Since β < 0, z′(t) < 0 for t ≥ t1. For any ι > 0 such that
−τ < −ι < 0, from (2.46) and (2.48), we have the following inequalities
z
′
(t) ≤ β
∫ −ι
−τ
e(c+2γ¯)sz(t+ s)ds, t ≥ t1. (2.54)
Hence, for any s ∈ (−τ,−ι), t− τ < t+ s < t− ι < t, (2.54) yields
z(t) < z(t− ι) < z(t+ s). (2.55)
Define
w(t) =
z(t− ι)
z(t)
, t ≥ t1. (2.56)
Note that w(t) > 1. Dividing (2.54) by z(t) and using (2.55), we have
z
′
(t)
z(t)
− β
c+ 2γ
[
e−(c+2γ¯)ι − e−(c+2γ¯)τ
]
w(t) <
z
′
(t)
z(t)
− β
∫ −ι
−τ
e(c+2γ¯)s
z(t+ s)
z(t)
ds ≤ 0.
Integrating from t− ι to t, for t ≥ t1,
log z(t)− log z(t− ι)− β
c+ 2γ
[
e−(c+2γ¯)ι − e−(c+2γ¯)τ
] ∫ t
t−ι
w(s)ds ≤ 0,
and hence
logw(t) ≥ β
c+ 2γ
[
e−(c+2γ¯)τ − e−(c+2γ¯)ι
] ∫ t
t−ι
w(s)ds, t ≥ t1 (2.57)
Set
lim
t→∞ inf w(t) = K. (2.58)
Since w(t) > 1, K ≥ 1, hence K is either finite or infinite. We show next that none of these cases
is true.
Case 1. Assume K is finite. There exist sequence {tn}, tn ≥ t1 3 tn → ∞ and w(tn) → K as
n→∞. By integral mean value theorem, ∃ cn ∈ (tn − ι, tn) such that
logw(tn) ≥ βιc+2γ
[
e−(c+2γ¯)τ − e−(c+2γ¯)ι]w(cn). (2.59)
Define K1 = lim
n→∞w(cn).
Noting that K1 ≥ K and taking limits of (2.59), we have
logK
K
≥ βι
c+ 2γ
[
e−(c+2γ¯)τ − e−(c+2γ¯)ι
]
. (2.60)
Since
max
K≥1
logK
K
=
1
e
, (2.61)
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the relation (2.60) implies
βι
c+ 2γ
[
e−(c+2γ¯)τ − e−(c+2γ¯)ι
]
≤ 1
e
(2.62)
which contradicts (2.53). Hence K is not finite.
Case 2. Assume that K is infinite, from (2.56) and (2.58), we have
lim
t→∞
[
z(t− ι)
z(t)
]
=∞. (2.63)
Choose t∗ = t − α, α > 0, such that t − ι < t∗ < t for t ≥ t1. Integrating both sides of (2.54)
from t∗ to t and t− ι to t∗, we have
z(t)− z(t∗)− β
∫ −ι
−τ
e(c+2γ¯)s
[∫ t
t∗
z(u+ s)du
]
ds ≤ 0, t ≥ t1 (2.64)
z(t∗)− z(t− ι)− β
∫ −ι
−τ
e(c+2γ¯)s
[∫ t∗
t−ι
z(u+ s)du
]
ds ≤ 0, t ≥ t1 (2.65)
respectively. We observe that for any u ∈ [t∗, t], s ∈ [−τ,−ι], u + s < t + s < t − ι, hence,
z(t − ι) < z(t + s) < z(u + s), and for any u ∈ [t − ι, t∗], u + s < t∗ + s < t∗ − ι, hence
z(t∗ − ι) < z(t∗ + s) < z(u+ s). Hence (2.64) and (2.65) become
z(t) + z(t− ι) βα
c+ 2γ
[
e−(c+2γ¯)τ − e−(c+2γ¯)ι
]
≤ z(t∗), t ≥ t1 (2.66)
z(t∗) + z(t∗ − ι)β(ι− α)
c+ 2γ
[
e−(c+2γ¯)τ − e−(c+2γ¯)ι
]
≤ z(t− ι), t ≥ t1. (2.67)
Dividing (2.66) and (2.67) by z(t) and z(t∗) respectively, and using (2.53) and (2.63), we have
lim
t→∞
z(t∗)
z(t)
= lim
t∗→∞
z(t− ι)
z(t∗)
=∞. (2.68)
Dividing (2.66) by z(t∗) we have
z(t)
z(t∗)
+
z(t− ι)
z(t∗)
βα
c+ 2γ
[
e−(c+2γ¯)τ − e−(c+2γ¯)ι
]
≤ 1, t ≥ t1 (2.69)
which contradicts (2.68) and (2.53). 
The proof of Lemma 5(iii) is similar to that of 5(i).
Following Lemma 2.3, the delayed differential equation (2.43) has a non-oscillatory solution if
β < 0 and βτc+2γ¯
[
e−(c+2γ¯)τ − 1] ≤ 1e . Under these condition, we can describe the asymptotic
behaviors of solutions of (2.43). Moreover, we seek a solution in the form u(t) = ψ1 + ψ2eρt,
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where ψ1, ψ2 and ρ are arbitrary constants. In this case, the characteristic equation with respect to
(2.43) is
h(ρ) = ρ− c− β
[
1− e−(ρ+2γ¯)τ
ρ+ 2γ¯
]
= 0. (2.70)
From u(t0) = u0, we obtain
ψ1 = u
∗ = −
[
ν
c+ β
2γ¯
(1−e−2γ¯τ )
]
,
ψ2 = (u0 − ψ1)e−ρt0 .
(2.71)
However, using numerical simulation for (2.43), we observe that u(t) is asymptotically stable. From
(2.46) and (4.43), the numerical scheme is defined as follows;
vi = (1 + c∆t+ β(∆t)
2e−2γ¯)vi−1 + β(∆t)2(vi−2e−4γ¯ + vi−3e−6γ¯ + ...+ vi−le−2γ¯l)
ui = vi + u
∗
(2.72)
where vi = v(ti), ui = u(ti) and {ti}mi=1 is the time grid with a mesh of constant size ∆t, l is the
discrete-time delay analogue of τ .
Solution is shown in Figure (2).
Figure 2.: Solution of (2.43) with parameters in Table 2.
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Chapter 3
Parameter Estimation
3.1 Introduction
In this chapter, we find an expression for the forward price of energy commodity. Using the rep-
resentation of forward price, we apply the Least-Square Optimization and Maximum Likelihood
techniques to estimate the parameters defined in (2.2) and (2.34).
3.2 Derivation of Forward Price
Let F (t, T ) be the forward price at time t of an energy goods with maturity at time T . We define
F (t, T ) = EP¯ (S(T )) (3.1)
where S(T ) is defined by (2.1), the expectation here is taken with respect to the risk neutral measure
defined in (2.30).
REMARK 5 At maturity, it is expected that the forward price is equal to the spot price at that time
i.e F (T, T ) = S(T ). This is the basic assumption of the risk neutral valuation method.
From (2.34), the forward price F (t, T ) can be expressed as
F (t, T ) = EP¯ (ST )
= EP¯ (exp[f(T ) + x2(T )])
= exp
[
f(T ) + e−γ¯(T−t)x2(t) + φ¯(t, T )x1(t) + ω¯(t, T ) + Υ(t, T )
]
,
(3.2)
where Υ(t, T ) is define by
Υ(t, T ) = exp
ψ1g(t, T, 2γ¯) + (u0 − ψ1)eρT g(t, T, ρ+ 2γ¯) +
[
δγ¯
µ¯−γ¯
]2
h(t, T, µ¯, γ¯)
2
 ,
and
h(t, T, µ¯, γ¯) = (g(t, T, 2γ¯)− 2g(t, T, µ¯+ γ¯) + g(t, T, 2µ¯)) .
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g(t, T, a) =
1− e−a(T−t)
a
, for any a ∈ R (3.3)
and ψ1 is defined in (2.71). Hence
logF (t, T ) = f(T ) + e−γ¯(T−t)x2(t) + φ¯(t, T )x1(t) + ω¯(t, T ) + Υ(t, T )
= f(T ) + e−γ¯(T−t) (logS(t)− f(t)) + φ¯(t, T )x1(t) + ω¯(t, T ) + Υ(t, T )
= A(t, T ) +B(t, T )x1(t)
(3.4)
where A(t, T ) = f(T ) + e−γ¯(T−t) (logS(t)− f(t)) + ω¯(t, T ) + Υ(t, T ) and B(t, T ) = φ¯(t, T ).
Define
1 = (µ¯, κ¯, δ)
2 = (γ¯, α, β, c, τ)
3 = (A0, A1, A2, B1, B2)
 = (1, 2, 3),
(3.5)
where  consists of the risk-neutral parameters in (2.2) and (2.34).
We can represent logF (t, T ) as logF (t, T ; ), x1(t) ≡ x1(t; 1), x2(t) ≡ x2(t; 2), f(t) ≡
f(t; 3).
In the following section, we use the Least square optimization approach to estimate the parame-
ters γ¯, µ¯, κ¯ and δ.
3.3 Parameter Estimation Techniques
In this section, we discuss about the estimation of parameters of the stochastic interconnected mod-
els for energy commodity’s spot price (2.14). A numerical scheme is used to develop time-series
model, and using the Least Squares optimization and Maximum Likelihood techniques, we outline
the parameter estimations for our model.
3.3.1 Least Squares Optimization Techniques
For time ti, i ∈ {1, 2, ..., N} = I(1, N), let S(ti) denote the historical spot price of commodity.
For fixed i ∈ I(1, N), F˜ (ti, T ij ) represent an observe future price at a time ti with delivery time T ij
for j ∈ I(1, ni). These data values are obtainable from the energy market.
For each given quoted time ti, we obtain x1(t; 1) such that it minimizes the sum of squares
sqdiff(ti, ) =
ni∑
j=1
[
log F (ti, T
i
j ; )− log F˜ (ti, T ij )
]2
, (3.6)
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where log F (ti, T ij ; ) is described in (3.4). Differentiating (3.6) with respect to x1(t; 1) and setting
the result to be zero to get the optimal value of x1(t; 1) as a function of the parameter set, we have
x˜1(ti; ¯) =
ni∑
j=1
[
B(ti, T
i
j )
(
log F˜ (ti, T
i
j )−A(ti, T ij )
)]
ni∑
j=1
[
B(ti, T ij )
]2 , i ∈ I(1,m), (3.7)
Substituting this optimal value into the initial sum of squares (3.6), and summing over the range
of initial times {ti} and performing a nonlinear least-squares optimization as follows:
sqdiff() = argmin

N∑
i=1
ni∑
j=1
[
Ati,T ij
+Bti,T ij
x1(t)(¯)− log F˜ (ti, T ij )
]2
. (3.8)
With the obtained ¯, {x1(t)}N1 , {x2(t)}N1 , {f(t)}N1 and {St}N1 are easily computed.
In the case of real-world P-parameters [γ, µ, κ, δ] estimation, the estimates of γ and κ are ob-
tained using a linear regression technique associated with the model dx2 = γ(κ − x2(t))dt +
σdW2(t) . (3.7) contains an estimated hidden process x¯1(ti) which is obtained by the least square
minimization approach. This estimated data is used in a regression of a one-factor mean reverting
model dx1(t) = µ(κ − x1(t)) + δdW1(t) to obtain estimates for µ and δ. We remark that this
procedure is very stable.
3.3.2 Maximum Likelihood Approach
Now, by following the approach in [140] and using Maximum Likelihood approach, the time delay
and the delay volatility parameters α, β and c are estimated. Our model contains two sources
of randomness, that is, the Wiener process in the equation for log of spot price and another Wiener
process in the equation for expected log of spot price. Therefore, the presented model is an extension
of GARCH model [140]
An outline of the procedure is given below. From (2.40), we have that
dσ2(t, x2)
dt
= α+β
[∫ t
t−τ
σ(s, x2)e
−γ¯(t−s)dW¯2(s) + δ
∫ t
t−τ
φ¯(u, t)dW¯1(u)
]2
+cσ2(t, x2). (3.9)
We define the discrete-time analogue value l to the continuous-time delay τ as l =
[| τ∆ |], where
[|.|] is the floor function, ∆ is the size of the mesh of the discrete-time grid. Hence, we define
εi = σiξi
ηi = δζi,
(3.10)
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where ξ, ζ are standard normal variate. The discrete-time delayed model corresponding to (3.9) for
volatility is described by
σ2n = α+ β∆t
[
l∑
i=1
(
εn−ie−γ¯i + ηn−iφ¯(0, i)
)]2
+ rσ2n−1, (3.11)
where n = 1, 2, 3, 4, ..., and r = 1 + c.
From (2.39), we further note that∫ t
t−τ
σ(s, x2(s))e
−γ¯(t−s)dW¯2(s) + δφ¯(s, t)dW¯1(s) = x2(t)− x2(t− τ)e−γ¯τ
−x1(t− τ)φ¯(0, τ)− ω¯(0, τ),
that is,
√
∆t
l∑
i=1
εn−ie−γ¯i + ηn−iφ¯(0, i) = x2(n)− x2(n− 1)e−γ¯l − x1(n− 1)φ¯(0, l)− ω¯(0, l). (3.12)
Define
P (n) =
[
x2(n)− x2(n− 1)e−γ¯l − x1(n− 1)φ¯(0, l)− ω¯(0, l)
]2
, (3.13)
This together with (6.1) yields
σ2n = α+ βPn + rσ
2
n−1. (3.14)
The solution of difference equation (3.14) is given by
σ2n =
 αFn(r) + βGn(r) +Hn(r), n ≥ l + 1ε2n n ≤ l, (3.15)
where for r = 1 + c,
Fn =
n−l−1∑
i=0
ri, (3.16)
Gn =
n−l−1∑
i=0
riPn−i, (3.17)
Hn = r
n−lσ2l . (3.18)
We observe that the series Fn in (3.16) converges if |r| < 1, that is, |1 + c| < 1. Hence,
−2 < c < 0. (3.19)
From the definition of εn in (3.10), the probability density function fεn of εn is
fεn(y) =
1√
2piσn
exp
[
− y
2
2σ2n
]
. (3.20)
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Thus the likelihood function L(α, β, c) of fε, n ∈ I(1, N) for arbitrary large positive integer N is
L(α, β, c) =
N∏
n=1
1√
2piσn
exp
[
− y
2
2σ2n
]
. (3.21)
By applying the Maximum Likelihood method, we obtain the estimates α(l), β(l), and r(l) for
l ∈ I(1, p) for some arbitrary p.
3.4 Some Results: Natural Gas
In this section, we apply our model to the Henry Hub daily natural gas data set for the period
02/01/2001-09/30/2004 [25]. The data is collected from the United State Energy Information
Administration website (www.eia.gov). Using the Henry Hub daily natural gas data set, we present
the calibration results of our model. The parameter estimates of our model for the value of l = 2
are given. For this purpose, using a combination of direct search method and Nelder-Mead simplex
algorithm, we search iteratively to find the parameters that maximizes the likelihood function. All
codes are written in Matlab.
Table 2: Estimated Parameters of Henry Hub daily natural gas spot prices [25] for the period
02/01/2001-09/30/2004.
γ¯ µ¯ κ¯ δ τ α β c
1.8943 1.0154 1.5627 0.36 0.008 0.433 -0.07 -1.5
Table 2 shows the risk-neutral parameter estimates of Henry Hub daily natural gas data set [25] for the period
02/01/2001-09/30/2004.
The next figure shows the graphs of the real spot natural gas price data set [25] together with the
simulated spot price S(t).
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(a) (b)
Figure 3.: Real, Simulated and Forecasted Prices.
Figure 3 (a) shows the graphs of the real spot natural gas price data set [25] together with the simulated spot price
S(t). Figure 3 (b) shows and the the graphs of the real spot natural price data set together with the simulated spot price
S(t) and the simulated expected spot price exp(x1(t)). We notice that in Figure 3 (a), the simulated spot price captures
the dynamics of the data set. This shows that the simulation agrees with our mathematical model. Another observation
is that the simulated mean level seems to move around the value 4.80 which is close to exp(κ¯) = exp(1.5627). This
confirms the fact that κ¯ is the equilibrium mean level.
Figure 4.: Simulated σ(t, x2(t)).
Figure 4 shows the plot of volatility σ(t, x2(t)) with time. It is clear from the graph that the solution is non-oscillatory.
This is because Lemma 2.3 (i) is satisfied using the parameter estimates in Table 2.
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Chapter 4
Non-Linear Stochastic Modeling of Energy Commodity Spot Price Processes with Delay in
Volatility
4.1 Introduction
In real world situation, the expected spot price of energy commodities and its measure of variation
are not constant. This is because of the fact that a spot price is subject to both deterministic and
random environmental perturbations. Moreover, some statistical studies of stock prices [8] raised
the issue of market’s delayed response. This indeed causes the price to drift significantly away
from the market quoted price. It is well recognized that time-delay models in economics [41] are
more realistic than the models without time-delay. Continuous-time and Discreet-time stochastic
volatility models [9, 38] have been developed in economics. Elloit et al [37] developed a model
for pricing variance swaps and volatility swaps under a continuous-time Markov-modulated version
of Heston’s stochastic volatility model. Recently, in a survey work, Hansen and Lunde [46] have
estimated these types of models and concluded that the performance of the GARCH(1,1) model is
better than any other model. Furthermore, Cox-Ingersoll-Ross(CIR) developed a mean reverting
interest rate model that was based on the mean-level interest rate with exponentially weighted in-
tegral of its past history, the relationship between level dependent volatility and the square root of
the interest rate [19]. Employing the Ornstein Uhlenbeck [126] and Cox-Ingersoll-Ross(CIR) [19]
processes, Heston developed a stochastical model for the volatility of stock spot asset.
In this work, using basic economic principles, we systematically develop interconnected stochas-
tic nonlinear dynamic model for the log-spot price, expected log-spot price and volatility processes.
The effort is made to utilize the developed interconnected stochastic model to analyze the Henry
Hub daily natural gas data set. The by-product of this led to the development of discretized ex-
pected square volatility model and a modification of The Kalman filter approach. This has been
achieved by treating a diffusion coefficient parameter in the non-seasonal log-spot price dynamic
system as a stochastic volatility functional of log-spot price.
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The organization of this study is as follows:
In Section 4.2, we developed a stochastic models for energy commodity’s spot price. We extend
the linear interconnected deterministic and stochastic models in (2.14) to non-linear interconnected
deterministic and stochastic models. In Section 4.3, the derived model is validated. In Section
4.5, by outlining the risk-neutral dynamics and pricing, risk-neutral dynamics of presented model is
derived.
4.2 Model Derivation
The principles of demand and supply processes suggest that the price of a energy commodity will
remain within a given finite lower and upper bounds. Let κ1 ≥ 0 and κ2 > 0 be the expected lower
and upper limits of the nonseasonal log of spot price, respectively. In a real world situation, the
nonseasonal log of spot price is governed by the spot price dynamic process. In the following, we
outline the development of dynamic model for the nonseasonal spot price processes. Let x2(t) be
the nonseasonal log of spot price at a time t. In this case, κ2 characterizes the fixed cost, (x2(t) +
κ1)(κ2−x2(t)) characterizes the market potential for x2(t) per unit of time at a time t. The market
potential is induced/generated by the underlying market forces on the nonseasonal log spot price,
x2(t). This leads to the following principle regarding the dynamic of price x2(t) of energy goods.
The change in nonseasonal log spot price of the energy commodity ∆x2(t) = x2(t + ∆t) − x2(t)
over the interval of length |∆t| is directly proportional to the product of the market potential price
and the length of the interval.
∆x2(t) ∝ (x2(t) + κ1)(κ2 − x2(t))∆t. (4.1)
This implies
dx2(t) = γ(x2(t) + κ1)(κ2 − x2(t))dt, (4.2)
where γ is a positive constant of proportionality, dx2 and dt are differentials of x2(t) and t, respec-
tively.
We note that (4.2) has a unique non-zero equilibrium κ2. Moreover, we observe that whenever
the price lies above κ2, there is a tendency for the price to fall and whenever the price is below κ2,
the price rises back. Hence, κ2 is the equilibrium of (4.2). Hence
lim
t→∞x2(t) = κ2 (4.3)
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In the real world situation, the upper price limit of the nonseasonal log spot price κ2 is not a constant
parameter. In the following, we employ the argument of Bernard and Thomas [8] to incorporate both
the response time delay and random environmental perturbations into the measure of variation of
the log-spot price process of energy commodity. Therefore, we consider
κ2 = x1(t) + e2(t), (4.4)
where e2 is a white noise process that characterizes the measure of random variation of the log
spot price, x1(t) describes a mean of non-seasonal log spot price process and it is assumed to be
governed by a similar differential equation described in (4.2), that is,
dx1(t) = µ(x1(t) + κ3)(κ2 − x1(t))dt, (4.5)
where µ is a positive constant of proportionality.
Moreover, the mean non-seasonal log spot process is subject to random environmental perturba-
tions. By following the argument used in (4.4), we assume that κ3 is subject to random perturba-
tions:
κ3 = κ0 + e1, (4.6)
where κ0 is constants, and e1 is a white noise and it describes the measure of random influence on
the mean non-seasonal log-spot price.
Substituting (4.4) and (4.6) into (4.2) and (4.5), respectively, we obtain dx1(t) = µ(x1(t) + κ0)(κ2 − x1(t))dt+ µ(κ2 − x1(t))e1(t)dt,dx2(t) = γ(x2(t) + κ1)(x1(t)− x2(t))dt+ γ(x2(t) + κ1)e2(t)dt. (4.7)
Using (4.7) and following the argument of Bernard and Thomas [8], we incorporate both the
response time delay and random environmental perturbations into the measure of random variations
on the log-spot price process of energy commodity. This leads to the establishment of a stochastic
model for nonseasonal log spot price and expected log-spot price processes that is described by the
following non-linear system of stochastic functional differential equations: dx1 = µ(x1 + κ0)(κ2 − x1)dt+ δ(κ2 − x1)dW1(t), x1(t0) = x10,dx2 = γ(x2 + κ1)(x1 − x2)dt+ σ(t, x2t)(x2 + κ1)dW2(t), xt02 = ϑ02, (4.8)
where  µe1(t)dt ≡ δdW1(t)γe2(t)dt ≡ σ(t, x2t)dW2(t), (4.9)
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and δ > 0, x2t is a segment of continuous function x2 defined by x2t(θ) = x2(t + θ), θ ∈ [−τ, 0]
for t ≥ 0, σ is a functional defined on [0, T ]× C[[−τ, 0],R] into R.
For the sake of validity and completeness of mathematical model (4.8), we assume the following:
H1 : x2t(θ) = x2(t + θ), θ ∈ [−τ, 0], xt = ϑ ∈ C[[−τ, 0],R2] defined as xt(θ) = x(t + θ) =
[x1(t+θ), x2(t+θ)]
T , τ ≥ 0, γ > 0, µ > 0, κ1 ≥ 0, κ2 > 0, κ0 ≥ 0, δ > 0, σ : [0, T ]×C → R+
is a Lipschitz continuous bounded mapping, C is the Banach space of continuous functions defined
on [−τ, 0] into R equipped with the supremum norm; W1(t) andW2(t) are standard Wiener process
on a filtered probability space (Ω,F , (F)t≥0,P), the filtration function (F)t≥0 is right-continuous,
and each Ft with t ≥ 0 contains all P-null sets in F .
By following the idea of [140], we define the continuous volatility version of the GARCH type
model as:
dσ2(t, ϑ2) =
(
α+ cσ2(t, ϑ2) + β
[∫ t
t−τ
σ(s, ϑ2)dW3(s)
]2)
dt, σ2(t0, ϑ02) = σ
2
0(ϑ02) (4.10)
where α, β ∈ R+, c < 0, and W3 is a Wiener process..
From (4.8) and (4.10), the overall stochastic dynamic model for nonseasonal log spot price, ex-
pected log-spot price and volatility processes under random perturbation is described by the follow-
ing non-linear system of stochastic functional differential equations

dx1 = µ(x1 + κ0)(κ2 − x1)dt+ δ(κ2 − x1)dW1(t), x1(t0) = x10,
dx2 = γ(x2 + κ1)(x1 − x2)dt+ σ(t, x2t)(x2 + κ1)dW2(t), xt02 = ϑ02,
dσ2(t, ϑ2) =
(
α+ cσ2(t, ϑ2) + β
[∫ t
t−τ σ(s, ϑ2)dW3(s)
]2)
dt,
σ2(t0, ϑ02) = σ
2
0(ϑ02).
(4.11)
4.3 Mathematical Model Validation
In this section, we validate the mathematical model derived in Section 2. We note that the clas-
sical existence and uniqueness theorem is not directly applicable to (4.8). We need to modify the
existence and uniqueness results. The modification is based on Theorem 3.4 [57] and the usage of
linear invertible transformation. For this, we first transform the systems of nonlinear stochastic sys-
tem of differential equations (4.8) into a geometric mean reverting non-linear stochastic systems of
differential equations. We show the global existence of solution process of transformed systems of
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differential equations. From this, the solution of the geometric mean reverting non-linear stochastic
system follows immediately.
LEMMA 4.1 Using the transformation
a).
 y1 = x1 − κ2y2 = x2 + κ1, (4.12)
b).
 ϕ1 = ϑ1 − κ2ϕ2 = ϑ2 + κ1, (4.13)
we have dyi(t) = dxi(t) and hence, the system of (4.11) is reduced to
dy1 = −µy1[λ1 + y1]dt− δy1dW1, y1(t0) = y10,
dy2 = γy2[λ2 + y1 − y2]dt+ σ(t, y2t − κ1)y2dW2, yt02 = ϕ02
dσ2(t, ϕ2 − κ1) =
(
α+ cσ2(t, ϕ2 − κ1) + β
[∫ t
t−τ σ(s, ϕ2 − κ1)dW3(s)
]2)
dt,
σ2(t0, ϕ02 − κ1) = σ20(ϑ02),
(4.14)
where  λ1 = κ0 + κ2λ2 = κ1 + κ2. (4.15)
In the following, we give the existence and uniqueness conditions for solutions of the IVP (4.14).
We recall that system of stochastic differential equations (4.14) does not satisfy the classical
existence and uniqueness conditions. However it does satisfy the local Lipschitz condition. We
construct sequences of functions for the drift and volatility parts of (4.14) such that the classical
existence theorem conditions are valid for a sequence of modified rate coefficients defined on a
cylinder [t0,∞) × Un, for t0 ∈ R, n ∈ {1, 2, 3, ...}, where Un are modified sequence of rate
functions defined as:
Un = {|y|0 < n}, (4.16)

b1(t, ϕ1(0)) = −µϕ1(0)(κ0 + κ2 + ϕ1(0))
b2(t, ϕ2(0)) = γϕ2(0)(ϕ1(0)− ϕ2(0) + κ1 + κ2)
b3(t, ϕ2) = α+ cσ
2(t, ϕ2 − κ1) + β
[∫ t
t−τ σ(s, ϕ2 − κ1)dW3(s)
]2
σ1(t, ϕ1(0)) = −δϕ1(0)
σ2(t, ϕ2) = σ(t, ϕ)ϕ2(0)
(4.17)
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where ϕ = (ϕ1, ϕ2)T ; |ϕ|0 = sup
−τ≤s≤0
|ϕ(s)|, ϕi ∈ C[[−τ, 0],R2], for i = 1, 2, and
b
(n)
1 (t, ϕ1(0)) =
 b1(t, ϕ1(0)) for |ϕ|0 < nb1(t, n) for |ϕ| ≥ n (4.18)
σ
(n)
1 (t, ϕ1(0)) =
 σ1(t, ϕ1(0)) for |ϕ|0 < nσ1(t, n) for |ϕ|0 ≥ n, (4.19)
b
(n)
2 (t, ϕ2(0)) =
 b2(t, ϕ2(0)) for |ϕ|0 < nb2(t, n) for |ϕ|0 ≥ n (4.20)
σ
(n)
2 (t, ϕ2) =
 σ2(t, ϕ) for |ϕ|0 < nσ2(t, n) for |ϕ|0 ≥ n, (4.21)
b
(n)
3 (t, ϕ2) = b3(t, ϕ2) ∀ n (4.22)
Using the sequence of functions (4.18− 4.22), the modified system of stochastic differential equa-
tions (4.14) is described by
dy
(n)
1 = b
(n)
1 (t, y
(n)
1 )dt+ σ
(n)
1 (t, y
(n)
1 )dW1, y1(t0) = ϕ1(0),
dy
(n)
2 = b
(n)
2 (t, y
(n)
2 )dt+ σ
(n)
2 (t, y
(n)
2t )dW2, y2(t0) = ϕ02,
dσ2(t, ϑ)(n) = b
(n)
3 (t, y
(n)
2 )dt, σ
2(t0, ϕ02) = σ
2
0(ϕ02).
(4.23)
Hence, from (4.18)-(4.22) and assumption H1, system (4.23) satisfies the classical existence and
uniqueness conditions [57]. Therefore, there exist a sequence of Markov process y(n)1 and y
(n)
2
corresponding to equation (4.23). Next, we show that the global solution of (4.14) exists. For this
purpose, we need to utilize the following concepts.
DEFINITION 4.3.1 Define τ (n)1 and τ
(n)
2 to be the first exit time of the process y
(n)
1 (t) and y
(n)
2 (t)
from the set |y1| < n and |y2| < n respectively, that is
τ
(n)
i = inf{t > 0 : |yi(t)| ≥ n}, i = 1, 2. (4.24)
Define τ1 and τ2 to be the (finite or infinite) limit of the monotone increasing sequence τ
(n)
1 and
τ
(n)
2 respectively as n→∞.
τi = lim
n→∞ τ
(n)
i = inf{t > 0 : |yi(t)| 6∈ [0,∞)}, i = 1, 2. (4.25)
A process X(t) is regular if for any (s, x) ∈ I × Rl,
P{τ =∞} = 1 (4.26)
where τ is the limit of the first exit time τn.
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Using Theorems 3.4 and 3.5 of [57], we show that the process y(t) = {y1(t), y2(t)} is regular.
To do this, we cite the Theorem and show that the conditions in the Theorem are satisfied.
THEOREM 4.1 (Theorem 3.5) [57] Suppose that the local solution of (4.23) exists on every cylinder
[t0,∞) × Un and, moreover, that there exists a nonnegative function V ∈ C2 such that for some
constant c > 0 
LV ≤ cV
Vn = inf|y|>n
V (t, y)→∞ as n→∞, (4.27)
where the L-operator is given by
L =
∂
∂t
+
l∑
i=1
b
(n)
i (t, y
(n))
∂
∂y(n)
+
1
2
l∑
i,j=1
σ
(n)
i σ
(n)
j (t, y
(n))
∂2
∂y
(n)
i ∂y
(n)
j
. (4.28)
Then, for every random variable x(t0) independent of the process Wi(t)−Wi(t0) there exists a so-
lution y(t) of the system of stochastic differential equation (4.14) which is almost surely continuous
stochastic process and is unique up to equivalence.
Proof. We utilize the structure of system (4.23) and establish the conclusion of the theorem for the
first component of (4.23), followed by the second component by knowing the nature of the third
component of (4.23) in Appendix A.1.
We define a new stochastic process y˜1(t) as
y˜1 = y
(n)
1 , for t ≤ τ (n)1 . (4.29)
We show that condition (4.26) is satisfied for y1, thereby making the process y1(t) to be almost
surely defined for all t > t0.
We define a nonnegative function V1 on E = [t0,∞)× R+ into R+ as follows;
V1(t, y1) =
∫ y1
0
(u2 + 1)
µ(κ0+κ2)
δ2 du+
δ2
κ0 + κ2
[
µ(κ0 + κ2)(1 + κ0 + κ2)
δ2 + µ(κ0 + κ2)
]µ(κ0+κ2)
δ2
+1
. (4.30)
It is obvious that V1 ∈ C1,2. Moreover, the L-operator with respect to the first component of system
of stochastic differential equation (4.14) satisfy
LV1 = −µ(κ0 + κ2)y1(y21 + 1)
µ(κ0+κ2)
δ2
−1 − µy21(y21 + 1)
µ(κ0+κ2)
δ2
≤ µ(κ0 + κ2)(y21 + 1)(y21 + 1)
µ(κ0+κ2)
δ2
−1 − µy21(y21 + 1)
µ(κ0+κ2)
δ2
= µ(κ0 + κ2 − y21)(y21 + 1)
µ(κ0+κ2)
δ2 .
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Case 1: If κ0 + κ2 − y21 ≤ 0, then LV1 ≤ 0 ≤ V1.
Case 2: If κ0 + κ2 − y21 > 0, then −
√
κ0 + κ2 < y1 <
√
κ0 + κ2 and
µ(κ0 + κ2 − y21)(y21 + 1)
µ(κ0+κ2)
δ2 <
δ2
κ0 + κ2
[
µ(κ0 + κ2)(1 + κ0 + κ2)
δ2 + µ(κ0 + κ2)
]µ(κ0+κ2)
δ2
+1
, (4.31)
since the function f(x) = µ(κ0 + κ2 − x2)(x2 + 1)
µ(κ0+κ2)
δ2 has a maximum point at x =√
κ0 + κ2 − (κ0+κ2)δ2µ(κ0+κ2)+δ2 .
Hence, LV1 ≤ V1.
Thus, in both cases,
LV1 ≤ V1. (4.32)
Furthermore,
V1n = inf|y1|>n
V1(t, y1)
=
∫ n
0 (u
2 + 1)
µ(κ0+κ2)
δ2 du+ δ
2
κ0+κ2
[
µ(κ0+κ2)(1+κ0+κ2)
δ2+µ(κ0+κ2)
]µ(κ0+κ2)
δ2
+1 →∞ as n→∞.
(4.33)
To show that y˜1(t) is regular, we define a function
W1(t, y1) = V1(t, y1) exp{−(t− t0)}, (4.34)
From (4.32), we note that LW1 ≤ 0. By defining τ (n)1 (t) = min(τ (n)1 , t) and imitating the argument
of Lemma 3.2 of [57], we have
E{V1(τ (n)1 (t), y˜1(τ (n)1 (t))) ≤ e(t−t0)EV1(t0, y1(t0)).
Hence
P{τ (n)1 ≤ t} ≤
e(t−t0)EV1(t0, y1(t0))
inf
|y1|>n,u>t0
V1(u, y1)
→ 0 as n→∞ by (4.33). (4.35)
Thus, using (4.26) and (4.35), the global existence and uniqueness follows by letting n→∞.
From (4.29), we conclude the global existence of y1(t) of (4.14) which is an almost surely unique
continuous stochastic process. Hence, using (4.12)(a), we can also show that there exist the global
solution x1(t) of sub-system of (4.8) which is an almost surely continuous and unique stochastic
process .
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For the proof of the global existence of solution y2(t) of the second component of (4.14), we
show the existence of solution σ2(t, x2t) of the third component. The existence and uniqueness of
σ2(t, x2t) follows from Theorem A.1 in Appendix A.1.
For the proof of the existence of y2, we note that from the boundedness of functional σ(t, ϑ2) and
the minimal class of functions [72], we have
||σ(t, ϑ2)|| ≤ η
√
|ϑ2(0)|, (4.36)
for some positive constant η > 0. From the proof of global existence and almost sure stability of
first component of (4.14), we assume that
|y1(t)| ≤M ∀ t ≥ t0 (4.37)
for some positive constant M . For the proof of the global existence of y2, we define a non-negative
Lyapunov function
V2(t, y2) =
∫ y2
0
(u2+1)
γ
2η2 du+ max
y2∈[0,2(M+κ1+κ2)]
(
γ(y22 + 1)
γ
2η2
[
(M + κ1 + κ2)|y2| − 1
2
y22
])
.
(4.38)
The L-operator with respect to the second component of (4.14) is given by
LV2 = γy2(y1 − y2 + κ1 + κ2)(y22 + 1)
γ
2η2 + γ
σ2(t, y2t − κ1)
2η2
(y22 + 1)
γ
2η2
−1
y32
≤ γy2(y1 − y2 + κ1 + κ2)(y22 + 1)
γ
2η2 +
γ
2
(y22 + 1)
γ
2η2 y22
= γ(y22 + 1)
γ
2η2
[
−1
2
y22 + y2(y1 + κ1 + κ2)
]
.
Case 1: If −12y22 + y2(y1 + κ1 + κ2) < 0, then LV2 < 0 ≤ V2.
Case 2: If −12y22 + y2(y1 + κ1 + κ2) ≥ 0, then 0 ≤ |y2| ≤ 2|y1 + κ1 + κ2|.
Since continuous functions on closed intervals are bounded, then the function f(y2) = γ(y22 +
1)
γ
2η2
[−12y22 + y2(y1 + κ1 + κ2)] is bounded on the interval 0 ≤ y2 ≤ 2(M + κ1 + κ2). Hence,
for y2 ∈ [0, 2(M + κ1 + κ2)],
LV2 ≤ γ(y22 + 1)
γ
2η2
[
−1
2
y22 + y2(y1 + κ1 + κ2)
]
≤ γ(y22 + 1)
γ
2η2
[
−1
2
y22 + |y2|(M + κ1 + κ2)
]
≤ V2.
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Furthermore,
V2n = inf|y2|>n
V2(t, y2)
=
∫ n
0 (u
2 + 1)
γ
2η2 du+ max
y2∈[0,2(M+κ1+κ2)]
(
γ(y22 + 1)
γ
2η2
[
(M + κ1 + κ2)y2 − 12y22
])
.
(4.39)
It follows that V2n →∞ as n→∞. By defining
W2(t, y2) = V2(t, y2)e
−(t−t0), (4.40)
we have
P{τ (n)2 ≤ t} ≤
e(t−t0)EV2(t0, y2(t0))
inf
|y2|>n,u>t0
V2(u, y2)
→ 0 as n→∞ by (4.39). (4.41)
Thus, the global existence and uniqueness of solution of the second component of (4.14) follows
by letting n → ∞. Hence, there exist a global solution (y1(t), y2(t)) of the system of non-linear
stochastic equation (4.14). 
Using transformation (4.12), it can be easily deduced that there exist a global solution (x1(t), x2(t))
of the system of non-linear stochastic system (4.8).
4.4 Closed Form Solution Under P
We observe that the system of stochastic non-linear differential equations (4.8) is a Itoˆ-Doob stochas-
tic Bernoulli type stochastic differential equations [70]
dy =
[
P (t)y +Q(t)yn +
n
2
Υ2(t)y2n−1
]
dt+ [Σ(t)y + Υ(t)yn] dW(t) (4.42)
for any n 6= 1, where P,Q,Σ and Υ are continuous functions.
To find solutions y1(t) and y2(t), we imitate the procedure [70] for finding the implicit-closed
form solution processes of first two components of non-linear stochastic differential equations in
(4.14).
We consider an Energy/Lyapunov function
Vi(t, yi) =
1
yi(t)
, for i = 1, 2, yi(t) 6= 0, (4.43)
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Hence, applying Itoˆ’s formula to (4.43), we have
 dV1 =
[
(µλ1 + δ
2)V1 + µ
]
dt+ δV1dW1(t)
dV2 =
[
(−γ(λ2 + y1(t)) + σ2(t, ϕ2))V2 + γ
]
dt− σ(t, ϕ2 − κ1)V2dW2(t).
(4.44)
Using the techniques described in [70], the implicit solution to system of differential equation
(4.44) is given by  V1(t, y1) = φ1(t, t0)c1 + µ
∫ t
t0
φ1(t, s)ds
V2(t, y2) = φ2(t, t0)c2 + γ
∫ t
t0
φ2(t, s)ds
(4.45)
where φ1(t, t0) = exp
[(
µ(κ2 + κ0) +
1
2δ
2
)
(t− t0) + δ (W1(t)−W1(t0))
]
φ2(t, t0) = exp
[∫ t
t0
(−γ(y1(s) + λ2) + 12σ2(s, y2s − κ1)) ds− ∫ tt0 σ(s, y2s − κ1)dW2(s)] ,
(4.46)
and ci, i = 1, 2 are constants.
Comparing (4.43) and (4.45), we have y1(t) =
[
φ1(t, t0)c1 + µ
∫ t
t0
φ1(t, s)ds
]−1
y2(t) =
[
φ2(t, t0)c2 + γ
∫ t
t0
φ2(t, s)ds
]−1
.
(4.47)
Hence, using transformation (4.12) together with the initial condition y1(t0) = y10 > 0, y2t0 =
ϕ02 > 0, we have  x1(t) =
[
φ1(t,t0)
x10−κ2 + µ
∫ t
t0
φ1(t, s)ds
]−1
+ κ2
x2(t) =
[
φ2(t,t0)
ϑ02+κ1
+ γ
∫ t
t0
φ2(t, s)ds
]−1 − κ1. (4.48)
REMARK 6 It is obvious from (4.47) that yi > 0 for i = 1, 2. Also, φ1(t, t0) is a log-normal
random variable logN ([(µ(κ0 + κ2) + 12δ2)] (t− t0), δ2(t− t0)). Hence
EPφ1(t, t0) = exp
[
(µ(κ0 + κ2) + δ
2)(t− t0)
]
. (4.49)
By Jensen’s inequality, we have
EP [|y1(t)|] ≥
[
EP
(
φ1(t,t0)
y10
+ µ
∫ t
t0
φ1(t, s)ds
)]−1
=
[(
1
y10
+ µ
µ(κ0+κ2)+δ2
)
exp
[
(µ(κ0 + κ2) + δ
2)(t− t0)
]
− µ
µ(κ0+κ2)+δ2
]−1
.
(4.50)
Hence,
lim
t→∞EP [|y1(t)|] ≥ 0 (4.51)
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Also, since
y1(t) ≤
[
φ1(t, t0)
y10
]−1
, (4.52)
we have
EP [y1(t)] ≤ y10 exp(−µ(κ0 + κ2)(t− t0)). (4.53)
Hence, by Squeeze theorem, from (4.50) and (4.53),
lim
t→∞EP [y1(t)] = 0. (4.54)
Consequently, using (4.12), we have
lim
t→∞EP [x1(t)] = κ2. (4.55)
This establishes the fact that x1(t) describes the mean of non-seasonal log-spot price.
We can also evaluate the area under the curve yi(t) from t0 to t. To do this, we re-write (4.47) as
y1(t) =
φ−11 (t,t0)y01
1+µy01
∫ t
t0
φ−11 (s,t0)ds
y2(t) =
φ−12 (t,t0)ϕ02
1+γϕ02
∫ t
t0
φ−12 (s,t0)ds
.
(4.56)
It follows immediately that∫ t
t0
y1(s)ds =
1
µ
ln
[
1 + µy01
∫ t
t0
φ−11 (s, t0)ds
]
, (4.57)
∫ t
t0
y2(s)ds =
1
γ
ln
[
1 + γϕ02
∫ t
t0
φ−12 (s, t0)ds
]
. (4.58)
Hence, applying Fubini’s theorem, using the concavity of logarithmic function, and the facts that
EPφ−11 (t, t0) = exp [−µ(κ0 + κ2)(t− t0)] ,
EPφ−12 (t, t0) = exp
[
γ
∫ t
t0
(EP [y1(s)] + λ2)ds
]
,
(4.59)
and EP [y1(t)] ≤ y10 (from (4.53)), we have∫ t
t0
EP [y1(s)]ds ≤ 1µ ln
[
1 + µEP [y01]
∫ t
t0
EP [φ−11 (s, t0)]ds
]
,
≤ 1µ ln
[
1 + EP [y10]κ0+κ2
(
1− e−µ(κ0+κ2)(t−t0))] ,∫ t
t0
EP [y2(s)]ds ≤ 1γ ln
[
1 + γEP [ϕ02]
∫ t
t0
EP [φ−12 (s, t0)]ds
]
,
≤ 1γ ln
[
1 + EP [ϕ02]y10+λ2
(
eγ(y10+λ2)(t−t0) − 1)] ,
(4.60)
In addition to the above outlined results, we present a few more properties of y1 and y2.
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THEOREM 4.2 If γ − η22 > 0, then
EP [y2(t)] ≤
[
2γ − η2
2γ(κ1 + κ2 +M)
+
(
f0 − 2γ − η
2
2γ(κ1 + κ2 +M)
)
e−γ(κ1+κ2+M)(t−t0)
]−1
, (4.61)
where M is defined in (4.37), where f0 = 1√E[y22(t)] |t=t0 .
Proof. Using the fact that y2 > 0, define the Lyapunov function v : [t0,∞)× R+ → R+ by
v(t, y2) = y
2
2. (4.62)
Then from (4.14)
dv = Lvdt+ 2σ(t, y2t)vdW2(t), (4.63)
where the operator L is define as
L =
∂
∂t
+ γy2(κ1 + κ2 + y1 − y2) ∂
∂y2
+
1
2
σ2(t, y2t)y
2
2
∂2
∂y22
. (4.64)
Using (4.36) and (4.37), the operator L satisfies
Lv ≤ −(2γ − η2)v 32 + 2γ(κ1 + κ2 +M)v. (4.65)
Define u(t) = EP(v(t, y2(t))). By applying Theorem 4.8.1 of [66], we obtain
E[v(t, y2(t))] ≤ u(t, t0, u0), (4.66)
where u(t, t0, u0) is a solution of
du(t) =
[
−(2γ − η2)u 32 (t) + 2γ(κ1 + κ2 +M)u(t)
]
dt, (4.67)
Thus,
EP(y22(t)) ≤
[
2γ − η2
2γ(κ1 + κ2 +M)
+
(
f0 − 2γ − η
2
2γ(κ1 + κ2 +M)
)
e−γ(κ1+κ2+M)(t−t0)
]−2
.
(4.68)
By using Ho¨lder’s inequality, inequality (4.61) follows .

THEOREM 4.3 If 4γ(κ1 + κ2) > (2γ + 3η2), then
EP [|y2(t)|] ≥ 1√(
1
ϕ202
− β1α1
)
e−α1(t−t0) + β1α1
, (4.69)
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where  β1 = γ + 32η2,α1 = 2γ(κ1 + κ2)− β1. (4.70)
Proof. Using the fact that y2 > 0, define the Lyapunov function v : [t0,∞)× R+ → R+ by
v(t, y2) =
1
y22
. (4.71)
Then from (4.14) and (4.36), using the fact that 2y2 ≤ 1y22 + 1, we have
dv =
[
− 2
y32
[γy2(κ1 + κ2 + y1 − y2)] + 3
y22
σ2(t, y2t − κ1)
]
dt− 2
y22
σ(t, y2t − κ1)dW2(t),
≤ [−α1v + β1]dt− 2vσ(t, y2t − κ1)dW2(t).
Thus,
d(veα1t) ≤ β1eα1tdt− 2vσ(t, y2t − κ1)dW2(t).
Hence,
EP [v(t)] ≤
(
v0 − β1
α1
)
e−α1(t−t0) +
β1
α1
.
Applying Jensen’s inequality, the result follows. 
4.5 Risk-Neutral Dynamics
In this section, we present a risk-neutral dynamic model corresponding to (4.8).
DEFINITION 4.5.1 A probability measure P¯ is said to be risk-neutral if
• P¯ and P are equivalent ( that is, for every A ∈ F , P(A) = 0 if and only if P¯(A) = 0), and
• Under P¯ , the discounted price D(t) is a martingale.
We shall use this definition to find a risk-neutral dynamics for our model (4.8).
Define the riskless asset
Bi(t) = exp
[∫ t
t0
ri(s)ds
]
, t ∈ [0, T ], i = 1, 2 (4.72)
where ri, i = 1, 2 are the interest rate function.
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Using the first two components of (4.14), define the discounted price of y1(t) = x1(t) − κ2,
y2(t) = x2(t) + κ1, by
Di(t) =
ϕi(0)
Bi(t)
= exp
[
−
∫ t
t0
ri(s)ds
]
yi(t). (4.73)
Applying Itoˆ’s Lemma to (4.73), we have dD1 = −δD1
[
µ(κ0+κ2+y1)+r1
δ dt+ dW1(t)
]
dD2 = σ(t, y2t − κ1)D2
[
γ(y1+κ1+κ2−y2)−r2
σ(t,y2t−κ1) dt+ dW2(t)
]
.
(4.74)
Define the market price of risk  θ1 =
µ(κ0+κ2+y1)+r1
δ
θ2 =
γ(y1+κ1+κ2−y2)−r2
σ(t,ϕ2−κ1) ,
(4.75)
where ϕi, i = 1, 2 are as defined in (4.15).
Using Girsanov’s theorem, we obtain the following result concerning the change of probability
measure.
THEOREM 4.4 Suppose that θi, i = 1, 2 satisfy the Novikov’s condition [108], with the P¯-Wiener
process  W¯1(t) = W1(t) +
∫ t
t0
θ1(u)du,
W¯2(t) = W2(t) +
∫ t
t0
θ2(u)du.
(4.76)
Then Di(t) is a positive local martingale with respect to P¯ , and is given by D1(t) = D10 exp
[
−12
∫ t
t0
δ2ds− ∫ tt0 δdW¯1(s)]
D2(t) = D20 exp
[
−12
∫ t
t0
σ2(s, y2s − κ1)ds+
∫ t
t0
σ(s, y2s − κ1)dW¯2(s)
]
.
(4.77)
Substituting (4.76) into (4.14), we notice that first two component of (4.14) reduces to a geometric
stochastic equation given by dy1 = r1(t)y1dt− δy1dW¯1dy2 = r2(t)y2dt+ σ(t, y2s − κ1)y2dW¯2 (4.78)
Using transformation (4.12), (4.78) reduces to
 dx1 = −r1(κ2 − x1)dt+ δ(κ2 − x1)dW¯1dx2 = r2(x2 + κ1)dt+ σ(t, x2t)(x2 + κ1)dW¯2 (4.79)
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Chapter 5
Parameter Estimation
5.1 Introduction
In this chapter, we present the estimation scheme to estimate the parameters in the interconnected
system of nonlinear stochastic differential equation (4.11). We use discretized Scheme for Continuous-
Time GARCH Model to develop the Maximum Likelihood techniques. the developed techniques is
used to estimate parameters in the model for volatility process in (4.11). Furthermore, modifying
the extended Kalman filter technique, we estimate the parameters in the model for log-spot and
expected log-spot price in (4.11).
The Kalman Filter is a powerful and widely used technique in state and parameter estimation
problems. It is used for finding minimum mean squared error (MMSE) estimation of linear state
dynamic systems and observations [115]. Nonlinear state dynamic and observations are estimated
by employing the Extended Kalman Filter (EKF) scheme [115]. Moreover, the EKF scheme deals
with state and parameter estimation of linearized version of both nonlinear state dynamic and ob-
servations [73]. It is well known [78] that the linearized Taylor scheme does not provide sufficiently
accurate representation. Moreover, due to its overly crude approximation, the scheme generates
problem in convergence [78].
Several other approaches have been made to find a better filter than the EKF scheme. Unlike
the usual EKF approach, Magnus [78], Tor Steinar [124] and Luo [75] propose a new set of esti-
mators which are based on polynomial approximations of the nonlinear transformations using the
Stirling’s interpolation formula. Under this scheme, derivatives of rate functions are avoided due
to interpolation approximation formula. As discussed in [78], the Stirling’s interpolation formula
accommodates easy implementation of the filters and enables state estimation when the derivatives
are not smooth. It has been remarked that this approach provides a similar, or superior performance
than the existing EKF approach. Simon Julier [113, 114, 115] claims that the EKF filtering strategy
is difficult to implement, difficult to tune, and only reliable for systems which are almost linear. This
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leads to the development of a new linear state and covariance estimator using unscented transfor-
mation. The new scheme was claimed to be superior than that of the EKF, and, in fact, the scheme
generalizes elegantly to the nonlinear system without the linear step required by the EKF scheme.
Higher filters have also been discussed by Jazwinski, [53], Maybeck, [81], and Madsen etal [76].
Our main focus in this paper is to reduce the magnitude of error that occurs during the estimation
process of the EKF approach. This error is due to the overly simplified approximation scheme.
In the process of the error reduction, we modified the Extended Kalman Filter scheme by incor-
porating second order polynomial approximation for the expected state variable and covariance.
This scheme is applied to study the state and parameter estimation problems of nonlinear system of
stochastic differential equation. The drift and diffusion part of the nonlinear differential equations
are approximated using the Stirling’s interpolation formula [78]. This modified approach estimates
the parameters of a system of nonlinear stochastic differential equation with lesser magnitude of
error compared to the usual EKF approach [73]. Although the magnitude of error in the state and
covariance of the EKF is reduced, it is however important to note that our scheme is computationally
too demanding/computer intensive. An algorithm is developed to implement this scheme. The ex-
tended Kalman filter approach is compared with the developed modified extended Kalman filtering
approach. The scheme is applied to Henry Hub natural gas data and to estimate parameters. The
details are exhibited in the graph.
The organization of this work is as follows:
In Section 5.2, we present the discretized scheme for continuous-time GARCH Model. In Section
5.3, we present a modified EKF scheme. In Section 5.4, we applied the scheme to estimate the
parameters for a stochastic dynamic model for Henry Hub Natural gas.
5.2 Discretized Scheme for Continuous-Time GARCH Model (4.10)
In this section, we formulate a discretized scheme and outline a procedure for estimating the param-
eters α, β, τ and c in (4.10). An outline of the procedure is given below:
Define the discrete-time delay value l to be the analogue of the continuous-time delay τ . Given
the value of l, we define the size of the mesh of the discrete-time grid as ∆ = τl . Furthermore, we
define
εi = σiξi, (5.1)
where ξi is a white noise process. The discrete-time delayed model corresponding to (4.10) for
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volatility is described by
σ2n = α+ β∆t
[
l∑
i=1
εn−i
]2
+ qσ2n−1. (5.2)
σ2i = σ
2
0 for i ∈ [−τ, o], and q = 1 + c.
Since εj is a normal random variable with mean 0 and variance σ2j , we can write
l∑
i=1
εn−i ≡
√√√√ l∑
i=1
σ2n−i , (5.3)
where  is a standard normal variable. Hence, (6.1) reduces to
σ2n = α+ β∆t
l∑
i=1
σ2n−i
2 + qσ2n−1, (5.4)
Using the fact that 2 is a χ2(1) random variable, we find the probability density function
f(σ2n|σ2n−i, 1 ≤ i ≤ l) of σ2n given σ2n−i, 1 ≤ i ≤ l to be
f(σ2n|σ2n−i, 1 ≤ i ≤ l) =
(σ2n − α− qσ2n−1)−
1
2√
2piβ∆t
l∑
i=1
σ2n−i
exp
−σ2n − α− qσ2n−1
β∆t
l∑
i=1
σ2n−i
 , α+qσ2n−1 < σ2n <∞.
(5.5)
We define the Likelihood function of σ2n as
L(q3) = log
N∏
n=1
f(σ2n|q3, σ2n−i, 1 ≤ i ≤ l) (5.6)
where q3 = {α, β, q} are the parameters to be estimated. Thus,
L(q3) = −1
2
N∑
n=1
ln
σ2n − α− qσ2n−1
2piβ∆t
l∑
i=1
σ2n−i
−
N∑
n=1
σ2n − α− qσ2n−1
β∆t
l∑
i=1
σ2n−i
 . (5.7)
Our aim is to find estimators that maximize the Likelihood function (5.7) subject to the constraint
(2.49).
Hence, solving for the maximum-likelihood estimators αˆ, βˆ and qˆ of α, β and q respectively, we
have
βˆ =
2
N
N∑
n=1
σ2n − αˆ− qˆσ2n−1
∆t
l∑
i=1
σ2n−i
 ,
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and αˆ, qˆ satisfies
1
2
N∑
n=1
[
1
σ2n − αˆ− qˆσ2n−1
]
+
N∑
n=1
 1
βˆ∆t
l∑
i=1
σ2n−i
 = 0,
1
2
N∑
n=1
[
σ2n−1
σ2n − αˆ− qˆσ2n−1
]
+
N∑
n=1
 σ2n−1
βˆ∆t
l∑
i=1
σ2n−i
 = 0,
respectively.
To evaluate the parameters, we generate the observation data for σ(t, ϑ2) from the discrete version
of (4.14) described as
∆y2
y2
= γ(κ1 + κ2 + y1 − y2)∆t+ σ(t, y2t)∆W2. (5.8)
We achieve this by using y2 as our observation data. We search iteratively to find the parameters
that maximize (5.7) using a combination of direct search method and the Nelder-Mead simplex
optimization algorithm in Matlab. This completes the parameter estimation problem of (4.10). The
parameter estimated are recorded in Table 3.
Table 3: Estimated Parameters of σ2(t, ϑ2) for l = 2 using the Henry Hub daily natural gas spot
prices for the period 01/04/2000-09/30/2004 [24].
α β c τ
0.07 1.149 -1.4814 0.005
5.3 Modified Extended Kalman Filter Approach
In this section, we shall be estimating the remaining parameters µ, γ, κ0, κ1, κ2 and δ of (4.8) using
the Modified Extended modified Kalman Filter Approach. This is accomplished by approximat-
ing the state estimator using a quadratic approximation. The Kalman Filter Approach is modified
by employing a second order approximation for state and state variance predictions. To estimate
the parameters, we minimized the likelihood function of the prediction error of the measurement
process. The approach is described below.
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We assume that a dynamic state x ∈ Rn and its observation data y ∈ Rn are described by a
general non-linear stochastic dynamic systems. dx = f(x;θ)dt+ g(x;θ)dW(t), x(t0) = x0y(t) = h(x;θ) + v(t), (5.9)
where x0 is a stochastic initial condition satisfyingE|x0|2 <∞, f : Rn×Rp → Rn, g : Rn×Rp →
Rn×d, h : Rn × Rp → Rn are continuous functions, W : R → Rd is a d− dimensional standard
Wiener process on a filtered probability space (Ω,F , (F)t≥0,P), the filtration function (F)t≥0 is
right-continuous, and each Ft with t ≥ 0 contains all P-null sets in F , x is Ft adapted process and
non-anticipative, and v : R → Rn is a n− dimensional zero mean Gaussian white noise process
independent of W, θ ∈ Θ, the parameter space.
Prior to presenting a procedure for the estimation of parameters, we define the following termi-
nologies and notations used throughout this work.
Define
Ytk = {yt1 , yt2 , ..., ytk}, (5.10)
as all observations of the data given up to time tk.
yˆ(t|tk−1) = E
[
y(t)|Ytk−1
]
,
xˆ(t|tk−1) = E
[
x(t)|Ytk−1
]
,
P (t|tk−1) = E
[
(x(t)− xˆ(t|tk−1))(x(t)− xˆ(t|tk−1))T |Ytk−1
]
,
R(t|tk−1) = E
[
v(t)vT (t)|Ytk−1
]
,
r0,2(t|tk−1) = E
[
(y(t)− yˆ(t|tk−1))(y(t)− yˆ(t|tk−1))T |Ytk−1
]
,
r1,1(t|tk−1) = E
[
(x(t)− xˆ(t|tk−1))(y(t)− yˆ(t|tk−1))T |Ytk−1
]
,
r2,2(t|tk−1) = E
[
(x(t)− xˆ(t|tk−1)) (x(t)− xˆ(t|tk−1))T (y(t)− yˆ(t|tk−1))×
(y(t)− yˆ(t|tk−1))T |Yk−1
]
,
r1,2(t|tk−1) = E
[
x(t)(y(t)− yˆ(t|tk−1))T (Y(t)− Yˆ(t|tk−1))T |Ytk−1
]
,
r0,3(t|tk−1) = E
[
(y(t)− yˆ(t|tk−1))(y(t)− yˆ(t|tk−1))T (Y(t)− Yˆ(t|tk−1))T |Ytk−1
]
,
r1,3(t|tk−1) = E
[
(x(t)− xˆ(t|tk−1))(y(t)− yˆ(t|tk−1))T (y(t)− yˆ(t|tk−1))×
(y(t)− yˆ(t|tk−1))T |Ytk−1
]
(5.11)
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r0,4(t|tk−1) = E
[
(y(t)− yˆ(t|tk−1))(y(t)− yˆ(t|tk−1))T (y(t)− yˆ(t|tk−1))×
(y(t)− yˆ(t|tk−1))T |Ytk−1
]
,
M0,2(t|tk−1) = E
[
(Y(t)− Yˆ(t|tk−1))(y(t)− yˆ(t|tk−1))(y(t)− yˆ(t|tk−1))T×
(Y(t)− Yˆ(t|tk−1))T |Ytk−1
]
,
σY 2(t|tk−1) = E
[
(Y(t)− Yˆ(t|tk−1))(y(t)− yˆ(t|tk−1))|Ytk−1
]
,
(5.12)
where
Y(t)− Yˆ(t|tk−1) =

y(t)− yˆ(t|tk−1) 0 . . . 0
0 y(t)− yˆ(t|tk−1) . . . 0
... 0
. . .
...
0 . . . 0 y(t)− yˆ(t|tk−1)

n2×n
(5.13)
Let xˆ(tk|tk−1) be the a-priori state estimate at step k given the knowledge of process Ytk−1 , and
xˆ(tk|tk) be the posterior state estimate at step k given the knowledge of process Ytk . The Extended
Kalman Filter approach begins with the goal of computing a-posterior state estimate xˆ(tk|tk) as a
linearized approximation of the form xˆ(tk|tk) = A0 +A1(y(tk)− yˆ(tk|tk−1)),P (tk|tk) = B0. (5.14)
It was shown in Jazwinski [53] that
A0(tk|tk−1) = xˆ(tk|tk−1),
A1(tk|tk−1) = r1,1(tk|tk−1)r−10,2(tk|tk−1),
B0(tk|tk−1) = P (tk|tk−1)−A1(tk|tk−1)r0,2(tk|tk−1)AT1 (tk|tk−1),
(5.15)
whereA1 is the Kalman gain. Instead of approximating the conditional covariance at an observation
as a constant, Jazwinski [53] extended it to an approximation of order one.
For the rest of this study, for the sake of simplicity, we write f(x) = f(x;θ), g(x) = g(x;θ),
and h(x) = h(x;θ). In this study, we extend the approximate equations for the conditional mean
and covariance at an observation to that of order two. To do this, we first state the Taylors series
expansion of a vector value function f about the vector yˆ,
f(y) = f(yˆ) +
∂f(yˆ)
∂y
(y− yˆ) + 1
2
∂2f(yˆ)
∂y2
diag(y− yˆ, y− yˆ, ..., y− yˆ)(y− yˆ), (5.16)
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where ∂f(y)∂y =

∂f1
∂y1
∂f1
∂y2
. . . ∂f1∂yn
∂f2
∂y1
∂f2
∂y2
. . . ∂f2∂yn
...
...
. . .
...
∂fn
∂y1
∂fn
∂y2
. . . ∂fn∂yn

n×n
, ∂
2f(y)
∂y2 =

∂2f1
∂y∂y1
∂2f1
∂y∂y2 . . .
∂2f1
∂y∂yn
∂2f2
∂y∂y1
∂2f2
∂y∂y2 . . .
∂2f2
∂y∂yn
...
...
. . .
...
∂2fn
∂y∂y1
∂2fn
∂y∂y2 . . .
∂2fn
∂y∂yn

n×n2
,
diag(y− yˆ, ..., y− yˆ) = Y(t)− Yˆ(t|tk−1).
We note that ∂
2f(y)
∂y2 andY(t)−Yˆ(t|tk−1) are n×n block matrices whose entries are n-dimensional
row vectors and column vectors, respectively. Moreover, ∂
2f(y)
∂y2 is referred to as vector-valued Hes-
sian matrix, and Y(t)− Yˆ(t|tk−1) is a diagonal matrix defined in (5.13).
Following these definitions and notations, we define the a-posterior state estimate xˆ(tk|tk) and
a-posterior covariance estimate P (tk|tk) as a quadratic approximation of the form
xˆ(tk|tk) = A0 +A1(y(tk)− yˆ(tk|tk−1)) +A2(Y(t)− Yˆ(t|tk−1))(y(tk)− yˆ(tk|tk−1))
P (tk|tk) = B0 +B1(y(tk)− yˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))T ,
(5.17)
where A0 is an n × 1 matrix (column vector), A1 is an n × n matrix, A2 is an n × n block matrix
whose entries are 1× n matrix (row vector), B0 and B1 are square n× n matrices.
In order to develop an algorithm for xˆ(tk|tk) and P (tk|tk), we need to solve for the Ai and Bi
for i = 0, 1, A2. For this purpose, we need to evaluate each quantity in (5.11)-(5.12). We use the
multi-dimensional extension of Stirling’s interpolation formula discussed in Magnus [78] and Luo
[75] to approximate the state drift, diffusion and the observation functions in (5.9) up to the second
order.
Using the second-order polynomials, we define the multidimensional interpolation formula as
f(x) = f(xˆ) + D˜∆xf(xˆ) + 12D˜
2
∆xf(xˆ),
g(x) = g(xˆ) + D˜∆xg(xˆ) + 12D˜
2
∆xg(xˆ),
h(x) = h(xˆ) + D˜∆xh(xˆ) + 12D˜
2
∆xh(xˆ),
(5.18)
where the operator D˜∆x, and D˜2∆x are described in [78] and are defined by
D˜∆x =
1
h
(
n∑
p=1
∆xpµpδp
)
,
D˜2∆x =
1
h2
 n∑
p=1
∆x2pδ
2
p +
n∑
p=1
n∑
q=1
q 6=p
∆xp∆xq(µpδp)(µqδq)
 , (5.19)
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where ∆x, δp and µp are defined by
∆x = x− xˆ,
δpf(xˆ) = f
(
xˆ+ h2ep
)− f (xˆ− h2ep) ,
µpf(xˆ) = 12
[
f
(
xˆ+ h2ep
)
+ f
(
xˆ− h2ep
)]
,
(5.20)
and h > 0 is the step size, ep is the pth unit vector.
Using the Cholesky transformation, we transform x to a variable z which is mutually uncorre-
lated. Following [78], we write
z = S−1x x,
f˜(z) = f (Sxz) = f(x).
(5.21)
From (5.21), (5.18) reduces to
f˜(z) = f˜(zˆ) + D˜∆z f˜(zˆ) + 12D˜
2
∆z f˜(zˆ),
g˜(z) = g˜(zˆ) + D˜∆z g˜(zˆ) + 12D˜
2
∆z g˜(zˆ),
h˜(z) = h˜(zˆ) + D˜∆zh˜(zˆ) + 12D˜
2
∆zh˜(zˆ).
(5.22)
Let σi represent the ith moment of an arbitrary element in ∆z. We shall use the interpolation
approximations (5.22) to evaluate the expressions in (5.11)-(5.12). For this purpose, we prove the
following Lemma.
Assumption B :
As discussed in Magnus [78], we assume ∆z to be iid Gaussian. Hence,
σ2i−1 = 0, i ∈ N. (5.23)
LEMMA 5.1 Under the Assumption B, we have
r0,2(tk|tk−1) = σ2
h2
n∑
p=1
µpδph˜(zˆ)µpδph˜(zˆ)T +
σ4 − σ22
4h4
n∑
p=1
δ2ph˜(zˆ)δ
2
ph˜(zˆ)
T
+
σ22
4h4
n∑
p,q=1
q 6=p
µpδpµqδqh˜µpδpµqδqh˜
T
+R
r1,1(tk|tk−1) = σ2
h
n∑
p=1
Sx
(
µpδph˜(zˆ)
)T
r1,2(tk|tk−1) = Sx
(
D(tk|tk−1){h˜i,h˜T }
)
1≤i≤n
+ xˆ(tk|tk−1)r0,2(tk|tk−1){h˜i,h˜T }
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r1,3(tk|tk−1) = SxJ − 2SxE(tk|tk−1)− 2r1,1C(tk|tk−1)CT − r1,1CTC(tk|tk−1)
−SxD(tk|tk−1){h˜T ,h˜}C
T ,
r2,2(tk|tk−1) = Sx (Qi,j)1≤i≤n
1≤j≤n
r0,3(tk|tk−1) = (Li,j)1≤i≤n
1≤j≤n
r0,4(tk|tk−1) = E
[AATAAT |Ytk−1]− E [AATACT |Ytk−1]− E [AATCAT |Ytk−1]
+E
[AATCCT |Ytk−1]− E [ACTAAT |Ytk−1]+ E [ACTACT |Ytk−1]
+E
[ACTCAT ]− E [ACTCCT |Ytk−1]
σY 2(tk|tk−1) = (Fi)1≤i≤n ,
where
A = D˜∆zh˜(zˆ) + 1
2
D˜2∆zh˜(zˆ) + v
C =
σ2
2h2
n∑
p=1
δ2ph˜(zˆ),
Fi =
σ2
h2
n∑
p=1
(
µpδph˜(zˆ)
)
µpδph˜i(zˆ) +
σ4 − σ22
4h4
n∑
p=1
(
δ2ph˜(zˆ)
)
δ2ph˜i(zˆ)
+
σ22
4h4
n∑
p=1
n∑
q=1
q 6=p
(
µpδpµqδqh˜(zˆ)
)
µpδpµqδqh˜i(zˆ) + eiRi,i
r0,2(tk|tk−1){h˜i,h˜T } =
σ2
h2
n∑
p=1
µpδph˜i(zˆ)µpδph˜
T
(zˆ) +
σ4 − σ22
4h4
n∑
p=1
δ2ph˜i(zˆ)δ
2
ph˜
T
(zˆ)
+
σ22
4h4
n∑
p,q=1
q 6=p
µpδpµqδqh˜iµpδpµqδqh˜
T
+Ri,ie
T

1≤i≤n
,
h˜ ≡ h˜(zˆ) = h˜(zˆ(tk|tk−1)), r0,2(tk|tk−1) = r0,2(tk|tk−1){h˜,h˜T }, and detailed expressions for
r0,2(tk|tk−1){h˜,h˜T }, J(tk|tk−1),E(tk|tk−1),D(tk|tk−1){h˜,h˜T },D(tk|tk−1){h˜T ,h˜},D(tk|tk−1){h˜i,h˜T },
Qi,j , E
[AATAAT |Ytk−1], E [AATACT |Ytk−1], E [AATCAT |Ytk−1], E [AATCCT |Ytk−1],
E
[ACTAAT |Ytk−1], E [ACTACT |Ytk−1], E [ACTCAT |Ytk−1], E [ACTCCT |Ytk−1], and Li,j
are given in Appendix B.2.
Proof. The proof is given in Appendix B.3. 
We can now use these values to solve for Ai, Bi, i = 0, 1, and A2. The first step in the algorithm
is to solve for Ai, Bi, i = 0, 1 and A2 in (5.17). For this purpose, we use the following Lemma by
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following the description of the moment propagation procedure across the observations described
in Jazwinski [53].
LEMMA 5.2 Under the assumptions in Lemma 5.1, we have
A0(tk|tk−1) = r1,0(tk|tk−1)−A2(tk|tk−1)σY 2(tk|tk−1),
A1(tk|tk−1) =
[
r1,1(tk|tk−1)−A2(tk|tk−1)r0,3(tk|tk−1)T
]
r0,2(tk|tk−1)−1,
A2(tk|tk−1) = T1(tk|tk−1)T−12 (tk|tk−1),
(5.24)
where
T1(tk|tk−1) = r1,2(tk|tk−1)− r1,0(tk|tk−1)σTY 2(tk|tk−1)
−r1,1(tk|tk−1)r−10,2(tk|tk−1)r0,3(tk|tk−1)
T2(tk|tk−1) = M0,2(tk|tk−1)− σY 2(tk|tk−1)σTY 2(tk|tk−1)
−rT0,3(tk|tk−1)r−10,2(tk|tk−1)r0,3(tk|tk−1).
Proof. Proof is in Appendix B.4. 
REMARK 7 If A2 = 0, (5.2) reduces to
A0 = xˆ(tk|tk−1)
A1 = r1,1(tk|tk−1)r0,2(tk|tk−1)−1.
Now, we present a Lemma for finding B0 and B1.
LEMMA 5.3 Under the assumptions in Lemma 5.1, we have
B1 =
(
N2(tk|tk−1)r−10,2(tk|tk−1)−N1(tk|tk−1)
) [
r0,4(tk|tk−1)r−10,2(tk|tk−1)
−r0,2(tk|tk−1)]−1
B0 = N1(tk|tk−1)−B1(tk|tk−1)r0,2(tk|tk−1),
(5.25)
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where
N1 = E
[
(x(tk)− xˆ(tk|tk))(x(tk)− xˆ(tk|tk))T |Ytk−1
]
= P (tk|tk−1)− r1,1(tk|tk−1)AT1 − r1,2(tk|tk−1)AT2 −A1r1,1(tk|tk−1)T
−A2r1,2(tk|tk−1))T + (xˆ(tk|tk−1)−A0)(xˆ(tk|tk−1)−A0)T
−(xˆ(tk|tk−1)−A0)r0,2(tk|tk−1){h˜i,h˜T }A2
+A1r0,2(tk|tk−1)AT1 +A1r0,2(tk|tk−1){h˜i,h˜T }A
T
2
−A2r0,2(tk|tk−1){h˜i,h˜T }(xˆ(tk|tk−1)−A0)
+A2r0,3(tk|tk−1)A1 +A2M0,2(tk|tk−1)AT2
N2 = E
[
(x(tk)− xˆ(tk|tk))(x(tk)− xˆ(tk|tk))T (y(tk)− yˆ(tk|tk))×
(y(tk)− yˆ(tk|tk))T |Ytk−1
]
= E
([
(x(tk)−A0)(x(tk)−A0)T − (x(tk)−A0)(y(tk)− yˆ(tk|tk−1))TAT1
−(x(tk)−A0)(y(tk)− yˆ(tk|tk−1))T (Y(tk)− Yˆ(tk|tk−1))TA2
−A1(y(tk)− yˆ(tk|tk−1))(x(tk)−A0)T
+A1(y(tk)− yˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))TAT1
]×
(y(tk)− yˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))T |Ytk−1
)
= r2,2 + (xˆ(tk|tk−1)−A0)(xˆ(tk|tk−1)−A0)T r0,2
− E [(x(tk)− xˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))TAT1 (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Yk−1
]
− E [(x(tk|tk−1)−A0)(y(tk)− yˆ(tk|tk−1))TAT1 (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
− E [A1(y(tk)− yˆ(tk|tk−1))(x(tk)− xˆ(tk|tk−1))T (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
− E [A1(y(tk)− yˆ(tk|tk−1))(x(tk|tk−1)−A0)T (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
+ E
[
A1(y(tk)− yˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))TAT1 (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
, and xˆ(tk|tk) is given in (5.17).
Proof. The proof is shown in Appendix B.5. 
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REMARK 8 If B1 = 0,and A2 = 0, then from (5.25) and Remark 7, we have
A0 = r1,0(tk|tk−1) = xˆ(tk|tk−1),
A1 = r1,1(tk|tk−1)r0,2(tk|tk−1)−1
B0 = N1 = Ptk|tk−1 −A1r0,2(tk|tk−1)AT1 .
Thus, the presented state and covariance algorithm includes the EKF scheme [82] as a special case.
5.3.1 Posterior Prediction of State and Covariance of Nonlinear System
A final step in the recursive algorithm is to predict the state xˆ(tj+1|tj) and state variance P (tj+1|tj)
at the time of the following measurement. Using (5.9), the definition of P (t|tk−1) in (5.11), and
(5.18),we have
xˆ(tk+1|tk) = xˆ(tk|tk) +
[
f˜(zˆ(tk|tk)) + σ22h2
n∑
p=1
δ2p f˜(zˆ(tk|tk))
]
∆t,
P (tk+1|tk) = P (tk|tk) + [σ2h
n∑
p=1
µpδpf˜(zˆ(tk|tk))eTp STx + σ2h
n∑
p=1
Sxepµpδpf˜
T
(zˆ(tk|tk))
+σ2
h2
n∑
p=1
µpδpf˜(zˆ(tk|tk))µpδpf˜T (zˆ(tk|tk))
+
σ4−σ22
4h2
n∑
p=1
δ2p f˜(zˆ(tk|tk))δ2p f˜
T
(zˆ(tk|tk))
+ σ2
2h2
g˜(zˆ(tk|tk))
n∑
p=1
δ2p g˜
T (zˆ(tk|tk))
+
σ22
4h2
n∑
p,q=1
p6=q
[
µpδpµqδq f˜(zˆ(tk|tk))µpδpµqδq f˜T (zˆ(tk|tk))
+µpδpµqδq f˜(zˆ(tk|tk))µqδqµpδpf˜T (zˆ(tk|tk))
]
+ σ2
h2
n∑
p=1
µpδpg˜(zˆ(tk|tk))µpδpg˜T (zˆ(tk|tk)) + g˜(zˆ(tk|tk))g˜T (zˆ(tk|tk))...
+ σ2
2h2
n∑
p=1
δ2p g˜(zˆ(tk|tk))g˜T (zˆ(tk|tk))
+ σ4
4h2
n∑
p=1
δ2p g˜(zˆ(tk|tk))δ2p g˜T (zˆ(tk|tk))
+
σ22
4h2
n∑
p,q=1
p6=q
[
δ2p g˜(zˆ(tk|tk))δ2q g˜T (zˆ(tk|tk))
+µpδpµqδqg˜(zˆ(tk|tk))µpδpµqδqg˜T (zˆ(tk|tk))
]
∆t
+
σ22
4h2
n∑
p,q=1
p6=q
[
µpδpµqδqg˜(zˆ(tk|tk))µqδqµpδpg˜T (zˆ(tk|tk))
]
]∆t
(5.26)
The one step prediction error
∆y(k) = yk − yˆ(tk|tk−1), (5.27)
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is assumed to be normal with mean 0 and variance r0,2. Hence, for N independent random obser-
vations, the Maximum Likelihood approach is equivalent to maximizing
L(Θ) = −1
2
N∑
k=1
[
1
2
∆yT (k)r−10,2(tk|tk−1)∆y(k) + log |r0,2(tk|tk−1)|
]
, (5.28)
where Θ is the parameter space.
REMARK 9 The presented predicted algorithm extends the algorithm generated by the EKF ap-
proach in a systematic way. We further remark that the second order estimation for nonlinear
stochastic systems can be extended to higher order estimation. The scheme is highly complex math-
ematical expressions. Further detailed examination (applicability/computational, feasibility, et.c) is
under investigation.
5.3.2 Algorithm
We describe the algorithm used in the computation of the estimates for nonlinear log-spot price
stochastic differential equation (5.29) in Appendix B.1.
5.4 Some Results: Natural Gas
In this section, we give the parameter estimates for the stochastic differential equation (5.9). We
consider the nonlinear stochastic differential equation that was developed for describing continuous
time stochastic dynamic model of energy commodities log-spot price processes in (4.11),
dx1 = µ(x1 + κ0)(κ2 − x1)dt+ δ(κ2 − x1)dW1(t), x1(t0) = x10,
dx2 = γ(x2 + κ1)(x1 − x2)dt+ σ(t, x2t)(x2 + κ1)dW2(t), x2(t0) = x02.
y(t) = x(t) + v(t).
(5.29)
It follows from (5.29) that
f(x;θ) =
µ(x1 + κ0)(κ2 − x1)
γ(x2 + κ1)(x1 − x2)
 , g(x;θ) =
δ(κ2 − x1) 0
0 σ(t, x2t)(x2 + κ1)
 ,
and x = {x1, x2}T , where µ > 0, γ > 0, κ0 ≥ 0, κ1 ≥ 0, κ2 > 0, δ > 0, σ > 0, v is a white
noise, and W = {W1,W2}T , W1 and W2 are independent Wiener processes. This model governs
the price for energy commodity at time t. x2(t) is the nonseasonal log of spot price at a time t and
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x1(t) describes a mean process of non-seasonal log spot price at time t. The model (5.29) follows
the principle of demand and supply processes which suggest that the price of a energy commodity
will remain within a given finite lower and upper bounds κ1 > 0 and κ2 > 0, respectively. In this
case, κ2 characterizes the fixed cost, (x1(t) + κ0)(κ2 − x1) characterizes the market potential for
x1(t) per unit of time at a time t. We note that the first component of (5.29) has a unique non-zero
equilibrium κ2. Moreover, we observe that whenever the price x1 lies above κ2, there is a tendency
for the price to fall and whenever the price is below κ2, the price rises back. Hence, κ2 is the
equilibrium of the first component of (5.29). Furthermore, µ and γ are the rate of mean reversion
for x1 and x2 respectively, δ and σ are the volatility for x1 and x2 respectively.
We apply this model to the Henry-Hub natural gas data set [24]. We use the Henry-Hub natural
gas spot price data set [24] for the observation data for x2. We generate observation data for x1
from the forward price F (t, T ) at time t of an energy goods with maturity at time T . We define the
forward price as
F (t, T ) = EP (x2(T )) . (5.30)
By definition, x1(t) is the expected log-spot price, which in this case is the observation data F (t, T ).
We use Henry-Hub natural gas observed future price at a time t with delivery time T .
The existence and uniqueness of the solution of (5.29) is given in Chapter 4.
The initial state of the model is xˆ1(t1|t0) = 1.23, xˆ2(t1|t0) = 1.456, P (t1|t0) =
0.1182 0
0 0.22
.
Table (4) shows the parameter estimates of Henry Hub daily natural gas.
Table 4: Estimated Parameters of (5.29) for Henry Hub daily natural gas spot prices (20 run average)
µ γ κ0 κ1 κ2 δ σ
1.6 1.78 .69 .56 1.5 0.65 0.47
Table 4 shows the estimates of the parameters of (5.29).
Furthermore, we show some of the estimates of the simulations for the modified extended Kalman
filter (MEKF) scheme compared with the usual EKF scheme.
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Table 5: Simulation estimates for Henry Hub data [24] using the MEKF and EKF scheme.
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Table 5 shows the real data sets, estimated simulation results for the Modified EKF scheme and the usual EKF scheme.
The estimated error is calculated by subtracting the simulated estimates from the real data set.
We show the graph of the real and simulation results using MEKF scheme.
(a) (b)
(c)
Figure 5.: Real and Simulated price for Natural gas data set [24] using Modified EKF scheme
Furthermore, we show the graph of the real and simulation results using EKF scheme.
(a) (b)
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(c)
Figure 6.: Real and Simulated price for Natural gas data set [24] using EKF scheme
Figure 5 (a) shows the graph of the real natural gas data set, Figure 5 (b) shows the simulated price using Modified
EKF scheme, and Figure 5 (c) shows the combination of the real, simulated and difference of the real and simulated price
of the natural gas data set using the modified extended Kalman filter second order estimation scheme.
Figure 6(a) shows the graph of the real natural gas data set, Figure 6 (b) shows the simulated price the usual ordinary
EKF scheme, and Figure 6 (c) shows the combination of the real, simulated and difference of the real and simulated price
of the natural gas data set [24] using the usual ordinary EKF scheme.
The following graph show the absolute error of the simulation result using the MEKF and EKF
scheme.
(a) (b)
59
(c)
Figure 7.: Absolute error estimate using natural gas data set [24]
Figure 7 (a) shows the absolute error of the simulations of natural gas data set using the modified extended Kalman
filter scheme, Figure 7 (b) shows the absolute error of the simulations of natural gas data set using the usual extended
Kalman filter scheme, and Figure 7 (c) shows the comparison of the absolute error for the modified and usual EKF
scheme.
REMARK 10 We further remark that all codes are written in Matlab. To compute the maximization
arg minL(Θ) in the algorithm, we use the Nelder-Mead Simplex Method developed in Matlab.
Maximizing (5.28) is equivalent to minimizing
L(Θ) =
1
2
N∑
k=1
[
1
2
∆yT (k)r−10,2(tk|tk−1)∆y(k) + log |r0,2(tk|tk−1)|
]
. (5.31)
REMARK 11 It is clear from Figures 5 and 6 that the presented scheme is superior than the EKF
approach. This shows that the modified extended Kalman filter does in fact reduce the magnitude of
error tremendously. Furthermore, the modified extended Kalman filter scheme was able to capture
the upward price spike in the neighborhood of time t = 250 days better than the EKF scheme. Both
scheme were not able to capture the upward spike around the time t = 800 days. This might be as
a result of the kind of model we are using to describe the dynamics of the natural gas data set. The
upward spike in price at these region was due to the decline in production of natural gas and the
increase in demand for electricity generation. We will like to also mention one disadvantage with
this scheme. It is computational intensive.
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Chapter 6
Discrete Time Dynamic Model of Statistics Process and Applications
6.1 Introduction
Recently, several models have been developed to investigate the volatility process described by
stochastic differential equations [140] and stochastic difference equations [38]. It is well-recognized
that volatility is predictable in many asset markets [9]. Moreover, it is observed that the volatility
predictability varies significantly. Engle [38] developed a class of discrete-time models where the
variance depends on the past history of state of commodity/service. Bollerslev [9] generalized
models in [38] to the GARCH(p,q).
Using the concept of moving average, the estimate for the variance of a general statistics from a
stationary sequence is obtained [13]. Employing the batched mean, the grand mean of the individual
batch mean and introducing ASAP3 [122], it is shown that ASAP3 fits AR(1) time series model to
the batch mean, and it provides better technique for points and confidence-interval estimators.
It is well known and well recognized [33, 82, 118] that the Kalman filtering approach for the
system parameter and state estimation problems is based on the continuous time coupled system of
state dynamic and observation systems. Using the batched mean and the first order iterative process
for X¯n [137], a first order iterative process [137] is developed to estimate the population variance
from a given time series data set.
For the past 40 years, researchers [7, 15, 21, 33, 44, 45, 47, 55, 86, 87, 89, 95, 103, 104, 105,
106, 107, 116, 118, 122] have paid lot of attention for estimating continuous-time dynamic models
from discrete time data sets. The Generalized Method of Moments (GMM) developed by Hansen
[44], and its extensions [21, 45, 47, 55] have played a significant role in the literature related to
the parameter and state estimation problems in linear and nonlinear stochastic dynamic processes.
Under the continuous-time dynamic and discrete time data collection processes, the GMM and its
extensions/generalizations consist of : 1. Stochastic differential equations of Itoˆ-Doob type, 2.
Euler-type discretization scheme, 3. the general moment function, 4. minimizing functional or
objective criterion function [44, 47].
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The most of the existing parameter and state estimation techniques except the Kalman filtering
are centered around the usage of either overall data sets [21, 45, 47, 55], or batched data sets [13],
or local data set [107] drawn on an interval of finite length T . This leads to an overall parameter
estimate on the interval of T . In this work, the presented approach is focused on the local moving
lagged restriction of a finite sequence of a data set drawn at a partition P of finite interval of length
T to a subpartition of P of moving subinterval [tk−mk , tk−1] of the interval. Moreover, using the
lagged adaptive process, the present work initiates the technique to estimate the parameter and state
at each data point for the given data set. Of course, these parameter estimates depend on the local
admissible lagged finite restricted sequence of data. As the sub-partition moves from left to right,
the approach provides a more lagged data subsets. In fact, the available lagged data subset at the
previous time is a subset of the available lagged data subset at the subsequent times. The character-
istics of this approach reduces the local error between a simulated value of the state of the system
corresponding to the local available lagged restricted sequence of data under subpartition and pre
determined performance criterion. We finally note that at the left end point of data simulation inter-
val, without loss in generality, it is assumed that there is at least three data points that are assumed
to be close enough to the true values of solution process of continuous dynamic process. In general,
this is assured by the uniqueness and continuous dependence of solution process with respect to the
initial data (t0,ϕ0) (for delay stochastic differential equation) and (t0, y0) (in the absence of delay
stochastic differential equation) [70]. Moreover, as the location of data point approaches close to the
right end point of the time interval, the local admissible lagged finite restricted sequence approaches
to the given data set. We remark that this situation does not affect the computational ability. This is
due to the fact that as the longativity of the past history approaches to the given data set, its influ-
ence diminishes. In fact, simulation value approaches to the saturation level under the performance
criterion.
The presented local lagged adapted GMM method is based on the: 1. development of stochastic
mathematical model of continuous time dynamic process [69, 70], 2. utilizing Euler-type discretized
scheme [58] for the stochastic model in 1, 3. developing discrete time interconnected dynamic
model for statistic process, 4. employing lagged adaptive expectation process [88] for develop-
ing generalized moment equations, 5. conceptual computational parameter estimation problem, 6.
conceptual computational state simulation scheme, and 7. mean square -sub optimal procedure.
The present work is motivated by parameter and state estimation problems of continuous time
nonlinear stochastic dynamic model of energy commodity markets described in (4.11). The pur-
62
pose of the parameter and state estimation problems is for model validation rather than model
mis-specification [21]. For the continuous-time dynamic model validation, we need to utilize the
existing real world data set. Of course, the real world data set is drawn/recorded at discrete-time on
a time interval of finite length. In view of this, employing the stochastic numerical approximation
scheme [58], we approximate the continuous time stochastic differential equations. In almost real
world dynamic modeling problems [64, 69, 70, 88], future states of continuous time dynamic pro-
cesses are influenced by the states past history and response/reaction time delay processes to present
states [64, 88]. Under this assumption and using the concept of lagged adaptive expectation process
[47, 88], we formulate a discrete-time observation system. In fact, the discrete-time dynamic mod-
els depend on the past history of the state of a system [59]. By using the method of moments [14],
and the constructed observation system, we estimate the state and its parameters. This idea leads to
the development of interconnected disctete-time dynamic model of local sample mean and variance
statistic processes. One of the by-products of the discrete-time sample variance statistic process is
that it provides an alternative approach to the GARCH(1,1) model [9, 10]. Furthermore, the usage
of the continuous-time stochastic dynamic model [69, 70], lagged expectation process, mk- local
lagged generalized method of moments, and interconnected discrete-time dynamic model of local
sample mean and variance statistics processes lead to an alternative innovative method of state and
parameter estimation problems for continuous-time dynamic models described by stochastic differ-
ential equations. The developed method is referred as local lagged adapted generalized method of
moments (LLGMM). The numerical approximation process and simulation processes need to be
synchronized with the existing data collection process. Using a schedule synchronization process,
the concepts of local admissible sample/data observation size, local admissible finite conditional
restriction sequence of data set are introduced. We estimate the parameters locally and then deter-
mine the local -sub-optimal simulated state estimates. In fact, our approach is more suitable and
robust for forecasting problem. It also provides upper and lower bounds for the forecasted state of
the system.
The organization of this study is as follows:
In Section 6.2, we derive a discrete time dynamic model for sample mean and variance pro-
cesses. We introduce a new concept of parameter and state estimation techniques. This new concept
is motivated by the parameter and state estimation problems of continuous time non-liner stochas-
tic dynamic process. In Section 6.3, we construct observation system from a nonlinear stochastic
functional differential equations. In addition, using the method of moments [14], in the context of
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lagged adaptive expectation process [88], we briefly outline a procedure to estimate the state param-
eters locally. The conceptual computational and simulation schemes are presented in Section 6.4.
Moreover, a conceptual Matlab code and its implementation scheme are designed. The usefulness
of computational algorithm is illustrated by applying the code to four energy commodity data sets,
U.S. Treasury Bill Yield Interest Rate data set, and U. S. Eurocurrency Exchange Rate data set for
the state and parameter estimation problems. Moreover, we compare the usage of GARCH(1,1)
model with the presented model. Furthermore, we compare our simulated volatility U.S. Treasury
Bill Yield Interest rate data with the simulated work of Chan et al [15].
6.2 Derivation of Discrete Time Dynamic Model for sample mean and variance Processes.
In this section, we use the idea of moving average to derive an algorithm for the mean and variance
of sample sequences with respect to a continuous stochastic process. The development of idea and
model of statistic for mean and variance processes is motivated by the state and parameter estimation
problems of continuous time nonlinear stochastic dynamic model of the energy commodity market
described in (4.11). In addition, the problem of price forecasting of energy goods is also addressed.
For this purpose, we need to introduce a few definitions and notations.
Let τ and γ be finite constant time delays such that 0 < γ ≤ τ . Here, τ characterizes the
influence of the past performance history of state of dynamic process, and γ describes the reaction
or response time delay. In general, these time delays are unknown and random variables. These
types of delay play a role in developing mathematical models of continuous time [64] and discrete
time [59, 88] dynamic processes. Based upon the practical nature of data collection process, it is
essential to either transform these time delays into positive integers or design the data collection
schedule in relations with these delays. For this purpose, we describe the discrete version of time
delays of τ and γ as
r =
[∣∣∣∣ τ∆ti
∣∣∣∣]+ 1, and q = [∣∣∣∣ γ∆ti
∣∣∣∣]+ 1, (6.1)
respectively. Moreover, for the sake of simplicity, we assume that 0 < γ < 1 (q=1).
DEFINITION 6.2.1 Let x be a continuous time stochastic process defined on an interval [−τ, T ]
into R, for some T > 0. For t ∈ [−τ, T ], let Ft be an increasing sub-sigma algebra of a complete
probability space (Ω,F ,P) for which x(t) isFt measurable. Let P be a partition of [−τ, T ] defined
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by
P := {ti = t0 + i∆t}, for i ∈ I(−r,N), (6.2)
where ∆t = T−t0N and I(a, b) is defined by I(a, b) = {j ∈ Z |a ≤ j ≤ b}.
Let {x(ti)}Ni=−r be a finite sequence corresponding to the stochastic process x and partition P
in Definition 6.2.1. We further note that x(ti) is Fti measurable for i ∈ I(−r,N). We recall the
definition of forward time shift operator F [11] :
F ix(tk) = x(tk+i). (6.3)
In addition, let us denote x(ti) by xi for i ∈ I(−r,N).
DEFINITION 6.2.2 For q = 1 and r ≥ 1, each k ∈ I0(N) and each mk ∈ I(2, r + k − 1), a
partition Pk of closed interval [tk−mk , tk−1] is called local at time tk and it is defined by
Pk := tk−mk < tk−mk+1 < ... < tk−1. (6.4)
Moreover, Pk is referred as the mk−point sub-partition of the partition P in (6.2) of the closed
sub-interval [tk−mk , tk−1] of [−τ, T ].
DEFINITION 6.2.3 For each k ∈ I0(N) and each mk ∈ I(2, r + k − 1), a local finite sequence at
a time tk of the size mk is restriction of {x(ti)}Ni=−r to Pk in (6.4) [2], and it is defined by
Smk,k := {F ixk−1}0i=−mk+1. (6.5)
Asmk varies from 2 to k+r−1, the corresponding local sequence Smk,k at tk varies from {xi}k−1i=k−2
to {xi}k−1i=−r+1. As a result of this, the sequence defined in (6.5) is also called a mk-local moving
sequence. Furthermore, the average corresponding to the local sequence Smk,k in (6.5) is defined
by
S¯mk,k :=
1
mk
0∑
i=−mk+1
F ixk−1. (6.6)
The average/mean defined in (6.6) is also called the mk-local average/mean. Moreover, the mk-
local variance corresponding to the local sequence Smk,k in (6.5) is defined by
s2mk,k :=

1
mk
0∑
i=−mk+1
(
F ixk−1 − 1mk
0∑
j=−mk+1
F jxk−1
)2
, for small mk
1
mk−1
0∑
i=−mk+1
(
F ixk−1 − 1mk
0∑
j=−mk+1
F jxk−1
)2
, for large mk
(6.7)
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DEFINITION 6.2.4 For each fixed k ∈ I(0, N), and any mk ∈ I2(k + r − 1), the sequence
{S¯i,k}k−1i=k−mk is called a mk− local moving average/mean process at tk. Moreover, the sequence
{s2i,k}k−1i=k−mk is called a mk− local moving variance process at tk.
DEFINITION 6.2.5 Let {x(ti)}Ni=−r be a random sample of continuous time stochastic dynamic
process collected at partition P in (6.2). The local sample average/mean in (6.6) and local sample
variance in (6.7) are called discrete time dynamic processes of sample mean and sample variance
statistics.
DEFINITION 6.2.6 Let {x(ti)}Ni=−r be a random sample of continuous time stochastic dynamic pro-
cess collected at partition P in (6.2). The mk-local moving average and variance defined in (6.6)
and (6.7) are called the mk-local moving sample average/mean and local moving sample variance
at time tk, respectively. Moreover, mk-local sample average and mk-local sample variance are re-
ferred to as local sample mean and local sample variance statistics for the local mean and variance
of the continuous time stochastic dynamic system at time tk, respectively.
In the following, we derive a dynamic algorithm described by the interconnected discrete-time
local conditional sample average/mean and variance dynamic processes. First, we shall state and
prove a change in S¯mk,k and s
2
mk,k
with respect to change in time tk. This fundamental result is
motivated by Exercise 5.15 in [14].
DEFINITION 6.2.7 Let {E[x(ti)|Fti−1 ]}Ni=−r+1 be a conditional random sample of continuous time
stochastic dynamic process with respect to sub-σ algebra Fti , ti ∈ P in (6.2). The mk-local
conditional moving average and variance defined in the context of (6.6) and (6.7) are called the
mk-local conditional moving sample average/mean and local conditional moving sample variance,
respectively.
LEMMA 6.1 (Discrete Time Dynamic Model of Local Sample Mean and Sample Variance Pro-
cess). Let {E[x(ti)|Fti−1 ]}Ni=−r+1 be a conditional random sample of continuous time stochastic
dynamic process with respect to sub-σ algebra Fti , ti belong to partition P in (6.2). Let S¯mk,k and
s2mk,k bemk-local conditional sample average and local conditional sample variance at tk for each
k ∈ I(0, N). Then, an interconnected discrete time dynamic model of local conditional sample
mean and sample variance statistics is described by
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
S¯mk−p+1,k−p+1 =
mk−p
mk−p+1 S¯mk−p,k−p + ηmk−p,k−p, S¯m0,0 = S¯0
s2mk,k =

mk−1
mk
 p∑
i=1
 mk−ii−1∏
j=0
mk−j
 s2mk−i,k−i + mk−pp−1∏
j=0
mk−j
S¯2mk−p,k−p

+εmk−1,k−1, for small mk,mk−1 ≤ mk
p∑
i=1
 mk−i−1i−1∏
j=0
mk−j
 s2mk−i,k−i + mk−pp−1∏
j=0
mk−j
S¯2mk−p,k−p
+mk−1,k−1, for large mk, mk−1 ≤ mk
s2mi,i = s
2
i , i ∈ I−p(0), initial conditions
(6.8)
where
ηmk−p,k−p =
1
mk−p+1
[ −mk−p+1∑
i=−mk−p+1+1
F ixk−p − F−mk−p+1xk−p − F−mk−pxk−p + F 0xk−p
]
,
εmk−1,k−1 =
mk−1
mk
 p∑
i=1
(F−i+1xk−1)
2
i−1∏
j=0
mk−j
−
p∑
i=1
(F−i+1−mk−ixk−1)
2
i−1∏
j=0
mk−j
−
p∑
i=1
(F−i+2−mk−ixk−1)
2
i−1∏
j=0
mk−j

+mk−1mk
 p∑
i=1

−i+2−mk−i∑
l=−i+2−mk−i+1
(F lxk−1)2
i−1∏
j=0
mk−j

+
p∑
i=1

−i+1∑
l,s=−i+2−mk−i+1
l 6=s
F lxk−1F sxk−1
i−1∏
j=0
mk−j

− 1mk
0∑
l,s=−mk+1
l 6=s
F lxk−1F sxk−1,
mk−1,k−1 =
p∑
i=1
(F−i+1xk−1)
2
i−1∏
j=0
mk−j
−
p∑
i=1
(F−i+1−mk−ixk−1)
2
i−1∏
j=0
mk−j
−
p∑
i=1
(F−i+2−mk−ixk−1)
2
i−1∏
j=0
mk−j
+
p∑
i=1

−i+2−mk−i∑
l=−i+2−mk−i+1
(F lxk−1)2
i−1∏
j=0
mk−j
+ p∑
i=1

−i+1∑
l,s=−i+2−mk−i+1
l 6=s
F lxk−1F sxk−1
i−1∏
j=0
mk−j

− 1mk−1
0∑
l,s=−mk+1
l 6=s
F lxk−1F sxk−1
(6.9)
Proof. The proof of Lemma 6.1 for small mk, mk−1 ≤ mk, is given in C.1. The case for small mk,
mk ≤ mk−1 is also described in C.2. The proof for large mk, mk−1 ≤ mk, is given in C.3. 
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REMARK 12 The interconnected system (6.8) can be re-written as the one-step Gauss-Sidel dy-
namic system [62] of iterative process described by
X(k) = A(k,X(k − 1))X(k − 1) + e(k), (6.10)
where
X(k) =
X1(k)
X2(k)
 ,
X1(k) = S¯mk−p+1,k−p+1,
X2(k) =

s2mk−p+1,k−p+1
s2mk−p+2,k−p+2
...
s2mk−1,k−1
s2mk,k

,
A(k,X(k − 1)) =
 A11(k) A12(k)
A21(k,X(k − 1)) A22(k)
 ,
A11(k) =
mk−p
mk − p+ 1 ,A12(k) =
(
0 0 . . . 0
)
,
A21(k) =


0
0
...
0
(mk−1)mk−p
mk
p−1∏
j=0
mk−j
S¯mk−p,k−p

, for small mk

0
0
...
0
mk−p
p−1∏
j=0
mk−j
S¯mk−p,k−p

, for large mk,
,
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A22(k) =


0 1 0 0 . . . 0
0 0 1 0 . . . 0
... 0 0 0
. . .
...
0 . . . 0 0 0 1
(mk−1)mk−p
mk
p−1∏
j=0
mk−j
(mk−1)mk−p+1
mk
p−2∏
j=0
mk−j
. . .
(mk−1)mk−p+i−1
mk
p−i∏
j=0
mk−j
. . .
(mk−1)mk−1
m2k

,
for small mk;
0 1 0 0 . . . 0
0 0 1 0 . . . 0
... 0 0 0
. . .
...
0 . . . 0 0 0 1
mk−p−1
p−1∏
j=0
mk−j
mk−p+1−1
p−2∏
j=0
mk−j
. . .
mk−p+i−1−1
p−i∏
j=0
mk−j
. . .
mk−1−1
mk

, for large mk
e(k) =
e1(k)
e2(k)
 ,
e1(k) = η(k − p),
e2(k) =

0
0
...
ε(k − p+ 1)
 .
REMARK 13 For each k ∈ I(0, N), p = 2 and small mk, the inter-connected system (6.8) reduces
to the following special case:

S¯mk−1,k−1 =
mk−2
mk−1 S¯mk−2,k−2 + ηmk−2,k−2, S¯m0,0 = S¯0
s2mk,k =
mk−1
mk
[
mk−1
mk
s2mk−1,k−1 +
mk−2
mkmk−1 s
2
mk−2,k−2 +
mk−2
mkmk−1 S¯
2
mk−2,k−2
]
+εmk−1,k−1, s
2
mi,i
= s2i , i ∈ I−2(0),
(6.11)
where
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
ηmk−2,k−2 =
1
mk
[
−mk−2+1∑
i=−mk−1+1
F ixk−2 − F−mk−2+1xk−2 − F−mk−2xk−2 + F 0xk−2
]
,
εmk−1,k−1 =
mk−1
mk
[
(F 0xk−1)
2−(F−mk−1xk−1)2−(F 1−mk−1xk−1)2
mk
+
(F−1xk−1)
2−(F−1−mk−2xk−1)2−(F−mk−2xk−1)2
mkmk−1
]
+mk−1mk

−mk−2∑
i=−mk−1
(F ixk−1)2
mkmk−1 +
−1∑
i,j=−mk−1
i 6=j
F ixk−1F jxk−1
mkmk−1 +
1−mk−1∑
i=1−mk
(F ixk−1)2
mk

−
0∑
i,j=1−mk
i 6=j
F ixk−1F jxk−1
m2k
.
REMARK 14 Define ϕ1 = mk−1mk
mk−1
mk
, ϕ2 = mk−1mk
mk−2
mkmk−1 , and ϕ3 =
mk−2
mk−1 . For small mk,
mk−1 ≤ mk, ∀k, we have ϕ1 < 1, ϕ2 < 1, and ϕ3 ≤ 1. From 0 < ϕi, i = 1, 2, 3, and the fact that
ϕ1 + ϕ2 =
mk−1
m2k
[
mk−1 +
mk−2
mk−1
]
≤ mk−1
m2k
[mk−1 + 1] ≤ m
2
k−1
m2k
< 1, the stability of the trivial
solution (X(k) = 0) of the homogeneous solution corresponding to (6.10) follows. Moreover,
under the stated condition, the convergence of solutions of (6.10) also follows.
REMARK 15 Also, (6.11) can be re-written as
X(k) = A(k,X(k − 1))X(k − 1) + e(k), (6.12)
where X(k), A(k) and e(k) are defined by X(k) =
X1(k)
X2(k)
, X1(k) = S¯mk−1,k−1, X2(k) =s2mk−1,k−1
s2mk,k
,
A(k) =
A11(k) A12(k)
A21(k) A22(k)
, A11(k) = mk−2mk−1 , A12(k) = (0 0), A21(k) =
 0
(mk−1)mk−2
m2kmk−1
S¯mk−2,k−2
,
A22(k) =
 0 1
(mk−1)mk−2
m2kmk−1
(mk−1)mk−1
m2k
, e(k) =
e1(k)
e2(k)
, e1(k) = η(k−2), e2(k) =
 0
ε(k − 1)
.
REMARK 16 From Remark 13, we note that the local sample variance statistics at time tk depends
on the state of the mk−1 and mk−2-local sample variance statistics at time tk−1 and tk−2, and the
mk−2-local sample mean statistics at time tk−2. We shall later compare the mk-local sample vari-
ance statistics with the GARCH(p,q) model and show that the mk-local sample variance statistics
gives a better forecast than the GARCH(p,q) model under the usage of simulating a real data set.
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6.3 Parametric Estimation
In this section, we consider a parameter estimation problem in drift and diffusion coefficients of a
very general continuous-time nonlinear stochastic dynamic model described by a systems stochastic
differential equations. This problem is motivated by the continuous-time dynamic model validation
problem described in (4.11) in the context of energy commodity real data set. This is achieved by
utilizing the lagged adaptive process [88] and the interconnected discrete-time dynamics of local
sample mean and variances statistic processes model in Section 6.2 (Lemma 6.1). We consider a
general system of stochastic differential equations under the influence of hereditary effects in both
the drift and diffusion coefficients described by
dy = f(t, yt)dt+ σ(t, yt)dW(t), yt0 = ϕ0, (6.13)
where yt(θ) = y(t + θ), θ ∈ [−τ, 0], f, σ : [0, T ] × C → Rq are Lipschitz continuous bounded
functionals; C is the Banach space of continuous functions defined on [−τ, 0] into Rq equipped with
the supremum norm; W (t) is standard Wiener process defined on a complete filtered probability
space (Ω,F , (Ft)t≥0,P); ϕ0 ∈ C, and y0(t0 + θ) is (Ft0) measurables; the filtration function
(F)t≥0 is right-continuous, and each Ft with t ≥ t0 contains all P-null sets in F ; the solution
process y(t0,ϕ0)(t) of (6.13) is adapted and non-anticipating with respect to (Ft)t≥0.
Let V ∈ C[[−τ,∞] × Rq,Rm], and its partial derivatives Vt, ∂V∂y , ∂
2V
∂y2
exist and are continuous.
We apply Itoˆ-Doob stochastic differential formula [70] to V , and we obtain
dV (t, y) = LV (t, y, yt)dt+ Vy(t, y)σ(t, yt)dW (t) (6.14)
where the L operator is defined by LV (t, y, yt) = Vt(t, y) + Vy(t, y)f(t, yt) + 12 tr(Vyy(t, y))b(t, yt)b(t, yt) = σ(t, yt)σT (t, yt). (6.15)
For (6.13) and (6.14), we present the Euler-type discretization scheme [58]:
 ∆yi = f(ti−1, yti−1)∆ti + σ(ti−1, yti−1)∆Wi−1, i ∈ I1(N)∆V (ti, y(ti)) = LV (ti−1, y(ti), yti−1)∆ti + Vy(ti−1, y(ti−1))σ(ti−1, yti−1)∆W (ti)
(6.16)
Define Fti−1 ≡ Fi−1 as the filtration process up to time ti−1. With regard to the continuous time
dynamic system (6.13) and its transformed system (6.14), the more general moments of ∆y(ti) are
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as follows:
E [∆y(ti)|Fi−1] = f(ti−1, yti−1)∆ti,
E [(∆y(ti)− E [∆y(ti)|Fi−1])×
(∆y(ti)− E [∆y(ti)|Fi−1])T |Fi−1
]
= σ(ti−1, yti−1)σ
T (ti−1, yti−1)∆ti,
E [∆V (ti, y(ti))|Fi−1] = LV (ti−1, y(ti), yti−1)∆ti,
E [(∆V (ti, y(ti))− E [∆V (ti, y(ti))|Fi−1])×
(∆V (ti, y(ti))− E [∆V (ti, y(ti))|Fi−1])T |Fi−1
]
= B(ti−1, y(ti−1), yti−1)
(6.17)
whereB(ti−1, y(ti−1), yti−1) = Vy(ti−1, y(ti−1))b(ti−1, yti−1)Vy(ti−1, y(ti−1))T∆ti, and T stands
for the transpose of the matrix.
From (6.16) and (6.17), we have
 ∆yi = E [∆y(ti)|Fi−1] + σ(ti−1, yti−1)∆Wi−1, i ∈ I1(N)∆V (ti, y(ti)) = E [∆V (ti, y(ti))|Fi−1] + Vy(ti−1, y(ti−1))σ(ti−1, yti−1)∆W (ti)
(6.18)
This provides the basis for the development of the concept of lagged adaptive expectation process
[88] with respect to continuous time stochastic dynamic systems (6.13) and (6.14). This indeed
leads to a formulation of mk-local generalized method of moments at tk.
Example 1:
For V (t, y) in (6.14) is defined by V (t, y) = ||y||pp =
n∑
j=1
|yj |p. In this case, we have
dV =
[
p
n∑
j=1
|yj |p−1sgn(yj)f(t, yjt ) + p(p−1)2 |yj |p−2σ(t, yjt )
]
dt
+p
n∑
j=1
|yj |p−1sgn(yj)σ(t, yjt )dW j .
(6.19)
Hence, the discretized form of (6.19) is given by
∆Vi =
[
p
n∑
j=1
|yji−1|p−1sgn(yji−1)f(ti−1, yjti−1) +
p(p−1)
2 |yji−1|p−2σ(ti−1, yjti−1)
]
dt
+p
n∑
j=1
|yji−1|p−1sgn(yji−1)σ(ti−1, yjti−1)dW ji .
(6.20)
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In this special case, (6.18) reduces to

∆yi = E [∆y(ti)|Fi−1] + σ(ti−1, yti−1)∆Wi−1, i ∈ I1(N)
∆
(
n∑
j=1
|yji |p
)
= E
[
∆
(
n∑
j=1
|yji |p
)
|Fi−1
]
+ p
n∑
j=1
|yji−1|p−1sgn(yji−1)σ(ti−1, yjti−1)dW ji .
(6.21)
Example 2:
We consider AR(1) model as another example to exhibit the parameter and state estimation prob-
lem. The AR(1) model is of the following type
Xi = αi−1Xi−1 + ei, X0 = x0, (6.22)
where Xi are Fi measurable, and ei are independent white noise process and independent of x0.
Hence  E [Xi|Fi−1] = αi−1Xi−1E [XiXTi |Fi−1] = αi−1Xi−1XTi−1aTi−1 + E [eieTi |Fi−1] (6.23)
In the following, we state a result that exhibits the existence of solution of system of non linear
equations. For the sake of easy reference, we shall re-state the Implicit function theorem without
proof.
THEOREM 6.1 Implicit Function Theorem[2] Let F = {F1, F2, ..., Fq} be a vector-valued func-
tion defined on an open set S ∈ Rq+k with values in Rq. Suppose F ∈ C1 on S. Let (u0; v0) be a
point in S for which F(u0; v0) = 0 and for which the q × q determinant det [DjFi(u0; v0)] 6= 0.
Then there exists a k− dimensional open set T0 containing v0 and unique vector-valued function g,
defined on T0 and having values in Rq, such that g ∈ C1 on T0, g(v0) = u0, and F(g(v); v) = 0 for
every v ∈ T0.
6.4 Applications for Illustrations
In the following, we give specific models for different commodities and apply the method of mo-
ments to estimate their parameters.
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6.4.1 Application 1: Dynamic Model for Energy Commodity Price
We consider a stochastic dynamic model of energy commodities described by the following nonlin-
ear stochastic differential equation
dy = ay(µ− y)dt+ σ(t, yt)ydW (t), yt0 = ϕ0, (6.24)
where yt(θ) = y(t + θ); θ ∈ [−τ, 0], µ, a ∈ R; the initial process ϕ0 = {y(t0 + θ)}θ∈[−τ,0] is
Ft0-measurable and independent of {W (t), t ∈ [0, T ]}; W (t) is a standard Wiener process defined
on a filtered probability space (Ω,F , (Ft)t≥0,P) defined in (6.13); σ : [0, T ] × C → R+ is a
Lipschitz continuous and bounded functional; C is the Banach space of continuous functions defined
on [−τ, 0] into R equipped with the supremum norm.
We pick a Lyapunov function V (t, y) = ln(y) in (6.14) for (6.24). Using Itoˆ-differential formula
[70], we have
d (ln(y)) =
[
a(µ− y)− 1
2
σ2(t, yt)
]
dt+ σ(t, yt)dW (t). (6.25)
By setting ∆ti = ti− ti−1, ∆yi = yi− yi−1, the combined Euler discretized scheme for (6.24) and
(6.25) is ∆yi = ayi−1(µ− yi−1)∆ti + σ(ti−1, yti−1)yi−1∆W (ti), yt0 = ϕ0,∆ (ln(yi)) = [a(µ− yi−1)− 12σ2(ti−1, yti−1)]∆ti + σ(ti−1, yti−1)∆W (ti), yt0 = ϕ0.
(6.26)
where ϕ0 = {yi}0i=−r is a given finite sequence of F0− measurable random variables, and it is
independent of {∆W (ti}Ni=1.
Applying conditional expectation to (6.26) with respect to Fti−1 ≡ Fi−1, we obtain
E [∆yi|Fi−1] = ayi−1(µ− yi−1)∆t
E [∆ (ln(yi)) |Fi−1] =
[
a(µ− yi−1)− 12σ2(ti−1, yti−1)
]
∆t
E
[
(∆ (ln(yi))− E [∆ (ln(yi)) |Fi−1])2 |Fi−1
]
= σ2(ti−1, yti−1)∆t.
(6.27)
From (6.27), (6.26) reduces to
 ∆yi = E [∆yi|Fi−1] + σ(ti−1, yti−1)yi−1∆W (ti)∆ (ln(yi)) = E [∆ (ln(yi)) |Fi−1] + σ(ti−1, yti−1)∆W (ti). (6.28)
(6.28) provides the basis for the development of the concept of lagged adaptive expectation pro-
cess [88] with respect to continuous time stochastic dynamic systems (6.24) and (6.25).
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For k ∈ I(0, N), applying the lagged adaptive expectation process [88], from Definitions 6.2.3−
6.2.7, and using (6.8) and (6.28), we formulate a local observation/measurement process at tk
as a algebraic functions of mk-local functions of restriction of the overall finite sample sequence
{yi}Ni=−r to subpartition Pk in Definition 6.2.2 :
1
mk
k−1∑
i=k−mk
E [∆yi|Fi−1] = a
[
µ
mk
k−1∑
i=k−mk
yi−1 − 1mk
k−1∑
i=k−mk
y2i−1
]
∆t,
1
mk
k−1∑
i=k−mk
E [∆ (ln(yi)) |Fi−1] = a
[
µ− 1mk
k−1∑
i=k−mk
yi−1
]
∆t
− 12mk
k−1∑
i=k−mk
E
[
(∆ (ln(yi))− E [∆ (ln(yi)) |Fi−1])2 |Fi−1
]
,
(6.29)
σˆ2mk,k =

1
mk∆t
k−1∑
i=k−mk
E
[
(∆ (ln(yi))− E [∆ (ln(yi)) |Fi−1])2 |Fi−1
]
if mk is small
1
(mk−1)∆t
k−1∑
i=k−mk
E
[
(∆ (ln(yi))− E [∆ (ln(yi)) |Fi−1])2 |Fi−1
]
if mk is large.
(6.30)
From (6.30), it follows that the average volatility square σˆ2mk,k is given by
σˆ2mk,k =
s2mk,k
∆t
, (6.31)
where s2mk,k is the local sample variance statistics for volatility at tk in the context of x(ti) =
∆ (ln(yi)). We define
F1 (E [∆yi|Fi−1] ,E [∆(ln yi)|Fi−1] ; a, µ) =
k−1∑
i=k−mk
E[∆yi|Fi−1]
mk
−a
µ
k−1∑
i=k−mk
yi−1
mk
−
k−1∑
i=k−mk
y2i−1
mk
∆t
F2 (E [∆yi|Fi−1] ,E [∆(ln yi)|Fi−1] ; a, µ) = 1mk
k−1∑
i=k−mk
E [∆(ln yi)|Fi−1]
−a
[
µ− 1mk
k−1∑
i=k−mk
yi−1
]
∆t+
s2mk,k
2 .
(6.32)
Then we have  F1 (E [∆yi|Fi−1] ,E [∆(ln yi)|Fi−1] ; a, µ) = 0,F2 (E [∆yi|Fi−1] ,E [∆(ln yi)|Fi−1] ; a, µ) = 0. (6.33)
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Let F = {F1, F2}. The determinant of the Jacobian matrix of F is given by
JF (a, µ) = − amk
 k−1∑
i=k−mk
y2i−1 − 1mk
(
k−1∑
i=k−mk
yi−1
)2 (∆t)2
= −a var(y(ti−1)k−1i=k−mk)(∆t)2 6= 0,
(6.34)
provided that a 6= 0 or the sequence {x(ti−1)}Ni=−r+1 is neither zero nor a constant. This fulfils the
hypothesis of Theorem 6.1.
Thus, by the application of Theorem 6.1 (Implicit Function Theorem), we conclude that for every
non-constantmk-local sequence {x(ti)}k−1i=k−mk , there exist a unique solution of system of algebraic
equations (6.33), aˆmk,k and µˆmk,k as a point estimates of a and µ, respectively.
We also note that the estimated values of a and µ change at each time tk. For instance, at time
t0 = 0 and the given F−1 measurable discrete-time process y−r+1, y−r+2, ..., y−1, (6.29)-(6.30)
reduce to

1
m0
0∑
i=−m0
∆yi = a
[
µ
m0
0∑
i=−m0
yi−1 − 1m0
0∑
i=−m0
y2i−1
]
∆t,
1
m0
0∑
i=−m0
∆(ln yi) = a
[
µ− 1m0
0∑
i=−m0
yi−1
]
∆t− s
2
m0,0
2 ,
σˆ2m0,0 =
s2m0,0
∆t .
(6.35)
The initial solution of algebraic equations (6.35) at time t0 is given by
aˆm0,0 =
(
1
m0
0∑
i=−m0
∆(ln yi)+
s2m0,0
2
)(
1
m0
0∑
i=−m0
yi−1
)
− 1
m0
0∑
i=−m0
∆yi
1
m0
 0∑
i=−m0
y2i−1− 1m0
(
0∑
i=−m0
yi−1
)2∆t
µˆm0,0 =
1
m0∆t
0∑
i=−m0
∆(ln yi)+
s2m0,0
2∆t
+
aˆm0,0
m0
(
0∑
i=−m0
yi−1
)
aˆm0,0
σˆ2m0,0 =
s2m0,0
∆t .
(6.36)
At time t1 = 1 and the givenF0 measurable discrete-time process y−r, y−r+1, ..., y−1, y0, (6.29)-
(6.30) reduce to
1
m1
0∑
i=1−m1
∆yi = a
[
µ
m1
0∑
i=1−m1
yi−1 − 1m1
0∑
i=1−m1
y2i−1
]
∆t,
1
m1
0∑
i=1−m1
∆(ln yi) = a
[
µ− 1m1
0∑
i=1−m1
yi−1
]
∆t− s
2
m1,1
2 ,
σˆ2m1,1 =
s2m1,1
∆t .
(6.37)
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The solution of algebraic equations (6.37) is given by
aˆm1,1 =
(
1
m1
0∑
i=1−m1
∆(ln yi)+
s2m1,1
2
)(
1
m1
0∑
i=1−m1
yi−1
)
− 1
m1
0∑
i=1−m1
∆yi
1
m1
 0∑
i=1−m1
y2i−1− 1m1
(
0∑
i=1−m1
yi−1
)2∆t
µˆm1,1 =
1
m1∆t
0∑
i=1−m1
∆(ln yi)+
s2m1,1
2∆t
+
aˆm1,1
m1
(
0∑
i=1−m1
yi−1
)
aˆm1,1
σˆ2m1,1 =
s2m1,1
∆t .
(6.38)
Likewise, for k = 2, we have
aˆm2,2 =
(
1
m2
1∑
i=2−m2
∆(ln yi)+
s2mk,k
2
)(
1
m2
1∑
i=2−m2
yi−1
)
− 1
m2
1∑
i=2−m2
∆yi
1
m2
 1∑
i=2−m2
y2i−1+
1
m2
(
1∑
i=2−m2
yi−1
)2∆t
µˆm2,2 =
1
m2∆t
1∑
i=2−m2
∆(ln yi)+
s2m2,2
2∆t
+
aˆm2,2
m2
(
1∑
i=2−m2
yi−1
)
aˆm2,2
,
σˆ2m2,2 =
s2m2,2
∆t .
(6.39)
Hence, from (6.29)-(6.30) and applying the principle of mathematical induction [69], we have
aˆmk,k =
(
1
mk
k−1∑
i=k−mk
∆(ln yi)+
s2mk,k
2
)(
1
mk
k−1∑
i=k−mk
yi−1
)
− 1
mk
k−1∑
i=k−mk
∆yi
1
mk
 k−1∑
i=k−mk
y2i−1− 1mk
(
k−1∑
i=k−mk
yi−1
)2∆t
µˆmk,k =
1
mk∆t
k−1∑
i=k−mk
∆(ln yi)+
s2mk,k
2∆t
+
aˆmk,k
mk
(
k−1∑
i=k−mk
yi−1
)
aˆmk,k
,
σˆ2mk,k =
s2mk,k
∆t .
(6.40)
REMARK 17 We note that without loss in generality, the discrete-time data set {y−r+i : i ∈ I1(r−
1)} is assumed to be close to the true values of the solution process of the continuous-time dynamic
process. In fact, this assumption is feasible in view of the uniqueness and continuous dependence of
solution process of stochastic functional or ordinary differential equation with respect to the initial
data [70].
REMARK 18 If the sample {yi}k−1i=k−mk−1 is a constant sequence, then it follows from (6.40) and
the fact that ∆(ln yi) = 0 and s2mk,k = 0, that µˆmk,k → 1mk
k−1∑
i=k−mk
yi−1, and it follows from
(6.29)-(6.30) that aˆmk,k = 0.
REMARK 19 As we stated before, estimated parameters a, µ, and σ2 depend upon the time at which
data point is drawn. This is what we expected because of the fact that nonlinearity of the dynamic
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model generates non stationary solution process. Using this locally estimated parameters of the
continuous-time dynamic system, we can find the average of this local parameters over the size of
data set as follows:

a¯ = 1N
N∑
i=0
amˆi,i,
µ¯ = 1N
N∑
i=0
µmˆi,i
σ2 = 1N
N∑
i=0
σ2mˆi,i.
(6.41)
a¯, µ¯, and σ2 are referred to as aggregated parameter estimates of a, µ, and σ2 over the given entire
finite interval of time, respectively.
6.4.2 Application 2: Dynamic Model for U.S. Treasury Bill Yield Interest Rate and U. S.
Eurocurrency Exchange Rate
We also apply the above presented scheme for estimating parameters of a continuous-time model for
U.S. Treasury Bill Yield Interest Rate [128] and U. S. Eurocurrency Exchange Rate [129] processes.
By employing dynamic modeling process [69, 70], a continuous time dynamic model of interest rate
process under random environmental perturbations can be described by
dy = (βy + µyδ)dt+ σyγdW (t), y(t0) = y0, (6.42)
where β, µ, δ, σ, γ ∈ R; y(t, t0, y0) is adapted, non-anticipating solution process with respect toFt;
the initial process y0 is Ft0-measurable and independent of {W (t), t ∈ [t0, T ]} ; W (t) is a standard
Wiener process defined on a filtered probability space (Ω,F , (F)t≥0,P).
For (6.42), we consider the Lyapunov functions V1(t, y) = 12y
2, and V2(t, y) = 13y
3 as in (6.14).
The Itoˆ differentials of Vi, for i = 1, 2, are given by dV1 =
[
y(βy + µyδ) + 12σ
2y2γ
]
dt+ σyγ+1dW (t)
dV2 =
[
y2(βy + µyδ) + σ2y2γ+1
]
dt+ σyγ+2dW (t).
(6.43)
Following the approach in Section 6.3 and illustration 6.4.1, the Euler discretized scheme (∆t =
1) for (6.42) is defined by
∆yi = (βyi−1 + µyδi−1) + σy
γ
i−1∆W (ti)
1
2∆(y
2
i ) = yi−1(βyi−1 + µy
δ
i−1) +
1
2σ
2y2γi−1 + σy
γ+1
i−1 ∆Wi
1
3∆(y
3
i ) = y
2
i−1(βyi−1 + µy
δ
i−1) + σ
2y2γ+1i−1 + σy
γ+2
i−1 ∆Wi.
(6.44)
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Applying conditional expectation to (6.44) with respect to Fi−1, we obtain
E [∆yi|Fi−1] = βyi−1 + µyδi−1
1
2E
[
∆(y2i )|Fi−1
]
= βy2i−1 + µy
δ+1
i−1 +
1
2σ
2y2γi−1
1
3E
[
∆(y3i )|Fi−1
]
= βy3i−1 + µy
δ+2
i−1 + σ
2y2γ+1i−1
E
[
(∆yi − E [∆yi|Fi−1])2 |Fi−1
]
= σ2y2γi−1,
1
4E
[(
∆(y2i )− E
[
∆(y2i )
])2 |Fi−1] = σ2y2γ+2i−1 .
(6.45)
From (6.45), (6.44) reduces to
∆yi = E [∆yi|Fi−1] + σyγi−1∆W (ti)
1
2∆(y
2
i ) =
1
2E
[
∆(y2i )|Fi−1
]
+ σyγ+1i−1 ∆Wi
1
3∆(y
3
i ) =
1
3E
[
∆(y3i )|Fi−1
]
+ σyγ+2i−1 ∆Wi.
(6.46)
Following the argument used in (6.29)-(6.30), for k ∈ I(0, N), applying the lagged adaptive
expectation process [88], from Definitions 6.2.3 − 6.2.7, and using (6.8) and (6.45), we formulate
a local observation/measurement process at tk as a algebraic functions of mk-local functions of
restriction of the overall finite sample sequence {yi}Ni=−r to subpartition Pk in Definition 6.2.2:

1
mk
k−1∑
i=k−mk
E [∆yi|Fi−1] = β
k−1∑
i=k−mk
yi−1
mk
+µ
k−1∑
i=k−mk
yδi−1
mk
1
2mk
k−1∑
i=k−mk
[
E
[
∆(y2i )|Fi−1
]− E [(∆yi − E [∆yi|Fi−1])2 |Fi−1]] = β
k−1∑
i=k−mk
y2i−1
mk
+µ
k−1∑
i=k−mk
yδ+1i−1
mk
1
mk
k−1∑
i=k−mk
[
1
3E
[
∆(y3i )|Fi−1
]− σ2y2γ+1i−1 ] = β
k−1∑
i=k−mk
y3i−1
mk
+µ
k−1∑
i=k−mk
yδ+2i−1
mk
1
mk
k−1∑
i=k−mk
E
[
(∆yi − E [∆yi|Fi−1])2 |Fi−1
]
= σ2
k−1∑
i=k−mk
y2γi−1
mk
,
1
4mk
k−1∑
i=k−mk
E
[(
∆(y2i )− E
[
∆(y2i )
])2 |Fi−1] = σ2
k−1∑
i=k−mk
y2γ+2i−1
mk
.
(6.47)
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Following the approach discussed in Section 6.4.1, the solution of σmk,k is given by
σmk,k =
 s
2
mk,k
1
mk
k−1∑
i=k−mk
y
2γmk,k
i−1

1/2
(6.48)
and γmk,k satisfies the following nonlinear algebraic equation
s2mk,k
k−1∑
i=k−mk
y
2γmk,k+2
i−1 −
1
4
s2mk,k
k−1∑
i=k−mk
y
2γmk,k
i−1 = 0, (6.49)
where s2mk,k and s
2
mk,k
denotes the local moving variance of ∆yi and ∆(y2i ) respectively.
To solve for the parameters β, µ and δ, we define the conditional moment functions
Fj ≡ Fj
(
E [∆yi|Fi−1] ,E
[
∆(yi)
2|Fi−1
]
,E
[
∆(yi)
3|Fi−1
])
, j = 1, 2, 3
as

F1 =
1
mk
k−1∑
i=k−mk
E [∆yi|Fi−1]− β
k−1∑
i=k−mk
yi−1
mk
− µ
k−1∑
i=k−mk
yδi−1
mk
F2 =
1
2mk
k−1∑
i=k−mk
[
E
[
∆(y2i )|Fi−1
]− E [(∆yi − E [∆yi|Fi−1])2 |Fi−1]]− β
k−1∑
i=k−mk
y2i−1
mk
−µ
k−1∑
i=k−mk
yδ+1i−1
mk
F3 =
1
mk
k−1∑
i=k−mk
[
1
3E
[
∆(y3i )|Fi−1
]− σ2y2γ+1i−1 ]− β
k−1∑
i=k−mk
y3i−1
mk
− µ
k−1∑
i=k−mk
yδ+2i−1
mk
.
(6.50)
Using (6.47), we have 
F1 = 0
F2 = 0
F3 = 0
(6.51)
Let F = {F1, F2, F3}. The determinant of the Jacobian matrix of F is given by
JF (β, µ, δ) = − 1
m3k
det

k−1∑
i=k−mk
yi−1
k−1∑
i=k−mk
yδi−1
k−1∑
i=k−mk
(ln yi−1)yδi−1
k−1∑
i=k−mk
y2i−1
k−1∑
i=k−mk
yδ+1i−1
k−1∑
i=k−mk
(ln yi−1)yδ+1i−1
k−1∑
i=k−mk
y3i−1
k−1∑
i=k−mk
yδ+2i−1
k−1∑
i=k−mk
(ln yi−1)yδ+2i−1

6= 0 (6.52)
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provided δ 6= 1 and the sequence {y(ti−1)}k−1i=k−mk is neither zero nor a constant. We want to avoid
the case where δ = 1 because this will change the structure of (6.42). Thus, by the application
of Theorem 6.1 (Implicit Function Theorem), we conclude that for every non-constant mk-local
sequence {y(ti)}k−1i=k−mk , δ 6= 1, there exist a solution of system of algebraic equations (6.51)
βˆmk,k, µˆmk,k−1, δˆmk,k as a point estimates of β and µ, and δ respectively.
The solution of (6.51) is given by
µˆmk,k =
1
mk
k−1∑
i=k−mk
∆yi
k−1∑
i=k−mk
y2i−1− 12
[
1
mk
k−1∑
i=k−mk
∆(y2i )−s2mk,k
]
k−1∑
i=k−mk
yi−1
1
mk
[
k−1∑
i=k−mk
y
δmk,k
i−1
k−1∑
i=k−mk
y2i−1−
k−1∑
i=k−mk
y
1+δmk,k
i−1
k−1∑
i=k−mk
yi−1
]
βˆmk,k =
k−1∑
i=k−mk
∆yi−µˆmk,k
k−1∑
i=k−mk
y
δmk,k
i−1
k−1∑
i=k−mk
yi−1
,
(6.53)
where δmk,k satisfies the third equation in (6.47) described by
1
3mk
k−1∑
i=k−mk
∆(y3i )−
σ2mk,k
mk
k−1∑
i=k−mk
y
2γmk,k+1
i−1 − β
k−1∑
i=k−mk
y3i−1
mk
− µ
k−1∑
i=k−mk
yδ+2i−1
mk
= 0 (6.54)
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Chapter 7
Computational and Simulation Algorithms
7.1 Introduction
In this chapter, we outline computational, data organizational and simulation schemes. We intro-
duce the ideas of iterative data process and data simulation time schedules in relation with the real
time data observation/collection schedule. For the computational estimation of continuous time
stochastic dynamic system state and parameters, it is essential to identify an admissible set of local
conditional sample average and sample variance parameters, namely, the size of local conditional
sample in the context of a partition of time interval [−τ, T ]. Moreover, the discrete time dynamic
model of conditional sample mean and sample variance statistics processes in Section 6.2 and the
theoretical parameter estimation scheme in Section 6.3 motivates to outline a computational scheme
in a systematic and coherent manner. A brief conceptual computational scheme and simulation pro-
cess summary is described below:
7.2 Coordination of Data Observation, Iterative Process, and Simulation Schedules:
Without loss of generality, we assume that the real data observation/collection partition schedule P
is defined in (6.2). Now, we present definitions of iterative process and simulation time schedule.
DEFINITION 7.2.1 The iterative process time schedule in relation with the real data collection
schedule is defined by
IP = {F−rti : for ti ∈ P}, (7.1)
where F−rti = ti−r, and F−r is a forward shift operator [11].
The simulation time is based on the order p of the time series model of mk-local conditional
sample mean and variance processes in Lemma 6.1.
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DEFINITION 7.2.2 The simulation process time schedule in relation with the real data observation
schedule is defined by
SP =
 {F rti : for ti ∈ P}, if p ≤ r{F pti : for ti ∈ P}, if p > r. (7.2)
REMARK 20 We note that the initial times of iterative and simulation processes are equal to the real
data times tr and tp, respectively. Moreover, iterative and simulation processes time in (7.1) and
(7.2), respectively justify Remark 17. In short, ti is the scheduled time clock for the collection of the
ith observation of the state of the system under investigation. The iterative process and simulation
process times are ti+r and ti+p, respectively.
7.3 Conceptual Computational Parameter Estimation Scheme
For the conceptual computational dynamic system parameter estimation, we need to introduce a
few concepts of local admissible sample/data observation size, mk-local admissible conditional
finite sequence at tk ∈ SP , local finite sequence of parameter estimates at tk.
DEFINITION 7.3.1 For each k ∈ I(0, N), we define local admissible sample/data observation size
mk at tk as mk ∈ OSk, where
OSk =
 I(2, r + k − 1), if p ≤ r,I(2, p+ k − 1), if p > r, (7.3)
Moreover, OSk is referred as the local admissible set of lagged sample/data observation size at tk.
DEFINITION 7.3.2 For each admissible mk ∈ OSk in Definition 7.3.1, a mk-local admissible
lagged-adapted finite restriction sequence of conditional sample/data observation at tk to subpar-
tition Pk of P in Definition 6.2.3 is defined by {E[yi|Fi−1]}k−1i=k−mk . Moreover, a mk- class of
admissible lagged-adapted finite sequences of conditional sample/data observation of size mk at tk
is defined by
ASk = {{E[yi|Fi−1]}k−1i=k−mk : mk ∈ OSk} = {{E[yi|Fi−1]}
k−1
i=k−mk}mk∈OSk . (7.4)
In the case of energy commodity model, for eachmk ∈ OSk, we find correspondingmk- local ad-
missible adapted finite sequence of conditional sample/data observation at tk, {E[yi|Fi−1]}k−1i=k−mk .
Using this sequence and (6.40), we compute aˆmk,k, µˆmk,k and σˆ
2
mk,k
. This leads to a local finite se-
quence of parameter estimates at tk defined onOSk as follows:
{
(aˆmk,k, µˆmk,k, σˆ
2
mk,k
)
}
mk∈OSk
=
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{(aˆmk,k, µˆmk,k, σˆ2mk,k)}r+k−1mk∈2 or {(aˆmk,k, µˆmk,k, σˆ2mk,k)}
p+k−1
mk∈2 .
It is denoted by (Ak,Mk,Sk)=
{
(aˆmk,k, µˆmk,k, σˆ
2
mk,k
)
}
mk∈OSk
.
7.4 Conceptual Computation of State Simulation Scheme
For the development of a conceptual computational scheme, we need to employ the method of
induction. The presented simulation scheme is based on the idea of lagged adaptive expectation
process [88]. An autocorrelation function (ACF) analysis [11, 14] performed on s2mk,k suggests
that the interconnected discrete time dynamic model of local conditional sample mean and sample
variance statistics in (6.8) is of order p = 2. In view of this, we need to identify the initial data.
We begin with a given initial data yt0 , {sˆ2m0,0}m0∈OS0 , {sˆ2m−1,−1}m−1∈OS−1 , {S¯2m−1,−1}m−1∈OS−1 .
Let ysmk,k be a simulated value of E[yk|Fk−1] at time tk corresponding to an admissible sequence
{E[yi|Fi−1]}k−1i=k−mk ∈ ASk. This simulated value is derived from the discretized Euler scheme
(6.26) by
ysmk,k = y
s
mk−1,k−1+aˆmk−1,k−1(µˆmk−1,k−1−ysmk−1,k−1)ysmk−1,k−1∆t+σˆmk−1,k−1ysmk−1,k−1∆Wmk,k.
(7.5)
Let {ysmk,k}mk∈OSk be a mk- local sequence of simulated values corresponding to mk-admissible
lagged adapted finite sequence of conditional observation belonging to ASk and corresponding
term of sequence (Ak,Mk,Sk). Thus, {ysmk,k}mk∈OSk is the finite sequence corresponding to finite
simulated values of E[yk|Fk−1] at tk.
7.5 Mean-Square Sub-Optimal Procedure
To find the the best estimate of E[yk|Fk−1] using a local admissible finite sequence {ysmk,k}mk∈OSk
of simulation of {E[yi|Fi−1]}, we need to compute a finite sequence of quadratic mean square error
corresponding to {ysmk,k}mk∈OSk . The quadratic mean square error is defined below.
DEFINITION 7.5.1 The quadratic mean square error of E[yk|Fk−1] relative to each member of the
term of local admissible sequence {ysmk,k}mk∈OSk of simulated values is defined by
Ξmk,k,yk =
(
E[yk|Fk−1]− ysmk,k
)2
. (7.6)
For any arbitrary small positive number  and for each time tk, to find the the best estimate from
the admissible simulated values of simulated sequence of {ysmk,k}mk∈OSk for E[yk|Fk−1], we de-
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termine the following sub-optimal admissible set of mk-size local conditional sample
Mk = {mk : Ξmk,k,yk <  for mk ∈ OSk}. (7.7)
Among these collected values, the value that gives the minimum Ξmk,k,yk is recorded as mˆk. If
more than one value of mk exists, then the largest of such mk’s is recorded as mˆk. If condition
(7.7) is not met at time tk, the value ofmk where the minimum min
mk
Ξmk,k,yk is attained, is recorded
as mˆk. The − level sub-optimal estimates of the parameters aˆmk,k, µˆmk,k and σˆ2mk,k at mˆk are
also recorded as amˆk,k, µmˆk,k and σ
2
mˆk,k
, respectively. Finally, the simulated value ysmk,k at time
tk with mˆk is now recorded as the best estimate for E[yk|Fk−1] at tk. This value is called the −
sub-optimal simulated value ysmˆk,k of E[yk|Fk−1] at tk. Similar reasoning can be provided for the
estimates of the parameters of the U.S. Treasury Bill Yield Interest Rate and U. S. Eurocurrency
Exchange Rate model. A detailed flowchart of the conceptual algorithm is as follows:
Flowchart 1: LLGMM Conceptual Computational Algorithm.
For each admissible
mk ∈ OSk at tk
mk- local admissible
adapted finite sequence
{E[yi|Fi−1]}k−1i=k−mk
of size mk at tk,
mk-local
parameter estimate
(aˆmk,k, µˆmk,k, σˆ
2
mk,k
)
at tk
Simulated Estimate for
E[yk|Fk−1] at tk is ysmk,k
Test for -sub optimality
of estimate ysmk,k
ForMk 6= ∅
mk ∈Mk
-suboptimal mˆk
mˆk = min
mk∈Mk
Ξmk,k,yk
-suboptimal estimate
ysmˆk,k for E[yk|Fk−1]
For Mk = ∅
Choose the
largest mk
For Mk 6= ∅ and
OSk −Mk, Delete
yes yes
no
not unique
no
Moreover, a detailed simulation algorithm is presented in C.4
7.6 Applications: Four Energy Commodity Data Sets
Now, we apply the above conceptual computational algorithm for the real time data sets namely
daily Henry Hub Natural gas data set for the period 01/04/2000-09/30/2004, daily crude oil data
set for the period 01/07/1997 − 06/02/2008, daily coal data set for the period of 01/03/2000 −
10/25/2013, and weekly ethanol data set for the period of 03/24/2005− 09/26/2013, [22, 24, 23,
136]. Using ∆t = 1,  = 0.001, r = 5, and p = 2, the − level sub-optimal estimates of parameters
a, µ and σ2 at each real data times are exhibited in Table 6.
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Table 6: Estimates mˆk, σ2mˆk,k, µmˆk,k and amˆk,k.
tk Natural gas tk Crude oil tk Coal tk Ethanol
mˆk σ
2
mˆk,k
µmˆk,k amˆk,k mˆk σ
2
mˆk,k
µmˆk,k amˆk,k mˆk σ
2
mˆk,k
µmˆk,k amˆk,k mˆk σ
2
mˆk,k
µmˆk,k amˆk,k
5 3 0.0001 2.2231 0.6011 5 3 0.0001 24.4100 0.0321 5 3 0.0001 11.5534 0.0142 5 2 0.0002 1.1767 0.5831
6 3 0.0002 2.2160 0.6122 6 3 0.0002 24.7165 0.0341 6 3 0.0000 11.2529 0.4109 6 5 0.0008 1.1717 0.5159
7 3 0.0002 2.2513 0.6087 7 4 0.0003 25.5946 0.0537 7 3 0.0001 9.9161 0.0165 7 4 0.0007 1.1707 1.4925
8 4 0.0002 2.2494 0.1628 8 5 0.0006 25.5550 0.0467 8 3 0.0002 11.4663 -0.0403 8 5 0.0008 1.1713 1.4791
9 4 0.0002 2.2658 -0.1497 9 4 0.0006 25.5695 0.0499 9 3 0.0005 10.5922 -0.0843 9 5 0.0006 1.1709 2.1406
10 4 0.0003 2.1371 0.1968 10 4 0.0004 25.4787 0.0221 10 4 0.0009 8.9379 0.0714 10 4 0.0004 1.1900 0.8621
11 4 0.0004 2.5071 -0.2781 11 3 0.0001 25.7742 0.0100 11 4 0.0023 8.9051 0.1784 11 3 0.0025 1.1900 0.3719
12 4 0.0000 2.2550 0.3545 12 3 0.0002 26.9477 -0.0157 12 3 0.0015 9.0169 0.0855 12 3 0.0004 1.2188 0.5368
13 4 0.0005 2.5122 0.6246 13 3 0.0001 25.8786 -0.0112 13 3 0.0020 8.6231 0.0739 13 5 0.0004 1.1120 12.2917
14 4 0.0015 2.4850 0.5604 14 5 0.0005 22.1834 0.0049 14 2 0.0001 10.0100 0.0564 14 5 0.0007 1.1669 -0.9289
15 3 0.0007 2.5378 0.4846 15 5 0.0004 23.5425 0.0010 15 5 0.0067 9.5281 0.0741 15 5 0.0014 0.7492 -0.0879
16 3 0.0007 2.5715 0.7737 16 4 0.0002 23.8500 0.0000 16 4 0.0058 6.1821 0.0694 16 5 0.0011 1.7968 0.3087
17 5 0.0011 2.5688 0.5984 17 4 0.0002 23.8486 0.0502 17 4 0.0015 8.8087 0.0404 17 5 0.0002 1.8484 -0.1901
18 4 0.0010 2.5831 0.5423 18 5 0.0004 23.2913 -0.0113 18 4 0.0035 9.0681 0.0652 18 5 0.0003 1.1650 -0.1611
19 5 0.0007 2.5893 0.4256 19 3 0.0000 24.4715 0.1282 19 3 0.0040 9.0752 0.1527 19 5 0.0022 1.8943 0.1502
20 5 0.0006 2.6100 0.0683 20 3 0.0004 24.3878 0.0415 20 3 0.0049 9.0801 0.1405 20 5 0.0047 1.8144 0.2073
... ... ... .. ... ... ... ... .. ... ... ... ... .. .. ... ... ... ... ...
... ... ... .. ... ... ... ... .. ... ... ... ... .. .. ... ... ... ... ...
781 3 0.0001 6.2830 0.0307 2446 4 0.0001 59.6591 0.0012 2871 5 0.0008 26.9028 0.0131 281 3 0.0003 1.6026 -1.8731
782 4 0.0004 5.6052 0.0450 2447 5 0.0007 59.5048 0.0059 2872 5 0.0008 26.7876 0.0158 282 5 0.0007 1.7479 0.2390
783 4 0.0009 5.9775 0.0996 2448 4 0.0005 58.9636 0.0050 2873 4 0.0003 26.6849 -0.0313 283 4 0.0010 3.7451 0.0171
784 4 0.0230 13.6910 0.3781 2449 5 0.0004 58.4700 0.0042 2874 5 0.0008 25.7722 0.0231 284 5 0.0008 1.9909 0.0267
785 5 0.0189 9.7555 -0.1031 2450 4 0.0002 58.5012 0.0071 2875 4 0.0009 25.5993 0.0253 285 5 0.0005 1.8650 0.5265
786 5 0.0213 9.2861 0.0550 2451 4 0.0003 59.2442 0.0048 2876 5 0.0007 25.6284 0.0544 286 5 0.0016 1.8887 1.1808
787 5 0.0149 9.2482 0.0501 2452 4 0.0003 59.0349 -0.0 015 2877 4 0.0006 25.2403 0.0364 287 5 0.0014 1.2920 0.1535
788 5 0.0083 9.1330 0.0985 2453 5 0.0004 59.2438 0.0006 2878 5 0.0009 25.3519 0.0301 288 5 0.0006 2.0086 0.5159
789 5 0.0161 6.5570 0.2080 2454 5 0.0004 60.1814 0.0033 2879 4 0.0005 25.0336 0.0528 289 4 0.0042 1.9985 0.4236
790 5 0.0114 7.0045 0.0989 2455 4 0.0003 59.9567 0.0091 2880 5 0.0006 25.2560 0.0963 290 4 0.0030 1.9857 0.5156
791 5 0.0071 0.5917 0.1034 2456 5 0.0004 59.6785 0.0025 2881 4 0.0003 25.3842 0.0438 291 4 0.0023 2.0219 0.8551
792 5 0.0096 6.9603 0.1118 2457 4 0.0004 58.7682 0.0049 2882 3 0.0006 25.5547 0.0552 292 5 0.0030 2.2320 0.2054
793 5 0.0045 6.8894 0.0341 2458 4 0.0003 58.4793 0.0086 2883 3 0.0005 25.5867 0.0719 293 4 0.0009 2.2062 0.0655
794 5 0.0056 7.3016 0.2594 2459 4 0.0001 57.9168 0.0053 2884 5 0.0008 25.5035 0.0649 294 3 0.0009 2.3554 0.0893
795 5 0.0049 3.9781 0.3501 2460 4 0.0004 56.1216 0.0177 2885 3 0.0004 25.5128 0.0690 295 3 0.0018 2.3115 0.5336
Table 6 shows the estimates of the - sub-optimal size mˆk, the parameters σ2mˆk,k, µmˆk,k and amˆk,k for each of the
energy commodity data sets. Moreover, p ≤ r, and the initial real data time is tr = t5.
In the following, the graph of amˆk,k for daily natural gas, daily crude oil, daily coal, and weekly
ethanol are exhibited in Figure 8 (a), (b), (c) and (d), respectively.
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(a) (b)
(c) (d)
Figure 8.: The graph of mean reverting rate amˆk,k with time tk
Figures 8: (a), (b), (c)and (d) are the graphs of amˆk,k against time tk for the daily Henry Hub natural gas data set
[24] , daily crude oil data set [23], daily coal data set [22], and weekly ethanol data set [136], respectively. It shows the
rate at which the data sets are reverting to the mean level.
Furthermore, we show the graphs of µmˆk,k for each of the data set: Natural gas, Crude Oil, Coal
and Ethanol in Figure 9 (a), (b), (c) and (d), respectively.
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(a) (b)
(c) (d)
Figure 9.: The graph of mean level µmˆk,k with time tk
Figures 9: (a), (b), (c)and (d) are the graphs of µmˆk,k against time tk for the daily Henry Hub natural gas data set
[24], daily crude oil data set [23], daily coal data set [22], and weekly ethanol data set [136] respectively. The sample
means of the real data yk sets for Natural gas, Crude oil data and Coal data are given by 4.5385, 54.0093, 27.1441 and
2.1391 respectively. It can be seen from Figure 9: (a) that the graph of µmˆk,k for the Henry Hub Natural gas data set
moves around the mean value 4.5385 of the real data set. Also, from Figure 9: (b), the values of µmˆk,k for the crude oil
data moves around the mean value 54.0093 of the crude oil data set. Likewise, from Figure 9: (c), the values of µmˆk,k
for the coal data moves around the mean value 27.1441 of the coal data set. Finally, from Figure 9: (d), the values of
µmˆk,k for the ethanol data moves around the mean value 2.1391 of the ethanol data set. This analysis shows that the
parameter µmˆk,k is close to the respective mean of the data set at time tk.
We remark that {µmˆi,i}Ni=0 and {amˆi,i}Ni=0 are discrete-time − sub-optimal simulated random
samples generated by the scheme described at the beginning of Section 7.6.
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Next, we show the graph of s2mˆk,k for each of the data set: Natural gas, Crude oil, Coal and
Ethanol in Figures 10 (a), (b), (c) and (d), respectively.
(a) (b)
(c) (d)
Figure 10.: Moving Variance s2mˆk,k against k for three commodities
Figures 10: (a), (b), (c) and (d) are graphs of s2mˆk,k against time tk with initial delay r = 5 for the daily Henry
Hub natural gas data set [24] , daily crude oil data set [23], daily coal data set [22], and weekly ethanol data set [136]
respectively. We found these estimates using the discrete time dynamic model (6.8) with p = 2, with the usage of p = 2
because of the autocorrelation and partial autocorrelation function of the series x, as described in [80]. Using the third
part of (6.53), the volatility square at time tk can be calculated.
The overall descriptive statistics of data sets regarding the energy commodity prices and estimated
parameters are recorded in the Table 7.
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Table 7: Descriptive Statistics for a, µ and σ2.
Data Set Y Y¯ Std(Y) ∆ln(Y ) var(∆ln(Y )) a¯ Std(a) µ¯ Std(µ) σ2 std(σ2) 95% C. I. µ¯
Nat. Gas 4.5504 1.5090 0.0008 0.0015 0.1867 0.3013 4.5538 2.3565 0.0013 0.0017 (4.4196, 4.6880)
Crude Oil 54.0093 31.0248 0.0003 0.0006 0.0215 0.0517 54.0307 37.4455 0.0005 0.0008 (51.8978, 56.1636)
Coal 27.1441 17.8394 0.0003 0.0015 0.0464 0.0879 27.0567 21.3506 0.0014 0.0022 (25.8405, 28.2729)
Ethanol 2.1391 0.4455 0.0011 0.0020 0.3167 0.8745 2.1666 0.7972 0.0018 0.0030 (2.0919,2.2414)
Table 7 shows the descriptive statistics for a, µ and σ2 with time delay r = 5. Note that the mean value of the estimated
samples {amˆi,i}Ni=0, {µmˆi,i}Ni=0 and {σ2mˆi,i}Ni=0 are a¯ = 1N
N∑
i=0
amˆi,i, µ¯ =
1
N
N∑
i=0
µmˆi,i and σ2 =
1
N
N∑
i=0
σ2mˆi,i,
respectively. a¯, µ¯, and σ2 are referred to as aggregated parameter estimates of a, µ, and σ2 over the given entire finite
interval of time, respectively. µ¯ is the descriptive statistics of the parameter µ estimated in column 8, while σ2 is the
descriptive statistics of the parameter σ2 estimated in column 10. Moreover, µ¯ is approximately close to the overall
descriptive statistics of the mean Y¯ of the real data set for each of the energy commodities shown in column 2. Also, σ2
is approximately close to the overall descriptive statistics of the variance of ∆ ln(Y ) = ln(Yi)− ln(Yi−1) in Column 5.
Moreover, column 12 shows that the mean of the actual data set in Column 2 falls within the 95% confidence interval of
µ¯. This exhibits that the parameter µmˆk,k is the mean level of yk at time tk.
We have used the the estimated parameters amˆk,k, µmˆk,k, and σ
2
mˆk,k
, in Figures 8, 9, and 10,
respectively to simulate the daily natural gas data set, daily crude oil data set, daily coal data set,
and weekly ethanol data set.
In fact, developing the code and flowchart described in C.4 and the parameters described in
Figures 8, 9 and 10, we simulate the daily Natural Gas data set, daily Crude Oil data set, the daily
Coal data set and weekly ethanol data set.
For this purpose, we pick  = 0.01; for each time tk, the estimates of the simulated prices ysmˆk,k
are computed by determining the sub-optimal admissible set of mk-size local conditional sample
Mk defined in (7.7). Among these collected values, the value that gives the minimum Ξmk,k,yk
is recorded as mˆk. If condition (7.7) is not met at time tk, the value of mk where the minimum
min
mk
Ξmk,k,yk is attained, is recorded as mˆk. The − level sub-optimal estimates of the parameters
aˆmk,k, µˆmk,k and σˆ
2
mk,k
at mˆk are also recorded as amˆk,k, µmˆk,k and σ
2
mˆk,k
, the value of ysmk,k at
time tk and mˆk corresponding to amˆk,k, µmˆk,k and σ
2
mˆk,k
is also recorded as the − sub-optimal
simulated value ysmˆk,k as an estimate of yk. A detailed algorithm is given in Appendix C.4.
Finally, in Table 8, we show the results of the real, simulated prices using the local lagged adapted
generalized method of moment (LLGMM) and the simulated price using the aggregated parameter
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estimates a¯, µ¯, and σ2 in Table 7, Column 6, 8, and 10, respectively for the energy commodity price.
This estimate is derived using the discretized model
yagi = y
ag
i−1 + a¯(µ¯− yagi−1)yagi−1∆t+ σ2
1/2
yagi−1∆Wi (7.8)
For the rest of this study, we define this estimate yagk at time tk by the aggregated GMM simulated
estimates (AGMM).
Table 8: Real, Simulation using LLGMM prices, and Simulation using AGMM.
tk Natural gas tk Crude oil tk Coal tk Ethanol
Real Simulated Simulated Real Simulated Simulated Real Simulated Simulated Real Simulated Simulated
ysmˆk,k y
ag
k y
s
mˆk,k
yagk y
s
mˆk,k
yagk y
s
mˆk,k
yagk
(LLGMM) (AGMM) (LLGMM) (AGMM) (LLGMM) (AGMM) (LLGMM) (AGMM)
5 2.216 2.216 2.216 5 25.200 25.200 25.000 5 10.560 10.560 10.000 5 1.190 1.190 1.000
6 2.260 2.253 2.276 6 25.100 25.077 25.501 6 10.240 10.436 10.150 6 1.150 1.174 1.233
7 2.244 2.241 2.255 7 25.950 25.606 25.612 7 10.180 10.325 10.555 7 1.180 1.180 1.321
8 2.252 2.249 2.255 8 25.450 25.494 26.011 8 9.560 10.072 10.160 8 1.160 1.148 1.277
9 2.322 2.329 2.291 9 25.400 25.411 26.038 9 8.750 8.338 10.610 9 1.190 1.196 1.318
10 2.383 2.376 2.362 10 25.100 24.981 25.099 10 9.060 9.072 10.936 10 1.190 1.209 1.395
11 2.417 2.417 2.201 11 24.800 24.763 25.715 11 8.880 9.084 10.624 11 1.225 1.186 1.398
12 2.559 2.534 2.182 12 24.400 24.301 25.670 12 9.440 9.581 10.174 12 1.220 1.217 1.473
13 2.485 2.554 2.022 13 23.850 24.862 26.176 13 10.310 9.739 9.807 13 1.290 1.250 1.489
14 2.528 2.525 2.016 14 23.850 23.961 26.142 14 9.810 9.633 9.548 14 1.410 1.320 1.459
15 2.616 2.615 2.057 15 23.850 24.010 26.602 15 9.060 9.197 9.904 15 1.470 1.392 1.451
16 2.523 2.478 2.122 16 23.900 24.071 26.094 16 8.750 8.806 9.888 16 1.530 1.461 1.378
17 2.610 2.638 2.181 17 24.500 24.554 26.051 17 8.820 8.879 9.878 17 1.630 1.545 1.275
18 2.610 2.606 2.265 18 24.800 24.795 25.973 18 9.560 9.326 10.095 18 1.750 1.7433 1.284
19 2.610 2.614 2.356 19 24.150 24.165 26.385 19 8.820 8.749 10.158 19 1.750 1.858 1.189
20 2.699 2.726 2.430 20 24.200 23.971 25.817 20 8.820 8.774 10.180 20 1.840 1.886 1.224
... ... .... ... ... ... ... .... ... ... ... ... ... ... ... ...
... .... .... ... .... ... .... .... ... ... ... ... ... ... ... ...
1145 5.712 5.709 5.356 2440 57.350 57.298 64.878 2865 29.310 29.065 28.288 375 2.073 2.019 2.068
1146 5.588 5.592 5.464 2441 56.740 56.650 64.333 2866 28.680 28.619 26.839 376 2.020 2.003 1.948
1147 5.693 5.650 5.610 2442 57.550 57.613 64.350 2867 26.770 28.408 26.448 377 2.073 2.094 1.868
1148 5.791 5.786 5.489 2443 59.090 59.152 64.319 2868 27.450 27.480 26.555 378 2.065 2.076 1.898
1149 5.614 5.458 5.682 2444 60.270 58.926 65.331 2869 27.000 27.250 27.808 379 2.055 2.061 1.803
1150 5.442 5.460 6.047 2445 60.750 59.675 64.43 2870 26.670 26.544 26.804 380 2.209 2.169 1.869
1151 5.533 5.571 6.192 2446 58.410 59.408 66.356 2871 26.510 26.497 27.429 381 2.440 2.208 1.764
1152 5.378 5.397 6.251 2447 58.720 58.917 65.789 2872 26.480 26.463 28.481 382 2.517 2.220 1.687
1153 5.373 5.374 6.085 2448 58.640 58.502 61.865 2873 25.150 25.781 29.022 383 2.718 2.362 1.744
1154 5.382 5.420 5.901 2449 57.870 58.721 64.171 2874 25.570 25.615 28.829 384 2.541 2.687 1.716
1155 5.507 5.501 5.986 2450 59.130 58.985 64.001 2875 25.880 25.948 29.549 385 2.566 2.607 1.785
1156 5.552 5.551 5.632 2451 60.110 60.087 64.234 2876 25.240 25.451 29.080 386 2.626 2.549 1.716
1157 5.310 5.272 5.525 2452 58.940 58.858 64.419 2877 25.000 24.649 29.392 387 2.587 2.606 1.816
1158 5.338 5.348 5.183 2453 59.930 59.390 62.080 2878 25.080 24.984 28.834 388 2.628 2.624 1.761
1159 5.298 5.353 5.024 2454 61.180 60.283 59.690 2879 25.050 25.158 29.122 389 2.587 2.556 1.909
1160 5.189 5.207 5.025 2455 59.660 59.939 60.680 2880 25.890 25.835 31.099 390 2.536 2.546 1.969
Next, we show the graph of the simulated data set using the LLGMM method for each of the
commodities in Figure 11.
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(a) (b)
(c) (d)
Figure 11.: Real and Simulated Prices: r = 5.
Figures 11: (a), (b), (c) and (d) show the graph of the Real and Simulated Spot Prices for the daily Henry Hub natural
gas data set [24] , daily crude oil data set [23], daily coal data set [22], and weekly ethanol data set [136] respectively.
The red line represents the real data set yk, while the blue line represent the simulated data set ysmˆk,k. The root mean
square error of the simulation for the Henry Hub Natural gas data set, the Crude Oil data set, the Coal and Ethanol data
set are given by 0.021, 0.013, 0.015, and 0.046 respectively. Here, we begin by using a starting delay of r = 5. The
simulation starts from tr = t5. It is clear that the graph fits well, but there are still some regions where the simulation
does not capture the real data well. Therefore, this gap is analyzed by increasing the magnitude of time delay.
The following graphs show the Real and Simulated Spot Prices for the daily Henry Hub natural
gas data set [24] , daily crude oil data set [23], daily coal data set [22], and weekly ethanol data set
[136], respectively, for the case where r = 10.
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(a) (b)
(c) (d)
Figure 12.: Real and Simulated Prices: r = 10.
Figures 12: (a), (b), (c) and (d) show the graph of the Real and Simulated Spot Prices for the daily Henry Hub Natural
gas data set [24] , daily Crude Oil data set [23], daily Coal data set [22], and weekly ethanol data set [136], respectively,
for r = 10. The red line represents the real data set yk while the blue line represent the simulated data set ysmˆk,k. The
root mean square error of the simulation for the Henry Hub Natural gas data set, the Crude Oil data set, the Coal data set,
and ethanol data set are given by 0.004, 0.001, 0.002 and 0.006, respectively.
REMARK 21 Several other delays were tested and it was found that as the delay r increases, the
root mean square error decreases, significantly. Moreover, the curve fitting appears to be better. For
example, for starting delay of 20, the root mean square error of the simulation for the Henry Hub
natural gas data set, the crude oil data set, coal data set and ethanol data set are given by 2× 10−4,
10−5, 10−4, and 5× 10−4, respectively. Furthermore, the simulation results show that the price of a
commodity is affected by its volatility σ2mˆk,k, the rate and mean level parameters amˆk,k and µmˆk,k,
respectively.
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In Figure 13, we show a comparison between the real data set, simulated price using the local
lagged adaptive generalized method (LLGMM) and the simulated price (AGMM) using the aggre-
gated parameter estimates a¯, µ¯, and σ2 in Table 7, Column 6, 8, and 10, respectively.
(a)
(b)
(c) (d)
Figure 13.: Real, Simulated Prices using (LLGMM), and Simulated Prices using AGMM.
Figures 13: (a), (b), (c) and (d) show the graph of the Real, simulated prices using the local lagged adaptive general-
ized method (LLGMM), and the simulated price using the average of the parameters for Henry Hub Natural gas data set
[24] , daily Crude Oil data set [23], daily Coal data set [22], and weekly ethanol data set [136], respectively, for r = 5.
The red line represents the real data set yk, the blue line represent the simulated prices using LLGMM method, while
the black line represent the simulated price (AGMM) using the aggregated parameter estimates a¯, µ¯, and σ2 in Table 7,
Column 6, 8, and 10, respectively. From these simulated graphs, it is clear that the LLGMM simulation results are more
realistic than the AGMM simulation results. This exhibits the power of LLGMM over the AGMM.
REMARK 22 A code similar to the flowchart described in C.4 is designed to exhibit the flowchart
algorithm. All the codes for the parameter estimation, simulations and forecasting are written and
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tested using Matlab program. Due to the online control nature of mk in our model, it is worth
mentioning that the running times for each of the four commodities: Natural gas, Crude oil, Coal
and Ethanol depend on the robustness of the data. The average running time for each data set is 25
minutes.
In reference to Remark 16, we compare the estimates s2mˆk,k with the estimate derived from the
usage of a GARCH(1,1) model described in [9] which is defined by
zt|Ft−1 ∼ N (0, ht),
ht = α0 + α1ht−1 + β1z2t−1, α0 > 0, α1, β1 ≥ 0.
(7.9)
The parameters α0, α1, and β1 of the GARCH(1,1) conditional variance model (7.9) for x for
the four commodities natural gas, crude oil, coal, and ethanol are estimated. The estimates of the
parameters are given in Table 9.
Table 9: Parameter estimates for GARCH(1,1) Model (7.9).
Data Set α0 α1 β1
Natural Gas 6.863× 10−5 0.853 0.112
Crude Oil 9.622× 10−5 0.917 0.069
Coal 3.023× 10−5 0.903 0.081
Ethanol 4.152× 10−4 0.815 0.019
Table 9 shows the parameter estimates for GARCH(1,1) Model
We later show a side by side comparison of s2mˆk,k and the volatility described by GARCH(1,1)
model described in (7.9) with coefficients in Table 9.
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(a) (b)
(c) (d)
Figure 14.: s2mˆk,k and GARCH(1,1) .
Figures 14: (a), (b) and (c) are graphs of s2mˆk,k and GARCH(1,1) model against time tk for the daily Henry Hub nat-
ural gas data set [24] , daily crude oil data set [23], daily coal data set [22] and weekly ethanol data set [136] respectively.
The blue line shows the graph of estimates for s2mˆk,k and the red line shows the graph of estimates for GARCH(1,1)
model. The GARCH model does not clearly estimate volatility as heavily evidenced in Figure 14 (d). In fact, it de-
mostrated insensitivity. The presented analysis suggests that the GARCH model is ineffective in comparison with the
framework of moving average process.
We also compare the simulations in Figure 11 with the simulations using the GARCH(1,1) model
(7.9) as the conditional variance. The following figure exhibits the comparison.
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(a)
(b)
(c)
(d)
Figure 15.: Simulation derived by using s2mˆk,k and GARCH(1,1)
Figures 15: (a), (b), (c) and (d) are graphs of the simulations using s2mˆk,k and GARCH(1,1) model to estimate the
volatility process for the daily Henry Hub Natural gas data set [24] , daily Crude oil data set [23], daily Coal data set [22],
and weekly Ethanol data set [136], respectively. The blue line shows the graph of estimates for the simulations using
GARCH(1,1) model to simulate the volatility, the green line is our simulated estimates described in Figure 11, and the
red line shows the real data set. It can be seen that the GARCH model fails to capture most of the spikes in the data set.
Moreover, the GARCH model creates significant errors by over-and-under estimating the variance. These spikes were
perfectly captured in Figure 11 where we use the discrete-time dynamic model of local sample variance statistics process
to estimate the volatility process. This illustrates that the dynamic statistic model works better than the GARCH volatility
model.
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7.7 Applications: U. S. Treasury Bill Yield Interest Rate and U. S. Eurocurrency Exchange
Rate Data Sets
In this subsection, we apply the conceptual computational algorithm discussed above to estimate
the parameters in (6.42) using the real time Treasury bill yield data sets [128] and the US dollar
Eurocurrency data set [129] collected from Forex database.
Table 10: Estimates mˆk, βmˆk,k, µmˆk,k, δmˆk,k, σmˆk,k, γmˆk,k for U. S. Treasury Bill Interest Rate.
tk Interest Rate
mˆk βmˆk,k µmˆk,k δmˆk,k σmˆk,k γmˆk,k
5 2 1.342 6.1344 1.23 0.0650 1.46
6 2 -1.4536 7.7969 1.4600 0.0740 1.4963
7 3 -1.9051 15.5056 1.4600 0.0973 1.4942
8 5 0.3703 -1.8563 1.4600 0.2681 0.5218
9 5 0.3209 -1.46591 1.4600 0.2674 1.1845
10 5 0.8104 -4.0798 1.4600 0.2605 1.0916
11 4 2.0471 -10.3264 1.4600 0.0948 1.4632
12 4 2.2642 -11.4387 1.4600 0.0692 1.4335
13 3 -3.5423 17.8429 1.4600 0.0660 1.4989
14 5 0.7275 -3.7090 1.4600 0.0734 1.4835
15 5 0.9500 -4.8475 ... 0.0688 1.4968
16 5 1.8567 -9.4523 1.46000 0.0836 1.4998
17 5 -0.0187 0.1323 1.46000 0.1289 1.4990
18 5 -0.2657 1.4233 1.4600 0.1148 1.4168
19 4 -1.6380 -8.3661 1.4600 0.2017 1.0316
20 4 -0.3631 -1.9923 1.4600 0.2236 0.9800
.... .... .... ..... ........ .... .....
.... .... .... ..... ........ .... .....
420 5 3.8416 -18.3309 1.4600 0.1187 1.4986
421 4 2.0695 -9.8104 1.4600 0.1594 1.4906
422 4 1.4882 -7.0240 1.4600 0.1643 1.2216
423 4 1.1992 -5.5523 1.4600 0.1899 1.3399
424 4 1.2800 -5.9315 1.4600 0.1814 1.4736
425 5 0.4408 -1.9812 1.4600 0.1901 1.4961
426 5 -0.5137 2.4739 1.4600 0.1616 1.4972
427 5 0.0508 -0.1078 1.4600 0.1547 1.4994
428 5 -0.0623 0.3913 1.4600 0.1174 1.4975
429 5 0.1269 -0.4112 1.4600 0.1175 1.5050
430 5 0.1828 -0.6611 1.4600 0.0856 1.4983
431 5 0.4780 -1.9674 1.4600 0.0765 0.1008
432 5 0.5655 -2.3219 1.4600 0.0719 1.0406
433 5 1.4002 -5.8583 1.4600 0.0839 1.3915
434 5 1.9290 -8.0357 1.4600 0.1145 1.4369
435 4 0.6095 -2.4585 1.4600 0.2260 1.2307
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Table 11: Estimates mˆk, βmˆk,k, µmˆk,k, δmˆk,k, σmˆk,k, γmˆk,k for U.S. Eurocurrency Exchange Rate.
tk US Eurocurrency Exchange Rate
mˆk βmˆk,k µmˆk,k δmˆk,k σmˆk,k γmˆk,k
5 1 0 0 1.4892 0 1.2404
6 2 -0.8614 0.6922 1.4892 0.0203 1.4636
7 2 -1.5672 1.2363 1.4892 0.0206 1.4996
8 2 1.9150 -1.4001 1.4892 0.0614 -0.5243
9 4 0.8849 -0.6401 1.4892 0.0562 0.3397
10 2 -9.3647 6.8531 1.4892 0.0170 1.4967
11 5 1.2713 -0.9156 1.4892 0.0422 1.4892
12 4 1.6414 -1.1824 1.4892 0.0138 0.9651
13 4 2.9985 -2.1536 1.4892 0.0153 -1.7912
14 4 3.2093 -2.3045 1.4892 0.0091 0.7281
15 4 0.3170 -0.2468 1.4892 0.0411 1.4999
16 3 0.6723 -0.5221 1.4892 0.0482 1.3425
17 5 0.4002 -0.3101 1.4892 0.0401 0.2017
18 5 0.4562 -0.3666 1.4892 0.0425 0.3349
19 5 1.3955 -1.0776 1.4892 0.0467 1.4892
20 4 1.9070 -1.4757 1.4892 0.0166 1.4933
.... .... .... ..... ........ .... .....
.... .... .... ..... ........ .... .....
155 3 2.3290 -1.8636 1.4892 0.0049 1.0646
156 4 2.8385 -2.2656 1.4892 0.0132 1.0755
157 5 -0.4474 0.3668 1.4892 0.0280 1.5024
158 5 1.5170 -1.2021 1.4892 0.0356 1.5540
159 5 1.6898 -1.3382 1.4892 0.0356 1.1792
160 5 2.2439 -1.7720 1.4892 0.0357 1.4624
161 4 -0.5436 0.4407 1.4892 0.0185 1.4976
162 3 0.3131 -0.2332 1.4892 0.0144 1.4375
163 3 2.9744 -2.3248 1.4892 0.0240 1.2378
164 5 1.4940 -1.1744 1.4892 0.0182 0.7835
165 5 2.7775 -2.1773 1.4892 0.0225 1.4995
166 5 1.9622 -1.5328 1.4892 0.0255 1.1941
167 4 0.8564 -0.6573 1.4892 0.0342 0.7930
168 4 0.7604 -0.5650 1.4892 0.0353 1.4061
169 5 0.5422 -0.3945 1.4892 0.0329 0.6155
170 4 0.1764 -0.1124 1.4892 0.0257 1.3552
Tables 10-11 show the estimates for the - sub-optimal size mˆk, the parameters βmˆk,k , µmˆk,k , δmˆk,k, σmˆk,k, and
γmˆk,k for the U. S. Treasury Bill Yield Interest Rate and U. S. Eurocurrency Exchange Rate, respectively. The initial real
data time is tr = t5.
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Using  = 1 × 10−3, r = 5, and p = 2, the − level sub-optimal estimates of parameters β, µ,
δ, σ and γ for each Treasury bill real data set and U.S. Eurocurrency rate data sets are exhibited in
Tables 10 and 11, respectively.
Next, we show the graphs of βmˆk,k , µmˆk,k , δmˆk,k, σmˆk,k, and γmˆk,k for the Monthly Treasury
bill data set and Monthly U. S. Eurocurrency data set.
(a) (b)
(c) (d)
(e)
Figure 16.: βmˆk,k , µmˆk,k , δmˆk,k, σmˆk,k, and γmˆk,k for Interest rate.
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Figures 16: (a), (b), (c) and (d) are the graphs of the parameters βmˆk,k , µmˆk,k , δmˆk,k, σmˆk,k, and γmˆk,k against
time tk for the U.S. Treasury bill yield respectively.
The next figures show the graphs of the parameters βmˆk,k , µmˆk,k , δmˆk,k, σmˆk,k, and γmˆk,k for
the Eurocurrency Exchange rate respectively.
(a) (b)
(c) (d)
(e)
Figure 17.: βmˆk,k , µmˆk,k , δmˆk,k, σmˆk,k, and γmˆk,k for US Eurocurrency.
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Figures 17: (a), (b), (c) and (d) are the graphs of the parameters βmˆk,k , µmˆk,k , δmˆk,k, σmˆk,k, and γmˆk,k against
time tk for the US Eurocurrency exchange rate respectively.
The overall descriptive statistics of data sets regarding U. S. Treasury Bill Yield Interest Rate and
U. S. Eurocurrency Exchange Rate are recorded in the following table.
Table 12: Descriptive Statistics for βmˆk,k, µmˆk,k, δmˆk,k, σmˆk,k, and γmˆk,k for Interest rate data set.
Y¯ Std(Y) β¯ Std(β) µ¯ Std(µ) δ¯ Std(δ) σ¯ std(σ) γ¯ Std(γ)
0.05667 0.0268 0.8739 1.8129 -3.8555 8.7608 1.4600 0.00 0.3753 0.5197 1.4877 0.1357
Table 13: Descriptive Statistics for βmˆk,k, µmˆk,k, δmˆk,k, σmˆk,k, and γmˆk,k for US Eurocurrency
Exchange Rate data.
Y¯ Std(Y) β¯ Std(β) µ¯ Std(µ) δ¯ Std(δ) σ¯ std(σ) γ¯ Std(γ)
1.6249 0.1337 1.5120 2.1259 -1.1973 1.6811 1.4892 0.00 0.0243 0.0180 1.08476 1.0050
Tables 12 and 13 show the descriptive statistics for βmˆk,k, µmˆk,k, δmˆk,k, σmˆk,k, and γmˆk,k with time delay r = 5
for the U.S. Treasury Bill Yield interest rate data set and the U. S. Eurocurrency exchange rate data set, respectively.
In Table 14, we show the result for the real, simulated data using the local lagged adapted general-
ized method of moment (LLMM), and the simulated price (AGMM) using the aggregated parameter
estimates β¯, µ¯, ¯delta, σ and γ¯ in Table 12 and 13 for the U. S. Treasury Bill Yield interest rate and
U. S. Eurocurrency exchange rate respectively. The simulated price using the aggregated parameter
(AGMM) satisfies the discrete model
yagi = y
ag
i−1 + (β¯y
ag
i−1 + µ¯(y
ag
i−1)
δ¯) + σ¯(yagi−1)
γ¯∆Wi. (7.10)
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Table 14: Estimates for Real, Simulated Price using LLGMM, Simulated Price using AGMM
method for U.S. Treasury Bill Yield Interest Rate and U.S. Eurocurrency Exchange Rate respec-
tively.
tk Interest Rate Data tk Eurocurrency Rate
Real Simulated Simulated Real Simulated Simulated
LLGMM AGMM Real LLGMM AGMM
5 0.0357 0.0357 0.0400 5 1.6830 1.6830 1.6530
6 0.0364 0.0357 0.0390 6 1.7446 1.6830 1.8876
7 0.0384 0.0365 0.0390 7 1.8592 1.7596 1.9952
8 0.0381 0.0378 0.0388 8 1.8702 1.8735 1.8702
9 0.0393 0.0387 0.0399 9 1.8837 1.8884 1.8837
10 0.0393 0.0406 0.0401 10 1.9609 1.9191 1.9609
11 0.0393 0.0389 0.0503 11 1.9375 1.9768 1.7307
12 0.0389 0.0393 0.0612 12 1.9140 1.8514 1.7245
13 0.0380 0.0386 0.0570 13 1.9682 1.9754 1.7191
14 0.0384 0.0391 0.0301 14 1.9236 1.9405 1.6657
15 0.0384 0.0390 0.0384 15 1.7328 1.8728 1.6403
16 0.0392 0.0385 0.0174 16 1.7241 1.8953 1.5961
17 0.0403 0.0392 0.0223 17 1.7074 1.7509 1.5929
18 0.0409 0.0385 0.0299 18 1.6258 1.6628 1.5638
19 0.0438 0.0399 0.0449 19 1.6732 1.6517 1.6017
20 0.0459 0.0444 0.0419 20 1.6732 1.7021 1.6785
... ... ... .. ... ... ...
.. ... ... ... ... ... ...
390 0.0503 0.0503 0.0303 119 1.6011 1.6032 1.6029
391 0.0491 0.0517 0.0371 120 1.6371 1.5963 1.6102
392 0.0503 0.0503 0.0501 121 1.6145 1.6177 1.6058
393 0.0501 0.0505 0.0556 122 1.5865 1.5830 1.6061
394 0.0514 0.0492 0.0488 123 1.5985 1.6186 1.5350
395 0.0516 0.0510 0.0506 124 1.5528 1.5541 1.5936
396 0.0505 0.0484 0.0409 125 1.4948 1.5341 1.5197
397 0.0493 0.0503 0.0530 126 1.5138 1.5244 1.6091
398 0.0505 0.0494 0.0532 127 1.4922 1.4558 1.6737
399 0.0514 0.0496 0.0395 128 1.4644 1.4518 1.6588
400 0.0495 0.0512 0.0471 129 1.4675 1.4777 1.5698
402 0.0514 0.0496 0.0184 131 1.4416 1.4440 1.6404
403 0.0516 0.0513 0.0203 132 1.4960 1.4553 1.7092
404 0.0504 0.0483 0.0252 133 1.4787 1.4867 1.5950
405 0.0509 0.0491 0.0228 134 1.4550 1.4264 1.5864
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Next, we show the graphs of the simulated data set for the Treasury bill yield interest rate and US
Eurocurrency exchange rate data.
(a) (b)
Figure 18.: Real and Simulated price for Interest rate and U.S. Eurocurrency rate.
Figures 18(a) and (b) show the real and simulated price for U.S. Treasury bill yield interest rate and U.S. Eurocurrency
exchange rate respectively.
In the work of Chan et al [15], they compared the ex post volatility (defined by the absolute value
of the change in Treasury bill yield data set) with the simulated volatility ( defined by the square
root of the conditional variance implied by the estimates of the the solution of (6.42). It is calculated
as σmˆk,k
(
ysmˆk,k
)δmˆk,k ). In order to compare our work with Figure 1 of Chan et al [15], we use our
approach/scheme to compute the Ex post volatility and simulated volatility for the U.S. Treasury
bill yield interest rate data set [128].
Figure 19.: Ex Post Volatility and Simulated Volatility for Interest Rate.
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Figures 19 shows the Ex post volatility and simulated volatility for the U.S. Treasury bill yield interest rate data set
[128]. We compare our work with Figure 1 of Chan et al [15]. Their model does not clearly estimate the volatility. It
demostrated insensitivity in the sense that it was unable to capture most of the spikes in the interest rate ex post volatility
data set.
Finally, in Figure 20, we show the graphs of comparison of the real price, simulated price using
the LLGMM method and the simulated price AGMM method.
(a) (b)
Figure 20.: Real, Simulation using LLGMM, and Simulated Price using AGMM for U.S. Treasury
Bill Yield Interest Rate and U.S. Eurocurrency Exchange Rate.
Figures 20 (a) and (b) show the real, simulated price using LLGMM, and simulated price using the average parameters
β¯, µ¯, δ¯, σ and γ¯ in Table 12 and 13 for U.S. Treasury Bill Yield Interest Rate and U.S. Eurocurrency Exchange Rate
respectively.
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Chapter 8
Forecasting
8.1 Introduction
In this chapter, we shall sketch an outline about forecasting problem. An − sub-optimal simulated
value ysmˆk,k at time tk is used to define a forecast y
f
mˆk,k
for yk at the time tk for each of the Energy
commodity model, and the U. S. Interest rate and U.S. Eurocurrency exchange rate.
8.2 Forecasting, Prediction and Confidence Interval for Energy Commodity Model
In the context of Illustration 6.4.1, we begin forecasting from time tk. Using the data set up to
time tk−1, we compute mˆi, σ2mˆi,i, amˆi,i and µmˆi,i for i ∈ I(0, k − 1). We assume that we have no
information about the real data set {yi}Ni=k. Under these considerations, imitating the computational
procedure outlined in Section 6.4 and using (6.40), we find the estimate of the forecast yfmˆk,k at time
tk as follows;
yfmˆk,k = y
s
mˆk−1,k−1+amˆk−1,k−1y
s
mˆk−1,k−1(µmˆk−1,k−1−ysmˆk−1,k−1)∆t+σmˆk−1,k−1ysmˆk−1,k−1∆Wk,
(8.1)
where the estimates σ2mˆk−1,k−1, amˆk−1,k−1 and µmˆk−1,k−1 are defined in (6.40) with respect to the
known past data set up to the time tk−1. We note that y
f
mˆk,k
is the -sub-optimal estimate for yk at
time tk .
To determine yfmˆk+1,k+1, we need σ
2
mˆk,k
, amˆk,k and µmˆk,k. Since we only have information of real
data up to time tk−1, we use the forecasted estimate y
f
mˆk,k
as the estimate of yk at time tk, and to esti-
mate σ2mˆk,k, amˆk,k and µmˆk,k. Hence, we can write amˆk,k as amˆk,k ≡ amˆk,yk−mˆk+1,yk−mˆk+2,...,yk−1,yfmk,k .
We can also re-write µmˆk,k ≡ µmˆk,yk−mˆk+1,yk−mˆk+2,...,yk−1,yfmˆk,k . To find y
f
mˆk+2,k+2
, we use the es-
timates
amˆk+1,k+1 ≡ amˆk+1,yk−mˆk+2,yk−mˆk+3,...,yk−1,yfmˆk,k,yfmˆk+1,k+1 ,
µmˆk+1,k+1 ≡ µmˆk+1,yk−mˆk+2,yk−mˆk+3,...,yk−1,yfmˆk,k,yfmˆk+1,k+1 .
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Continuing this process in this manner, we use the estimates
amˆk+i−1,k+i−1 ≡ amˆk+i−1,yk−mˆk+i,yk−mˆk+i+1,...,yk−1,yfmˆk,k,yfmˆk+1,k+1,...,yfmˆk+1,k+i−1 ,
µmˆk+i−1,k+i−1 ≡ µmˆk+i−1,yk−mˆk+i,yk−mˆk+i+1,...,yk−1,yfmˆk,k,yfmˆk+1,k+1,...,yfmˆk+1,k+i−1
to estimate yfmˆk+i,k+i
Prediction/Confidence Interval for Energy Commodities
In order to be able to assess the future certainty, we also discuss about the prediction/confidence
interval. We define the 100(1−α)% confidence interval for the forecast of the state yfmˆi,i at time ti,
i ≥ k, as yfmˆi,i ± z1−α/2
(
s2mˆi−1,i−1
)1/2
yfmˆi−1,i−1, where
(
s2mˆi−1,i−1
)1/2
yfmˆi−1,i−1 is the estimate
for the sample standard deviation for the forecasted state derived from the following iterative process
yfmˆk,k = y
f
mˆk−1,k−1+amˆk−1,k−1y
f
mˆk−1,k−1(µmˆk−1,k−1−y
f
mˆk−1,k−1)∆t+σmˆk−1,k−1y
f
mˆk−1,k−1∆Wk.
(8.2)
It is clear that the 95 % confidence interval for the forecast at time ti is(
yfmˆi,i − 1.96
(
s2mˆi−1,i−1
)1/2
yfmˆi−1,i−1, y
f
mˆi,i
+ 1.96
(
s2mˆi−1,i−1
)1/2
yfmˆi−1,i−1
)
where the lower end denotes the lower bound of the state estimate and the upper end denotes the
upper bound of the state estimate.
(a)
(b)
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(c) (d)
Figure 21.: Real, Simulated and Forecasted Prices for daily Henry Hub natural gas, daily crude oil,
daily coal, and weekly ethanol data set.
Figures 21: (a), (b), (c) and (d) show the graph of the forecast and 95 percent confidence limit for the daily Henry
Hub Natural gas data set [24], daily Crude Oil data set [23], daily Coal data set [22], and weekly Ethanol data set [136],
respectively. Figure 21: (a), (b), (c) and (d) show two region: the simulation region S and the forecast region F . For
the simulation region S, we plot the real data set together with the simulated data set as described in Figure 11. For
the forecast region F , we plot the estimate of the forecast as explained in Section 8. The upper and the lower simulated
sketches in Figure 21 (a), (b), (c) and (d) are corresponding to the upper and lower ends of the 95% confidence interval.
For details, see Figure 22.
Next, we show a graph of the upper, least upper bound, lower and greatest lower bounds for the
estimates of the forecast for the energy commodity processes after running the simulations for 25
times.
(a)
(b)
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(c) (d)
Figure 22.: Bounds for daily Henry Hub natural gas, daily crude oil, daily coal, and weekly ethanol
data set.
Figures 22: (a), (b), (c) and (d) show the bounds for the daily Henry Hub Natural gas data set [24], daily Crude Oil
data set [23], daily Coal data set [22], and weekly Ethanol data set [136], respectively. These bounds are derived after 25
run time (simulations)
8.3 Forecasting and Prediction/Confidence Interval for U. S. Treasury Bill and U. S. Eu-
rocurrency rate
Following the same procedure explained in Section 8.2, we show the graph of the real, simulated,
forecast and 95 percent confidence limit for the Interest rate and US dollar Eurocurrency rate.
(a)
(b)
Figure 23.: Real, Simulated, Forecast and 95% Confidence Limit for Interest rate and US Eurocur-
rency data.
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Figure 23(a) shows the real, simulated, forecast and 95 percent confidence limit for the Interest rate data sets and
Figure 23(b) shows the real, simulated, forecast and 95 percent confidence limit for the US Eurocurrency data.
Lastly, we show some bounds for the U. S. Treasury Bill Interest Rate and U. S. Eurocurrency
rate.
Figure 24.: Bound for U. S. Treasury Bill and U. S. Eurocurrency rate.
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Chapter 9
A Two-scale Network Dynamic Model for Energy Commodity Process
9.1 Introduction
Understanding the economy evolution in response to structural changes in energy commodity net-
work system is important to professional economists. The relationship between the different energy
sources and their uses provide insights into many important energy issues. The qualitative and
quantitative behavior of energy commodities in which the trend in price of one commodity coin-
cides with the trend in prices of other commodities, have always raised the question of whether
there is any relationship between prices of energy commodities. If there is any relationship, then
what comes to mind is the extent to which one commodity influences the other. Petroleum, natu-
ral gas, coal, nuclear fuel, and renewable energy are termed as primary energy components of the
energy goods network system because other sources of energy depend on them. Natural gas is usu-
ally found near petroleum. This is because of the fact that natural gas and crude oil are rivals in
production and substitutes in consumption. As a result of this, energy theory suggests that the two
prices should be related. The electric power sector uses primary energy such as coal to generate
electricity, which makes electricity a secondary rather than a primary energy source. According to
the US Energy Information Administration ( EIA ), the major energy goods consumed in the United
States are petroleum (oil), natural gas, coal, nuclear, and renewable energy. The majority of users
are residential and commercial buildings, industry, transportation, and electric power generators.
The pattern of fuel usage varies widely by sector [130]. For example, 71% of total petroleum oil
provides 93% of the energy used for transportation; 23% of total petroleum oil provides 17% of
energy used for residential and commercial use; 5% of total petroleum oil provides 40% of energy
used for industrial use; but only 1% of total petroleum oil provides about 1% of the energy used to
generate electric power, whereas coal provides 46% of the energy used to generate electric power
and natural gas provides 20% of the energy used to generate electric power. This analysis suggests
that the strength of interactions between coal and electricity will be stronger than when compared
with the strength of interactions between crude oil and electricity, or natural gas and electricity.
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Energy price forecasts are highly uncertain. We might expect the price of the natural gas and
crude oil to follow the same trend because they are often found mixed with oil in oil wells, and also
of the fact that natural gas is often used in petroleum refining and exploration. Recently, Ramberg et
al [94] showed that the cointegration relationship between natural gas and crude oil does not appear
to be stable through time. They claimed that though there is cointegration between the two energy
prices, but there are also recurrent exogeneous factors such as seasonality, episodic heat waves, cold
waves and supply interruption from hurricane affecting the trends in the prices. Brown and Yu¨cel
[12] also observed that the price of natural gas pulled away from oil prices in 2000, 2002, 2003 and
late 2005. Oil prices are influenced by several factors, including some that have mainly short-term
impacts and other factors, such as expectations about future world demand for petroleum, other
liquids and production decisions of the Organization of the Petroleum Exporting Countries (OPEC)
[130]. Supply and demand in the World oil market are balanced through responses to price move-
ment with considerable complexity in the evolution of underlying supply and demand expectation
process. For the petroleum and other liquids, the key determinants of long-term supply and prices
can be summarized in four broad categories [130]: the economics of non-OPEC supply, OPEC in-
vestment and production decisions, the economics of other liquids supply, and World demand for
petroleum and other liquids. According to the US Energy Information Administration ( EIA ) [130]
and following the decline of natural gas prices since 2008, real average delivered price for electric-
ity has dropped gradually to 9.8 cents per kilowatthour (kWh) from 2009 to 2012. Retail electricity
price is influenced by the fuel price, and particularly by the natural gas price [130]. However, the
relationship between retail electricity price and natural gas price is complex. Many factors influence
the degree to which and the time frame over which they are linked. A few notable factors are a share
of natural gas generation in a region, the level of costs associated with the electricity transmission
and distribution systems, the mix of competitive versus cost-of-service pricing, and the number of
customers who purchase power directly from wholesale power markets. As a result of this, it can
take time for changes in fuel price to affect electricity price. The question that we are now faced is
whether the price of electricity depends on the prices of more than one energy commodities, rather
than depending on only one commodity (coal or natural gas).
An understanding of how changes in price of one energy commodity are expressed in terms of
other energy commodity is needed. This would prove to be useful in predicting price behavior over
the long run, and further facilitates profit maximizing process. To check if there is really indeed
a relationship between energy commodities; the need to be able to create a model which explains
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such commodity prices relationship over short and long time interval arises. The relationships
between energy commodities have been addressed in [4, 12, 39, 40, 49, 93, 94, 131, 132]. The error
correction model [4, 12, 39, 49, 93, 94] is the most commonly used model by authors to describe
the relationship between energy commodities. Moreover, Hartley et al [49] have concluded that
the U. S. natural gas and crude oil remain linked in their long-term movements. In addition, it is
exhibited that there is strong evidence of stable relationship between these two energy commodities
which are affected by short run seasonal fluctuations and other factors. The rule of thumb [49] has
long been used in the energy industry to relate the natural gas prices to crude oil prices. The rule
denoted by the 10-to-1 rule states that the price of natural gas is one tenth of the price of crude oil
prices. Similarly, 6-to-1 rule states that the price of natural gas is one sixth of the price of crude
oil. It has been examined by Brown et al. [12] that these two rules do not perform well when used
to assess the relationship between U.S natural gas price and West Texas Intermediate (WTI) crude
oil price for the past 20+ years. Moreover, their error correcting model specify the relationship
between the two commodities. Using this model, they show that when certain factors are taken
into account, movements in crude oil prices can shape the price of natural gas. Vezzoli [131] in his
work applies an ordinary least squares (OLS) regression on log of natural gas and crude oil prices.
Using this model, he was able to conclude that there is a relationship between natural gas and crude
oil prices. Bachmeir et al. [4] showed that the crude oil, coal and natural gas in the United States
have weak cross-cointegration using the error correction model. Ramberg et al [94] shows that any
simple formula between natural gas and crude oil prices will leave a portion of the natural gas price
unexplained. Furthermore, the relationship between natural gas and crude oil using a vector error
correction model [12, 94] under the cointegration between the two energy commodities and other
factors such as recurrent exogeneous factors are presented. Villar et al. [132] lists some economic
factors linking natural gas and crude oil prices, while testing for market integration in the United
Kingdom during the time when natural gas was deregulated. Asche et al. [40] have integrated the
prices of the energy commodities: natural gas, electricity, and crude oil.
The most of the work is centered around the relationship between prices of energy commodities.
In this work, we are interested in an inter-dependence of certain energy commodities. Moreover, we
develop a hybrid system of multivariate continuous stochastic network dynamic system.
In this chapter, we further extend the non-linear interconnected stochastic model (4.11) to multi-
variate interconnected energy commodities and sources with and without external random interven-
tion processes.
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9.2 Model Derivation
We denote p = [p1, p2, ..., pn]T to be a vector of n energy commodity prices which are considered
to have long-run or short-run relationship with each other. Let pj(t) be the price of the j-th energy
commodity at time t. The economic principles of demand and supply processes suggest that the
price of a energy commodity will remain within a given finite expected lower and upper bounds.
Therefore, uj ∈ R+ = (0,∞) and lj ≥ 0 stand for the expected upper and lower limits of the
j-th energy commodity spot prices, respectively. In the absence of interactions between the energy
commodities pj , j ∈ I(1, n), where I(a, b) = {z ∈ Z | a ≤ z ≤ b}, the market potential for the jth
commodity per unit of time at time t can be characterized by (uj − pj) (lj + pj). This simple idea
leads to the following economic principle regarding the dynamic of the price pj of the jth energy
commodity. The change in spot price of the j-th energy commodity ∆pj(t) = pj(t + ∆t) − pj(t)
over the interval of length |∆t| is directly proportional to the market potential price.
∆pj(t) ∝ (uj − pj) (lj + pj) ∆t. (9.1)
This implies that
dpj = αj (uj − pj) (lj + pj) dt, (9.2)
for some constant αj . From this deterministic mathematical model, if αj > 0, we note that as the
price falls below the expected price uj , the price of the jth commodity rises, and as the price lies
above uj , there is a tendency for the price to fall. Similar argument follows if αj < 0. Hence
lim
t→∞ pj(t) = uj , (9.3)
which implies that uj is the equilibrium state of (9.2).
In a real World situation, the expected upper price limit uj of the j-th commodity is not a constant
parameter. It varies with time, and moreover it is subject to random environmental perturbations.
Therefore, we consider
uj = yj + ξj , (9.4)
where ξj is a white noise process that characterizes the measure of random fluctuation of the upper
price limit of the j-th commodity; here yj stands for the mean of the energy spot price process of
the j-th commodity at time t. It is further assumed that yj is governed by a similar dynamic forces
described in (9.2), that is,
dyj = µj (uj − yj) (υj + yj) dt, (9.5)
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where µj > 0 is defined as the mean reversion rate of the mean of the j-th commodity, vj ≥ 0 is
defined as the lower limit of the mean of the j-th commodity. By following the argument used in
(9.4), we incorporate the effects of random environmental perturbations into the lower limit υj of
the mean of the j-th commodity:
υj = vj + ej , (9.6)
where vj ≥ 0, and ej is a white noise process describing the measure of random influence on the
mean price of the j-th commodity.
Substituting expressions in (9.4) and (9.6) into (9.2) and (9.5), respectively, we obtain
 dyj = µj (uj − yj) (vj + yj) dt+ µj (uj − yj) ej(t)dtdpj = αj (yj − pj) (lj + pj) dt+ αj (lj + pj) ξj(t)dt. (9.7)
In the absence of interactions and using (9.7), the system of stochastic model for isolated ex-
pected spot and spot prices processes are described by the following non-linear system of stochastic
differential equations: dyj = µj (uj − yj) (vj + yj) dt+ δj,j (uj − yj) dWj,j(t), yj(t0) = yj0,dpj = αj (yj − pj) (lj + pj) dt+ σj,j (lj + pj) dZj,j(t), pj(t0) = pj0, j ∈ I(1, n),
(9.8)
where  µjej(t)dt = δj,jdWj,j(t), j=1,2,...,n,αjξj(t)dt = σj,jdZj,j(t), j=1,2,...,n,
and δj,j , σi,j are non-negative for j = 1, 2, ..., n.
In the presence of interactions, for each j ∈ I(1, n), we consider both deterministic and stochastic
interaction functions. For each j ∈ I(1, n), we define the j-th aggregate interaction functions
gj : [t0,∞)×Rn → R and hj : [t0,∞)×Rn → R for the jth commodity of the mean energy spot
price process yj(t) and the energy spot price process pj(t) in a energy commodity market network
system, respectively. Moreover, we assume that these functions have the following structural forms; gj(t, y) = gj(t, kj,1y1, kj,2y2, ..., kj,nyn)hj(t,p) = hj(t, γj,1p1, γj,2p2, ..., γj,npn), (9.9)
where kj,i and γj,i are elements of the n × n interconnection matrices Eg and Eh, respectively. In
(9.9), kj,i and γj,i : R+ → [0, 1] represent a degree of interaction of the j-th commodity with i-th
commodity in the energy commodity market network system.
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For the matrix Eg, kj,i = 0 with fixed i ∈ I(1, n) if the i-th commodity in the energy market
network system does not influence the j-th commodity. Likewise, for the matrix Eh, γj,i = 0 with
fixed i ∈ I(1, n), the j-th commodity in the energy market network system sub-component of p is
totally unaffected by the influence of the i-th commodity.
Finally, we introduce interactions in the diffusion coefficients with respect to the j-th commodity
of the energy market network system under random environmental perturbations as: ψj : [t0,∞)×
Rn → Rn and Λj : [t0,∞)× Rn → Rn for each j ∈ I(1, n). The diffusion part is of the form
ψj(t, y) · ej(t)dt =
n∑
l=1
ψj,l(t, yl)dWj,l(t)
Λj(t,p) · ξj(t)dt =
n∑
l=1
Λj,l(t, pl)dZj,l(t),
(9.10)
where ej and ξj are n-dimensional white noise processes; · stands for dot product.
We assume that the interaction functions (9.9) and (9.10) have the following forms;
g(t, y) = γ(t, y)G(t, y)
h(t,p) = λ(t,p)H(t,p),
ψ(t, y) = γ(t, y)Ψ(t, y),
Λ(t,p) = λ(t,p)Φ(t,p),
where g(t, y) = [g1(t, y), ..., gj(t, y), ..., gn(t, y)]T , h(t,p) = [h1(t,p), ...,hj(t,p), ...,hn(t,p)]T
are defined in (9.9),ψ(t, y) =
(
ψj,l(t, y)
)
n×n, and Λ(t,p) = (Λj,l(t,p))n×n, γ(t, y) = diag(u1−
y1, ..., uj − yj , ..., un − yn) and λ(t,p) = diag(l1 + p1, ..., lj + pj , ..., ln + pn); G, and H are
n × 1 column vectors; Ψ = diag(ψ1, ...,ψj , ...,ψn) and Φ = diag(Λ1, ...,Λj , ...,Λn) are block
diagonal matrices; ψj = [ψj,1, ...,ψj,l, ...,ψj,n], Λj = [Λj,1, ...,Λj,l, ...,Λj,n]. We also assume
that G, H, Ψ and Φ satisfy the local Lipschitz condition. This assumption implies that g, h, ψ and
Λ also satisfy local Lipschitz condition.
Thus, the interconnected energy commodity network system is described by

dyj = (uj − yj)
[
(µj (vj + yj) + Gj(t, y)) dt+ δj,jdWj,j(t) +
n∑
l=1
Ψj,l(t, y)dWj,l(t)
]
,
yj(t0) = yj0,
dpj = (lj + pj)
[
(αj (yj − pj) +Hj(t,p)) dt+ σj,jdZj,j(t) +
n∑
l=1
Φj,l(t,p)dZj,l(t)
]
,
pj(t0) = pj0, j ∈ I(1, n),
(9.11)
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where the parameters µj > 0; αj > 0; uj > 0; vj ≥ 0; lj ≥ 0; δj,j > 0; σj,j > 0; and for j 6= l,
δj,l ≥ 0; σj,l ≥ 0; j, l ∈ I(1, n); for j ∈ I(1, n), Wj and Zj are n-dimensional independent Wiener
processes defined on a filtered probability space (Ω,F , (Ft)t≥0,P); for l 6= i, E[dWj,ldWk,i] = 0,
and for l = i, E[dWj,ldWk,i] = dt; the filtration function (Ft)t≥0 is right-continuous; for each
t ≥ 0, each Ft contains all P-null sets in F ; the n-dimensional random vectors y(t0) and p(t0) are
Ft0 measurable.
The network system of stochastic differential equations in (9.11) can be written as follows;
 dy = a(t, y)dt+ Υ(t, y)dW(t), y(t0) = y0dp = b(t, y,p)dt+ σ(t,p)dZ(t), p(t0) = p0, (9.12)
where
a(t, y) =

(u1 − y1) [µ1 (v1 + y1) + G1(t, y)]
(u2 − y2) [µ2 (v2 + y2) + G2(t, y)]
...
(un − yn) [µn (vn + yn) + Gn(t, y)]
 ,
b(t, y,p) =

(l1 + p1) [α1 (y1 − p1) +H1(t,p)]
(l2 + p2) [α2 (y2 − p2) +H2(t,p)]
...
(ln + pn) [αn (yn − pn) +Hn(t,p)]
 ,
Υ(t, y) = diag(A1(y), ..., Aj(y), .., An(y)), σ(t,p) = diag(B1(p), ..., Bj(p), ..., Bn(p)),
and Aj(y) = (uj − yj)
(
Ψj,1 Ψj,2 . . . Ψj,j−1 δj,j + Ψj,j Ψj,j+1 . . . Ψj,n
)
,
Bj(p) = (lj + pj)
(
Φj,1 Φj,2 . . . Φj,j−1 σj,j + Φj,j Φj,j+1 . . . Φj,n
)
;
W = [W1, ...Wj , ...,Wn]T , and Z = [Z1, ...Zj , ..., Zn]T are block matrices;
Wj = [Wj,1, ...Wj,2, ...,Wj,n]
T , Zj = [Zj,1, ...Zj,2, ..., Zj,n]T ; and Υ(t, y), σ(t,p) are a n × n
block matrix with each entries having order 1× n.
In the next section, we outline the model validation problems of (9.12), namely, the existence and
uniqueness of solution process.
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9.3 Mathematical Model Validation
In this section, we validate the mathematical model derived in Section 2. We note that the classical
existence and uniqueness theorem [57, 66] is not directly applicable to (9.12). We need to modify
the existence and uniqueness results. The modification is based on Theorem 3.4 [57]. We show the
global existence of solution process of system of differential equations (9.12).
We note that the rate functions a, b, Υ, and σ in stochastic system of differential equations (9.12)
do not satisfy the classical existence and uniqueness conditions [57]. However these rate functions
do satisfy the local Lipschitz condition. Therefore, we construct sequences of functions for the drift
and diffusion coefficients of interconnected dynamic system (9.12) so that the classical conditions
for existence and uniqueness theorem are applicable. The construction of modification scheme is
as follows: First, we define a cylindrical subset [t0,∞) × Um of [0,∞) × Rn for t0 ∈ [0,∞),
m ∈ I(1,∞), where Um is an n- dimensional sphere with radius m defined by
Um = B(x0,m) = {x ∈ Rn : ||x− x0|| < m},
for anym ∈ I(1,∞). We note that Um is inscribed in n-dimensional parallelepipedR(x−x0,m) =
[−m,m]× ...× [−m,m] in Rn.
The developed stochastic network model (9.12) can be written as:
 dy = am(t, y)dt+ Υm(t, y)dW(t), y(t0) = y0dp = bm(t, y,p)dt+ σm(t,p)dZ(t), p(t0) = p0, (9.13)
where 
am(t, y) = a(t,q(y,m))
Υm(t, y) = Υ(t,q(y,m)),
bm(t, y,p) = b(t,q(y,m),q(p,m)),
σm(t,p) = σ(t,q(p,m)).
(9.14)
Here, for each j ∈ I(1, n) and x ∈ Rn, we define qj(x,m) = max {−m,min{xj − x0j ,m}}.
Hence, q(x,m) = [q1(x,m), ...,qj(x,m), ...,qn(x,m)]T , and it is denoted by x(m).
REMARK 23 We observe that q(x,m) satisfies global Lipschitz condition on Rn with a Lipschitz
constant 1. This together with the local Lipschitz condition assumption on the drift and diffusion co-
efficients of network system of stochastic differential equations (9.12), the modified rate coefficient
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functions in (9.13) satisfy the classical existence and uniqueness conditions [57, 66]. Thus, its so-
lution is denoted by (ym,pm), for m ∈ I(1,∞). Moreover, it is assumed that (y,p) is non-negative
whenever y0, p0 ∈ Rn+.
Now we apply Theorems 3.4 and 3.5 of [57] in the context of modified system of stochastic dif-
ferential equations (9.13) and Remark 23 to establish the global existence of solution of stochastic
differential equations in (9.13). For this purpose, we outline the argument used in the proof of these
theorems.
In addition to the local Lipschitz conditions on the drift and diffusion coefficients, we further
impose the following hypothesis on the coefficients:
(H1) 
|gj(t, y)| ≤ a1,j + κj‖y‖,
|hj(t,p)| ≤ a′1,j + γj‖p‖,
|ψj,l(t, y)| ≤ a2,j + δ˜j,l‖y‖,
|Λj,l(t,p)| ≤ a′2,j + σ˜j,l‖p‖.
(9.15)
where for i ∈ I(1, 2), ai,j , a′i,j are non-negative; κj , γj , δ˜j,l, σ˜j,l ∈ R+. From (9.13), we further
remark that dynamic of mean of spot price vector y is decoupled with the dynamic of spot price p.
Now we first apply Theorems 3.4 and 3.5 of [57] in the context of modified system of stochastic
differential equations (9.13) and hypothesis (H1) to establish the global existence of solution of the
completely decoupled sub-system of stochastic differential equations in (9.13). For this purpose,
we outline the argument used in the proof of these theorems.
DEFINITION 9.3.1 Let τm be the first exit time of the solution process ym from the set B(y0,m).
Define τ to be the (finite or infinite) limit of the monotone increasing sequence τm as m→∞.
τ = lim
m→∞ τm.
We wish to show that
P(τ =∞) = 1. (9.16)
In the following, we present a result that is parallel to Theorem 3.5 [57] in the context of the
completely decoupled sub-system of stochastic differential equation (9.12). For this purpose, it is
enough to exhibit the global existence result for the transformed system (9.13).
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LEMMA 9.1 For m ∈ I(1,∞), and y0 ∈ Rn+, let ym(t) = ym(t, t0, y0) be the solution of the
completely decoupled sub-system of (9.13), and let the hypothesis (H1) be satisfied. Let V1 be a
function defined on [t0,∞)× Rn+ into R+, it is defined by;
V1(t, y) = ln(||y||2 + e), (9.17)
Then there exists some constant c1 > 0 such that
LV1 ≤ c1V1
V1,m = inf||y||>m
V1(t, y)→∞ as m→∞,
(9.18)
where L is the differential operator with respect to (9.12); e = exp(1).
Moreover, the global existence of solution of the completely decoupled sub-system of (9.12) fol-
lows.
Proof.
It is obvious that V1 ∈ C1,2 on [t0,∞) × Rn+ → R+. In fact, ∂V1(t,y)∂yj =
2yj
(||y||2+e) ,
∂2V1(t,y)
∂y2j
=
2
(||y||2+e)−
4y2j
(||y||2+e)2 ,
∂2V1(t,y)
∂yiyj
= − 4yiyj
(||y||2+e)2 exist and are continuous functions defined on [t0,∞)×
Rn+ → R. Moreover, the L-operator with respect to the completely decoupled component is as
follows:
LV1(t, y) =
n∑
j=1
[
µj(uj − yj)(vj + yj) + gj(t, y)
] ∂V1(t, y)
∂yj
+
1
2
n∑
j=1
[δj,j(uj − yj) +ψjj(t, y)]2 + n∑
l 6=j
ψ2j,l(t, y)
 ∂2V1(t, y)
∂y2j
+
1
2
n∑
i=1
n∑
j=1
j 6=i
 n∑
l 6=i,j
ψi,l(t, y)ψj,l(t, y) + 2[δi,i(ui − yi) +ψi,i]ψj,i
 ∂2V1(t, y)
∂yiyj
=
n∑
j=1
µj
(
−
[
yj −
(
uj − vj
2
)]2
+
(
uj + vj
2
)2) 2yj
(||y||2 + e) +
n∑
j=1
2gj(t, y)yj
(||y||2 + e)
+
1
2
n∑
j=1
[δj,j(uj − yj) +ψj,j ]2
(
2
(||y||2 + e) −
4y2j
(||y||2 + e)2
)
+
1
2
n∑
j=1
n∑
l 6=j
ψ2j,l(t, y)
(
2
(||y||2 + e) −
4y2j
(||y||2 + e)2
)
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−1
2
n∑
i=1
n∑
j=1
j 6=i
 n∑
l 6=i,j
ψi,l(t, yl)ψj,l(t, y) + 2[δi,i(ui − yi) +ψi,i]ψj,i
 4yiyj
(||y||2 + e)2
≤ 2
n∑
j=1
µj
(
uj + vj
2
)2 yj
(||y||2 + e) +
n∑
j=1
2gj(t, y)yj
(||y||2 + e) +
n∑
j=1
[δj,j(uj − yj) +ψjj(t, y)]2
(||y||2 + e)
+
n∑
j=1
n∑
l 6=j
ψ2j,l(t, y)
(||y||2 + e)
−1
2
n∑
i=1
n∑
j=1
j 6=i
 n∑
l 6=i,j
ψi,l(t, yl)ψj,l(t, y) + 2[δi,i(ui − yi) +ψi,i]ψj,i
 4yiyj
(||y||2 + e)2
≤ 2
n∑
j=1
µj
(
uj + vj
2
)2
+
n∑
j=1
(a1,j + κj ||y||)2 + y2j
(||y||2 + e)
+2
n∑
j=1
[
δ2j,j(uj + 1)
2 + (a2,j + δ˜j,j)
2
]
+
n∑
j=1
n∑
l 6=j
(a2,j + δ˜j,l)
2
+2
n∑
i=1
n∑
j 6=i
n∑
l 6=i,j
(
a2,i + δ˜i,l
)(
a2,j + δ˜j,l
)
+4
n∑
i=1
n∑
j 6=i
(a2,j + δ˜j,i)
[
δi,i(ui + 1) + (a2,i + δ˜i,i)
]
≤ c1V1(t, y),
where c1 = 1 + 2
n∑
j=1
µj
(
uj+vj
2
)2
+
n∑
j=1
(a1,j + κj)
2 + 2
n∑
j=1
[
δ2j,j(uj + 1)
2 + (a2,j + δ˜j,j)
2
]
+
n∑
j=1
n∑
l 6=j
(a2,j + δ˜j,l)
2 + 2
n∑
i=1
n∑
j 6=i
n∑
l 6=i,j
(a2,i + δ˜i,l)
(
a2,j + δ˜j,l
)
+ 4
n∑
i=1
n∑
j 6=i
(a2,j + δ˜j,i)
[
δi,i(ui + 1) + (a2,i + δ˜i,i)
]
Furthermore, inf
||y||>m
V1(t, y)→∞ as m→∞.
To show that P(τ =∞) = 1, we define a function
V (t, y) = V1(t, y) exp{−c1(t− t0)}. (9.19)
It is obvious that LV ≤ 0. By defining τm(t) = min(τm, t); Y(t) = ym(t) for t < τm; and
imitating the argument of Lemma 3.2 [57], we have
E{V1(τm(t),Y(τm(t))) ≤ ec1(t−t0)EV1(t0, y(t0)).
Hence
P{τm ≤ t} ≤ e
c1(t−t0)EV1(t0,Y(t0))
inf
||y||>m,u>t0
V1(u, y)
→ 0 as m→∞ by (9.18). (9.20)
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The global existence and uniqueness of solution of the first component of (9.13) follows by letting
m → ∞. Hence, from this and the fact that the solution process of transformed system (9.13)
is almost surely identical with the solution process of the original system (9.12), we conclude the
global existence and uniqueness of (9.12).

Now by following the idea of Lemma 9.1, we present a global existence and uniqueness of so-
lution of the system of stochastic differential equations governing the sub-system p in (9.12). We
simply state a Lemma without the full proof.
LEMMA 9.2 For m ∈ I(1,∞), and y0, p0 ∈ Rn+, let pm(t) = pm(t, t0, p0) be the solution of the
system of stochastic differential equations governing the sub-system p described in (9.13), and let
the hypothesis (H1) be satisfied. Let V2 be a nonnegative function on [t0,∞)×Rn+ into R+ defined
by;
V2(t, p) = ln(||p||2 + e) +
n∑
j=1
αj
2
∫ T
t
(yj(s) + lj)
2 ds, (9.21)
Then there exist a constant c > 0 such that
LV2 ≤ cV2
V2,m = inf||p||>m
V2(t, p)→∞ as m→∞.
(9.22)
where L is the differential operator with respect to (9.12); e = exp(1).
Moreover, the global existence of solution of the system of stochastic differential equations gov-
erning the sub-system p described in (9.12) follows.
Proof. It is obvious that V2 ∈ C1,2 on [t0,∞)×Rn+ → R+. In fact, ∂V2(t,p)∂t = −
n∑
j=1
αj
2 (yj(t) + lj)
2,
∂V2(t,p)
∂pj
=
2pj
(||p||2+e) ,
∂2V2(t,p)
∂p2j
= 2
(||p||2+e) −
4p2j
(||p||2+e)2 ,
∂2V2(t,p)
∂pipj
= − 4pipj
(||p||2+e)2 exist and are contin-
uous functions defined on [t0,∞)×Rn+ → R. Moreover, the L-operator with respect to the system
of stochastic differential equations governing the sub-system p described in (9.12) is as follows:
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LV2(t,p) = −
n∑
j=1
αj
2
(yj(t) + lj)
2 +
n∑
j=1
[αj(yj − pj)(lj + pj) + hj(t,p)] 2pj
(||p||2 + e) ,
+
1
2
n∑
j=1
[σj,j(lj + pj) + Λj,j(t,p)]2 + n∑
l 6=j
Λj,l(t,p)2
[ 2
(||p||2 + e)
− 4p
2
j
(||p||2 + e)2
]
+
1
2
n∑
i=1
n∑
j=1
j 6=i
[
n∑
l=1
Λi,lΛj,l + 2[σi,i(li + pi) + Λi,i]Λj,i
] [
− 4pipj
(||p||2 + e)2
]
= −
n∑
j=1
αj
2
(yj + lj)
2 +
n∑
j=1
αj
(
−
[
pj − yj − lj
2
]2
+
(
yj + lj
2
)2) 2pj
(||p||2 + e)
+
n∑
j=1
2hj(t,p)pj
(||p||2 + e)
+
1
2
n∑
j=1
[σj,j(lj + pj) + Λj,j(t,p)]2
(
2
(||p||2 + e) −
4p2j
(||p||2 + e)2
)
+
1
2
n∑
j=1
n∑
l 6=j
Λj,l(t,p)2
(
2
(||p||2 + e) −
4p2j
(||p||2 + e)2
)
−1
2
n∑
i=1
n∑
j=1
j 6=i
[
n∑
l=1
Λi,lΛj,l + 2[σi,i(li + pi) + Λi,i]Λj,i
]
4pipj
(||p||2 + e)2
≤ −
n∑
j=1
αj
2
(yj + lj)
2 +
n∑
j=1
αj
2
(yj + lj)
2 pj
(||p||2 + e) +
n∑
j=1
[a
′
1,j + γj ||p||]2 + p2j
(||p||2 + e)
+
n∑
j=1
[σj,j(lj + pj) + Λj,j(t,p)]2
(||p||2 + e)
+
n∑
j=1
n∑
l 6=j
(a
′
2,j + σ˜j,l)
2 + 2
n∑
i=1
n∑
j 6=i
n∑
l 6=i,j
(
a
′
2,i + σ˜i,l
)(
a
′
2,j + σ˜j,l
)
+4
n∑
i=1
n∑
j 6=i
(a
′
2,j + σ˜j,i)
[
σi,i(li + 1) + (a
′
2,i + σ˜i,i)
]
≤ cV2(t,p),
where c = 1 +
n∑
j=1
[a
′
1,j + γj ]
2 + 2
n∑
j=1
[
σ2j,j(lj + 1)
2 + (a
′
2,j + σ˜j,j)
2
]
+
n∑
j=1
n∑
l 6=j
(a
′
2,j + σ˜j,l)
2 +
2
n∑
i=1
n∑
j 6=i
n∑
l 6=i,j
(
a
′
2,i + σ˜i,l
)(
a
′
2,j + σ˜j,l
)
+ 4
n∑
i=1
n∑
j 6=i
(a
′
2,j + σ˜j,i)
[
σi,i(li + 1) + (a
′
2,i + σ˜i,i)
]
.
Furthermore, inf
||p||>m
V2,m(t,p)→∞ as m→∞. 
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Following the final argument used in proving the global existence of y in Lemma 9.1, we conclude
that there exists a unique global solution to the interconnected system of stochastic differential
(9.12).
In the next section, we discuss about the case where we incorporate jump process into the system
(y,p).
9.4 Energy Commodity Model With and Without Jumps
Due to random interventions that affects the price of energy commodities, we introduce random
interventions described by a continuous jump in our model. We follow the approach discussed in
[120, 138]. In their work, Wu [120, 138] investigated a class of stochastic hybrid dynamic processes.
Let K ≥ 0 be the number of jumps on the interval [t0, T ], for T > 0. For K 6= 0, let T1, ..., TK
be the jump times over a time interval [t0, T ] such that t0 = T0 ≤ T1 < ... < TK ≤ T , where
Ti denotes the time at which the i-th jump occurred in the system (y,p). For K = 0, no jump has
occurred on the interval [t0, T ]. We denote the i-th sub-interval by Ti−1 ≤ t < Ti. Knowing the
global existence and uniqueness solution process of system (9.12) on the interval [t0, T ], T > 0
in Section 9.3, for i ∈ I(1,K∗) and K 6= 0, we consider the solution process on each subinterval
[Ti−1, Ti), between jumps, where K∗ = K if TK = T , and K∗ = K + 1 if TK < T . For
i ∈ I(1,K∗) and K = 0, we have I(1,K) = ∅ or I(1,K∗) = {1}. In this case, we consider
the solution process on [t0, T ]. The interconnected system is governed by the following system of
continuous time stochastic process;

dyi−1 = ai−1(t, y)dt+ Υi−1(t, y)dW(t), y (Ti−1) = yi−1, t ∈ [Ti−1, Ti)
dpi−1 = bi−1(t, y,p)dt+ σi−1(t,p)dZ(t), p (Ti−1) = pi−1, t ∈ [Ti−1, Ti), i ∈ I(1,K∗)
yi = Πiyi−1
(
T−i , Ti−1, y
i−1) ,
pi = Θipi−1
(
T−i , Ti−1, y
i−1,pi−1
)
,
(9.23)
where
Πi = diag
(
pii1, pi
i
2, ...., pi
i
n
)
,
Θi = diag
(
θi1, θ
i
2, ...., θ
i
n
)
,(
yi−1(t, Ti−1, yi−1),pi−1(t, Ti−1, yi−1,pi−1)
)
is the solution of system of equation (9.12); forK 6=
0 and i ∈ I(1,K∗), Πi and Θi are jump coefficient matrices. These jump coefficients are estimated
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by pˆiij =
yj(Ti)
lim
t→T−
i
yi−1j (t,Ti−1,yi−1)
; θˆij =
pj(Ti)
lim
t→T−
i
pi−1j (t,Ti−1,yi−1,pi−1)
for j ∈ I(1, n). Following the
approach in [120, 138], the solution of (9.23) takes the following representation:
y(t, t0, y0) =

y0 (t, t0, y0) , y(t0) = y0, t0 ≤ t < T1
y1
(
t, T1, y1
)
, y1 = y (T1) , T1 ≤ t < T2,
...
yi−1
(
t, Ti−1, yi−1
)
, yi−1 = y (Ti−1) , Ti−1 ≤ t < Ti,
...
yK
(
t, TK , yK
)
, yK = y(TK), TK ≤ t ≤ T,
p(t, t0, y0,p0) =

p0 (t, t0, y0,p0) , p(t0) = p0, t0 ≤ t < T1
p1
(
t, T1, y1,p1
)
, p1 = p(T1), T1 ≤ t < T2
...
pi−1
(
t, Ti−1, yi−1,pi−1
)
, pi−1 = p(Ti−1), Ti−1 ≤ t < Ti,
...
pK
(
t, TK , yK ,pK
)
, pK = p (TK) , TK ≤ t ≤ T,
(9.24)
and I(1, 0) = {i ∈ Z : 1 ≤ i ≤ 0} = ∅ and I(1,K∗) = {1} .
REMARK 24 For no jump, that is K = 0, (9.23) and (9.24) reduce to
 dy = a(t, y)dt+ Υ(t, y)dW(t), y(t0) = y0dp = b(t, y,p)dt+ σ(t,p)dZ(t), p(t0) = p0, t0 ≤ t ≤ T ; (9.25)
and  y(t, t0, y0), y(t0) = y0,p(t, t0, y0,p0), p(t0) = p0, t0 ≤ t < T, (9.26)
respectively.
9.5 Multivariate Discrete Time Dynamic Model for Local Sample Mean and Covariance Pro-
cess
In this section, we use the idea of moving average to derive an algorithm for the mean and covari-
ance of sample sequences with respect to a continuous time stochastic process. The development
of idea and model of statistic for mean and covariance processes is motivated by the state and pa-
rameter estimation problems of continuous time nonlinear stochastic dynamic model of the energy
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commodity market network (4.11) . For this purpose, we need to introduce a few definitions and
notations.
For each i ∈ I(1,K∗), let τi−1 and γi−1, be finite constant time delays such that 0 < γi−1 ≤
τi−1. If K = 0, then there is no jump. Hence, we simply write τi−1 = τ and γi−1 = γ. Here
τi−1 characterize the influence of the past performance history of state of dynamic process. γi−1
describe the reaction or response time delays. In general, these time delays are unknown and random
variables. These types of delays play an important role in developing mathematical models of
continuous time [64] and discrete time [59, 88] dynamic processes. Based upon the practical nature
of data collection process, it is essential to either transform these time delays into positive integers
or design a suitable data collection schedule or discretization process. For this purpose, for each
i ∈ I(1,K∗), we describe the discrete version of time delays of τi and γi as follows:
{
ri−1 =
[∣∣∣ τi−1∆ti−1 ∣∣∣]+ 1, and ηi−1 = [∣∣∣ γi−1∆ti−1 ∣∣∣]+ 1, for i ∈ I(1,K∗). (9.27)
Moreover, for the sake of simplicity, we assume that 0 < γi−1 < 1, (ηi−1 = 1).
DEFINITION 9.5.1 Let x = [x1, x2, ..., xn]T be a continuous time multivariate stochastic process
defined on an interval [t0−τ, T ] intoRn, for some T > 0. For t ∈ [t0−τ, T ], letFt be an increasing
sub-sigma algebra of a complete probability space (Ω,F ,P) for which x(t) is Ft measurable. For
each i ∈ I(1,K∗), let P and Pi−1 be a partition of [t0 − τ, T ] and [Ti−1 − τi−1, Ti], respectively.
The partition Pi−1 is derived by decomposing the partition P. For each i ∈ I(1,K∗), the partitions
P and Pi−1 are defined as follows: P = {tk : tk = t0 + k∆t, k ∈ I(−r,N)},Pi−1 = {ti−1k : ti−1k = Ti−1 + k∆t, k ∈ I(−ri−1, Ni−1)}, (9.28)
where ∆t = T−t0N =
Ti−Ti−1
Ni−1 and T0 = t0.
REMARK 25 We define Si =
i∑
l=0
Nl−1 with S0 = 0. For K 6= 0, we note that we can write P as
{t0 < t1 < ... < tN0 < tN0+1 < .... < tN0+N1 < tN0+N1+1 < .... < tSi−1 < tSi−1+1 < ... <
tSi < ... < T}. From this, it follows directly that the jump times Ti are contained in P. For any
ti−1k ∈ Pi−1, k ∈ [0, Ni−1], we have ti−1k ∈ P. Hence, there is a relationship between elements of
Pi−1 with P that is described by ti−1k = tSi−1+k, for k ∈ I(0, Ni). In fact, the relationship between
set of jump times {T1, T2, ..., TK} and the partition P defined in (9.28) is as: Ti → tSi , where the
126
Nj−1’s are the size of partition Pi−1 of the sub-interval [Tj−1, Tj ]. It follows that SK∗ = N . Using
these facts, and noting that if K = 0, then Pi−1 = P, Ni−1 = N , τi−1 = τ , γi−1 = γ, ri−1 = r,
ηi−1 = η, ti−1k = tk. Moreover, (9.28) can be written as:
Pi−1 =
{
ti−1k : t
i−1
k = Ti−1 + k∆t, k ∈ I(−ri−1, Ni−1)
}
. (9.29)
For each i ∈ I(1,K∗), let {xi−1(ti−1k )}Ni−1k=−ri−1 be a finite sequence corresponding to the stochas-
tic process x and partition Pi−1 defined in (9.29). We simply write x(ti−1k ) ≡ xi−1(ti−1k ). We further
recall that x(ti−1k ) is Fti−1k measurable for k ∈ I(−ri−1, Ni−1). We also recall the definition of for-
ward time shift operator F [11] :
F lx
(
ti−1k
)
= x
(
ti−1k+l
)
, l ∈ I(0,∞). (9.30)
DEFINITION 9.5.2 For qi−1 = 1 and ri−1 ≥ 1, each k ∈ I (0, Ni−1), and eachmi−1k ∈ I(2, ri−1 +
Si−1 + k − 1), a partition P i−1k of closed interval [ti−1k−mi−1k , t
i−1
k−1] is called local at time t
i−1
k , and
it is defined by
P i−1k := t
i−1
k−mi−1k
< ti−1
k−mi−1k +1
< ... < ti−1k−1. (9.31)
Moreover, P i−1k is referred as the m
i−1
k −point sub-partition of the partition Pi−1 in (9.29) of the
closed sub-interval [ti−1
k−mi−1k
, ti−1k−1] of [−τi−1, Ti].
REMARK 26 We note that for K = 0, that is, there is no jump, we have P i−1k = Pk, m
i−1
k = mk,
ti−1
k−mi−1k
= ti−1k−mk , and t
i−1
k−1 = tk−1, where Pk is referred as the mk−point sub-partition of the
partition P in (9.28) of the closed sub-interval [tk−mk , tk] of [t0 − τ, T ] for k ∈ I(0, N).
DEFINITION 9.5.3 For each i ∈ I(1,K∗) , k ∈ I(0, Ni−1) and mi−1k ∈ I(2, ri−1 +Si−1 + k− 1),
a local finite sequence at ti−1k of the size m
i−1
k is restriction [2] of {x(ti−1k )}Ni−1k=−ri−1 to P i−1k in
(9.31). This restriction sequence is defined by
Smi−1k ,k := {F
lx(ti−1k−1)}0l=−mi−1k +1. (9.32)
As mi−1k varies from 2 to ri−1 +Si−1 + k− 1, the corresponding respective local sequence Smi−1k ,k
at ti−1k varies from {x(ti−1l )}k−1l=k−2 to {x(ti−1l )}k−1l=−ri−1+Si−1+1. As a result of this, the sequence
defined in (9.32) is also called a mi−1k -local moving sequence. Furthermore, the average corre-
sponding to the local sequence Smi−1k ,k in (9.32) is defined by
S¯mi−1k ,k =
1
mi−1k
0∑
l=−mi−1k +1
F lx(ti−1k−1). (9.33)
The average/mean defined in (9.33) is also called the mi−1k -local average/mean.
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For i ∈ I(1,K∗), and k ∈ I(0, Ni−1), the mi−1k -local covariance matrix corresponding to the local
sequence Smi−1k ,k in (9.32) is defined by
∑
mi−1k ,k
=

s1,1
mi−1k ,k
s1,2
mi−1k ,k
s1,3
mi−1k ,k
. . . s1,n
mi−1k ,k
s2,1
mi−1k ,k
s2,2
mi−1k ,k
s2,3
mi−1k ,k
. . . s2,n
mi−1k ,k
...
. . . . . . . . .
...
sn,1
mi−1k ,k
sn,2
mi−1k ,k
sn,3
mi−1k ,k
. . . sn,n
mi−1k ,k
,

(9.34)
where sj,l
mi−1k ,k
≡ sj,l
mi−1k ,k
(x), j, l ∈ I(1, n) is the local sample covariance statistic between xj and
xl at ti−1k described by
sj,l
mi−1k ,k
:=

1
mi−1k
0∑
a=−mi−1k +1
F axj(ti−1k−1)− 1mi−1k 0∑b=−mi−1k +1F bxj(ti−1k−1)
×F axl(ti−1k−1)− 1mi−1k 0∑b=−mi−1k +1F bxl(ti−1k−1)
 , for small mi−1k
1
mi−1k −1
0∑
a=−mi−1k +1
F axj(ti−1k−1)− 1mi−1k 0∑b=−mi−1k +1F bxj(ti−1k−1)
×F axl(ti−1k−1)− 1mi−1k 0∑b=−mi−1k +1F bxl(ti−1k−1)
 , for large mi−1k
(9.35)
In the following, we derive a interconnected discrete-time local conditional sample average/mean
and covariance dynamic processes. This fundamental result is motivated by Exercise 5.15 in [14].
Denoting x(k) ≡ x(ti−1k ) for i ∈ I(1,K∗) and k ∈ I(1, Ni−1), we state and prove the following
Lemma.
DEFINITION 9.5.4 Let {E[xj(ti−1k )|Fti−1k−1 ]}
Ni−1
k=−ri−1+1 be a conditional random sample of continu-
ous time stochastic dynamic process with respect to sub-σ algebra Fti−1k , t
i−1
k ∈ Pi−1 in (9.29). The
mi−1k -local conditional moving average and covariance defined in the context of (9.33) and (9.34)
are called the mk-local conditional moving sample average/mean and local conditional moving
sample variance, respectively.
LEMMA 9.3 (Multivariate Discrete Time Dynamic Model of Local Sample Mean and Sample
Covariance Process). Let {E[xj(ti−1k )|Fti−1k−1 ]}
Ni−1
k=−ri−1+1 be a conditional random sample defined
in Definition (9.5.4). Let S¯mi−1k ,k
and
∑
mi−1k ,k
bemi−1k -local conditional sample average and local
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conditional sample covariance at ti−1k . Then, an interconnected multivariate discrete time dynamic
model of local conditional sample mean and sample covariance statistics is described by
S¯mi−1k−di−1+1,k−di−1+1
=
mi−1k−di−1
mi−1k−di−1+1
S¯mi−1k−di−1 ,k−di−1
+ ηmi−1k−di−1 ,k−di−1
, S¯mi−1Ti−1 ,Ti−1
= S¯Ti−1
∑
mi−1k ,k
=

mi−1k −1
mi−1k
di−1∑
j=1
 mi−1k−jj−1∏
l=0
mi−1k−l
∑mi−1k−j ,k−j
+
mi−1k−di−1
di−1−1∏
l=0
mi−1k−l
S¯mi−1k−di−1 ,k−di−1
S¯Tmi−1k−di−1 ,k−di−1
+ εmi−1k−1,k−1,
for small mi−1k ,m
i−1
k−1 ≤ mi−1k
di−1∑
j=1
 mi−1k−j−1j−1∏
l=0
mi−1k−l
∑mi−1k−j ,k−j
+
mi−1k−di−1
di−1−1∏
l=0
mi−1k−l
S¯mi−1k−di−1 ,k−di−1
S¯Tmi−1k−di−1 ,k−di−1
+mi−1k−1,k−1, for large m
i−1
k , m
i−1
k−1 ≤ mi−1k∑
mi−1j ,j
=
∑
j , i ∈ I(1,K∗), j ∈ I(−di−1, 0), initial conditions
(9.36)
where
η =

η1
η2
...
ηn
 ,
εmi−1k ,k
=

ε1,1
mi−1k ,k
ε1,2
mi−1k ,k
ε1,3
mi−1k ,k
. . . ε1,n
mi−1k ,k
ε2,1
mi−1k ,k
ε2,2
mi−1k ,k
ε2,3
mi−1k ,k
. . . ε2,n
mi−1k ,k
...
. . . . . . . . .
...
εn,1
mi−1k ,k
εn,2
mi−1k ,k
εn,3
mi−1k ,k
. . . εn,n
mi−1k ,k

,
mi−1k ,k
=

1,1
mi−1k ,k
1,2
mi−1k ,k
1,3
mi−1k ,k
. . . 1,n
mi−1k ,k
2,1
mi−1k ,k
2,2
mi−1k ,k
2,3
mi−1k ,k
. . . 2,n
mi−1k ,k
...
. . . . . . . . .
...
n,1
mi−1k ,k
n,2
mi−1k ,k
n,3
mi−1k ,k
. . . n,n
mi−1k ,k

,
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ηj
mi−1k−di−1 ,k−di−1
= 1
mi−1k−di−1+1
 −mi−1k−di−1+1∑
ι=−mi−1k−di−1+1+1
F ιxj(k − di−1)
−F−m
i−1
k−di−1+1xj(k − di−1)
−F−m
i−1
k−di−1xj(k − di−1) + F 0xj(k − di−1)
]
,
(9.37)
εj,l
mi−1k−1,k−1
=
mi−1k − 1
mi−1k

di−1∑
ι=1
F−ι+1xj(k − 1)F−ι+1xl(k − 1)
ι−1∏
a=0
mi−1k−a
−
di−1∑
ι=1
F−ι+1−m
i−1
k−ιxj(k − 1)F−ι+1−m
i−1
k−ιxl(k − 1)
ι−1∏
a=0
mi−1k−a
−
di−1∑
ι=1
F−ι+2−m
i−1
k−ιxj(k − 1)F−ι+2−m
i−1
k−ιxl(k − 1)
ι−1∏
a=0
mi−1k−a

+
mi−1k − 1
mi−1k

di−1∑
ι=1

−ι+2−mi−1k−ι∑
v=−ι+2−mi−1k−ι+1
F vxj(k − 1)F vxl(k − 1)
ι−1∏
a=0
mi−1k−a

+
di−1∑
ι=1

−ι+1∑
v,s=−ι+2−mi−1k−ι+1
v 6=s
F vxj(k − 1)F sxl(k − 1)
ι−1∏
a=0
mi−1k−a


− 1
mi−1k
0∑
v,s=−mi−1k +1
v 6=s
F vxj(k − 1)F sxl(k − 1),
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j,l
mi−1k−1,k−1
=
di−1∑
ι=1
F−ι+1xj(k − 1)F−ι+1xl(k − 1)
ι−1∏
a=0
mi−1k−a
−
di−1∑
ι=1
F−ι+1−m
i−1
k−ιxj(k − 1)F−ι+1−m
i−1
k−ιxl(k − 1)
ι−1∏
a=0
mi−1k−a
−
di−1∑
ι=1
F−ι+2−m
i−1
k−ιxj(k − 1)F−ι+2−m
i−1
k−ιxl(k − 1)
ι−1∏
a=0
mi−1k−a
− 1
mi−1k − 1
0∑
v,s=−mi−1k +1
v 6=s
F vxj(k − 1)F sxl(k − 1)
+
di−1∑
ι=1

−ι+2−mi−1k−ι∑
v=−ι+2−mi−1k−ι+1
F vxj(k − 1)F vxl(k − 1)
ι−1∏
a=0
mi−1k−a

+
di−1∑
ι=1

−ι+1∑
v,s=−ι+2−mi−1k−ι+1
v 6=s
F vxj(k − 1)F sxl(k − 1)
ι−1∏
a=0
mi−1k−a

.
9.6 Parametric Estimation
In this section, we consider a parameter estimation problem in drift and diffusion coefficients
of (9.23). This is achieved by utilizing the lagged adaptive process [88] and the interconnected
discrete-time dynamics of local sample mean and variances statistic processes model in Section 9.5
(Lemma 9.3). For each i ∈ I(1,K∗), we consider a general interconnected hybrid system described
by the system of stochastic differential equations: dxi−1 = fi−1(t, x)dt+ σi−1(t, x)dW(t), x(Ti−1) = xi−1, t ∈ [Ti−1, Ti),xi = Γixi−1(T−i , Ti−1, xi−1), (9.38)
where Γi = diag(Γi1,Γ
i
2, ...,Γ
i
j , ...,Γ
i
n) is the jump coefficient matrix; the jump times Ti’s are
defined in (9.23). For each j ∈ I(1, n), the estimate of the jump coefficient Γij is given by Γij =
xj(Ti)
lim
t→T−
i
xi−1j (t,Ti−1,xi−1)
.
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Let V ∈ C[[−τ,∞] × Rn,Rm], and its partial derivatives Vt, ∂V∂x and ∂
2V i−1
∂x2
exist and are
continuous on each interval [Ti−1, Ti]. We apply Itoˆ-Doob stochastic differential formula [70] to V ,
and we obtain dV (t, xi−1) = LV (t, xi−1)dt+ Vx(t, xi−1)σ(t, xi−1)dW (t), x(Ti−1) = xi−1, t ∈ [Ti−1, Ti),V (Ti, xi) = V (Ti,Γixi−1(T−i , Ti−1, xi−1)).
(9.39)
where the L operator is defined by LV (t, xi−1) = Vt(t, xi−1) + Vx(t, xi−1)f(t, xi−1) + 12 tr(Vxx(t, xi−1))c(t, xi−1)c(t, xi−1) = σi−1(t, xi−1)σi−1(t, xi−1)T . (9.40)
For (9.38) and (9.39), we present the Euler-type discretization scheme [58]:

∆xi−1(ti−1k ) = f(t
i−1
k−1, x(t
i−1
k−1))∆t
i−1
k
+σi−1(ti−1k−1, x(t
i−1
k−1))∆W(t
i−1
k ), k ∈ I(1, Ni−1)
xi = Γixi−1(T−i , Ti−1, x
i−1),
∆V (ti−1k , x
i−1(ti−1k )) = LV (t
i−1
k−1, x
i−1(ti−1k−1))∆t
i−1
k
+Vx(t
i−1
k−1, x
i−1(ti−1k−1))σ
i−1(ti−1k−1, x(t
i−1
k−1))∆W (t
i−1
k )
V (Ti, xi) = V (Ti,Γixi−1(T−i , Ti−1, x
i−1)).
(9.41)
Define F i−1tk−1 ≡ F i−1k−1 as the filtration process up to time ti−1k−1. With regard to the continuous time
dynamic system (9.38) and its transformed system (9.39), the more general moments of ∆x(ti−1k )
are as follows:
E
[
∆x(ti−1k )|F i−1k−1
]
= fi−1(ti−1k−1, x
i−1(ti−1k−1))∆t
i−1
k ,
E
[(
∆xi−1(ti−1k )− E
[
∆xi−1(ti−1k )|F i−1k−1
])(
∆xi−1(ti−1k )− E
[
∆xi−1(ti−1k )|F i−1k−1
])T |F i−1k−1] = σi−1(ti−1k−1, xi−1(ti−1k−1))×
σi−1(ti−1k−1, x
i−1(ti−1k−1))
T∆ti−1k ,
E
[
∆V (ti−1k , x
i−1(ti−1k ))|F i−1k−1
]
= LV (ti−1k−1, x
i−1(ti−1k ), )∆t
i−1
k
(9.42) E
[(
∆V (ti−1k , x
i−1(ti−1k ))− E
[
∆V (ti−1k , x
i−1(ti−1k ))|F i−1k−1
])(
∆V (ti−1k , x
i−1(ti−1k ))− E
[
∆V (ti−1k , x
i−1(ti−1k ))|F i−1k−1
])T |F i−1k−1] = B(ti−1k−1, xi−1(ti−1k−1))
(9.43)
where B(ti−1k−1, x(t
i−1
k−1)) = Vx
(
ti−1k−1, x
i−1(ti−1k−1)
)
c
(
ti−1k−1, x(t
i−1
k−1)
)
Vx
(
ti−1k−1, x(t
i−1
k−1)
)T
∆ti−1k , and
T stands for the transpose of the matrix.
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From (9.41)- (9.43), we have

∆xi−1(ti−1k ) = E
[
∆xi−1(ti−1k )|F i−1k−1
]
+σi−1(ti−1k−1, x
i−1(ti−1k−1))∆W(t
i−1
k ), k ∈ I(1, Ni−1)
∆V (ti−1k , x
i−1(ti−1k )) = E
[
∆V (ti−1k , x
i−1(ti−1k ))|F i−1k−1
]
+V i−1x (t
i−1
k−1, x
i−1(ti−1k−1))σ
i−1(ti−1k−1, x
i−1(ti−1k−1))∆W (tk)
(9.44)
This provides the basis for the development of the concept of lagged adaptive expectation process
[88] with respect to continuous time stochastic dynamic system (9.39). This indeed leads to a
formulation of mi−1k -local generalized method of moments at t
i−1
k .
In the following, we state a result that exhibits the existence of solution of system of non linear
equations. For the sake of easy reference, we shall re-state the Implicit function theorem without
proof.
THEOREM 9.1 Implicit Function Theorem[2] Let F = {F1, F2, ..., Fq} be a vector-valued func-
tion defined on an open set S ∈ Rq+k with values in Rq. Suppose F ∈ C1 on S. Let (u0; v0) be
a point in S for which F(u0; v0) = 0 and for which the q × q determinant of the Jacobian matrix
det [JF(v0)] 6= 0. Then there exists a k− dimensional open set T0 containing v0 and unique vector-
valued function g, defined on T0 and having values in Rq, such that g ∈ C1 on T0, g(v0) = u0, and
F(g(v); v) = 0 for every v ∈ T0.
9.6.1 Illustration:
For each j, l ∈ I(1, n) and each i ∈ I(1,K∗), we consider a special case of (9.12).

dyj =
(
ui−1j − yj
)[
κi−1j,j yj +
n∑
l 6=j
κi−1j,l yl
]
dt+ δi−1j,j
(
ui−1j − yj
)
dWj,j(t)
+
(
ui−1j − yj
) n∑
l 6=j
δi−1j,l yldWj,l(t), yj (Ti−1) = y
i−1
j , t ∈ [Ti−1, Ti),
yij = pi
i
jy
i−1
j
(
T−i , Ti−1, y
i−1) ,
dpj(t) = pj
[
γi−1j,j (yj − pj) + βi−1j +
n∑
l 6=j
γi−1j,l pl(t)
]
dt+ σi−1j,j pjdZj,j(t)
+pj
n∑
l 6=j
σi−1j,l pldZj,l(t), pj(Ti−1) = p
i−1
j , t ∈ [Ti−1, Ti),
pij = θ
i
jp
i−1
j
(
T−i , Ti−1, y
i−1,pi−1
)
.
(9.45)
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Here, κi−1j,l , u
i−1
j , β
i−1
j , γ
i−1
j,l , δ
i−1
j,l , σ
i−1
j,l are the system parameters on the jump subinterval [Ti−1, Ti);
ui−1j , κ
i−1
j,j , γ
i−1
j,j , δ
i−1
j,j and σ
i−1
j,j are positive; and for l 6= j, κi−1j,l , γi−1j,l ∈ R; δi−1j,l , σi−1j,l are
nonnegative. W and Z are independent standard Wiener process on a filtered probability space
(Ω,F , (F)t≥0,P) with the properties described in (9.12). It follows that the interconnected system
of stochastic differential equations (9.45) has 4n2 + 2n parameters, Also,
{κj,l}i−1l 6=j

> 0 if yl is cooperating with yj ,
< 0 if yl is competing with yj ,
= 0 if there is no interaction between yl and yj , j, l ∈ I(1, n),
(9.46)
and likewise,
{γj,l}i−1l 6=j

> 0 if pl is cooperating with pj ,
< 0 if pl is competing with pj ,
= 0 if there is no interaction between pl and pj , j, l ∈ I(1, n).
(9.47)
REMARK 27 For the case K = 0, (9.45) reduce to
dyj = (uj − yj)
[
κj,jyj +
n∑
l 6=j
κj,lyl
]
dt+ δj,j (uj − yj) dWj,j(t)
+ (uj − yj)
n∑
l 6=j
δj,lyldWj,l(t), yj (t0) = yj0, t ∈ [t0, T ],
dpj(t) = pj
[
γj,j (yj − pj) + βj +
n∑
l 6=j
γj,lpl(t)
]
dt+ σj,jpjdZj,j(t)
+pj
n∑
l 6=j
σj,lpldZj,l(t), pj (t0) = pj0, t ∈ [t0, T ],
(9.48)
where for j, l ∈ I(1, n), the parameters κj,l, uj , βj , γj,l, δj,l and σj,l are the system parameters on
the interval [t0, T ]; uj , κj,j , γj,j , δj,j and σj,j are positive; and for l 6= j, κj,l, γj,l ∈ R; δj,l, σj,l are
nonnegative.
For each j ∈ I(1, n), we pick a Lyapunov function V1j(t, yj) = (yj)
q ,
V2j(t, pj) = (pj)
q ,
(9.49)
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in (9.39) for (9.45). Using Itoˆ-differential formula [70], we have
dV1j =
[
q (yj)
q−1
(
ui−1j − yj
)(
κi−1j,j yj +
n∑
l 6=j
κi−1j,l yl
)
+12q(q − 1) (yj)q−2
(
ui−1j − yj
)2((
δi−1j,j
)2
+
n∑
l 6=j
(
δi−1j,l
)2
y2l
)]
dt
+q (yj)
q−1
(
ui−1j − yj
)[
δi−1j,j dWj,j(t) +
n∑
l 6=j
δi−1j,l yldWj,l(t)
]
,
yj (Ti−1) = yi−1j , t ∈ [Ti−1, Ti)
V i1j =
(
piij
)q
yj
(
T−i , Ti−1, y
i−1)q , if t = Ti,
dV2j = (pj)
q
[
q
(
γi−1j (yj − pj) + βi−1j +
n∑
l 6=j
γi−1j,l pl
)
+12q(q − 1)
((
σi−1j,j
)2
+
n∑
l 6=j
(
σi−1j,l
)2
p2l
)]
dt
+q (pj)
q
[
σi−1j,j dZj,j(t) +
n∑
l 6=j
σi−1j,l pldZj,l(t)
]
, pj (Ti−1) = pi−1j , t ∈ [Ti−1, Ti),
V i2j =
(
θij
)q
pj
(
T−i , Ti−1, y
i−1,pi−1
)q
, if t = Ti,
(9.50)
By setting ∆ti−1k = t
i−1
k − ti−1k−1 = ∆t; ∆y(ti−1k ) = y(ti−1k )− y(ti−1k−1) and ∆p(ti−1k ) = p(ti−1k )−
p(ti−1k−1), the combined Euler discretized scheme for (9.50) is
∆ (yj)
q (ti−1k ) =
[
q (yj)
q−1 (ti−1k−1)
(
ui−1j − yj(ti−1k−1)
)(
κi−1j,j yj(t
i−1
k−1) +
n∑
l 6=j
κi−1j,l yl(t
i−1
k−1)
)
+12q(q − 1) (yj)q−2 (ti−1k−1)
(
ui−1j − yj(ti−1k−1)
)2((
δi−1j,j
)2
+
n∑
l 6=j
(
δi−1j,l
)2
y2l (t
i−1
k−1)
)]
∆t
+q (yj)
q−1 (ti−1k−1)
(
ui−1j − yj(ti−1k−1)
) [
δi−1j,j ∆Wj,j(t
i−1
k )
+
n∑
l 6=j
δi−1j,l yl∆Wj,l(t
i−1
k )
]
,
yj (Ti−1) = yi−1j , t
i−1
k ∈ [Ti−1, Ti),(
yij
)q
=
(
piij
)q
yi−1j
(
T−i , Ti−1, y
i−1)q , if t = Ti,
(9.51)
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
∆ (pj)
q (ti−1k ) = (pj)
q (ti−1k−1)
[
q
(
γi−1j,j (yj(t
i−1
k−1)− pj(ti−1k−1)) + βi−1j +
n∑
l 6=j
γi−1j,l pl(t
i−1
k−1)
)
+12q(q − 1)
((
σi−1j,j
)2
+
n∑
l 6=j
(
σi−1j,l
)2
p2l (t
i−1
k−1)
)]
∆t
+q (pj)
q (ti−1k−1)
[
σi−1j,j ∆Zj,j(t
i−1
k ) +
n∑
l 6=j
σi−1j,l pl(t
i−1
k−1)∆Zj,l(t
i−1
k )
]
,
pj (Ti−1) = pi−1j t
i−1
k ∈ [Ti−1, Ti), q ∈ I(1, n+ 1),(
pij
)q
=
(
θij
)q
pi−1j
(
T−i , Ti−1, y
i−1,pi−1
)q
, if t = Ti.
(9.52)
where {y(ti−1k )}0k=−ri−1 , {p(ti−1k )}0k=−ri−1 are given finite sequence of F i−1Ti−1− measurable ran-
dom vectors, and are independent of {∆W (ti−1k )}Ni−1k=0 , {∆Z(ti−1k )}Ni−1k=0 , respectively. We define
∆ (yj)
q (ti−1k ) = (yj)
q (ti−1k )− (yj)q (ti−1k−1) and ∆ (pj)q (ti−1k ) = (pj)q (ti−1k )− (pj)q (ti−1k−1).
Applying conditional expectations to (9.51)-(9.52) with respect to F i−1tk−1 ≡ F i−1k−1, we obtain
E
[
∆ (yj)
q (ti−1k )|F i−1k−1
]
=[
q (yj)
q−1 (ti−1k−1)
(
ui−1j − yj(ti−1k−1)
)(
κi−1j,j yj(t
i−1
k−1) +
n∑
l 6=j
κi−1j,l yl(t
i−1
k−1)
)
+ q(q−1)2∆ti (yj)
q−2 (ti−1k−1)E
[(
∆yj(t
i−1
k )− E[∆yj(ti−1k )|F i−1k−1]
)2 |F i−1k−1]]∆t
for ti−1k ∈ [Ti−1, Ti),
E
[(
yij
)q
(ti−1k )|F i−1k−1
]
=
(
piij
)q
(yj)
q (T−i , Ti−1, yi−1) , if ti−1k = Ti,
(9.53)

E
[
∆ (pj)
q (ti−1k )|F i−1k−1
]
=[
q (pj)
q (ti−1k−1)
(
γi−1j,j (yj(t
i−1
k−1)− pj(ti−1k−1)) + βi−1j +
n∑
l 6=j
γi−1j,l pl(t
i−1
k−1)
)
+ q(q−1)2∆ti p
q−2
j (t
i−1
k−1)E
[(
∆pj(t
i−1
k )− E[∆pj(ti−1k )|F i−1k−1]
)2 |F i−1k−1]]∆t,
for ti−1k ∈ [Ti−1, Ti),
E
[(
pij
)q |Fi−1] = (θij)q (pj)q (T−i , Ti−1, yi−1,pi−1) , if ti−1k = Ti, q ∈ I(1, n+ 1),
(9.54)
E
[(
∆ (yj)
q (ti−1k )− E[∆ (yj)q (ti−1k )|F i−1k−1]
)×(
∆ (yl)
q (ti−1k )− E[∆ (yl)q (ti−1k )|F i−1k−1]
) |F i−1k−1] =
q2 (yjyl)
q−1 (ti−1k−1)
(
ui−1j − yj(ti−1k−1)
) (
ui−1l − yl(ti−1k−1)
) [
δi−1j,j δ
i−1
l,j yj(t
i−1
k−1)
+δi−1l,l δ
i−1
j,l yl(t
i−1
k−1) +
n∑
r=1,j,l 6=r
δi−1j,r δ
i−1
l,r y
2
r (t
i−1
k−1)
]
∆t,
ti−1k ∈ [Ti−1 − τi−1, Ti),
(9.55)
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
E
[(
∆ (pj)
q (ti−1k )− E[∆ (pj)q (ti−1k )|F i−1k−1]
)×(
∆ (pl)
q (ti−1k )− E[∆ (pl)q (ti−1k )|F i−1k−1]
) |F i−1k−1] =
q2 (pjpl)
q (ti−1k−1)
[
2σi−1j,j σ
i−1
l,j yj(t
i−1
k−1) +
n∑
r=1,j,l 6=r
σi−1j,r σ
i−1
l,r y
2
r (t
i−1
k−1)
]
,
j 6= l, q ∈ I(1, 2n)
(9.56)
where F i−1k−1 is the filtration up to time ti−1k−1. From (9.53)-(9.56), (9.51) reduces to

∆ (yj)
q (ti−1k ) = E
[
∆ (yj)
q (ti−1k )|F i−1k−1
]
+q (yj)
q−1 (ti−1k−1)
(
ui−1j − yj(ti−1k−1)
) [
δj,j
i−1∆Wj,j(ti−1k )
+
n∑
l 6=j
δj,l
i−1yl∆Wj,l(ti−1k )
]
, yj (Ti−1) = yi−1j , t
i−1
k ∈ [Ti−1, Ti),(
yij
)q
=
(
piij
)q
(yj)
q (T−i , Ti−1, yi−1) , if ti−1k = Ti
∆ (pj)
q (ti−1k ) = E
[
∆ (pj)
q (ti−1k )|F i−1k−1
]
+q (pj)
q (ti−1k−1)
[
σi−1j,j ∆Zj,j(t
i−1
k ) +
n∑
l 6=j
σi−1j,l pl(t
i−1
k−1)∆Zj,l(t
i−1
k )
]
,
pj (Ti−1) = pi−1j , t
i−1
k ∈ [Ti−1, Ti), q ∈ I(1, n+ 1), j ∈ I(1, n),(
pij
)q
=
(
θij
)q
(pj)
q (T−i , Ti−1, yi−1,pi−1) , if ti−1k = Ti
(9.57)
(9.57) provides the basis for the development of the concept of lagged adaptive expectation pro-
cess [88] with respect to continuous time stochastic dynamic systems (9.45) and (9.50).
For k ∈ I(0, Ni−1), applying the lagged adaptive expectation process [88], from Definitions
9.5.1 − 9.5.3, and using (9.53)-(9.57), we formulate a local observation/measurement process at
ti−1k as a algebraic functions of m
i−1
k -local functions of restriction of the finite sample sequence
{y(ti−1l )}Ni−1l=−ri−1 and {p(ti−1l )}
Ni−1
l=−ri−1 to subpartition P
i−1
k in Definition 9.5.2 :
137
k−1∑
ι=k−mi−1k
E
[
∆ (yj)
q (ti−1ι )|F i−1ι−1
]
=

k−1∑
ι=k−mi−1k
[
q (yj)
q−1 (ti−1ι−1)
(
ui−1j − yj(ti−1ι−1)
)
×(
κi−1j,j yj(t
i−1
ι−1) +
n∑
l 6=j
κi−1j,l yl(t
i−1
ι−1)
)
+ q(q−1)2∆t (yj)
q−2 (ti−1ι−1)s
j,j
mi−1k ,k,∆yj
]
∆t,
k−1∑
ι=k−mi−1k
E
[
∆ (pj)
q (ti−1ι )|F i−1ι−1
]
=

k−1∑
ι=k−mi−1k
[
q (pj)
q (ti−1ι−1)
(
γi−1j,j (yj(t
i−1
ι−1)− pj(ti−1ι−1))
+βi−1j +
n∑
l 6=j
γj,lpl(t
i−1
ι−1)
)
+ q(q−1)2∆t p
q−2
j (t
i−1
ι−1)s
j,j
mi−1k ,k,∆pj
]
∆t, q ∈ I(1, n+ 1),
(9.58)
and
sˆj,l
mi−1k ,k
(∆ (y)q) = 1
mi−1k
k−1∑
ι=k−mi−1k
q2 (yjyl)
q−1 (ti−1ι−1)
(
ui−1j − yj(ti−1ι−1)
) (
ui−1l − yl(ti−1ι−1)
)×δi−1j,j δi−1l,j yj(ti−1ι−1) + δi−1l,l δi−1j,l yl(ti−1k−1) + n∑
r=1
j 6=l 6=r
δi−1j,r δ
i−1
l,r y
2
r (t
i−1
ι−1)
 ,
sˆj,l
mi−1k ,k
(∆ (p)q) = 1
mi−1k
k−1∑
ι=k−mi−1k
q2 (pjpl)
q (ti−1ι−1)
[
σi−1j,j σ
i−1
l,j pj(t
i−1
ι−1) + σ
i−1
l,l σ
i−1
j,l pl(t
i−1
ι−1)
+
n∑
r=1
j 6=l 6=r
σi−1j,r σ
i−1
l,r p
2
r(t
i−1
ι−1)
 , j 6= l, q ∈ I(1, 2n).
(9.59)
For each i ∈ I(1,K∗) and each j 6= r ∈ I(1, n), we define
F1q
(
ui−1j ,
{
κi−1j,r
}n
r=1
)
≡ F1q
(
E
[
∆
(
yqj
)
(ti−1ι )|F i−1ι−1
]
;ui−1j ,
{
κi−1j,r
}n
r=1
)
,
F2q
({
δi−1j,r , δ
i−1
l,r
}n
r=1
)
≡ F2q
(
E
[
∆
(
yqj
)
(ti−1ι )|F i−1ι−1
]
,E
[
∆ (yql ) (t
i−1
ι )|F i−1ι−1
]
;
{
δi−1j,r , δ
i−1
l,r
}n
r=1
)
,
G1q
(
βi−1j ,
{
γi−1j,r
}n
r=1
)
≡ G1q
(
E
[
∆
(
pqj
)
(ti−1ι )|F i−1ι−1
]
;βi−1j ,
{
γi−1j,r
}n
r=1
)
G2q
({
σi−1j,r , σ
i−1
l,r
}n
r=1
)
≡ G2q
(
E
[
∆
(
pqj
)
(ti−1ι )|F i−1ι−1
]
,E
[
∆ (pql ) (t
i−1
ι )|F i−1ι−1
]
;
{
σj,r, σ
i−1
l,r
}n
r=1
)
,
by
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F1q
(
ui−1j ,
{
κi−1j,r
}n
r=1
)
= 1
mi−1k
k−1∑
ι=k−mi−1k
{[
q (yj)
q−1 (ti−1ι−1)
(
ui−1j − yj(ti−1ι−1)
)
×(
n∑
r=1
κj,ryr(t
i−1
ι−1)
)
+ q(q−1)2∆t (yj)
q−2 (ti−1ι−1)sˆ
j,j
mi−1k ,k
(∆yj)
]
∆t
}
− 1
mi−1k
k−1∑
ι=k−mi−1k
E
[
∆ (yj)
q (ti−1ι )|F i−1ι−1
]
, q ∈ I(1, n+ 1),
F2q
({
δi−1j,r , δ
i−1
l,r
}n
r=1
)
= 1
mi−1k
k−1∑
ι=k−mi−1k
q2 (yjyl)
q−1 (ti−1ι−1)
(
ui−1j − yj(ti−1ι−1)
)
×
(
ui−1l − yl(ti−1ι−1)
) [
δi−1j,j δ
i−1
l,j yj(t
i−1
ι−1) + δ
i−1
l,l δ
i−1
j,l yl(t
i−1
ι−1)
+
n∑
r=1
j 6=l 6=r
δi−1j,r δ
i−1
l,r y
2
r (t
i−1
ι−1)
− sˆj,l
mi−1k ,k,
(∆ (y)q),
j 6= l ∈ I(1, n), q ∈ I(1, 2n)
G1q
(
βi−1j ,
{
γi−1j,r
}n
r=1
)
= 1
mi−1k
k−1∑
ι=k−mi−1k
{[
q (pj)
q (ti−1ι−1)
(
γi−1j,j (yj(t
i−1
ι−1)− pj(ti−1ι−1))
+βi−1j +
n∑
r 6=j
γi−1j,r pr(t
i−1
ι−1)
)
+ q(q−1)2∆t p
q−2
j (t
i−1
ι−1)sˆ
j,j
mi−1k ,k
(∆pj)
]
∆t
}
− 1
mi−1k
k−1∑
ι=k−mi−1k
E
[
∆ (pj)
q (ti−1ι )|F i−1ι−1
]
, q ∈ I(1, n+ 1),
G2q
({
σi−1j,r , σ
i−1
l,r
}n
r=1
)
= 1
mi−1k
k−1∑
ι=k−mi−1k
q2 (pjpl)
q (ti−1ι−1)
[
σi−1j,j σ
i−1
l,j pj(t
i−1
ι−1)
+σi−1l,l σ
i−1
j,l pl(t
i−1
ι−1) +
n∑
r=1
j 6=l 6=r
σi−1j,r σ
i−1
l,r p
2
r (t
i−1
ι−1)

−sˆj,l
mi−1k ,k,∆(p)
q , j 6= l ∈ I(1, n), q ∈ I(1, 2n).
(9.60)
For every j ∈ I(1, n), we have
F1q
(
ui−1j ,
{
κi−1j,r
}n
r=1
)
= 0, q ∈ I(1, n+ 1),
F2q
({
δi−1j,r , δ
i−1
l,r
}n
r=1
)
= 0, q ∈ I(1, 2n),
G1q
(
βi−1j ,
{
γi−1j,r
}n
r=1
)
= 0, q ∈ I(1, n+ 1),
F2q
({
δi−1j,r , δ
i−1
l,r
}n
r=1
)
= 0, q ∈ I(1, 2n).
(9.61)
Let us define F1 = {F1q}q∈I(1,n+1), F2 = {F2q}q∈I(1,2n), G1 = {G1q}q∈I(1,n+1), and G2 =
{G2q}q∈I(1,2n).
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Thus, provided that the determinant of each of the Jacobian matrices JF1
(
ui−1j ,
{
κi−1j,r
}n
r=1
)
,
JF2
(
ui−1j ,
{
δi−1j,l
}
l∈I(1,n)
)
, JG1
(
βi−1j ,
{
γi−1j,r
}n
r=1
)
and JG2
({
σi−1j,r , σ
i−1
l,r
}n
r=1
)
are not zero,
by the application of Theorem 9.1 (Implicit Function Theorem), we conclude that for every non-
constant mi−1k -local sequence {yj(ti−1l )}k−1l=k−mi−1k and {pj(t
i−1
l )}k−1l=k−mi−1k , there exist a unique
solution (uˆi−1j (m
i−1
k , t
i−1
k ), βˆ
i−1
j (m
i−1
k , t
i−1
k ), {κˆi−1j,r }nr=1(mi−1k , ti−1k ), {γˆi−1j,r }nr=1(mi−1k , ti−1k ),
{δˆi−1j,r }nr=1(mi−1k , ti−1k ), {σˆi−1j,r }nr=1(mi−1k , ti−1k )) of system of algebraic equations (9.63) as a point
estimates of ui−1j , {κi−1j,r }nr=1, {γi−1j,r }nr=1, {δi−1j,r }nr=1, {σi−1j,r }nr=1, j ∈ I(1, n), respectively. In the
next section, illustrating this approach using energy commodities natural gas, crude oil and coal
[26, 27, 28], we show conditions in which the determinant of the Jacobian matrix is not zero.
9.6.2 Illustration: Application to Energy Commodity
In this subsection, we present an illustration regarding the natural gas, crude oil and coal [26, 27, 28].
Here, j ∈ I(1, 3) and i ∈ I(1,K∗). Moreover, (9.45) reduces to

dyj =
(
ui−1j − yj
)[
κi−1j,j yj +
3∑
l 6=j
κi−1j,l yl
]
dt+ δi−1j,j
(
ui−1j − yj
)
dWj,j(t)
+
(
ui−1j − yj
) 3∑
l 6=j
δi−1j,l yldWj,l(t), yj (Ti−1) = y
i−1
j , t ∈ [Ti−1, Ti),
yij = pi
i
jyj
(
T−i , Ti−1, y
i−1) ,
dpj(t) = pj
[
γi−1j,j (yj − pj) + βi−1j +
3∑
l 6=j
γi−1j,l pl(t)
]
dt+ σi−1j,j pjdZj,j(t)
+pj
3∑
l 6=j
σi−1j,l pldZj,l(t), pj(Ti−1) = p
i−1
j , t ∈ [Ti−1, Ti),
pij = θ
i
jpj
(
T−i , Ti−1, y
i−1,pi−1
)
.
(9.62)
For each j ∈ I(1, 3), following the argument used in Illustration 9.6.1, we have
F1q
(
ui−1j ,
{
κi−1j,r
}3
r=1
)
=
1
mi−1k
k−1∑
ι=k−mi−1k
{[
q (yj)
q−1 (ti−1ι−1)
(
ui−1j − yj(ti−1ι−1)
)
×
(
3∑
r=1
κj,ryr(t
i−1
ι−1)
)
+
q(q − 1)
2∆t
(yj)
q−2 (ti−1ι−1)sˆ
j,j
mi−1k ,k
(∆yj)
]
∆t
}
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− 1
mi−1k
k−1∑
ι=k−mi−1k
E
[
∆ (yj)
q (ti−1ι )|F i−1ι−1
]
, q ∈ I(1, 4),
F2q
({
δi−1j,r , δ
i−1
l,r
}3
r=1
)
=
1
mi−1k
k−1∑
ι=k−mi−1k
q2 (yjyl)
q−1 (ti−1ι−1)
(
ui−1j − yj(ti−1ι−1)
)
×
(
ui−1l − yl(ti−1ι−1)
) [
δi−1j,j δ
i−1
l,j yj(t
i−1
ι−1) + δ
i−1
l,l δ
i−1
j,l yl(t
i−1
ι−1)
+
3∑
r=1
j 6=l 6=r
δi−1j,r δ
i−1
l,r y
2
r (t
i−1
ι−1)
− sˆj,l
mi−1k ,k,
(∆ (y)q),
j 6= l ∈ I(1, 3), q ∈ I(1, 6)
G1q
(
βi−1j ,
{
γi−1j,r
}3
r=1
)
=
1
mi−1k
k−1∑
ι=k−mi−1k
{[
q (pj)
q (ti−1ι−1)
(
γi−1j,j (yj(t
i−1
ι−1)− pj(ti−1ι−1))
+βi−1j +
3∑
r 6=j
γi−1j,r pr(t
i−1
ι−1)

+
q(q − 1)
2∆t
pq−2j (t
i−1
ι−1)sˆ
j,j
mi−1k ,k
(∆pj)
]
∆t
}
− 1
mi−1k
k−1∑
ι=k−mi−1k
E
[
∆ (pj)
q (ti−1ι )|F i−1ι−1
]
, q ∈ I(1, 4),
G2q
({
σi−1j,r , σ
i−1
l,r
}3
r=1
)
=
1
mi−1k
k−1∑
ι=k−mi−1k
q2 (pjpl)
q (ti−1ι−1)
[
σi−1j,j σ
i−1
l,j pj(t
i−1
ι−1)
+σi−1l,l σ
i−1
j,l pl(t
i−1
ι−1) +
3∑
r=1
j 6=l 6=r
σi−1j,r σ
i−1
l,r p
2
r (t
i−1
ι−1)

−sˆj,l
mi−1k ,k,∆(p)
q , j 6= l ∈ I(1, 3), q ∈ I(1, 6).
and for j 6= l ∈ I(1, 3), we have
F1q
(
ui−1j ,
{
κi−1j,r
}3
r=1
)
= 0, q ∈ I(1, 4),
F2q
({
δi−1j,r , δ
i−1
l,r
}3
r=1
)
= 0, q ∈ I(1, 6),
G1q
(
βi−1j ,
{
γi−1j,r
}3
r=1
)
= 0, q ∈ I(1, 4),
F2q
({
δi−1j,r , δ
i−1
l,r
}3
r=1
)
= 0, q ∈ I(1, 6).
(9.63)
We also F1 = {F1q}q∈I(1,4), F2 = {F2q}q∈I(1,3), G1 = {G1q}q∈I(1,4), and G2 = {G2q}q∈I(1,3).
Thus, for each j ∈ I(1, 3), the determinant of the Jacobian matrix JF1
(
ui−1j ,
{
κi−1j,r
}n
r=1
)
is given
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by 1
(mi−1k )
4det
 k−1∑
ι=k−mi−1k
Jι
, where Jι is define by Jι =

n∑
r=1
κj,ryr(t
i−1
ι−1) (uj − yj(ti−1ι−1))y1(ti−1ι−1) (uj − yj(ti−1ι−1))y2(ti−1ι−1) (uj − yj(ti−1ι−1))y3(ti−1ι−1)
2
n∑
r=1
κj,ryr(t
i−1
ι−1)yj(t
i−1
ι−1) 2(uj − yj(ti−1ι−1))yj(ti−1ι−1)y1(ti−1ι−1) 2(uj − yj(ti−1ι−1))yj(ti−1ι−1)y2(ti−1ι−1) 2(uj − yj(ti−1ι−1))yj(ti−1ι−1)y3(ti−1ι−1)
3
n∑
r=1
κj,ryr(t
i−1
ι−1)y
2
j (t
i−1
ι−1) 3(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y1(ti−1ι−1) 3(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y2(ti−1ι−1) 3(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y3(ti−1ι−1)
4
n∑
r=1
κj,ryr(t
i−1
ι−1)y
3
j (t
i−1
ι−1) 4(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y1(ti−1ι−1) 4(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y2(ti−1ι−1) 4(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y3(ti−1ι−1)

and det
 k−1∑
ι=k−mi−1k
Jι

=
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
y3j (t
i−1
ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y1(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y3(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y2(ti−1ι−1)
−
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y3(ti−1ι−1)

+
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
y3j (t
i−1
ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y1(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y3(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y1(ti−1ι−1)
−
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y1(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3(ti−1ι−1)

+
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
y3j (t
i−1
ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y1(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y1(ti−1ι−1)
−
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y1(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y2(ti−1ι−1)

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+k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
y2j (t
i−1
ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y1(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y3(ti−1ι−1)
−
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y2(ti−1ι−1)

+
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y2(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y1(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3(ti−1ι−1)
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
yj(t
i−1
ι−1)
−
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y3(ti−1ι−1)

+
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y3(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y1(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y2(ti−1ι−1)
−
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2(ti−1ι−1)
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
yj(t
i−1
ι−1)

+
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
y2j (t
i−1
ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y2(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y1(ti−1ι−1)
−
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y1(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y3(ti−1ι−1)

143
+k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y1(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y2(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y3(ti−1ι−1)
−
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3(ti−1ι−1)
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
yj(t
i−1
ι−1)

+
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y3(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y2(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y1(ti−1ι−1)
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
yj(t
i−1
ι−1)
−
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y1(ti−1ι−1)

+
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
y2j (t
i−1
ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y3(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y1(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y2(ti−1ι−1)
−
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y1(ti−1ι−1)

+
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y1(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y3(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2(ti−1ι−1)
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
yj(t
i−1
ι−1)
−
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y2(ti−1ι−1)

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+k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y2j (ti−1ι−1)y2(ti−1ι−1)
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y3j (ti−1ι−1)y3(ti−1ι−1)×
 k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))yj(ti−1ι−1)y1(ti−1ι−1)
−
k−1∑
ι=k−mi−1k
(uj − yj(ti−1ι−1))y1(ti−1ι−1)
k−1∑
ι=k−mi−1k
[
n∑
r=1
κj,ryr(t
i−1
ι−1)
]
yj(t
i−1
ι−1)
 .
For j 6= l, the determinant of the Jacobians JF2
({
δi−1j,r , δ
i−1
r,r
}3
r=1
)
, JG1
(
βi−1j ,
{
γi−1j,r
}3
r=1
)
and JG2
({
σi−1j,r , σ
i−1
r,r
}3
r=1
)
can be derived in a similar way. For each j ∈ I(1, 3), it follows that
the determinant of JF1
(
ui−1j ,
{
κi−1j,r
}3
r=1
)
is not zero provided that all parameters {κj,r}3r=1 are
not zero or provided the sequence
{
yi−1j
(
ti−1r
)}k−1
r=k−mi−1k −1
is neither zero nor constant. To show
this, suppose that the determinant of JF1
(
ui−1j ,
{
κi−1j,r
}3
r=1
)
is zero. This is equivalent to either
one of the following;
• The rows of the matrix are dependent vectors in R4,
• The columns of the matrix are dependent vectors in R4.
• Either one of the rows or columns of the matrix is a zero vector.
This is equivalent to saying either all parameters {κj,r}3r=1 are zero, or the sequence{
yi−1j
(
ti−1r
)}k−1
r=k−mi−1k −1
is zero or a constant.
Likewise, determinants of the Jacobians JF2
(
ui−1j ,
{
δi−1j,r , δ
i−1
r,r
}3
r=1
)
,
JG1
(
βi−1j ,
{
γi−1j,r
}3
r=1
)
and JG2
({
σi−1j,r , σr,r
}3
r=1
)
are non-zero if
{δj,r, δr,r}3r=1, {γj,r}3r=1 and {σj,r, σr,r}3r=1 are not zero or provided the sequence{
yi−1j
(
ti−1r
)}k−1
r=k−mi−1k −1
,
{
yi−1r
(
ti−1r
)}k−1
r=k−mi−1k −1
,
{
pi−1j
(
ti−1r
)}k−1
r=k−mi−1k −1
and{
pi−1r
(
ti−1r
)}k−1
r=k−mi−1k −1
are neither zero nor constant for j 6= l ∈ I(1, 3).
REMARK 28 If the sample
{
yi−1j
(
ti−1r
)}k−1
r=k−mi−1k −1
is a constant sequence, it follows from (9.51)
(q=1) and the fact that ∆
(
yi−1j (t
i−1
k )
)
= 0 and sj,j
mi−1k ,k
(∆yj) = 0, that ui−1j (m
i−1
k , t
i−1
k ) →
1
mi−1k
k−1∑
r=k−mi−1k
yi−1j (t
i−1
r ). It also follows from (9.58) that {κi−1j,r }3r=1(mi−1k , ti−1k )→ 0.
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Chapter 10
Computational and Simulation Algorithms
10.1 Introduction
In this chapter, we outline computational, data organizational and simulation schemes. We intro-
duce the ideas of iterative data process and data simulation time schedules in relation with the real
time data observation/collection schedule. For the computational estimation of continuous time
stochastic dynamic system state and parameters, it is essential to identify an admissible set of local
conditional sample average and sample covariance parameters, namely, the size of local conditional
sample in the context of a partition of time interval [Ti−1 − τi−1, Ti]. Moreover, the discrete time
dynamic model of conditional sample mean and sample covariance statistic processes in Section
9.5 and the theoretical parameter estimation scheme in Section 9.6 motivates to outline a computa-
tional scheme in a systematic and coherent manner. A brief conceptual computational scheme and
simulation process summary is described below:
10.2 Coordination of Data Observation, Iterative Process, and Simulation Schedules:
Without loss of generality, we assume that the real data observation/collection partition schedules
Pi−1, i ∈ I(1,K∗) are defined in (9.29). Now, we present definitions of iterative process and
simulation time schedule.
DEFINITION 10.2.1 The iterative process time schedule in relation with the real data collection
schedule is defined by{
IPi−1 = {F−ri−1ti−1k : for ti−1k ∈ Pi−1}, for i ∈ I(1,K∗), k ∈ I(−ri−1, Ni−1),
(10.1)
where F−ri−1ti−1k = t
i−1
k−ri−1 is a forward shift operator [11].
The simulation time is based on the order di−1 of the time series model ofmi−1k -local conditional
sample mean and covariance processes in Lemma 9.3.
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REMARK 29 For the case where K = 0, we have IPi−1 = IP, where Pi−1 = P is defined in
(9.28). This is the iterative time schedule in the absence of jumps.
DEFINITION 10.2.2 The simulation process time schedule in relation with the real data observation
schedule is defined by
SPi−1 =
 {F ri−1t
i−1
k : for t
i−1
k ∈ Pi−1}, if di−1 ≤ ri−1
{F pi−1ti−1k : for ti−1k ∈ Pi−1}, if di−1 > ri−1, k ∈ I(−ri−1, Ni−1).
(10.2)
REMARK 30 For each i ∈ I(1,K∗), the initial times of iterative and simulation processes are equal
to the real data times ti−1ri−1 and t
i−1
di−1 , whenever di−1 ≤ ri−1 and di−1 > ri−1, respectively. The
iterative process and simulation process times with jump are ti−1k+ri−1 and t
i−1
k+di−1 , i ∈ I(1,K∗),
respectively.
10.3 Conceptual Computational Parameter Estimation Scheme
For the conceptual computational dynamic system parameter estimation, we need to introduce a few
concepts of local admissible sample/data observation size mi−1k -local admissible conditional finite
sequence at ti−1k ∈ SPi−1, local finite sequence of parameter estimates at ti−1k .
DEFINITION 10.3.1 For each i ∈ I(1,K∗), and ti−1k ∈ I(Ti−1 − τi−1, Ti), we define local admis-
sible sample/data observation size mi−1k at t
i−1
k as m
i−1
k ∈ OSi−1k , where
OSi−1k =
 I(2, ri−1 + Si−1 + k − 1), if di−1 ≤ ri−1,I(2, di−1 + Si−1 + k − 1), if di−1 > ri−1, k ∈ I(0, Ni−1) (10.3)
Moreover, OSi−1k is referred as the local admissible set of lagged sample/data observation size at
ti−1k .
REMARK 31 We note that if K = 0, Si−1 = 0, the point ti−1k = tk ∈ [t0, T ]. Thus, (10.3) reduces
to
OSi−1k =
 I(2, r + k − 1), if d ≤ r,I(2, d+ k − 1), if d > r, k ∈ I(0, N)
DEFINITION 10.3.2 For each i ∈ I(1,K∗),mi−1k ∈ OSi−1k in Definition 10.3.1 and k ∈ I(0, Ni−1),
a mi−1k -local admissible lagged-adapted finite restriction sequence of conditional sample/data ob-
servation at time ti−1k to subpartition P
i−1
k of P
i−1 in Definition 9.5.2 is defined by
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(
{E[yi−1(ti−1l )|F i−1l−1 ]}k−1l=k−mi−1k , {E[p
i−1(ti−1l )|F i−1l−1 ]}k−1l=k−mi−1k
)
. Moreover, a mi−1k - class of
admissible lagged-adapted finite sequences of conditional sample/data observation of size mi−1k
at ti−1k is defined by
ASi−1k =

{{
E[yi−1(ti−1l )|F i−1l−1 ]
}k−1
l=k−mi−1k
}
mi−1k ∈OSi−1k
,{{
E[pi−1(ti−1l )|F i−1l−1 ]
}k−1
l=k−mi−1k
}
mi−1k ∈OSi−1k
.
(10.4)
In the case of energy commodity model, for each i ∈ I(1,K∗), mi−1k ∈ OSi−1k , we find corre-
sponding mi−1k - local admissible adapted finite sequence of conditional sample/data observation at
ti−1k ,
(
{E[yi−1(ti−1l )|F i−1l−1 ]}k−1l=k−mi−1k , {E[p
i−1(ti−1l )|F i−1l−1 ]}k−1l=k−mi−1k
)
. For i ∈ I(1,K∗), using
this sequence and solutions of (9.63), we compute u
i−1
j (mk, t
i−1
k ), β
i−1
j (m
i−1
k , t
i−1
k ), κ
i−1
j,l (m
i−1
k , t
i−1
k ), γ
i−1
j,l (m
i−1
k , t
i−1
k ), δ
i−1
j,l (m
i−1
k , t
i−1
k ),
σi−1j,l (m
i−1
k , t
i−1
k ), k ∈ [0, Ni−1], for j, l ∈ I(1, n).
This leads to a local finite sequence of parameter estimates at ti−1k defined on OS
i−1
k as follows:
{
uˆi−1j (m
i−1
k , t
i−1
k ), βˆ
i−1
j (m
i−1
k , t
i−1
k ), κˆ
i−1
j,l (m
i−1
k , t
i−1
k ), γˆ
i−1
j,l (m
i−1
k , t
i−1
k ), δˆ
i−1
j,l (m
i−1
k , t
i−1
k ),
σˆi−1j,l (m
i−1
k , t
i−1
k )
}
mi−1k ∈OSi−1k
.
The above defined collection is denoted by
(Uk,Bk,Kk,γk,δk,σk) =

{
uˆi−1j (m
i−1
k , t
i−1
k ), βˆ
i−1
j (m
i−1
k , t
i−1
k ), κˆ
i−1
j,l (m
i−1
k , t
i−1
k ),
γˆi−1j,l (m
i−1
k , t
i−1
k )δˆ
i−1
j,l (m
i−1
k , t
i−1
k ), σˆ
i−1
j,l (m
i−1
k , t
i−1
k )
}
mi−1k ∈OSi−1k
,
for j ∈ I(1, n), i ∈ I(1,K∗).
10.4 Conceptual Computation of State Simulation Scheme
For the development of a conceptual computational scheme, we need to employ the method of
induction. The presented simulation scheme is based on the idea of lagged adaptive expectation
process [88]. For j, l ∈ I(1, n), an autocorrelation function (ACF) analysis [14, 11] performed on(
sj,j
mi−1k ,k
(y), sj,j
mi−1k ,k
(p)
)
suggests that the interconnected discrete time dynamic model of local
conditional sample mean and sample variance statistics in Lemma 9.3 is of order di−1 = 2. In view
of this, we need to identify the initial data. We begin with a given initial data
(
yi−1 (Ti−1) ,pi−1 (Ti−1)
)
,(
{Σmi−10 ,ti−10 (y)}mi−10 ∈OSi−10 , {Σmi−10 ,ti−10 (p)}mi−10 ∈OSi−10
)
,
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(
{Σmi−1−1 ,ti−1−1 (y)}mi−1−1 ∈OSi−1−1 , {Σmi−1−1 ,ti−1−1 (p)}mi−1−1 ∈OSi−1−1
)
,(
{S¯mi−1−1 ,ti−1−1 (y)}mi−1−1 ∈OSi−1−1 , {S¯mi−1−1 ,ti−1−1 (p)}mi−1−1 ∈OSi−1−1
)
. Let
(
ys(mi−1k , t
i−1
k ),p
s(mi−1k , t
i−1
k )
)
be a simulated value of
(
E[yi−1(ti−1k )|F i−1k−1],E[pi−1(ti−1k )|F i−1k−1]
)
at time ti−1k corresponding to an
admissible sequence {E[yi−1(ti−1l )|F i−1l−1 ],E[pi−1(ti−1l )|F i−1l−1 ]}k−1l=k−mk ∈ AS
i−1
k . For q = 1, and
j ∈ I(1, n), the simulated value(
ysj (m
i−1
k , t
i−1
k ) ≡ yi−1,sj (mi−1k , ti−1k ), psj(mi−1k , ti−1k ) ≡ pi−1,sj (mi−1k , ti−1k )
)
is generated from the
discretized Euler scheme (9.51)-(9.52) as follows:

ysj (m
i−1
k , t
i−1
k ) = y
s
j (m
i−1
k−1, t
i−1
k−1) +
(
ui−1j (m
i−1
k−1, t
i−1
k−1)− ysj (mi−1k−1, ti−1k−1)
)
×[
n∑
l=1
κi−1j,l (m
i−1
k−1, t
i−1
k−1)y
s
l (m
i−1
k−1, t
i−1
k−1)
]
∆t+
(
ui−1j (m
i−1
k−1, t
i−1
k−1)
−ysj (mi−1k−1, ti−1k−1)
) [
δi−1j,j (m
i−1
k−1, t
i−1
k−1)∆Wj,j(m
i−1
k , t
i−1
k )
+
n∑
l 6=j
δi−1j,l (m
i−1
k−1, t
i−1
k−1)y
s
l (m
i−1
k−1, t
i−1
k−1)∆Wj,l(m
i−1
k , t
i−1
k )
]
,
ti−1k ∈ [Ti−1, Ti),
yi,sj (T
−
i ) = pi
i
jy
i−1,s
j
(
T−i , Ti−1, y
i−1,s) ,
psj(m
i−1
k , t
i−1
k ) = p
s
j(m
i−1
k−1, t
i−1
k−1)
(
1 +
[
γi−1j,j (m
i−1
k−1, t
i−1
k−1)
(
ysj (m
i−1
k−1, t
i−1
k−1)
−psj(mi−1k−1, ti−1k−1)
)
+βi−1j (m
i−1
k−1, t
i−1
k−1) +
n∑
l 6=j
γi−1j,l (m
i−1
k−1, t
i−1
k−1)p
s
l (m
i−1
k−1, t
i−1
k−1)
]
∆t
)
+σi−1j,j (m
i−1
k−1, t
i−1
k−1)p
s
j(m
i−1
k−1, t
i−1
k−1)∆Zj,j(m
i−1
k , t
i−1
k )
+psj(m
i−1
k−1, t
i−1
k−1)
n∑
l 6=j
σi−1j,l (m
i−1
k−1, t
i−1
k−1)p
s
l (m
i−1
k−1, t
i−1
k−1)∆Zj,l(m
i−1
k , t
i−1
k ),
ti−1k ∈ [Ti−1, Ti),
pi,sj (T
−
i ) = θ
i
jp
i−1,s
j
(
T−i , Ti−1, y
i−1,s,pi−1,s
)
.
(10.5)
To find the simulated value yi,sj (Ti) and p
i,s
j (Ti), we need to estimate pˆi
i
j and θˆ
i
j by first simulating
lim
t→T−i
yi−1j
(
t, Ti−1, yi−1,s
) ≡ ysj (mi−1Ni−1 , ti−1Ni−1)
and
lim
t→T−i
pi−1j
(
t, Ti−1, yi−1,s,pi−1,s
) ≡ psj(mi−1Ni−1 , ti−1Ni−1)
as follows:
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ysj (m
i−1
Ni−1 , t
i−1
Ni−1) = y
s
j (m
i−1
Ni−1−1, t
i−1
Ni−1−1)
+
(
ui−1j (m
i−1
Ni−1−1, t
i−1
Ni−1−1)− ysj (mi−1Ni−1−1, ti−1Ni−1−1)
)
×[
n∑
l=1
κi−1j,l (m
i−1
Ni−1−1, t
i−1
Ni−1−1)y
s
l (m
i−1
Ni−1−1, t
i−1
Ni−1−1)∆t
+ δi−1j,j (m
i−1
Ni−1−1, t
i−1
Ni−1−1)∆Wj,j(m
i−1
Ni−1 , t
i−1
Ni−1)
+
n∑
l 6=j
δi−1j,l (m
i−1
Ni−1−1, t
i−1
Ni−1−1)y
s
l (m
i−1
Ni−1−1, t
i−1
Ni−1−1)∆Wj,l(m
i−1
Ni−1 , t
i−1
Ni−1)
 ,
psj(m
i−1
Ni−1 , t
i−1
Ni−1) = (p
s
j(m
i−1
Ni−1−1, t
i−1
Ni−1−1)
+ psj(m
i−1
Ni−1−1, t
i−1
Ni−1−1)
[
γi−1j,j (m
i−1
Ni−1−1, t
i−1
Ni−1−1)
(
ysj (m
i−1
Ni−1−1, t
i−1
Ni−1−1)
− psj(mi−1Ni−1−1, ti−1Ni−1−1)
)
+ βi−1j (m
i−1
Ni−1−1, t
i−1
Ni−1−1)
+
n∑
l 6=j
γi−1j,l (m
i−1
Ni−1−1, t
i−1
Ni−1−1)p
s
l (m
i−1
Ni−1−1, t
i−1
Ni−1−1)
∆t
+ psj(m
i−1
Ni−1−1, t
i−1
Ni−1−1)
[
σi−1j,j (m
i−1
Ni−1−1, t
i−1
Ni−1−1)∆Zj,j(m
i−1
Ni−1 , t
i−1
Ni−1)
+
n∑
l 6=j
σi−1j,l (m
i−1
Ni−1−1, t
i−1
Ni−1−1)p
s
l (m
i−1
Ni−1−1, t
i−1
Ni−1−1)∆Zj,l(m
i−1
Ni−1 , t
i−1
Ni−1)

From this, we calculate pˆiij and θˆ
i
j as:
pˆiij =
E[yi−1j (Ti)|F i−1Ti−1]
ysj (m
i−1
Ni−1 ,t
i−1
Ni−1 )
θˆij =
E[pi−1j (Ti)|F i−1Ti−1]
psj(m
i−1
Ni−1 ,t
i−1
Ni−1 )
.
(10.6)
Thus, yi,sj (Ti) = pˆi
i
jy
i−1,s
j
(
T−i , Ti−1, y
i−1,s) and pi,sj (Ti) = θˆijpi−1,sj (T−i , Ti−1, yi−1,s,pi−1,s).
Let ({ys(mi−1k , ti−1k )}mi−1k ∈OSi−1k , {p
s(mi−1k , t
i−1
k )}mi−1k ∈OSi−1k ) be a m
i−1
k - local sequence of
simulated values corresponding to mi−1k -admissible lagged adapted finite sequence of conditional
observation belonging to ASi−1k , and corresponding term of sequence (Uk,Bk,Kk,γk, δk,σk).
Thus, for each i ∈ I(1,K∗), ({ys(mi−1k , ti−1k )}mi−1k ∈OSi−1k , {p
s(mi−1k , t
i−1
k )}mi−1k ∈OSi−1k ) are the
finite sequence correspondence of simulated values of (E[yi−1(ti−1k )|F i−1k−1],E[pi−1(ti−1k )|F i−1k−1])
at ti−1k .
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10.5 Mean-Square Sub-Optimal Procedure
To find the best estimate of (E[y(ti−1k )|F i−1k−1],E[p(ti−1k )|F i−1k−1]) using a local admissible finite se-
quence ({ys(mi−1k , ti−1k )}mi−1k ∈OSi−1k , {p
s(mi−1k , t
i−1
k )}mi−1k ∈OSi−1k ), we need to compute a finite
sequence of quadratic mean square error corresponding to
({ys(mi−1k , ti−1k )}mi−1k ∈OSi−1k , {p
s(mi−1k , t
i−1
k )}mi−1k ∈OSi−1k ). The quadratic mean square error is
defined below.
DEFINITION 10.5.1 For each i ∈ I(1,K∗), the quadratic mean square error of
(E[y(ti−1k )|F i−1k−1],E[p(ti−1k )|F i−1k−1]) relative to each member of the term of local admissible se-
quence ({ys(mi−1k , ti−1k )}mi−1k ∈OSi−1k , {p
s(mi−1k , t
i−1
k )}mi−1k ∈OSi−1k ) of simulated values is defined
by
Ξmi−1k ,t
i−1
k
=
∥∥ys(mi−1k , ti−1k )− E[yi−1(ti−1k )|F i−1k−1]∥∥2+∥∥ps(mi−1k , ti−1k )− E[pi−1(ti−1k )|F i−1k−1]∥∥2 .
(10.7)
For any arbitrary small positive number  and for each time ti−1k to find the the best estimate from
the admissible simulated values of simulated sequence of
{ys(mi−1k , ti−1k )}mi−1k ∈OSi−1k , {p
s(mi−1k , t
i−1
k )}mi−1k ∈OSi−1k for E[y(t
i−1
k )|F i−1k−1],E[p(ti−1k )|F i−1k−1],
we determine the following sub-optimal admissible set of mi−1k -size local conditional sample{
Mti−1k = {m
i−1
k ∈ OSi−1k : Ξmi−1k ,ti−1k < }, for i ∈ I(1,K
∗). (10.8)
Among these collected values, the value that gives the minimum Ξmi−1k ,ti−1k
for k ∈ [0, Ni−1]
are recorded as mˆi−1k . If more than one value exist, then the largest of such m
i−1
k ’s is recorded
as mˆi−1k . If condition (10.8) is not met at time t
i−1
k , the value of m
i−1
k where the minimum
min
mi−1k
Ξmi−1k ,t
i−1
k
is attained is recorded as mˆi−1k . The − level sub-optimal estimates of the parame-
ters { uˆi−1j (mi−1k , ti−1k ), κˆi−1j,l (mi−1k , ti−1k ), βˆi−1j (mi−1k , ti−1k ), δˆi−1j,l (mi−1k , ti−1k ) , γˆi−1j,l (mi−1k , ti−1k ),
σˆi−1j,l (m
i−1
k , t
i−1
k ) } are recorded as
{ ui−1j (mˆi−1k,yj , k), κi−1j,l (mˆi−1k,yj , k), βi−1j (mˆi−1k,pj , k), δi−1j,l (mˆi−1k,yj , k), γi−1j,l (mˆi−1k,pj , k), σi−1j,l (mˆi−1k,pj , k)
}. Finally, the simulated value ys(mi−1k , ti−1k ), ps(mi−1k , ti−1k ) at time ti−1k with mˆi−1k is now
recorded as the best estimate forE[yi−1(ti−1k )|F i−1k−1] andE[pi−1(ti−1k )|F i−1k−1]. The value ys(mˆi−1k , k),
ps(mˆi−1k , k) is called the − sub-optimal simulated value of ys(mi−1k , ti−1k ) and ps(mi−1k , ti−1k ) of
E[yi−1(ti−1k )|F i−1k−1] and E[pi−1(ti−1k )|F i−1k−1] at ti−1k .
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10.6 Illustration: Application of Conceptual Computational Algorithm to Energy Commod-
ity Data Set
In this subsection, we apply the above conceptual computational algorithm to study the relationship
between three energy commodities by setting n = 3 in (9.45). The three energy commodities are
daily Henry Hub Natural gas data set, daily crude oil data set, and daily coal data set for the period
of 05/04/2009 − 01/03/2014, [26, 27, 28]. Thus, for each pair (y1, p1), (y2, p2), and (y3, p3),
the drift and diffusion coefficient function of the stochastic dynamic equation governing (yj , pj),
for j ∈ I(1, 3) have 4 and 3 parameters each to be estimated, respectively. Thus, there are 42
parameters to be estimated in total. Using ∆t = 1,  = 0.001, for each j ∈ I(1, 3), the − level
sub-optimal estimates of parameters ui−1j (mˆ
i−1
k , k), β
i−1
j (mˆ
i−1
k , k), κ
i−1
j,l (mˆ
i−1
k , k), γ
i−1
j,l (mˆ
i−1
k , k),
δi−1j,l (mˆ
i−1
k , k), σ
i−1
j,l (mˆ
i−1
k , k), l ∈ I(1, 3), at each real data times are exhibited below.
10.6.1 Illustration: Relationship between Natural Gas, Crude Oil and Coal: Without Incor-
porating Jump Process.
In this subsubsection, we analyze the relationship between Natural Gas, Crude Oil, and Coal without
the jump process. For j, l ∈ I(1, 3), the stochastic dynamic system governing the three energy
commodities is described in (9.48) of Remark (27). Here, (y1, p1) denotes the mean spot and the
spot price process of Natural gas, (y2, p2) denotes the mean spot and the spot price process of Crude
oil, and (y3, p3) denotes the mean spot and the spot price process of Coal.
Using the discretized scheme (10.5), we apply the above conceptual computational algorithm for
the real time data sets namely daily Henry Hub Natural gas data set, daily crude oil data set, and
daily coal data set. Using r = 10, and d = 2, the − level sub-optimal estimates of the parameters
at each real data times are described below.
The parameters corresponding to the natural gas data set are u1(mˆk, k), β1(mˆk, k), κ1,1(mˆk, k),
κ1,2(mˆk, k), κ1,3(mˆk, k), γ1,1(mˆk, k), γ1,2(mˆk, k), γ1,3(mˆk, k), δ1,1(mˆk, k), δ1,2(mˆk, k), δ1,3(mˆk, k),
σ1,1(mˆk, k), σ1,2(mˆk, k), σ1,3(mˆk, k). The parameters corresponding to the crude oil data set are
u2(mˆk, k), β2(mˆk, k), κ2,1(mˆk, k), κ2,2(mˆk, k), κ2,3(mˆk, k) , γ2,1(mˆk, k), γ2,2(mˆk, k), γ2,3(mˆk, k),
δ2,1(mˆk, k), δ2,2(mˆk, k), δ2,3(mˆk, k), σ2,1(mˆk, k), σ2,2(mˆk, k), σ2,3(mˆk, k). The parameters cor-
responding to coal data set are u3(mˆk, k), β3(mˆk,p3 , k), κ3,1(mˆk, k), κ3,2(mˆk, k), κ3,3(mˆk, k),
γ3,1(mˆk, k), γ3,2(mˆk, k), γ3,3(mˆk, k), δ3,1(mˆk, k), δ3,2(mˆk, k), δ3,3(mˆk, k), σ3,1(mˆk, k), σ3,2(mˆk, k),
σ3,3(mˆk, k).
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The following table gives the parameter estimates u1(mˆk, k), κ1,1(mˆk, k), κ1,2(mˆk, k), κ1,3(mˆk, k),
u2, κ2,1(mˆk, k), κ2,2(mˆk, k), κ2,3(mˆk, k), u3(mˆk, k), κ3,1(mˆk, k),
κ3,2(mˆk, k), κ3,3(mˆk, k) for the decoupled system for y in the case where jump is not incorporated
into the system.
Table 15: Estimates mˆk, u1(mˆk, k), κ1,1(mˆk, k), κ1,2(mˆk, k), κ1,3(mˆk, k), u2(mˆk, k), κ2,1(mˆk, k),
κ2,2(mˆk, k), κ2,3(mˆk, k), u3(mˆk, k), κ3,1(mˆk, k), κ3,2(mˆk, k), κ3,3(mˆk, k) (without jump).
tk Natural gas Crude oil Coal
mˆk u1 κ1,1 κ1,2 κ1,3 u2 κ2,1 κ2,2 κ2,3 u3 κ3,1 κ3,2 κ3,3
×10−16 ×10−18 ×10−18 ×10−18 ×10−18 ×10−18
11 1 4.1593 0.0211 0 0 57.7000 0 0 0 16.7407 0 0 0
12 3 4.2000 0.0111 0 0 58.6313 0.0011 0.0310 -0.0012 16.2395 0 0 -0.0376
13 5 4.0616 0.0679 -0.0054 -0.0035 58.5378 -0.0035 0.0205 0.0032 16.2680 0 0 0.1069
14 5 4.0616 -0.0242 -0.0179 0 61.4809 0.0020 0.0098 0 15.5249 0 0 -0.0294
15 8 4.0910 0.6416 -0.2898 0 58.9282 -0.0036 0.0128 0.0071 16.8286 0 0 0.0513
16 8 4.0160 0.2101 0 0 59.6867 -0.0051 0.0080 0.0071 17.0888 0 0 0.0415
17 8 4.9575 0.1876 0 0 60.6244 0.0024 0.0052 0 17.4120 -0.0003 0.0001 0.0555
18 8 4.9575 -0.1947 0 0 61.0700 0 0 0 17.2374 0 -0 0
19 6 4.7336 -1.4476 5.8820 0 61.9414 0 0.0043 -0.0086 16.8438 0.0001 0.0001 0.0768
20 6 2.5646 0.3319 0.7261 0 62.7899 0 0.0053 0.0082 18.3022 -0.0083 0.0027 0.0558
... ... ... ... ... ... ... ... ... ... ... ... ... ...
495 8 3.9654 0.0591 -0 0 108.2457 0.0038 0.0049 -0.0023 33.1313 0.0027 0.0009 0.0363
496 5 4.0421 0.0616 0.0001 0.0017 107.5186 0 0 0 33.4224 -0.0005 0.0003 0.0214
497 6 4.0514 0.0127 -0.0002 0.0020 109.8836 0 0 -0.0001 33.3388 0.0002 0 0.0443
498 7 4.1646 0.0442 -0.0012 -0.0053 107.8013 -0.0021 0.0033 0.0038 33.2862 -0.0002 0.0006 0.0343
499 6 4.1226 0.0352 -0.0020 0 108.1554 -0.0005 0.0032 0.0039 33.2862 0.0010 0.0001 0.0068
500 6 4.2625 0.0733 -0.0002 0 110.5101 -0.0032 0.0033 0.0016 36.1647 0.0003 0.0003 0.0079
501 8 3.1551 0 0 -0.0009 110.3071 0.0014 0.0025 0 34.7467 0 0 0
502 4 4.1564 0.0914 -0.0002 0 111.1186 0 0.0013 -0.0031 49.4050 0.0026 -0.0002 0.0211
503 5 4.5799 0.0467 0.0004 0 112.0057 0 0.0027 -0.0043 34.7207 -0.0001 -0.0001 0.0216
504 4 4.3061 0.0236 0.0002 0.0007 112.3186 0 0.0021 0.0015 34.4483 0.0019 0.0003 0.0170
505 9 4.4325 -0.0015 -0.0018 0.0030 106.3345 0 0.0043 0.0001 33.7160 0 -0.0006 0.0265
... ... ... ... ... ... ... ... ... ... ... ... ... ...
1102 7 3.5429 -0.0286 -0.0006 -0.0028 110.3777 0.0006 0.0045 0 5.2399 0 0.0013 0.0008
1103 4 3.5601 0.1028 0.0001 0.0001 111.1585 -0.0003 0.0083 0 5.4824 0 0.0077 0.0485
1104 4 3.5314 0.0809 0.0018 0.0090 109.0996 -0.0007 0.0095 0.0013 11.0949 -0.0018 0.0005 0.1175
1105 4 3.4439 0.1551 -0.0008 -0.0015 106.5667 0.0033 0.0073 -0.0020 4.8300 -0.0012 -0.0003 0.1283
1106 6 3.8206 0.2258 0.0004 0 104.7497 0 0 0.0027 4.8300 0 0.0008 0
1107 4 3.6917 0.2132 -0.0001 -0.0008 105.1229 0.0011 0.0039 0 4.3586 -0.0005 0.0004 0.1418
1108 5 3.7871 0 0 0 105.3595 0.0006 0.0027 -0.0009 4.8000 0.0006 -0.0001 0.1265
1109 4 3.8445 -0.0405 -0.0011 0.0011 102.9022 -0.0044 0.0037 0.0039 5.0279 0 0 0
1110 5 3.8399 0.0212 0.0004 0 102.8313 -0.0020 0.0045 0.0018 4.6817 0.0021 0.0041 0.0536
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Table 15 shows the estimates of the - sub-optimal size mˆk, j ∈ I(1, 3), the parameters u1(mˆk, k), κ1,1(mˆk, k),
κ1,2(mˆk, k), κ1,3(mˆk, k), u2(mˆk, k), κ2,1(mˆk, k), κ2,2(mˆk, k), κ2,3(mˆk, k), u3(mˆk, k), κ3,1(mˆk, k), κ3,2(mˆk, k),
κ3,3(mˆk, k) for each of the energy commodity data sets. Moreover, d ≤ r and the initial real data time is tr = t10.
The following table gives the drift coefficient’s parameter estimates u1(mˆk, k), u2(mˆk, k) and
u3(mˆk, k) for the decoupled dynamical system for y in the case where jump is not incorporated into
the dynamical system.
(a) (b)
(c)
Figure 25.: The graph of mean level u1(mˆk, k), u2(mˆk, k) and u3(mˆk, k) for Natural gas, Crude
oil and Coal, respectively (without jump).
Figures 25: (a), (b) and (c) are the graphs of u1(mˆk, k), u2(mˆk, k), and u3(mˆk, k) against time tk for the daily
Henry Hub natural gas price [27], daily crude oil price [28], and daily coal price [26] data set, respectively. By plotting
the real data sets (shown in Figure 31), it is easily seen that the graphs of u1(mˆk, k), u2(mˆk, k) and u3(mˆk, k) are
similar to the graph of the real Henry Hub Natural gas, Crude Oil, and Coal data set, respectively. We expect this to
happen because uj , j ∈ I(1, 3) are the expected equilibrium spot price processes described in (9.3). This analysis shows
that the parameters uj , j ∈ I(1, 3) are statistic process for the respective mean of the data sets at time tk.
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The graph of the parameters κ1,1(mˆk, k), κ1,2(mˆk, k), κ1,3(mˆk, k), κ2,1(mˆk, k), κ2,2(mˆk, k),
κ2,3(mˆk, k), κ3,1(mˆk, k), κ3,2(mˆk, k), and κ3,3(mˆk, k) for the decoupled dynamical system for y
(with no jump incorporated into the dynamical system) are given below:
(a) (b)
(c) (d)
(e) (f)
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(g) (h)
(i)
Figure 26.: The graph of interaction coefficients κ1,1(mˆk, k), κ1,2(mˆk, k), κ1,3(mˆk, k),
κ2,1(mˆk, k), κ2,2(mˆk, k) , κ2,3(mˆk, k), κ3,1(mˆk, k), κ3,2(mˆk, k), κ3,3(mˆk, k) (without jump).
Figures 26 (a)−(i) show the graph of the - sub-optimal interaction coefficient parameters κ1,1(mˆk, k), κ1,2(mˆk, k),
κ1,3(mˆk, k), κ2,1(mˆk, k), κ2,2(mˆk, k) , κ2,3(mˆk, k), κ3,1(mˆk, k), κ3,2(mˆk, k), κ3,3(mˆk, k). The interaction coeffi-
cients κj,l, j 6= l are negligible, because each estimate is << 10−15. Thus, this shows that the model describing the
mean spot price, yj , is mainly characterized by the market potential κj,j (uj − yj) yj , j ∈ I(1, n).
The table below shows the estimates of the diffusion coefficient’s parameters for the model gov-
erning y.
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Table 16: Estimates δ1,1(mˆk, k), δ1,2(mˆk, k), δ1,3(mˆk, k), δ2,1(mˆk, k) ,δ2,2(mˆk, k), δ2,3(mˆk, k),
δ3,1(mˆk, k), δ3,2(mˆk, k), δ3,3(mˆk, k) (without jump).
tk Natural gas Crude oil Coal
δ1,1 δ1,2 δ1,3 δ2,1 δ2,2 δ2,3 δ3,1 δ3,2 δ3,3
11 0.0123 0.0012 0.0001 0 0.0223 0 0.0412 0 0.0022
12 0.0024 0.0011 0.0121 0.0234 0.0245 0 0 0 0.0112
13 0.0001 1.3425 1.7280 1.9811 0.9899 0.9731 0.6374 0.6374 0.0123
14 0 1.1267 0.6027 2.3258 0.1213 3.9128 1.6564 1.6564 0.0004
15 1.15260 0.4287 0.6210 2.3252 0.0006 0.5083 1.6650 1.6650 0.4565
16 4.9354 0 0 2.3217 0.0120 1.1124 1.6724 1.6724 0.8762
17 4.1360 0.0989 3.6877 1.6425 0 0 1.7719 1.7719 0
18 3.0410 0.1527 0 1.3105 0.9167 1.3451 1.7630 1.7630 0
19 2.7713 0 0 1.1052 0 3.3241 1.7400 1.7400 0
20 2.8461 0.0012 0.2221 0.1196 5.1929 0 0.6532 0.9876 0.0082
.... .... .... .... .... .... .... .... .... ....
.... .... .... .... .... .... .... .... .... ....
494 2.9961 0.0586 0 0.5529 0 0.42339 0 0 0.5187
495 5.9059 0 0.0584 0.5488 0.8947 0 0.0017 0.0021 0.0001
496 0.1121 0 0.6613 0.5767 0.9899 0 0.8763 0 0.9827
497 1.1229 0.0095 0.0988 0.6499 5.8547 0 1.1317 1.1317 0.0012
498 0.6946 0.0101 0 0 5.8298 0.0320 1.0294 1.0294 0.0321
499 0.7353 0.0066 0.0384 0 5.7180 0.0330 0.7317 0.7317 0.0431
500 1.7509 0.0069 0.0283 0.4307 5.6133 0.0413 0.4826 0.4826 0.0783
501 2.1299 0.0077 0.0282 0.5043 5.6282 0.0308 0.4272 0.4272 0.0002
502 0.9778 0.0077 0.0255 0.2878 4.6543 0.0322 0.5239 0.5239 0.0098
503 0.9872 0 0 0.2909 4.5544 0.0411 1.4523 1.4523 0.0087
504 1.1329 0 0 0.3707 0 0.1128 2.4181 2.4181 0
505 1.9178 0 0 0.3812 1.3243 0.1724 4.9207 4.9207 0
.... .... .... .... .... .... .... .... .... ....
.... .... .... .... .... .... .... .... .... ....
1102 0 0.0331 0.0056 0.9297 3.9502 0 0.2853 1.8033 1.1355
1103 1.5077 0.0626 0.0332 1.1017 2.8221 0 0 0 1.4133
1104 0 0.0435 0.5821 0.1939 4.5585 0 0 0 1.1672
1105 0 0 1.52970 0.1922 3.2418 0.7273 0.2726 0.2726 0
1106 4.4476 0.323 0.5112 3.5487 3.8113 1.0179 0.3296 0.3296 0
1107 2.4312 0.0011 0.0435 0.2001 2.6026 0.9354 0 0 1.7245
1108 2.5079 0.1232 0.4542 0.3781 0 0.8825 0.1878 0.1878 0
1109 1.7828 0.0431 0.3210 0.4024 0 0.8812 0 0 1.3191
1110 1.2706 0.0056 1.1123 0.3252 0 0.8078 0 0 1.0233
The graph of the diffusion coefficient’s parameter for the decoupled dynamical system for y
without jump incorporated into the dynamical system are given below:
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(a) (b)
(c) (d)
(e) (f)
158
(g) (h)
(i)
Figure 27.: The graph of interaction coefficients δ1,1(mˆk, k), δ1,2(mˆk, k), δ1,3(mˆk, k), δ2,1(mˆk, k),
δ2,2(mˆk, k) , δ2,3(mˆk, k), δ3,1(mˆk, k), δ3,2(mˆk, k), δ3,3(mˆk, k) (without jump).
Figures 27 (a) − (i) show the graph of the - sub-optimal interaction measure of fluctuation coefficient parameters
δ1,1(mˆk, k), δ1,2(mˆk, k), δ1,3(mˆk, k), δ2,1(mˆk, k), δ2,2(mˆk, k) , δ2,3(mˆk, k), δ3,1(mˆk, k), δ3,2(mˆk, k), δ3,3(mˆk, k),
respectively.
The following table gives the drift coefficient’s parameter estimates β1(mˆk, k), γ1,1(mˆk, k),
γ1,2(mˆk, k), γ1,3(mˆk, k), β2(mˆk, k), γ2,1(mˆk, k), γ2,2(mˆk, k), γ2,3(mˆk, k), β3(mˆk, k), γ3,1(mˆk, k),
γ3,2(mˆk, k), and γ3,3(mˆk, k) for the dynamical system for p (without incorporating jump process
in the model describing the system p).
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Table 17: Estimates β1(mˆk, k), γ1,1(mˆk, k), γ1,2(mˆk, k), γ1,3(mˆk, k), β2(mˆk, k), γ2,1(mˆk, k),
γ2,2(mˆk, k), γ2,3(mˆk, k), β3(mˆk, k), γ3,1(mˆk, k), γ3,2(mˆk, k), γ3,3(mˆk, k) (without jump).
tk Natural gas Crude oil Coal
β1 γ1,1 γ1,2 γ1,3 β2 γ2,1 γ2,2 γ2,3 β3 γ3,1 γ3,2 γ3,3
11 0.3462 0.2579 -0.0039 0.0218 0.0029 0.0023 0.0056 0.0124 0 0 0.0432 0.0012
12 0.1681 0.3497 -0.0109 0.0248 0 0 0 0 0.6812 -0.3513 0.0248 0
13 0.1592 0.3755 -0.0102 0.0228 -0.0490 0.0228 0 -0.0027 1.0795 -0.2904 0.0135 0
14 -0.0889 0.5001 -0.0069 0.0257 -0.3700 -0.1689 0 0.0633 -0.6689 -0.1969 0.0166 0.0177
15 0.7025 0.6513 -0.0242 0.0376 -0.0903 -0.1737 0 0.0477 -0.8220 -0.0944 0.0061 0.0291
16 0.6727 0.6513 0.0188 -0.1048 0.3425 -0.1847 0 0.0252 -0.0480 0.0694 -0.0112 0.0165
17 0.3253 0.3674 -0.0103 0.0140 -0.4531 -0.1457 0 0.0638 -3.6240 0.1086 0.0266 0.0569
18 0.1523 0.3433 0.0014 -0.0163 4.0859 0.2320 0.3114 -0.2889 -1.3277 -0.0566 0.0088 0.0353
19 -7.9573 0.3433 -0.2058 1.1496 0.1389 -0.0677 0.0004 0.0065 -0.9232 0.0368 -0.0277 0.0883
20 0.0514 0.3028 0.0041 -0.0192 -0.1464 -0.0409 0.0004 0.0178 -1.9138 0.0530 -0.0104 0.0836
... .... .... .... .... .... ..... .... .... .... .... .... ....
495 0.0552 0.2994 0.0015 -0.0063 1.8435 -0.1608 0.1040 -0.0368 0.5815 -0.3597 -0.0050 0.0350
496 0.1799 0.1860 0.0004 -0.0067 1.5682 -0.0268 0.4723 -0.0502 0.8586 -0.2029 -0.0094 0.0241
497 0.8047 0.1923 0.0023 -0.0314 6.6699 -0.2655 0.4723 -0.1649 0.7191 -0.2061 -0.0053 0.0172
498 0.2742 0.2651 0.0020 -0.0145 1.0042 0.0088 0.0226 -0.0315 0.3978 -0.1680 -0.0034 0.0161
499 0.4915 0.2295 -0.0006 -0.0125 1.3074 0.3761 0.0073 -0.0872 0.1425 -0.1899 -0.0026 0.0224
500 0.5659 0.1618 0.0008 -0.0194 0.4040 -0.0889 0.0392 -0.0011 0.3674 -0.2313 -0.0073 0.0331
501 0.4498 0.1679 0.0010 -0.0167 0.4230 -0.1297 0.0434 0.0035 -0.9002 1.1703 -0.0775 0.1011
502 0.4836 0.1850 -0.0001 -0.0139 0.5570 -0.1502 0.0384 0.0022 -0.2313 0.6524 -0.0496 0.0663
503 0.4696 0.1850 0.1224 -0.0919 -0.0441 0.0299 0.0384 -0.0023 3.7804 0.0120 -0.0498 0.0389
504 -0.0456 0.1850 0.0088 -0.0270 0.6112 -0.0820 0.0425 -0.0080 6.4696 0.4005 -0.0950 0.0543
505 0.0464 1.7125 -0.0423 0.1339 0.7135 -0.1115 0.1135 -0.0082 2.2295 0.0897 -0.0357 0.0306
... .... .... .... .... .... .... .... .... .... .... .... ....
1102 0.6765 0.0455 -0.0020 -0.0908 0.2863 -0.2183 0.1891 0.1028 4.3927 3.8144 0.1072 0.0250
1103 1.1804 0.4214 -0.0149 0.0837 -2.1858 0.4491 0.1891 0.1135 -6.1960 0.7446 0.0261 0.0144
1104 0.1069 0.2489 -0.0009 -0.0014 -2.1178 0.3406 0.1959 0.1826 -6.4415 0.0339 -0.0037 0.1429
1105 0.2367 0.0128 0.0065 -0.0019 0.2633 0.0565 0.0742 -0.0997 0.6510 2.4930 0.0714 0.1429
1106 0.1178 0 0 -0.0014 0.1384 0.0784 0.2014 -0.0904 0.6510 2.4930 0.6341 0.1429
1107 0.1466 0.4648 -0.0002 -0.0271 0.5787 -0.0297 0.1305 -0.0979 -4.5897 -0.0971 0.0240 0.0509
1108 0.3240 0.2478 0.1212 -0.0074 0.4293 -0.0678 0.0721 -0.0389 -4.5961 -0.0734 0.0233 0.0507
1109 0.121 0 0 -0.0021 0.2282 -0.0468 0.0721 -0.0133 -4.5961 -2.6776 0.5625 0.4702
1110 0.002 0 0 -0.0056 0.1523 0.0121 0.0011 -0.0129 9.5959 0.9045 -0.1478 0.0499
Table 17 shows the estimates of the parameters β1(mˆk, k), γ1,1(mˆk, k), γ1,2(mˆk, k), γ1,3(mˆk, k), β2(mˆk, k),
γ2,1(mˆk, k), γ2,2(mˆk, k), γ2,3(mˆk, k), β3(mˆk, k), γ3,1(mˆk, k), γ3,2(mˆk, k), γ3,3(mˆk, k) at the - sub-optimal size
mˆk and time tk, for each of the energy commodity data sets. Moreover, p ≤ r, and the initial real data time is tr = t10.
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(a) (b)
(c) (d)
(e) (f)
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Figure 28.: The graph of interaction coefficients γ1,1(mˆk, k), γ1,2(mˆk, k), γ1,3(mˆk, k), γ2,1(mˆk, k),
γ2,2(mˆk, k) , γ2,3(mˆk, k), γ3,1(mˆk, k), γ3,2(mˆk, k), γ3,3(mˆk, k) (without jump).
Figures 28 (a)−(i) show the graph of the - sub-optimal interaction coefficient parameters γ1,1(mˆk, k), γ1,2(mˆk, k),
γ1,3(mˆk, k), γ2,1(mˆk, k), γ2,2(mˆk, k) , γ2,3(mˆk, k), γ3,1(mˆk, k), γ3,2(mˆk, k), γ3,3(mˆk, k) without jump. According
to (9.47), the estimate γj,l(mˆk, k), j 6= l, is positive if commodity pl is cooperating with commodity pj , and negative if
commodity pl is competing with commodity pj . There is no interaction between the two commodities if γj,l(mˆk, k) = 0.
It is apparent from the graph of γ1,3(mˆk, k) that coal and natural gas are competing and cooperating depending on the time
period. It is also apparent graph of γ1,2(mˆk, k) that natural gas and crude oil are also either cooperating or competing,
depending on the time period.
The next figure shows the graph of the parameter estimates β1(mˆk, k), β2(mˆk, k) and β3(mˆk, k)
in the drift coefficient of the model describing the system p.
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(a) (b)
(c)
Figure 29.: The graph of β1(mˆk, k), β2(mˆk, k) and β3(mˆk, k) for Natural gas, Crude oil and Coal,
respectively (without jump).
Figures 29: (a), (b) and (c) are the graphs of β1(mˆk, k), β2(mˆk, k) and β3(mˆk, k) against time tk for the daily Henry
Hub natural gas price data set [27], daily crude oil price data set [28], and daily coal price data set, respectively (without
jump).
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Table 18: Estimates σ1,1(mˆk, k), σ1,2(mˆk, k), σ1,3(mˆk, k), σ2,1(mˆk, k), σ2,2(mˆk, k), σ2,3(mˆk, k),
σ3,1(mˆk, k), σ3,2(mˆk, k), σ3,3(mˆk, k) (without jump).
tk Natural gas Crude oil Coal
σ1,1 σ1,2 σ1,3 σ2,1 σ2,2 σ2,3 σ3,1 σ3,2 σ3,3
11 0 0 0 0 0 0 0 0 0
12 0.0485 0.0004 0.0032 0.2734 0.0166 0 0 0 0.0000
13 0 0 0 0 0 0 0 0 0
14 0.2120 0.1386 0.0133 1.2573 0.4773 0.1195 0 0.0665 0.0086
15 0.4246 0.1318 0.0021 2.1081 0.4894 0.1211 0 0.6107 0.0696
16 0.5538 0.0778 0.1501 0 0.2524 0.0811 0.0651 0.4251 0.0635
17 1.1121 0.0469 0.2230 0 0.1848 0.2463 0 0.4458 0.0478
18 1.5347 0.0180 0.2178 0 0.1877 0.1602 0.5681 0.0592 0.0115
19 1.1315 0.0619 0.2221 0 0.2673 0.2465 0.4999 0.0569 0.0127
20 2.0845 0.0536 0.1866 0 0.1700 0.0781 0.3789 0.3174 0.0046
... .. ... ... ... ... ... ... ... ...
495 0 0.0036 0.0406 0.2286 0.0600 0.0172 0 0.9387 0.0182
496 0.1588 0.0035 0.0107 1.4847 0.3163 0.0102 0 0 0.0016
497 0.1551 0.0009 0.0065 0 0.1453 0 0.7777 0 0.0033
498 0.1576 0.0011 0.0073 0 0.1679 0 0.5334 0 0.0060
499 0.1197 0.0006 0.0059 1.9414 0.2391 0.0172 0.4405 0.1432 0.0097
500 0.3600 0.0001 0.0049 1.9554 0.3960 0.0079 0.6331 0.1410 0.0093
501 0.0514 0.0033 0.0049 2.0436 0.3499 0.0111 0.7690 0.1376 0.0089
502 0.2503 0.0034 0.0042 2.0837 0.1744 0.0132 0.6198 0.1274 0.0066
503 0.1195 0.0147 0.0165 0 0.4283 0.0060 1.1613 0.1530 0.0049
504 0.0974 0.0144 0.0027 0 0.2241 0.0048 0.4778 0.0574 0.0043
505 0.1422 0.0060 0.0131 0 0.2023 0.0054 0.5604 0.0669 0.0004
... .. ... ... ... ... ... ... ... ...
1102 0.1898 0.0016 0.0413 0.8313 0.0767 0.0381 0.6875 0 0.1451
1103 0.2094 0.0015 0.0352 0.8262 0.0673 0.0451 0.7298 0.2808 0.0147
1104 0.1711 0.0011 0.0040 0.6648 0.0915 0.0462 0.5563 0.1831 0.0105
1105 0.1816 0.0012 0.0116 0.6658 0.1049 0.0371 0.6591 0.2874 0.0057
1106 0.1191 0.0011 0.0116 0.6260 0.1155 0.0393 0 0.0196 0.0060
1107 0.0417 0.0012 0.0041 0.4992 0.0781 0.0382 0 0 0.0065
1108 0.1058 0.0033 0.0045 0.0019 0.0589 0.0421 0 0 0.0018
1109 0.1740 0.0021 0 0 0.0446 0.0316 2.1187 0 0.4511
1110 0.2912 0.0021 0.0163 0.0385 0.0342 0.0037 0 1.1563 0.0257
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Table 18 gives the -sub-optimal estimates of the parameters σ1,1(mˆk, k), σ1,2(mˆk, k), σ1,3(mˆk, k), σ2,1(mˆk, k),
σ2,2(mˆk, k), σ2,3(mˆk, k), σ3,1(mˆk, k), σ3,2(mˆk, k), σ3,3(mˆk, k) for each of the energy commodity data sets.
(a) (b)
(c) (d)
(e) (f)
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Figure 30.: The graph of σ1,1(mˆk, k), σ1,2(mˆk, k), σ1,3(mˆk, k), σ2,1(mˆk, k), σ2,2(mˆk, k),
σ2,3(mˆk, k), σ3,1(mˆk, k), σ3,2(mˆk, k), σ1,1(mˆk, k) for Natural gas, Crude oil and Coal, respec-
tively (without jump).
Figures 30: (a), (b) and (c) are the graphs of σ1,1(mˆk, k), σ1,2(mˆk, k), σ1,3(mˆk, k), σ2,1(mˆk, k), σ2,2(mˆk, k),
σ2,3(mˆk, k), σ3,1(mˆk, k), σ3,2(mˆk, k), σ1,1(mˆk, k) against time tk for the daily Henry Hub natural gas price data set
[27], daily crude oil price data set [28], and daily coal price data set, respectively.
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Table 19: Real and simulated estimates (without jump) for Natural gas, Crude oil, and Coal.
tk Natural gas Crude oil Coal
Real Simulated ps1 Real Simulated p
s
2 Real Simulated p
s
3
11 4.0200 4.0500 58.9900 56.5200 16.5900 16.8000
12 3.9900 4.0500 59.5200 59.3099 17.4600 16.8635
13 3.7500 3.6690 61.4500 59.3377 17.8900 17.8086
14 3.7700 3.6341 60.4900 59.4191 17.5500 17.0859
15 3.4100 3.3967 61.1500 59.6974 17.4100 17.0859
16 3.3500 3.3967 62.4800 59.6974 16.7500 17.0859
17 3.4900 3.4537 63.4100 61.2177 17.6600 19.0677
18 3.5500 3.4537 65.0900 61.4561 17.5200 16.0578
19 3.9200 3.8618 66.3100 61.6529 18.5000 19.0677
20 3.8600 3.8618 68.5900 60.9364 19.0600 19.0677
... ... ... ... ... ... ...
495 4.1900 4.0368 107.1800 104.1295 32.7600 31.3108
496 4.3300 4.1868 110.8400 111.1245 33.6500 32.7737
497 4.3300 4.1025 111.7200 112.4675 33.7100 33.4888
498 4.3700 4.0964 111.6800 110.8795 34.7500 35.5907
499 4.3200 4.1042 111.7200 104.2465 34.5400 32.9391
500 4.3500 4.0548 112.3100 109.9535 34.0400 36.2674
501 4.3800 4.0548 112.3800 109.9995 33.1000 36.2674
502 4.5100 4.3249 113.3900 104.3254 33.6700 34.8915
503 4.6000 4.3555 113.0300 113.2356 33.9400 35.0472
504 4.6000 4.3491 110.6000 103.9435 33.8300 32.8992
505 4.5900 4.3609 108.7900 104.9995 32.0200 32.8992
... ... ... ... ... ... ...
1102 3.7200 3.5963 108.2300 110.5149 4.7700 2.8861
1103 3.7300 3.5963 106.2600 105.8076 5.0100 5.6871
1104 3.6800 3.4099 104.7000 105.8076 4.9800 5.3821
1105 3.6600 3.4356 103.6200 105.8076 4.7300 4.9221
1106 3.5900 3.4636 103.2200 106.9547 4.6800 4.2352
1107 3.5200 3.2573 102.6800 105.4047 4.6300 5.8172
1108 3.4900 2.8981 103.1000 102.4928 4.7400 6.0376
1109 3.5100 2.8981 102.8600 102.4928 4.3300 5.1121
1110 3.4800 3.0267 102.3600 102.4928 4.1800 4.8978
Table 19 shows the Real and simulated estimates for the spot price processes pj(t), j ∈ I(1, 3) corresponding to the
natural gas, crude oil and coal prices.
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The next figure shows the graph of the real and simulated prices for Natural gas, Crude oil, and
Coal data set.
(a) (b)
(c)
Figure 31.: Real and Simulated Prices (without jump) for Natural gas, Crude oil, and Coal.
Figures 31: (a), (b), and (c) show the graph of the Real and Simulated Spot Prices for the daily Henry Hub natural
gas data set [27], daily crude oil data set [28], and daily coal data set [26], respectively. The red line represents the real
data set p(tk), while the blue line represent the simulated data set ps(mˆk, k). Here, we begin by using a starting delay
of r = 10. The simulation starts from tr = t10. The spikes in the graph is as a result of jump. The estimates at the jump
times are not fitted properly. To reduce magnitude of error, we increase the magnitude of time delay. We later compare
this result with the case where jump is incorporated into the system.
10.6.2 Relationship between Natural Gas, Crude Oil and Coal: With Jump Incorporated.
In this subsubsection, we analyze the relationship between Natural Gas, Crude Oil, and Coal with
the jump process. Here, we apply the above conceptual computational algorithm in Section 10 for
the real time data sets namely daily Henry Hub Natural gas data set, daily crude oil data set, and
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daily coal data set for the period of 05/04/2009 − 01/03/2014, [26, 27, 28]. For i ∈ I(1,K∗),
K 6= 0, we use ∆ti−1 = 1;  = 0.001; ri−1 = 10 and di−1 = 2. The − level sub-optimal estimates
of the parameters at each real data times are described below for each commodity data sets. We also
note that there are K = 15 jumps in the system.
The parameters corresponding to the model governing natural gas price data set are ui−11 (mˆk, k),
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i−1
k , t
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k ). The parameters corresponding to the model
governing crude oil price data set are ui−12 (mˆ
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k ), while the parameters corresponding to the model governing coal price data set
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For the sake of simplicity and in order to be able to compare our results in this subsection with the
results in subsection 10.6.1, for each j, l ∈ I(1, n), we re-write the parameters ui−1j (mˆi−1k , ti−1k ),
βi−1j (mˆ
i−1
k , t
i−1
k ), κ
i−1
j,l (mˆ
i−1
k , t
i−1
k ), γ
i−1
j,l (mˆ
i−1
k , t
i−1
k ), δ
i−1
j,l (mˆ
i−1
k , t
i−1
k ), and σ
i−1
j,l (mˆ
i−1
k , t
i−1
k ) af-
ter they have been estimated as uj(mˆk, k), βj(mˆk, k), κj,l(mˆk, k), γj,l(mˆk, k), δj,l(mˆk, k), and
σj,l(mˆk, k).
First, we give results for the jump times of the system {Ti}i∈I(1,K∗).
Table 20: Result for the jump times of the system (y,p)
T 17 44 61 87 157 200 422 464 483 502 722 754 870 930 1113
Table 20 shows the result for the jump times of the system (y, p). These results are derived by recording the times at
which an entry of a commodity differ by twice the standard deviation or more from the mean of that commodity. These
times are now combined into a single array and sorted out in an increasing order. It follows from Table 20 that K = 15.
We give the estimate of the jump coefficient matrices Πi and Θi defined in (9.23) in the following
table.
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Table 21: Estimates pii1, pi
i
2, pi
i
3, θ
i
1, θ
i
2, and θ
i
3.
Ti Natural gas Crude oil Coal
i Ti Π
i
1 Π
i
2 Π
i
3
1 17 1.0031 1.1219 1.0256
2 44 0.9213 0.9727 1.0410
3 61 0.9482 0.9671 0.9661
4 87 0.8859 0.9974 0.9653
5 157 1.0435 0.9350 1.0432
6 200 1.0309 1.0199 1.0382
7 422 1.0270 0.9775 0.9669
8 464 0.9581 1.0462 1.0523
9 483 0.9765 0.9787 1.0291
10 502 1.0532 1.0737 1.0136
11 722 0.9812 0.9959 0.9919
12 754 1.0003 1.0009 0.9189
13 870 1.0579 0.9921 1.1378
14 930 1.0275 0.9907 0.9978
15 1113 1.0009 0.9960 1.0706
Ti Natural gas Crude oil Coal
Ti θ
i
1 θ
i
2 θ
i
3
17 1.0049 1.1219 1.0493
44 0.9352 1.0084 0.9249
61 0.9997 0.9427 0.9404
87 0.7389 1.0452 0.9905
157 1.0933 1.0019 1.0049
200 0.9826 1.0210 0.9794
422 0.9706 0.9939 0.9917
464 1.0128 1.0508 1.0324
483 1.0382 1.0328 1.0246
502 1.0359 1.0073 1.0162
722 0.9700 0.9695 1.0011
754 1.0137 0.9987 1.3481
870 1.0328 1.0033 1.1420
930 0.9995 0.9812 1.1848
1113 0.9304 0.9801 0.9897
The following table gives the drift coefficient’s parameter estimates u1(mˆk, k), κ1,1(mˆk, k),
κ1,2(mˆk, k), κ1,3(mˆk, k), u2(mˆk, k), κ2,1(mˆk, k), κ2,2(mˆk, k), κ2,3(mˆk, k), u3(mˆk, k), κ3,1(mˆk, k),
κ3,2(mˆk, k), κ3,3(mˆk, k) for the decoupled dynamical system for y with jump.
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Table 22: Estimates mˆk, u1(mˆk, k), κ1,1(mˆk, k), κ1,2(mˆk, k), κ1,3(mˆk, k), u2(mˆk, k), κ2,1(mˆk, k),
κ2,2(mˆk, k), κ2,3(mˆk, k), u3(mˆk, k), κ3,1(mˆk, k), κ3,2(mˆk, k), κ3,3(mˆk, k) (with jump).
tk Natural gas Crude oil Coal
mˆk u1 κ1,1 κ1,2 κ1,3 u2 κ2,1(mˆk, k) κ2,2 κ2,3 u3(mˆk, k) κ3,1 κ3,2 κ3,3
×10−16 ×10−16 ×10−16 ×10−16 ×10−16 ×10−16
11 1 4.1593 0 0 0 57.7000 0 0 0 16.7407 0 0 0
12 4 4.2000 0 0 0 58.6313 0.0011 0.0310 -0.0012 16.2395 0 0 -0.0376
13 6 4.0616 0.0679 -0.0054 -0.0035 58.5378 -0.0035 0.0205 0.0032 16.2680 0 0 0.1069
14 2 4.0616 -0.0242 -0.0179 -0.0035 61.4809 0.0020 0.0098 0 15.5249 0 0 -0.0294
15 7 4.0910 0.6416 -0.2898 0.0078 22.5758 -0.0057 0.0085 0.0012 18.7073 0.0009 -0.0021 0.0318
16 4 4.0160 0 0 0.0078 59.6867 -0.0051 0.0080 0 17.0060 0 -0.0021 0
17 2 4.9575 0 0 0.0078 60.3710 -0.0005 0.0207 0 12.8918 -0.0005 -0.0002 0.0318
18 8 4.9575 -0.1947 0 0.0078 62.3437 0.0005 -0.0008 0 16.5954 0.0002 0.0008 0.0662
19 4 3.3190 -0.4472 0.6760 0.0078 74.6911 -0.0008 -0.0019 0 17.9932 0 -0.0002 0
20 1 3.4762 -0.2540 -0.0048 0.0078 65.9190 0.0026 -0.0006 1 17.6485 0 0 0.0499
... ... ... ... ... ... ... ... ... ... ... ... ... ...
494 1 4.1457 0 0 -0.0001 115.1875 0.0002 0.0053 0 33.3359 0.0003 -0.0003 0.0326
495 1 4.2877 0.1184 -0.0014 0 124.5218 0.0008 0.0056 0 30.1732 0.0002 -0 0.0412
496 1 4.2238 0.2582 0.0011 0.0003 106.8349 0.0003 0.0113 -0.0006 34.9907 0.0034 0 0.0097
497 5 4.0998 0.0477 -0.0006 -0.0002 108.4725 -0.0003 0.0162 -0.0033 33.3388 0.0002 0 0.0443
498 8 4.0592 0.0201 0.0010 0 104.8926 0 0 0.0003 35.1174 0 0.0001 0.0207
499 1 4.3433 0.2118 -0.0014 0 109.2551 -0.0002 0.0048 0.0003 33.2862 0.0010 0.0001 0.0068
500 4 2.4519 0 0 0 111.7067 0 0 0 36.1647 0.0003 0.0003 0.0079
501 1 4.2415 0.4108 0 -0.0015 110.7517 -0.0006 0.0026 0.0009 34.9145 -0.0001 -0.0004 0.0407
502 2 4.3633 0.3210 0.0002 -0.0001 103.6326 -0.0019 0.0023 -0.0002 34.8337 -0.0001 -0.0001 0.0140
503 2 4.2911 0.1276 0.0003 0.0043 112.1547 -0.0033 0.0030 0.0027 35.8389 0.0005 0.0001 0.0211
504 7 4.5942 -0.0125 -0.0002 -0.0031 111.1278 0.0010 0.0072 0.0006 33.6875 -0.0021 0 0.0268
505 2 3.1882 0.0666 0.0009 0 106.1919 -0.0009 0.0110 0.0011 33.6640 -0.0011 -0.0002 0.0231
... ... ... ... ... ... ... ... ... ... ... ... ... ...
1102 1 3.5909 0 0 0.0008 110.3777 0.0006 0.0045 0 5.1761 0.0067 -0.0029 -0.0044
1103 6 3.5303 0.1166 0.0002 -0.0003 111.1585 -0.0003 0.0083 0 5.4558 -0.0019 0.0014 0.0600
1104 4 3.5314 0.0809 0.0018 0 109.0996 -0.0007 0.0095 0.0013 4.8000 0.0005 0.0006 0.1742
1105 1 3.7100 0.2234 -0.0013 -0.0015 106.5667 0.0033 0.0073 -0.0020 5.4226 -0.0082 0.0020 0.0932
1106 8 3.4084 0.1098 0.0001 0 106.5989 0.0003 0.0030 0.0023 5.3360 -0.0023 0.0005 0.0956
1107 7 3.5520 0.1086 0.0001 -0.0070 103.4473 -0.0020 0.0037 -0.0045 4.3586 -0.0005 0.0004 0.1418
1108 5 3.9233 0.0601 0.0007 0 102.8550 0 0.0040 0 4.6582 -0.0010 0 0.1388
1109 8 3.5328 0.0417 0 0 103 -0.0002 0.0089 -0.0005 4.9663 -0.0019 0.0008 0.1279
1110 5 3.8399 0.0212 0.0004 0 102.8800 0 0 0 4.7286 -0.0037 -0.0030 0.0740
The following figures show the parameter estimates u1(mˆk, k), u2(mˆk, k), and u3(mˆk, k) for the
decoupled dynamical system for y with jump.
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(a) (b)
(c)
Figure 32.: The graph of mean level u1(mˆk, k), u2(mˆk, k) and u3(mˆk, k) for Natural gas, Crude
oil and Coal, respectively (with jump).
Figures 32: (a), (b) and (c) are the graphs of u1(mˆk, k), u2(mˆk, k), and u3(mˆk, k) against time tk for the daily
Henry Hub natural gas price data set [27], daily crude oil price data set [28], and daily coal price data set, respectively.
By plotting the real data sets (shown in Figure 38, it is easily seen that the graphs of u1(mˆk, k), u2(mˆk, k) and u3(mˆk, k)
are similar to the graph of the Henry Hub Natural gas, Crude Oil, and Coal data set, respectively. We expect this to happen
because uj , j ∈ I(1, 3) are the equilibrium spot price processes described in (9.3).
The graph of the interaction parameters κ1,1(mˆk, k), κ1,2(mˆk, k), κ1,3(mˆk, k), κ2,1(mˆk, k),
κ2,2(mˆk, k), κ2,3(mˆk, k), κ3,1(mˆk, k), κ3,2(mˆk, k), and κ3,3(mˆk, k) for the decoupled dynamical
system for y with jump and estimates in Table 22 are given below:
172
(a) (b)
(c) (d)
(e) (f)
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(g) (h)
(i)
Figure 33.: The graph of interaction coefficients κ1,1(mˆk, k), κ1,2(mˆk, k), κ1,3(mˆk, k),
κ2,1(mˆk, k), κ2,2(mˆk, k) , κ2,3(mˆk, k), κ3,1(mˆk, k), κ3,2(mˆk, k), κ3,3(mˆk, k) (with jump).
Figures 33 (a)−(i) show the graph of the - sub-optimal interaction coefficient parameters κ1,1(mˆk, k), κ1,2(mˆk, k),
κ1,3(mˆk, k), κ2,1(mˆk, k), κ2,2(mˆk, k) , κ2,3(mˆk, k), κ3,1(mˆk, k), κ3,2(mˆk, k), κ3,3(mˆk, k). The interaction coeffi-
cients κj,l, j 6= l are negligible, because each estimate is << 10−15. Thus, this shows that the model describing the
mean spot price, yj , is mainly characterized by the market potential κi−1j,j
(
ui−1j − yj
)
yj , j ∈ I(1, n), i ∈ I(1,K∗).
The table below shows the estimates of the diffussion coefficient’s parameters for y.
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Table 23: Estimates δ1,1(mˆk, k), δ1,2(mˆk, k), δ1,3(mˆk, k), δ2,1(mˆk, k), δ2,2(mˆk, k), δ2,3(mˆk, k),
δ3,1(mˆk, k), δ3,2(mˆk, k), δ3,3(mˆk, k) (with jump).
tk Natural gas Crude oil Coal
δ1,1 δ1,2 δ1,3 δ2,1 δ2,2 δ2,3 δ3,1 δ3,2 δ3,3
11 0.0062 0.0010 0.0001 1.5277 0.0078 0.0011 0 0 0.0218
12 0.0182 0.9002 0 1.6227 0.0010 0 0 0 0.0988
13 0.0239 0.0802 1.7280 0 1.7694 0 0.6374 0.6374 0.0959
14 0 0.0001 0.6027 2.3258 0 0 1.6564 1.6564 0.0847
15 0 0.8001 0.6210 2.3252 0 0 1.6650 1.6650 0.0111
16 0.0455 0.0007 3.6877 2.3217 0 1.2215 1.6724 1.6724 0
17 0 0.9876 0 1.6425 0 0 1.7719 1.7719 0
18 3.0410 0.9351 0 1.3105 0 0.1070 1.7630 1.7630 0.0434
19 2.7713 0.6680 0 1.1052 0 0 1.7400 1.7400 0
20 2.8461 1.7795 0 0.1196 0 0.0983 0 0.4555 0
... ... ... ... ... ... ... ... ... ...
495 1.1229 0 0.0584 0.5488 0.1104 0.0761 0 0 1.3987
496 0.6946 0 0.6613 0.5767 0.0715 0.0610 0 0 1.3017
497 1.1229 0.0095 0.0988 0.6499 0.0870 0.0633 1.1317 1.1317 1.3069
498 0.6946 0.0101 0 0 0 0.0320 1.0294 1.0294 1.5410
499 0.7353 0.0066 0.0384 0 0.0922 0.0330 0.7317 0.7317 1.2225
500 1.7509 0.0069 0.0283 0.4307 0.4545 0.0413 0.4826 0.4826 1.2254
501 2.1299 0.0077 0.0282 0.5043 0.7873 0.0308 0.4272 0.4272 1.5587
502 0.9778 0.0077 0 0.2878 0 0 0.5239 0.5239 1.8713
503 0.9872 0 0 0.2909 0 0 1.4523 1.4523 1.8874
504 1.1329 0 0 0.3707 0.4261 0 0 0 0
505 1.9178 0 0 0.3812 0.7292 0.1724 0 0 0
... ... ... ... ... ... ... ... ... ...
1102 0 0.0331 0.7183 0.9297 0.0434 0.0680 0 0 1.1355
1103 1.5077 0.0626 0.2048 1.1017 0.0421 0.1510 0 0 1.4133
1104 0.4444 0.0435 0.4622 0.1939 0.1078 0 0.0814 0 1.1672
1105 3.5933 0 0.3646 0.1922 0 0.7273 0.2726 0.2726 1.3023
1106 2.4964 0 0.3919 0 0.0684 1.0179 0.3296 0.3296 1.4111
1107 2.4600 0 0.8995 0.2001 0.1510 0.9354 0 0 1.7245
1108 2.0262 0 0.6325 0.3781 0.0814 0.8825 0.1878 0.1878 1.0915
1109 1.7828 0 0.6116 0.4024 0.0332 0.8812 0 0 1.3191
1110 1.2706 0 0.1001 0.3252 0.0155 0.8078 0 0 1.0233
The graph of the diffusion coefficient’s parameter for the decoupled dynamical system for y with
jump are given below:
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(a) (b)
(c) (d)
(e) (f)
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(g) (h)
(i)
Figure 34.: The graph of interaction coefficients δ1,1(mˆk, k), δ1,2(mˆk, k), δ1,3(mˆk, k), δ2,1(mˆk, k),
δ2,2(mˆk, k) , δ2,3(mˆk, k), δ3,1(mˆk, k), δ3,2(mˆk, k), δ3,3(mˆk, k) (with jump).
Figures 34 (a) − (i) show the graph of the - sub-optimal interaction measure of fluctuation coefficient parameters
δ1,1(mˆk, k), δ1,2(mˆk, k), δ1,3(mˆk, k), δ2,1(mˆk, k), δ2,2(mˆk, k) , δ2,3(mˆk, k), δ3,1(mˆk, k), δ3,2(mˆk, k), δ3,3(mˆk, k).
The following table gives the drift coefficient’s parameter estimates β1(mˆk, k), γ1,1(mˆk, k),
γ1,2(mˆk, k), γ1,3(mˆk, k), β2(mˆk, k), γ2,1(mˆk, k), γ2,2(mˆk, k), γ2,3(mˆk, k), β3(mˆk, k), γ3,1(mˆk, k),
γ3,2(mˆk, k), and γ3,3(mˆk, k) for the dynamical system for p with jump.
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Table 24: Estimates β1(mˆk, k), γ1,1(mˆk, k), γ1,2(mˆk, k), γ1,3(mˆk, k), β2(mˆk, k), γ2,1(mˆk, k),
γ2,2(mˆk, k), γ2,3(mˆk, k), β3(mˆk, k), γ3,1(mˆk, k), γ3,2(mˆk, k), γ3,3(mˆk, k) (with jump).
tk Natural gas Crude oil Coal
β1 γ1,1 γ1,2 γ1,3 β2 γ2,1(mˆk, k) γ2,2 γ2,3 β3 γ3,1 γ3,2 γ3,3
11 0 0 0 0 0 0 0 0 0 0 0 0
12 0.1681 0.3497 -0.0109 0.0248 -0.4815 0.1626 -0.4066 -0.0123 0.7665 -0.3259 0.0205 -0.0198
13 0.1592 0.3755 -0.0102 0.0228 -0.7778 -0.5752 -0.0578 0.1870 1.0795 -0.2904 0.0135 -0.0217
14 7.3439 0.3755 0.0488 -0.5478 1.7680 -0.5555 -0.2058 0.0291 0.8543 -0.2056 0.0034 -0.0064
15 0.3336 0.3652 -0.0127 0.0213 -0.8999 0.0601 -0.1110 0.0405 0.5144 -0.1264 -0.0062 0.0127
16 0.4709 0.2780 -0.0116 0.0104 -0.8999 0.0601 -0.1110 -0.0292 0.0017 -0.0002 0 0
17 0.3277 0.2780 0.0768 -0.2633 1.3349 0.0027 -0.0330 -0.0750 -0.6285 -0.0569 0.0016 0.0262
18 0.3277 1.3156 -0.1491 -0.1646 1.5419 -0.0088 0.1205 -0.0892 -1.3275 -0.0703 0.0080 0.0386
19 0 0 0 0 -0.1785 -0.0368 -0.0062 0.0189 -0.8091 -0.0001 -0.0083 0.0466
20 0.6985 0.4990 -0.0069 -0.0187 -0.1513 -0.0778 -0.0096 0.0255 -0.0182 0.0080 0.0001 0.0003
... .... ... ... ... ... ... ... ... ... ... ... ...
495 0.1201 0.2264 0.0007 -0.0056 0.2756 0.1131 -0.9587 -0.0087 -0.0288 -0.0780 -0.0019 0.0136
496 0.1809 0.2085 0.0009 -0.0082 0.2898 -0.0431 0.7329 -0.0133 0.1324 -0.1434 -0.0018 0.0158
497 0.2442 0.1597 0.0007 -0.0093 3.1030 -0.0495 -0.0462 -0.0862 0.9772 -0.2426 -0.0065 0.0177
498 0.2742 0.2651 0.0020 -0.0145 1.3147 0.0148 -0.0009 -0.0411 0.2770 -0.1888 -0.0037 0.0217
499 0.3320 0.3298 -0.0009 -0.0070 0.8430 0.0070 0.0283 -0.0265 0.0931 -0.1551 -0.0041 0.0237
500 0.5035 0.2337 -0.0007 -0.0128 1.3320 0.3949 -0.3308 -0.0838 0.4175 -0.2331 -0.0034 0.0222
501 0.6328 0.2612 -0.0034 -0.0077 0.3251 -0.1148 0.0548 0.0042 0.7896 -0.2546 -0.0093 0.0305
502 0.5403 0.2457 -0.0014 -0.0113 0.4863 -0.1315 0.0343 0.0020 3.7990 0.0420 -0.0524 0.0421
503 0.4794 0.2098 -0.0028 -0.0050 0.1239 0.0013 0.0202 -0.0040 9.6735 0.0736 -0.1152 0.0648
504 -0.3308 -0.5600 0.0258 -0.0737 0.2867 -0.0391 0.0009 -0.0034 4.2547 0.3506 -0.0669 0.0382
505 1.1680 0.8346 -0.0274 0.0542 0.1198 -0.0588 -0.3412 0.0092 2.2295 0.0897 -0.0357 0.0306
... ... ... ... ... ... ... ... ... ... ... ... ...
1102 0.6765 0.0455 -0.0020 -0.0908 0.4026 -0.2544 0.2045 0.1058 -5.9294 0.6777 0.0292 0.0068
1103 1.1804 0.4214 -0.0149 0.0837 -0.6549 0.1780 0.0070 0.0018 -6.3380 0.7440 0.0291 0.0106
1104 0.1069 0.2489 -0.0009 -0.0014 -2.1178 0.3406 0.1959 0.1826 -3.8701 0.5681 0.0157 0.0021
1105 0.0139 0.2777 -0.0001 -0.0008 0.3958 -0.0274 0.0642 -0.0620 -4.0701 0.1880 0.0091 0.0514
1106 -0.2513 0.4043 0.0031 -0.0164 0.4097 0.0060 0.1536 -0.0907 -5.0668 0.3261 0.0178 0.0419
1107 0.0670 0.3163 -0 -0.0145 0.2906 0.0485 0.2310 -0.0989 -5.0668 0.4016 0.0308 0.1474
1108 1.0112 0.6861 -0.0091 -0.0107 0.4281 0.0048 0.1337 -0.0933 -5.0668 0.4650 0.0304 0.1295
1109 0.5020 0.5370 -0.0030 -0.0375 0.3645 -0.0168 0.1078 -0.0641 -5.0668 0.4156 0.0311 0.1396
1110 0.1420 0.3295 0.0009 -0.0484 0.1728 -0.0189 -0.0164 -0.0230 -6.6650 0.4509 0.0099 0.0831
Table 24 shows the estimates of the parameters mˆk,β1(mˆk, k), γ1,1(mˆk, k), γ1,2(mˆk, k), γ1,3(mˆk, k), mˆk, β2(mˆk, k),
γ2,1(mˆk, k), γ2,2(mˆk, k), γ2,3(mˆk, k), mˆk,β3(mˆk, k), γ3,1(mˆk, k), γ3,2(mˆk, k), γ3,3(mˆk, k), for each of the energy
commodity data sets. According to (9.47), the estimate γj,l(mˆk, k), j 6= l, is positive if commodity pl is cooperating
with commodity pj , and negative if commodity pl is competing with commodity pj . There is no interaction between the
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two commodities if γj,l(mˆk, k) = 0. It is apparent from the graph (from γ1,3(mˆk, k) in Column 6) that coal is competing
with natural gas during this period because the estimates of γ1,3(mˆk, k) are mostly negative. It is apparent that natural
gas and crude oil are either cooperating or competing, depending on the time period.
In the following, the graph of the drift coefficient’s parameters with estimates in Table 24 are
given below:
(a) (b)
(c) (d)
(e) (f)
179
(g) (h)
(i)
Figure 35.: The graph of interaction coefficients γ1,1(mˆk, k), γ1,2(mˆk, k), γ1,3(mˆk, k), γ2,1(mˆk, k),
γ2,2(mˆk, k) , γ2,3(mˆk, k), γ3,1(mˆk, k), γ3,2(mˆk, k), γ3,3(mˆk, k) (with jump).
Figures 35 (a)−(i) show the graph of the - sub-optimal interaction coefficient parameters γ1,1(mˆk, k), γ1,2(mˆk, k),
γ1,3(mˆk, k), γ2,1(mˆk, k), γ2,2(mˆk, k) , γ2,3(mˆk, k), γ3,1(mˆk, k), γ3,2(mˆk, k), γ3,3(mˆk, k). According to (9.47), the
estimate γj,l(mˆk, k), j 6= l, is positive if commodity pl is cooperating with commodity pj , and negative if commodity pl
is competing with commodity pj . There is no interaction between the two commodities if γj,l(mˆk, k) = 0. It is apparent
from the graph of γ1,3(mˆk, k) that coal is competing with natural gas because the estimates of γ1,3(mˆk, k) are mostly
negative. Also, it is apparent that natural gas and crude oil are either cooperating or competing, depending on the time
period.
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(a) (b)
(c)
Figure 36.: The graph of mean level β1(mˆk, k), β2(mˆk, k) and β3(mˆk, k) (with jump).
Figures 36: (a), (b) and (c) are the graphs of β1(mˆk, k), β2(mˆk, k), and β3(mˆk, k) against time tk for the daily
Henry Hub natural gas price, [27] daily crude oil price [28], and daily coal price data set, respectively.
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Table 25: Estimates σ1,1(mˆk, k), σ1,2(mˆk, k), σ1,3(mˆk, k), σ2,1(mˆk, k), σ2,2(mˆk, k), σ2,3(mˆk, k),
σ3,1(mˆk, k), σ3,2(mˆk, k), σ3,3(mˆk, k) (with jump).
tk Natural gas Crude oil Coal
σ1,1 σ1,2 σ1,3 σ2,1 σ2,2 σ2,3 σ3,1 σ3,2 σ3,3
11 0 0 0 0 0 0 0 0.1303 0
12 0.0485 0.0004 0.0032 0.2734 0.0166 0 0.0513 0 0.0000
13 0.7333 0 0 0.9445 0 0 0.2489 0 0
14 0.2120 0.1386 0.0133 0.3877 0.4773 0.1195 0.1365 0.0665 0.0086
15 0.4246 0.1318 0.0021 0.03341 0.4894 0.1211 0.0112 0.6107 0.0696
16 0.5538 0.0778 0.1501 0.07751 0.2524 0.0811 0.0651 0.4251 0.0635
17 0.3907 0.0469 0.2230 0.08746 0.1848 0.2463 0 0.4458 0.0478
18 0.3523 0.0180 0.2178 0.04291 0.1877 0.1602 0.5681 0.0592 0.0115
19 0.5116 0.0619 0.2221 0.03266 0.2673 0.2465 0.4999 0.0569 0.0127
20 0.6431 0.0536 0.1866 0.0939 0.1700 0.0781 0.3789 0.3174 0.0046
... .. ... ... ... ... ... ... ... ...
495 0 0.0036 0.0406 0.2286 0.0600 0.0172 0.0110 0.9387 0.0182
496 0.1588 0.0035 0.0107 0.08183 0.3163 0.0102 0 0 0.0016
497 0.1551 0.0009 0.0065 0.07869 0.1453 0.4821 0.7777 0 0.0033
498 0.1576 0.0011 0.0073 0.0120 0.1679 0.3786 0.5334 0 0.0060
499 0.1197 0.0006 0.0059 0.0721 0.2391 0.0172 0.4405 0.1432 0.0097
500 0.3600 0.0001 0.0049 0.0273 0.3960 0.0079 0.6331 0.1410 0.0093
0.5010 0.0514 0.0033 0.0049 0.0182 0.3499 0.0111 0.7690 0.1376 0.0089
0.5020 0.2503 0.0034 0.0042 0.0222 0.1744 0.0132 0.6198 0.1274 0.0066
0.5030 0.1195 0.0147 0.0165 0 0.4283 0.0060 0 0.1530 0.0049
0.5040 0.0974 0.0144 0.0027 0 0.2241 0.0048 0.4778 0.0574 0.0043
0.5050 0.1422 0.0060 0.0131 0.0085 0.2023 0.0054 0.5604 0.0669 0.0004
... ... ... ... ... ... ... ... ... ...
1102 0.1898 0.0016 0.0413 0.8313 0.0767 0.0381 0.6875 0 0.1451
1103 0.2094 0.0015 0.0352 0.8262 0.0673 0.0451 0.7298 0.2808 0.0147
1104 0.1711 0.0011 0.0040 0.6648 0.0915 0.0462 0.5563 0.1831 0.0105
1105 0.1816 0.0012 0.0116 0.6658 0.1049 0.0371 0.6591 0.2874 0.0057
1106 0.1191 0.0011 0.0116 0.6260 0.1155 0.0393 0 0.0196 0.0060
1107 0.0417 0.0012 0.0041 0.4992 0.0781 0.0382 0.0271 0.2559 0.0065
1108 0.1058 0.0033 0.0045 0.0019 0.0589 0.0421 0.6209 0.8289 0.0018
1109 0.1740 0.0021 0 0.0305 0.0446 0.0316 0.8431 0.2366 0.4511
1110 0.2912 0.0021 0.0163 0.0385 0.0342 0.0037 0.2910 0.0489 0.0257
Table 25 gives the -sub-optimal estimates of the parameters u1(mˆk, k), σ1,1(mˆk, k), σ1,2(mˆk, k), σ1,3(mˆk, k),
u2(mˆk, k), σ2,1(mˆk, k), σ2,2(mˆk, k), σ2,3(mˆk, k), u3(mˆk, k), σ3,1(mˆk, k), σ3,2(mˆk, k), σ3,3(mˆk, k) for each of the
energy commodity data sets.
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(a) (b)
(c) (d)
(e) (f)
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(g) (h)
(i)
Figure 37.: The graph of σ1,1(mˆk, k), σ1,2(mˆk, k), σ1,3(mˆk, k), σ2,1(mˆk, k), σ2,2(mˆk, k),
σ2,3(mˆk, k), σ3,1(mˆk, k), σ3,2(mˆk, k), σ3,3(mˆk, k) for Natural gas, Crude oil and Coal, respec-
tively (with jump).
Figures 37: (a), (b) and (c) are the graphs of σ1,1(mˆk, k), σ1,2(mˆk, k), σ1,3(mˆk, k), σ2,1(mˆk, k), σ2,2(mˆk, k),
σ2,3(mˆk, k), σ3,1(mˆk, k), σ3,2(mˆk, k), σ3,3(mˆk, k) against time tk for the daily Henry Hub natural gas price data set
[27], daily crude oil price data set [28], and daily coal price data set, respectively.
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Table 26: Real and simulated estimates (with jump) for Natural gas, Crude oil, and Coal.
tk Natural gas Crude oil Coal
Real Simulated ps1 Real Simulated p
s
2 Real Simulated p
s
3
11 4.0200 4.0500 58.9900 58.5200 16.5900 16.6000
12 3.9900 3.9600 59.5200 59.5099 17.4600 17.4635
13 3.7500 3.6690 61.4500 60.3377 17.8900 17.8886
14 3.7700 3.7341 60.4900 59.4191 17.5500 17.5188
15 3.4100 3.3967 61.1500 60.1580 17.4100 17.4188
16 3.3500 3.3947 62.4800 62.5028 16.7500 16.7789
17 3.4900 3.3900 63.4100 63.5524 17.6600 17.5341
18 3.5500 3.4957 65.0900 64.9224 17.5200 17.8130
19 3.9200 3.8743 66.3100 66.8239 18.5000 18.8453
20 3.8600 3.8241 68.5900 68.1206 19.0600 18.9453
... ... ... ... ... ... ...
494 4.2300 4.2295 106.7000 106.6374 33.2200 33.1852
495 4.1900 4.2191 107.1800 106.9973 32.7600 32.6677
496 4.3300 4.3414 110.8400 111.0084 33.6500 33.8070
497 4.3300 4.3261 111.7200 111.7084 33.7100 33.7061
498 4.3700 4.3863 111.6800 111.2084 34.7500 35.7057
499 4.3200 4.2167 111.7200 111.6126 34.5400 33.5457
500 4.3500 4.3577 112.3100 112.4358 34.0400 34.2862
501 4.3800 4.3535 112.3800 112.5682 33.1000 33.1330
502 4.5100 4.4389 113.3900 113.2925 33.6700 33.6216
503 4.6000 4.6139 113.0300 113.3077 33.9400 33.9216
504 4.6000 4.5964 110.6000 110.8350 33.8300 33.9216
505 4.5900 4.5564 108.7900 108.7598 32.0200 31.9867
... ... ... ... ... ... ...
1102 3.7200 3.6616 108.2300 108.2354 4.7700 4.5482
1103 3.7300 3.6477 106.2600 106.1451 5.0100 5.1120
1104 3.6800 3.6748 104.7000 104.6723 4.9800 5.1180
1105 3.6600 3.6861 103.6200 104.6723 4.7300 4.7893
1106 3.5900 3.6436 103.2200 102.9765 4.6800 4.7074
1107 3.5200 3.5213 102.6800 102.7652 4.6300 4.6419
1108 3.4900 3.4564 103.1000 102.9765 4.7400 4.4016
1109 3.5100 3.2596 102.8600 102.9652 4.3300 4.1826
1110 3.4800 3.4604 102.3600 102.4345 4.1800 4.4606
Table 26 shows the Real and simulated estimates for the spot price processes pj(t), j ∈ I(1, n).
The next figure shows the graph of the real and simulated prices (with jump) for Natural gas,
Crude oil, and Coal data set
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(a) (b)
(c)
Figure 38.: Real and Simulated Prices (with jump) for Natural gas, Crude oil, and Coal.
Figures 38: (a), (b), and (c) show the graph of the Real and Simulated Spot Prices for the daily Henry Hub natural gas
data set [27], daily crude oil data set [28], and daily coal data set [26], respectively. The red line represents the real data
set p, while the blue line represent the simulated data set psmˆk,k. The graph fits well. To reduce magnitude of error, we
increase the magnitude of time delay. It is obvious that these curves fit better than the curves in Figure 31. It follows that
the interconnected dynamical system with jump process incorporated into it performs better than the one without jump.
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Chapter 11
Forecasting
11.1 Introduction
In this chapter, we shall sketch an outline about forecasting problem for the case where there is
no jump. The sketch for the case where jump exist is similar. An − sub-optimal simulated
value (ys(mˆi−1k , t
i−1
k ), p
s(mˆi−1k , t
i−1
k )) at time t
i−1
k , i ∈ I(1,K∗), are used to define a forecast
(yf (mˆi−1k , t
i−1
k ), p
f (mˆi−1k , t
i−1
k )) for (y(t
i−1
k ),p(t
i−1
k )) at the time t
i−1
k for the system of energy
commodity model.
11.2 Forecasting for Energy Commodity Model
In the context of Illustration 9.6.1, for i ∈ I(1,K∗), we begin forecasting from time ti−1k . Using the
data set up to time ti−1k−1, we compute mˆ
i−1
a , mˆ
i−1
a , uj(mˆ
i−1
a , t
i−1
a ), βj(mˆ
i−1
a , t
i−1
a ), κj,l(mˆ
i−1
a , t
i−1
a ),
γj,l(mˆ
i−1
a , t
i−1
a ), δj,l(mˆ
i−1
a , t
i−1
a ), σj,l(mˆ
i−1
a , t
i−1
a ), j, l ∈ I(1, 3) for a ∈ I(0, k − 1). We assume
that we have no information about the real data set {yj(ti−1a )}Ni−1a=k . Under these considerations,
imitating the computational procedure outlined in Section 10 and using solutions to (9.58)-(9.59),
we find the estimate of the forecast yf (mˆi−1k , t
i−1
k ) and p
f (mˆi−1k , t
i−1
k ) at time t
i−1
k as follows;

yfj (mˆ
i−1
k , t
i−1
k ) = y
s
j (mˆ
i−1
k−1, t
i−1
k−1) +
(
uj(mˆ
i−1
k−1, t
i−1
k−1)− ysj (mˆi−1k−1, ti−1k−1)
)
×[
κj,j(mˆ
i−1
k−1, t
i−1
k−1)y
s
j (mˆ
i−1
k−1, t
i−1
k−1)
+
n∑
l 6=j
κj,ly
s
l (mˆ
i−1
k−1, t
i−1
k−1)
]
∆t
+δj,j(mˆ
i−1
k−1, t
i−1
k−1)
(
uj(mˆ
i−1
k−1, t
i−1
k−1)− ysj (mˆi−1k−1, ti−1k−1)
)
Wj,j(k)
+
(
uj(mˆ
i−1
k−1, t
i−1
k−1)− ysj (mˆi−1k−1, ti−1k−1)
) n∑
l 6=j
δj,ly
s
l (mˆ
i−1
k−1, t
i−1
k−1)Wj,l(k),
(11.1)
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
pfj (mˆ
i−1
k , t
i−1
k ) = p
s
j(mˆ
i−1
k−1, t
i−1
k−1) + p
s
j(mˆ
i−1
k−1, t
i−1
k−1)
[
γj,j(mˆ
i−1
k−1, t
i−1
k−1)
(
ysj (mˆ
i−1
k−1, t
i−1
k−1)
−psj(mˆi−1k−1, ti−1k−1)
)
+ βj(mˆ
i−1
k−1, t
i−1
k−1)
+
n∑
l 6=j
γj,l(mˆ
i−1
k−1, t
i−1
k−1)p
s
l (mˆ
i−1
k−1, t
i−1
k−1)
]
∆t
+σj,j(mˆ
i−1
k−1, t
i−1
k−1)p
s
j(mˆ
i−1
k−1, t
i−1
k−1)Zj,j(k)
+psj(mˆ
i−1
k−1, t
i−1
k−1)
n∑
l 6=j
σj,l(mˆ
i−1
k−1, t
i−1
k−1)p
s
l (mˆ
i−1
k−1, t
i−1
k−1)Zj,l(k),
(11.2)
where the estimates uj(mˆi−1k−1, t
i−1
k−1), βj(mˆ
i−1
k−1, t
i−1
k−1), κj,l(mˆ
i−1
k−1, t
i−1
k−1), γj,l(mˆ
i−1
k−1, t
i−1
k−1),
δj,l(mˆ
i−1
k−1, t
i−1
k−1), σj,l(mˆ
i−1
k−1, t
i−1
k−1), j, l ∈ I(1, 3) are estimated with respect to the known past data
set up to the time ti−1k−1. We note that y
f
mˆi−1k ,t
i−1
k
is the -sub-optimal estimate for yj(t
i−1
k ) at time
ti−1k .
To determine (yf (mˆi−1k+1, t
i−1
k+1),p
f (mˆi−1k+1, t
i−1
k+1)), we need uj(mˆ
i−1
k , t
i−1
k ), βj(mˆ
i−1
k , t
i−1
k ),
κj,l(mˆ
i−1
k , t
i−1
k ), γj,l(mˆ
i−1
k , t
i−1
k ), δj,l(mˆ
i−1
k , t
i−1
k ), and σj,l(mˆ
i−1
k , t
i−1
k ), j, l ∈ I(1, 3). Since we
only have information of real data up to time tk−1, we use the forecasted estimate y
f
j (mˆ
i−1
k , t
i−1
k )
as the estimate of yj(ti−1k ) and to estimate uj(mˆ
i−1
k , t
i−1
k ), βj(mˆ
i−1
k , t
i−1
k ), κj,l(mˆ
i−1
k , t
i−1
k ),
γj,l(mˆ
i−1
k , t
i−1
k ), δj,l(mˆ
i−1
k , t
i−1
k ), and σj,l(mˆ
i−1
k , t
i−1
k ), j, l ∈ I(1, 3).
Hence, we can write uj(mˆi−1k , t
i−1
k ) as
uj(mˆ
i−1
k , t
i−1
k ) ≡ uj(mˆi−1k , yj(ti−1k−mˆi−1k +1), yj(t
i−1
k−mˆi−1k +2
), ..., yj(t
i−1
k−1), y
f
j (mˆ
i−1
k , t
i−1
k ))
κj,l(mˆ
i−1
k , t
i−1
k ) ≡ κj,l(mˆi−1k , yj(ti−1k−mˆi−1k +1), yj(t
i−1
k−mˆi−1k +2
), ..., yj(t
i−1
k−1), y
f
j (mˆ
i−1
k , t
i−1
k ))
δj,l(mˆ
i−1
k , t
i−1
k ) ≡ δj,l(mˆi−1k , yj(ti−1k−mˆi−1k +1), yj(t
i−1
k−mˆi−1k +2
), ..., yj(t
i−1
k−1), y
f
j (mˆ
i−1
k , t
i−1
k ))
βj,l(mˆ
i−1
k , t
i−1
k ) ≡ βj,l(mˆi−1k , pj(ti−1k−mˆi−1k +1), pj(t
i−1
k−mˆi−1k +2
), ..., pj(t
i−1
k−1), p
f
j (mˆ
i−1
k , t
i−1
k ))
γj,l(mˆ
i−1
k , t
i−1
k ) ≡ γj,l(mˆi−1k , pj(ti−1k−mˆi−1k +1), pj(t
i−1
k−mˆi−1k +2
), ..., pj(t
i−1
k−1), p
f
j (mˆ
i−1
k , t
i−1
k ))
σj,l(mˆ
i−1
k , t
i−1
k ) ≡ σj,l(mˆi−1k , pj(ti−1k−mˆi−1k +1), pj(t
i−1
k−mˆi−1k +2
), ..., pj(t
i−1
,k−1), p
f
j (mˆ
i−1
k , t
i−1
k )),
j, l ∈ I(1, n).
To find (yfj (mˆ
i−1
k+2, t
i−1
k+2), p
f
j (mˆ
i−1
k+2, t
i−1
k+2)), we use the estimates

uj(mˆ
i−1
k+1, t
i−1
k+1) ≡ uj(mˆi−1k+1, yj(ti−1k−mˆi−1k +2), yj(t
i−1
k−mˆi−1k +3
), ..., yj(t
i−1
k−1),
yfj (mˆ
i−1
k , t
i−1
k ), y
f
j (mˆ
i−1
k+1,y1
, k + 1))
κj,l(mˆ
i−1
k+1, t
i−1
k+1) ≡ κj,l(mˆi−1k+1, yj(ti−1k−mˆi−1k +2), yj(t
i−1
k−mˆi−1k +3
), ..., yj(t
i−1
k−1),
yfj (mˆ
i−1
k , t
i−1
k ), y
f
j (mˆ
i−1
k+1, t
i−1
k+1))
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
δj,l(mˆ
i−1
k+1, t
i−1
k+1) ≡ δj,l(mˆi−1k+1, yj(ti−1k−mˆi−1k +2), yj(t
i−1
k−mˆi−1k +3
), ..., yj(t
i−1
k−1),
yfj (mˆ
i−1
k , t
i−1
k ), y
f
j (mˆ
i−1
k+1, t
i−1
k+1))
βj,l(mˆ
i−1
k+1, t
i−1
k+1) ≡ βj,l(mˆi−1k+1, pj(ti−1k−mˆi−1k +2), pj(t
i−1
k−mˆi−1k +3
), ..., pj(t
i−1
k−1),
pfj (mˆ
i−1
k , t
i−1
k ), p
f
j (mˆ
i−1
k+1, t
i−1
k+1))
γj,l(mˆ
i−1
k+1, t
i−1
k+1) ≡ γj,l(mˆi−1k+1, pj(ti−1k−mˆi−1k +2), pj(t
i−1
k−mˆi−1k +3
), ..., pj(t
i−1
k−1),
pfj (mˆ
i−1
k , t
i−1
k ), p
f
j (mˆ
i−1
k+1, t
i−1
k+1))
σj,l(mˆ
i−1
k+1, t
i−1
k+1) ≡ σj,l(mˆi−1k+1, pj(ti−1k−mˆi−1k +2), pj(t
i−1
k−mˆi−1k +3
), ..., pj(t
i−1
k−1),
pfj (mˆ
i−1
k , t
i−1
k ), p
f
j (mˆ
i−1
k+1, t
i−1
k+1)), j, l ∈ I(1, n).
Continuing this process in this manner, to find
(
yfj (mˆ
i−1
k+l, t
i−1
k+l), p
f
j (mˆ
i−1
k+l, t
i−1
k+l)
)
, we use the esti-
mates
uj(mˆ
i−1
k+l−1, t
i−1
k+l−1) ≡ uj(mˆi−1k+l−1, yj(ti−1k−mˆi−1k +l), yj(t
i−1
k−mˆi−1k +l+1
), ..., yj(t
i−1
k−1),
yfj (mˆ
i−1
k , t
i−1
k ), ..., y
f
j (mˆ
i−1
k+l−1, t
i−1
k+l−1))
κj,l(mˆ
i−1
k+l−1, t
i−1
k+l−1) ≡ κj,l(mˆi−1k+l−1, yj(ti−1k−mˆi−1k +l), yj(t
i−1
k−mˆi−1k +l+1
), ..., yj(t
i−1
k−1),
yfj (mˆ
i−1
k , t
i−1
k ), ..., y
f
j (mˆ
i−1
k+l−1, t
i−1
k+l−1))
δj,l(mˆ
i−1
k+l−1, t
i−1
k+l−1) ≡ δj,l(mˆi−1k+l−1, yj(ti−1k−mˆi−1k +l), yj(t
i−1
k−mˆi−1k +l+1
), ..., yj(t
i−1
k−1),
yfj (mˆ
i−1
k , t
i−1
k ), ..., y
f
j (mˆ
i−1
k+l−1, t
i−1
k+l−1))
βj,l(mˆ
i−1
k+l−1, t
i−1
k+l−1) ≡ βj,l(mˆi−1k+l−1, pj(ti−1k−mˆi−1k +l), pj(t
i−1
k−mˆi−1k +l+1
), ..., pj(t
i−1
k−1),
pfj (mˆ
i−1
k , t
i−1
k ), ..., p
f
j (mˆ
i−1
k+l−1, t
i−1
k+l−1))
γj,l(mˆ
i−1
k+l−1, t
i−1
k+l−1) ≡ γj,l(mˆi−1k+l−1, pj(ti−1k−mˆi−1k +l), pj(t
i−1
k−mˆi−1k +l+1
), ..., pj(t
i−1
k−1),
pfj (mˆ
i−1
k , t
i−1
k ), ..., p
f
j (mˆ
i−1
k+l−1, t
i−1
k+l−1))
σj,l(mˆ
i−1
k+l−1, t
i−1
k+l−1) ≡ σj,l(mˆi−1k+l−1, pj(ti−1k−mˆi−1k +i), pj(t
i−1
k−mˆi−1k +l+1
), ..., pj(t
i−1
k−1),
pfj (mˆ
i−1
k , t
i−1
k ), ..., p
f
j (mˆ
i−1
k+l−1, t
i−1
k+l−1)), j, l ∈ I(1, n).
11.2.1 Prediction/Confidence Interval for Energy Commodities
In order to be able to assess the future certainty, we also discuss about the prediction/confidence
interval. We define the 100(1− α)% confidence interval for the forecast of the state
(yf
mˆi−1l ,t
i−1
l
,pf
mˆi−1l ,t
i−1
l
) at time ti−1l , l ≥ k, j ∈ I(1, n) as
yfj (mˆ
i−1
l , t
i−1
l )± z1−α/2
(
sj,j
mˆi−1l−1 ,t
i−1
l−1
(yfj )
)1/2
,
pfj (mˆ
i−1
l , t
i−1
l )± z1−α/2
(
sj,j
mˆi−1l−1 ,t
i−1
l−1
(pfj )
)1/2
,
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where
(
sj,j(mˆi−1l−1, t
i−1
l−1)
)1/2
is the estimate for the sample standard deviation for the forecasted state
yj , and
(
sj,j(mˆi−1l−1, t
i−1
l−1)
)1/2
is the estimate for the sample standard deviation for the forecasted
state pj derived from the following iterative process
yfj (mˆ
i−1
l , t
i−1
l ) = y
f
j (mˆ
i−1
l−1, t
i−1
l−1) +
(
uj(mˆ
i−1
l−1, t
i−1
l−1)− yfj (mˆi−1l−1, ti−1l−1)
)
×[
κj,j(mˆ
i−1
l−1, t
i−1
l−1)y
f
j (mˆ
i−1
l−1, t
i−1
l−1) +
n∑
l 6=j
κj,ly
f
l (mˆ
i−1
l−1, t
i−1
l−1)
]
∆t
+δj,j(mˆ
i−1
l−1, t
i−1
l−1)
(
uj(mˆ
i−1
l−1, t
i−1
l−1)− yfj (mˆi−1l−1, ti−1l−1)
)
Wj,j(l)
+
(
uj(mˆ
i−1
l−1, t
i−1
l−1)− yfj (mˆi−1l−1, ti−1l−1)
) n∑
l 6=j
δj,ly
f
l (mˆ
i−1
l−1, t
i−1
l−1)Wj,l(l),
pfj (mˆ
i−1
l , t
i−1
l ) = p
f
j (mˆ
i−1
l−1, t
i−1
l−1) + p
f
j (mˆ
i−1
l−1, t
i−1
l−1)
[
γj,j(mˆ
i−1
l−1, t
i−1
l−1)
(
yfj (mˆ
i−1
l−1, t
i−1
l−1)
−pfj (mˆi−1l−1, ti−1l−1)
)
+ βj(mˆ
i−1
l−1, t
i−1
l−1)
+
n∑
l 6=j
γj,l(mˆ
i−1
l−1, t
i−1
l−1)p
f
l (mˆ
i−1
l−1, t
i−1
l−1)
]
∆t
+σj,j(mˆ
i−1
l−1, t
i−1
l−1)p
f
j (mˆ
i−1
l−1, t
i−1
l−1)Zj,j(l)
+pfj (mˆ
i−1
l−1, t
i−1
l−1)
n∑
l 6=j
σj,l(mˆ
i−1
l−1, t
i−1
l−1)p
f
l (mˆ
i−1
l−1, t
i−1
l−1)Zj,l(l).
(11.3)
It is clear that the 95 % confidence interval for the forecast at time tk is
(
yfj (mˆ
i−1
k , t
i−1
k )− 1.96
(
sj,j
mˆi−1k−1,k−1
(yfj )
)1/2
, yfj (mˆ
i−1
k , t
i−1
k ) + 1.96
(
sj,j
mˆi−1k−1,k−1
(yfj )
)1/2)
,(
pfj (mˆ
i−1
k , t
i−1
k )− 1.96
(
sj,j
mˆi−1k−1,k−1
(pfj )
)1/2
, pfj (mˆ
i−1
k , t
i−1
k ) + 1.96
(
sj,j
mˆi−1k−1,k−1
(pfj )
)1/2)
,
where the lower ends denote the lower bounds of the state estimate and the upper ends denote the
upper bounds of the state estimate.
11.2.2 Illustration: Prediction/Confidence Interval for Energy Commodities with no jump
For the case of no jump, the following graphs show the simulated, forecasted and 95 percent con-
fidence limit for the daily Henry Hub Natural gas data set [27], daily Crude Oil data set [28], and
daily Coal data set [26], respectively.
190
(a) (b)
(c)
Figure 39.: Real, Simulated, Forecasted Prices and 95% C.I. with no jump.
Figures 39: (a), (b), (c) show the graph of the forecast and 95 percent confidence limit for the case where there is
no jump for the daily Henry Hub Natural gas data set [27], daily Crude Oil data set [28], and daily Coal data set [26],
respectively. Figures 39: (a), (b), and (c) show two region: the simulation region S and the forecast region F . For the
simulation region S, we plot the real data set together with the simulated data set as described in Figure 38. For the
forecast region F , we plot the estimate of the forecast as explained in Section 11. The upper and the lower simulated
sketches in Figure 39 (a), (b), and (c) are corresponding to the upper and lower ends of the 95% confidence interval.
11.2.3 Illustration: Prediction/Confidence Interval for Energy Commodities with Jump
For the case of jump process, the following graphs show the forecast and 95 percent confidence
limit for the daily Henry Hub Natural gas data set [27], daily Crude Oil data set [28], and daily Coal
data set [26], respectively.
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(a) (b)
(c)
Figure 40.: Real, Simulated, Forecasted Prices and 95% CI with jump.
Figures 40: (a), (b), (c) show the graph of the forecast and 95 percent confidence limit for the case where there is jump
for the daily Henry Hub Natural gas data set [27], daily Crude Oil data set [28], and daily Coal data set [26], respectively.
Figure 40: (a), (b), and (c) show two region: the simulation region S and the forecast region F . For the simulation region
S, we plot the real data set together with the simulated data set as described in Figure 38.
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Chapter 12
Conclusion and Future Work
It is easily seen from Figures 31 and 38 that the model with jump performs better than the model
without jump. This is because the curve fits better at the jump times for the jump case than the case
without jump.
For j, l ∈ I(1, 3), the estimates for the drift interaction parameters γj,l(mˆk, ti−1k ) for the case
where jump is incorporated suggest that there is definitely interactions between the spot price of
these three commodities. As discussed in (9.46) and (9.47), the sign of these parameters suggest
if there is competition or cooperation between commodity l and j. The estimate of the parameter
γj,l(mˆk, t
i−1
k ) in Tables 17 and 24 and Figures 28 and 35 suggest that these commodities either
compete or cooperate with each other depending on the time period. We can also describe the
relationship between any two commodity j and l, j 6= l ∈ I(1, 3) based on the overall average
γ¯j,l =
1
N
N∑
k=1
γj,l(mˆk, t
i−1
k ). For example, for the case where jump is incorporated, γ¯1,3 = −0.0017
and γ¯3,1 = −0.0095. This suggests that on the average, there is competition between these two
commodities. Also, γ¯1,2 = 0.0018 and γ¯2,1 = 0.0083. This indicates that on the average, there
is cooperation between natural gas and crude oil. Finally, γ¯2,3 = −0.0146 and γ¯3,2 = −0.0013.
Therefore, on the average, there is competition between crude oil and coal.
In the future, we plan to apply the Local Lagged Adapted Generalized Method of Moments to
interconnected nonlinear stochastic dynamic model for log-spot price, expected log-spot price and
volatility process. Also, we plan to incorporate delay in the multivariate interconnected nonlinear
stochastic model. We plan to be able to apply the extended Local Lagged Adapted Generalized
Method of Moments to other multivariate interconnected nonlinear dynamic model different from
energy commodity model.
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Appendix A
A.1 Existence and Positivity of delayed Volatility in Chapter 4
LEMMA A.1 Suppose u(t) is Ft square-integrable, adapted, non-anticipative process. We have
E
[(∫ ∞
t0
u(t)dW (t)
)4]
= 0. (A.1)
Proof. We start by showing that (A.1) holds for simple predictable process using Definition 1.4.2.
The extension of the stochastic integral to square-integrable adapted process follows from [91].
We denote W (ti) by Wti . Using (1.7), we have
E
[(∫ ∞
t0
u(t)dW (t)
)4]
= E
( n∑
i=1
Fi(Wti −Wti−1)
)4
= 3
n∑
i=1
E[F 4i ]∆t2i +
n∑
i,j=1
i 6=j
E
[
F 2i
] [
F 2j
]
∆ti∆tj
= 0

Denote by C = C([−τ, 0],R) the Banach space of all continuous functions [−τ, 0] → R under
the supremum norm
||α||C = sup
θ∈[−τ,0]
|α(θ)|, α ∈ C. (A.2)
Denote L2(C,R) to be the Banach space of all measurable maps [t0, T ]× Ω → R which are L2
with norm
||β||2L2(C,R) = EΩ[|β|2C ]. (A.3)
Define u(t, ψt) ≡ σ2(t, ψt). The differential equation (4.10) reduces to
194
du(t, ψt) = f(t, u(t, ψt), w)dt, u(t0, ψ) = u0(ψ) > 0. (A.4)
where
f(t, ψt, w) = α+ β
[∫ t
t−τ
√
u(s, ψs)dW2(s)
]2
+ cu(t, ψt). (A.5)
THEOREM A.1 Using Lemma A.1, f(t, ψt, w) defined in (A.5) satisfies ||f(t, u1, w)− f(t, u2, w)||L2([t0,T ]×L2(Ω,R)×Ω,R) ≤ L||u1 − u2||L2([t0,T ]×C,R)||f(t, u, w)|| ≤ K(1 + ||u||L2([t0,T ]×C,R)) (A.6)
for all u1, u2 ∈ L2([t0, T ]× C,R)
Proof. For any u1, u2 ∈ L2([t0, T ]× C,R)
‖f(t, u1, w)− f(t, u2, w)‖2L2 =
E
∣∣∣∣∣β
[(∫ t
t−τ
√
u1(s, ψs)dW (s)
)2
−
(∫ t
t−τ
√
u2(s, ψs)dW (s)
)2]
+c(u1(t, ψt)− u2(t, ψt))|2
≤ 2E
β2 ∣∣∣∣∣
[(∫ t
t−τ
√
u1(s, ψs)dW (s)
)2
−
(∫ t
t−τ
√
u2(s, ψs)dW (s)
)2]∣∣∣∣∣
2
+c2 |u1(t, ψt)− u2(t, ψt)|2
]
≤ 4β2E
[∣∣∣∣(∫ t
t−τ
√
u1(s, ψs)dW (s)
)∣∣∣∣4
]
+ 4β2E
[∣∣∣∣(∫ t
t−τ
√
u2(s, ψs)dW (s)
)∣∣∣∣4
]
+2c2E |u1(t, ψt)− u2(t, ψt)|2
≤ L‖u1(t, ψt)− u2(t, ψt)‖2L2 , where L = 2c2.
Likewise,
‖f(t, u, w)‖2L2 = E
∣∣∣∣∣α+ β
(∫ t
t−τ
√
u(s, ψs)dW (s)
)2
+ cu(t, ψt)
∣∣∣∣∣
2
≤ 2b2E
∣∣∣∣(∫ t
t−τ
√
u(s, ψs)dW (s)
)∣∣∣∣4 + 2E |α+ cu(t, ψt)|2
≤ 4E
[
|α|2 + c2 |u(t, ψt)|2
]
≤ K [1 + ‖u‖L2 ] , where K = 4 max{|α|2, |c|2}.
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Next, we shall show that the solution u(t, ψ) of the IVP (A.4) satisfies Lipschitz condition whenever
the initial condition y(t0, ψ) = y0(ψ) in (A.4) satisfies the following assumption:
H2:
a). u0(ψ) satisfies Lipschitz condition, that is, for every ψ1, ψ2 ∈ C, there exist a constant
M1 > 0, such that
‖u0(ψ1)− u0(ψ2)‖ ≤M1‖ψ1 − ψ2‖,
and
b). inf
ψ
u0(ψ) = M2 > 0.
THEOREM A.2 Every solution u(t, ψt) satisfying (A.4) with initial condition satisfying H2(a) sat-
isfies Lipschitz condition.
Furthermore, under condition H2(b), then
√
u(t, ψt) satisfies Lipschitz condition.
Proof. For any solution u1(t, ψ1), u2(t, ψ2) satisfying (A.4) and assumptions H2, with ψi ≡ ψit,
i = 1, 2, we have
‖u1(t, ψ1)− u2(t, ψ2)‖2L2 =
E
∣∣∣∣∣
∫ t
t0
(
β
[(∫ s
s−τ
√
u1(r, ψ1)dW (r)
)2
−
(∫ s
s−τ
√
u2(r, ψ2)dW (r)
)2]
+c(u1(s, ψ1)− u2(s, ψ2))) ds|2
≤ E
∣∣∣∣∣
∫ t
t0
(
β
[(∫ s
s−τ
√
u1(r, ψ1)dW (r)
)2
−
(∫ s
s−τ
√
u2(r, ψ2)dW (r)
)2])
ds
+c
∫ t
t0
(u1(s, ψ1)− u2(s, ψ2))ds
∣∣∣∣2
≤ 2E
∣∣∣∣∣
∫ t
t0
(
β
[(∫ s
s−τ
√
u1(r, ψ1)dW (r)
)2
−
(∫ s
s−τ
√
u2(r, ψ2)dW (r)
)2])
ds
∣∣∣∣∣
2
+2E
∣∣∣∣c∫ t
t0
(u1(s, ψ1)− u2(s, ψ2))ds
∣∣∣∣2
≤ 2E
∫ t
t0
∣∣∣∣∣β
[(∫ s
s−τ
√
u1(r, ψ1)dW (r)
)2
−
(∫ s
s−τ
√
u2(r, ψ2)dW (r)
)2]∣∣∣∣∣
2
ds
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+2E
∫ t
t0
|c(u1(s, ψ1)− u2(s, ψ2))|2 ds
≤ 2b2T
∫ t
t0
E
∣∣∣∣∣
[(∫ s
s−τ
√
u1(r, ψ1)dW (r)
)2
−
(∫ s
s−τ
√
u2(r, ψ2)dW (r)
)2]∣∣∣∣∣
2
ds
+2c2T
∫ t
t0
E |(u1(s, ψ1)− u2(s, ψ2))|2 ds, using Holder’s inequality,
≤ 2c2T
∫ t
t0
‖(u1(s, ψ1)− u2(s, ψ2))‖2ds, using Lemma A.1.
By Gronwall’s inequality, [70, 66], we have
‖u1(t, ψ1)− u2(t, ψ2)‖ ≤ ‖u1(t0, ψ1)− u2(t0, ψ2)‖ec2T 2
≤ M3‖u0(ψ1)− u0(ψ2)‖, M3 = ec2T 2 ,
≤ M‖ψ1 − ψ2‖0, where assumption H2(a) is used, and M = M1M3.
(A.7)
Furthermore, using assumptionH2, there exist a positive constantM4 such thatM4 ≤ ‖
√
u1(t, ψ1)+√
u2(t, ψ2)‖. Substituting this into equation (A.7), we have
‖
√
u1(t, ψ1)−
√
u2(t, ψ2)‖L2([t0,T ]×C,R) ≤ N‖ψ1 − ψ2‖0, where N = M/M4. (A.8)

In the next theorem, we show conditions for positivity of the solution u(t, ψt) of (A.4).
THEOREM A.3 Differential equation in (A.4) has a positive solution if α > 0, β > 0.
Proof. Using the transformation
z(t, ψt) = e
−c(t−t0)u(t, ψt),
equation (A.4) reduces to
dz =
[
αe−c(t−t0) + β
(∫ t
t−τ
√
z(s, ψs)exp
[
− c
2
(t− s)
]
dW (s)
)2]
dt.
Hence, by hypothesis, z(t, ψt) is an increasing function of t. Since u0(t0, ψt) > 0, then z(t, ψt) is
positive. 
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Appendix B
B.1 Algorithm for Simulation
Algorithm 1 Estimating parameters
Given initial parameters and initial predictions xˆ(t1|t0) and P (t1|t0),
for k = 1 to n do,
for j = 0 to 2 do,
for m = 1 to 6 do,
Compute yˆ(tk|tk−1) and rj,m(tk|tk−1)
Compute xˆ(tk|tk) and P (tk|tk) using (5.17),
Compute xˆ(tk+1|tk) and P (tk+1|tk) using (5.26),
Compute ek using (5.27),
end for
end for
end for
Return ek.
Compute L(Θ) using (5.28),
θˇ = arg minL(Θ)
Return L.
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B.2 Expressions in Lemma 5.1
D(tk|tk−1){h˜,h˜T } =
σ4 − σ22
2h3
n∑
p=1
[
epµpδph˜δ2ph˜
T
+ epδ
2
ph˜µpδph˜
T
]
+
σ22
2h3
n∑
p,q=1
p6=q
[
eqµpδph˜µpδpµqδqh˜
T
+ epµqδqh˜µpδpµqδqh˜
T
]
+
σ22
4h4
n∑
p,q=1
p6=q
[
eqδ
2
q h˜µpδpµqδqh˜
T
+ epµpδpµqδqh˜δ2q h˜
T
]
+
σ22
2h3
n∑
p,q=1
p6=q
[
eqµpδpµqδqh˜µpδph˜
T
+ epµpδpµqδqh˜µqδqh˜
T
]
E(tk|tk−1) = σ4 − σ
2
2
2h3
n∑
p=1
[
epC
Tµpδph˜δ2ph˜
T
+ epC
T δ2ph˜µpδph˜
T
]
+
σ22
2h3
n∑
p,q=1
p6=q
[
eqC
Tµpδph˜µpδpµqδqh˜
T
+ epC
Tµqδqh˜µpδpµqδqh˜
T
]
+
σ22
4h4
n∑
p,q=1
p6=q
[
eqC
T δ2q h˜µpδpµqδqh˜
T
+ epC
Tµpδpµqδqh˜δ2q h˜
T
]
+
σ22
2h3
n∑
p,q=1
p6=q
eqC
Tµpδpµqδqh˜µpδph˜
T
+
σ22
2h3
n∑
p,q=1
p6=q
epC
Tµpδpµqδqh˜µqδqh˜
T
J(tk|tk−1) = σ4
h3
n∑
p=1
epµpδph˜
T
µpδph˜µpδph˜
T
+
σ22
h3
n∑
p,q=1
p 6=q
[
eqµpδph˜
T
µpδph˜µqδqh˜
T
+ eqµpδph˜
T
µqδqh˜µpδph˜
T
+epµpδph˜
T
µqδqh˜µqδqh˜
T
]
+
σ32
4h5
n∑
p,q,r=1
p 6=q 6=r
[
erµpδph˜
T
δ2q h˜µpδpµrδrh˜
T
+ erµpδph˜
T
δ2q h˜µrδrµpδph˜
T
+eqµpδph˜
T
µpδpµqδqh˜δ2r h˜
T
]
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+
σ2σ4
4h5
n∑
p,q
p 6=q
[
eqµpδph˜
T
µpδpµqδqh˜δ2ph˜
T
+ epµqδqh˜
T
µpδpµqδqh˜δ2q h˜
T
+eqδ
2
ph˜
T
µpδph˜µpδpµqδqh˜
T
]
+
σ32
4h5
n∑
p,q,r=1
p 6=q 6=r
[
erµqδqh˜
T
µpδpµqδqh˜µpδpµrδrh˜
T
+ erµqδqh˜
T
µpδpµqδqh˜µrδrµpδph˜
T
+epµqδqh˜
T
µpδpµqδqh˜δ2r h˜
T
+ erµpδpµqδqh˜
T
µpδpµqδqh˜µrδrh˜
T
]
+
σ2σ4
4h5
n∑
p,q
p 6=q
[
epδ
2
ph˜
T
µpδph˜µqδqµpδph˜
T
+ eqδ
2
ph˜
T
µqδqh˜δ2ph˜
T
+eqµpδpµqδqh˜
T
µpδph˜δ2ph˜
T
]
+
σ32
4h5
n∑
p,q,r=1
p 6=q 6=r
[
eqδ
2
ph˜
T
µqδqh˜δ2r h˜
T
+ erδ
2
ph˜
T
µqδqh˜µrδrµqδqh˜
T
+erδ
2
ph˜
T
µqδqh˜µqδqµrδrh˜
T
+ erµpδpµqδqh˜
T
µpδph˜δrµrµqδqh˜
T
]
+
σ32
4h5
n∑
p,q,r=1
p 6=q 6=r
[
eqµpδpµqδqh˜
T
µpδph˜δ2r h˜
T
+ erµpδpµqδqh˜
T
µpδph˜µqδqδrµrh˜
T
]
+
σ2σ4
4h5
n∑
p,q
p 6=q
[
epµpδpµqδqh˜
T
µqδqh˜δ2q h˜
T
+ erµpδpµqδqh˜
T
µqδqh˜µrδrµpδph˜
T
+eqδ
2
ph˜
T
δ2ph˜µqδqh˜
T
]
+
σ32
4h5
n∑
p,q,r=1
p 6=q 6=r
er
[
µrδrµqδqh˜
T
µqδqh˜δ2ph˜
T
+ µpδpµqδqh˜
T
µqδqh˜δ2q h˜
T
+ δ2ph˜
T
δ2q h˜µrδrh˜
T
]
+
σ2σ4
4h5
n∑
p,q
p 6=q
[
eqδ
2
ph˜
T
µpδpµqδqh˜µpδph˜
T
+ epδ
2
ph˜
T
µpδpµqδqh˜µqδqh˜
T
+eqδ
2
q h˜
T
µpδpµqδqh˜µpδph˜
T
+ eqµpδpµqδqh˜
T
δ2ph˜µqδqh˜
T
]
+
σ2σ4
4h5
n∑
p,q
p 6=q
[
epδ
2
q h˜
T
µpδpµqδqh˜µqδqh˜
T
+ eqµpδpµqδqh˜
T
δ2ph˜µpδph˜
T
]
+
σ2σ4
4h5
n∑
p,q
p 6=q
[
eqµpδpµqδqh˜
T
δ2q h˜µpδph˜
T
+ epµpδpµqδqh˜
T
δ2q h˜µqδqh˜
T
]
+
σ32
4h5
n∑
p,q,r=1
p 6=q 6=r
er
[
µpδpµqδqh˜
T
δ2r h˜µpδph˜
T
+ µpδpµqδqh˜
T
δ2r h˜µqδqh˜
T
]
200
Li,j =
σ4 − σ22
2h4
n∑
p=1
[
µpδph˜iµpδph˜jδ2ph˜
T
+ µpδph˜iδ2ph˜jµpδph˜
T
+ δ2ph˜iµpδph˜jµpδph˜
T
]
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδph˜iµqδqh˜jµpδpµqδqh˜
T
+
σ2
2h2
n∑
p=1
δ2ph˜
T
δi,jRi,j
+
σ22
2h4
n∑
p,q=1
p 6=q
[
µpδph˜iµpδpµqδqh˜jµqδqh˜
T
+ µqδqh˜iµpδpµqδqh˜jµpδph˜
T
]
+
σ2
2h2
n∑
p=1
δ2ph˜iejTRj,j +
σ22
2h4
n∑
p,q=1
p 6=q
µpδpµqδqh˜iµpδph˜jµqδqh˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδpµqδqh˜iµqδqh˜jµpδph˜
T
+
σ6 + 2σ
3
2 − 3σ2σ4
8h6
n∑
p=1
(δ2ph˜iδ
2
ph˜jδ
2
ph˜
T
)
+
σ4σ2 − σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
δ2ph˜iδ
2
q h˜jδ
2
r h˜
T
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2q h˜iµpδpµqδqh˜jµqδqµpδph˜
T
+
σ4σ2 − σ32
8h6
n∑
p,q=1
p 6=q
[
δ2ph˜iµpδpµqδqh˜jµpδpµqδqh˜
T
+ δ2q h˜iµpδpµqδqh˜jµpδpµqδqh˜
T
]
+
σ4σ2 − σ32
8h6
n∑
p,q=1
p 6=q
µpδpµqδqh˜iδ2ph˜jµpδpµqδqh˜
T
+
σ2
2h2
n∑
p=1
δ2ph˜jeiRi,i
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
[
µpδpµqδqh˜iδ2ph˜jµqδqµpδph˜
T
+ µpδpµqδqh˜iδ2q h˜jµqδqµpδph˜
T
]
+
σ4σ2 − σ32
8h6
n∑
p,q=1
p 6=q
µpδpµqδqh˜iδ2q h˜jµpδpµqδqh˜
T
+
σ4σ2 − σ32
8h6
n∑
p,q=1
p 6=q
(
µpδpµqδqh˜iµpδpµqδqh˜jδ2ph˜
T
+ µpδpµqδqh˜iµpδpµqδqh˜jδ2q h˜
T
)
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
(
µpδpµqδqh˜iµqδqµrδrh˜jµpδpµrδrh˜
T
+ µpδpµqδqh˜iδ2r h˜jµqδqµpδph˜
T
+µpδpµqδqh˜iµqδqµrδrh˜jµrδrµpδph˜
T
)
+
σ2
4h2
n∑
p=1
δ2phie
T
j Rj,j + δ
2
phje
T
i Ri,i
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+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
(
µpδpµqδqh˜iµpδpµrδrh˜jµqδqµrδrh˜
T
+µpδpµqδqh˜iµpδpµrδrh˜jµrδrµqδqh˜
T
)
− σ2
2h2
n∑
p=1
δ2ph˜i
(
eTj Rj,j
)
+
σ22
8h6
n∑
p,q=1
p 6=q
µpδph˜iµqδqh˜jµqδqµpδph˜
T
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
[
δ2ph˜iµqδqµrδrh˜jµrδrµqδqh˜
T
+ µpδpµqδqh˜iµqδqµpδph˜jδ2r h˜
T
]
+
σ4σ2
8h6
n∑
p,q,r=1
p6=q 6=r
[
δ2ph˜iµpδpµqδqh˜jµqδqµpδph˜
T
+ µpδpµqδqh˜iµqδqµpδph˜jδ2ph˜
T
+µpδpµqδqh˜iµqδqµpδph˜jδ2q h˜
T
]
E
[AATAAT |Ytk−1] = 14h6
 n∑
p=1
σ6δ
2
ph˜µpδph˜
T
δ2ph˜µpδph˜
T
+
n∑
p,q,r=1
p 6=q 6=r
σ32µpδpµqδqh˜µpδpµqδqh˜
T
µrδrh˜µrδrh˜
T
+
n∑
p,q=1
p6=q
σ2σ4
[
δ2q h˜µqδqh˜
T
δ2ph˜(tk, zˆ(tk))µqδqh˜
T
+ δ2q h˜µqδqh˜
T
µpδpµqδqh˜µpδph˜
T
+δ2ph˜µqδqh˜
T
δ2q h˜µqδqh˜
T
+ µpδpµqδqh˜µpδph˜
T
δ2q h˜µqδqh˜
T
]
+
n∑
p,q=1
p6=q
σ2σ4
[
δ2ph˜µqδqh˜
T
δ2ph˜µqδqh˜
T
+ δ2ph˜µqδqh˜
T
µpδpµqδqh˜µpδph˜
T
]
+
n∑
p,q,r=1
p6=q 6=r
σ32
[
δ2ph˜µqδqh˜
T
µrδrµqδqh˜µrδrh˜
T
+ δ2ph˜µqδqh˜
T
µqδqµrδrh˜µrδrh˜
T
+µrδrµqδqh˜µrδrh˜
T
δ2ph˜µqδqh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µpδpµqδqh˜µpδph˜
T
δ2ph˜µqδqh˜
T
+ µpδpµqδqh˜µqδqh˜
T
δ2ph˜µqδqh˜
T
+µpδpµqδqh˜µpδph˜
T
µpδpµqδqh˜µpδph˜
T
]
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+n∑
p,q,r=1
p6=q 6=r
σ32
[
δ2ph˜µqδqh˜
T
δ2r h˜µqδqh˜
T
+ µqδqµrδrh˜µrδrh˜
T
δ2ph˜µqδqh˜
T
+µpδpµqδqh˜µpδph˜
T
µqδqµrδrh˜µrδrh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µqδqµpδph˜µpδph˜
T
µpδpµqδqh˜µpδph˜
T
+µpδpµqδqh˜µqδqh˜
T
µpδpµqδqh˜µqδqh˜
T
+ µpδpµqδqh˜µqδqh˜
T
δ2ph˜µpδph˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
δ2ph˜(tk, zˆ(tk))µpδph˜
T
µpδpµqδqh˜µqδqh˜
T
+ δ2ph˜µqδqh˜
T
µpδpµqδqh˜µqδqh˜
T
+µpδpµqδqh˜µpδph˜
T
µqδqµpδph˜µpδph˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
µpδpµqδqh˜µpδph˜
T
µrδrµqδqh˜µrδrh˜
T
+µpδpµqδqh˜µqδqh˜
T
µpδpµrδrh˜µrδrh˜
T
+ µqδqµrδrh˜µrδrh˜
T
µpδpµqδqh˜µpδph˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32µpδpµqδqh˜µrδrh˜
T
µpδpµqδqh˜µrδrh˜
T
+
n∑
p=1
σ6δ
2
ph˜δ
2
ph˜
T
µpδph˜µpδph˜
T
+
n∑
p,q=1
p 6=q
σ2σ4
[
δ2q h˜δ
2
ph˜
T
µqδqh˜µqδqh˜
T
+ δ2q h˜µpδpµqδqh˜
T
µqδqh˜µpδph˜
T
+δ2ph˜δ
2
q h˜
T
µqδqh˜µqδqh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
δ2ph˜δ
2
ph˜
T
µqδqh˜µqδqh˜
T
+ δ2ph˜µpδpµqδqh˜
T
µqδqh˜µpδph˜
T
+µpδpµqδqh˜δ2q h˜
T
µpδph˜µqδqh˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
δ2ph˜µrδrµqδqh˜
T
µqδqh˜µrδrh˜
T
+ δ2ph˜µqδqµrδrh˜
T
µqδqh˜µrδrh˜
T
+µrδrµqδqh˜δ2ph˜
T
µrδrh˜µqδqh˜
T
]
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+n∑
p,q=1
p6=q
σ2σ4
[
µpδpµqδqh˜δ2ph˜
T
µpδph˜µqδqh˜
T
+ µpδpµqδqh˜δ2ph˜
T
µqδqh˜µqδqh˜
T
+µpδpµqδqh˜µpδpµqδqh˜
T
µpδph˜µpδph˜
T
]
+
n∑
p,q,r=1
p6=q 6=r
σ32
[
δ2ph˜δ
2
r h˜
T
µqδqh˜µqδqh˜
T
+ µqδqµrδrh˜δ2ph˜
T
µrδrh˜µqδqh˜
T
+µpδpµqδqh˜µqδqµrδrh˜
T
µpδph˜µrδrh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µqδqµpδph˜µpδpµqδqh˜
T
µpδph˜µpδph˜
T
+µpδpµqδqh˜µpδpµqδqh˜
T
µqδqh˜µqδqh˜
T
+ µpδpµqδqh˜δ2ph˜
T
µqδqh˜µpδph˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
δ2ph˜µpδpµqδqh˜
T
µpδph˜µqδqh˜
T
+ δ2ph˜µpδpµqδqh˜
T
µqδqh˜µqδqh˜
T
+µpδpµqδqh˜µqδqµpδph˜
T
µpδph˜µpδph˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
µpδpµqδqh˜µrδrµqδqh˜
T
µpδph˜µrδrh˜
T
+µpδpµqδqh˜µpδpµrδrh˜
T
µqδqh˜µrδrh˜
T
+ µqδqµrδrh˜µpδpµqδqh˜
T
µrδrh˜µpδph˜
T
]
+
n∑
p=1
σ6µpδph˜δ2ph˜
T
δ2ph˜µpδph˜
T
+
n∑
p,q,r=1
p 6=q 6=r
σ32µpδpµqδqh˜µrδrh˜
T
µrδrh˜µpδpµqδqh˜
T
+
n∑
p,q=1
p 6=q
σ2σ4
[
µqδqh˜δ2q h˜
T
δ2ph˜(tk, zˆ(tk))µqδqh˜
T
+ µqδqh˜δ2q h˜
T
µpδpµqδqh˜µpδph˜
T
+µqδqh˜δ2ph˜
T
δ2q h˜µqδqh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µqδqh˜δ2ph˜
T
δ2ph˜µqδqh˜
T
+ µqδqh˜δ2ph˜
T
µpδpµqδqh˜µpδph˜
T
+µpδph˜µpδpµqδqh˜
T
δ2q h˜µqδqh˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
µqδqh˜δ2ph˜
T
µrδrµqδqh˜µrδrh˜
T
+ µqδqh˜δ2ph˜
T
µqδqµrδrh˜µrδrh˜
T
+µrδrh˜µrδrµqδqh˜
T
δ2ph˜µqδqh˜
T
]
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+
n∑
p,q=1
p 6=q
σ2σ4
[
µpδph˜µpδpµqδqh˜
T
δ2ph˜µqδqh˜
T
+ µqδqh˜µpδpµqδqh˜
T
δ2ph˜µqδqh˜
T
+µpδph˜µpδpµqδqh˜
T
µpδpµqδqh˜µpδph˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
µqδqh˜δ2ph˜
T
δ2r h˜µqδqh˜
T
+ µrδrh˜µqδqµrδrh˜
T
δ2ph˜µqδqh˜
T
+µpδph˜µpδpµqδqh˜
T
µqδqµrδrh˜µrδrh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µpδph˜µqδqµpδph˜
T
µpδpµqδqh˜µpδph˜
T
+µqδqh˜µpδpµqδqh˜
T
µpδpµqδqh˜µqδqh˜
T
+ µqδqh˜µpδpµqδqh˜
T
δ2ph˜µpδph˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µpδph˜δ2ph˜
T
µpδpµqδqh˜µqδqh˜
T
+ µpδpµqδqh˜µpδph˜
T
µpδph˜µpδpµqδqh˜
T
+µqδqh˜δ2ph˜
T
µpδpµqδqh˜µqδqh˜
T
+ µpδph˜µpδpµqδqh˜
T
µqδqµpδph˜µpδph˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
µpδph˜µpδpµqδqh˜
T
µrδrµqδqh˜µrδrh˜
T
+µqδqh˜µpδpµqδqh˜
T
µpδpµrδrh˜µrδrh˜
T
+ µrδrh˜µqδqµrδrh˜
T
µpδpµqδqh˜µpδph˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32µrδrh˜µpδpµqδqh˜
T
µpδpµqδqh˜µrδrh˜
T
+
n∑
p=1
σ6δ
2
ph˜µpδph˜
T
µpδph˜δ2ph˜
T
+
n∑
p,q=1
p 6=q
σ2σ4
[
δ2q h˜µqδqh˜
T
µqδqh˜δ2ph˜
T
+ δ2q h˜µqδqh˜
T
µpδph˜µpδpµqδqh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
δ2ph˜µqδqh˜
T
µqδqh˜δ2ph˜
T
+ δ2ph˜µqδqh˜
T
µpδph˜µpδpµqδqh˜
T
+µpδpµqδqh˜µpδph˜
T
µqδqh˜δ2q h˜
T
+ δ2ph˜µqδqh˜
T
µqδqh˜δ2q h˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
δ2ph˜µqδqh˜
T
µrδrh˜µrδrµqδqh˜
T
+ δ2ph˜µqδqh˜
T
µrδrh˜µqδqµrδrh˜
T
+µrδrµqδqh˜µrδrh˜
T
µqδqh˜δ2ph˜
T
]
+
n∑
p,q=1
p6=q
σ2σ4
[
µpδpµqδqh˜µpδph˜
T
µqδqh˜δ2ph˜
T
+ µpδpµqδqh˜µqδqh˜
T
µqδqh˜δ2ph˜
T
]
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+n∑
p,q,r=1
p6=q 6=r
σ32
[
δ2ph˜µqδqh˜
T
µqδqh˜δ2r h˜
T
+ µqδqµrδrh˜µrδrh˜
T
µqδqh˜δ2ph˜
T
+µpδpµqδqh˜µpδph˜
T
µrδrh˜µqδqµrδrh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µqδqµpδph˜µpδph˜
T
µpδph˜µpδpµqδqh˜
T
+µpδpµqδqh˜µqδqh˜
T
µqδqh˜µpδpµqδqh˜
T
+ µpδpµqδqh˜µqδqh˜
T
µpδph˜δ2ph˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
δ2ph˜(tk, zˆ(tk))µpδph˜
T
µqδqh˜µpδpµqδqh˜
T
+ δ2ph˜µqδqh˜
T
µqδqh˜µpδpµqδqh˜
T
+µpδpµqδqh˜µpδph˜
T
µpδph˜µqδqµpδph˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
µpδpµqδqh˜µpδph˜
T
µrδrh˜µrδrµqδqh˜
T
+µpδpµqδqh˜µqδqh˜
T
µrδrh˜µpδpµrδrh˜
T
+ µqδqµrδrh˜µrδrh˜
T
µpδph˜µpδpµqδqh˜
T
]
+
n∑
p=1
σ6µpδph˜δ2ph˜
T
µpδph˜δ2ph˜
T
+
n∑
p,q,r=1
p 6=q 6=r
σ32µrδrh˜µrδrh˜
T
µpδpµqδqh˜µpδpµqδqh˜
T
+
n∑
p,q=1
p 6=q
σ2σ4
[
µqδqh˜δ2q h˜
T
µqδqh˜δ2ph˜
T
+ µqδqh˜δ2q h˜
T
µpδph˜µpδpµqδqh˜
T
+µqδqh˜δ2ph˜
T
µqδqh˜δ2q h˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µqδqh˜δ2ph˜
T
µqδqh˜δ2ph˜
T
+ µqδqh˜δ2ph˜
T
µpδph˜µpδpµqδqh˜
T
+µpδph˜µpδpµqδqh˜
T
µqδqh˜δ2q h˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
µqδqh˜δ2ph˜
T
µrδrh˜µrδrµqδqh˜
T
+ µqδqh˜δ2ph˜
T
µrδrh˜µqδqµrδrh˜
T
+µrδrh˜µrδrµqδqh˜
T
µqδqh˜δ2ph˜
T
]
+
n∑
p,q=1
p6=q
σ2σ4
[
µpδph˜µpδpµqδqh˜
T
µqδqh˜δ2ph˜
T
+ µqδqh˜µpδpµqδqh˜
T
µqδqh˜δ2ph˜
T
+µpδph˜µpδpµqδqh˜
T
µpδph˜µpδpµqδqh˜
T
]
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+n∑
p,q,r=1
p6=q 6=r
σ32
[
µqδqh˜δ2ph˜
T
µqδqh˜δ2r h˜
T
+ µrδrh˜µqδqµrδrh˜
T
µqδqh˜δ2ph˜
T
+µpδph˜µpδpµqδqh˜
T
µrδrh˜µqδqµrδrh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µpδph˜µqδqµpδph˜
T
µpδph˜µpδpµqδqh˜
T
+µqδqh˜µpδpµqδqh˜
T
µqδqh˜µpδpµqδqh˜
T
+ µqδqh˜µpδpµqδqh˜
T
µpδph˜δ2ph˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µpδph˜δ2ph˜
T
µqδqh˜µpδpµqδqh˜
T
+ µqδqh˜δ2ph˜
T
µqδqh˜µpδpµqδqh˜
T
+µpδph˜µpδpµqδqh˜
T
µpδph˜µqδqµpδph˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
µpδph˜µpδpµqδqh˜
T
µrδrh˜µrδrµqδqh˜
T
+µqδqh˜µpδpµqδqh˜
T
µrδrh˜µpδpµrδrh˜
T
+ µrδrh˜µqδqµrδrh˜
T
µpδph˜µpδpµqδqh˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32µrδrh˜µpδpµqδqh˜
T
µrδrh˜µpδpµqδqh˜
T
+
n∑
p=1
σ6µpδph˜µpδph˜
T
δ2ph˜δ
2
ph˜
T
+
n∑
p,q=1
p 6=q
σ2σ4
[
µqδqh˜µqδqh˜
T
δ2q h˜δ
2
ph˜
T
+ µqδqh˜µpδph˜
T
δ2q h˜µpδpµqδqh˜
T
+µqδqh˜µqδqh˜
T
δ2ph˜δ
2
q h˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µqδqh˜µqδqh˜
T
δ2ph˜δ
2
ph˜
T
+ µqδqh˜µpδph˜
T
δ2ph˜µpδpµqδqh˜
T
+µpδph˜µqδqh˜
T
µpδpµqδqh˜δ2q h˜
T
]
+
n∑
p,q,r=1
p 6=q 6=r
σ32
[
µqδqh˜µrδrh˜
T
δ2ph˜µrδrµqδqh˜
T
+ µqδqh˜µrδrh˜
T
δ2ph˜µqδqµrδrh˜
T
+µrδrh˜µqδqh˜
T
µrδrµqδqh˜δ2ph˜
T
]
+
n∑
p,q=1
p6=q
σ2σ4
[
µpδph˜µqδqh˜
T
µpδpµqδqh˜δ2ph˜
T
+ µqδqh˜µqδqh˜
T
µpδpµqδqh˜δ2ph˜
T
+µpδph˜µpδph˜
T
µpδpµqδqh˜µpδpµqδqh˜
T
]
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+n∑
p,q,r=1
p 6=q 6=r
σ32
[
µqδqh˜µqδqh˜
T
δ2ph˜δ
2
r h˜
T
+ µrδrh˜µqδqh˜
T
µqδqµrδrh˜δ2ph˜
T
+µpδph˜µrδrh˜
T
µpδpµqδqh˜µqδqµrδrh˜
T
]
+
n∑
p,q=1
p 6=q
σ2σ4
[
µpδph˜µpδph˜
T
µqδqµpδph˜µpδpµqδqh˜
T
+µqδqh˜µqδqh˜
T
µpδpµqδqh˜µpδpµqδqh˜
T
+ µqδqh˜µpδph˜
T
µpδpµqδqh˜δ2ph˜
T
]
+
n∑
p,q=1
p6=q
σ2σ4
[
µpδph˜µqδqh˜
T
δ2ph˜µpδpµqδqh˜
T
+ µqδqh˜µqδqh˜
T
δ2ph˜µpδpµqδqh˜
T
+µpδph˜µpδph˜
T
µpδpµqδqh˜µqδqµpδph˜
T
]
+
n∑
p,q,r=1
p6=q 6=r
σ32
[
µpδph˜µrδrh˜
T
µpδpµqδqh˜µrδrµqδqh˜
T
+µqδqh˜µrδrh˜
T
µpδpµqδqh˜µpδpµrδrh˜
T
+ µrδrh˜µpδph˜
T
µqδqµrδrh˜µpδpµqδqh˜
T
])
+
σ2R
h2
n∑
p=1
[
2µpδph˜µpδph˜
T
+ µpδph˜
T
µpδph˜
]
+
2R
4h4
 n∑
p=1
σ4δ
2
ph˜δ
2
ph˜
T
+ σ22
n∑
p,q=1
p 6=q
δ2ph˜δ
2
q h˜
T
+ µpδpµpδpµqδqh˜µpδpµpδpµqδqh˜
T

+
σ2
h2
n∑
p=1
µpδph˜µpδph˜
T
[
n∑
i=1
(In,nRi,i) + 2R
]
+
R
4h4
 n∑
p=1
σ4δ
2
ph˜
T
δ2ph˜ + σ
2
2
n∑
p,q=1
p 6=q
δ2ph˜
T
δ2q h˜ + µpδpµpδpµqδqh˜
T
µpδpµpδpµqδqh˜

+
2
4h4
 n∑
p=1
σ4δ
2
ph˜δ
2
ph˜
T
+ σ22
n∑
p,q=1
p 6=q
δ2ph˜δ
2
q h˜
T
+ µpδpµpδpµqδqh˜µpδpµpδpµqδqh˜
T
R
+3RRT .
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E
[AATACT |Ytk−1] =
Sx
 σ42h4
n∑
p=1
µpδph˜µpδph˜
T
δ2ph˜ +
σ22
2h4
n∑
p,q=1
p 6=q
µpδph˜µpδph˜
T
δ2q h˜
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδph˜µqδqh˜
T
µpδpµqδqh˜ +
σ4
2h4
n∑
p=1
µpδph˜δ2ph˜
T
µpδph˜
+
σ22
2h4
n∑
p,q=1
p 6=q
(µpδph˜δ2q h˜
T
µpδph˜) +
σ22
2h4
n∑
p,q=1
p 6=q
(µpδph˜µpδpµqδqh˜
T
µqδqh˜)
+
σ22
2h4
n∑
p,q=1
p 6=q
(µqδqh˜µpδpµqδqh˜
T
µpδph˜) +
σ4
2h4
n∑
p=1
δ2ph˜µpδph˜
T
µpδph˜
+
σ22
2h4
n∑
p,q=1
p 6=q
δ2ph˜µqδqh˜
T
µqδqh˜) +
σ22
2h4
n∑
p,q=1
p 6=q
µpδpµqδqh˜µpδph˜
T
µqδqh˜
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδpµqδqh˜µqδqh˜
T
µpδph˜ +
σ6
8h6
n∑
p=1
(δ2ph˜δ
2
ph˜
T
δ2ph˜)
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2ph˜δ
2
ph˜
T
δ2q h˜ +
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2ph˜δ
2
q h˜
T
δ2ph˜
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2ph˜δ
2
q h˜
T
δ2q h˜ +
σ4σ2
8h6
n∑
p,q,r=1
p 6=q 6=r
δ2ph˜δ
2
q h˜
T
δ2r h˜
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2ph˜µpδpµqδqh˜
T
µpδpµqδqh˜ +
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2q h˜µpδpµqδqh˜
T
µpδpµqδqh˜
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2q h˜µpδpµqδqh˜
T
µqδqµpδph˜ +
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
δ2ph˜µqδqµrδrh˜
T
µqδqµrδrh˜
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
µpδpµqδqh˜δ2ph˜
T
µpδpµqδqh˜
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
µpδpµqδqh˜δ2ph˜
T
µqδqµpδph˜ +
σ4σ2
8h6
n∑
p,q=1
p 6=q
µpδpµqδqh˜δ2q h˜
T
µpδpµqδqh˜
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
µpδpµqδqh˜δ2q h˜
T
µqδqµpδph˜ +
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
µpδpµqδqh˜µpδpµqδqh˜
T
δ2r h˜
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+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
µpδpµqδqh˜δ2r h˜
T
µpδpµqδqh˜ +
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
µpδpµqδqh˜δ2r h˜
T
µqδqµpδph˜
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
(
µpδpµqδqh˜µpδpµqδqh˜
T
δ2ph˜ + µpδpµqδqh˜µpδpµqδqh˜
T
δ2q h˜
)
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
(
µpδpµqδqh˜µqδqµrδrh˜
T
µpδpµrδrh˜ + µpδpµqδqh˜µqδqµrδrh˜
T
µrδrµpδph˜
)
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
(
µpδpµqδqh˜µpδpµrδrh˜
T
µqδqµrδrh˜ + µpδpµqδqh˜µpδpµrδrh˜
T
µrδrµqδqh˜
)
+
σ2
4h2
n∑
p=1
[
δ2phiejRj,j + δ
2
phjeiRi,i
]CT + σ2
2h2
n∑
p=1
δ2ph˜δi,jRi,j
E
[AATCAT |Ytk−1] =
Sx
 σ42h4
n∑
p=1
µpδph˜µpδph˜
T
Cδ2ph˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδph˜µpδph˜
T
Cδ2q h˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδph˜µqδqh˜
T
Cµpδpµqδqh˜
T
+
σ4
2h4
n∑
p=1
µpδph˜δ2ph˜
T
Cµpδph˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδph˜δ2q h˜
T
Cµpδph˜
T
+ µpδph˜µpδpµqδqh˜
T
Cµqδqh˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
(µqδqh˜µpδpµqδqh˜
T
Cµpδph˜
T
) +
σ4
2h4
n∑
p=1
δ2ph˜µpδph˜
T
Cµpδph˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
[
δ2ph˜µqδqh˜
T
Cµqδqh˜
T
+ µpδpµqδqh˜µpδph˜
T
Cµqδqh˜
T
]
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδpµqδqh˜µqδqh˜
T
Cµpδph˜
T
+
σ6
8h6
n∑
p=1
δ2ph˜δ
2
ph˜
T
Cδ2ph˜
T
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
[
δ2ph˜δ
2
ph˜
T
Cδ2q h˜
T
+ δ2ph˜δ
2
q h˜
T
Cδ2ph˜
T
+ δ2ph˜δ
2
q h˜
T
Cδ2q h˜
T
]
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+
σ4σ2
8h6
n∑
p,q,r=1
p 6=q 6=r
δ2ph˜δ
2
q h˜
T
Cδ2r h˜
T
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2ph˜µpδpµqδqh˜
T
Cµpδpµqδqh˜
T
+
σ4σ2
8h6
n∑
p,q=1
p6=q
δ2q h˜µpδpµqδqh˜
T
Cµpδpµqδqh˜
T
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
δ2ph˜µqδqµrδrh˜
T
Cµqδqµrδrh˜
T
+
σ4σ2
8h6
n∑
p,q=1
p6=q
[
δ2q h˜µpδpµqδqh˜
T
Cµqδqµpδph˜
T
+ µpδpµqδqh˜δ2ph˜
T
Cµpδpµqδqh˜
T
]
+
σ4σ2
8h6
n∑
p,q=1
p6=q
[
µpδpµqδqh˜δ2ph˜
T
Cµqδqµpδph˜
T
+ µpδpµqδqh˜δ2q h˜
T
Cµqδqµpδph˜
T
+µpδpµqδqh˜δ2q h˜
T
Cµpδpµqδqh˜
T
]
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
[
µpδpµqδqh˜δ2r h˜
T
Cµpδpµqδqh˜
T
+ µpδpµqδqh˜δ2r h˜
T
Cµqδqµpδph˜
T
+µpδpµqδqh˜µpδpµqδqh˜
T
Cδ2r h˜
T
]
+
σ4σ2
8h6
n∑
p,q=1
p6=q
(
µpδpµqδqh˜µpδpµqδqh˜
T
Cδ2ph˜
T
+ µpδpµqδqh˜µpδpµqδqh˜
T
Cδ2q h˜
T
)
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
(
µpδpµqδqh˜µqδqµrδrh˜
T
Cµpδpµrδrh˜
T
+µpδpµqδqh˜µqδqµrδrh˜
T
Cµrδrµpδph˜
T
+ µpδpµqδqh˜µpδpµrδrh˜
T
Cµrδrµqδqh˜
T
)
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
(
µpδpµqδqh˜µpδpµrδrh˜
T
Cµqδqµrδrh˜
T
)
+
σ2
4h2
n∑
p=1
(
δ2ph˜
n∑
i=1
Ri,i + 2δ
2
pRh˜
)
E
[ACTAAT |Ytk−1] = E [AATCAT |Ytk−1]
E
[ACTACT |Ytk−1] = E [ACTCAT |Ytk−1]
E
[ACTCAT |Ytk−1] = n∑
p=1
σ2
h2
µpδph˜(zˆ)CTCµpδph˜
T
+
σ4
4h4
δ2ph˜C
TCδ2ph˜
T
+
σ22
4h4
n∑
p,q=1
q 6=p
µpδpµqδqh˜CTCµpδpµqδqh˜ + δ2ph˜C
TCδ2q h˜
T
+RCTC
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E
[AATCCT |Ytk−1] =
 n∑
p=1
σ2
h2
µpδph˜(zˆ)µpδph˜
T
+
σ4
4h4
(
δ2ph˜(zˆ)
) (
δ2ph˜(zˆ)
)TCCT
+
 σ224h4
n∑
p,q=1
q 6=p
µpδpµqδqh˜µpδpµqδqh˜ + δ2ph˜δ
2
q h˜
T
+R
CCT
E
[ACTCCT |Ytk−1] = CCTCCT
E
[ACTAAT |Ytk−1] = Sx
 σ4
2h4
n∑
p=1
µpδph˜CTµpδph˜δ2ph˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδph˜CTµpδph˜δ2q h˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδph˜CTµqδqh˜µpδpµqδqh˜
T
+
σ4
2h4
n∑
p=1
µpδph˜CT δ2ph˜µpδph˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
(µpδph˜CT δ2q h˜µpδph˜
T
)
+
σ22
2h4
n∑
p,q=1
p 6=q
[
µpδph˜CTµpδpµqδqh˜µqδqh˜
T
+ µqδqh˜CTµpδpµqδqh˜µpδph˜
T
]
+
σ4
2h4
n∑
p=1
δ2ph˜C
Tµpδph˜µpδph˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
δ2ph˜C
Tµqδqh˜µqδqh˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδpµqδqh˜CTµpδph˜µqδqh˜
T
+
σ22
2h4
n∑
p,q=1
p 6=q
µpδpµqδqh˜CTµqδqh˜µpδph˜
T
+
σ6
8h6
n∑
p=1
(δ2ph˜C
T δ2ph˜δ
2
ph˜
T
) +
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2ph˜C
T δ2ph˜δ
2
q h˜
T
+
σ4σ2
8h6
n∑
p,q=1
p6=q
δ2ph˜C
T δ2q h˜δ
2
ph˜
T
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2ph˜C
T δ2q h˜δ
2
q h˜
T
+
σ4σ2
8h6
n∑
p,q,r=1
p 6=q 6=r
δ2ph˜C
T δ2q h˜δ
2
r h˜
T
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2ph˜C
Tµpδpµqδqh˜µpδpµqδqh˜
T
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
δ2q h˜C
Tµpδpµqδqh˜µpδpµqδqh˜
T
+
σ4σ2
8h6
n∑
p,q=1
p6=q
δ2q h˜C
Tµpδpµqδqh˜µqδqµpδph˜
T
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
δ2ph˜C
Tµqδqµrδrh˜µqδqµrδrh˜
T
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+
σ4σ2
8h6
n∑
p,q=1
p6=q
µpδpµqδqh˜CT δ2ph˜µpδpµqδqh˜
T
+
σ4σ2
8h6
n∑
p,q=1
p6=q
µpδpµqδqh˜CT δ2ph˜µqδqµpδph˜
T
+
σ4σ2
8h6
n∑
p,q=1
p6=q
µpδpµqδqh˜CT δ2q h˜µpδpµqδqh˜
T
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
µpδpµqδqh˜CT δ2r h˜µpδpµqδqh˜
T
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
µpδpµqδqh˜CT δ2r h˜µqδqµpδph˜
T
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
µpδpµqδqh˜CTµpδpµqδqh˜δ2r h˜
T
+
σ4σ2
8h6
n∑
p,q=1
p 6=q
µpδpµqδqh˜CT δ2q h˜µqδqµpδph˜
T
+
σ4σ2
8h6
n∑
p,q=1
p6=q
(
µpδpµqδqh˜CTµpδpµqδqh˜δ2ph˜
T
+ µpδpµqδqh˜CTµpδpµqδqh˜δ2q h˜
T
)
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
(
µpδpµqδqh˜CTµqδqµrδrh˜µpδpµrδrh˜
T
+µpδpµqδqh˜CTµqδqµrδrh˜µrδrµpδph˜
T
+ µpδpµqδqh˜CTµpδpµrδrh˜µrδrµqδqh˜
T
)
+
σ32
8h6
n∑
p,q,r=1
p 6=q 6=r
(
µpδpµqδqh˜CTµpδpµrδrh˜µqδqµrδrh˜
T
)
+
σ2
4h2
n∑
p=1
(
δ2phiejRj,j + δ
2
phjeiRi,i
)+ σ2
2h2
n∑
p=1
δ2ph˜
T
δi,jRi,j
B.3 Proof of Lemma 5.1
Proof.
r0,2(tk|tk−1){h˜,h˜T } = E
[
(y(tk)− yˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))T |Yk−1
]
= E
[(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v − C
)
×(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v − C
)T
|Yk−1
]
= E
[(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v
)(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v
)T
|Yk−1
]
− E
(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v
)
CT − CE
(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v
)T
+CCT
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r1,1(tk|tk−1) = E
[
(x(tk)− xˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))T |Yk−1
]
= E
[
∆x(tk)(y(tk)− yˆ(tk|tk−1))T |Yk−1
]
= E
[
Sx∆z(tk)
(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v − C
)]
r1,2(tk|tk−1) = E
[
Sx∆z(tk)(y(tk)− yˆ(tk|tk−1))T
(
Y(tk)− Yˆ(tk|tk−1)
)T]
+E
[
xˆ(tk|tk−1)(y(tk)− yˆ(tk|tk−1))T
(
Y(tk)− Yˆ(tk|tk−1)
)T]
= E
[
Sx∆z(tk)
{
(y1(tk)− yˆ1(tk|tk−1))(y(tk)− yˆ(tk|tk−1))T , ...,
(yn(tk)− yˆn(tk|tk−1))(y(tk)− yˆ(tk|tk−1))T
}]
+ xˆ(tk|tk−1)E
[
(y1(tk)− yˆ1(tk|tk−1))(y(tk)− yˆ(tk|tk−1))T , ...,
(yn(tk)− yˆn(tk|tk−1))(y(tk)− yˆ(tk|tk−1))T
]
r0,3(tk|tk−1) =
(
E
(
∆yi(tk)∆yj(tk)∆y(tk)
T
))
1≤i≤n,1≤j≤n
r0,4(tk|tk−1) = E
[(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v − C
)(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v − C
)T
(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v − C
)(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v − C
)T
|Yk−1
]
= E
[AATAAT |Ytk−1]− E [AATACT |Ytk−1]− E [AATCAT |Ytk−1]
+ E
[AATCCT ]− E [ACTAAT ]+ E [ACTACT ]
+ E
[ACTCAT ]− E [ACTCCT ]
M0,2(tk|tk−1) =
(
E
(
∆y(tk)∆yi(tk)∆yj(tk)∆y(tk)
T
))
1≤i≤n,1≤j≤n
r2,2(tk|tk−1) = E
[
∆x(tk)∆x(tk)
T∆y(tk)∆y(tk)
T
]
= E
[
Sx
n∑
k=1
[∆zi∆zkSj,k]
(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v − C
)
(
D˜∆zh˜ +
1
2
D˜2∆zh˜ + v − C
)T
|Yk−1
]
= SxQi,j , where Qi,j is defined below
r1,3(tk|tk−1) = E
[
∆x(tk)∆y(tk)
T∆y(tk)∆y(tk)
T
]
Qi,j =
1
4h4
σ6Sj,iδ2i h˜δ2i h˜2 + n∑
p=1
σ2σ4Sj,iδ
2
ph˜δ
2
ph˜
T
214
+
n∑
p=1
σ2σ4Sj,i
[
δ2i h˜δ
2
ph˜
T
+ δ2ph˜δ
2
i h˜
T
]
+
n∑
p,q=1
p 6=q
σ32Sj,iδ
2
ph˜δ
2
q h˜
T

+
σ2σ4
4h4
n∑
p=1
Sj,p
[
δ2i h˜µiδiµpδph˜
T
+ δ2ph˜µiδiµpδph˜
T
+ δ2ph˜µpδpµiδih˜
T
+δ2i h˜µiδiµpδph˜
T
]
+
σ32
4h4
n∑
p,r=1
p 6=r
Sj,p
[
δ2r h˜µiδiµpδph˜
T
+ δ2r h˜µpδpµiδih˜
T
+ µiδiµpδph˜δ2r h˜
T
+µpδpµiδih˜δ2r h˜
T
]
+
σ2σ4
4h4
n∑
p=1
Sj,p
[
µiδiµpδph˜δ2i h˜
T
+ µiδiµpδph˜δ2ph˜
T
+ µpδpµiδih˜δ2ph˜
T
+µpδpµiδih˜δ2i h˜
T
]
+
σ32
4h4
n∑
p,q=1
p 6=q
Sj,p
[
µiδiµqδqh˜µqδqµpδph˜
T
+ µpδpµqδqh˜µpδpµiδih˜
T
+µiδiµqδqh˜µpδpµqδqh˜
T
+ µpδpµqδqh˜µiδiµqδqh˜
T
]
+
σ32
4h4
n∑
p,q=1
p 6=q
Sj,q
[
µpδpµiδih˜µpδpµqδqh˜
T
+ µpδpµqδqh˜µpδpµiδih˜
T
+µpδpµiδih˜µqδqµpδph˜
T
+ µpδpµqδqh˜µiδiµpδph˜
T
]
+
σ32
4h4
n∑
p,q=1
p 6=q
Sj,iµpδpµqδqh˜µpδpµqδqh˜
T
+
σ22
h2
 n∑
p=1
Sj,iµpδph˜µpδph˜
T
+Sj,pµiδih˜µpδph˜
T
+ Sj,pµpδph˜µiδih˜
T
]
+
σ22
2h2
n∑
p=1
Sj,i
[
δ2ph˜C
T + Cδ2ph˜
T
]
+
σ22
2h2
n∑
p=1
Sj,p
[
µiδiµpδph˜ + µpδpµiδih˜
]
CT
+
σ22
2h2
n∑
p=1
Sj,p
[
Cµiδiµpδph˜
T
+ Cµpδpµiδih˜
T
]
where ∆x(tk) = x(tk) − xˆ(tk|tk−1), ∆y(tk) = y(tk) − yˆ(tk|tk−1) and M0,2(tk|tk−1) can be
generated from r0,4(tk|tk−1) 
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B.4 Proof of Lemma 5.2
Proof. From (5.10) and applying Baye’s rule, we have
P (x(tk), y(tk)|Ytk−1) = P (x(tk)|Ytk)P (y(tk)|Ytk−1). (B.1)
Multiplying equation (B.1) by the product of two arbitrary functions s(x(tk)) and u(y(tk)), and
taking the expectations, we have
∫ ∫
s(x)u(y)P (x, y|Ytk−1)dxdy =
∫ ∫
s(x)u(y)P (x|Ytk)P (y|Ytk−1)dxdy
=
∫ [∫
s(x)P (x|Ytk)dx
]
u(y)P (y|Ytk−1)dy
= E
[
E [s(x(tk))|Ytk ]u(y(tk))Ytk−1
]
.
Hence,
E
[
s(x(tk))u(y(tk))|Ytk−1
]
= E
[
E [s(x(tk))|Ytk ]u(y(tk))|Ytk−1
]
. (B.2)
Equation (B.2) provides a systematic feasible procedure for solving for Ai, Bi, i = 0, 1, and A2.
Substituting s = x(tk) and u = 1, we have
E
[
x(tk)|Ytk−1
]
= E
[
E [x(tk)|Ytk ] |Ytk−1
]
. (B.3)
Hence
E
[
x(tk)|Ytk−1
]
= E
[
E [x(tk)|Ytk ] |Ytk−1
]
.
This implies that
xˆ(tk|tk−1) = E
[
xˆ(tk|tk)|Ytk−1
]
= E
[
A0 +A1(y(tk)− yˆ(tk|tk−1)) +A2(Y− Yˆ)(y(tk)− yˆ(tk|tk−1))|Ytk−1
]
.
Thus,
r1,0(tk|tk−1) = A0(tk|tk−1) +A2(tk|tk−1)σY 2(tk|tk−1), (B.4)
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where r1,0(tk|tk−1) = xˆ(tk|tk−1). Substituting s = x(tk) and u = (y(tk)− yˆ(tk|tk−1))T , we have
E
[
x(tk)(y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
= E
[
E [x(tk)|Ytk ] (y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
= E [E [(A0 +A1(y(tk)− yˆ(tk|tk−1))
+A2(Y− Yˆ)(y(tk)− yˆ(tk|tk−1))
)
(y(tk)− yˆ(tk|tk−1))T
]
|Ytk−1
]
,
Hence,
r1,1(tk|tk−1) = A1(tk|tk−1)r0,2(tk|tk−1) +A2(tk|tk−1)rT0,3(tk|tk−1). (B.5)
Lastly, substituting s = x(tk) and u = (y(tk)− yˆ(tk|tk−1))T (Y− Yˆ)T , we have
E
[
x(tk)(y(tk)− yˆ(tk|tk−1))T (Y− Yˆ)T |Ytk−1
]
= E
[
E [x(tk)|Ytk ] (y(tk)− yˆ(tk|tk−1))T (Y− Yˆ)T |Ytk−1
]
.
(B.6)
Hence,
r1,2(tk|tk−1) = A0(tk|tk−1)σTY 2(tk|tk−1) +A1(tk|tk−1)r0,3(tk|tk−1)
+A2(tk|tk−1)M0,2(tk|tk−1).
(B.7)
The result follows by solving the systems of linear equations (B.4), (B.5), (B.7). 
B.5 Proof of Lemma 5.3
Proof.
First, we substitute s = (x(tk) − xˆ(tk|tk))(x(tk) − xˆ(tk|tk))T and u = 1 into equation (B.2)
and obtain
E
[
(x(tk)− xˆ(tk|tk))(x(tk)− xˆ(tk|tk))T |Ytk−1
]
= E
[
E
[
(x(tk)− xˆ(tk|tk))(x(tk)− xˆ(tk|tk))T |Ytk
] |Ytk−1]
= E [P (tk|tk)] .
Hence,
N1 = B0 +B1r0,2(tk|tk−1). (B.8)
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Lastly, substituting
s = (x(tk)− xˆ(tk|tk))(x(tk)− xˆ(tk|tk))T
u = (y(tk)− yˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))T
into equation (B.2)
N2 = B0r0,2(tk|tk−1) +B1r0,4. (B.9)
The fifth and upper moments of y(tk)− yˆ(tk|tk−1) is neglected in N2.
E
[
(x(tk)− xˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))TAT1 (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Yk−1
]
can be generated from r1,3,
E
[
(x(tk|tk−1)−A0)(y(tk)− yˆ(tk|tk−1))TAT1 (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
can be generated from r0,3,
E
[
A1(y(tk)− yˆ(tk|tk−1))(x(tk)− xˆ(tk|tk−1))T (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
can be generated from r1,3,
E
[
A1(y(tk)− yˆ(tk|tk−1))(x(tk|tk−1)−A0)T (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
can be generated from r0,3,
E
[
A1(y(tk)− yˆ(tk|tk−1))(y(tk)− yˆ(tk|tk−1))TAT1 (y(tk)− yˆ(tk|tk−1))×
(y(tk)− yˆ(tk|tk−1))T |Ytk−1
]
can be generated from r0,4, where r1,3, r0,3, and r0,4 are defined in Appendix B.3. The conclusion
of the Lemma follows by solving the systems of equation (B.8) and (B.9). 
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Appendix C
C.1 Proof of Lemma 6.1
Proof of Lemma 6.1 for small mk, mk−1 ≤ mk, Proof.
S¯mk,k =
1
mk
0∑
i=1−mk
F ixk−1 =
1
mk
−1−mk−1∑
i=1−mk
F ixk−1 +
−1∑
i=−mk−1
F ixk−1 + F 0xk−1

=
1
mk
mk−1S¯mk−1,k−1 + 1−mk−1∑
i=1−mk
F ixk−1 − F 1−mk−1xk−1 − F−mk−1xk−1
+F 0xk−1
]
s2mk,k =
1
mk
 0∑
i=−mk+1
(
F ixk−1
)2 − 1
mk
 0∑
j=−mk+1
F jxk−1
2
=
1
mk
−mk−1−1∑
i=−mk+1
(
F ixk−1
)2
+
−1∑
i=−mk−1
(
F ixk−1
)2
+ (F 0xk−1)2
− 1
mk
 0∑
j=−mk+1
F jxk−1
2
=
1
mk
 −1∑
i=−mk−1
(
F ixk−1
)2 − 1
mk−1
 −1∑
i=−mk−1
F ixk−1
2 +
1
mk−1
 −1∑
i=−mk−1
F ixk−1
2
+
1
mk
[(
F 0xk−1
)2 − (F−mk−1xk−1)2 − (F−mk−1+1xk−1)2
− 1
mk
 0∑
i=−mk+1
F ixk−1
2 + −mk−1+1∑
i=−mk+1
(
F ixk−1
)2
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=
mk−1
mk
s2mk−1,k−1 +
mk−1
mk
S¯2mk−1,k−1 − S¯2mk,k +
(
F 0xk−1
)2 − (F−mk−1xk−1)2 − (F−mk−1+1xk−1)2
mk
+
−mk−1+1∑
i=−mk+1
(
F ixk−1
)2
mk
.
Hence,
s2m,k =
mk−1
mk
s2mk−1,k−1 +
mk−1
mk
S¯2mk−1,k−1 − S¯2mk,k
+
(F 0xk−1)
2−(F−mk−1xk−1)2−(F−mk−1+1xk−1)2
mk
+
−mk−1+1∑
i=−mk+1
(F ixk−1)
2
mk
.
(C.1)
Next, we find an expression connecting S¯2mk,k, S¯
2
mk−1,k−1 and s
2
mk−1,k−1. By definition and sim-
plification,
m2kS¯
2
mk,k
=
[
0∑
i=−mk+1
F ixk−1
]2
=
0∑
i=−mk+1
(
F ixk−1
)2
+
0∑
l,s=−mk+1
l 6=s
F lxk−1F sxk−1
= (mk−1)s2mk−1,k−1 +mk−1S¯
2
mk−1,k−1 + (F
0xk−1)2 − (F−mk−1xk−1)2
−(F−mk−1+1xk−1)2 +
−mk−1+1∑
i=−mk+1
(F ixk−1)2 +
0∑
l,s=−mk+1
l 6=s
F lxk−1F sxk−1
(C.2)
Substituting (C.2) into (C.1), we have
s2m,k =
mk−1
mk
[
mk−1
mk
s2mk−1,k−1 +
mk−1
mk
S¯2mk−1,k−1
+
(F 0xk−1)
2−(F−mk−1xk−1)2−(F−mk−1+1xk−1)2
mk
+
−mk−1+1∑
i=−mk+1
(F ixk−1)
2
mk

−
0∑
l,s=−mk+1
l 6=s
F lxk−1F sxk−1
mk(mk−1) .
(C.3)
Likewise, using equation (C.2),
m2k−1S¯
2
mk−1,k−1 = (mk−2)s
2
mk−2,k−2 +mk−2S¯
2
mk−2,k−2 + (F
−1xk−1)2 − (F−mk−2−1xk−1)2
−(F−mk−2xk−1)2 +
−mk−2∑
i=−mk−1
(F ixk−1)2 +
−1∑
l,s=−mk−1
l 6=s
F lxk−1F sxk−1.
Also,
m2k−2S¯
2
mk−2,k−2 = (mk−3)s
2
mk−3,k−3 +mk−3S¯
2
mk−3,k−3 + (F
−2xk−1)2 − (F−mk−3−2xk−1)2
−(F−mk−3−1xk−1)2 +
−mk−3−1∑
i=−mk−2−1
(F ixk−1)2 +
−2∑
l,s=−mk−2−1
l 6=s
F lxk−1F sxk−1.
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Continuing in this sense and substituting S¯2mk−i,k−i, i = 2, ..., p− 1 into S¯2mk−1,k−1, we have
(mk−1)S¯2mk−1,k−1 =
p∑
i=2
 mk−ii−1∏
j=1
mk−j
 s2mk−i,k−i + mk−pp−1∏
j=1
mk−j
S¯2mk−p,k−p +
p∑
i=2
(F−i+1xk−1)
2
i−1∏
j=1
mk−j
−
p∑
i=2
(F−i+1−mk−ixk−1)
2
i−1∏
j=1
mk−j
−
p∑
i=2
(F−i+2−mk−ixk−1)
2
i−1∏
j=1
mk−j
+
p∑
i=2

−i+2−mk−i∑
l=−i+2−mk−i+1
(F lxk−1)2
i−1∏
j=1
mk−j
+ p∑
i=2

−i+1∑
l,s=−i+2−mk−i+1
l 6=s
F lxk−1F sxk−1
i−1∏
j=1
mk−j

(C.4)
Finally, the result follows by substituting (C.4) into (C.3).

C.2 Proof Lemma 6.1
Proof of Lemma 6.1 for small mk, mk ≤ mk−1, Proof. Following the same steps, if mk ≤ mk−1,

s2mk,k =
mk−1
mk
 p∑
i=1
 mk−ii−1∏
j=0
mk−j
 s2mk−i,k−i + mk−pp−1∏
j=0
mk−j
S¯2mk−p,k−p

+$mk−1,k−1, mk ≤ mk−1
$mk−1,k−1 =
mk−1
mk
 p∑
i=1
(F−i+1xk−1)
2
i−1∏
j=0
mk−j
−
p∑
i=1

−i+1−mk−i+1∑
l=−i+1−mk−i
(F lxk−1)2
i−1∏
j=0
mk−j

+
p∑
i=1

−i+1∑
l,s=−i+2−mk−i+1
l 6=s
F lxk−1F sxk−1
i−1∏
j=0
mk−j

− 1mk
0∑
l,s=−mk+1
l 6=s
F lxk−1F sxk−1,

C.3 Proof Lemma 6.1
Proof of Lemma 6.1 for large mk Proof.
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s2mk,k =
1
mk − 1
 0∑
i=−mk+1
(
F ixk−1
)2 − 1
mk
 0∑
j=−mk+1
F jxk−1
2
=
1
mk − 1
 −1∑
i=−mk−1
(
F ixk−1
)2 − 1
mk−1
 −1∑
i=−mk−1
F ixk−1
2
+
1
mk−1
 −1∑
i=−mk−1
F ixk−1
2
+
1
mk − 1
[(
F 0xk−1
)2 − (F−mk−1xk−1)2 − (F−mk−1+1xk−1)2
− 1
mk
 0∑
i=−mk+1
F ixk−1
2 +
−mk−1+1∑
i=−mk+1
F ixk−1
2
=
mk−1 − 1
mk − 1 s
2
mk−1,k−1 +
mk−1
mk − 1 S¯
2
mk−1,k−1 −
mk
mk − 1 S¯
2
mk,k
+
(
F 0xk−1
)2 − (F−mk−1xk−1)2 − (F−mk−1+1xk−1)2
mk − 1 +
−mk−1+1∑
i=−mk+1
(
F ixk−1
)2
mk − 1 .
Hence,
s2m,k =
mk−1−1
mk−1 s
2
mk−1,k−1 +
mk−1
mk−1 S¯
2
mk−1,k−1 −
mk
mk−1 S¯
2
mk,k
+
(F 0xk−1)
2−(F−mk−1xk−1)2−(F−mk−1+1xk−1)2
mk−1 +
−mk−1+1∑
i=−mk+1
(F ixk−1)
2
mk−1 .
(C.5)
Next, we find an expression connecting S¯2mk,k, S¯
2
mk−1,k−1 and s
2
mk−1,k−1. By definition,
m2kS¯
2
mk,k
=
[
0∑
i=−mk+1
F ixk−1
]2
=
0∑
i=−mk+1
(
F ixk−1
)2
+
0∑
l,s=−mk+1
l 6=s
F lxk−1F sxk−1
= (mk−1 − 1)s2mk−1,k−1 +mk−1S¯2mk−1,k−1 + (F 0xk−1)2 − (F−mk−1xk−1)2
−(F−mk−1+1xk−1)2 +
−mk−1+1∑
i=−mk+1
(F ixk−1)2 +
0∑
l,s=−mk+1
l 6=s
F lxk−1F sxk−1
(C.6)
Substituting (C.6) into (C.5), we have
s2m,k =
mk−1−1
mk
s2mk−1,k−1 +
mk−1
mk
S¯2mk−1,k−1 +
(F 0xk−1)
2−(F−mk−1xk−1)2−(F−mk−1+1xk−1)2
mk
+
−mk−1+1∑
i=−mk+1
(F ixk−1)
2
mk
−
0∑
l,s=−mk+1
l 6=s
F lxk−1F sxk−1
mk(mk−1) .
(C.7)
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Likewise,
m2k−1S¯
2
mk−1,k−1 = (mk−2 − 1)s2mk−2,k−2 +mk−2S¯2mk−2,k−2 + (F−1xk−1)2
−(F−mk−2−1xk−1)2 − (F−mk−2xk−1)2 +
−mk−2∑
i=−mk−1
(F ixk−1)2
+
−1∑
l,s=−mk−1
l 6=s
F lxk−1F sxk−1,
m2k−2S¯
2
mk−2,k−2 = (mk−3 − 1)s2mk−3,k−3 +mk−3S¯2mk−3,k−3 + (F−2xk−1)2
−(F−mk−3−2xk−1)2 − (F−mk−3−1xk−1)2 +
−mk−3−1∑
i=−mk−2−1
(F ixk−1)2
+
−2∑
l,s=−mk−2
l 6=s
F lxk−1F sxk−1.
Continuing in this sense and substituting S¯mk−i,k−i, i = 2, ..., p− 1 into S¯mk−1,k−1, we have
(mk−1)S¯2mk−1,k−1 =
p∑
i=2
 mk−i−1i−1∏
j=1
mk−j
 s2mk−i,k−i + mk−pp−1∏
j=1
mk−j
S¯2mk−p,k−p +
p∑
i=2
(F−i+1xk−1)
2
i−1∏
j=1
mk−j
−
p∑
i=2
(F−i+1−mk−ixk−1)
2
i−1∏
j=1
mk−j
−
p∑
i=2
(F−i+2−mk−ixk−1)
2
i−1∏
j=1
mk−j
+
p∑
i=2

−i+2−mk−i∑
l=−i+2−mk−i+1
F lxk−1
i−1∏
j=1
mk−j

+
p∑
i=2

−i+1∑
l,s=−i+2−mk−i+1
l 6=s
F lxk−1F sxk−1
i−1∏
j=1
mk−j

(C.8)
Finally, the result follows by substituting (C.8) into (C.7). 
C.4 Algorithm and Flowchart For Simulation
The simulated estimate ysmk,k for the energy commodity model follows the Euler scheme
ysmk,k = y
s
mk−1,k−1+aˆmk−1,k−1(µˆmk−1,k−1−ysmk−1,k−1)ysmk−1,k−1∆t+σˆmk−1,k−1ysmk−1,k−1∆Wmk,k.
(C.9)
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Algorithm 2 Simulation scheme
Given initials r, , {sˆ2m0,0}m0∈OS0 , {sˆ2m−1,−1}m−1∈OS−1 , {S¯2m−1,−1}m−1∈OS−1 ,
{ysm0,0}m0∈OS0 ,
for k = 1 to N do,
for mk−1 = 2 to r + k − 2 do,
Compute aˆmk−1,k−1, µˆmk−1,k−1,
for mk−2 = 2 to r + k − 3 do,
Compute S¯2mk−1,k−1, sˆ
2
mk,k
,ysmk,k, Ξmk,k,yk
end for
end for
end for
if Ξmk,k,yk <  then,
Save mˆk, mˆk−1, mˆk−2
else
Find mˆk that minimizes Ξmk,k,yk .
end if
Compute amˆk,k, µmˆk,k,s
2
mˆk,k
,ysmˆk,k.
Similar algorithm can be generated for the interest rate model.
REMARK 32 We give the first iterate for the energy commodity model.
Given initials r, , {s2m0,0}m0∈OS0 , {s2m−1,−1}m−1∈OS−1 , {S¯2m−1,−1}m−1∈OS−1 , {ysm0,0}m0∈OS0 ,
Compute am0,0, µm0,0.
For k=1:
Compute ysm1,1 using (C.9). If Ξm1,1,y1 < , save mˆ1, mˆ0, mˆ−1, else, find values of m1 that
minimizes Ξm1,1,y1 .
Compute amˆ0,0, µmˆ0,0,s
2
mˆ1,1
,ysmˆ1,1.
Next, we give a flowchart similar to the algorithm above.
224
Start
Input r, 
Is p ≤ r?
Simulation time tk ∈ Ir(N)
Initials sˆ2m0,0, sˆ
2
m−1,−1, S¯
2
m−1,−1 , y
s
m0,0
Simulation time tk ∈ Ip(N)
Initials,
Follow same process
σˆmk,k, aˆmk,k, µˆmk,k, k ∈ Ir(N), mk ∈ I2(k + r − 1)
ysmk,k, Ξmk,k, k ∈ Ir(N),mk ∈ I2(k + r − 1)
is Ξmk,k,yk < ?
save mk as mˆk
chose mk with min Ξmk,k,yk as mˆk
ysmˆk,k
amˆk,k, µmˆk,k, σ
2
mˆk,k
stop
yes
no
yes
no
Flowchart 2: LLGMM Simulation Algorithm.
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Appendix D
D.1 Proof of Lemma 9.3
Proof of Lemma 9.3 for small mk, mk−1 ≤ mk, Proof.
si,jmk,k =
1
mk
 0∑
ι=−mk+1
(F ιxi(k − 1)) (F ιxj(k − 1))
− 1
mk
 0∑
a=−mk+1
F axi(k − 1)
 0∑
a=−mk+1
F axj(k − 1)

=
1
mk
−mk−1−1∑
ι=−mk+1
(F ιxi(k − 1)) (F ιxj(k − 1)) +
−1∑
ι=−mk−1
(F ιxi(k − 1)) (F ιxj(k − 1))
+
(
F 0xi(k − 1)
) (
F 0xj(k − 1)
)]− 1
m2k
0∑
a=−mk+1
F axi(k − 1)
0∑
a=−mk+1
F axj(k − 1)
=
mk−1
mk
si,jmk−1,k−1 +
mk−1
mk
S¯imk−1,k−1S¯
j
mk−1,k−1 − S¯imk,kS¯
j
mk,k
+
−mk−1+1∑
ι=−mk+1
F ιxi(k − 1)F ιxj(k − 1)
mk
+
F 0xi(k − 1)F 0xj(k − 1)− F−mk−1xi(k − 1)F−mk−1xj(k − 1)
mk
−F
−mk−1+1xi(k − 1)F−mk−1+1xj(k − 1)
mk
.
Hence,
si,jm,k =
mk−1
mk
si,jmk−1,k−1 +
mk−1
mk
S¯imk−1,k−1S¯
j
mk−1,k−1 − S¯imk,kS¯
j
mk,k
+
−mk−1+1∑
ι=−mk+1
F ιxi(k−1)F ιxj(k−1)
mk
+
F 0xi(k−1)F 0xj(k−1)−F−mk−1xi(k−1)F−mk−1xj(k−1)
mk
−F
−mk−1+1xi(k−1)F−mk−1+1xj(k−1)
mk
.
(D.1)
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Next, we find an expression connecting si,jmk−1,k−1, S¯
i
mk−1,k−1S¯
j
mk−1,k−1 and S¯
i
mk,k
S¯jmk,k. By defi-
nition and simplification,
m2kS¯
i
mk,k
S¯jmk,k =
0∑
ι=−mk+1
F ιxi(k − 1)
0∑
ι=−mk+1
F ιxj(k − 1)
=
0∑
ι=−mk+1
F ιxi(k − 1)F ιxj(k − 1) +
0∑
l,s=−mk+1
l 6=s
F lxi(k − 1)F sxj(k − 1)
= (mk−1)s
i,j
mk−1,k−1 +mk−1S¯
i
mk−1,k−1S¯
j
mk−1,k−1 + F
0xi(k − 1)F 0xj(k − 1)
−F−mk−1xi(k − 1))F−mk−1xj(k − 1)
−F−mk−1+1xi(k − 1)F−mk−1+1xj(k − 1)
+
−mk−1+1∑
ι=−mk+1
F ιxi(k − 1)F ιxj(k − 1)
+
0∑
l,s=−mk+1
l 6=s
F lxi(k − 1)F sxj(k − 1)
(D.2)
Substituting (D.2) into (D.1), we have
si,jm,k =
mk−1
mk
[
mk−1
mk
si,jmk−1,k−1 +
mk−1
mk
S¯imk−1,k−1S¯
j
mk−1,k−1
]
+mk−1mk
[
F 0xi(k−1)F 0xj(k−1)−F−mk−1xi(k−1)F−mk−1xj(k−1)
mk
−F
−mk−1+1xi(k−1)F−mk−1+1xj(k−1)
mk
+
−mk−1+1∑
ι=−mk+1
F ιxi(k−1)F ιxj(k−1)
mk

−
0∑
l,s=−mk+1
l 6=s
F lxi(k−1)F sxj(k−1)
mk(mk−1) .
(D.3)
Likewise, using (D.2),
m2k−1S¯
i
mk−1,k−1S¯
j
mk−1,k−1 = (mk−2)s
i,j
mk−2,k−2 +mk−2S¯
i
mk−2,k−2S¯
j
mk−2,k−2
+F−1xi(k − 1)F−1xj(k − 1)
−F−mk−2−1xi(k − 1)F−mk−2−1xj(k − 1)
−F−mk−2xi(k − 1)F−mk−2xj(k − 1)
+
−mk−2∑
ι=−mk−1
F ιxi(k − 1)F ιxj(k − 1)
+
−1∑
l,s=−mk−1
l 6=s
F lxi(k − 1)F sxj(k − 1).
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Also,
m2k−2S¯
i
mk−2,k−2S¯
j
mk−2,k−2 = (mk−3)s
i,j
mk−3,k−3 +mk−3S¯
i
mk−3,k−3S¯
j
mk−3,k−3
+F−2xi(k − 1)F−2xj(k − 1)
−F−mk−3−2xi(k − 1)F−mk−3−2xj(k − 1)
−F−mk−3−1xi(k − 1)F−mk−3−1xj(k − 1)
+
−mk−3−1∑
ι=−mk−2−1
F ιxi(k − 1)F ιxj(k − 1)
+
−2∑
l,s=−mk−2−1
l 6=s
F lxi(k − 1)F sxj(k − 1).
Continuing in this sense and substituting S¯imk−i,k−iS¯
j
mk−i,k−i, i = 2, ..., d− 1 into
S¯imk−1,k−1S¯
j
mk−1,k−1, we have
(mk−1)S¯imk−1,k−1S¯
j
mk−1,k−1 =
d∑
ι=2
 mk−i
ι−1∏
a=1
mk−j
 si,jmk−i,k−i + mk−dd−1∏
a=1
mk−j
S¯imk−d,k−dS¯
j
mk−d,k−d
+
d∑
ι=2
F−ι+1xi(k−1)F−ι+1xj(k−1)
ι−1∏
a=1
mk−j
−
d∑
ι=2
F−ι+1−mk−ixi(k−1)F−ι+1−mk−ixj(k−1)
ι−1∏
a=1
mk−j
−
d∑
ι=2
F−i+2−mk−ixi(k−1)F−i+2−mk−ixj(k−1)
ι−1∏
a=1
mk−j
+
d∑
ι=2

−i+2−mk−i∑
l=−i+2−mk−i+1
F lxi(k−1)F lxj(k−1)
ι−1∏
a=1
mk−j

+
d∑
ι=2

−i+1∑
l,s=−i+2−mk−i+1
l 6=s
F lxi(k−1)F sxj(k−1)
ι−1∏
a=1
mk−j

(D.4)
Finally, the result follows by substituting (D.4) into (D.3).

D.2 Proof of Lemma 9.3 for small mk
Proof of Lemma 9.3 for small mk, mk ≤ mk−1, Proof. Following the same steps, if mk ≤ mk−1,
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
si,jmk,k =
mk−1
mk
 d∑
ι=1
 mk−i
ι−1∏
a=0
mk−j
 si,jmk−i,k−i + mk−dd−1∏
a=0
mk−j
S¯imk−d,k−dS¯
j
mk−d,k−d

+$i,jmk−1,k−1, mk ≤ mk−1
$i,jmk−1,k−1 =
mk−1
mk
 d∑
ι=1
F−i+1xi(k−1)F−i+1xj(k−1)
ι−1∏
a=0
mk−j
−
d∑
ι=1

−i+1−mk−i+1∑
l=−i+1−mk−i
F lxi(k−1)F lxj(k−1)
ι−1∏
a=0
mk−j

+
d∑
ι=1

−i+1∑
l,s=−i+2−mk−i+1
l 6=s
F lxi(k−1)F sxj(k−1)
ι−1∏
a=0
mk−j


− 1mk
0∑
l,s=−mk+1
l 6=s
F lxi(k − 1)F sxj(k − 1),

D.3 Proof of Lemma 9.3 for large mk
Proof of Lemma 9.3 for large mk
Proof.
si,jmk,k =
1
mk − 1
 0∑
ι=−mk+1
(F ιxi(k − 1)) (F ιxj(k − 1))
− 1
mk
 0∑
a=−mk+1
F axi(k − 1)
 0∑
a=−mk+1
F axj(k − 1)

=
1
mk − 1
 −1∑
ι=−mk−1
F ιxi(k − 1)F ιxj(k − 1)
− 1
mk−1
−1∑
ι=−mk−1
F ιxi(k − 1)
−1∑
ι=−mk−1
F ιxj(k − 1)
+
1
mk−1
−1∑
ι=−mk−1
F ιxi(k − 1)
−1∑
ι=−mk−1
F ιxj(k − 1)

+
1
mk − 1
[
F 0xi(k − 1)F 0xj(k − 1)− F−mk−1xi(k − 1)F−mk−1xj(k − 1)
−F−mk−1+1xi(k − 1)F−mk−1+1xj(k − 1)
]
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+
1
mk − 1
−mk−1+1∑
ι=−mk+1
F ιxi(k − 1)
−mk−1+1∑
ι=−mk+1
F ιxj(k − 1)
− 1
mk
0∑
ι=−mk+1
F ιx(k − 1)
0∑
ι=−mk+1
F ιx(k − 1)

=
mk−1 − 1
mk − 1 s
i,j
mk−1,k−1 +
mk−1
mk − 1 S¯
i
mk−1,k−1S¯
j
mk−1,k−1 −
mk
mk − 1 S¯
i
mk,k
S¯jmk,k
+
F 0xi(k − 1)F 0xj(k − 1)− F−mk−1xi(k − 1)F−mk−1xj(k − 1)
mk − 1
−F
−mk−1+1xi(k − 1)F−mk−1+1xj(k − 1)
mk − 1 +
−mk−1+1∑
ι=−mk+1
F ιxi(k − 1)F ιxj(k − 1)
mk − 1 .
Hence,
si,jm,k =
mk−1−1
mk−1 s
i,j
mk−1,k−1 +
mk−1
mk−1 S¯
i
mk−1,k−1S¯
j
mk−1,k−1 −
mk
mk−1 S¯
i
mk,k
S¯jmk,k
+
F 0xi(k−1)F 0xj(k−1)−F−mk−1xi(k−1)F−mk−1xj(k−1)−F−mk−1+1xi(k−1)F−mk−1+1xj(k−1)
mk−1
+
−mk−1+1∑
ι=−mk+1
F ιxi(k−1)F ιxj(k−1)
mk−1 .
(D.5)
Next, we find an expression connecting S¯imk,kS¯
j
mk,k
, S¯imk−1,k−1S¯
j
mk−1,k−1 and s
i,j
mk−1,k−1. By
definition and simplification,
m2kS¯
i
mk,k
S¯jmk,k =
0∑
ι=−mk+1
F ιxi(k − 1)
0∑
ι=−mk+1
F ιxj(k − 1)
=
0∑
ι=−mk+1
F ιxi(k − 1)F ιxj(k − 1)
+
0∑
l,s=−mk+1
l 6=s
F lxi(k − 1)F sxj(k − 1)
= (mk−1 − 1)si,jmk−1,k−1 +mk−1S¯imk−1,k−1S¯
j
mk−1,k−1
+F 0xi(k − 1)F 0xj(k − 1)− F−mk−1xi(k − 1)F−mk−1xj(k − 1)
−F−mk−1+1xi(k − 1)F−mk−1+1xj(k − 1)
+
−mk−1+1∑
ι=−mk+1
F ιxi(k − 1)F ιxj(k − 1)
+
0∑
l,s=−mk+1
l 6=s
F lxi(k − 1)F sxj(k − 1)
(D.6)
Substituting (D.6) into (D.5), we have
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si,jm,k =
mk−1−1
mk
si,jmk−1,k−1 +
mk−1
mk
S¯imk−1,k−1S¯
j
mk−1,k−1
+
F 0xi(k−1)F 0xj(k−1)−F−mk−1xi(k−1)F−mk−1xj(k−1)−F−mk−1+1xi(k−1)F−mk−1+1xj(k−1)
mk
+
−mk−1+1∑
ι=−mk+1
F ιxi(k−1)F ιxj(k−1)
mk
−
0∑
l,s=−mk+1
l 6=s
F lxi(k−1)F sxj(k−1)
mk(mk−1) .
(D.7)
Likewise,
m2k−1S¯
i
mk−1,k−1S¯
j
mk−1,k−1 = (mk−2 − 1)s
i,j
mk−2,k−2 +mk−2S¯
i
mk−2,k−2S¯
j
mk−2,k−2
+F−1xi(k − 1)F−1xj(k − 1)
−F−mk−2−1xi(k − 1)F−mk−2−1xj(k − 1)
−F−mk−2xi(k − 1)F−mk−2xj(k − 1)
+
−mk−2∑
ι=−mk−1
F ιxi(k − 1)F ιxj(k − 1)
+
−1∑
l,s=−mk−1
l 6=s
F lxi(k − 1)F sxj(k − 1),
m2k−2S¯
i
mk−2,k−2S¯
j
mk−2,k−2 = (mk−3 − 1)s
i,j
mk−3,k−3 +mk−3S¯
i
mk−3,k−3S¯
j
mk−3,k−3
+F−2xi(k − 1)F−2xj(k − 1)
−F−mk−3−2xi(k − 1)F−mk−3−2xj(k − 1)
−F−mk−3−1xi(k − 1)F−mk−3−1xj(k − 1)
+
−mk−3−1∑
ι=−mk−2−1
F ιxi(k − 1)F ιxj(k − 1)
+
−2∑
l,s=−mk−2
l 6=s
F lxi(k − 1)F sxj(k − 1).
Continuing in this sense and substituting S¯mk−i,k−i, i = 2, ..., d− 1 into S¯mk−1,k−1, we have
(mk−1)S¯
i,j
mk−1,k−1 =
d∑
ι=2
 mk−i−1
ι−1∏
a=1
mk−j
 si,jmk−i,k−i + mk−dd−1∏
a=1
mk−j
S¯imk−d,k−dS¯
j
mk−d,k−d
+
d∑
ι=2
F−i+1xi(k−1)F−i+1xj(k−1)
ι−1∏
a=1
mk−j
−
d∑
ι=2
F−i+1−mk−ixi(k−1)F−i+1−mk−ixj(k−1)
ι−1∏
a=1
mk−j
(D.8)
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−
d∑
ι=2
F−i+2−mk−ixi(k−1)F−i+2−mk−ixj(k−1)
ι−1∏
a=1
mk−j
+
d∑
ι=2

−i+2−mk−i∑
l=−i+2−mk−i+1
F lxi(k−1)F lxj(k−1)
ι−1∏
a=1
mk−j

+
d∑
ι=2

−i+1∑
l,s=−i+2−mk−i+1
l 6=s
F lxi(k−1)F sxj(k−1)
ι−1∏
a=1
mk−j

(D.9)
Finally, the result follows by substituting (D.8) into (D.7). 
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