We consider heteroscedastic regression models where the mean function is a partially linear single-index model and the variance function depends on a generalized partially linear single-index model. We do not insist that the variance function depends only on the mean function, as happens in the classical generalized partially linear single-index model. We develop efficient and practical estimation methods for the variance function and for the mean function. Asymptotic theory for the parametric and non-parametric parts of the model is developed. Simulations illustrate the results. An empirical example involving ozone levels is used to illustrate the results further and is shown to be a case where the variance function does not depend on the mean function.
Introduction
We consider heteroscedastic regression models where the mean function is a partially linear single-index model and the variance function depends on a generalized partially linear singleindex model. We do not insist that the variance function depends only on the mean function, as happens in the classical generalized partially linear single-index model. Our model is where g.·/ is a known function, whereas m μ .·/ and m v .·/ are two unknown smooth functions, is independent of X, E. / = 0 and E.| |/ = 1, the last condition being for identifiability. Generally, either g.v/ = v or g.v/ = exp.v/. We need additional restrictions on the parameters to ensure identifiability, specifically α = θ = 1 and α T β = θ T ζ = 0.
This model retains the flexibility of a non-parametric regression model but has dimension reduction ability to avoid fitting a multivariate non-parametric regression function. Methods for estimating the mean function μ.X, α, β, m μ / in model (1)-(2) are already well established if the potential heteroscedasticity is ignored, and the linear and index components are different. For example, Yu and Ruppert (2002) proposed a penalized spline estimation procedure. Xia and Härdle (2006) integrated the dimension reduction idea and minimum average variance estimation (Xia et al., 2002) . The partially linear structure that is specified in equation (2) is an important, practical special case of a multiple-index structure for the mean function models, e.g. Xia (2008) , and general models studied in dimension reduction, e.g. Ma and Zhu (2013a) . More recently, Wang et al. (2010) proposed a dimension-reduction-based estimation procedure with additional slightly stronger assumptions, whereas Liang et al. (2010) proposed a profile least squares estimation procedure. Although they allowed heteroscedasticity, they did not explicitly model it; instead they simply assumed that E.Y |X, Z/ = m μ .X T α/ + Z T β, and their asymptotic theory assumed that v.X, Z/ ≡ 1, although this improvement changes only their asymptotic covariance matrix. Moreover, all existing work mainly focuses on estimation of the mean parameters .α T , β T / T .
Often, variance functions are thought to be nuisance parameters used only to improve the estimation of the mean, but this is a narrow view. There are many reasons why estimating variance can be important, and this has been understood for decades. Box and Hill (1974) , in studies of kinetic rate parameters, used variance function estimation to improve understanding of model fit. Box and Meyer (1986) noted the crucial purpose of understanding variability as a function of covariates in discussing off-line quality control. Carroll and Ruppert (1988) , Carroll (2003) , Davidian and Carroll (1987) and Davidian et al. (1988) all described the crucial role of understanding variability in calibration experiments for such contexts as assays. Cai and Wang (2008) stated that ' In addition to being of interest in its own right, variance function estimates are needed, for example, to construct confidence intervals/bands for the mean function'. Western and Bloome (2009) , in their study of social inequality, fitted a variance function model as the main purpose of their work, testing whether men who had recently been released from a prison experience greater income insecurity, i.e. greater variance, in addition to the welldocumented decline in average earnings.
In the context of modelling heteroscedasticity in linear or non-linear models (Bickel, 1978; Carroll, 1982; Carroll and Ruppert, 1982) , there are two analysis strategies: a parametric approach, in which the variance function is assumed to be a parametric function of the covariates, and a non-parametric approach (Carroll and Härdle, 1989; Fuller and Rao, 1978; Hall and Carroll, 1989 ) with a fully non-parametric variance structure. This approach is hampered by the curse of dimensionality in practical applications. Ma et al. (2006) studied semiparametric efficiency in heteroscedastic partially linear models where X is scalar, which is a special case of our model. Van Keilegom and Wang (2010) studied a general class of location-dispersion regression models, including semiparametric quantile heteroscedastic regression. Their results are very general in terms of asymptotic conditions and theory, and encompass a wide variety of possible methods. However, the examples that they used to illustrate their methods are special cases of our model (1)-(3). In addition, our methods have the practical advantage of being based numerically on a single algorithm, fitting a mean model g Å {m Å .X T a/ + X T b} with a = 1 and a T b = 0 and incorporating weights; see Section 2.7. In contrast, one of the variance function methods in Van Keilegom and Wang (2010) in our context involves a non-differentiable objective function. Ma and Zhu (2013a) applied the strategy that had been developed in Ma et al. (2006) to heteroscedastic partially linear single-index models and established doubly robust and efficient estimators of the mean parameters. They also developed a type of generalized least squares procedure for achieving further efficiency in estimating the mean function, but their variance models were very special cases of our model (3).
More recently, there is a recognition that variability itself can be a predictor of other outcomes. Thomas et al. (2012) showed in a context that was different from ours that individual variability in longitudinal measurements for an individual can be predictive of a health outcome. Teschendorff and Widschwendter (2012) argued that, in cancer genomics, differential variability can be as important as differential means for predicting disease phenotypes. Although the techniques in Thomas et al. (2012) and Teschendorff and Widschwendter (2012) are different from ours, they indicate that understanding variability can be crucial as does the work of Western and Bloome (2009) .
Our primary goal is to develop efficient and practical estimates of the parameters θ and ζ, and then the variance function g{v.X, θ, ζ, m v /}. As a by-product, we can do reweighting (generalized least squares) to improve the estimates of .α, β/. It is worth mentioning that the model that α = θ, β = ζ and m μ .·/ = m v .·/ is the special case that the variance is entirely a function of the mean, as is typical in generalized linear models. The model (1)- (3) is also interesting conceptually because it suggests that, if either α = θ or β = ζ, then different linear combinations of X are governing the distribution of Y . This can be important in classification, for example, because then extra information is available when modelling Y . Also, we can use this to look for clusters of individuals who have excess variability: that excess variability can be of other interest.
The paper is organized as follows. Section 2 describes the estimation procedures and sketches the computational algorithms. Section 3 presents the main theoretical results and their implications. Section 4 presents the results of simulation studies and an analysis of ozone data, where it is shown that the variance function does not depend only on the mean function. All technical assumptions and proofs of the main results are in Appendix A.
Estimation methods

Outline of the estimation methods
Our main goal, and our main innovation, is to develop efficient, practical estimates of the variance function, along with their asymptotic theory. Along the way, we shall of course develop efficient estimation of the mean function, although such estimation is much better understood than variance function estimation, as seen from the literature review in Section 1. Our development proceeds in four steps:
(a) initial estimation of the mean function ignoring the heteroscedasticity; (b) using the absolute residuals from the initial estimate of the mean function, develop an initial estimate of the variance function; (c) update the mean function by using weights based on the initial variance function. This estimate is semiparametric efficient in the case that is normally distributed and is shown in simulations to dominate the unweighted estimator; (d) update the variance function by using the absolute residuals from the weighted mean function. This method is shown in simulations to dominate the initial estimate of the variance function.
Preliminaries
The two constraints α = 1 (with first non-zero component positive) and α T β = 0 in effect reduce the number of parameters .α T , β T / T from 2p to 2p − 2. Therefore, the popular 'deleteone-component' method (Yu and Ruppert, 2002) can be used here. Without loss of generality, we assume that the first component of α, α 1 , is positive, and thus we can write α = ..1 − α \1 2 / 1=2 , α 2 , : : : , α p / T where α \1 = .α 2 , : : : , α p / T is α without the first component. Similarly we denote β \1 = .β 2 , : : : , β p / T . Because of the second constraint, we have
.·/|X T i θ}, and A ⊗2 = AA T for any matrix A. We shall estimate the two unknown functions m μ .u/ and m v .t/ non-parametrically. For notational simplicity, we use the same kernel function and bandwidth for both non-parametric regressions.
Initial estimate of the mean function
Methods for estimating the mean function μ.X, α, β, m μ / in model (1)-(2) are already well established if the potential heteroscedasticity is ignored, as we reviewed in Section 1. For given .α, β/, m μ .·/ is estimated via local linear regression of Y − X T β on X T α, resulting inm μ .·/. More precisely, it should bem μ .·, α, β/, but to keep the notation simpler we shall sometimes use the conventionm μ .·/. Then .α, β/ are estimated by profiling. Thus, for any given .α T , β T / T , we use local linear regression to estimate m μ by minimizing
with respect to a and b, where K is a kernel function, K h .·/ = K.·=h/=h and h is the bandwidth. Let .â,b/ be the minimizer of expression (4) and setm μ .u/ =â. We then estimate α and β subject to the constraints α = 1 and α T β = 0 by minimizing
.5/ with respect to α \1 and β \1 , where α and β are functions of α \1 and β \1 . We define the solution of problem (5) 
More efficiency for estimating .m μ , α, β/ can be obtained via generalized least squares, which we shall discuss in Section 2.5. Davidian and Carroll (1987) gave the general methodology and theory for variance function estimation in the parametric case. They distinguished between methods based on squared residuals and those based on absolute residuals, the former being more efficient if the regressions errors i are normally distributed, but they called this potential efficiency gain 'tenuous' because it is less robust to outliers. Here we use absolute residuals and follow a profiling approach that is analogous to that in Section 2.3. Of course, if one chooses to use squared residuals, the same algorithm as described below applies, by replacingR i byR 2 i and g.·/ by g 2 .·/ in equations (6) and (7) below. The asymptotic distribution results for .θ, ζ/ that are described in theorem 2 below are also easily modified.
Initial estimate of the variance function
Define
.7/ subject to θ = 1 and θ T ζ = 0, calling these estimates .θ,ζ/.
More efficient estimation of the mean function
We now investigate how we can more efficiently estimate .α, β/ via generalized least squares. Using the method in Section 2.4, form the weights 1=ĝ
We then update the estimates of .α, β/ by the same process, but the least squares minimization is weighted with weightsĝ −2 i . As in Davidian and Carroll (1987) , it can be shown that there is no effect on the estimates of .α, β/ due to estimating g i , so only this single step is required for first-order asymptotics. This is a well-known phenomenon; see for example Carroll and Ruppert (1988) . Specifically, we estimate α and β by minimizing
with respect to α \1 and β \1 . We define the solution of problem (9) 
Computing
There is a universal theme to the computation of our estimators, namely that all the methods are based on fitting general models of the form g Å {m Å .X T a/ + X T b} with a = 1 and a T b = 0, while at the same time incorporating weights. Thus, for example, in Section 2.4, one could easily carry the process further and add weights to improve estimation of the variance function, although even in parametric models this step is usually not done.
Estimation of var( )
In Section 1, we made the identifiability constraint that E.| |/ = 1, so that g{v.X, θ, ζ, m v /} is proportional to var.Y |X/. To estimate the actual variance function, we need to estimate
Under the conditions of theorem 1 in Section 3.1 and assuming that E. 4 / < ∞, a straightforward but tedious manipulation shows that n 1=2 .σ
Asymptotic results
Mean function estimation
Theorem 1. Suppose that assumptions 1 and 2 in Appendix A hold. Define Q ω = E{.J T ωΛ μ / ⊗2 }. As n → ∞, nh 4 → ∞ and nh 6 → 0, for the unweighted mean function estimates of Section 2.3,
Further, for the weighted mean function estimates of Section 2.5, Define
Further, when is normally distributed, these estimators are the most efficient in the sense of semiparametric efficiency (Bickel et al., 1993) .
Remark 1. There are three implications of theorem 1. First and most obvious, the weighted estimatesω WLS are more efficient than their unweighted versionω. Second, the function estimated,m μ .u,α WLS /, is also more efficient than its unweighted versionm μ .u,α/. Finally, an implication of theorem 1 is thatω WLS is asymptotically oracle, in the sense that it has the same limiting distribution as if the variance function were known. However, in smaller sample size situations, because of the non-parametric function estimation, we expect that knowing the true variance function will result in more efficient estimation of ω as well as m μ .·/. All three points are confirmed in the simulation study of Section 4.2.
Remark 2. The limiting asymptotic distribution for .α WLS ,β WLS / that is described in theorem 1 has an efficiency property even when is not normally distributed. The asymptotic distribution that is described there has a seemingly different expression from the asymptotic variance from the estimators that were derived by Ma and Zhu (2013a), which were described by them as semiparametric efficient for the case that the variance function is known or estimated at a sufficiently fast rate. Ma and Zhu used a different parameterization from ours to achieve identifiability. However, it can be shown that the two asymptotic variances are the same if we use their parameterization.
Variance function estimation
Theorem 2. Suppose that assumptions 1 and 2 in Appendix A hold. Define
.12/ Then for the initial estimator of Section 2.4, as n → ∞, nh 4 → ∞ and nh 6 → 0, dropping arguments for parameters,
.13/
For the updated variance function estimator of Section 2.6, again dropping arguments for parameters,
.14/ Finally, for the parameter estimators,
.16/ Remark 3. Recalling that d = sgn. /, in the special case that is symmetric, E.d/ = 0 and the first two terms in the asymptotic covariance matrices (11)-(12) = 0, resulting in considerable simplification. Also, in this case, Σ ϑ = Σ ϑ,WLS . In addition, the last terms in equations (13) and (14) also equal 0. Indeed, in this case, the initial and updated variance function estimators are asymptotically equivalent to the estimator when the mean function is known. In small sample size situations, however, because .α WLS ,β WLS ,m WLS / are more efficient than their unweighted version, we expect them to have some effect on the variance estimators.
Numerical examples
Empirical example
We use the 'National morbidity and mortality air pollution study' database, which contains daily mortality, weather and pollution data for 1987-2000. Here we consider data for only the year 1997. We shall use the partially linear single-index model to explore the relationship between daily mean ozone level and some predictors. The selected seven explanatory variables include mean temperature, relative humidity, mean carbon dioxide (CO 2 ) level, mean PM 10 -level, mean sulphur dioxide (SO 2 ) level, daily humidity range and daily temperature range. After excluding 1 day with missing observations, we have a sample size of n = 364. We used g.v/ = exp.v/. In Table 1 we display estimates and their standard errors for the second-stage estimators, the latter computed following similar arguments to those in section 7 of Carroll et al. (1997) . There are some striking conclusions from the analysis. First, every parameter that is associated with the mean function is highly statistically significantly different from 0. In addition, all the single components of the single-index variance parameter θ, except mean SO 2 level, are highly statistically significant. For the partially linear parameter ζ, the coefficients that are associated with mean temperature, mean CO 2 level and mean SO 2 level are highly statistically significant. It is also clear that a complete partition of the mean or variance function parameters into the single-index component or the partially linear component is not supported by the analysis. Finally, it is obvious on inspection, or by a formal hypothesis test, that α = θ and that β = ζ. Thus, the variance of Y given X is not a function of the mean. Now consider the mean function. In Figs 1(a) and 1(c), we show the scatter plot of Y i − X T iβ versus X T iα for the first-and second-stage estimators respectively. In both cases, the full curve is the fitted linkm μ .·/ for the mean function. It is evident that the means are not constant. There is a hint thatm μ .·/ might be constant for smaller values of X T α, with a linear change afterwards, although a quadratic function might also give a reasonable fit.
Next consider the variance function. As stated above, we used g.v/ = exp.v/, so that we would expect that log.R/ would be roughly linear when plotted againstm v .·/ + X Tζ . In Figs 1(b) and 1(d), we show the scatter plot of log.R i /versusm v .X T iθ / + X T iζ for the first-and second-stage estimators respectively, where the full line is just the line that goes through the origin with slope 1 054/ †We contrast the unweighted and weighted mean estimates in Sections 2.3 and 2.5 respectively, the latter being theoretically more efficient. We also contrast the initial and final variance estimates in Sections 2.4 and 2.6 respectively, the latter being theoretically more efficient. In addition, we present the infeasible mean estimates that are weighted by the (unknown) true variances, whereas the infeasible variance estimates are based on residuals from the (unknown) true mean function. The infeasible mean estimates are theoretically asymptotically equivalent to the weighted mean estimates, whereas the infeasible variance estimates are asymptotically more efficient than the feasible estimates.
shown as a reference. LOESS fits to these graphs are effectively linear except for some curvature caused by the large positive values along the x-axis, and a quadratic fit has no statistically significant quadratic term.
Simulations
We generated data from model (1)-(3), with g.x/ = exp.x/ and ∼ N.0, σ 2 /. The covariates X = .X 1 , : : : , X 8 / T are generated from a multivariate Gaussian distribution with covariance Table 2. given by cov.X i , X j / = 0:2 |i−j| . We set α = . We consider sample size n = 200 and three noise levels σ = 0:2, 0:5, 1:0. For each scenario, we generated 100 data sets and considered the estimators that were described in the outline in Section 2.1 and defined in Sections 2.3-2.6, along with two infeasible estimators:
(a) the unweighted least squares mean function estimates, Section 2.3; (b) the initial variance function estimates starting from the unweighted least squares mean function estimates, Section 2.4; (c) the weighted least squares mean function estimates, Section 2.5; (d) the updated variance function estimates, Section 2.6; (e) the infeasible weighted least squares estimates when the variance function is known, where 'infeasible' means that these are not real estimators of practical utility since the variance functions are not known; (f) the infeasible variance function estimates when the means are known.
The results are given in Tables 2 and 3 , which display the root-mean-squared errors RMSE of various quantities, for example 1 and example 2 respectively. For example, for α RMSE is just α − α (the vectors are normalized to have unit norms) and for m μ RMSE is
where .x 1 , : : : , x 50 / are equally spaced grid points on an interval with lower bound the 0:01-quantile of the sampled X T i α values and upper bound its 0:99-quantile. We see that σ has a significant effect on the estimation of the mean but has a much smaller effect on the estimation of the variance, which is a known phenomenon in parametric problems; see Davidian and Carroll (1987) .
We expect the mean function and its parameter estimates without weighting to be less efficient than that with weighting, and this is very clearly seen. Although asymptotically the weighted estimates are as efficient as the infeasible mean function and parameter estimates, there are small sample effects especially in Table 3 which confirm that the latter has more efficiency. Variances are generally much more difficult to estimate than means, and the small sample size effects are clearly seen, with the updated variance function and parameter estimates dominating the initial estimates, and not as efficient as the infeasible version.
In Figs 2 and 3, we show 20 randomly chosen estimated link functions for the two examples, where the true non-parametric link functions are shown as the full grey curves. We see that these link functions are estimated reasonably well.
Finally, we investigate the accuracy of the standard deviation estimates for the estimated parameters. For brevity, we consider the second-stage estimators only. The true and estimated standard deviations (averaged over 100 data sets) are shown in Tables 4 and 5, for example 1 and example 2 respectively. The results that are reported in Tables 4 and 5 indicate that the performance of the standard deviation estimation is reasonably accurate.
Discussion and extensions
Most partially linear single-index models (Carroll et al., 1997; Liang et al., 2010; Xia and Härdle, 2006) have a set of covariates that are dedicated to the parametric part, and a non-overlapping set of covariates that are dedicated to the non-parametric part. Our model (1)- (3) avoids partitioning the covariates and makes the model more flexible and general. A priori partitioning can be done in our context, however; for example, set α = .α T , 0 T / T and β = .0 T , β T / T , where α and β are non-zero vectors. This still leaves a gap between knowing a partition exactly and knowing nothing about the partition. Oracle penalization methods such as the adaptive lasso and smoothly clipped absolute deviation can be used to estimate the partition. Essentially, equation (5) is penalized in the usual way to obtain oracle estimates of .α, β/. Following this, equation (7) would have standard penalties for .θ, ζ/. Under standard conditions, such methods will be oracle, with the penalization parameters estimated by the Akaike information criterion or the Bayesian information criterion. We shall pursue the details of such an approach in the future.
There are many interesting possible extensions of our models (2) and (3). Most generally, our model implies that the distribution of Y given X depends on d (= 4 in our case) linear combinations of X, where necessarily d < p. There is a vast literature on this general problem, mostly dealing with dimension reduction; see Ma and Zhu (2013b) for a recent example and many references. This general perspective is too general in practice when the main goal is to estimate a variance function, because one still needs to understand which linear combinations affect the variance function, which affect the mean function and which, if any, affect both. A simpler model that still generalizes models (2) and (3) is when m μ .·/ and m v .·/ depend on d μ and d v linear combinations of X respectively. In the homoscedastic case, the problem of estimating the mean function in this resulting multiple-index model has been discussed by Xia (2008) . Our estimation approach in Sections 2.3-2.6 can in principle be readily adapted to this more general problem, depending on how one estimates the linear combinations. It would be interesting to find limiting distributions and to discuss efficiency in this case. However, there are considerable issues with dimensionality, multivariate kernel functions and bandwidth selection. We agree with the sentiment that was expressed in remark 5.3 of Xia (2008) that, because of these issues, d μ and d v should be small, and our case that d μ = d v = 1 is (the most in our opinion) 'appealing' from a practical perspective.
Semiparametric asymptotic efficiency for estimating .θ, ζ/ is a much more complex problem, both technically and practically. We established in theorem 2 that estimation of .α, β, m μ / has no effect on estimation of the variance parameters .θ, ζ/. Thus, from a theoretical perspective, working on the residuals from the mean fit is equivalent to a model that we observe R = |Y − m μ .X T α/ − X T β| and, working with R, the model can be thought of as
where κ is unknown. This is a case where the variance is proportional to a known function of the mean, which is a semiparametric problem that has not been solved in the literature. Indeed, it is quite a tricky problem, since R is not normally distributed. From a practical perspective, it is not obvious that this is a problem that should be solved from an efficient semiparametric perspective, at least in any practical context, for the following reasons.
(a) Except for the non-parametric flavour due to m v .·/, models (17) and (18) can be thought of as generalized linear models. The overwhelming practice in statistics for such models is to use the variance function for weighting only, but not to try to exploit it to obtain further asymptotic efficiency. It is easy to implement this weighting, and to derive an analogue of theorem 2. We have done so, but the promised asymptotic gains in efficiency for estimating .θ, ζ/ were not realized in our simulations. (b) In especially the third author's fairly extensive experience with parametric variance function models Ruppert, 1982, 1988) , the more that higher order moments are involved in the score functions, the worse the practical performance, and the longer it takes to reach asymptotics, as in our simulations described in the previous point.
(c) Our methods are practical, theoretically justified and clearly work well in simulations and examples.
A.3.1.
Step 1 Minimization of expression (6) is equivalent to .â 0 ,â 1 / being the solution of the equation
Using Taylor series expansion and the assumptions on h, we know that the left-hand side is
.20/ It follows from equation (19) that the first term in equation (20) is
.21/ For the second term in expression (21), it obvious that we can replaceθ by θ. Also, the term g .1/ i =f α .U i / is a nuisance and we eliminate it. We consider only the first component in the 2 × 1 vector, since the other is similarly o p .n −1=2 /. In this case, with d i = sgn. i /, we want to analyse
Since E. i / = 0, E.A n / = 0. We merely need to show that var.A n / = o.n −1 /. However,
All the various combinations can be done in turn. For example, if i = j = p = l, then the contribution to var.A n / is O{.nh/ −3 }, so we need only that .nh/ −3 = o.n −1 /. If any three of the .i, j, p, l/ are equal but different from the remaining one, the contribution is 0. If all four are unequal, the contribution is 0. So, the only cases that we need to cope with are those in which .i = j, p = l/, .i = p, j = l/ and .i = l, j = p/. All these cases are similar, so consider the case that i = p and j = l, and write c = E.
Make the change of variables z 1 = .u 1 − t/=h and z 2 = .u 2 − u 1 /=h, so that
This means that var.A n / = o.n −1 / as long as nh 2 → ∞, which follows from our assumptions. Analogously we can prove that the third term in expression (21) is also of order o p .n −1=2 /.
The second term in expression (20) 
.1/ i δ i , whereas the third term in expression (20) can be further expressed as
A combination of these arguments yields that
from which equation (13) follows.
A.3.2.
Step 2
iζ }, and letΛ iv be Λ i, v evaluated at .θ,ζ/. Minimization of expression (7) is equivalent to solving Σ n i=1Ĵ
This is the sum of 10 terms given by
.22/ Under our assumptions, the first seven terms are easily seen to be o p .n 1=2 /. In addition,
Now, we use expression (13) for {m v .X T i θ/ − m v .X i θ/} and obtain that
.23/
We now deal with the term I 8 . We have
.24/ For the second term in equation (24), we consider
where
We have that E." i / = 0. Obviously,
We have that
.25/ It suffices to show that
The mean of T n = 0 and the variance is o p .1/. Here are the calculations. Write var." i / = G i :
Hence,
For the third term in equation (24),
For any constant C > 0 (and similarly for C < 0), by a direct calculation of the mean and variance, we have
where F is the conditional distribution function of " and f is the corresponding density. This shows that the third term of equation (24) is also o p .n −1=2 /. As a consequence,
.26/
A combination of equations (23) and (26) and expression (22) yields that 
A.4. Proof of theorem 1 for the weighted estimators
For the weighted estimators, under the conditions of theorem 1, we follow similar arguments to those used by Ichimura (1993) and show thatω is a root-n-consistent estimator of ω. Because the proof is straightforward, we do not present it here. We next demonstrate the asymptotic normality ofω by using a general result of Newey (1994) . Applying similar techniques to those used in Mack and Silverman (1982) , we obtain the following expressions, which hold uniformly in u ∈ {X T α, X ∈ Ω X }: .28/ Furthermore, it can be seen that the solution to equation (28) has the same limit distribution as described in the statement of theorem 1. Hence, we complete the proof for asymptotic normality. Finally, we show the efficiency ofω. Let p . / be the probability density function of and p .1/ . / be its first-order derivative with respect to . Then, the score function of ω is
For any given function q of X, it can be shown that the nuisance tangent space P, for the three nuisance parameters, q X .x/, p . / and m μ .U/, is {q.X/ : E.q/ = 0, E. q/ is a function of X only}. Furthermore, the orthogonal component of P is P ⊥ = { q.X/=g 2 : E.q=g 2 |U/ = 0}. Subsequently, we apply the approach of Bickel et al. (1993) and obtain the following semiparametric efficient score function via equation (9):
