Abstract-A branch flow model (BFM) is used to formulate the AC power flow in general networks. For each branch/line, the BFM contains a nonconvex quadratic equality. A mathematical formulation of its convex hull is proposed, which is the tightest convex relaxation of this quadratic equation. The convex hull formulation consists of a second-order cone inequality and a linear inequality within the physical bounds of power flows. The convex hull formulation is analytically proved and geometrically validated. An optimal scheduling problem of distributed energy storage (DES) in radial distribution systems with high penetration of photovoltaic resources is investigated in this paper. To capture the performance of both the battery and converter, a second-order DES model is proposed. Following the convex hull of the quadratic branch flow equation, the convex hull formulation of the nonconvex constraint in the DES model is also derived. The proposed convex hull models are used to generate a tight convex relaxation of the DES optimal scheduling problem. The proposed approach is tested on several radial systems. A discussion on the extension to meshed networks is provided.
obtain higher computational efficiency and convergence [2] and [3] . They are based on not only the bus variables but also the branch variables and, consequently, called branch flow models (BFMs) [4] . With additional angle constraints, these model can also be applied to meshed networks [4] and [5] . Non-convex constraints exist in all AC power flow models. Generally, BFMs are preferred in radial networks since the angle constraints can be neglected [6] and [7] .
The convex relaxations of various AC power flow models have been studied in the context of convexifying the optimal power flow (OPF) problems. The most frequently adopted approaches are the second order cone programming (SOCP) [8] , semidefinite programming (SDP) [9] relaxations and their variations [10] . When a BFM is used to model the AC power flow in radial networks, the basic SOCP relaxation dominates the basic SDP relaxation [5] . Based on the BFM in radial networks, reference [11] proposes a set of non-iterative linear cuts to obtain a tight root node for solving the OPF problem in BARON [12] ; valid linear cuts are generated iteratively for tightening the SOCP relaxation of OPFs in [13] ; Several convex constraints which can approximate the rank-1 constraint are introduced to obtain enhanced SDP relaxations in [7] . Based on the bus injection power flow model in polar coordinates, several linear and nonlinear cuts are introduced in [14] for strengthening the SDP relaxation in the context of OPF. As an alternative, the convex hull [15] of the non-convex constraints in the DistFlow model [2] is explored in this paper. The concept of convex hull is attractive since it is defined as the tightest convex relaxation of a non-convex set [16] .
An essential aspect of the smart grid technologies is accommodating increasing penetration of renewable generation and storage options at both the transmission and distribution level [17] . This paper also examines the application of convex relaxations to an optimal scheduling problem of distributed energy storage (DES) in distribution systems where high penetration of photovoltaic (PV) resources are integrated. The DES in this context primarily relates to battery energy storage. The linear energy storage models considered in many related references, e.g. [6] , [18] , and [19] , are excessively simple for formulating battery storage systems. To more accurately capture the performance of the battery-based DES system (including the battery and converter), a second-order model is proposed based on an equivalent circuit of the DES system.
As shown in [6] , [7] and [13] , the additional energy storage constraints will introduce more factors that can affect the exactness of a convex relaxation, even though these constraints are linear. Moreover, the objective function of an energy storage optimization problem is not limited to minimizing fuel cost which is a typical objective function of an OPF. It is shown in [6] and [7] that the descent direction of the objective function also impacts the exactness of the convex relaxation. With the proposed second-order DES model, the situation becomes more complicated, and requires stronger convex relaxations.
Despite years of research, it is still hard to guarantee the exact global optimal solutions of all optimization problems where the AC power flow constraints are taken into account, since some infeasible points are inevitably included in a convex relaxation of the nonconvex problem. This paper aims at proposing a tighter convex relaxation of the BFM to eliminate as many infeasible points as possible from the convex set, so that the possibility of obtaining an exact global optimal solution for actual power systems can be effectively increased. Instead of making network assumptions, the analysis in this paper is based on the original exact AC power flow model. The contributions of this paper are twofold: 1) introduce a more accurate nonlinear battery model with reactive capability considered into the optimization model of distribution systems with higher penetration of PV resources; 2) explore the convex hull of the quadratic equations in the BFM to generate a tighter convex relaxation for the above optimization problem.
The rest of the paper is organized as follow: the convex hull formulation of the non-convex quadratic constraint in the DistFlow model is proposed in Section II-A DES optimal scheduling (DESOS) model with a second-order DES model is considered in Section III. In the same section, a novel convex relaxation based on the convex hull formulations is proposed for the DESOS problem. In Section IV, the proposed approach is tested in a real-world feeder as well as several IEEE standard feeders.
II. CONVEX HULL OF AC POWER FLOW IN RADIAL NETWORKS

A. AC Power Flow in Radial Networks
A BFM which is based on the DistFlow model is adopted to capture the AC power flow in general networks: where i ∈ B. The feasible set of (1) is subject to
where constraints (2a) and (2c) represent thermal and capacity limits of a feeder respectively. WhenS
ik ≥l ikvi ), the branch flow is bounded by (2c) ((2a)), which means (2a) ((2c)) is redundant. Whenl ik v i <S 2 ik <l ikvi , both (2a) and (2c) are active and should be retained. Constraint (2c) usually dominates (2a) for long transmission lines and the converse may occur for distribution feeders. An intuitive explanation is given in Fig. 1 . The nomenclature for the symbols used in this section is listed in Table I .
Constraint (1e) can be omitted when this BFM is used to formulate the AC power flow in radial networks. For more discussions on the angle constraint (1e), please refer to [4] . As a result, the only non-convex constraints are those in (1d) and the BFM is preferred for radial networks. Moreover, there is at most one upstream bus for each bus in a radial network. Hence, each set B U i contains only one element. A distribution system is usually operated in a radial structure under normal conditions. Consequently, this paper focuses on radial networks and the convexification of constraint (1d). A discussion on the scenario in meshed networks is offered in Section IV-D. Note that an analogous AC power flow model was proposed in [3] and it is equivalent to the DistFlow model. The proposed approach can also be applied to this model.
B. The Convex Hull of (1d)
T (ik ∈ L) and Ω 0 denote the feasible set of (1d) within constraints (2), then Ω 0 = {x ik | (1d) and (2) hold.}.
Theorem: The convex hull of Ω 0 can be formulated as
Proof: Since all the constraints are inequalities and all the variables are finite in the set Ω 2 , it can be regarded as a fourdimensional convex solid bounded exclusively by facets (linear equalities) [20] and non-flat surfaces (nonlinear equalities).
It suffices to show that
Moreover,
As a result, we have Ω 0 ⊆ (Ω 2 ∩ Ω 3 ) = Ω 1 . The convex hull [15] CH(Ω 0 ) is defined as the intersection of all convex relaxations of Ω 0 . Hence, (i) holds.
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If a linear inequality is valid for a given convex set Ω A , it will also be valid for any subset of Ω A . Note that "a linear inequality is valid for a set" means the inequality is satisfied by all its feasible solutions [21] . On the other direction, according to the properties of supporting hyperplanes [15] , Ω B is said to be a subset of convex set Ω A if any valid linear inequality of Ω A is also valid for Ω B . Supposed that α T x ik ≥ β is any valid inequality for CH(Ω 0 ), it should be valid for all the points in Ω 0 . To prove that CH(Ω 0 ) ⊇ Ω 1 (i.e. Ω 1 is a subset of CH(Ω 0 )), this section tries to show that α T x ik ≥ β is valid for all the surfaces of the convex solid Ω 1 . Since Ω 0 ⊆ Ω 3 , the following non-flat surface of Ω 1
Hence, α T x ik ≥ β is valid for surface Ω 4 . To complete the proof, one still needs to show that α T x ik ≥ β is also valid for all the other facets and non-flat surface of Ω 1 . The idea proposed by this paper is that, for any point on a given flat or non-flat surface, one needs to show there exist four vertices (the vertices belong to Ω 0 ) such that this given point can be represented by a linear combination of the four existing vertices. An example is provided in the following paragraph.
This paragraph will show that α T x ik ≥ β is also valid for the facet Ω 5 of the solid Ω 1 . Suppose thatx ik is any given point on Ω 5 . According to the following proposition, there exist four vertices located on the intersection of Ω 0 and Ω 5 forx ik such thatx ik can be expressed as a linear combination of them. Substituting the expression ofx ik given in the proposition into α T x ik ≥ β results in inequality (3), shown at the bottom of this page. Note that, since all the chosen vertices are feasible to Ω 0 , they satisfy the inequality α T x ik ≥ β. The inequality (3) actually means that α T x ik ≥ β is valid for the facet Ω 5 , sincê x ik represents any given point on Ω 5 .
Except for the facet Ω 5 and the non-flat surface Ω 4 , the convex solid Ω 1 has another four facets and one non-flat surface of which the mathematical formulations are provided in Appendix A. Note that, whenS 6 . Following the above paragraph, it is straight forward to show that α T x ik ≥ β is also valid for all the other surfaces of Ω 1 . For each surface, four chosen vertices in the original feasible set Ω 0 which satisfy the conditions given in the proposition are listed in Appendix B. Note that, for a given point on a given surface, the four-dimensional vector base may not be unique. However, showing that there is at least one such base is sufficient for the proof of CH(Ω 0 ) ⊇ Ω 1 . A valid vector base for the points at each surface is given in Appendix B. With the provided vertices (i.e. vector bases), by repeating the proposition and proof (ii) of the theorem for all the surfaces, one can find that α T x ik ≥ β is valid for the whole Ω 1 .
Proposition: For any (given) pointx ik located on the facet Ω 5 , there exist two sets of values
where
.
Proof: By substituting the four points ( 
where γ 13 , γ 24 ≥ 0 and (γ 13 + γ 24 = 1). By carefully choosing (P ik ,1 ,Q ik ,1 ) and (P ik ,2 ,Q ik ,2 ), the projection ofx ik onto the (P ik Q ik )-plane can be described in a similar way
where γ 12 , γ 34 ≥ 0 and (γ 12 + γ 34 = 1). If (x ik ) P Q = (0, 0), the values for γ 12 and γ 34 are unique, i.e. γ 12 = γ 34 = 0.5. The situation is pictorially described in Fig. 2 . For any point within the circle in Fig. 2 , there always exist two set of values (P ik ,1 ,Q ik ,1 ) and (P ik ,2 ,Q ik ,2 ) making γ 12 = γ 34 = 0.5. Given this, the proof of the proposition is equivalent to showing the feasibility of the following system with respect to
Actually, the value of γ 13 is determined by the given point x ik and changes from 0 to 1. It is easy to verify that for any given γ 13 (0 ≤ γ 13 ≤ 1), the above system is feasible. If γ 13 does not equal to 0 or 1, the solution is non-unique. As a result, the proposition is proved.
There may not exist two points that are valid for all the points in set Ω 5 . However, it can be guaranteed that, for any given point x ik , there exist a pair of points (P ik ,1 ,Q ik ,1 ) and (P ik ,2 ,Q ik ,2 ) which satisfy the conditions given in the proposition. The above discussions are based on one branch. For the whole network, the set production Ω = (ik )∈L Ω 1 preserves the proposed convex relaxation of all the constraints in (1d), which is called the CH relaxation in this paper.
To provide an intuitive interpretation, a geometrical validation of the above theorem is given in Appendix C. Among all the existing convex relaxations, set Ω 1 is the one that has been analytically proved and geometrically verified to be the convex hull of the quadratic (1d) for a given network branch subjected to constraints (2) . A tight convex relaxation for the BFMs can be expected when Ω 0 is replaced with Ω 1 . As a result, the relation between the CH relaxation and the existing approaches is given in (4), shown at the bottom of this page, where CR(·) denotes a general convex relaxation of a non-convex set and 
CR(·).
Moreover, the constraints in Ω 1 are easy to compute and do not rely on network assumptions. Therefore, we suggest the use of the CH relaxation when one needs to solve an optimization problem in radial networks accounting for the AC power flow constraints. Generally, the extreme points of a convex hull belong to its original non-convex set. If the objective function is a convex function and monotonic over the convex hull, the optimal solution is usually located at one of the extreme points [16] , implying that the optimal solution obtained by solving the convex relaxation is most likely the exact globally optimal solution of the original problem. A pictorial interpretation of the above statements is given in Fig. 3 . This property makes the concept of convex hull extremely attractive in the area of power system convex optimization. However, the convex hull for the feasible set of the entire branch flow model is still unknown due to the relation given in (4) . Formulating the exact convex hull of the BFM given in (1a)-(1d), and (2) is the primary future work of this research.
III. APPLICATION: OPTIMAL OPERATION OF DES
This section studies the application of the proposed approach in convexifying the DESOS problems which contain more factors that may impact the exactness of the convex relaxation than the conventional OPF problem.
A. A Second Order Model of DES
In [7] , a general energy storage model is used where active charge and discharge powers are defined separately and reactive power capability of the DES system is not considered. By introducing a small perturbation to the objective functions, the complementary constraints (bilinear equality constraints) on charge and discharge powers of DES units are eliminated and the resulting DES model is linear. The losses are proportional to the active power of the DES unit, which is inaccurate but acceptable.
In this paper, the reactive power capability of a DES is considered. In this case, the losses in a DES unit (including the converter and battery) are related to both active and reactive powers. To better capture the state of charge (SOC) and the loss properties of DES in this case, a second-order DES model is considered. A widely used equivalent circuit of a DES system [22] is given in Fig. 4 . Based on this equivalent circuit, the power 
where p
> 0 means discharging, and
Consequently, the state of charge constraint is given as
where i ∈ N S and, unless otherwise stated, t ∈ T throughout the paper. The nomenclature for the symbols used in this section is listed in Table II .
B. Problem Formulation
In a distribution feeder with high penetration of PV resources, the operating objectives include but are not limited to minimizing purchase cost of grid energy, network losses and voltage magnitude deviation. An operation cycle of 24 hours is considered for the DES units. The optimal charge and discharge schedule for each time interval is computed a day ahead based on 24-hour predicted load and renewable generation profiles. The topology of distribution systems is usually radial. Hence, based on the BFM given in (1) and (2), the DESOS model can be formulated as (5), (6) and
i . In this application, radial distribution networks which are AC-connected to power grids are considered. To maintain good power quality and encourage local balance of reactive power, some power utilities require that the reverse power flow (especially the reactive component) through the substation transformer should not exceed a certain percentage of the substation MVA capability, for instance 60% [18] . Hence, constraint (10) is included in this specific application scenario. The subscript (i = 1) means the term p 
C. A Novel Convex Relaxation of DESOS
Before discussing the novel convex relaxation, a technique introduced in [23] is used to eliminate the absolute value sign in (7c). By introducing auxiliary variables u i,t (i ∈ B) which are positive, (7c) can be rewritten as
In the above DESOS model, the non-convex constraints are (5) and (9) . Let
T (i ∈ N s ) , then the convex hulls of (5) and (9) are given as (12) and (13) respectively.
, and e i = r eq i
The form of (5) is coincidentally similar to (1d). Consequently, following the proof of the theorem in Section II, it is not hard to prove that the set (12) is the convex hull of set (5) 
D. Discussion
The scenario in meshed networks: Actually, a distribution network is not necessarily radial, especially in the nextgeneration distribution system [17] . When the considered distribution system is meshed, the BFM given in constraints (1) and (2) are still valid for modeling the AC power flow. However, constraint (1e) which is highly non-convex should be included. Still, convex relaxation (13) is recommended for (1d). For constraint (1e), one can use some existing convex relaxations, like the arctangent envelopes proposed in [5] . However, these convex relaxations may not be necessarily tight due to the high non-convexity of (1e).
The exactness and sensitive study: The studies of convex relaxations for the conventional OPF problem is meaningful to many decision-making processes in power systems, like the DESOS problems investigated in this paper, since the AC power flow constraints exist in these problems. However, it has been pointed out in [6] and [7] that, in addition to the tightness, the descent direction of the objective function also determines the exactness of the convex relaxation. Theoretically, the optimal solution of a convex problem with a given (convex) feasible set is determined solely by the objective function. In other words, whether an optimal solution is located in the feasible or infeasible region of the original (nonconvex) problem is determined by the chosen objective function. Thus, the descent direction of the objective function should be considered when the exactness of convex relaxations for a given optimization problem is discussed. However, the research efforts in most of the literatures of the convex relaxations for the OPF problem consider only the convex quadratic or linear objective function which represents generation costs. It limits the extendibility of the conclusions obtained in these references to a decision-making process rather than a conventional OPF problem.
In this paper, three objective functions are selected based on the actual operation or planning requirements rather than the requirement of obtaining an exact global optimal solution. The sensitivities of the convex relaxations on the exactness are studied through the cases with the three independent objective functions respectively.
IV. CASE STUDY
A. Case Design and Indicators for Performance
In this section, the proposed convex relaxation of DESOS, the CH relaxation introduced in Section III, is compared with three existing and representative convex relaxations, i.e. the SOCP, basic SDP (BSDP), and enhanced SDP (ESDP) relaxations, through numerical case studies. The SOCP relaxation presented in [4] is used in the comparisons. For the definitions of the BSDP and ESDP relaxations, please refer to reference [7] . Being different from what was defined in [7] , the BSDP relaxation considered in this section includes the convex quadratic constraints (2c) and (7a). The ESDP relaxation is constructed by adding the valid linear equalities and the semidefinite inequalities (please refer to (8c) and (10b) in [7] respectively) to the BSDP relaxation.
The optimal objective value (OOV) of a solution is a classical index that has been widely adopted in literature to quantify the tightness of the convex relaxations. Recovering an optimal solution of the convex relaxation to the original problem is another concern. Therefore, in addition to OOV, another indicator is used to capture the feasibility of an obtained solution. For the SOCP and CH relaxations, this indicator is given as
For the SDP-based relaxations, it is
The above indicators provide measurements of the maximum errors (ME) between the RHS and LHS of the quadratic equality equations with respect to the obtained optimal solutions. If the MEs of a quadratic equation at the optimal solutions are very small values, the relaxation is said to be exact for this equation. In this paper, a ME which is smaller than 0.001 p.u. is considered small enough to claim exactness. The CPU times for solving the convex relaxations are also compared. 
B. Test-Bed systems
The convex relaxations of the DESOS algorithm are tested on the IEEE 13, 37, 123-bus feeders [24] assuming that there is high penetration of PV resources and a 9-bus real-world feeder in Arizona [6] respectively. For the three-phase topologies of the four test systems, please refer to [7, Fig. 10 ]. More detailed information of this test feeder is given in Appendix D. The capacities of both PV and DES units for all the test systems are listed in Table III . The problems are all solved by the solver MOSEK (version 7.1.0.53) [25] through the MATLAB toolbox YALMIP [26] . A computer with a 64-bit Intel i5-3230M dual core CPU at 2.60 GHz and 4 GB of RAM was used to run the test cases.
24-hour data is used in the real-world feeder cases. Since multi-period demand and PV generation profiles are available only for the real-world feeder, the DES dynamic constraint (8b) is omitted and only a snapshot power flow is considered in each of the IEEE feeder cases. When objective function 1 is chosen, an actual 24-hour profile of nodal price (NP) (as shown in Fig. 5 ) from the website of the ISO New England is used. The coefficient c in objective function 1 is set to be -30 $/MWh for the IEEE cases.
C. Results and Observations
The results of the cases with objective functions #1-3 are tabulated in Tables IV-VI respectively. The MEs which satisfy the exactness criterion are highlighted in bold. For each case, the exact convex relaxations are highlighted in bold and italic. For the purpose of comparing the practical merits of the methods under study, the voltage profiles at a selected bus of the 9-bus system are plotted in Fig. 6 . Based on the numerical results, the following observations are made:
1) The convex relaxations have different performance with different objective functions. When objective function #2 is chosen, the SOCP relaxation is preferred since it is exact for all the cases studied in this paper. However, this does not necessarily mean the SOCP relaxation is exact for all the DESOS cases where objective function 2 is adopted. 2) The ESDP relaxation is tighter than the BSDP relaxation since it is constructed by imposing some more convex constraints on the BSDP relaxation. Similarly, the CH relaxation is tighter than the SOCP relaxation. The SDPbased relaxations neither dominate nor are dominated by the SOCP relaxation when BFM is adopted to describe the AC power flows for DESOS problems. For all the cases studied in this paper, the CH relaxation provides tighter solutions than the ESDP relaxation does.
3) The exact globally optimal solutions for more cases can be achieved by adopting the CH relaxation. In other words, the CH relaxation increases the probability of obtaining the exact globally optimal solutions for actual power systems. This property makes the convex optimization technologies more practical in power systems. 4) The computational burden of CH relaxation is similar to that of the SOCP relaxation which is much smaller than the SDP-based relaxations. 5) From the perspective of practical merit in power system engineering, reasonable voltage and power flow profiles are important. In the 9-bus feeder cases, the voltage profiles of the optimal solutions obtained by the convex relaxations are guaranteed to stay within the voltage limits due to the system constraints (2). 6) Guaranteeing feasible solutions is still a challenge for the convex relaxation methods even though the CH approach provide a very tight convex relaxation of the radial power networks. To achieve a feasible solution, references [27] and [28] have developed penalty methods based on the BSDP relaxation for the conventional single-period OPF. However, as a trade-off, the exact optimality can no longer be guaranteed. In addition to finding the convex hull of the whole DistFlow model, another potential future research effort is to develop techniques of achieving feasible solutions when the CH relaxation fails to find one.
V. CONCLUSION AND FUTURE WORK
The lower bounds on active and reactive power generation [29] and [30] as well as the constraints on voltage magnitudes [31] significantly affect the exactness of convex relaxations for an OPF problem. A case given in [7] shows that the linear state of charging/discharging constraint of DES units may also result in inexactness. The descent direction of a chosen objective function also impacts the exactness of the convex relaxation [6] and [7] . As a result, it can be concluded that a large number of factors may determine the exactness of a convex relaxation. It also implies that a convex relaxation which is exact for OPF may not be exact for some other optimization problems that consider the AC power flows as constraints. Studying tighter convex relaxations of the AC power flows is a promising way to mitigate this problem since the AC power flows exist in many optimal decision-making processes in power system.
The CH relaxation proposed in this paper is based on the convex hull of the quadratic non-convex equations in the DistFlow model. It can provide a very tight relaxation of AC power flows in radial networks. The case study shows that the CH relaxation works effectively on the DESOS problems considering different objective functions. The CH relaxation provides exact globally optimal solutions for more DESOS cases, which makes the convex optimization more practical in power systems. As a primary future work, the convex hull of the whole DistFlow model rather than just the quadratic equation will be studied.
APPENDIX
A. The Other Surfaces of Solid Ω 1 (2c) and l ik =l ik ⎫ ⎪ ⎬ ⎪ ⎭ , (2c) and (2c) and
, and (2b) and
where Ω 6 , Ω 7 , and Ω 8 are facets, and Ω 9 is a non-flat surface.
B. Chosen Vertices of the Other Surfaces of Solid Ω 1
The four chosen vertices and corresponding conditions for each surface of are tabulated in Table VII .
C. Geometric Validation of the Theorem
Each equality in (1d) is a quadratic polynomial of four variables. It is not possible to visualize its feasible set Ω 0 in the (P ik , Q ik , l ik , v i )-space which is a 4-dimensional space. To provide a geometric understanding of the convex hull of Ω 0 , its feasible set is projected to all the 3-dimensional sub-spaces. Note, for example, the projection of Ω 0 onto the (P ik , Q ik , l ik )-space is denoted as Ω P Ql . Suppose thatl ik v i <S 2 ik <l ikvi . Projection in the (P ik , Q ik , l ik )-space: Considering v i as a parameter whose value changes from v i tov i , equality (1d) can be rewritten as
which is subjected to (2) . The feasible set of (14a), Ω P Ql , is sketched in Fig. 7 . 9 . Ω P lv . Ω P lv is the space that is enclosed by the bounding planes described by (2) , and the two surfaces shown in the figure. 
which is subjected to (2) . The feasible set of (16a), Ω P Qv , is sketched in Fig. 8 . By observation, CH(Ω P Qv ) can be formulated as
In the variable spaces, the positions of P ik and Q ik are completely symmetrical. As a result, the formulation of CH(Ω P v ) can be directly applied to obtain CH(Ω Qlv ) by replacing P ik with Q ik . Considering Q ik as a parameter, equality (1d) can be rewritten as
which is subjected to (2) . The feasible set of (16a), Ω P v , is sketched in Fig. 9 . By observation, inside space (2), CH(Ω P v ) can be formulated as 
It is easy to observe that The projection of a convex set onto a subspace should also be convex. However, convex projections on subspace do not sufficiently mean that the original set is convex. Thus, the above geometric study provides a necessary but not sufficient validation of the Theorem in Section II. Nevertheless, by providing a visual interpretation, it may be of help to readers in understanding the Theorem.
D. Parameters of the 9-Bus Feeder
The rest of the parameters of the 9-bus feeder are tabulated in Tables VIII-X. 
