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COHOMOLOGY THEORY OF AVERAGING ALGEBRAS, L∞-STRUCTURES AND
HOMOTOPY AVERAGING ALGEBRAS
KAI WANG AND GUODONG ZHOU
Abstract. This paper studies averaging algebras, say, associative algebras endowed with averag-
ing operators. We develop a cohomology theory for averaging algebras and justify it by interpreting
lower degree cohomology groups as formal deformations and abelian extensions of averaging al-
gebras. We make explicit the L∞-algebra structure over the cochain complex defining cohomology
groups and introduce the notion of homotopy averaging algebras as Maurer-Cartan elements of this
L∞-algebra.
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1. Introduction
Throughout this paper, k denotes a field. All the vector spaces and algebras are over k and all
tensor products are also taking over k.
Let R be an associative algebra over field k. An averaging operator over R is a k-linear map
A : R → R such that
A(x)A(y) = A(A(x)y) = A(xA(y)
for all x, y ∈ R.
The research on averaging operators has a long history and it appears in various mathematical
branches from turbulence theory to functional analysis, probability theory etc. When investigat-
ing turbulence theory, Reynolds already studied implicitly the averaging operator in a famous
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paper [20] published in 1895. In a series of papers of 1930s, Kolmogoroff and Kampe´ de Fe´riet
introduced explicitly the averaging operator in the context of turbulence theory and functional
analysis [12][17]. Birkhoff continued the line of research in [3]. Moy investigated averaging op-
erators from the viewpoint of conditional expectation in probability theory [18]. Kelley [13] and
Rota [22] studied the role of averaging operators in Banach algebras.
Contrary to the above studies of analytic nature, the algebraic study on averaging operators be-
gan with the Ph.D thesis of Cao [5]. He constructed explicitly free unitary commutative averaging
algebras and discovered the Lie algebra structures induced naturally from averaging operators. In-
spired by the work of Loday [16] who defined a dialgebra as the enveloping algebra of a Leibniz
algebra, Aguiar associated a dissociative algebra to an averaging associative algebra [1]. In a
paper [19] Guo and Pei studied averaging operators from an algebraic and combinatorial point
of view. They first construct free nonunital averaging algebras in terms of a class of bracketed
words called averaging words, related them to large Schr?der numbers and unreduced trees from
an operadic point of view. Another paper by Gao and Zhang [9] contains an explicit construc-
tion of free unital averaging algebras in terms of bracketed polynomials and the main tools were
rewriting systems and Gro¨bner-Shirshov bases.
The averaging operators attract much attention also partly because of their closely relationship
to other operators such as Reynolds operators, symmetric operators and Rota-Baxter operators
[4][8][25], the latter having many applications in many other fields of mathematics [2][11].
In the paper we study averaging operators from the viewpoint of deformation theory. We con-
struct a cohomology theory which controls simultaneous deformations of associative multiplica-
tion and the averaging operator. Because of the complexity of the problem, the cochain complex
is no longer a differential graded Lie algebra (DGLA) but an L∞-algebra. We give explicitly the
higher Lie brackets over the cochain complex. As a byproduct, we define homotopy averaging
algebras as Maurer-Cartan elements of this L∞-algebra.
We would like to mention several papers which are somehow parallel to this paper. Motivated
from geometry and physics, Sheng, Tang and Zhu [23] studies embedding tensors (another name
of averaging operators in physics) for Lie algebras and they construct a cohomology theory for
such operators on Lie algebras using derived brackets as a main tool. Another work of Chen,
Ge and Xiang [6] studies embedding tensors using operadic tool and they compute explicitly
the Boardmann-Vogt resolution of the colored operad governing embedding tensors. We warmly
recommend the comparative reading of their papers.
The layout of this paper is as follows: The first section contains basic definitions and facts
about averaging algebras and bimodules over them. We define the cohomology theory of aver-
aging operators and averaging algebras in Section 2. Deformation theory of averaging algebras
is developed in Section 4 and abelien extensions of averaging algebras are interpreted as the sec-
ond cohomology group in Section 5. We construct explicitly the L∞-algebra structure over the
cochain complex computing cohomology theory of averaging algebras in Section 6 and in the last
section we introduce the notion of homotopy averaging algebras as Maurer-Cartan elements of
this L∞-algebra.
2. Averaging algebras and their bimodule
.
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In this section, we introduce averaging algebras and bimodules over them and present some
basic observations.
Definition 2.1. Let (R, ·) be an associative algebra over field k. If is endowed with a linear
operator A : R → R such that
(1) A(x)A(y) = A(xA(y)) = A(A(x)y),∀x, y ∈ R,
then we call (R, ·, A) an averaging algebra.
Given two averaging algebras (R, ·, A) and (R′, ·′, A′), a morphism of averaging algebras from
(R, ·, A) to (R′, ·′, A′) is a homomorphism of algebras φ : (R, ·) → (S , ·′) satisfying φ ◦ A = A′ ◦ φ.
Definition 2.2. Let (R, ·, A) be an averaging algebra.
(i) A bimodule over the averaging algebra (R, ·, A) is a bimodule M over associative algebra
(R, ·) endowed with an operator AM : M → M, such that for any r ∈ R,m ∈ M, the
following equalities hold:
A(r)AM(m) = AM(A(a)m) = AM(aAM(m)),(2)
AM(m)A(r) = AM(AM(m)a) = AM(mA(a)).(3)
(ii) Given two bimodules (M, AM) and (N, AN) over averaging algebra (R, ·, A), a morphism
from (M, AM) to (N, AN) is a bimodule morphism f : M → N over (R, ·) such that :
f ◦ AM = AN ◦ f .
The algebra R itself is naturally a bimodule over (R, ·, A) with AR = A, called the regular
bimodule.
The following easy result is left as an exercise.
Proposition 2.3. Let (M, AM) be a bimodule over averaging algebra (R, ·, A). Then R ⊕ M is an
averaging algebra, where the averaging operator is A ⊕ AM and the multiplication is:
(a,m) · (b, n) = (ab, an + mb),
for all a, b ∈ R,m, n ∈ M.
Proposition 2.4. Let (R, ·, A) be an averaging algebra. Then the following operations:
a ⋆ b := aA(b),
a ⋄ b := A(a)b
are both associative.
Conversely, let (R, ·) be a unital algebra over k endowed with a linear operator A such that
operations ⋆, ⋄ are associative. Then (R, ·, A) is an averaging algebra.
Proof. By definition, we have identities for any a, b, c ∈ R:
(a ⋆ b) ⋆ c = (a · A(b)) ⋆ c
= a · A(b)A(c)
= a · (A(b · Ac))
= a ⋆ (b ⋆ c).
Thus the operation ⋆ is associative. Analogously, one can check the associativity of operation ⋄.
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Conversely, assume that unital algebra (R, ·) is endowed with a linear map A : R → R such that
operations ⋆, ⋄ is associative. Then
A(a)A(b) = (1R · A(a))A(b)
= (1R ⋆ a) ⋆ b
= 1R ⋆ (a ⋆ b)
= 1R ⋆ (a · A(b))
= 1R · A(a · A(b))
= A(a · (A(b))).
hold for any a, b ∈ R. Similarly, equality A(a)A(b) = A(A(a)b) also holds. Thus (R, ·, A) is an
averaging algebra. 
Proposition 2.5. Let (R, ·, A) be an averaging algebra. Then (R, ⋆, A), (R, ⋄, A) are also averaging
algebras.
Proof. For any a, b ∈ R, we have
A(a) ⋆ A(b) = A(a) · (A(A(b)))
= A(a · A2(b))
= A(A(a) · A(b)),
and
A(a ⋆ A(b)) = A(a · A2(b)),
A(A(a) ⋆ b) = A(A(a) · A(b)).
Thus the relations A(a) ⋆ A(b) = A(a ⋆ A(b)) = A(A(a) ⋆ b) hold. So (R, ⋆, A) is an averaging
algebra. It is analogous to prove that (R, ⋄, A) is an averaging algebra. 
Let (R, ·, A) be an averaging algebra and (M, AM) be a bimodule over (R, ·, A). Then we can
make M into a bimodule over (R, ⋆) and (R, ⋄). For any a ∈ R and m ∈ M, we define the
following actions:
a ⊢ m := A(a)m − AM(am), m ⊣ a := mA(a)
and
a ⊲ m := A(a)m, m ⊳ a := mA(a) − AM(mb).
Proposition 2.6. The action (⊢, ⊣) (resp. (⊲,⊳)) makes M become a bimodule over associative
algebra (R, ⋆) (resp. (R, ⋄)).
Proof. For any a, b ∈ R and m ∈ M, we have
a ⊢ (b ⊢ m)
= a ⊢ (A(b)m − AM(bm))
= A(a) · (A(b)m − AM(bm)) − AM(a · A(b) · m − a · AM(b · m))
= A(a) · A(b) · m − AM(a · A(b) · m),
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(a ⋆ b) ⊢ m
= (a · A(b)) ⊢ m
= A(a · A(b)) · m − AM(a · A(b) · m)
= a ⊢ (b ⊢ m).
Thus operation ⊢makes M into a left module over (R, ⋆). Analogously, operation ⊣makes M into
a right module over (R, ⋆).
Moreover, we have :
a ⊢ (m ⊣ b)
= a ⊢ (m · A(b))
= A(a) · m · A(b) − AM(a · m · A(b))
= A(a) · m · A(b) − AM(a · m) · A(b)
= (A(a) · m − AM(a · m)) · A(b)
= (a ⊢ m) · A(b)
= (a ⊢ m) ⊣ b
Thus operations (⊢, ⊣) makes M into a bimodule over associative algebra (R, ⋆).
Similarly, one can check that operations (⊲,⊳) makes M into a bimodule over (R, ⋄).

3. Cohomology theory of averaging algebras
Let M be a bimodule over an associative algebra R. Recall that the Hochschild cohomology of
R with coefficients in M:
(C•Alg(A,M) =
∞⊕
n=0
CnAlg(R,M), δ),
where Cn
Alg
(R,M) = (Hom(R⊗n,M) and the differential δ : Cn
Alg
(R,M) → Cn+1
Alg
(R,M) is given by
δ( f )(x1 ⊗ . . . ⊗ xn+1) =x1 f (x2 ⊗ . . . ⊗ xn) +
n∑
i=1
(−1)i f (x1 ⊗ . . . ⊗ xixi+1 ⊗ . . . ⊗ xn+1)
+ (−1)n+1 f (x1 ⊗ . . . ⊗ xn)xn+1
for all f ∈ Cn(R,M), x1, . . . , xn+1 ∈ R. The corresponding Hochschild cohomology is denoted
HH•(R,M). When M = R, just denote the Hochschild cochain complex with coefficients in R by
C•
Alg
(R) and denote the Hochschild cohomology by HH•(R).
3.1. Cohomology of averaging operators. Let (R, ·, A) be an averaging algebra and (M, AM) be
a bimodule over (R, ·, A). In this subsection, we define the cohomology of averaging operators.
By Proposition 2.4, the averaging operator A induces two new multiplications ⋆ and ⋄ on R, and
by Proposition 2.6, operations (⊢, ⊣) (resp. (⊲,⊳)) makes M into a bimodule over (R, ⋆) (resp.
(R, ⋄)).
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Consider the Hochschild cochain complex of (R, ⋆) with the coefficient in bimodule (M, ⊢, ⊣).
Denote this cochain complex by
C•r (R,M) =
∞⊕
i=0
Cnr (R,M),
where Cnr (R,M) = Hom(R
⊗n,M) and its differential ∂r : C
n
r (R,M) → C
n+1
r (R,M) is given by :
∂r( f )(x1 ⊗ . . . ⊗ xn+1) =x1 ⊢ f (x2 ⊗ . . . ⊗ xn+1) +
n∑
i=1
(−1)i f (x1 ⊗ . . . ⊗ xi ⋆ xi+1 ⊗ . . . ⊗ xn+1)
+ (−1)n+1 f (x1 ⊗ . . . xn) ⊣ xn+1
=A(x1) f (x2 ⊗ . . . ⊗ xn+1) − AM
(
x1 f (x2 ⊗ . . . ⊗ xn+1)
)
+
n∑
i=1
(−1)i f (x1 ⊗ . . . ⊗ xiA(xi+1) ⊗ . . . xn+1)
+ (−1)n+1 f (x1 ⊗ . . . ⊗ xn)A(xn+1).
for all f ∈ Cnr (R,M), x1, . . . , xn+1 ∈ R.
For algebra (R, ⋄), we denote its Hochschild cochain complex with coefficients in bimodule
(M,⊲,⊳) by
C•l (R,M) =
∞⊕
i=0
Cnl (R,M),
where Cn
l
(R,M) = Hom(R⊗n,M) and by definition, its differential ∂l : C
n
l
(R,M) → Cn+1
l
(R,M) is
given by:
∂l(g)(x1 ⊗ . . . ⊗ xn+1) =x1 ⊲ g(x2 ⊗ . . . ⊗ xn+1) +
n∑
i=1
(−1)ig(x1 ⊗ . . . ⊗ xi ⋄ xi+1 ⊗ . . . ⊗ xn+1)
+ (−1)n+1g(x1 ⊗ . . . ⊗ xn) ⊳ xn+1
=A(x1)g(x2 ⊗ . . . ⊗ xn+1) +
n∑
i=1
(−1)ig(x1 ⊗ . . . ⊗ A(xi)xi+1 ⊗ . . . ⊗ xn+1)
+ (−1)n+1g(x1 ⊗ . . . ⊗ xn)A(xn+1) + (−1)
nAM(g(x1 ⊗ . . . ⊗ xn)xn+1)
for all g ∈ Cn
l
(R,M), x1, . . . , xn ∈ R. When M = R, we just denote C
•
l
(R,R) by C•
l
(R), and denote
C•r (R,R) by C
•
r (R).
Identifying C0r (R,M) with C
0
l
(R,M), identifying C1
l
(R,M) with C1r (R,M) and taking the direct
sum of Cn
l
(R,M) and Cnr (R,M) for n > 2, we get the following complex:
Hom(k,M)
∂0
// Hom(R,M)
∂r∂l

//
C2r (R,M)⊕
C2
l
(R,M)
∂r 00 ∂l

// · · · · · ·
Cnr (R,M)⊕
Cn
l
(R,M)
∂r 00 ∂l

//
Cn+1r (R,M)⊕
Cn+1
l
(R,M)
· · · · · · ,
where ∂0 is defined as: for f ∈ Hom(k,M), assume that f (1) = m, then
∂0( f )(r) = AM(mr) − AM(rm) − mA(r) + A(r)m
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for any r ∈ R. One can check that (
∂r
∂l
)
◦ ∂0 = 0.
We denote the above complex by C•
AvO
(R,M), called the cochain complex of the averaging
operator A with coefficients in bimodule (M, AM). Its cohomology is denoted by H
•
AvO(R,M),
called the cohomology of the averaging operator A of averaging algebra (R, ·, A) with coefficients
in (M, AM). When (M, AM) = (R, A), we just denote C
•
AvO
(R,R) by C•
AvO
(R) and call it the cochain
complex of averaging operator. We denote H•
AvO
(R,M) by H•
AvO
(R), called the cohomology of
averaging operator A.
3.2. Cohomology of averaging algebras. In this subsection, we’ll define the cohomology of
averaging algebras and such a cohomology theory involves both the multiplication and the aver-
aging operator in an averaging algebra.
Firstly, let’s build a morphism of complexes: Φ : C•
Alg
(R,M) → C•
AvO
(R,M),
C0
Alg
(R,M)
Φ
0

δ0
// C1
Alg
(R,M)
Φ
1

δ1
// C2
Alg
(R,M)
Φ
2

Cn
Alg
(R,M)
Φ
n

δn
// Cn+1
Alg
(R,M)
Φ
n+1

Hom(k,M)
∂0
// Hom(R,M)
∂
1
r
∂1
l

//
C2r (R,M)⊕
C2
l
(R,M)
Cnr (R,M)⊕
Cn
l
(R,M)
∂
n
r 0
0 ∂n
l

//
Cn+1r (R,M)⊕
Cn+1
l
(R,M)
Here we define
Φ
0
= id,Φ1( f ) = f ◦ A − AM ◦ f
for any f ∈ Hom(R,M), and when n > 2, Φn =
(
Φ
n
r
Φ
n
l
)
, where Φnr : C
n(R)
Φ
n
r ( f ) = f ◦ A
⊗n − AM ◦ f ◦ (id ⊗ A
⊗n−1),
Φ
n
l ( f ) = f ◦ A
⊗n − AM ◦ f ◦ (A
⊗n−1 ⊗ id)
for any f ∈ Cn(R,M).
Proposition 3.1. The morphism Φ : C•(R,M) → C•
AO
(R,M) is compatible with differentials.
Proof. The equalities
Φ
1 ◦ δ0 = ∂0 ◦Φ0
and
Φ
2 ◦ δ1 =
(
∂1r
∂1
l
)
◦Φ1
are easy to verify.
For n ≥ 2, we need to show (
Φ
n+1
r
Φ
n+1
l
)
◦ δn =
(
∂nr 0
0 ∂n
l
)
◦
(
Φ
n
r
Φ
n
l
)
,
that is,
Φ
n+1
r ◦ δ
n
= ∂nr ◦ Φ
n
r
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and
Φ
n+1
l ◦ δ
n
= ∂nr ◦ Φ
n
l .
We only prove the equality the first one, the second being similar.
In fact, for f ∈ Hom(R⊗n+1,M) and x1, · · · , xn+1 ∈ R, we have
Φ
n+1
r (δ
n f )(x1,n+1) = δ
n( f )(A(x)1,n+1) − AM ◦ δ
n( f )(x1 ⊗ A(x)2,n+1)
= A(x1) f (A(x)2,n+1) +
∑n
i=1(−1)
i f (A(x)1,i−1 ⊗ A(xi)A(xi+1) ⊗ A(x)i+2,n+1)
+(−1)n+1 f (A(x)1,n)A(an+1)
−AM(x1 f (A(x)2,n+1)) + AM ◦ f (x1A(x2) ⊗ A(x)3,n+1)
−
∑n
i=2(−1)
iAM( f (x1 ⊗ A(x)2,i−1 ⊗ A(xi)A(xi+1) ⊗ A(x)i+2,n+1))
−(−1)n+1AM ◦ f (x1 ⊗ A(x)2,n)A(xn+1),
where we use the notations: for i ≤ j, xi, j = xi⊗ · · · ⊗ x j and A(x)i, j = A(xi)⊗ · · · ⊗A(x j); for i > j,
they are 1 ∈ k. On the other hand,
∂nr ◦ Φ
n
l
(x1,n+1) = A(a1)Φ
n
r ( f )(x2,n+1) − AM(x1Φ
n
r ( f )(x2,n+1))
+
∑n
i=1(−1)
i
Φ
n
r ( f )(x1,i−1 ⊗ xiA(xi+1) ⊗ xi+2,n+1)
+(−1)n+1Φnr ( f )(x1,n)A(xn+1)
= A(x1) f (A(x)2,n+1) − A(a1)AM ◦ f (a2 ⊗ A(a)3,n+1)
−AM(x1 f (A(x)2,n+1)) + AM(x1 f (x2 ⊗ A(a)3,n+1))
+
∑n
i=1 f (A(a)1,i−1 ⊗ A(xiA(xi+1)) ⊗ A(x)i+2,n+1)
−
∑n
i=2(−1)
iAM ◦ f (x1 ⊗ A(x)2,i−1 ⊗ A(xiA(xi+1)) ⊗ A(x)i+2,n+1)
+AM( f (x1A(x2) ⊗ A(x)3,n+1) + (−1)
n+1 f (A(x)1,n)A(xn+1)
−(−1)n+1AM ◦ f (x1 ⊗ A(x)2,n)A(xn+1).
We obtain Φn+1r (δ
n f )(x1,n+1) = ∂
n
r ◦ Φ
n
l
(x1,n+1), because
A(a1)AM ◦ f (a2 ⊗ A(a)3,n+1) = AM(x1 f (x2 ⊗ A(a)3,n+1))
and A(xiA(xi+1) = A(xi)A(xi+1).
The proof is done. 
Multiplying Φn by (−1)n, then the above commutative diagram becomes a bicomplex. Taking
its totalization, we obtain a cochain complex, and denote it by C•
AvA
(R,M).
Definition 3.2. The cohomology of the cochain complex C•
AvA
(R), denoted by H•
AvA
(R,M) is
called the cohomology of the averaging algebra (R, ·, A) with coefficients in bimodule (M, AM).
When (M, AM) = (R, A), H
•
AvA(R,R) is called the cohomology of averaging algebra (R, ·, A) and
denoted by H•
AvA
(R).
3.3. Relationship among the cohomlogies. By the commutative diagram in the last subsection,
we have a canonical short exact sequences of complexes:
0 → C•−1AO (R,M) → C
•
AvA(R,M) → C
•(R,M) → 0.
Then it is trivial to obtain the following result:
Theorem 3.3. We have the following long exact sequence of cohomology groups,
· · · → Hn−1AvO(R,M) → H
n
AvA(R,M) → HH
n(R,M) → HnAvO(R,M) → · · · .
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4. Formal deformation of averaging algebras
Let (R, •, A) be an averaging algebra. Denote by µA the multiplication • of R. Consider the
1-parameterized family
µt =
∞∑
i=0
µit
i, µi ∈ C
2
Alg(R), At =
∞∑
i=0
Ait
i, Ai ∈ C
1
AvO(R).
Definition 4.1. A 1-parameter formal deformation of an averaging algebra (R, µ, A) is a pair
(µt, At) which endows the k[[t]]-module (R[[t]], µt, At) with the averaging algebra structure over
k[[t]] such (µ0, A0) = (µ, A).
Power series µt and At determines a 1-parameter formal deformation of the averaging algebra
(R, µ, A) if and only if for all x, y, z ∈ R, the following equations hold:
µt(µt(x ⊗ y) ⊗ z) = µt(x ⊗ µt(y ⊗ z)),
µt(At(x) ⊗ At(y)) = At(µt(At(x) ⊗ y)),
µt(At(x) ⊗ At(y)) = At(µt(x ⊗ At(y))).
Expand these equations and compare the coefficients of tn, we get the conditions that {µi}i∈N and
{Ai}i∈N should satisfy:
n∑
i=0
µi ◦ (µn−i ⊗ id) =
n∑
i=0
µi ◦ (id ⊗ µn−i),(4)
n∑
i+ j=0
µn−i− j ◦ (Ai ⊗ A j) =
n∑
i+ j=0
An−i− j ◦ µ j ◦ (Ai ⊗ id),(5)
n∑
i+ j=0
µn−i− j ◦ (Ai ⊗ A j) =
n∑
i+ j=0
An−i− j ◦ µ j ◦ (id ⊗ Ai).(6)
Proposition 4.2. Let (R[[t]], µt, At) be a 1-parameter formal deformation of an averaging algebra
(R, µ, A). Then (µ1, A1) is a 2-cocycle in the cochain complex C
•
AvA
(R).
Proof. Compute the equations (4) (5) (6) for n = 1, we have :
µ1 ◦ (µ ⊗ id) + µ ◦ (µ1 ⊗ id) = µ1 ◦ (id ⊗ µ) + µ ◦ (id ⊗ µ1),
µ1 ◦ (A ⊗ A) + µ ◦ (A ⊗ A1) + µ ◦ (A1 ⊗ A) = A1 ◦ µ ◦ (A ⊗ id) + A ◦ µ ◦ (A1 ⊗ id) + A ◦ µ1 ◦ (A ⊗ id),
µ1 ◦ (A ⊗ A) + µ ◦ (A ⊗ A1) + µ ◦ (A1 ⊗ A) = A1 ◦ µ ◦ (id ⊗ A) + A ◦ µ ◦ (id ⊗ A1) + A ◦ µ1 ◦ (id ⊗ A).
They are equivalent to :
δ(µ1) = 0,
∂r(A1) + Φ
2
r (µ1) = 0,
∂l(A1) + Φ
2
l (µ1) = 0.
That is, (µ1, A1) is a 2-cocycle in C
•
AvA(R). 
If µt = µA in the above 1-parameter formal deformation of the averaging algebra (R, µ, A), we
get a 1-parameter formal deformation of the averaging operator A. Consequently, we have:
Corollary 4.3. Let At be a 1-parameter formal deformation of the averaging operator A. Then
A1 is a 1-cocycle in the cochain complex C
•
AvO
(R).
10 KAI WANG AND GUODONG ZHOU
Definition 4.4. The 2-cocycle (µ1, A1) is called the infinitesimal of the 1-parameter formal defor-
mation (R[[t]], µt, At) of averaging (R, µ, A).
Definition 4.5. Let (R[[t]], µt, At) and (R[[t]], µ
′
t , A
′
t) be two 1-parameter for deformations of av-
eraging algebra (R, µ, A). A formal isomorphism from (R[[t]], µ′t , A
′
t) to (R[[t]], µt, At) is a power
series φt =
∑
i>0
φit
i : R[[t]] → R[[t]], where φi : R → R, i ∈ N are linear maps with φ0 = id, such
that
φt ◦ µ
′
t = µt ◦ (φt ⊗ φt),(7)
φt ◦ A
′
t = At ◦ φt.(8)
Two 1-parameter formal deformations (R[[t]], µt, At) and (R[[t]], µ
′
t , A
′
t) are said to be equivalent
if there exists a formal isomorphism φt : (R[[t]], µ
′
t , A
′
t) → (R[[t]], µt, At).
Theorem 4.6. The infinitesimals of two equivalent 1-parameter formal deformations of (R, µ, A)
are in the same cohomology class in H2AvA(R). Conversely, if the infinitesimals of two 1-parameter
formal deformations of (R, µ, A) fall into the same cohomology class, they are equivalent.
Proof. Let φt : (R[[t]], µ
′
t , A
′
t) → (R[[t]], µt, At) be a formal isomorphism. For all x, y ∈ R, we
have
φt ◦ µ
′
t(x ⊗ y) = µt ◦ (φt ⊗ φt)(x ⊗ y),(9)
φt ◦ A
′
t(x) = At ◦ φt(x).(10)
Expanding the identities comparing the coefficients of t, we get:
µ′1(x ⊗ y) = µ1(x ⊗ y) + xφ1(y) − φ1(xy) + φ1(x)y,(11)
A′1(x) = A1(x) + A(φ1(x)) − φ1(A(x)).(12)
So we have,
(µ′1, A
′
1) − (µ1, A1) = d(φ1) ∈ C
•
AvA(R).
That is, [(µ′1, A
′
1)] = [(µ1, A1)] ∈ H
2
AvA(R).
Conversely, given two formal deformations (R[[t]], µ′t , A
′
t) and (R[[t]], µt, At) of an averaging
algebra (R, µ, A), suppose that (µ1, A1) and (µ
′
1
, A′
1
) are in the same cohomology class of H2
AvA
(R).

Definition 4.7. A 1-parameter formal deformation (R[[t]], µt, At) of (R, µ, A) is said to be trivial
if it is equivalent to be deformation (R[[t]], µ, A), that is, there exists φt =
∞∑
i=0
φit
i : R[[t]] → R[[t]],
where φ : A → A are linear maps with φ = id, such that
φt ◦ µt = µA ◦ (φt ⊗ φt),(13)
φt ◦ At = A ◦ φt.(14)
Definition 4.8. An averaging algebra (R, µ, A) is said to be rigid if every 1-parameter formal
deformation is trivial.
Proposition 4.9. Let (R, µ, A) be an averaging algebra. If H2
AvA
(R) = 0, (R, µ, A) is rigid.
Proof. Let (R[[t]], µt, At) be a 1-parameter formal deformation of (R, µ, A). By Proposition ,
(µ1, A1) is a 2-cocycle. By H
2
AvA
(R) = 0, there exists a 1-cochain (φ′
1
, x) ∈ C1
Alg
(R,R)⊕Hom(k,M)
such that (µ1, A1) = −dAvA(φ
′
1
, x), that is, µ1 = −δ
1(φ′
1
) and A1 = −∂
(x) − Φ1(φ′
1
). Since Φ0 = Id,
let φ1 = φ
′
1
+ δ0(x). Then µ1 = −δ
1(φ1) and A1 = −Φ
1(φ′
1
).
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Setting φt = IdR + φ1t, we have a deformation (R[[t]], µt, At), where
µt = φ
−1
t ◦ µt ◦ (φt × φt)
and
At = φ
−1
t ◦ At ◦ φt.
It is not difficult to see that
µt = µ + µ2t
2
+ · · · ,
At = A + A2t
2
+ · · · .
Then by repeating the argument, we can show that (R[[t]], µt, At) is equivalent to the trivial exten-
sion (R[[t]], µ, A). Thus, (R, µ, A) is rigid.

5. Abelian extensions of averaging algebras
In this section, we study abelian extensions of averaging algebras and show that they are clas-
sified by the second cohomology, as one would expect of a good cohomology theory.
Definition 5.1. An abelian extension of averaging algebras is a short exact sequence of homo-
morphisms of averaging algebras
0 −−−−→ M
i
−−−−→ Rˆ
p
−−−−→ R −−−−→ 0
AM
y Aˆy Ay
0 −−−−→ M
i
−−−−→ Rˆ
p
−−−−→ R −−−−→ 0
such that uv = 0 for all u, v ∈ M.
We will call (Rˆ, Aˆ) an abelian extension of (R, A) by (M, AM).
Definition 5.2. Let (Rˆ1, Aˆ1) and (Rˆ2, Aˆ2) be two abelian extensions of (R, A) by (M, AM). They are
said to be isomorphic if there exists an isomorphism of averaging algebras ζ : (Rˆ1, Aˆ1) → (Rˆ2, Aˆ2)
such that the following commutative diagram holds:
0 −−−−→ (M, AM)
i
−−−−→ (Rˆ1, Aˆ1)
p
−−−−→ (R, A) −−−−→ 0∥∥∥∥ ζy ∥∥∥∥
0 −−−−→ (M, AM)
i
−−−−→ (Rˆ2, Aˆ2)
p
−−−−→ (R, A) −−−−→ 0.
A section of an abelian extension (Rˆ, Aˆ) of (R, A) by (M, AM) is a linear map s : R → Rˆ such
that p ◦ s = IdR.
Now for an abelian extension (Rˆ, Aˆ) of (R, A) by (M, AM) with a section s : R → Rˆ, we define
linear maps ρl : R → Endk(M), r 7→ (m 7→ rm) and ρr : R → Endk(M), r 7→ (m 7→ mr)
respectively by
rm := s(r)m, mr := ms(r), ∀r ∈ R,m ∈ M.
Proposition 5.3. With the above notations, (M, ρl, ρr, AM) is a bimodule over the averaging alge-
bra (R, A).
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Proof. For any x, y ∈ R, v ∈ M, since s(xy) − s(x)s(y) ∈ M implies s(xy)m = s(x)s(y)m, we have
ρl(xy)(m) = s(xy)m = s(x)s(y)m = ρl(x) ◦ ρl(y)(m).
Hence, ρl is an algebra homomorphism. Similarly, ρr is an algebra anti-homomorphism. More-
over, Aˆ(s(r)) − s(A(r)) ∈ M means that Aˆ(s(r))m = s(A(r))m. Thus we have
A(r)AM(m) = s(A(r))AM(m)
= Aˆ(s(r))AM(m)
= Aˆ(s(r)AM(m)) = Aˆ(Aˆ(sr)m)
= AM(rA(m)) = AM(A(r)m).
It is similar to see AM(m)A(r) = AM(AM(m)r) = AM(mA(r)). Hence, (M, ρl, ρr, AM) is a bimodule
over (R, A). 
We further define linear maps ψ : R ⊗ R → M and χ : R → M respectively by
ψ(x ⊗ y) = s(x)s(y) − s(xy), ∀x, y ∈ R,
χ(x) = Aˆ(s(x)) − s(A(x)), ∀x ∈ R.
We transfer the averaging algebra structure on Rˆ to R⊕M by endowing R⊕M with a multiplication
·ψ and an averaging operator Aχ defined by
(x,m) ·ψ (y, n) = (xy, xn + my + ψ(x, y)), ∀x, y ∈ R, m, n ∈ M,(15)
Aχ(x,m) = (A(x), χ(x) + AM(m)), ∀x ∈ R, m ∈ M.(16)
Proposition 5.4. The triple (R⊕M, ·ψ, Aχ) is a averaging algebra if and only if (ψ, χ) is a 2-cocycle
of the averaging algebra (R, A) with the coefficient in (M, AM).
Proof. If (A ⊕ M, ·ψ, Aχ) is a averaging algebra, then the associativity of ·ψ implies
(17) xψ(y ⊗ z) − ψ(xy ⊗ z) + ψ(x ⊗ yz) − ψ(x ⊗ y)z = 0,
which means δ(φ) = 0 in C•(A,M). Since Aχ is an averaging operator, for any x, y ∈ R,m, n ∈ M,
we have
Aχ((x,m)) ·ψ Aχ((y, n)) = Aχ(Aχ(x,m) ·ψ (y, n)) = Aχ((x,m) ·ψ Aχ(y, n))
Then χ, ψ satisfy the following equations:
[ψ(A(x) ⊗ A(y)) − AM(ψ(A(x) ⊗ y))] + [A(x)χ(y) − AM(χ(x)y) − χ(A(x)y) + χ(x)A(y)] = 0
[ψ(A(x) ⊗ A(y)) − AM(ψ(x ⊗ A(y)))] + [A(x)χ(y) − AM(xχ(y)) − χ(xA(y)) + χ(x)A(y)] = 0
That is,
∂1r (χ) + Φ
2
r (ψ) = 0, ∂
1
l (χ) + Φ
2
l (ψ) = 0.
Hence, (ψ, χ) is a 2-cocycle.
Conversely, if (ψ, χ) is a 2-cocycle, one can easily check that (R ⊕ M, ·ψ, Aχ) is an averaging
algebra. 
Now we are ready to classify abelian extensions of an averaging algebra.
Theorem 5.5. Let M be a vector space and AM ∈ Endk(M). Then abelian extensions of an
averaging algebra (R, A) by (M, AM) are classified by the second cohomology group H
2
AvA
(R,M)
of (R, A) with coefficients in the bimodule (M, AV)
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Proof. Let (Rˆ, Aˆ) be an abelian extension of (R, A) by (M, AM). We choose a section s : R → Rˆ to
obtain a 2-cocycle (ψ, χ) by Proposition 5.4. We first show that the cohomological class of (ψ, χ)
does not depend on the choice of sections. Indeed, let s1 and s2 be two distinct sections providing
2-cocycles (ψ1, χ1) and (ψ2, χ2) respectively. We define φ : R → M by γ(r) = s1(r) − s2(r). Then
ψ1(x, y) = s1(x)s1(y) − s1(xy)
= (s2(x) + γ(x))(s2(y) + γ(y)) − (s2(xy) + γ(xy))
= (s2(x)s2(y) − s2(xy)) + s2(x)γ(y) + γ(x)s2(y) − γ(xy)
= (s2(x)s2(y) − s2(xy)) + xγ(y) + γ(x)y − γ(xy)
= ψ2(x, y) + δ(γ)(x, y)
and
χ1(x) = Aˆ(s1(x)) − s1(A(x))
= Aˆ(s2(x) + γ(x)) − (s2(A(x)) + γ(A(x)))
= (Aˆ(s2(x)) − s2(A(x))) + Aˆ(γ(x)) − γ(A(x))
= χ2(x) + dV(γ(x)) − γ(dA(x))
= χ2(x) −Φ
1(γ)(x).
That is, (ψ1, χ1) = (ψ2, χ2) + d(γ). Thus (ψ1, χ1) and (ψ2, χ2) are in the same cohomological class
in H2
AvA
(R,M).
Next we prove that isomorphic abelian extensions give rise to the same element in H2AvA(R,M).
Assume that (Rˆ1, Aˆ1) and (Rˆ2, Aˆ2) are two isomorphic abelian extensions of (R, A) by (M, AM)
with the associated homomorphism ζ : (Rˆ1, Aˆ1) → (Rˆ2, Aˆ2). Let s1 be a section of (Rˆ1, Aˆ1). As
p2 ◦ ζ = p1, we have
p2 ◦ (ζ ◦ s1) = p1 ◦ s1 = IdR.
Therefore, ζ ◦ s1 is a section of (Rˆ2, Aˆ2). Denote s2 := ζ ◦ s1. Since ζ is a homomorphism of
differential algebras such that ζ |M = IdM, we have
ψ2(x ⊗ y) = s2(x)s2(y) − s2(xy) = ζ(s1(x))ζ(s1(y)) − ζ(s1(xy))
= ζ(s1(x)s1(y) − s1(xy)) = ζ(ψ1(x, y))
= ψ1(x, y)
and
χ2(x) = Aˆ2(s2(x)) − s2(A(x)) = Aˆ2(ζ(s1(x))) − ζ(s1(A(x)))
= ζ(Aˆ1(s1(x)) − s1(A(x))) = ζ(χ1(x))
= χ1(x).
Consequently, all isomorphic abelian extensions give rise to the same element in H2
AvA
(R,M).
Conversely, given two 2-cocycles (ψ1, χ1) and (ψ2, χ2), we can construct two abelian extensions
R ⊕ M, ·ψ1 , Aχ1) and (R ⊕ M, ·ψ2, Aχ2) via equalities (15) and (16). If they represent the same
cohomological class in H2AvA(R,M), then there exists a linear map γ : R → M such that
(ψ1, χ1) = (ψ2, χ2) + (δ(γ),Φ
1(γ)).
Define ζ : R ⊕ M → R ⊕ M by
ζ(r,m) := (r, γ(r) + m).
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Then ζ is an isomorphism of these two abelian extensions. 
6. L∞-structure on the cochain complex
Let’s recall the definition of L∞-algebras.
For graded indeterminates t1, . . . , tn and σ ∈ S n, the Koszul sign ǫ(σ, t1, . . . , tn) is defined by
t1 · t2 · · · · tn = ǫ(σ, t1, . . . , tn)tσ(1) · tσ(2) · · · · tσ(n),
where “·” is the multiplication in the free graded commutative algebra k〈t1, . . . , tn〉/(tit j−(−1)
|ti ||t j |t jti)
generated by t1, . . . , tn. Define also χ(σ, t1, . . . , tn) = sgn(σ)ǫ(σ, t1, . . . , tn).
Definition 6.1. ([24, 15, 14]) Let L =
⊕
i∈Z
Li be a graded space over k. Assume that L is endowed
with a family of linear operators {ln : L
⊗n → L}n>1 with |ln| = n − 2 satisfying the following
conditions:
(i) ln(xσ(1) ⊗ . . . ⊗ xσ(n)) = χ(σ, x1, . . . , xn)ln(x1 ⊗ . . . ⊗ xn) , ∀σ ∈ S n, x1, . . . , xn ∈ L,
(ii)
n∑
i=1
∑
σ∈S (i,n−i)
χ(σ, x1, . . . , xn)(−1)
i(n−i)ln−i+1(li(xσ(1) ⊗ . . . ⊗ xσ(i)) ⊗ xσ(i+1) ⊗ . . . ⊗ xσ(n)) = 0,
where S (i, n − i) is the set of all (i, n − i)-shuffles, i.e., S (i, n − i) = {σ ∈ S n, |σ(1) <
σ(2) < · · · < σ(i), σ(i + 1) < σ(i + 2) < · · · < σ(n)},
Then (L, {ln}n>1) is called a L∞-algebra.
Let sL be the suspension of L, i.e., (sL)n = Ln−1. Let S
•(sL) be the cofree cocommutative
coalgebra generated by sL . Then {ln}n>1 will determine a family of operators {dn}n>1, where
dn : (sL)
⊗n → sL is defined as dn = (−1)
n(n−1)
2 s ◦ ln ◦ (s
−1⊗n). Then {dn}n>1 satisfies the equation∑
σ∈S (i,n−i)
ε(σ, sx1, . . . , sxn)dn−i+1(di(sxσ(1), . . . , sxσ(i)), sxσ(i+1), . . . , sxσ(n)) = 0.(18)
Denote
∞∑
i=1
dn : S
•(sL) → sL by d′. Then d′ can induce a coderivation d on S •(sL). Equation
(18) ensures that the coderivation d is a differential, i.e., d2 = 0. This can be considered as an
equivalent definition of L∞-algebra.
Definition 6.2. Let (L, {ln}n>1) be a L∞-algebra and α ∈ L−1. We call α a Maurer-Cartan element
if it satisfies the following equation:
∞∑
n=1
1
n!
(−1)
n(n−1)
2 ln(α
⊗n) = 0.
Proposition 6.3. Given a Maurer-Cartan element α in L∞-algebra L, we can define a new L∞-
structure {lαn}n>1 on L, where l
α
n : L
⊗n → L is defined as:
lαn(x1 ⊗ . . . ⊗ xn) =
∞∑
i=0
1
i!
(−1)
in+
i(i+1)
2 +
n−1∑
k=1
k∑
j=1
|x j |
ln+i(α
⊗i ⊗ x1 ⊗ . . . ⊗ xn).
Let α be a Maurer Cartan element in L∞ algebra L. Use the equivalent definition of L∞-algebra,
we can see sα ∈ sL satisfies the following equation on S •(sL):
∞∑
n=1
1
n!
dn
(
(sα)⊗n
)
= 0.
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Define
dαn (sx1 ⊗ . . . sxn) =
∞∑
i=0
1
i!
dn+1
(
(sα)⊗i ⊗ sx1 ⊗ . . . ⊗ sxn
)
.
Then the family {dαn }n>1 can also induce a differential on S
•(sL).
Let W be a graded space and T c(W) be the cofree coalgebra generated by W. For f ∈
Hom(W⊗n,W), gi ∈ Hom(W
⊗li ,W), 1 > i > m, f ◦¯(g1, . . . , gm) ∈ Hom(W
⊗l1+···+lm+n−m,W) is de-
fined as follows:
(
f ◦¯(g1, . . . , gm)
)
(w1 ⊗ . . . ⊗ wl1+···+lm+n−m) =∑
06i16i26···6im
(−1)η f
(
w1 ⊗ . . .wi1 ⊗ g1(wi1+1 ⊗ . . . ) ⊗ . . . gk(wik+1 ⊗ . . . ) ⊗ . . . ⊗ gm(wim+1 ⊗ . . . ) ⊗ . . .
)
where η =
m∑
k=1
|gk|(
ik∑
j=1
|w j|).
For any f , g ∈ Hom(T c(W),W), their Gerstenhaber bracket [ f , g]G ∈ Hom(T
c(W),W) is de-
fined as :
[ f , g]G = f ◦¯g − (−1)
| f ||g|g◦¯ f .
Lemma 6.4. [10] Let W be a graded space. Then (Hom(T c(W),W), [−,−]G) forms a graded
Lie-algebra.
Now, given a graded space V =
⊕
i∈Z
Vi, we will define a L∞-algebra CAvA(V). We will see
that when V is concentrated in degree 0, an averaging algebra structure on V is equivalent to a
Maurer-Cartan element in this L∞-algebra.
Firstly, the underlying graded space of CAvA(V) is
CA(V) ⊕ Hom(k,V) ⊕ Hom(sV,V) ⊕ CAvO(V)
>2
l
⊕ CAvO(V)
>2
r .
where
CA(V) = Hom(T
c(sV), sV),
CAvO(V)
>2
l
= Hom(
∞⊕
n=2
(sV)⊗n,V),
CAvO(V)
>2
r = Hom(
∞⊕
n=2
(sV)⊗n,V).
And we define
CAvO(V)r = Hom(k,V) ⊕ Hom(sV,V) ⊕ CAvO(V)
>2
r
CAvO(V)l = Hom(k,V) ⊕ Hom(sV,V) ⊕ CAvO(V)
>2
l
Now, let’s give a L∞-algebra structure on CAvA(V), i.e., we need to give a family of opera-
tors {ln}n>1 to satisfy the conditions in Definition 6.1. Here, we identify Hom(T
c(sV), sV) with
sHom(T c(sV),V).
The family {li}i>1 are defined by the following processes:
(I) For sh ∈ Hom(k, sV) ⊂ CA(V), l1(sh) = h. And l1 vanishes elsewhere.
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(II) For sg, sh ∈ CA(V), l2(sg ⊗ sh) = [sg, sh]G.
(III) For homogeneous elements sh ∈ Hom((sV)⊗n, sV) in CA(V) and g1, . . . , gn ∈ CAvO(V)r,
define lr
n+1(sh ⊗ g1 ⊗ . . . ⊗ gn) ∈ CAvO(V)r in the following ways:
(i) If g1, . . . , gn are all contained in Hom(sV,V)
⊕
CAvO(V)
>2
r , then
lrn+1(sh ⊗ g1 ⊗ . . . ⊗ gn) =∑
σ∈S n
(−1)ε
(
h ◦ (sgσ(1) ⊗ . . . ⊗ sgσ(n)) − (−1)
(|gσ(1) |+1)(|h|+1)gσ(1)◦¯(sh ◦ (idsV ⊗ sgσ(2) ⊗ . . . ⊗ sgσ(n)))
)
(ii) If there exists some gi coming from Hom(k,V), then
lrn+1(sh ⊗ g1 ⊗ . . . ⊗ gn) =
∑
σ∈S n
(−1)ε
(
h ◦ (sgσ(1) ⊗ . . . ⊗ sgσ(n))
− (−1)
(
|gσ(p) |+1
)(
|h|+1+
p−1∑
k=1
(|gσ(k) |+1)
)
gσ(p)◦¯(sh ◦ (gσ(1) ⊗ sgσ(2) ⊗ . . . ⊗ gσ(p−1) ⊗ idsV ⊗ sgσ(p+1) ⊗ . . . ⊗ sgσ(n)))
)
where (−1)ε = χ(σ; g1, . . . , gn) · (−1)
n(|h|+1)+
n−1∑
k=1
k∑
j=1
|gσ( j) |
, and p is the integer such that
gσ(1), . . . , gσ(p−1) ∈ Hom(k,V) and gσ(p) ∈ Hom(sV,V) ⊕ CAvO(V)
>2
r .
(IV) Let sh ∈ Hom((sV)⊗n, sV) in CA(V), g1, . . . , gn ∈ CAvO(V)l be homogeneous elements.
Define ll
n+1
(sh ⊗ g1 ⊗ . . . ⊗ gn) ∈ CAvO(V)l in the following ways:
(i) If g1, . . . , gn all belong to Hom(sV,V)
⊕
CAvO(V)
>2
l
, then define
lln+1(sh ⊗ g1 ⊗ . . . ⊗ gn) =∑
σ∈S n
(−1)ε
(
h ◦ (sgσ(1) ⊗ . . . ⊗ sgσ(n)) − (−1)
(gσ(n)+1)(|h|+1+
n−1∑
k=1
(|gσ(k) |+1))
gσ(n)◦¯(sh ◦ (sgσ(1) ⊗ . . . ⊗ sgσ(n−1) ⊗ idsV))
)
,
(ii) If there exists some gi ∈ Hom(k,V), then define:
lln+1(sh ⊗ g1 ⊗ . . . ⊗ gn) =
∑
σ∈S n
(−1)ε
(
h ◦ (sgσ(1) ⊗ . . . ⊗ sgσ(n))
− (−1)
(
|gσ(q)|+1
)(
|h|+1+
q−1∑
k=1
(|gσ(k) |+1)
)
gσ(q)◦¯(sh ◦ (sgσ(1) ⊗ . . . ⊗ sgσ(q−1) ⊗ idsV ⊗ ⊗gσ(q+1) ⊗ . . . ⊗ sgσ(n)))
)
.
Where q is the integer such that gσ(q+1), . . . , gσ(n) ∈ Hom(k,V) and gσ(q) ∈ Hom(sV,V)⊕
CAvO(V)
>2
l
.
(V) (i) If g1, . . . , gn ∈ Hom(k,V) ⊕ Hom(sV,V) = CAvO(V)l ∩ CAvO(V)r with at most one
gi ∈ Hom(sV,V), then the definitions of l
r
n+1
, ll
n+1
coincide. Then we define
ln+1(sh, g1, . . . , gn) := l
r
n+1(sh, g1, . . . , gn) = l
l
n+1(sh, g1, . . . , gn).
(ii) If g1, . . . , gn ∈ Hom(k,V) ⊕ Hom(sV,V) = CAvO(V)l ∩ CAvO(V)r with at least two
gi ∈ Hom(sV,V), then l
l
n+1
(sh, g1, . . . , gn) ∈ CAvO(V)
>2
l
and lr
n+1(sh, g1, . . . , gn) ∈
CAvO(V)
>2
r . Then we define
ln+1(sh, g1, . . . , gn) = (l
r
n+1(sh, g1, . . . , gn), l
l
n+1(sh, g1, . . . , gn)) ∈ CAvO(V)
>2
r ⊕ CAvO(V)
>2
l
.
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(iii) For g1, . . . , gn ∈ CAvO(V)r with some gi ∈ CAvO(V)
>2
r , define
ln+1(sh, g1, . . . , gn) := l
r
n+1(sh, g1, . . . , gn).
For g1, . . . , gn ∈ CAvO(V)l with some gi ∈ CAvO(V)
>2
l
, define
ln+1(sh, g1, . . . , gn) := l
r
n+1(sh, g1, . . . , gn).
(VI) At last we define
ln+1(g1 ⊗ . . . ⊗ gi ⊗ sh ⊗ gi+1 ⊗ . . . ⊗ gn) = (−1)
(|h|+1)(
i∑
k=1
|gk |)+i
ln+1(sh ⊗ g1 ⊗ . . . ⊗ gn).
And ln vanishes elsewhere.
Theorem 6.5. Let V be a graded space. Then CAvA(V) endowed with operations {ln}n>1 defined
above forms a L∞-algebra.
Now, let’s realize averaging algebra structures as Maurer-Cartan elements in this L∞-algebra.
Theorem 6.6. Let R be a vector space. Then an averaging structure on R is equivalent to a
Maurer-Cartan elements in CAvA(R).
Proof. Consider R as a graded vector space concentrated in degree 0. Then the degree -1 part of
CAvA(R) is
CAvA(R)−1 = Hom((sV)
⊗2, sV)
⊕
Hom(sV,V).
Assume that α = (m, τ) be a Maurer-Cartan element in CAvA(R), that is, α satisfy the equation:
∞∑
k=1
1
k!
(−1)
k(k−1)
2 lk(α
⊗k) = 0.(19)
By the definietion of {ln}n>1,
1
2!
(−1)l2(α ⊗ α) = −
1
2
[m,m]G,
1
3!
(−1)l3(α
⊗3)
= −
1
3!
(
lr3(m ⊗ τ ⊗ τ) + l
r
3(τ ⊗ m ⊗ τ) + l
r
3(τ ⊗ τ ⊗ m), l
l
3(m ⊗ τ ⊗ τ) + l
l
3(τ ⊗ m ⊗ τ) + l
l
3(τ ⊗ τ ⊗ m)
)
= −
1
3!
(
3lr3(m ⊗ τ ⊗ τ), 3l
l
3(m ⊗ τ ⊗ τ)
)
= −
(
s−1m ◦ (sτ ⊗ sτ) − τ◦(sm ◦ (id ⊗ sτ)), s−1m ◦ (sτ ⊗ sτ) − τ◦(sm ◦ (sτ ⊗ id))
)
Then Equation (19) implies that
[m,m]G = 0(20)
s−1m ◦ ((sτ)⊗2) − τ◦¯(sm ◦ (id ⊗ sτ)) = 0(21)
s−1m ◦ ((sτ)⊗2) − τ◦¯(sm ◦ (sτ ⊗ id)) = 0.(22)
Define µ = s−1 ◦ m ◦ s⊗2 : A⊗2 → A, A = τ ◦ s : A → A. Then Equation (20) is equivalent to
µ ◦ (id ⊗ µ) = µ ◦ (µ ⊗ id).
That is, µ is associative. Equations (21) (22) imply
µ ◦ (A ⊗ A) = A ◦ (µ ◦ (id ⊗ A)), µ ◦ (A ⊗ A) = A ◦ (µ ◦ (A ⊗ id)),
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which means that A is an averaging operator on associative algebra (R, µ). Conversely, let (R, µ, A)
be an averaging algebra. Define m : (sR)⊗2 → sR , τ : sR → R to be m(sa ⊗ sb) = sµ(a ⊗ b),
τ(sa) = A(a). Then (m, τ) is a Maurer-Cartan element in CAvA(R). 
Proposition 6.7. Let (R, µ, A) be an averaging algebra and α = (m, τ) be the corresponding
Maurer-Cartan element in CAvA(R). Then the underground complex of L∞-algebra (CAvA(R), {l
α})
is exactly the cochain complex sC•
AvA
(R) defined in Section 3.
Proof. Identify C•(R) with CA(R) and identify C
•
AvO
with Hom(k,R) ⊕ Hom(sR,R) ⊕ CAvO(R)
>2
r ⊕
CAvO(R)
>2
l
. Let s f ∈ Hom((sR)⊗n, sR). Then
lα1(s f ) =
∞∑
k=0
1
k!
(−1)
k(k+1)
2
+klk+1(α
⊗k ⊗ s f ) = l2(m ⊗ s f ) +
1
n!
(−1)
n(n−1)
2 ln+1(τ
⊗n ⊗ s f ),
where l2(m ⊗ s f ) = [m, s f ]G, it’s just the differential δ of Hochschild cochain complex. We have
1
n!
(−1)
n(n−1)
2 ln+1(τ
⊗n ⊗ s f ) =
1
n!
(−1)
n(n−1)
2
+n(lrn+2(s f ⊗ τ
⊗n), lln+1(s f ⊗ τ
⊗n)).
Then by definition,
1
n!
(−1)
n(n−1)
2
+nlrn+2(s f ⊗ τ
⊗n) = (−1)n( f ◦ ((sτ)⊗n) − τ ◦ (s f ◦ (id ⊗ (sτ)⊗n−1))),
which is exactly the same as (−1)nΦnr defined in Section 3.2. Similarly, we can see l
l
n+1
(s f ⊗ τ⊗n)
is just (−1)nΦn
l
. In particular, for s f ∈ Hom(sR, sR), l2(s f ⊗ τ) = l
r
2(s f ⊗ τ) = l
l
2
(s f ⊗ τ) =
−( f ◦ sτ − τ ◦ (s f )), it is the same as −Φ1.
For g ∈ CAvO(R)
r, we have
∞∑
k=0
1
k!
(−1)
k(k+1)
2
+klk+1(α
⊗k ⊗ g) = −
1
2
(
l3(m ⊗ τ ⊗ g) + l3(τ ⊗ m ⊗ g)
)
= − l3(m ⊗ τ ⊗ g)
= −
((
− s−1m2 ◦ (sτ ⊗ sg) + τ ◦ (m ◦ (id ⊗ sg))
)
−
(
s−1m ◦ (sg ⊗ sτ) − g◦¯(m ◦ (id ⊗ sτ))
))
=s−1m2 ◦ (sτ ⊗ sg) − τ ◦ (m ◦ (id ⊗ sg))
− g◦¯(m ◦ (id ⊗ τ)) + s−1m ◦ (sg ⊗ sτ),
and it is the same as ∂r defined in Section 3.1. For g ∈ CAvO(R)
l, it is all the same. Especially,
when g ∈ Hom(k,R), then by definition, we have
∞∑
k=0
1
k!
(−1)
k(k+1)
2
+klk+1(α
⊗k ⊗ g) = −
1
2
(
l3(m ⊗ τ ⊗ g) + l3(τ ⊗ m ⊗ g)
)
= − l3(m ⊗ τ ⊗ g)
= −
(
− s−1m ◦ (sτ ◦ sg) + τ ◦ (m ◦ (id ⊗ sg))
− (s−1m ◦ (sg ⊗ sτ) − τ ◦ (m ◦ (sg ⊗ id)))
)
And it is the same as the operator ∂0 defined in Section 3.1.
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
Proposition 6.8. Let V be a graded space. Then a Maurer-Cartan element α in CAvA(V) will
induce a L∞-algebra structure on CAvO(V). In particular, for an averaging algebra (R, µ, A), the
cochain complex CAvO(R) is a differential graded Lie-algebra.
Proof. Given a Maurer-Cartan element α, α will induce L∞-algebra structure {l
α
n}n>1 on CAvA(V).
And notice that all operations lαn can be restricted toCAvO(V). ThusCAvO(V) forms a L∞-subalgebra
of (CAvA(V), {l
α
n}n>1).
Let (R, µ, A) be an averaging algebra and (m, τ) be the corresponding Maurer-Cartan element
in CAvA(R). Identify CAvO(R) with CAvO(R). Since m = −s ◦ µ ◦ (s
−1)⊗2 ∈ Hom((sR)⊗2, sR) in
CA(R), the restriction of l
α
n on CAvO(R) is zero for n > 3. Thus CAvO(R) is just a differential graded
Lie-algebra. 
7. Homotopy averaging algebras
In this subsection, we’ll define homotopy averaging algebras.
Recall that an A∞-algebra structure is equivalent to a Maurer-Cartan element in the graded
Lie-algebra CA(V) := (Hom(T c(sV), sV), [−,−]G) where T c(sV) =
∞⊕
n=1
(sV)⊗n. We can define
homotopy averaging algebra structure in similar way. For a graded vector space V , consider the
following subspace of CAvA(V):
CAvA(V) := CA(V)
⊕
Hom(sV,V)
⊕
CAvO(V)
>2
r
⊕
CAvO(V)
>2
l
.
Obviously, CAvA(V) is a L∞-subalgebra of CAvA(V) with the operations {ln}n>1 restricted on
CAvA(V).
Then we have the following definition:
Definition 7.1. Let V be a graded space. A homotopy averaging algebra( Av∞) structure on V is
a Maurer-Cartan element in the L∞-algebra CAvA(V).
Let’s describe this structure explicitly.
A Maurer-Cartan element α in CAvA(V) corresponds to a family of operators:
{bn}n>1 ∪ {c} ∪ {c
r
n}n>2 ∪ {c
l
n}n>2
where bn : (sV)
⊗n → sV , c : sV → V belongs CAvA(V), Hom(sV,V) respectively, and c
r
n :
(sV)⊗n → V, cln : (sV)
⊗n → V belongs to CAvO(V)(V)
>2
r , CAvO(V)
>2
l
respectively. All these oper-
ators are of degree −1. Then α satisfying the Maurer-Cartan equation implies that the family of
operators satisfies the following equations:∑
i+ j=n
bn− j+1 ◦ (id
⊗i
⊗ b j ⊗ id
⊗n−i− j) = 0,
n∑
m=1
∑
l1+···+lm=n
(
s−1bm ◦ (sc
r
l1
⊗ . . . ⊗ scrlm) − c
r
l1
◦¯(bm ◦ (id ⊗ sc
r
l2
⊗ . . . ⊗ scrlm))
)
= 0,
n∑
m=1
∑
l1+···+lm=n
(
s−1bm ◦ (sc
l
l1
⊗ . . . ⊗ scllm) − c
l
lm
◦¯(bm ◦ (sc
l
l1
⊗ . . . ⊗ scllm−1 ⊗ id))
)
= 0.
for any n > 1, where cr
1
= cl
1
= c.
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Then we define mn = s
−1 ◦ bn ◦ s
⊗n : V⊗n → V , A = c ◦ s : V → V , Arn = c
r
n ◦ s
⊗n : V⊗n → V
and Aln = c
l
n ◦ s
⊗n : V⊗n → V for all n > 1, where |mn| = n − 2, |A| = 0, |A
r
n| = |A
l
n| = n − 1.
These operators {mn}n>1 ∪ {A} ∪ {A
r
n}n>2 ∪ {A
l
n}n>2 satisfies the following identities:
(i) ∑
i+ j=n
(−1)i+ jkmn− j+1 ◦ (id
⊗i
⊗ m j ⊗ id
⊗n−i− j) = 0,
(ii)
n∑
k=1
∑
l1+···+lk=n
(−1)ε
{
mk ◦ (A
r
l1
⊗ . . . ⊗ Arlk)
−
∑
p+q+1=l1
(−1)
q·
k∑
j=2
(l j−1)+kp+q
Arl1 ◦ (id
⊗p ⊗ mk ◦ (id ⊗ A
r
l2
⊗ . . . ⊗ Arlk) ⊗ id
⊗q)
}
= 0,
(iii)
n∑
k=1
∑
l1+···+lk=n
(−1)ε
{
mk ◦ (A
l
l1
⊗ . . . ⊗ Allk)
−
∑
p+q+1=lk
(−1)
p·
k−1∑
j=1
(l j−1)+(lk−1)·
k−1∑
j=1
l j+kp+q
Allk ◦ (id
⊗p ⊗ mk ◦ (A
l
l1
⊗ . . . ⊗ Allk−1 ⊗ id) ⊗ id
⊗q)
}
= 0
whereAl
1
= Ar
1
= A, and ε =
k∑
j=1
l j(l j−1)
2
+
k(k−1)
2
+
k∑
j=1
(l j−1)(l1+· · ·+l j−1) =
n(n−1)
2
+
k(k−1)
2
+
k∑
j=1
(k− j+1)l j.
The equation (i) is just the definition of A∞-algebras.
Let’s compute the equation (ii)(iii) for n = 1, 2:
(1) n = 1,−m1 ◦ A + A ◦m1 = 0
(2) n = 2,m2 ◦ (A ⊗ A) − A ◦ (m2 ◦ (id ⊗ A)) = −m1 ◦ A
r
2 + A
r
2 ◦ (m1 ⊗ id) + A
r
2 ◦ (id ⊗ m1),
m2 ◦ (A ⊗ A) − A ◦ (m2 ◦ (A ⊗ id)) = −m1 ◦ A
l
2 + A
l
2 ◦ (m1 ⊗ id) + A
l
2 ◦ (id ⊗ m1).
The equation (1) above implies that A is compatible with the differential, so operator A can be
induced on the homology of the complex (V,m1). The equation (2) says that A is an averaging
operator up to homotopy with respect to m2 on V and the obstructions are A
r
2 and A
l
2
.
So we get another definition of homotopy averaging algebra.
Definition 7.2. Let V be a graded space. Assume that V is endowed with a family of operators
{mn : V
⊗n → V}n>1 ∪ {A : V → V} ∪ {A
r
n : V
⊗n → V}n>2 ∪ {A
l
n : V
⊗n → V}n>2 with |mn| = n − 2,
|A| = 0, |Arn| = |A
l
n| = n − 1. If these operators satisfy the equations (i) (ii) (iii) above, we call V a
homotopy averaging algebra.
Appendix: Proof of Theorem 6.5
Firstly, let’s display some facts we need to prove Theorem 6.5.
Lemma 7.3. Let n > 1, 1 6 i 6 n − 1. Then for any π ∈ S n, there exists a unique triple (δ, σ, τ)
with σ ∈ S (i, n− i), δ ∈ S i, τ ∈ S n−i such that π(l) = σδ(l) for 1 6 l 6 i, and π(i+m) = σ(i+τ(m))
for 1 6 m 6 n − i.
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Let V be a graded space. The operation “◦¯” on Hom(T c(V),V) satisfying the Pre-Jacobi iden-
tity:
Lemma 7.4. For any homogeneous elements f ; g1, . . . , gm; h1, . . . , hn in Hom(T
c(V),V), the fol-
lowing identity holds:(
f ◦¯(g1, . . . , gm)
)
◦¯
(
h1, . . . , hn
)
=
∑
06i16i26···6im6n
(−1)
m∑
k=1
|gk |(
ik∑
j=1
|h j |)
f ◦¯
(
h1, . . . , hi1 , g1◦¯(hi1+1, . . . ), . . . , him , gm◦¯(him+1, . . . ) . . .
)
Now, let’s prove the theorem 6.5.
Theorem 6.5. Let V be a graded space. Then CAvA(V) endowed with operations {ln}n>1 defined
above forms a L∞-algebra.
Proof. By the definition of L∞-algebras, we need to check the equation in CAvA(V) :
(6.1)
∑
i+ j=n
∑
σ∈S(i,n−i)
(−1)i(n−i)χ(σ, x1, . . . , xn)ln−i+1
(
li(xσ(1), . . . , xσ(i)), xσ(i+1), . . . , xσ(n)
)
= 0.
If all xi are contained in CA(V) = Hom(T
c(sV), sV), then equation 6.1 is just the Jacobi
identity on the graded Lie algebra CA(A). Apart from this, by the definition of ln, the term
ln−i+1
(
li(xσ(1), . . . , xσ(i)), xσ(i+1), . . . , xσ(n)
)
is trivial unless there are exactly two elements in {x1, . . . , xn}
coming from CA(V) and all other n−2 elements are contained in CAvO(V)l or CAvO(V)r. We assume
that x1 = sh1 ∈ Hom((sV)
⊗n1 , sV) and x2 = sh2 ∈ Hom((sV)
⊗n2 , sV). Then n must be n1 + n2 + 1.
And we assume xi = gi−2 ∈ CAvO(V)r. When gi ∈ Hom(k,V)⊕Hom(sV,V)⊕Hom(T
c(sV)>2,V)l,
the proof is all the same.
For simplicity, we assume that all gi are not in Hom(s,V). If there is some gi ∈ Hom(k,V), the
calculation is similar.
So now, we are going to check the equation 6.1 for x1 = sh1, x2 = sh2, x3 = g1, . . . , xn1+n2+1 =
gn1+n2−1 with gi ∈ Hom(sV,V) ⊕ Hom(k,V) ⊕ Hom(sV,V) ⊕ Hom(T
c(sV)>2,V)r. Then the term
ln−i+1
(
li(xσ(1), . . . , xσ(i)), xσ(i+1) vanishes unless i = 2, n1 + 1, n2 + 1. Let’s compute them one by
one.
(A) When i = 2, the (2, n − 2)-shuffle is identity map, we have
ln1+n2−1(l2(sh1, sh2), g1, . . . , gn1+n2−1)
=ln1+n2−1([sh1, sh2]G, g1, . . . , gn1+n2−1)
=
∑
π∈S n1+n2−1
(−1)ε
{
s−1(sh1◦¯sh2) ◦ (sgπ(1), . . . , sgπ(n1+n2−1))
− (−1)(|gπ(1) |+1)(|h1 |+|h2 |)gπ(1)◦¯
(
(sh1◦¯sh2) ◦ (idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(n))
)}
+
∑
π∈S n1+n2−1
(−1)ε(−1)(|h1 |+1)(|h2 |+1)+1
{
s−1(sh2◦¯sh1) ◦ (sgπ(1), . . . , sgπ(n1+n2−1))
− (−1)(|gπ(1) |+1)(h1+h2)gπ(1)◦¯
(
(sh2◦¯sh2) ◦ (idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(n1+n2−1))
)}
=
∑
π∈S n1+n2−1
(−1)ε
{ n1−1∑
i=0
(−1)
(|h2 |+1)(
i∑
j=1
(|gπ( j) |+1))
h1 ◦ (sgπ(1), . . . , sgπ(i), sh2 ◦ (sgπ(i+1), . . . , sgπ(i+n2)), . . . , sgπ(n1+n2−1))
}
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+
∑
π∈S n1+n2−1
(−1)ε(−1)1+(|gπ(1) |+1)(|h1 |+|h2 |)gπ(1)◦¯
{
sh1 ◦
(
sh2 ◦ (idsV ⊗ sgπ(2) ⊗ . . . sgπ(n2)) ⊗ . . . ⊗ sgπ(n1+n2−1)
)
+
n1−1∑
i=1
(−1)
(|h2 |+1)(
i∑
j=2
(|gπ( j) |+1))
sh1 ◦
(
idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(i) ⊗ sh2 ◦ (sgπ(i+1), . . . , sgπ(i+n2)) ⊗ . . . ⊗ sgπ(n1+n2−1)
)}
+
∑
π∈S n1+n2−1
(−1)ε(−1)(|h1 |+1)(|h2 |+1)+1
n2−1∑
i=0
(−1)
(|h1 |+1)(
i∑
j=1
(|gπ( j) |+1))
•
{
h2 ◦
(
sgπ(1) ⊗ . . . ⊗ sgπ(i) ⊗ sh1 ◦ (sgπ(i+1) ⊗ . . . ⊗ sgπ(i+n1)) ⊗ . . . ⊗ sgπ(n1+n2−1)
)}
+
∑
π∈S n1+n2−1
(−1)ε(−1)(|h1 |+1)(|h2 |+1)+(|gπ(1) |+1)(|h1 |+|h2 |)•
gπ(1)◦¯
{
sh2 ◦
(
sh1 ◦
(
idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(n2)
)
⊗ . . . ⊗ sgπ(n1+n2−1)
)
+
n2−1∑
i=1
(−1)
(|h1 |+1)(
i∑
j=2
(|gπ( j) |+1))
sh2 ◦
(
idsV , sgπ(2), . . . , sgπ(i), sh1 ◦
(
sgπ(i+1), . . . , sgπ(i+n2)
)
, . . . sgπ(n1+n2−1)
)}
.
where (−1)ε = χ(π, g1, . . . , gn1+n2−1)(−1)
(n1+n2−1)(h1+h2)+
n1+n2−2∑
k=1
k∑
j=1
|gπ( j) |
.
(B) When i = n2 + 1,
∑
ρ∈S (n2+1,n1)
(−1)(n2+1)n1χ(ρ, x1, . . . , xn1+n2+1)ln1+1
(
ln2+1(xρ(1), . . . , xρ(n2+1)), . . . , xρ(n1+n2+1)
)
=
∑
σ∈S (n2,n1−1)
(−1)(n2+1)n1χ(σ, g1, . . . , gn1+n2−1)(−1)
(|h1 |+1)(|h2 |+1+
n2∑
j=1
|gσ( j) |)+n2+1
•
ln1+1
(
ln2+1
(
sh2, gσ(1), . . . , gσ(n2)
)
, sh1, gσ(n2+1), . . . , gσ(n1+n2−1)
)
=
∑
σ∈S (n2,n1−1)
(−1)(n2+1)n1χ(σ, g1, . . . , gn1+n2−1)(−1)
(|h1 |+1)(|h2 |+1+
n2∑
j=1
|gσ( j) |)+n2+1
•
(−1)
(|h1 |+1)(|h2 |+1+
n2∑
j=1
|gσ( j) |+n2−1)+1
ln1+1
(
sh1, ln2+1(sh2, gσ(1), . . . , gσ(n2))︸                          ︷︷                          ︸
:=ĥ2
, gσ(n2+1), . . . , gσ(n1+n2−1)
)
=
∑
σ∈S (n2,n1−1)
χ(σ, g1, . . . , gn1+n2−1)(−1)
(|h1 |+1)(n2−1)+(n2+1)n1+n2 ln1+1
(
sh1, ĥ2, gσ(n2+1), . . . , gσ(n2+n1−1)
)
=
∑
σ∈S (n2,n1−1)
∑
τ∈S n1−1
(−1)θ1
{
h1 ◦
(
sĥ2 ⊗ sgσ(n2+τ(1)) ⊗ . . . ⊗ sgσ(n2+τ(n1−1))
)
︸                                                   ︷︷                                                   ︸
B1
− (−1)(|ĥ2 |+1)(|h1+1|) ĥ2◦¯
(
sh1 ◦
(
idsV ⊗ sgσ(n2+τ(1)) ⊗ . . . ⊗ sgσ(n2+τ(n1−1))
))︸                                                             ︷︷                                                             ︸
B2
}
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+
∑
σ∈S (n2,n1−1)
∑
τ∈S (n1−1)
n1−1∑
i=1
(−1)θ2
{
h1 ◦
(
sgσ(n2+τ(1)) ⊗ . . . ⊗ sgσ(n2+τ(i)) ⊗ sĥ2 ⊗ . . . ⊗ sgσ(n2+τ(n1−1))
)
︸                                                                            ︷︷                                                                            ︸
B3
− (−1)(|h1 |+1)(|gσ(n2+τ(1))|+1) gσ(n2+τ(1))◦¯
(
sh1 ◦
(
idsV ⊗ sgσ(n2+τ(2)) ⊗ . . . ⊗ sgσ(n2+τ(i)) ⊗ sĥ2 ⊗ . . . ⊗ sgσ(n2+τ(n1−1))
))︸                                                                                                       ︷︷                                                                                                       ︸
B4
}
where
(−1)θ1 =χ(σ, g1, . . . , gn1+n2−1)χ(τ, gσ(n2+1), . . . , gσ(n2+n1−1))
· (−1)(|h1 |+1)(n2−1)+(n2+1)n1+n2(−1)
n1(|h1 |+1)+(n1−1)(|ĥ2 |)+
n1−2∑
k=1
k∑
j=1
|gσ(n2+τ( j))|
.
(−1)θ2 =χ(σ, g1, . . . , gn1+n2−1)χ(τ, gσ(n2+1), . . . , gσ(n2+n1−1)) · (−1)
(|h1 |+1)(n2−1)+(n2+1)n1+n2
· (−1)
n1(|h1 |+1)+
n1−2∑
k=1
k∑
j=1
|gσ(n2+τ( j))|+
i∑
j=1
|gσ(n2+τ( j))|+(n1−i−1)|ĥ2 |+(|ĥ2 |)(
i∑
j=1
|gσ(n2+τ( j))|)+i
Let’s compute the terms B1, B2, B3, B4 together with their coefficients.
B1 =
∑
σ∈S (n2,n1−1)
∑
τ∈S n1−1
(−1)θ1h1 ◦ (sĥ2 ⊗ . . . ⊗ sgσ(n2+τ(1)) ⊗ . . . ⊗ sgσ(n2+τ(n1−1)))
=
∑
σ∈S (n2,n1−1)
∑
τ∈S n1−1
(−1)θ1h1 ◦
(
sln2+1(sh2, gσ(1), . . . , gσ(n2)), sgσ(n2+τ(1)) ⊗ . . . ⊗ sgσ(n2+τ(n1−1))
)
=
∑
σ∈S (n2,n1−1)
∑
τ∈S n1−1
(−1)θ1
∑
δ∈S n2
χ(δ, gσ(1), . . . , gσ(n2))(−1)
n2(|h2 |+1)+
n2−1∑
k=1
k∑
j=1
|gσ(δ( j))|
•
h1 ◦
{(
sh2 ◦ (sgσδ(1), . . . , sgσδ(n2)) ⊗ sgσ(n2+τ(1)) ⊗ . . . ⊗ sgσ(n2+τ(n1−1))
)
− (−1)(|gσδ(1) |+1)(|h2 |+1)•(
sgσδ(1)◦¯
(
sh2 ◦ (idsV ⊗ sgσδ(2) ⊗ . . . ⊗ sgσδ(n2))
)
⊗ sgσ(n2+τ(1)) ⊗ . . . ⊗ sgσ(n2+τ(n1−1))
)}
=
∑
π∈S (n1+n2−1)
(−1)η1h1 ◦
{(
sh2 ◦
(
sgπ(1) ⊗ . . . ⊗ sgπ(n2)
)
⊗ sgπ(n2+1) ⊗ . . . ⊗ sgπ(n2+n1−1)
)
− (−1)(|gπ(1) |+1)(|h2 |+1)
(
sgπ(1)◦¯
(
sh2 ◦ (idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(n2))
)
⊗ sgπ(n2+1) ⊗ . . . ⊗ sgπ(n2+n1−1)
)}
where
(−1)η1 =(−1)θ1χ(δ, gσ(1), . . . , gσn2)(−1)
n2(|h2 |+1)+
n2−1∑
k=1
k∑
j=1
|gσ(δ( j))|
=χ(π, g1, . . . , gn1+n2−1)(−1)
(|h1 |+|h2 |)(n1+n2−1)+1+
n1+n2−2∑
k=1
k∑
j=1
|gπ( j) |
.
Notice that, in the last equality above, we use lemma 7.3 to replace the triple (δ, σ, τ) by its
corresponding permutation π ∈ S n1+n2−1 and we use the fact
χ(π, g1, . . . , gn1+n2−1) = χ(σ, g1, . . . , gn1+n2−1)χ(τ, gσ(n2+1), . . . , gσ(n2+n1−1))χ(δ, gσ(1), . . . , gσ(n2)).
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Similarly, we have
B2 =
∑
σ∈S (n2,n1−1)
∑
τ∈S n1−1
(−1)θ1(−1)1+(|ĥ2 |+1)(|h1 |+1)ĥ2◦¯
(
sh1 ◦ (idsV ⊗ sgσ(n2+τ(1)) ⊗ . . . ⊗ sgσ(n2+τ(n1−1)))
)
=
∑
π∈S (n1+n2−1)
(−1)η2
{
h2 ◦
(
sgπ(1) ⊗ . . . ⊗ sgπ(n2)
)
− (−1)(|h2 |+1)(|gπ(1) |+1)•
(
gπ(1)◦¯
(
sh2 ◦ (idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(n2))
))}
◦¯
(
sh1 ◦
(
idsV ⊗ sgπ(n2+1) ⊗ . . . ⊗ sgπ(n2+n1−1)
))︸                                                  ︷︷                                                  ︸
:=h˜1
=
∑
π∈S (n1+n2−1)
(−1)η2
{ n2∑
k=1
(−1)
(
n2∑
j=k+1
(|gπ( j) |+1))(|h˜1 |)
h2 ◦
(
sgπ(1) ⊗ . . . ⊗ sgπ(k)◦¯h˜1 ⊗ sgπ(k+1) ⊗ . . . ⊗ sgπ(n2)
)}
+ (−1)η2(−1)1+(|h2 |+1)(|gπ(1) |+1)
{
gπ(1)◦¯
(
sh2 ◦ (idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(n2)), h˜1
)
+ (−1)
|h˜1 |
( n2∑
j=2
(|gπ( j) |+1)
)
gπ(1)◦¯
(
sh2 ◦
(
h˜1 ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(n2)
))
+
n2∑
k=2
(−1)
|h˜1 |
( n2∑
j=k+1
(|gπ( j) |+1)
)
gπ(1)◦¯
(
sh2 ◦
(
idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(k)◦¯h˜1 ⊗ sgπ(k+1) ⊗ . . .
. . . ⊗ sgπ(n2)
))
+ (−1)
|h˜1 |
( n2∑
j=2
(|gπ( j) |+1)+|h2 |+1
)
gπ(1)◦¯
(
h˜1, sh2 ◦ (idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(n2))
)}
where
(−1)η2 =(−1)η1(−1)1+(|ĥ2 |+1)(|h1 |+1)
=χ(π, g1, . . . , gn1+n2−1)(−1)
(|h1 |+|h2 |)(n1+n2−1)+1+
n1+n2−2∑
k=1
k∑
j=1
|gπ( j) |+1+(|ĥ2 |+1)(|h1 |+1)
=χ(π, g1, . . . , gn1+n2−1)(−1)
(|h1 |+|h2 |)(n1+n2−1)+
n1+n2−2∑
k=1
k∑
j=1
|gπ( j) |+
(
|h2 |+n2−1+
n2∑
j=1
|gπ( j) |
)(
|h1 |+1
)
B3 =
∑
σ∈S (n2,n1−1)
∑
τ∈S (n1−1)
n1−1∑
i=1
(−1)θ2h1 ◦
{
sgσ(n2+τ(1)) ⊗ . . . ⊗ sgσn2+τ(i) ⊗ sĥ2 ⊗ . . . ⊗ sgσ(n2+τ(n1−1))
}
=
∑
π∈S (n2+n1−1)
n1−1∑
i=1
(−1)η3h1 ◦
{
sgπ(n2+1) ⊗ . . . ⊗ sgπ(n2+i) ⊗ sh2 ◦ (sgπ(1) ⊗ . . . ⊗ sgπ(n2)) ⊗ . . . ⊗ sgπ(n1+n2−1)
− (−1)(|h2 |+1)(|gπ(1) |+1)sgπ(n2+1) ⊗ . . . ⊗ sgπ(n2+i) ⊗ sgπ(1)◦¯
(
sh2 ◦ (idsV ⊗ sgπ(2) ⊗ . . . ⊗ sgπ(n2))
)
⊗ . . .
. . . ⊗ sgπ(n1+n2−1)
}
where
(−1)η3 =(−1)θ2χ(δ, gσ(1), . . . , gσ(n2))(−1)
n2(|h2 |+1)+
n2−1∑
k=1
|gπ( j) |
=χ(σ, g1, . . . , gn1+n2−1)χ(τ, gσ(n2+1), . . . , gσ(n2+n1−1)) · (−1)
(|h1 |+1)(n2−1)+(n2+1)n1+n2
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· (−1)
n1(|h1 |+1)+
n1−2∑
k=1
k∑
j=1
|g(σ+τ( j))|+
i∑
j=1
|gσ(n2+τ( j))|+(n1−i−1)|ĥ2 |+|ĥ2 |
( n2+i∑
j=n2+1
|gπ( j) |
)
+i
· (−1)
n2(|h2 |+1)+
n2−1∑
k=1
|gπ( j) |
χ(δ, gσ(1), . . . , gσ(n2))
=χ(π, g1, . . . , gn1+n2−1)(−1)
(|h1 |+|h2 |)(n1+n2−1)+1+
n1+n2−2∑
k=1
k∑
j=1
|gπ( j) |+(1+|h2 |+n2+
n2∑
j=1
|gπ( j) |)(i+
i∑
j=1
|gπ(n2+ j) |)
B4 =
∑
π∈S (n2+n1−1)
n1−1∑
i=1
(−1)η4gπ(n2+1)◦¯
{
sh1 ◦
(
idsV ⊗ sgπ(n2+2) ⊗ . . . ⊗ sgπ(n2+i) ⊗ sh2 ◦ (sgπ(1) ⊗ . . . sgπ(n2)) ⊗ . . .
⊗ sgπ(n2+n1−1)
)
− (−1)(|h2 |+1)(|gπ(1) |+1)sh1 ◦
(
idsV ⊗ sgπ(n2+2) ⊗ . . . ⊗ sgπ(n2+i) ⊗ sgπ(1)◦¯
(
sh2 ◦ (ısV ⊗ sgπ(2) ⊗ . . .
. . . sgπ(n2))
)
⊗ . . . ⊗ sgπ(n2+n1−1)
)}
where
(−1)η4 = (−1)η3(−1)1+(|h1 |+1)(|gπ(n2+1)|+1).
(C) When i = n1 + 1,
∑
ρ∈S (n1+1,n2)
(−1)(n1+1)n2χ(ρ, x1, . . . , xn1+n2+1)ln2+1
(
ln1+1(xρ(1), . . . , xρ(n2+1)), . . . , xρ(n1+n2+1)
)
=
∑
σ∈S (n1,n2−1)
(−1)(n1+1)n2(−1)
n1+(|h2 |+1)(
n1∑
j=1
gσ( j))
χ(σ, g1, g2, . . . , gn1+n2−1)•
ln2+1(l1(sh1, gσ(1), . . . , gσ(n1)), sh2, gσ(n1+1), . . . , gσ(n1+n2−1))
=
∑
σ∈S (n1,n2−1)
(−1)(n1+1)n2(−1)
n1+(|h2 |+1)(
n1∑
j=1
gσ( j))
(−1)
(|h2 |+1)(
n1∑
j=1
gσ( j)+|h1 |+n1)+1
χ(σ, x1, . . . , xn1+n2+1)•
ln2+1(sh2, ln1+1(sh1, gσ(1), . . . , gσ(n1)), gσ(n1+1), . . . , gσ(n2+n1−1))
=
∑
σ∈S (n1,n2−1)
(−1)(n1+1)(n2+1)+(|h2 |+1)(|h1 |+n1)χ(σ, g1, . . . , gn1)•
ln2+1(sh2, ln1+1(sh1, gσ(1), . . . , gσ(n1)), gσ(n1+1), . . . , gσ(n2+n1−1))
Switch the roles of h1, n1 and h2, n2 in the expansion of
ln1+1
(
sh1, ln2+1(sh2, gσ(1), . . . , gσ(n2)), gσ(n2+1), . . . , gσ(n1+n2−1)
)
,
which has been computed in case (B), then we will get the expansion of
ln2+1(sh2, ln1+1(sh1, gσ(1), . . . , gσ(n1)), gσ(n1+1), . . . , gσ(n2+n1−1)).
Then the expansion for case (C) comes out. Then, we can found that the terms of the same
form appear exactly twice in the expansion of (A)+(B)+(C), and they have opposite signs. Thus
(A) + (B) + (C) = 0 holds. So CAvA(V) forms a L∞-algebra. 
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