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Abstract
We obtain a description of the Boolean dual function of the Bipartite Perfect Matching decision
problem, as a multilinear polynomial over the Reals. We show that in this polynomial, both the
number of monomials and the magnitude of their coefficients are at most exponential in O(n log n).
As an application, we obtain a new upper bound of O(n1.5√logn) on the approximate degree
of the bipartite perfect matching function, improving the previous best known bound of O(n1.75).
We deduce that, beyond a O(√logn) factor, the polynomial method cannot be used to improve the
lower bound on the bounded-error quantum query complexity of bipartite perfect matching.
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1 Introduction
The bipartite perfect matching decision problem is the task of determining whether a balanced bipartite
graph contains a subset of edges such that every vertex is incident to exactly one edge. This decision
problem is naturally represented by the following Boolean function:
Definition. The bipartite perfect matching function BPMn ∶ {0,1}n2 → {0,1} is defined as follows:
BPMn(x1,1, . . . , xn,n) = {1 {(i, j) ∶ xi,j = 1} has a Bipartite Perfect Matching
0 Otherwise
The input bits ofBPMn select a subset of the edges from the complete bipartite graph, and the output
bit is set to 1 if and only if the chosen graph contains a bipartite perfect matching over the vertices of
Kn,n. It is well known that any Boolean function can be uniquely represented by a multilinear polynomial
over the Reals. In [BN20], a complete characterization of the multilinear polynomial representing BPMn
over the Reals is obtained, using a connection between the Mo¨bius numbers of the Birkhoff polytope’s
face lattice, and the cyclomatic numbers of matching-covered graphs.
In this paper, we investigate the “Boolean Dual” function of bipartite perfect matching, which is the
function defined by: BPM⋆n(x1,1, . . . , xn,n) = 1 −BPMn(1 − x1,1, . . . ,1 − xn,n). Intuitively, this function
can be thought of as a representation in which the symbols 0 and 1 switch roles. Concretely, BPM⋆n
returns 1 if and only if the complement of the input graph does not contain a bipartite perfect matching.
Our main result is the characterization of the unique polynomial representing BPM⋆n over the Reals.
To present our results, we introduce some notation. A graph G ⊆ Kn,n is said to be totally ordered,
if its left vertices can be arranged such that: N(a1) ⊆ N(a2) ⊆ ⋅ ⋅ ⋅ ⊆ N(an). Given a totally ordered
graph, both its left and right bipartitions can be sorted in descending order of degree. Thus, the
sorted graph can be described by a “representing sequence” of integers (d1, k1), . . . , (dt, kt), such that
0 ≤ d1 < d2 < ⋅ ⋅ ⋅ < dt ≤ n, 0 < k1 < k2 < ⋅ ⋅ ⋅ < kt = n, and for each kj−1 < i ≤ kj , the left vertex ai is
adjacent only to the right vertices {b1, . . . , bdj}. For example, the biclique Ks,t ⊆Kn,n is represented by
the sequence (0, n − s), (t, n). Using this notation, we obtain the following characterization:
Theorem 1: The Dual Polynomial of Bipartite Perfect Matching
BPM⋆n(x1,1, . . . , xn,n) = ∑
G⊆Kn,n
a⋆G ∏
(i,j)∈E(G)
xi,j
• If G is not totally ordered, then a⋆G = 0.
• Otherwise, let (d1, k1), . . . , (dt, kt) be the representing sequence of G, and let k0 = 0. Then:
a⋆G = (n − kt−1 − 1
n − dt
) ⋅ t−1∏
i=1
f (di+1 − ki−1, di − ki−1, ki − ki−1)
where:
f(n, d, k) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(n − 1
k
), d ≤ 0
−(n − d − 1
k − d
)(k − 1
d − 1
), d > 0
This characterization of the dual polynomial yields tight bounds, both on the number of monomials
appearing in the polynomial, and on the magnitude of their coefficients. In the polynomial representing
BPMn, the number of monomials is 2
n2(1 − on(1)), and the coefficients all have magnitude exactly 1.
In contrast, for the dual polynomial BPM⋆n we have:
Corollary. The number of monomials appearing in the unique polynomial representing BPM⋆n is:
∣mon(BPM⋆n)∣ = 22n log2(n)±O(n)
Furthermore, ∀G ⊆Kn,n, the magnitude of the coefficient a⋆G is bounded by ∣a⋆G∣ ≤ 22n.
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The sparse representation of BPM⋆n , combined with the low magnitude of its coefficients, yields
complexity-theoretic results. As an application, we obtain an upper bound on the approximate polyno-
mial degree of BPMn. The ǫ-approximate degree, d̃egǫ(f), of a Boolean function f ∶ {0,1}n → {0,1} is
the minimal degree of a Real polynomial which approximates f pointwise on all points in the discrete
cube, with error at most ǫ. The previous best known upper bound for the bipartite perfect matching
function was d̃eg1/3(BPMn) = O(n1.75), due to Lin and Lin [LL15]. Our result is the following:
Corollary. Let n > 1 and let 2−n logn ≤ ǫ ≤ 1
3
. The ǫ-approximate degree of BPMn is bounded by:
d̃egǫ(BPMn) = O(n1.5√logn)
Polynomial approximate degree plays a central role in the concrete complexity model of quantum
query algorithms. In particular, Beals et al. [BBC+01] showed that for any Boolean function f , the
bounded-error quantum query complexity of f is lower-bounded by 1
2
⋅ d̃eg1/3(f). For the bipartite
perfect matching function, a simple adversary argument suffices for obtaining a lower bound of Ω(n1.5)
on the quantum query complexity. Thus, we deduce that the approximate degree bound cannot be used
to raise the lower bound on the quantum query complexity of BPMn, beyond a O(√logn) factor.
2 Preliminaries and Notation
2.1 Boolean Functions and Polynomial Representation
Let f ∶ {0,1}n → {0,1} be a Boolean function. The polynomial p(x1, . . . , xn) ∈ R[x1, . . . , xn] represents
f , if ∀x1, . . . , xn ∈ {0,1} ∶ p(x1, . . . , xn) = f(x1, . . . , xn). Recall the following useful fact regarding
Boolean functions:
Fact 2.1. Any Boolean function f ∶ {0,1}n → {0,1} can be uniquely represented by a multilinear
polynomial over the Reals.
Given a multilinear polynomial, we denote the set of all monomials in its support as follows:
Notation 2.2. Let f(x1, . . . , xn) = ∑S⊆[n] aS (∏i∈S xi) ∈ R[x1, . . . , xn] be a multilinear polynomial over
the Reals. The set of all monomials appearing in f is denoted by:
mon(f) = {S ⊆ [n] ∶ aS ≠ 0}
In the context of Boolean functions, it is sometimes useful to consider the transformation of a Boolean
vector in which an arbitrary subset of bits have been flipped. Thus, if x ∈ {0,1}n, and S ⊆ [n], we use
the notation xS to indicate the vector in which the coordinates S have been flipped. For any i ∈ [n], the
notation xi is shorthand for x{i}.
2.2 Graphs
We use several standard definitions and notation relating to graphs. If G is a graph, we denote its vertex
set by V (G), its edge set by E(G), and its connected components by C(G). For any vertex v ∈ V (G),
the neighbour set of v is denoted by N(v), and its degree is denoted deg(v) = ∣N(v)∣. The set of all
perfect matchings of G is denoted by PM(G). We also use the following, slightly less common, quantity:
Definition 2.3. Let G be a graph. The cyclomatic number of G is defined by:
χ(G) = ∣E(G)∣ − ∣V (G)∣ + ∣C(G)∣
We also use the common operations on graphs. If v ∈ V (G), then G − v is the graph whose vertex
set is V (G) ∖ {v}, and in which all the edges incident to v are omitted. If U ⊆ V (G) is a set of vertices,
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the notation G [U] refers to the induced graph on the vertices U . The vertex set of G [U] is U , and the
edges are all edges of G which are only incident to vertices in the set U .
Throughout this paper, we restrict our attention only to balanced bipartite graphs over the vertices
of the complete bipartite graph, Kn,n. By convention, we label the left vertices of Kn,n by a1, . . . , an,
and the right vertices by b1, . . . , bn. The notation G ⊆ Kn,n is used to indicate that G is a balanced
bipartite graph over the vertices of Kn,n. Similarly, the notation G ⊆ H indicates that V (G) = V (H)
and E(G) ⊆ E(H).
2.3 Quantum Query Complexity
We consider the standard quantum query model (see, e.g., [BDW02]). For a recent textbook on the
framework of quantum computing, we refer the reader to [NC02].
An d-query algorithm in the quantum query model can be described as follows. The initial state is the
n-bit zero-state, ∣0 . . .0⟩. At each step t ∈ [d], the algorithm applies some fixed unitary transformation
Ut to the current state, followed by a “query” transformation O. The transformations Ut are fixed, and
are independent of the input x. In constrast, the “query transformations”, O, are unitaries modeling
a query to the given input x ∈ {0,1}n. Each query O maps ∣i, b, z⟩ ↦ ∣i, b⊕xi, z⟩, where i ∈ ⌈logn⌉,
b ∈ {0,1} and z is the ancilla. The final state of a query algorithm is the result of applying all the above
transformations to the initial state, namely:
A(x) = (UdOUd−1O . . .OU1) ∣0 . . . 0⟩
Finally, the algorithm measures the final state, and outputs the rightmost bit of the observed basis
state. In this paper, we refer to the bounded-error quantum query complexity, which is defined as follows:
Definition 2.4. Let f ∶ {0,1}n → {0,1} be a Boolean function. The bounded-error quantum query
complexity of f , Q2(f), is the smallest number d, such that there exists a quantum query algorithm A
making at most d queries, and satisfying:
∀x ∈ {0,1}n ∶ Pr [A(x) = f(x)] ≥ 2
3
3 The Dual Polynomial of Bipartite Perfect Matching
This section centers around the proof of Theorem 1. To provide the proof, we must first familiarize
ourselves with several useful definitions and notion. To this end, we begin by defining Boolean dual
functions, and by recalling two relevant graph families: “matching-covered” graphs, and elementary
graphs. Then, we introduce the notion of sorted and ordered graphs, which serve as the building blocks
of our proof. Finally, we provide our proof of Theorem 1.
3.1 Boolean Dual Functions
Definition 3.1. Let f ∶ {0,1}n → {0,1} be a Boolean function. The Boolean Dual function of f ,
f⋆ ∶ {0,1}n → {0,1}, is defined as follows:
f⋆(x1, . . . , xn) = 1 − f(1 − x1, . . . ,1 − xn)
Intuitively, in the Boolean dual, the symbols 0 and 1 switch roles. From a geometric perspective,
if we consider f to be a colouring of the vertices of the n-dimensional hypercube using two colours,
then the duality transformation simply mirrors all vertices and inverts their colours. Alternately, from
an algebraic perspective, when representing the functions using multilinear polynomials over the Reals,
each monomial in the “primal” function corresponds to an AND function, whereas in the dual each
monomial corresponds to an OR (over the original input bits).
A Boolean function f and its dual f⋆ share many properties. For example, their Fourier spectra are
identical (up to signs of Fourier coefficients, see [O’D14]). Nevertheless, the “complexities” of the unique
multilinear polynomials representing f and f⋆ can differ greatly. By way of example, the polynomial
representing ANDn consists of a single monomial, whereas its dual (AND
⋆
n = ORn) has exactly 2
n − 1
monomials.
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3.2 Matching-Covered and Elementary Graphs
A graph G ⊆Kn,n is said to be matching-covered if every edge of G participates in some perfect matching.
In other words, G matching-covered if its edge set can be described as the union over a set of perfect
matchings S ⊆ PM(G). Formally:
Definition 3.2. Let G ⊆Kn,n be a graph. G is matching-covered if and only if:
∀e ∈ E(G) ∶ ∃M ∈ PM(G) ∶ e ∈M
Notation 3.3. The set of all matching-covered graphs G ⊆Kn,n is denoted by:
MCn = {G ⊆Kn,n ∶ G is matching-covered}
Matching-covered graphs have many interesting combinatorial properties. The set of all such graphs,
together with the subset relation over the edges, forms a lattice. A key result by Billera and Sarangarajan
[BS94] showed that this lattice is, in fact, isomorphic to the face lattice of the Birkhoff polytope, Bn.
This lattice was later shown by [BN20] to be intimately related to the multilinear polynomial represent-
ing the bipartite perfect matching function, BPMn. Namely, the monomials of the polynomial are the
elements of the lattice, and their coefficients are the Mo¨bius numbers of this lattice.
A closely related family of graphs are the Elementary Graphs :
Definition 3.4. Let G ⊆Kn,n be a graph. Then:
G is elementary ⇐⇒ G is a connected matching-covered graph
Notation 3.5. The set of all elementary graphs G ⊆Kn,n is denoted by:
ELn = {G ⊆Kn,n ∶ G is elementary}
Elementary graphs were studied at length, both by Lova´sz and Plummer [PL86], and earlier by
Hetyei [Het64]. Consequently, their works have yielded robust characterizations of elementary graphs.
In particular, we recall the following useful theorem, due to Hetyei:
Theorem 3.6 [Het64]. Let G = (A ⊍B,E) be a bipartite graph. The following are equivalent:
• G is elementary.
• G has exactly two minimum vertex covers, A and B.
• ∣A∣ = ∣B∣ and for every ∅ ≠X ⊂ A, ∣N(X)∣ > ∣X ∣.
• G =K2, or ∣V (G)∣ ≥ 4 and for any a ∈ A, b ∈ B, G − a − b has a perfect matching.
• G is connected and every edge is “allowed”, i.e., appears in a perfect matching of G.
3.3 Ordered Graphs
Definition 3.7. Let G ⊆ Kn,n. G is a totally ordered graph, if there exists an ordering π ∈ Sn of
its left vertices, such that:
N(aπ(1)) ⊆ N(aπ(2)) ⊆ ⋅ ⋅ ⋅ ⊆N(aπ(n))
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Given a totally ordered graphG, we may permute the vertices in its left and right bipartitions (separately)
so that both bipartitions are sorted in decreasing order of degree. Applying this transformation yields a
graph H ≅ G, which we refer to as a “sorted ordered graph”. Formally:
Definition 3.8. Let G ⊆Kn,n. G is a sorted ordered graph if:
deg(a1) ≤ deg(a2) ≤ ⋅ ⋅ ⋅ ≤ deg(an)
and furthermore:
∀i ∈ [n] ∶ N(ai) = {b1, . . . , bdeg(ai)}
The adjacency relation of a sorted ordered graph can be succinctly and uniquely described by a short
sequence of integers, which we dub the “representing sequence” of the graph:
Definition 3.9. Let G ⊆Kn,n be a sorted ordered graph. The representing sequence of G is defined
by: SG = {(d1, k1), . . . , (dt, kt)}, where:
0 ≤ d1 < d2 < ⋅ ⋅ ⋅ < dt ≤ n
0 < k1 < k2 < ⋅ ⋅ ⋅ < kt = n
and furthermore:
∀i ∈ [n] ∶ N(ai) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
{b1, . . . , bd1}, 0 < i ≤ k1{b1, . . . , bd2}, k1 < i ≤ k2
⋮ ⋮{b1, . . . , bdt}, kt−1 < i ≤ kt
The representing sequence SG of a sorted ordered graph G ⊆Kn,n is essentially a “compressed” form
of its degree sequence; each pair (di, ki) in the sequence indicates a run of (ki − ki−1) left vertices, all of
whose neighbour sets are exactly {b1, . . . , bdi}. Thus, the biadjacency matrix of G is simply described in
terms of SG, as follows:
1 1 1
1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
a1 a2 a3 a4 a5 a6 a7 a8
b1
b2
b3
b4
b5
b6
b7
b8
k1 k2 − k1 k3 − k2
d1
d2 − d1
d3 − d2
n
n
Figure 1: The biadjacency matrix of a sorted ordered graph G.
The representing sequence of G is SG = {(d1, k1), (d2, k2), (d3, k3)}
Lastly, we introduce some additional notation for a particular family of sorted ordered graphs –
those whose representing sequence has length exactly 2. Apart from complete bipartite graphs (whose
representing sequence is of length 1), these are the simplest form of sorted ordered graphs. Nevertheless,
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such graphs will later turn out to be especially useful in the proof of Theorem 1, thus we introduce the
following notation:
Notation 3.10. Let n, d, k ∈ N, where 0 ≤ d ≤ n and 0 < k < n. The notation ⟨n, d, k⟩-block refers to
the sorted ordered graph G ⊆Kn,n, whose representing sequence is:
S⟨n,d,k⟩ = {(d, k), (n,n)}
1 1
1 1
1 1
1 1 1 1 1
1 1 1 1 1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
k
n
d
Figure 2: The biadjacency matrix of an ⟨n, d, k⟩-block
3.4 Proof of Theorem 1
Definition 3.11. Let BPM⋆n ∶ {0,1}n2 → {0,1} be the Boolean dual function of BPMn, defined by:
BPM⋆n(x1,1, . . . , xn,n) = {1, {(i, j) ∶ xi,j = 0} Does not have a Perfect Matching0, Otherwise
In [BN20], a partial characterization of the support of the multilinear polynomial representing BPM⋆n
was given, whereas the complete characterization was left as an open question. In this section, we prove
Theorem 1, which is a complete characterization of BPM⋆n .
To this end, we begin by recalling several useful lemmas regarding the dual coefficients of graphs
appearing in the dual polynomial, BPM⋆n . The first two lemmas restrict the support of monomials in
the dual polynomial to the set of totally ordered graphs, which are not matching-covered. The third
lemma offers a concrete expression by which the dual coefficient of a given graph may be computed:
Lemma 3.12 [BN20]. Let G ⊆Kn,n. If G is not totally ordered, then a⋆G = 0.
Lemma 3.13 [BN20]. Let G ⊆Kn,n. If G ∈MCn, then a⋆G = 0.
Lemma 3.14 [BN20]. Let G ⊆Kn,n. The dual coefficient of G is:
a⋆G = (−1)∣E(G)∣+1 ∑
H⊇G
H∈MCn
(−1)χ(H)
Corollary 3.14.1. Let G ⊆Kn,n be a graph. If all the left vertices or all the right vertices of G are in
the same connected component. Then:
a⋆G = ∑
G⊆H⊆Kn,n
H∈ELn
(−1)∣E(H)∖E(G)∣
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Proof. Recall that every connected component of a matching-covered graph is elementary. Furthermore,
elementary graphs are balanced. Thus, G ⊆H ∈MCn Ô⇒ H is elementary, and we have:
a⋆G = (−1)∣E(G)∣+1 ∑
H⊇G
H∈MCn
(−1)χ(H)
= (−1)∣E(G)∣+1 ∑
H⊇G
H∈ELn
(−1)∣E(H)∣−2n+1 = ∑
H⊇G
H∈ELn
(−1)∣E(H)∖E(G)∣
Next, we make the following observation: if G is a totally ordered graph whose coefficient we wish to
compute using Lemma 3.14, then we may restrict our attention to a particular subset of edges. Namely,
whereas Lemma 3.14 mandates that we consider every possible “completion” of G to a matching-covered
graph, the following lemma shows that we can instead only consider completions which are confined to
the set of “permitted edges” for G.
Definition 3.15. Let G ⊆ Kn,n be a sorted ordered graph, and let SG = {(d1, k1), . . . , (dt, kt)} be its
representing sequence. The set of permitted edges for G is denoted PG, and is defined by:
(ai, bj) ∈ PG ⇐⇒
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
d1 < j ≤ d2, 0 < i ≤ k1
d2 < j ≤ d3, k1 < i ≤ k2
⋮ ⋮
dt < j ≤ n, kt−1 < i ≤ kt
1 1
1 1
1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
k1 k2 − k1 k3 − k2 k4 − k3
d2
d3 − d2
d4 − d3
n − d4
Figure 3: A sorted ordered graph G, with SG = {(d1, k1), (d2, k2), (d3, k3), (d4, k4)}.
Orange blocks indicate the edges of G, and green blocks indicate the permitted edges, PG.
Lemma 3.16. Let G ⊆Kn,n be a sorted ordered graph. Then:
a⋆G = ∑
G⊆H∈ELn
(E(H)∖E(G))⊆PG
(−1)∣E(H)∖E(G)∣
Proof. Let S = E(Kn,n) ∖ (PG ⊍ E(G)). By Lemma 3.14, Corollary 3.14.1, and using the inclusion-
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exclusion principle, we have:
a⋆G = (−1)∣E(G)∣+1 ∑
H⊇G
H∈MCn
(−1)χ(H)
= ∑
G⊆H∈ELn
(E(H)∖E(G))⊆PG
(−1)∣E(H)∖E(G)∣ + (−1)∣E(G)∣+1 ∑
G⊆H∈MCn
E(H)∩S≠∅
(−1)χ(H)
= ∑
G⊆H∈ELn
(E(H)∖E(G))⊆PG
(−1)∣E(H)∖E(G)∣ + (−1)∣E(G)∣+1 ∑
∅≠T⊆S
(−1)∣T ∣ ∑
(G⊍T )⊆H∈MCn
(−1)χ(H)
Observe that for every set ∅ ≠ T ⊆ S, the graph G ⊍ T is not totally ordered. Therefore, by Lemma
3.12, every summand ∑(G⊍T )⊆H∈MCn(−1)χ(H) in the above sum is zero, thus concluding the proof.
Having shown that only “permitted edges” need be considered, our next step is to reduce the com-
putation of the dual coefficient a⋆G, to that of dual coefficients of simpler graphs. First, we deal with the
following “degenerate” case:
Lemma 3.17. Let G ⊆ Kn,n be a sorted ordered graph and let SG = {(d1, k1), . . . , (dt, kt)} be the
representing sequence of G. If there exists some i ∈ [t − 1] such that di+1 ≤ ki, then a⋆G = 0.
Proof. Let i ∈ [t − 1] such that di+1 ≤ ki, and let X = {a1, . . . , aki} ⊊ {a1, . . . , an}. By Lemma 3.16:
a⋆G = ∑
G⊆H∈ELn
(E(H)∖E(G))⊆PG
(−1)∣E(H)∖E(G)∣
Therefore, it suffices to show that any graph H ⊇ G with (E(H) ∖E(G)) ⊆ PG is not elementary. Let
H be such a graph, then: ∣NH(X)∣ ≤ di+1 ≤ ki = ∣X ∣ and by Theorem 3.6, H is indeed not elementary.
Any graph G whose representing sequence is not degenerate in the above sense, can be nicely decom-
posed into a set of “blocks”. In particular, we show the following:
Lemma 3.18. Let G ⊆ Kn,n be a sorted ordered graph. Let SG = {(d1, k1), . . . , (dt, kt)} be the repre-
senting sequence of G, where ∀i ∈ [t − 1] ∶ di+1 > ki. Denote k0 = 0, dt+1 = n, and:
∀i ∈ [t] ∶ Ai = {aki−1+1, . . . , adi+1}, Bi = {bki−1+1, . . . , bdi+1}
Furthermore, for all i ∈ [t], let Gi = G [Ai ⊍Bi] be the induced graph on the vertices Ai ⊍Bi. Then:
a⋆G =
t∏
i=1
a⋆Gi
Proof. For all i ∈ [t], let Si = {aki−1+1, . . . , aki} and Ti = {bdi+1, . . . , bdi+1}. Observe that the permitted
edges for G are partitioned by the sets Si, Ti as follows: PG = ⊍ti=1(Si × Ti). Furthermore, since
∀i ∈ [t] ∶ di > ki−1, we have:
∀i ∈ [t] ∶ (Ai ×Bi) ∩PG = (Si × Ti)
Thus, each induced graph Gi “covers” the set (Si × Ti), and the set of all induced graphs covers all
the permitted edges PG. Since di > ki−1, then ∀i ∈ [t − 1] ∶ Gi has at least one left vertex, adi+1 , whose
neighbour set in Gi is the entire right bipartition Bi. Similarly, in Gt the neighbour set of the right
vertex bkt−1+1 is the entire left bipartition At. Thus, by Corollary 3.14.1:
∀i ∈ [t] ∶ a⋆Gi = ∑
Gi⊆H
H is elementary
(−1)∣E(H)∖E(G)∣
To complete the proof, it therefore remains to show a bijection between elementary completions of G
using the permitted edges PG, and elementary completions of each of the graphs Gi.
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1 1
1 1
1 1 1 1
1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
k1 k2 − k1 k3 − k2 k4 − k3
d2
d3 − d2
d4 − d3
n − d4
Figure 4: A sorted ordered graph G, with SG = {(d1, k1), (d2, k2), (d3, k3), (d4, k4)}. The permitted
edges PG are covered. Orange blocks indicate the edges of G, green blocks indicate the permitted
edges, and blue blocks are the induced graphs Gi
Let G ⊆ H ∈ ELn such that (E(H) ∖E(G)) ⊆ PG. For all i ∈ [t], let Hi = H [Ai ⊍Bi]. Since
H ⊇ G, clearly also ∀i ∈ [t] ∶ Hi ⊇ Gi. It remains to show that every such Hi is elementary. To
this end, we use Theorem 3.6: let i ∈ [t] and let X ⊊ Ai. If i = 1, then NH(X) = NH1(X), and
since H is elementary, we have ∣NH1(X)∣ = ∣NH(X)∣ > ∣X ∣, as required. Otherwise, if i > 1, then let
X ′ = X ⊍ {a1, . . . , aki−1}. Observe that NH(X ′) = NH(X) = NHi(X) ⊍ {b1, . . . , bki−1}. However, H
is elementary, therefore ∣NH(X ′)∣ > ∣X ′∣ = ∣X ∣ + ki−1. Putting the two together, we once again get∣NHi(X)∣ > ∣X ∣.
Conversely, let H1 ⊇ G1, . . . ,Ht ⊇ Gt be elementary graphs. Then it suffices to show that H ⊇ G
whose edges are E(H) = E(G) ∪E(H1) ∪E(H2) ∪ . . . . . . E(Ht) is also elementary. Let X ⊊ A, let i be
the largest index such that ai ∈X , and let j be the index for which kj−1 < i ≤ kj . Thus:
NH(X) =NHj (X ∩Aj) ⊍ {b1, . . . , bki−1}
If X ∩Aj = Aj , then NHj(X ∩Aj) = Bj and thus ∣NH(X)∣ = ki−1+ ∣Bj ∣ = dj+1 > kj ≥ ∣X ∣, and indeed H
is elementary. Otherwise, since Hj is elementary and (X ∩Aj) ⊊ Aj , we have ∣NHj(X ∩Aj)∣ > ∣X ∩Aj ∣,
and therefore:
∣NH(X)∣ = ∣NHj (X ∩Aj)∣ + ki−1 > ∣X ∩Aj ∣ + ki−1 ≥ ∣X ∣
Having reduced the computation of the dual coefficient of any arbitrary ordered graph G to that of
simple “blocks”, we are now left with the task of directly computing the dual coefficient for any such
block. Hence, we show the following:
Lemma 3.19. Let n, d, k ∈ N, such that 0 ≤ d ≤ n, 0 < k < n. The coefficient of the ⟨n, d, k⟩-block is:
a⋆⟨n,d,k⟩ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(n − 1
k
), d = 0
−(n − d − 1
k − d
)(k − 1
d − 1
), d > 0 (⋆)
Proof. The proof is by induction on n, d and k. For the base case, let G be an ⟨2, d,1⟩-block, where
d ∈ {0,1,2}. In all three cases, only K2,2 ⊇ G is elementary, thus by Corollary 3.14.1 they all satisfy
equation (⋆), as required. Next, we use complete induction. Let G be an ⟨n, d, k⟩-block, where n > 2,
and assume equation (⋆) holds for all ⟨n′, d′, k′⟩-blocks, such that:
(n′ < n) ∨ (n′ = n ∧ k′ = k ∧ d′ > d)
If d > k, then ∀X ⊊ {a1, . . . , an} ∶ ∣N(X)∣ > ∣X ∣, thus by Theorem 3.6, G is elementary and by Lemma
3.13, a⋆G = 0. Otherwise, d ≤ k. In this case, denote S = {(a1, bn), . . . , (ak, bn)}, and partition the set of
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all elementary graphs containing G into two disjoint sets:
H1 = {G ⊆H ∈ ELn ∶ E(H) ∩ S ≠ ∅}
H2 = {G ⊆H ∈ ELn ∶ E(H) ∩ S = ∅}
By Corollary 3.14.1, the dual coefficient of G is given by the sum over the aforementioned sets:
a⋆G = ∑
H∈H1
(−1)∣E(H)∖E(G)∣ + ∑
H∈H2
(−1)∣E(H)∖E(G)∣
The contributions of H1:
To sum the contributions of all graphs inH1, we use the inclusion-exclusion principle. First, note that
BPM⋆n is invariant to permutations over each bipartition (that is, if H ≅ G then a
⋆
G = a
⋆
H). Therefore,
for every subset T ⊆ S of selected edges, we may, without loss of generality, “sort” the graph to obtain an
isomorphic sorted ordered graph. Consequently, denote ∀t ∈ [k] ∶ Gt = G∪{(ak−t+1, bd+1), . . . , (ak, bd+1)}.
By the inclusion-exclusion principle, we have:
∑
H∈H1
(−1)∣E(H)∖E(G)∣ = k∑
t=1
(−1)t+1(k
t
) ⋅ (−1)t ⋅ a⋆Gt = − k∑
t=1
(k
t
) ⋅ a⋆Gt
If t = k, then Gt is an ⟨n, d + 1, k⟩-block, for which the induction hypothesis holds. Otherwise, for
t ∈ [k − 1], the biadjacency matrix of each graph Gt can be partitioned into blocks, as follows:
1 1
1 1
1 1
1 1
1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
k − t t n − k
d
1
n − d − 1
If t < k − d, then by Definition 3.15 the permitted edges for the vertices {a1, . . . , ak−t} in Gt are only
those connecting them to bd+1. Therefore, Gt cannot be completed to an elementary graph using only
permitted edges, and by Lemma 3.16, a⋆Gt = 0. Otherwise, by Lemma 3.18, the coefficient a
⋆
Gt
is the
product of coefficients for each of the three blocks. The first two are an ⟨d + 1, d, k − t⟩-block and a⟨n− k + t, d+ 1− k+ t, t⟩-block. The third is a complete bipartite graph over n− k vertices, and thus does
not affect the coefficient of G.
1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
k − t
d + 1
d
(a) ⟨d + 1, d, k − t⟩-block
1 1
1 1
1 1
1 1 1 1 1
1 1 1 1 1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
t
n − k + t
d + 1 − k + t
(b) ⟨n − k + t, d + 1 − k + t, t⟩-block
Observe that if k − d < t < k, then the ⟨d + 1, d, k + 1⟩-block is elementary, thus by Lemma 3.13, its
dual coefficient is zero. Consequently, only two potentially non-zero cases remain: t = k and t = k − d.
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For both cases, the induction hypothesis holds. Observe that if d = 0, both cases converge to a single
case. Thus:
d > 0:
−
k∑
t=1
(k
t
) ⋅ a⋆Gt = −( kk − d) ⋅ a⋆⟨d+1,d,d⟩ − (kk) ⋅ a⋆⟨n,d+1,k⟩
= −(n − d − 2
k − d − 1
) ⋅ [( k
k − d
) + (k − 1
d
)] = −(n − d − 2
k − d − 1
)(k − 1
d − 1
)
d = 0:
−
k∑
t=1
(k
t
) ⋅ a⋆Gt = −(kk) ⋅ a⋆⟨n,1,k⟩ = (n − 2k − 1)
The contributions of H2:
If k = n − 1, then H2 = ∅, thus there are no contributions from H2. This assertion follows since for
any H ⊇ G with E(H) ∩S = ∅, we have ∣N({a1, . . . , an−1})∣ ≤ n − 1 = ∣{a1, . . . , an−1}∣. Thus, by Theorem
3.6, H is not elementary. Otherwise, if k < n − 1, we claim that:
∑
H∈H2
(−1)∣E(H)∖E(G)∣ = a⋆⟨n−1,d,k⟩
Since the induction hypothesis holds for the ⟨n − 1, d, k⟩-block, proving the above identity would
yield an expression for the contributions of H2. Denote the ⟨n − 1, d, k⟩-block by G′. To prove the
aforementioned identity, it remains to show a bijection between elementary graphs G′ ⊆ H ′ ∈ ELn−1,
and elementary graphs G ⊆ H ∈ ELn, where E(H) ∩ S = ∅. Furthermore, we must also maintain∣E(H ′) ∖E(G′)∣ = ∣E(H) ∖E(G)∣, for any two graphs H ′ and H which are mapped to one another by
the bijection. The bijection is defined as follows:
H ↦H ′:
Let H ⊇ G be an elementary graph such that E(H) ∩ S = ∅. We claim that H ′ = H − an − bn is
also elementary. By Theorem 3.6, it suffices to show that ∀X ⊊ {a1, . . . , an−1} ∶ ∣NH′(X)∣ > ∣X ∣. If
X ∩ {ak+1, . . . , an−1} ≠ ∅, then NH′(X) = {b1, . . . , bn−1}. Thus ∣NH′(X)∣ = n − 1 > ∣X ∣. Otherwise, if
X ∩ {ak+1, . . . , an−1} = ∅, then NH′(X) = NH(X) and therefore: ∣NH′(X)∣ = ∣NH(X)∣ > ∣X ∣, as required.
H ′ ↦H :
Let H ′ ⊇ G′ be an elementary graph. We claim that the graph H ⊆ Kn,n where E(H) = E(H ′) ⊍{(ak+1, bn), . . . , (an, bn)}, is also elementary. Once again, we use Theorem 3.6. Let X ⊊ {a1, . . . , an}.
If X ∩ {ak+1, . . . , an} ≠ ∅, then NH(X) = {b1, . . . , bn}. Thus ∣NH(X)∣ = n > ∣X ∣. Otherwise, if
X ∩ {ak+1, . . . , an} = ∅, then NH(X) = NH′(X) and therefore: ∣NH(X)∣ = ∣NH′(X)∣ > ∣X ∣, as required.
Summing up the contributions:
Finally, we have reduced the computation of the coefficient a⋆⟨n,d,k⟩ to a sum of coefficients a
⋆
⟨n′,d′,k′⟩
for which the induction hypothesis holds. It now remains to sum up the contributions for each possible
case. If d > 0 and k = n − 1, then:
a⋆G = ∑
H∈H1
(−1)∣E(H)∖E(G)∣ = −(n − d − 2
k − d − 1
)(k − 1
d − 1
) = −(n − d − 1
k − d
)(k − 1
d − 1
)
If d > 0 and k < n − 1, then:
a⋆G = ∑
H∈H1
(−1)∣E(H)∖E(G)∣ + ∑
H∈H2
(−1)∣E(H)∖E(G)∣
= −(n − d − 2
k − d − 1
)(k − 1
d − 1
) − (n − d − 2
k − d
)(k − 1
d − 1
) = −(n − d − 1
k − d
)(k − 1
d − 1
)
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If d = 0 and k = n − 1, then:
a⋆G = ∑
H∈H1
(−1)∣E(H)∖E(G)∣ = (n − 2
k − 1
) = (n − 1
k
)
Lastly, if d = 0 and k < n − 1, then:
a⋆G = ∑
H∈H1
(−1)∣E(H)∖E(G)∣ + ∑
H∈H2
(−1)∣E(H)∖E(G)∣
= (n − 2
k − 1
) + (n − 2
k
) = (n − 1
k
)
We are now ready to prove the main theorem:
Theorem 3.20 Theorem 1, restated. Let G ⊆ Kn,n. If G is not totally ordered, then a⋆G = 0.
Otherwise, let SG = {(d1, k1), . . . , (dt, kt)} be the representing sequence of G, and let k0 = 0. Then:
a⋆G = (n − kt−1 − 1
n − dt
) ⋅ t−1∏
i=1
f (di+1 − ki−1, di − ki−1, ki − ki−1)
where:
f(n, d, k) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(n − 1
k
), d ≤ 0
−(n − d − 1
k − d
)(k − 1
d − 1
), d > 0
Proof. Let G ⊆Kn,n. If G is not totally ordered, then by Lemma 3.12, a⋆G = 0. Otherwise, if G is totally
ordered and there exists some i ∈ [t − 1] such that di+1 ≤ ki, then by Lemma 3.17, a⋆G = 0, and indeed:
f (di+1 − ki−1, di − ki−1, ki − ki−1) = (di+1 − ki−1 − 1
ki − ki−1
) = 0
Finally, if G is totally ordered, and ∀i ∈ [t − 1] ∶ di+1 > ki, then let ∀i ∈ [t] ∶ Ai = {aki−1+1, . . . , adi+1},
Bi = {bki−1+1, . . . , bdi+1}, where k0 = 0 and dt+1 = n. Furthermore ∀i ∈ [t], let Gi = G [Ai ⊍Bi] be the
induced graph on the vertices Ai ⊍Bi. By Lemma 3.18:
a⋆G =
t∏
i=1
a⋆Gi
Observe that ∀i ∈ [t−1], the graph Gi is an ⟨di+1 −ki−1, di −ki−1, ki −ki−1⟩-block. Thus, its coefficient
is given by the expression in Lemma 3.19. However, the last graph Gt may not be a “block”. In fact,
there are two possible cases: either dt = n, in which case Gt is a complete bipartite graph, and thus
a⋆G = 1. Otherwise, dt < n, and Gt is a biclique joining n − kt−1 left vertices to n − dt right vertices. In
this case, since a⋆G is invariant to swapping the two bipartitions, then without loss of generality we may
do so, thus obtaining an isomorphic ⟨n − kt−1,0, n − dt⟩-block. Thus, we have:
a⋆Gt =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, dt = n
(n − kt−1 − 1
n − dt
), dt < n = (n − kt−1 − 1n − dt )
Putting it all together, we obtain:
a⋆G =
t∏
i=1
a⋆Gi
= (n − kt−1 − 1
n − dt
) ⋅ t−1∏
i=1
a⋆⟨di+1−ki−1,di−ki−1,ki−ki−1⟩
= (n − kt−1 − 1
n − dt
) ⋅ t−1∏
i=1
f (di+1 − ki−1, di − ki−1, ki − ki−1)
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4 The Approximate Degree of Bipartite Perfect Matching
The ǫ-approximate polynomial degree of a Boolean function f ∶ {0,1}n → {0,1}, is the least degree of a
Real polynomial representing f , with pointwise error at most ǫ. Formally:
Definition 4.1. Let f ∶ {0,1}n → {0,1} be a Boolean function, and let ǫ > 0. The ǫ-approximate degree
of f , d̃egǫ(f), is the least degree of a Real polynomial p(x1, . . . , xn) ∈ R[x1, . . . , xn] such that:
∀x1, . . . , xn ∈ {0,1} ∶ ∣f(x1, . . . , xn) − p(x1, . . . , xn)∣ ≤ ǫ
The notion of approximate degree has found many uses over the years. In the concrete complexity
model of Quantum Query Complexity, Beals et al. [BBC+01] showed that approximate degree lower
bounds imply lower bounds on the bounded-error quantum query complexity, namely: 2 ⋅ Q2(f) ≥
d̃eg1/3(f). This approach, dubbed “The Polynomial Method”, has proved useful in obtaining lower
bounds on the quantum query complexity of Boolean functions. Conversely, upper bounds on the ap-
proximate degree of a Boolean function imply positive algorithm results. For example, upper bounds
on d̃eg1/3(f) imply efficient learning algorithms, including in the setting of agnostic learning [KKMS08],
and for differentially private data release [TUV12].
4.1 A New Upper Bound on d̃egǫ(BPMn)
In an important paper by Nisan and Szegedy [NS94] exploring the notion of approximate degree, the
1
3
-approximate degree of the ANDn function was shown to be O(√n). Their approach used Cheby-
shev polynomials and the technique of symmetrization. Through different techniques, Buhrman, Cleve,
De Wolf and Zalka [BCDWZ99] later proved the following theorem, which generalizes the above and
characterizes the approximate degree of ANDn even for vanishing values of ǫ:
Theorem 4.2 [BCDWZ99]. Let n ∈ N and let 2−n ≤ ǫ ≤ 1
3
. Then:
d̃egǫ(ANDn) = Θ (√n ⋅ log(1/ǫ))
The previous best known upper bound on the approximate degree of the bipartite perfect matching
function is due to Lin and Lin [LL15]. Their work obtained an upper bound of Q2(BPMn) = O(n1.75),
and thus by “The Polynomial Method”, also an upper bound of d̃eg1/3(BPMn) = O(n1.75). In this
subsection, we obtain a new upper bound of d̃egǫ(BPMn) = O(n1.5√logn), for any 2−n logn ≤ ǫ ≤ 13 . Our
proof follows from the characterization of Theorem 1. We begin with the following observation:
Proposition 4.3. Let f ∶ {0,1}n → {0,1} be a Boolean function, and let f⋆ be its Boolean dual. Then:
∀ǫ > 0 ∶ d̃egǫ(f) = d̃egǫ(f⋆)
Proof. Let ǫ > 0, and let p ∈ R [x1, . . . , xn] be a Real polynomial that ǫ-approximates f pointwise. Let
p⋆ ∈ R [x1, . . . , xn] be the Real polynomial defined by: p⋆(x1, . . . , xn) = 1 − p(1 − x1, . . . ,1 − xn) (i.e.,
replace each variable xi with (1−xi), negate all coefficients, and add 1). Observe that deg(p⋆) ≤ deg(p),
since p⋆ is obtained by a linear transformation on p, thus the degree cannot increase. Furthermore,
∀x1, . . . , xn ∈ {0,1}, we have:
∣f⋆(x1, . . . , xn) − p⋆(x1, . . . , xn)∣ = ∣1 − f(1 − x1, . . . ,1 − xn) − (1 − p(1 − x1, . . . ,1 − xn))∣
= ∣f(x1, . . . , xn) − p(x1, . . . , xn)∣ ≤ ǫ
The converse similarly follows, since (f⋆)⋆ = f .
Thus, to obtain an upper bound on d̃egǫ(BPMn), it suffices to obtain a similar bound on d̃egǫ(BPM⋆n).
Recall that by Lemma 3.12, the only monomials that may appear in BPM⋆n are those corresponding to
totally ordered graphs. In fact, in [BN20], the following (asymptotically tight) bounds were established:
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Lemma 4.4 [BN20]. Let n > 1. The number of monomials in BPM⋆n satisfies:
(n!)2 ≤ ∣mon(BPM⋆n)∣ ≤ (n + 2)2n+2
Having bounded the number of monomials, a natural next step might be to seek a bound on the
magnitude of BPM⋆n ’s coefficients. On the one hand, using Theorem 1 it is not hard to see that for some
graphs G ⊆Kn,n, a⋆G may be exponential in n. By way of example, for the biclique Kn,0.5n, we have:
a⋆G = (n − 1n/2 ) ∼
√
πn
2
⋅ 2n
We now show the converse, namely, that for every graph G ⊆Kn,n, a⋆G is at most exponential in 2n:
Lemma 4.5. Let G ⊆Kn,n. Then dual coefficient of G is bounded by ∣a⋆G∣ ≤ 22n.
Proof. If G is not totally ordered then by Lemma 3.12 a⋆G = 0. Otherwise, let {(d1, k1), . . . , (dt, kt)} be
the representing sequence of G, let k0 = 0, and let:
f(n, d, k) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(n − 1
k
), d ≤ 0
−(n − d − 1
k − d
)(k − 1
d − 1
), d > 0
Observe that, regardless of d, we have ∣f(n, d, k)∣ ≤ 2n−d+k. Therefore, by Theorem 1:
∣a⋆G∣ = (n − kt−1 − 1
n − dt
) ⋅ t−1∏
i=1
∣f (di+1 − ki−1, di − ki−1, ki − ki−1) ∣
≤ 2n−kt−1 ⋅
t−1∏
i=1
2di+1−ki−1−(di−ki−1)+ki−ki−1
≤ 2n−kt−1 ⋅ 2dt+kt−1
= 2n+dt ≤ 22n
We are now ready to prove the upper bound on the approximate degree of BPMn:
Theorem 4.6. Let n > 1. For all 2−n logn ≤ ǫ ≤ 1
3
, the ǫ-approximate degree of BPMn is bounded by:
d̃egǫ(BPMn) = O(n1.5√logn)
Proof. By Proposition 4.3, it suffices to bound the approximate degree of BPM⋆n . For each graph
G ∈ mon(BPM⋆n), denote its corresponding monomial by: mG(x1,1, . . . , xn,n) = ∏(i,j)∈E(G) xi,j . Under
this notation, we have:
BPM⋆n(x1,1, . . . , xn,n) = ∑
G∈mon(BPM⋆n)
a⋆G ⋅mG(x1,1, . . . , xn,n)
Observe that every monomial mG is simply an AND function over the variables corresponding to the
edges of G. For every graph G ∈ mon(BPM⋆n) such that ∣E(G)∣ ≥ n1.5, let m̃G be the Real polynomial,
over the variables {xi,j ∶ (i, j) ∈ E(G)}, which approximates mG with error:
ǫ′ = ǫ ⋅ 2−2n ⋅ (n + 2)−(2n+2)
Furthermore, let B̃PM⋆n be the Real polynomial defined by:
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B̃PM⋆n(x1,1, . . . , xn,n) = ∑
G∈mon(BPM⋆n)
∣E(G)∣<n1.5
a⋆G ⋅mG(x1,1, . . . , xn,n) + ∑
G∈mon(BPM⋆n)
∣E(G)∣≥n1.5
a⋆G ⋅ m̃G(x1,1, . . . , xn,n)
Note that, for every graph G, the variables appearing in m̃G are only those corresponding to the edges
of G. Therefore, ∀x ∈ {0,1}n2 we have ∣mG(x)− m̃G(x)∣ ≤ ǫ′ (since the variables {xi,j ∶ (i, j) ∉ E(G)} do
not appear in m̃G, they do not affect m̃G’s output). Thus, using Lemma 4.4 and Lemma 4.5, we have
∀x ∈ {0,1}n2:
∣BPM⋆n(x) − B̃PM⋆n(x)∣ = ∣ ∑
G∈mon(BPM⋆n)
∣E(G)∣≥n1.5
a⋆G ⋅ (mG(x) − m̃G(x)) ∣
≤ ∑
G∈mon(BPM⋆n)
∣E(G)∣≥n1.5
∣a⋆G∣ ⋅ ∣mG(x) − m̃G(x)∣
≤ ǫ′ ⋅ ∣mon(BPM⋆n)∣ ⋅ max
G∈mon(BPM⋆n)
∣a⋆G∣ ≤ ǫ
Therefore B̃PM⋆n is a Real polynomial which approximates BPM
⋆
n pointwise with error at most
1
3
.
Lastly, by Theorem 4.2, the degree of the approximating polynomial is bounded by:
deg(B̃PM⋆n) =max{n1.5, max
G∈mon(BPM⋆n)
∣E(G)∣≥n1.5
deg(m̃G)}
≤O
⎛⎜⎜⎝max
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩n
1.5, max
G∈mon(BPM⋆n)
∣E(G)∣≥n1.5
√∣E(G)∣ ⋅ log ( 1
ǫ′
)⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
⎞⎟⎟⎠
=O (max{n1.5, n ⋅√log ( 1
ǫ′
)})
=O (n1.5√logn)
4.2 A Simple Lower Bound on d̃eg1/3(BPMn)
In the study of Boolean functions, the following two natural complexity measures arise:
Definition 4.7. Let f {0,1}n → {0,1} be a Boolean function. The sensitivity of f at x ∈ {0,1}n is
the number of indices i ∈ [n] such that flipping the i’th bit of x changes f ’s output. Formally:
sensx(f) = ∣ {i ∈ [n] ∶ f(x) ≠ f(xi)} ∣
The sensitivity of f is defined by:
sens(f) = max
x∈{0,1}n
sensx(f)
Definition 4.8. Let f ∶ {0,1}n → {0,1} be a Boolean function. The block sensitivity of f at
x ∈ {0,1}n is defined by:
bsx(f) =max{s ∈ [n], such that ∃B1 ⊍ ⋅ ⋅ ⋅ ⊍Bs ⊆ [n] ∶ ∀i ∈ [s] ∶ f(x) ≠ f(xBi)}
The block sensitivity of f is defined by:
bs(f) = max
x∈{0,1}n
bsx(f)
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The bipartite perfect matching function BPMn is a monotone Boolean function, namely, if G has a
perfect matching then so does any graph H ⊇ G. Nisan [Nis91] showed that for any monotone Boolean
function f , we have bs(f) = sens(f). Furthermore, Nisan and Szegedy [NS94] showed for any Boolean
function f : 6 ⋅ d̃eg1/3(f)2 ≥ bs(f). Thus, to obtain a lower bound on d̃eg1/3(BPMn), it suffices to show
a lower bound on sens(BPMn).
On the one hand, we know that for any G ∈ MCn (i.e., asymptotically almost all graphs), we have
sensG(BPMn) = 0. This claim follows since by Theorem 3.6 any subset of vertices in G has a positive
surplus, thus removing any single edge cannot violate Hall’s condition. Nevertheless, to obtain the lower
bound it suffices to exhibit a single sensitive input, as follows:
Theorem 4.9. Let n ∈ N. The sensitivity of BPMn is at least:
sens(BPMn) ≥
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
n
2
(n
2
+ 1) , n ≡ 0 (mod 2)
(n − 1
2
+ 1)2 , n ≡ 1 (mod 2)
Proof. Without loss of generality, we provide a proof for the case n ≡ 0 (mod 2). Let k = n
2
and let
A = {a1, . . . , a2k}, B = {b1, . . . , b2k} be two sets. Let G be the graph composed of the following two
disjoint paths: P1 = (a1, b1, a2, b2, . . . , ak, bk, ak+1), P2 = (bk+1, ak+2 . . . , a2k, b2k).
Observe that G has no perfect matching since in particular P1 is a connected component with an odd
number of vertices. However, ∀ai ∈ P1, ∀bj ∈ P2 ∶ G ⊍ {(ai, bj)} does have a perfect matching, since by
taking the edge (ai, bj) we split each path into two even length paths, which in particular have a perfect
matching (or one path, if ai or bj are extremal vertices in P1, P2). Thus the number of sensitive edges
at G is at least k(k + 1) = n
2
(n
2
+ 1) = Θ(n2), as required.
Corollary 4.9.1.
d̃eg1/3(BPMn) ≥ 1√6 ⋅ (n − 12 + 1) = Ω(n)
5 Quantum Bounds Imply Combinatorial Bounds
Algorithms for bipartite perfect matching can roughly be divided into two main categories. The first
category consists of “combinatorial algorithms”. Typically, such algorithms search iteratively for aug-
menting paths, use them to increase the size of the current matching, and halt once no more paths can
be found. This class captures many popular matching algorithms, including Edmonds’ [Edm65], and
Hopcroft and Karp’s [HK73].
The second class of algorithms are “algebraic” in nature. One family in this category is that of
algorithms based upon fast parallel computation of the determinant for the (perhaps weighted) symbolic
adjacency matrix. This includes Lova´sz’s [Lov79] algorithm for the decision variant of the matching
problem, and Mulmuley, Vazirani and Vazirani’s [MVV87] algorithm for the search variant. Another
algebraic approach is the application of interior-point techniques to the LP of matching (e.g., Madry’s
[Mad16] algorithm).
Nisan [Nis19] recently introduced a concrete complexity model for the bipartite perfect matching
problem – the “Demand Query Model”. A demand query consists of a left vertex u and an ordering
π ∈ Sn, induced on the right vertices. The result of such a query is the first right vertex v, according to
the ordering π, for which the edge (u, v) exists in the graph (or  if no such edge exists).
In this framework, algorithms are modeled by decision trees. Each internal node corresponds to a
demand query, and each leaf is labeled by an output (either {0,1} for the decision variant, or a perfect
matching π ∈ Sn, for the search variant). A root-to-leaf path in the tree corresponds to a particular set
of answers to the queries made along the path. Thus, the set of all such paths partitions the set of all
graphs G ⊆ Kn,n, whereby each graph G is associated with a single leaf. Any graph G ⊆ Kn,n which is
“consistent” with the answers made along a root-to-leaf path, must also be consistent with the labeling
of that leaf.
The “cost” of an algorithm in this model is measured by the depth of the tree (i.e., the worst-case
amount of queries made on any particular input). As this is an information-theoretic model, we disregard
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the amount of computation necessary to construct (or deduce the existence of) a perfect matching, and
instead only measure the minimal amount of information required to do so. Nevertheless, Nisan showed
that demand queries are particularly well-suited to the bipartite perfect matching problem, in the context
of combinatorial algorithms. In particular, such algorithms can be translated into the demand model
while preserving their complexity. In fact, the same holds even for parallel, online, approximate and
other classes of algorithms. By way of example, Hopcroft and Karp’s algorithm, whose running time is
O(n2.5) in the dense regime, can be “translated” into demand query algorithm making O(n1.5) queries.
Since each such query can be trivially implemented in O(n) time, this appears to capture the complexity
of the aforementioned algorithm in a fine-grained manner.
We make the following simple observation regarding the demand query model: demand query al-
gorithms can be efficiently simulated by quantum query algorithms. Observe that each demand query
can be trivially answered using Grover’s algorithm [Gro96]. In the quantum query model, this requires
O(√n) queries, yielding an error bound of at most 1
3
. Thus, replacing each demand query by the ma-
jority over several invocations of Grover’s algorithm, and using Chernoff’s bound to suitably reduce the
error, we obtain 1:
Proposition 5.1. Let n ∈ N. If there exists a demand query algorithm for BPMn making at most d
queries, then:
Q2(BPMn) = O(√n ⋅ d ⋅ log2(d))
As a corollary, we deduce that any lower bound of the form Q2(BPMn) = Ω(n1.5+ǫ), for some ǫ > 0,
would imply a (polynomially) super-linear lower bound on the demand query complexity of BPMn. In
particular, such a result would suggest that quasilinear combinatorial algorithms for bipartite perfect
matching are improbable.
Nevertheless, the quantum query complexity of BPMn remains undetermined. A simple application
of Ambainis’ adversary method (see e.g., [Zha05]) yields a bound of Q2(BPMn) = Ω(n1.5). Conversely,
Lin and Lin [LL15] have constructed a quantum query algorithm for BPMn, making Q2(BPMn) =
O(n1.75) queries. We leave it as an open question to close this gap, and remark that our results show
that the polynomial method [BBC+01] cannot be leveraged to do so.
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