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Abstract
This article reviews the application of Computational Aero-Acoustics (CAA) to the prediction of acoustic prop-
agation in turbofan ducts. The challenge of resolving the radiated sound ﬁeld for realistic nacelle geometries is
discussed and evidence is presented to indicate that current CAA is able to represent the eﬀect of in-duct liners on
far-ﬁeld measured rig and engine data. Two approaches are presented for incorporating CAA predictions within liner
optimisation schemes for a turbofan intake.
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1. Introduction
The prediction of Eﬀective Perceived Noise Level (EPNL) for commercial aircraft is necessary for noise certiﬁca-
tion and for assessing compliance with community noise constraints. Noise data from rig and engine tests provide the
most reliable basis for such predictions. Such data are costly to acquire however and cannot always be extrapolated to
new conﬁgurations. The potential beneﬁt of using CAA to augment or replace measured data is great. In this article
we focus on the application of CAA to predict and optimise the eﬀect of acoustic treatment on fan noise propagation
in turbofan nacelles.
The requirements for eﬃcient, low dispersion, numerical schemes for CAA were identiﬁed in the early 1990s
by Tam and others [1] making CAA a discipline distinct and separate from Computational Fluid Dynamics (CFD).
However, in its broadest sense CAA includes both the generation and propagation of sound in moving ﬂows, and its
chronology must be extended backwards by a decade or more if one includes methods for modelling noise propaga-
tion in and from engine nacelles. These evolved not from CFD but from linear acoustics and vibration. In particular,
frequency-domain Finite Element (FE) and Boundary Element (BE) methods were modiﬁed to deal with the convec-
tive eﬀects of non-uniform subsonic mean ﬂows. These two starting points - CFD and linear acoustics - have led to
the development of quite diﬀerent models for acoustic propagation.
2. Turbomachinery sources and propagation paths
The noise sources and propagation paths for a turbofan areoengine are illustrated in Fig.1. The fan stage is the
dominant source of turbomachinery noise. Noise from the fan propagates through the intake and bypass ducts and is
a major contributor to whole aircraft noise, as measured by EPNL at the three noise certiﬁcation points. Since fan
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Figure 1: Noise sources and transmission paths in a turbofan engine
noise is mitigated by acoustic liners in the intake and bypass ducts, liner attenuation is an important ingredient in
determining aircraft noise.
3. The propagation problem
3.1. The Euler equations
Viscosity can usually be neglected in modelling propagation in turbofan ducts. Nonlinear eﬀects are also small
except near the fan face when the fan is operating at supersonic tip speeds. The inviscid (Euler) equations therefore
form the starting point for most propagation models, linearised in most instances about a steady mean ﬂow. The
resulting Linearised Euler Equations (LEE) are given by
∂ρ′
∂t
+ ∇.(ρ′v0 + ρ0v′) = 0, (continuity) (1)
ρ0(
∂
∂t
+ v0.∇)v′ + ρ0(v′.∇)v0 + ρ′(v0.∇)v0 + ∇p′ = 0, (momentum) (2)
(
∂
∂t
+ v0.∇)p′ + v′.∇p0 + γp0(∇.v′) + γp′(∇.v0) = 0, (energy) (3)
where ρ, p and v denote density, pressure and velocity respectively. Mean ﬂow quantities are denoted by the subscript,
0, and unsteady perturbations by the superscript ′. The thermodynamic state variables are related by the ideal gas
relationship p = ρRT . Alternative versions of these equations can be obtained in conservation form [2]. An important
simpliﬁcation occurs when the mean ﬂow is homentropic, in which case Eq (3) is replaced by
p′ = c20ρ
′ (4)
and the problem reduces to the solution of Eqs (1) and (2) for variables ρ′ (or p′) and v′. A further simpliﬁcation is
possible when the mean ﬂow is irrotational. The perturbed velocity can then be written in terms of an acoustic velocity
potential φ′(x, t) and the linearised momentum equation is replaced by an unsteady form of Bernoulli’s equation and
the problem reduces to the solution of a convected wave equation
D
Dt
(ρ0
c20
Dφ′
Dt
)
− ∇.(ρ0∇φ′) = 0. (5)
Time-harmonic versions of these equations at radian frequency ω are readily obtained by rewriting each dependent
variable, q′(x, t), in terms of a complex amplitude q˜(x). Equation (5) then becomes the convected Helmholtz equation;
(
iω + v0.∇
)[ρ0
c20
(
iω + v0.∇
)
φ˜
]
− ∇.(ρ0∇φ˜) = 0. (6)
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3.2. Acoustic, vorticity and entropy modes
Three distinct eigensolutions exist to Eqs (1-3) for the case of uniform mean ﬂow [1]. These represent entropy,
vorticity and acoustic waves. The ﬁrst two correspond to entropy and vorticity ‘gusts’ convected with the mean ﬂow.
The acoustic mode corresponds to an acoustic wave propagating on a uniformly moving ﬂuid. These modes do not
interact when the mean ﬂow is uniform, but couple when shear ﬂow is present, and at boundaries. Neither the entropy
nor the vorticity modes are supported by the irrotational formulation of Eqs (5) and (6).
3.3. Modelling acoustic absorbtion
Acoustic liners in engine ducts are speciﬁed by a complex normal impedance z(ω), which deﬁnes a relationship
between the complex pressure and velocity amplitudes normal to the surface in the absence of ﬂow;
z(ω) =
p˜
v˜.n
or p˜ = z(ω)v˜.n, (7)
where n is a unit normal into the surface. When grazing ﬂow is present, pressure and particle velocity are assumed to
be continuous across a thin boundary layer, giving [3]
v˜.n =
p˜
z(ω)
+ v0.∇( p˜iωz(ω) ) −
p˜
iωz(ω)
n.(n.∇v0). (8)
Eversman [4] has rearranged the weak form of this condition for ease of application when step changes in impedance
occur. The resulting Myers/Eversman boundary condition is widely used, but debate continues on whether it deals
correctly with hydrodynamic modes in the boundary layer [5].
Time-domain versions of Eqs (7) and (8) are needed for transient CAA formulations. In theory Eq (7) can be
transformed to the time domain and written in terms of a convolution integral involving z′(t), the inverse fourier
transform of z(ω). However z(ω) is deﬁned over a limited frequency range on the real axis, and must therefore be
extrapolated over the complex plane in such a way that the problem remains causal, the variables real and the wall
passive [6]. Moreover, the complete time history of v′n(x, t) must be stored if the resulting convolution integral is to be
evaluated in full. A number of approximate time-domain impedance models overcome these objections [7, 8].
3.4. The far ﬁeld boundary condition and reconstruction of the far ﬁeld
CAA solutions are terminated at the outer boundary of a near ﬁeld computational domain. This must be done
without generating spurious numerical reﬂections. Methods which are commonly used include;
Characteristic methods, derived by writing the equations on the boundary in characteristic form and assigning
values to incoming characteristic quantities [9, 10, 11].
Asymptotic methods, based on prior knowledge of the asymptotic form of the solution at large distances from
the source. The simplest boundary condition of this type is a ﬂow equivalent of the ‘ρc’ impedance. More accurate
boundary conditions of this type take into account geometric spreading [1]. High-order asymptotic conditions based
on multipole expansions form the basis for IE formulations [12, 13].
Zonal methods, in which the near ﬁeld computational domain is extended to include an absorbing ( ‘buﬀer’) zone.
The solution is damped either explicitly, or implicitly. Such methods are reviewed by Hu [14].
None of the boundary treatments described above, with the exception of the inﬁnite element method, predicts the
far ﬁeld sound pressure. A separate calculation is generally required. The Kirchhoﬀ integral formulation [15], or
Farassat’s version of the Ffowcs Williams and Hawkings (FWH) formulation are commonly used [16].
3.5. Dealing with Kelvin-Helmholtz (KH) instabilities
An inﬁnitely thin shear layer in an inviscid ﬂow is unstable according to classical theory. In shear layers of ﬁnite
thickness, unstable spatial modes exist only if the shear layer is suﬃciently thin [17]. In practice, portions of the
exhaust shear layers close to the bypass and core nozzles will be unstable, destabilizing LEE computations for fan
and core noise in the rear arc. In the physical ﬂow, such modes are controlled by viscous and non-linear eﬀects,
absent in an LEE model. In some instances the mixing layers grow suﬃciently rapidly for the growth of the KH
instabilities to be controlled by the spreading eﬀect [18]. It is diﬃcult however to guarantee that an LEE solution
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will not be destabilized at any point in the solution domain. One option is to solve the LEE in the frequency domain
[19], though a direct solver must then be used since an iterative solver is analogous to a time-marching scheme.
Alternatively, additional non-physical damping terms [20] can be added to the time domain equations, or the terms
which involve the shear gradients of the mean ﬂow and which cause the instabilities can be selectively removed [21].
More recently, the Acoustic Perturbation Equations (APE) [22] have been used. These ensure that all non-acoustic
modes are suppressed in slowly varying ﬂows. When implemented for turbofan exhaust ﬂows APE has been shown to
give solutions that are similar to those obtained by removing explicitly the ﬂow gradient terms [23]. All of the above
techniques produce sensible solutions but are based on an assumption that the associated modiﬁcations to the LEE
to control KH instabilities, do not signiﬁcantly change the acoustic solution. Tester [24] has solved the LEE in the
frequency domain with and without the gradient terms, indicating that for realistic exhaust nozzles, the inclusion of
the gradient terms has an observable but small eﬀect in the far ﬁeld (of the order of 1-2 dB ).
3.6. Resolution requirements and dispersion error
The wavelength of an acoustic disturbance in a turbofan duct at frequencies of practical interest is typically much
smaller than the geometric lengthscale. A CAA scheme must therefore propagate an acoustic solution over many
wavelengths without incurring cumulative numerical error. Over a single wavelength this can be characterised by an
amplitude (dissipation) error and a phase (dispersion or pollution) error. The latter is particularly important since a
small phase error over a single wavelength will result in a reversal of phase over a typical propagation path. The im-
portance of controlling dispersion error in numerical schemes for aeroacoustics was ﬁrst highlighted by Tam [1] who
showed that while conventional high order methods are much more eﬃcient than the traditional 2nd order schemes
implemented in most CFD codes, optimized schemes such as Tam’s fourth order Dispersion Relation Preserving
(DRP) scheme, and subsequently high order pre-factored compact schemes [25], oﬀer signiﬁcant further improve-
ments. Ashcroft and Zhang [25] for example show that a 0.5% dispersion error over a single wavelength can be
achieved by using a fourth order compact scheme with 4 or 5 grid points per wavelength, whereas 63 grid point per
wavelength are required to achieve the same accuracy with a conventional 2nd order scheme. The implications for
modelling turbofan propagation are profound.
Aircraft noise predictions are generally required for a frequency range 50Hz-10kHz, though it is possible to
extrapolate numerical solutions at the upper end of this range by using high frequency approximations, in which
case predictions must be generated only for frequencies up to, say, 3 kHz. The minimum acoustic wavelength to be
modelled is then of the order of 100mm. For an intake with a fan diameter of 2 − 3m, the physical size of the meshed
region, extending one diameter beyond the nacelle, is in excess of 20m2 for an axisymmetric model, and 100m3 for
a three-dimensional model. A CAA mesh, based on 7 grid points per wavelength, then contains around 100, 000
grid points for an axisymmetric model, and 35 million grid points for a full three-dimensional model. If a 2nd order
method were used, the ‘points per wavelength’ requirement would increase by an order of magnitude, and the total
number of points in the model would increase by two and three orders of magnitude respectively. The necessity of
using high order methods to bring the required number of grid points within reasonable bounds is self evident.
4. CAA propagation methods, current status
4.1. Boundary Element Methods (BEM)
BEM is the method of choice for acoustic problems in the absence of ﬂow [26]. It requires a surface rather than
a volume discretization and generates smaller, but more fully populated, coeﬃcient matrices. It is less well suited
to ﬂow acoustics since a Greens function is readily available only for uniform ﬂow. While the BEM clearly cannot
represent the ﬂow physics fully, it can be applied to three-dimensional intakes at acceptable cost [27, 28]. The interest
in BEM for such calculations has increased recently with the development of eﬃcient Fast Multipole Methods (FMM),
such as that implemented in the EADS/AIRBUS BE code actipole [29, 30].
4.2. The Parabolic Equation method
Parabolic approximations are based on a wave-splitting approach in which a one-way wave equation is solved.
The scheme marches ‘forward’ from the source to the receiver. This approach is inherently fast but gives poor results
when reﬂections and backscattering are present. A code of this type was implemented for nacelle calculation in the
late 1990s [31] and has been maintained and developed since then as the NASA code CDUCT-LaRC [32].
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4.3. Finite Element Helmholtz methods
Finite elements have been applied to the solution of equation (6) for intake problems since the 1980s, coupled often
to inﬁnite elements in the far ﬁeld [33, 34]. An improved formulation which uses mapped inﬁnite elements in place
of the original wave envelope elements was developed in the late 1990s [13] and is implemented in commercially
available codes such as ACTRAN/TM [35]. The FE/IE approach is unstructured and has fourth order dispersion
characteristics when quadratic elements are used [36]. Solution times scale steeply with problem size, and the method
is restricted to irrotational ﬂows. This precludes its straightforward use for exhaust propagation, but vortex sheets can
be used to approximate a mixing layer [37]. The problem of solving large linear systems at acceptable computational
cost has been partially ameliorated by improved parallel direct solvers [38]. Current capabilities and limitations are
detailed in [35] where a three-dimensional FE/IE model is presented for the bellmouth intake of a CF34-8E/Embraer
nacelle. Single frequency analyses are performed at a Helmholtz number, kR, of around 40. The CPU time is about 2
hours for each frequency with multi-threading on an Intel Xeon (3.0 GHz) quad core node.
4.4. LEE, structured methods
Time domain, structured, ﬁnite diﬀerence schemes are widely used for the LEE on rotational base ﬂows. The DRP
scheme of Tam and Webb [1] is particularly well known. It lends itself to eﬃcient parallelization and forms the basis
for a number of research and industry codes [39]. Optimised compact schemes are also used. These give a reduced
stencil and more stable stencils near boundaries. A family of high order accurate compact schemes with low dissi-
pation and dispersion was proposed by Ashcroft and Zhang [25], extending earlier work by Hixon [40]. These have
been applied extensively to intake and exhaust problems in 2.5D and in 3D [41, 42]. The need to generate structured
grids for arbitrary geometries is a disadvantage of all structured schemes. The use of overlapping (‘chimera’) grids
has been implemented in the TUBA DRP codes by Schoenwald, Thiele and others [43]. Adaptive mesh reﬁnement
has also been used for DRP computations on block structured grids [23]. The computational demands of DRP and
compact schemes are comparable. Both achieve high parallel eﬃciencies. In terms of the overall computational eﬀort,
the 3D exhaust analysis of ref [42] is performed using a sixth order accurate compact scheme [25] in 40 hours running
in parallel on a cluster of 12, 3.06 GHz processors. The Helmholtz number kR is 28.
4.5. LEE, unstructured methods
The Discontinuous Galerkin Method (DGM) is the dominant unstructured approach for the LEE [44, 45, 46] and
has been customised as a commercial product for CAA [47]. DGM allows variable orders of approximation within
an unstructured grid and achieves an accuracy commensurate with local element order [48]. DGM solution times
for 2.5D and 3D exhaust problems are comparable to those for structured schemes [49]. A realistic model for a 3D
exhaust, for example, with 27 million degrees of freedom and a Helmholtz number kR = 30.0 executes in 24 hours on
16 processors. While the strengths of DGM are predominantly in the time domain, it has also been implemented in
the frequency domain to circumvent the problems associated with Kelvin Helmholtz instabilities [50].
4.6. Solution of the full Euler equations
The full Euler formulation for CAA - rather than linearised Euler - has the advantage that KH instabilities are
controlled by nonlinear terms. Such schemes can also accommodate nonlinear propagation eﬀects close to the fan.
The sAabrinA code [51] - developed at ONERA - is such a scheme in which the Euler equations are solved with sixth
order spatial accuracy. The application of sAbrinA to a realistic 3D engine exhaust is reported in [51]. This involves
computation over 17.55 periods of excitation for kR = 29.8 and requires 55 CPU hours. The degree of parallelization
is not clear, but the overhead of using full Euler rather than LEE may not be excessive.
5. Applying CAA to liner optimisation
5.1. Predicting attenuation for real fan spectra
Optimising fan duct liners for community noise involves selecting the location and impedance of each lined
segment to minimise the contribution to whole aircraft EPNL at three noise certiﬁcation points; sideline (or lateral),
cutback (or ﬂyover) and approach, when the aircraft is operating at roughly 90%, 80% and 50% of maximum power.
148  R.J. Astley et al. / Procedia IUTAM 1 (2010) 143–152
EPNL involves all engine and airframe sources. A step-by-step guide to calculating EPNL is given by Smith [52]
(appendix 4). Attention will be limited here to CAA estimates of the impact on EPNL of the fan source spectrum and
associated liner attenuations. The fan spectrum contains a number of distinct elements:
Broadband noise. This is deﬁned for a frequency range 50Hz - 10kHz and is commonly represented as an ensemble
of uncorrelated modes at the fan face with equi-partition of acoustic power to each mode, typically speciﬁed in 1/3
octave frequency bands.
Tone harmonics of the Blade Passing Frequency (BPF). A portion of each tone consists of a multi-mode ‘inter-
action’ component, which can be treated in the same way as the multimode broadband component. When the fan is
operating with a supersonic tip speed however (at sideline and sometimes at cutback) rotor-locked single modes also
exist and protrude above the multimode component, with a strong inﬂuence on the associated directivity.
Buzz saw tones. These occur in the intake at integer multiples of shaft rotational speed. They are caused by small
variations in blade stagger angle exacerbated by nonlinear propagation close to the fan face.
Estimating the EPNL impact of a liner for a fan spectrum with the above components, requires the many separate
calculations at diﬀerent frequencies and for diﬀerent sources. Typically, broadband attenuations must be computed at
approach, cutback and sideline for up to 25 third octave bands (in the range 50Hz - 10kHz). Additional computations
are needed for selected BPF and buzz tones at cutback and sideline. Compute time can often be reduced by using
a ‘symmetrised’ duct, in which case the geometry can be meshed in the symmetry plane, but each azimuthal order
must then be treated as a separate computation. At BPF for example, between 20 and 30 separate computations are
required, at 2BPF the number is doubled and so on. At frequencies above three or four times BPF, high frequency
approximations can often be employed. The point to note however is that a large number of computations are required
at each frequency point and for each source type (broadband , tone, buzz) and that this is true even for a single well
deﬁned liner. In any optimisation procedure, the demands are multiplied typically by two orders of magnitude as the
cost function must then be evaluated for a large number of impedances in the liner design space. It becomes important
to select the most eﬃcient CAA model that can be shown to give reliable results.
5.2. Selecting a validated CAA model for intake liner optimisation
In choosing CAA tools for liner optimisation, the choice lies between FE Helmholtz methods and time/frequency
domain LEE. The former are less demanding computationally. The critical question is whether they can adequately
predict far ﬁeld attenuation for realistic fan sources. This was the subject of a recent study [53] in which predicted
and measured far ﬁeld data were compared for a 1/3 scale fan rig. The FE/IE code ACTRAN/TM [54] running within
a Rolls-Royce proprietary shell code Anprorad was used for the predictions. An azimuthal modal breakdown was
available from measurements taken at an in-duct ring of transducers. Far ﬁeld data were taken on an arc extending
from 0 to 120 degrees from the shaft axis in an anechoic environment. A sketch of the rig is shown in ﬁgure 2 along
with a comparison of measured and predicted far ﬁeld data for the BPF component of the fan spectrum at 50% and 80%
of maximum fan speed, corresponding to approach and cutback. A multimode spectrum dominates at approach giving
a characteristic ‘cosθ’ type directivity witha maximum on the axis. At cutback, the source is dominated by the m = 24
rotor locked mode radiating strongly at between 70 and 80 degrees. This ’lobe’ is almost entirely removed by the
liner. In both cases the agreement between measured and predicted data is excellent. The predictions are ‘absolute’, in
that no normalisation of measured and predicted data has been used; source levels being inferred directly from in-duct
measurements of sound pressure at the transducer ring in the hard walled case.
5.3. Example. Optimization of a generic intake at approach
Two optimization strategies are demonstrated for optimising the barrel liner of a generic intake at approach. In
both cases ACTRAN-TM is used to predict far ﬁeld noise. The cost function, ΔPWL(θ1−θ2) does not fully simulate an
EPNL calculation, but is an estimate of noise reduction over an angular range θ1 → θ2. It is deﬁned by
ΔPWL(θ1−θ2) = 10log10
[
∫ θ2
θ1
|pH(θ)|2sinθdθ
∫ θ2
θ1
|pL(θ)|2sinθdθ
]
(9)
where pH and pL denote acoustic pressure on a far ﬁeld spherical surface for the Hard and Lined intake respectively.
An axi-symmetrized intake reported in [55] is used. Results are presented here for two cases:
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Figure 2: Validation of Anprorad (ACTRAN/TM) predictions against rig data. (a) 1/3 scale model rig (b) Comparison of measured and predicted
far ﬁeld sound pressure levels for hardwalled and lined conﬁgurations, BPF at 50 fan speed (Approach).(c) Comparison of measured and predicted
far ﬁeld sound pressure levels, BPF at 80 % fan speed (Cutback)
.
• Optimisation over liner depth d and facing sheet resistance R at a single frequency, 2kHz.
• Optimisation over liner depth d and resistance R for a range of frequencies, 250Hz - 5kHz.
The resistance and reactance of the liner are given by ; Z = R + iχ = R + i(kl − cot(kd)), where k is the wave number
(= 2π f /c), d is the liner depth, and l is the mass inertance of the facing sheet (which varies with resistance).
5.3.1. Method 1
In this approach a database of SPL attenuations is pre-computed at discrete angles on a far ﬁeld arc for each
frequency of the engine spectrum. These data are obtained for a 20 × 10 grid resistance and reactance values (including
the hard walled case). ‘Look-up’ Tables of ΔPWL(θ1−θ2) versus non-dimensional resistance and reactance are generated
in this way at each frequency. A large number of individual FE computations must be performed. At 2.0 kHz ,
for example, separate analyses must be performed for each azimuthal order mθ in the range 0 − 44. While each
computation runs in less than ten seconds, the total sequential CPU time required to compile a complete set of tables
at 2kHz is approximately one day. Clearly this can be reduced by coarse parallelization. The tables produced in this
way can be used as input to a ‘manual’ optimization procedure in which an impedance ﬁt to the optimal resistance
and reactance is sought frequency by frequency and matched to an optimal liner construction. Alternatively, the data
can be interpolated from the impedance grid onto a grid of physical liner construction parameters, liner depth d and
facing sheet resistance R for example, to produces contours such as those plotted in ﬁgure 3(a). These indicates an
optimal liner depth and resistance in the vicinity of 20.0 mm and 2.0 non-dimensional units respectively. This result is
speciﬁc to this particular frequency (2 kHz). Optimisation over a spectrum of source frequencies is performed by then
summing over the required frequency range, applying a frequency weighting. Adjustments can be made at this stage,
to incorporate Noy weightings and to take account of atmospheric dissipation and geometric spreading. In the current
exercise, the cost function is obtained simply by summing far ﬁeld PWL from 40 to 90 degrees over fourteen 1/3
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Figure 3: Optimisation of ΔPWL40 deg−90 deg at 2 kHz using SOFT. (a) GA points (blue) and DHC path (red) superimposed on contours of
ΔPWL40 deg−90 deg versus non-dimensional resistance R and liner depth d. (b) Value of ΔPWL40 deg−90 deg versus number of evaluations
octave frequency bands in the range 250Hz to 5000Hz, assuming equal acoustic power in each band. This produces a
new integrated cost function ΔPWL to be optimised with respect to liner depth and facing sheet resistance. Contours
of ΔPWL are plotted at 0.5dB intervals against resistance R and liner depth d in ﬁgure 4(a). The optimal liner depth
lies again in the vicinity of d = 20mm and R = 2.0. The authors do not claim that this is an optimal liner, though
it is an unsurprising result, but is presented here as a demonstration of the method rather than as a result of practical
signiﬁcance. The CPU time required to produce the above result is approximately three days on a single processor.
This can be reduced by one or two orders of magnitude if coarse parallelization is used. The CPU time to optimise
a single liner for a single engine condition by this technique then reduces to hours rather than days and becomes
acceptable for practical application.
5.3.2. Method 2
The second method involves the use of a fully automated optimization suite to select optimal liner parameters for
a cost function obtained by running CAA models in real time. The liner model is explicitly embedded within the
optimisation loop and the acoustic solution at each point in the liner design space is calculated by running Anprorad
and ACTRAN/TM for given liner construction parameters. The optimisation code (the Rolls-Royce in-house suite
SOFT) calculates the acoustic solution at a suﬃcient number of design points to give convergence to a global optimum.
This approach has been applied to the same problems as method 1 with identical cost functions. The facing sheet
resistance and liner depth are used as optimisation parameters. In both cases, a global search of the design space is
performed using a Genetic Algorithm (GA), followed by a gradient based Dynamic Hill Climbing (DHC) algorithm
to locate the global optimum. The is procedure is illustrated in Figure 3(a) for f = 2 kHz and in Figure 4(a) for
the case when the cost function is summed from 250Hz to 5.0kHz. One hundred evaluation points were used for the
GA search in each case and these are shown as blue circles. The subsequent DHC path is represented by red ‘stars’.
Figures 3(b) and 4(b) shows the value of the ‘best’ cost function at each evaluation. There is a clear break between
the relatively random GA phase and the deterministic DHC portion of the process. Clearly the optima obtained from
method 1 are consistent with the current procedure, which converges to values of R = 2.09 and d = 19.5mm for the
2.0kHz case and R = 1.9 and d = 18.0mm for the full spectrum. A total of 147 evaluations are needed, in each case,
comparable to the 200 grid point evaluations needed to populate the databases for method 1. 14 hours of CPU time
was required for the automatic procedure represented by the GA and DHC paths in ﬁgure 3 and 140 hours for ﬁgure
4. As in the case of method 1, both ﬁgures can be reduced very signiﬁcantly by exploiting coarse parallelization to
treat multiple computations for diﬀerent values of mθ .
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Figure 4: SOFT optimisation of ΔPWL40 deg−90 deg integrated from 250Hz - 5kHz. (a) GA points (blue) and DHC path (red) superimposed on
independently computed contours and plotted against non-dimensional Resistance R and liner depth d(m), (b) Value of the cost function versus
number of evaluations
6. Conclusions
Frequency-domain Helmholtz FE methods and a variety of time-domain high order LEE methods, are capable of
representing the essential physics of noise propagation and attenuation in engine ducts. Recent studies indicate that
FE Helmholtz methods can be used to predict the eﬀect of intake liners with suﬃcient ﬁdelity for liner optimization.
Two procedures for liner optimisation have been demonstrated in this article. Both require the execution of a large
number of individual CAA analyses. This emphasises the need for faster codes, and eﬃcient coarse parallelisation as
the key to more extensive use of automated, CAA based procedures for liner optimization.
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