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Abstract
Modern neural networks tend to be overconfident on unseen, noisy or incorrectly
labelled data and do not produce meaningful uncertainty measures. Bayesian deep
learning aims to address this shortcoming with variational approximations (such as
Bayes by Backprop [3] or Multiplicative Normalising Flows [24]). However, cur-
rent approaches have limitations regarding flexibility and scalability. We introduce
Bayes by Hypernet (BbH), a new method of variational approximation that inter-
prets hypernetworks [11] as implicit distributions. It naturally uses neural networks
to model arbitrarily complex distributions and scales to modern deep learning archi-
tectures. In our experiments, we demonstrate that our method achieves competitive
accuracies and predictive uncertainties on MNIST and a CIFAR5 task, while being
the most robust against adversarial attacks.
1 Introduction
Neural networks achieve state of the art results on a wide variety of tasks [22], with applications
spanning image recognition [14], machine translation [9] and reinforcement learning [36]. Such
success is often mitigated by the need for vast troves of data, and a tendency towards poorly calibrated
and overconfident predictions [10]. However, real-world decision making processes that wish to
leverage neural networks (e.g. medical applications, self-driving cars, etc.) are frequently faced
with a dearth of data and the need for reliable uncertainty estimates, as overconfidence in the wrong
situation could prove dangerous [2].
To address the issue of overconfident predictions, recent works have proposed approaches like
calibration methods [10], frequentist interpretations of ensembles [21, 31], and approximate Bayesian
inference [39, 27]. Of those approaches, the work on Bayesian deep learning (BDL) offers a
particularly principled approach to enable uncertainty estimates within the existing deep learning
framework as it aims to marginalise the model parameters.
The current research in BDL is primarily divided into variational inference methods [3, 6, 24]
and Monte Carlo methods [39, 5, 25]. A simple toy example (Fig. 1) illustrates the issue of low
predictive uncertainty in unseen regions for regular deep learning methods as well as the more reliable
uncertainty of Bayesian approximations.
Applying approximate Bayesian inference with neural networks was first studied by MacKay [27]
and Neal [30]. Both remain relevant today with the Laplace approximation [27] being one of the
easiest to use Bayesian approximations to date and Hamiltonion Monte Carlo [30] being one of the
most widely employed Monte-Carlo methods. However, both methods scale poorly to current neural
network architectures due to the computational burden induced by the high dimensionality of the
weight space.
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Figure 1: Toy example inspired by [13]: Real function (dashed line) with sampled data points (black
dots). The proposed BbH exhibits the best trade-off between predictive uncertainty and regression
fit. MC-Dropout [6], deep ensembles [21] and the MAP produce a good fit but underestimate the
predictive uncertainty. Multiplicative Normalizing Flows (MNF) [24] and Bayes by Backprop (BbB)
[3] achieve a slightly worse fit and predictive uncertainty than BbH.
Related work: More recent methods improve the scalability of approximate inference methods and
the complexity of the variational approximation, introducing sampling-based methods like SGLD
[39] or other minibatch-based sampling methods [26]. Graves [8] proposed a simple, but biased
method to perform variational inference with a fully factorized posterior distribution. This work was
extended by [3] using the reparametrisation trick from [19] and scale-mixture priors. An Expectation
Propagation [29] based approach using a fully factorized posterior approximation was proposed
by [13]. Dropout-based [37] approximate inference methods have been proposed by [18] using
Gaussian Dropout and by [6] using Bernoulli Dropout. Further, [23] introduced structured posterior
approximations that use matrix Gaussians rather than fully-factorized Gaussians as in [3].
Several studies [24, 20] proposed to employ normalising flows to further increase the flexibility of the
variational approximation1. However, both approaches only employ the high-fidelity approximations
as multiplicative factors on otherwise factorised Gaussians [24] or single delta peaks [20]. Only
recently, implicit models have been studied under the framework of variational inference [28, 15, 38],
but only [35] have used implicit distributions to model weight uncertainty. However, the proposed
method parametrises weight matrices as outer product of two vectors and is therefore limited in it
expressibility.
In contrast to Bayesian inference methods, frequentist approaches have recently been proposed. A
bootstrap-based approach was proposed by [31], whereas [21] use ensembles of deep networks to
calculate predictive uncertainties based on the sample difference due to different initialisation and
noise in the stochastic gradients. Even though deep ensembles are straight forward to train their
main disadvantages are that the computational cost scales linearly with the amount of networks in the
ensemble and that their uncertainty estimation solely relies on noise during training rather than being
principled like Bayesian methods.
Contributions: We propose to combine prior work on implicit variational inference [28, 15, 38, 35]
with the concept of hypernetworks [11]. This builds Bayes by Hypernet as we reinterpret hypernet-
works [11] as implicit distributions similar to generators in generative adversarial networks [7] and use
them to approximate the posterior distribution of the weights of a neural network. Hypernetworks are
able to model a wide range of distributions and can therefore provide rich variational approximations.
Furthermore, the hypernetwork is inherently learning complex correlations between the weights as it
generates samples of multiple weights at the same time. Bayes by Hypernet (BbH) avoids hand-crafted
strategies of building variational approximations and instead exploits the inherent capabilities of
learned approximations to model rich, varied distributions. We show that compared to other Bayesian
methods BbH achieves competitive performance on small networks and its computational cost scales
better to modern deep architectures. BbH demonstrates comparable predictive accuracy without
compromising predictive uncertainty, while being the least vulnerable against adversarial attacks.
2 Bayes by Hypernet
Variational Bayesian Neural Networks: Given a dataset D with data points (x1, y1), . . . , (xn, yn)
variational inference for Bayesian neural networks aims to approximate the posterior distribution
1Krueger et al. [20] use the term hypernetwork to refer to normalising flows rather than the more general
concept of weight generating networks from [11].
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Figure 2: Illustration of the components of Bayes by Hypernet: The hypernetwork G takes a sample
z ∼ p(z) and converts it into a sample of the weights w of the main network. The hypernetwork
in Fig. 2a generates samples of the weights of the second layer of the main network. The main
network takes a data sample x and generates an output y using the weight samples generated by the
hypernetworks.
p (w | D) of the weights w of a neural network. Given this distribution we can estimate the posterior
prediction yˆ of a new data point xˆ as p (yˆ | xˆ,D) = Ew∼p(w|D) [p (yˆ | xˆ,w)]. Because exact
Bayesian inference is usually intractable in neural networks we find a variational approximation
q (w | θ) with parameters θ that minimises the evidence lower bound (ELBO):
θ∗ = argmin
θ
KL (q (w | θ) ‖ p (w | D))
= argmin
θ
KL (q (w | θ) ‖ p (w))− Ew∼q(w|θ) [log p (D | w)]
= argmin
θ
Ew∼q(w|θ)
[
log
q (w | θ)
p (w)
− log p (D | w)
]
(1)
Recent works improved upon the Laplace approximation [27] by using the reparametrisation trick
[19] or stochastic backpropagation [34]. One of the first works to combine the reparametrisation
trick with variational inference for Bayesian neural networks used fully factorised Gaussians [3] to
model the approximative distribution. This allows for straightforward optimisation but incurs strong
limitations by allowing only unimodal distributions in the high dimensional weight space of neural
networks.
More complex variational approximations: Various works have since proposed different exten-
sions to allow for richer approximations such as mixture of delta peaks [6] or Matrix Gaussians [23].
Nevertheless, those approximations are far from optimal as the true posterior will likely be more com-
plex than delta peaks or correlated Gaussians [24]. Recently, normalising flows have been proposed
to allow for more complex approximative distributions [24, 20]. Normalising flows use bijective
functions with learnable parameters and simple Jacobians to transform samples from simple densities
into more complex distributions. By stacking multiple of those like the layers of neural networks it is
possible to resemble highly complex distributions [33]. However, both Multiplicative Normalising
Flows (MNF) and Bayesian Hypernetworks [20] only use normalising flows as multiplicative factors
of variation and model the majority of the weights with factorised Gaussians [24] or regular point
estimates [20]. This parametrisation limits the relations between weights that are able to be modelled
and the parametrisation of [24] requires an auxiliary inference network.
Hypernetworks as Implicit Distributions: Implicit distributions are distributions that may have
intractable probability densities but allow for easy sampling. They enable simple calculation of
approximate expectations and their corresponding gradients [15]. Probably the most well-known
group of implicit distributions are generative adversarial networks [7] that can transform a sample
from a simple noise distribution into high-fidelity images.
Using an implicit distribution to model the weights of a neural network requires a generator that
is able to capture inherent complexity of neural networks weights. Hypernetworks [11] are shown
to be able to generate weights of networks like ResNets or RNNs while still achieving competitive
state-of-the-art performances. Let G be a hypernetwork with parameters θ. Further, let z be an input
vector to the hypernetwork G that contains information about the weight w to generate. Then weights
w of the main network are generated as w = G(z | θ).
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When z is a sample from a simple auxiliary random variable the hypernetwork resembles a generator
within the GAN framework. Rather than generating high-fidelity image samples, our generator
predicts samples of the weight distribution of the main network. An illustration of the combination of
hypernetwork and main network is shown in Figure 2. The graphs shown resemble distributions the
auxiliary variable z or the weight samples w could be drawn from.
In the original work [11], hypernetworks were introduced as means of weight sharing and therefore
network compression. Here, we do not focus on compression, but use arbitrary neural networks as
hypernetworks. This is different from the terminology presented in [20] where stacked normalising
flows are called hypernetworks.
Estimating the ELBO: Because implicit distributions do not have tractable probability densities,
the prior matching term KL(q(w | θ)||p(w)) of the ELBO becomes intractable. Previous works
[28, 15, 38] describe how to perform variational inference with implicit distributions. The proposed
approaches closely follow the structure of adversarial training, where a generator w = G(z | θ)
models the variational distribution q (w | θ) and a discriminator D estimates the log density ratio
from Eq. 1. Here, z is an auxiliary noise variable z ∼ p(z) which may also contain additional
conditioning information.
However, it is not straightforward to employ adversarial training in high-dimensional spaces such as
neural network weights which can accrue to 100 thousands or millions of parameters2. This number
of input dimensions raises computational issues as it spans huge weight matrices when dense layers
are employed. We therefore propose to treat all weights independently and estimate the density
ratio by a single discriminator. We compare this approximation to the analytical form of Bayes by
Backprop (BbB) [3] and find that the single discriminator is not capable of estimating the density
ratios correctly. Instead we find that estimating the density ratio using a kernel method [32] yields
results that are close those of the analytical method. Specifically, we use the formulation from [16],
approximating the KL divergence KL(q(w | θ)||p(w)) as
KL(q(w | θ)||p(w)) = d
n
n∑
i=1
log
minj ||wiq − wjp||
minj 6=i ||wiq − wjq||
+ log
m
n− 1 , (2)
where d is the dimensionality of the samples w, n is the number of approximate samples, m is the
number of prior samples, and wq and wp are samples from the approximative posterior and prior
respectively. This resembles a ratio of distance between the nearest neighbours. On the same BbB
task we find that this approximation produces results close to the analytical algorithm. Further, due
to the nature of the independent Gaussian prior we propose to treat each weight independently as
samples of d = 1 and find on BbB that this achieves better performance than using this estimation on
the full weight matrix3. We therefore use the kernel estimation treating each weight independently
throughout the rest of this paper.
3 Experiments
We aim to assess the predictive accuracy of a method, and also its ability to estimate the predictive
uncertainty. We closely follow established benchmarks [24] by comparing the performance of BbH
on the MNIST digit classification task and an adaptation on CIFAR10 classification. Additionally
to accuracy, we test the entropy of the softmax outputs as a measure of predictive uncertainty and
the method’s robustness against adversarial examples. Methods are compared in their predictive
uncertainty on test set (in-dataset examples) and on similar, yet unseen data (out-of-dataset examples).
An optimal method would predict low uncertainty and correct predictions for the in-dataset examples
and high uncertainty for out-of-dataset examples. The high uncertainty predictions on unseen data can
be important in real-life decision processes as they can be used to trigger a request for human support.
Similarly, by testing the robustness against adversarial attacks, we expect to see the degradation of
accuracy and a simultaneous increase in predictive uncertainty. In contrast to [24, 21], we do not rely
on (cumulative) density plots of the entropy, but rather calculate the area under the curve (AUC) of
2The LeNet that we use in a later experimental section already has more than 400,000 weights. In comparison,
most image datasets used in deep learning do not have more than 196,608 (256× 256× 3) dimensions.
3More information on adversarial training, kernel estimation and the independent treatment of weights can
be found in Sec. A in the supplementary material.
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Table 1: Comparison of different hypernetwork architectures for BbH: The layer-wise generation of
weights achieves the best performance and a single hypernetwork results in the fastest runtime.
Error [%] MNIST AUC Outlier AUC Runtime [s]
Single G 1.1 0.89 0.48 2961
Sliced layer-wise Gl 1.7 0.93 0.55 7119
Layer-wise Gl 0.73 0.98 0.54 11361
the cumulative density plots to provide a quantitative measure. Here, we normalise via the maximum
entropy of the classification problem.
We employ 3-layer fully-connected networks with [64, 256, 512] units as hypernetworks for all
experiments, as we did not find a general improvement by adding more layers or units. Further,
we employ a standard normal prior for all methods (excluding ensembles) and treat all weights as
independent. The experiments are implemented in Tensorflow [1] and optimization is performed
with Adam [17] with learning rate η = 0.0001 for BbH and η = 0.001 for the rest. We compare
our method to MC-Dropout [6] (dropout rate pi = 0.5), Bayes by Backprop (BbB) [3], deep
ensembles [21], multiplicative normalizing flows (MNF) [24], and maximum a posteriori (MAP)
training. We train the deep ensembles without predictive uncertainty as we found it to sometimes
result in numerically unstable training. MNF and BbH anneal the KL term during training. All
methods use 100 posterior samples to estimate the predictive distribution and we use 5 samples
to estimate the KL from Eq. 2. The source code to reproduce all experiments is available on
https://github.com/pawni/BayesByHypernet/.
3.1 MNIST Digit Classification
We reproduce the setup from [24], employing a LeNet for MNIST classification and notMNIST as
outlier dataset. Additionally from a comparison with other methods, we use MNIST to test newly
introduced hyperparameters of the proposed method: The architecture of the hypernetwork, the
composition of the auxiliary variable z as input to the hypernetwork, and whether or not to use the
same sample z ∼ p(z) across different weights that are generated at the same time.
Architectures: We compare three different parametrisations of the weights. First, we use a single
hypernetwork G1 that takes as input a vector [z, c] where z is the auxiliary noise and c is a one-hot
vector withC entries encoding which part of the weights to generate. We can then generate all weights
W of the main network by concatenating all generated weight slices given the specific conditioning
c, W = {wi = G([z, c])} | z ∼ p(z)∀c ∈ C. Second, we employ a different hypernetwork for each
of the L layers. There the set of weights is given by W = {wl = Gl(z)} | z ∼ p(z) ∀l ∈ {1 . . . L}.
Third, we combine those approaches and implement a single hypernetwork for each layer, only
predicting slices of the relevant weight. Here, we chose to slice the weight of a layer l along its
Cl output dimensions and the set of weights is W = {wi,l = Gl([z, c])} | z ∼ p(z) ∀c ∈ Cl ∀l ∈
{1 . . . L}. We show the results in Table 1. We find that using a single hypernetwork per layer without
slicing gives the best results. We argue, that this architecture has the biggest capacity to model
different distributions and is therefore able to generate better weights for the task at hand. However,
the slice-wise approaches allow for a faster generation as multiple weight slices can be batched. All
further experiments use the layer-wise architecture.
Auxiliary Noise: The hypernetworks take an auxiliary noise variable z as an input and transform
it into a sample of the weight distribution. In all experiments, we draw samples from unit-variate
Gaussians as z. However, the dimensionality d of z can influence the capacities of the hypernetwork.
Further, hypernetworks can be coupled by drawing the same sample z for each weight or can be
decoupled by drawing a different sample for each weight. The former enables the hypernetworks
to learn more complicated relations across different parts of the weights, whereas the latter leads
to higher variability across the generated weights. Table 2 shows the results of different noise
configurations. We find that a higher degree of noise (independent noise, higher dimensionality)
increases the predictive uncertainty, but the relationship between these parameters and accuracy stays
unclear.
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Table 2: Comparison of different auxiliary noise configurations: A higher degree of noise increases
the predictive uncertainty (lower outlier AUC) but do not demonstrate a trend in the corresponding
accuracy.
Error [%] MNIST AUC Outlier AUC Runtime [s]
Shared noise, d = 1 0.73 0.98 0.54 11361
Independent noise, d = 1 0.56 0.97 0.48 11504
Shared noise, d = 8 0.56 0.98 0.49 11314
Independent noise, d = 8 0.64 0.97 0.44 11268
Table 3: Compared methods on the MNIST classification task: The Error [%] is the methods
classification error on the MNIST test set. The MNIST AUC and Outlier AUC refers to the AUC
under the CDF of the predictive entropy on the corresponding data set. Compared methods: maximum
a posteriori training (MAP), deep ensembles [21] (Ensembles), Bayes by Backprop [3] (BbB), MC-
Dropout [6] (Dropout), Multiplicative Normalizing Flows [24] (MNF) and Bayes by Hypernet (BbH).
Error [%] MNIST AUC Outlier AUC Runtime [s]
MAP 0.80 0.99 0.71 710
Ensemble 0.49 0.99 0.65 2721
BbB 0.72 0.97 0.41 2892
Dropout 0.47 0.99 0.58 1224
MNF 0.63 0.99 0.58 21811
BbH (ours) 0.56 0.97 0.48 11504
We further compare the performance of BbH with independent noise with several established varia-
tional Bayesian deep learning techniques and frequentist approaches. The results are shown in Table 3.
All methods achieve comparable accuracy, with BbH only being outperformed by deep ensembles and
MC-Dropout. However, BbH exhibits a higher predictive uncertainty, only outperformed by BbB on
this metric. The runtime of BbH and MNF are significantly increased over other approaches, because
of a relative high overhead to generate the weights compared to the actual network architecture.
Robustness against adversarial attacks: We employ the fast sign method on the first 1000 samples
of the MNIST test set. Deep ensembles are excluded, as they are trained on adversarial examples.
For variational methods, we generate the adversarial samples as an average of 100 posterior samples
to account for the variation during predictions. We plot the accuracy and entropy relative to the
maximum entropy in Fig. 3. BbH performs the best with the slowest decrease in performance coupled
with an increase in predictive uncertainty. The other methods exhibit varying degrees of decay and
predictive uncertainty with BbB having the highest uncertainty, but also the steepest decay.
3.2 Scalability to deep architectures
To test the scalability of BbH, we run experiments using a ResNet-32 [12] on the same CIFAR5 task
as in [24]. It trains on the first five classes of CIFAR10 and uses the remaining as outlier dataset.
Apart from MC-Dropout, this is the first reported experiment of Bayesian methods on modern neural
network architectures like ResNets. The results in Table 4 show that deep ensembles achieve the best
accuracy. All other methods apart from Dropout exhibit similar accuracy performance and predictive
uncertainties. Additionally, we find that the induced overhead of weight generation for both MNF
and BbH is comparatively small on this larger network. This means that BbH is only slower than
MAP-training and Dropout
Performing the same adversarial robustness experiment as with MNIST (see Fig. 4), we find that
BbH is again the most robust against adversarial attacks. Only Dropout has a better performance for
small , but performs significantly worse on high .
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Figure 3: Performance of compared methods exposed to adversarial attacks: The solid line depicts
the accuracy and the dashed line the predictive entropy relative to the maximum entropy as a function
of the adversarial perturbation.
Table 4: CIFAR5 classification task: Error [%] shows the classification error on the test set of the first
5 CIFAR10 classes. The CIFAR5 AUC and Outlier AUC refer to the area under the curve of the CDF
of the predictive entropy on the corresponding data set. Compared methods: maximum a posteriori
training (MAP), deep ensembles [21] (Ensembles), Bayes by Backprop [3] (BbB), MC-Dropout [6]
(Dropout), Multiplicative Normalizing Flows [24] (MNF) and Bayes by Hypernet (BbH).
Error [%] CIFAR5 AUC Outlier AUC Runtime [s]
MAP 13.58 0.83 0.68 5269
Ensemble 10.18 0.77 0.55 51755
BbB 13.78 0.65 0.44 10562
Dropout 24.74 0.46 0.35 6189
MNF 12.82 0.82 0.62 15743
BbH (Ours) 13.62 0.68 0.51 7896
3.3 Examining the posterior distributions
We examine the fitted posterior distributions of BbH and compare them to those of MNF (Fig. 5). We
find that even though normalising flows are capable of modelling highly complex distributions, the
variational posterior still closely resembles a Gaussian. We attribute this to the multiplicative nature of
MNF with the underlying Gaussian distributions. BbH fits highly complex multi-modal distributions.
Furthermore, we examine the correlations4 of the generated weights of the first convolutional kernel.
We find that MNF fails to model correlations between the weights whereas the majority of BbH
weights are correlated.
4 Discussion & Conclusion
BbH interprets hypernetworks [11] as an implicit distribution, which we employ as approximate
distribution within variational inference. In our experiments, we demonstrate that BbH yields
strong predictive performances with competitive uncertainties. BbH finds a good trade-off between
accuracy and predictive uncertainty on MNIST and CIFAR tasks and is the most robust method
against adversarial examples. Compared to other Bayesian methods BbH yields comparable or better
accuracies, while providing superior uncertainties.
Additionally, this work is the first to report an extensive comparison on Bayesian methods for ResNet
architectures. It demonstrates the superior scalability of BbH to larger network architectures compared
4See Fig. 7 and 9 in the supplementary material.
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Figure 4: Performance of the methods exposed to adversarial attacks in the CIFAR5 domain: The
solid line shows the accuracy and the dashed line the predictive entropy relative to the maximum
entropy as a function of the adversarial perturbation.
(a) Examples of the posterior weight distributions of the LeNet using MNF.
(b) Examples of the posterior weight distributions of the LeNet using BbH.
Figure 5: Illustration of the posterior distributions approximated by MNF (a) and BbH (b). BbH
clearly generates more complex approximations whereas MNF’s resemble Gaussians.
to the other Bayesian methods while maintaining competitive accuracy, predictive uncertainty and
the best robustness against adversarial attacks with low runtime. BbH qualitatively produces more
complex approximative posterior distributions (Fig. 5) compared to MNF, which should enable
similarly complex distributions. This translates to the complex correlations of the weights that are
modelled by BbH5. Interestingly, we find that our baseline implementations perform better on MNIST
than reported in [24]. This suggests that many of those methods require more careful hyperparameter
tuning to offer reliable comparisons. Furthermore, even though BbH clearly models more complicated
posterior distributions than MNF or BbB, it does not always yield the highest predictive uncertainties.
This raises questions whether richer variational approximations always lead to better results and
should be further investigated.
Future directions: We believe, that this work opens a wide variety of directions for future studies:
Naturally, the parametrisation of the weights of the main network could be extended to find more
efficient and richer forms. This might extend to dynamic hypernetworks, which generate weights
conditioned on the input to the main network. BbH enables the use of highly complex priors as it
is merely required to sample from them (e.g. task-specific priors instead of Gaussian priors, which
are subject to known limitations [30], can be examined). This idea can be extended to transfer
learning, where not only the weights, but also previously trained posterior distributions can be
transferred and used as a new prior. Additionally, it would be interesting to combine BbH with neural
5See Sec. B for further posterior distributions and the corresponding correlations.
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architecture search methods like SMASH [4] to build Bayesian approximations of the posterior over
the architectures.
Conclusions: In this paper, we proposed and extensively evaluated Bayes by Hypernet, a new
approach to obtaining uncertainty estimates with neural networks. The appropriation of hypernetworks
to generate weight distributions allows for modelling arbitrary complex distributions and the proposed
method naturally integrates with modern deep learning, addressing the need for certainty measures in
real-world applications.
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A Evaluating Adversarial Variational Bayes and the Kernel KL
We run Bayes by Backprop to compare the results of approximating the KL divergence using an
adversarial approach or kernel-based approach with the analytical solution. We use the same settings
for BbB as in the main paper and train the discriminator for 100 steps before starting training of the
main network and then train it for 5 steps for every step we train the main network. We find that the
kernel estimation with independent treatment of the weights achieves results closest to the analytical
ones. AVB, however, provides the worst accuracy, most overconfident predictions as well as longest
runtime.
Table 5: Comparing AVB and a kernel-based estimations of the KL divergence: AVB produces not
only worse accuracies but also the most overconfident results while having the longest runtime. The
kernel estimates achieve results close to the analytical with the independent treatment of each weight
achieving the closest result to the analytical approach.
Error [%] MNIST AUC Outlier AUC Runtime [s]
Analytical 0.72 0.97 0.41 2892
Adversarial Variational Bayes 0.97 1.00 0.95 22187
Kernel with independent prior 0.76 0.98 0.46 5707
Kernel with full prior 0.88 0.99 0.58 4644
B Posterior Distributions
B.1 LeNet on MNIST
B.2 ResNet-32 on CIFAR-5
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(a) Examples of the posterior weight distributions of the LeNet using MNF.
(b) Examples of the posterior weight distributions of the LeNet using BbH.
Figure 6: Illustration of the posterior distributions of the 25 first weights of a LeNet trained on the
MNIST digit classification task approximated by MNF (a) and BbH (b). BbH clearly generates more
complex approximations whereas MNF’s resemble Gaussians.
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(a) Correlations modelled by MNF. (b) Correlations modelled by BbH.
Figure 7: Illustration of the correlations between the weights in the first convolutional layer of a
LeNet trained on the MNIST digit classification modelled by the posterior distributions approximated
by MNF (a) and BbH (b). Dark spots indicate negative and bright spots positive correlation. BbH
models complex dependencies between the weights whereas MNF is only capable of modelling
dependencies along the dimension of the multiplicative factor.
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(a) Examples of the posterior weight distributions of the LeNet using MNF.
(b) Examples of the posterior weight distributions of the LeNet using BbH.
Figure 8: Illustration of the posterior distributions of the 25 first weights of a ResNet-32 trained
on the CIFAR-5 classification task approximated by MNF (a) and BbH (b). MNF models posterior
distributions that resemble Gaussians. BbH models distributions that are more complex than those of
MNF but less than the ones it modelled for the MNIST task.
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(a) Correlations modelled by MNF. (b) Correlations modelled by BbH.
Figure 9: Illustration of the correlations between the weights in the first convolutional layer of
a ResNet-32 trained on the CIFAR-5 classification task modelled by the posterior distributions
approximated by MNF (a) and BbH (b). Dark spots indicate negative and bright spots positive
correlation. BbH models complex dependencies between the weights whereas MNF is only capable
of modelling dependencies along the dimension of the multiplicative factor.
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