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Abstract
We prove the chain rule in the more general framework of the Wiener-Poisson space, allowing us to
obtain the so-called Nourdin-Peccati bound. From this bound we obtain a second-order Poincare´-type
inequality that is useful in terms of computations. For completeness we survey these results on the
Wiener space, the Poisson space, and the Wiener-Poisson space. We also give several applications to
central limit theorems with relevant examples: linear functionals of Gaussian subordinated fields (where
the subordinated field can be processes like fractional Brownian motion or the solution of the Ornstein-
Uhlenbeck SDE driven by fractional Brownian motion), Poisson functionals in the first Poisson chaos
restricted to infinitely many “small” jumps (particularly fractional Le´vy processes) and the product of
two Ornstein-Uhlenbeck processes (one in the Wiener space and the other in the Poisson space). We also
obtain bounds for their rate of convergence to normality.
1 Introduction
In recent years many papers have looked at combining Stein’s method with Malliavin calculus in order to
uncover new tools for proving various central limit theorems (CLTs). For example, I. Nourdin and G. Peccati
derived an upper bound (NP bound) for the Wasserstein (Kantorovich) distance (and other distances) on the
Wiener space using Stein’s equation [21]. Later, the same authors along with G. Reinert derived a second
order Poincare´(-type) inequality which is useful (in terms of computations) for proving CLTs, and which
in fact can be seen as a quantitative extension of Stein’s method from which upper bounds for the rate of
convergence to normality can be found [22]. The first two authors with A. Re´veillac extended these results
to the multidimensional case [23]. In [31], G. Peccati, J. L. Sole´, M. S. Taqqu and F. Utzet, were able to find
an upper bound, similar to the one in [21], for the Wasserstein distance in the Poisson space. G. Peccati and
C. Zheng succeeded in extending this to the multi-dimensional case in [32]. All these works are important
as they give quantitative tools for computing whether a random variable converges to normality, and if so,
its rate of convergence.
A question naturally arises — can this be done for a general Le´vy process; that is, is this upper bound
achievable in a mixed space: the Wiener-Poisson space? The main difficulty in answering this question is
that in the Wiener-Poisson space we do not yet have a global chain rule. Neither we have a decomposition
in orthogonal polynomials (unlike with Hermite polynomials in the Wiener space, see [14] for a complete
explanation), nor results like the equivalence between the Mehler semigroup and the Ornstein-Uhlenbeck
semigroup. So, to overcome these shortcomings, we must deduce new formulas that will allow us to follow
the ideas developed in [21] and [22], and recover their results for the Wiener-Poisson space. We will show
that this bound still holds even when both spaces are involved. One of the major contributions of this article
is the development of the unified chain rule on the Wiener-Poisson space which allows the reproduction of
the Nourdin-Peccati theory on this more general space.
Before get into the details, some notation: Let Lt be a Le´vy process (Lt has stationary and independent
increments, is continuous in probability and L0 = 0, with E
[
L21
]
<∞) with Le´vy-triplet given by (0, σ2, ν),
where ν is the Le´vy measure. The measure µ on the underlying Hilbert space L2µ is defined by the underlying
1
Le´vy process, that is, for any z = (t, x) ∈ R+ × R0 we have dµ(z) = σ2δ0(x) dt + x2 ν(dx) dt, where
R0 = R− {0}. Then∫∫
R+×R
f(z) dµ(z) = σ2
∫
R+
f(t, 0) dt+
∫∫
R+×R0
f(t, x)x2 dt dν(x).
On the other hand, in order to define a Malliavin derivative in the Wiener-Poisson space it is sufficient to
have a chaos decomposition of the space L2(Ω). This was achieved in [16] by K. Itoˆ, so any random variable
in L2(Ω) has a projection on the qth chaos given by Iq(fq), where fq is a symmetric function in L
2
µ⊗q . Also,
when working in the Wiener-Poisson space, the Malliavin derivative can be regarded in terms of “directions”,
i.e., we can think of it as the derivative in the Wiener direction or the derivative in the Poisson direction.
The fact that this can be done in this way is shown in [36] by J. L. Sole´, F. Utzet and J. Vives (a quick
review of the theory is given below). They explain that the Malliavin derivative with parameter z ∈ R+×R
can be split into two cases, when z = (t, 0) and when z = (t, x) with x 6= 0. The first case will be the
derivative in the Wiener direction (intuitively because there are no jumps when x = 0), and the second will
be the derivative in the Poisson direction. A distinction between the Malliavin calculus in the Wiener space
or the Poisson space and in this Wiener-Poisson space is the need to define two subspaces of L2(Ω): one
where the Malliavin derivative in the Wiener direction coincides with the usual Malliavin derivative in the
Wiener space and is well defined, and another where the Malliavin derivative in the Poisson direction is well
defined. This suitable subspace is denoted by DomDW,J .
Theorem 1.(Main result: NP Bound in Wiener-Poisson Space)
Suppose that Z ∼ N (0,Σ) with a positive definite covariance matrix Σ. Let F = (F (1), . . . , F (d)) be such
that E [F ] = 0 and F (i) ∈ DomDW,J , for all i. Then, for a distance dH with respect to a suitable separating
class H,
dH(Z, F ) ≤ k
E [‖Σ− gF (F )‖H.S.] + E
〈|x|( d∑
i=1
∣∣∣DF (i)∣∣∣)2 , d∑
i=1
∣∣∣DL−1F (i)∣∣∣〉
L2µ
 ,
where gi,jF (x) := E
[〈
DF (i),−DL−1F (j)〉
H
∣∣∣F = x], D is the Malliavin derivative, L−1 is the pseudo-inverse
of the infinitesimal generator of the Ornstein-Uhlenbeck semigroup, and H is the underlying Hilbert space.
In the case of the Wiener space upper bound, D is the Malliavin derivative defined in that space, so, this
inequality holds even when the underlying Hilbert space is not L2µ. Also, since there are no jumps here, the
second term on the right disappears (x is the size of the jump). In the Poisson space case, since we do not
(yet) have a Malliavin calculus theory developed for a general abstract Hilbert space, the underlying Hilbert
space must be H = L2µ. Thanks to these (Wiener, Poisson and Wiener-Poisson) NP bounds, many CLTs
can be proved and generalizations can be made. In this paper, these bounds are reviewed for each space,
showing their importance by giving applications with relevant examples.
In the Wiener space case the second order Poincare´ inequality is used to prove normal convergence for
linear functionals of Gaussian-subordinated fields when the decay rate of the covariance function of the
underlying Gaussian process satisfies certain conditions. These CLTs are applied to the important cases
where the underlying Gaussian process is either the fractional Brownian motion or the fractional-driven
Ornstein-Uhlenbeck process, with H ∈ (0, 12) ∪ ( 12 , 1).
In the Poisson space case, the respective upper bound is used to prove that the small jumps process
(jumps with length less than or equal to ǫ) of a Poisson functional process with infinitely many jumps goes
to a normal random variable when ǫ goes to zero. Furthermore, we prove a remarkable extension of the known
result (proved in [7]) which states that the small jumps process of a Le´vy process can be approximated by
Brownian motion as ǫ goes to zero. It is extended to Poisson functionals
(
I1(f)
)
and showed that the small
jumps process of this functional can be approximated by a Gaussian functional with the same kernel f as
ǫ goes to zero. Then this result is applied to show that in order to simulate a fractional (pure jump) Le´vy
2
process (fLp), it is sufficient to simulate a process with finitely many jumps plus an independent fractional
Brownian motion (fBm).
Finally, the second order Poincare´(-type) inequality, developed in this paper, is used to prove that the time
average of the product of a Wiener Ornstein-Uhlenbeck process with a Poisson Ornstein-Uhlenbeck process
converges to a normal random variable as time goes to infinity. This example highlights the importance of
the inequality in the Wiener-Poisson space, since it cannot be achieved by the NP bounds in the Wiener or
Poisson spaces individually. An estimate of the rate of convergence to normality is obtained in the examples
where the second order Poincare´ inequalities are used.
The paper is organized as follows: In Section 2 we recall the basic tools of Malliavin calculus on the Wiener
space and state the Malliavin calculus results for the Wiener-Poisson space. In Section 3 the general chain
rules for the Wiener-Poisson space are proven. Finally, the theory developed in [22] and [21] is extended using
the Stein’s method and the so-called Nourdin-Peccati analysis but for the Wiener-Poisson space, and within
this framework we state a “Le´vy version” of the second order Poincare´ inequality. Section 4 is dedicated to
going over the inequalities for the Wiener, Poisson and Wiener-Poisson spaces. In the Wiener space case,
is extended a result proved in [22] concerning CLTs of linear functionals of Gaussian-subordinated fields.
In the Poisson space case, is given a result on the simulation of small jumps for processes with infinitely
many jumps. Finally, is shown an example of an application of the second order Poincare´ inequality in the
Wiener-Poisson space.
2 Preliminaries
As mentioned above, a useful tool for proving normal convergence on the Wiener space is the NP bound
developed in [22]. This requires various Malliavin calculus results on the Wiener space (Malliavin derivative,
contraction of order r, Mehler formula, etc.) which are extensively studied and explained in [27]. For the
sake of completeness, the basic tools from Malliavin calculus in the Wiener space are reviewed and then is
introduced the Malliavin calculus in the Wiener-Poisson setting, both needed in this article.
2.1 Malliavin Calculus on Wiener space
In the following we will introduce the theory of Malliavin calculus as presented in [27]. Let (Ω,F ,P) be a
probability space, where W := {W (h) | h ∈ H} is an isonormal Gaussian process with H as a real separable
Hilbert space, that is, W is a centered Gaussian family such that E[W (h1)W (h2)] = 〈h1, h2〉H. Choose F
to be the σ-algebra generated by W . Let Hq be the q
th Hermite polynomial, Hq(x) = (−1)qe x
2
2
∂q
∂xq
(
e−
x2
2
)
,
and define the qth Wiener chaos of W (denoted by Hq) as the subspace of L
2(Ω) := L2(Ω,F ,P) generated
by {Hq(W (h)) | h ∈ H, ‖h‖H = 1}. It is important to emphasize that L2(Ω) can be decomposed (Wiener
chaos expansion) into an infinite orthogonal sum of the spaces Hq: L
2(Ω) = ⊕∞q=0Hq.
Remark 1. In the case where H = L2µ, for any F ∈ L2(Ω),
F =
∞∑
q=0
Iq(fq), (1)
where Iq is the q
th multiple stochastic integral, f0 = E [F ], I0 is the identity mapping on constants and
fq ∈ L2µ⊗q are symmetric functions uniquely determined by F .
Let S be the class of smooth random variables, i.e., if F ∈ S then there exists a function φ ∈ C∞(Rn)
such that ∂
kφ
∂xki
(x) has polynomial growth for all k = 0, 1, 2, 3, . . . and F = φ(W (h1), . . . ,W (hn)), hi ∈ H.
The Malliavin derivative of F ∈ S with respect to W is the element of L2(Ω,H) defined as
DF =
n∑
i=1
∂φ
∂xi
(
W (h1), . . . ,W (hn)
)
hi. (2)
3
In particular DW (h) = h for every h ∈ H. Notice that in this particular case we have an explicit rela-
tion between the covariance of W and the inner product of the Malliavin derivate, Cov[W (h1)W (h2)] =
E[W (h1)W (h2)] = 〈h1, h2〉H = 〈DW (h1),DW (h2)〉H.
Remark 2. In the case of a centered stationary Gaussian process, Xt, the Hilbert space can be chosen in
the following way:
Consider the inner product
〈
1[0,t], 1[0,s]
〉
H
= Cov[XtXs] = C(t−s) and take the Hilbert space H as the closure
of the set of step functions on R with respect to this inner product. With this Hilbert space one concludes
that Xt =W (1[0,t]) and DXt = 1[0,t] where D is the Malliavin derivative.
Since the Malliavin derivative satisfies the chain rule, we have Df(F ) = f ′(F )DF , for any f : R → R
of class C1 with bounded derivative (which is also true for functions which are only a.e. differentiable, but
with the assumption that F is absolutely continous). The iterated Malliavin derivative, denoted by Di, can
be define recursively. For k ≥ 1 and p ≥ 1, Dk,p denotes the closure of S with respect to the norm ‖·‖k,p
defined by
‖F‖pk,p = E [|F |p] +
k∑
i=1
E
[∥∥DiF∥∥p
H⊗i
]
.
Consider now an orthonormal system in H denoted by {ek | k ≥ 1}. Then, given elements φ ∈ H⊗k1 , ψ ∈
H⊗k2 , the contraction of order r ≤ min{k1, k2} is the element of H⊗(k1+k2−2r) defined by
φ⊗r ψ =
∞∑
i1,...,ir=1
〈φ, ei1 ⊗ · · · eir 〉H⊗r 〈ψ, ei1 ⊗ · · · eir 〉H⊗r .
In particular, φ⊗r ψ = 〈φ, ψ〉H⊗r when k1 = k2 = r.
Remark 3. Again, in the white noise framework (when H = L2µ), for symmetric functions φ ∈ L2µ⊗k1 ,
ψ ∈ L2
µ⊗k2
, the contraction is given by the integration of the first r variables, i.e., φ⊗r ψ = 〈φ, ψ〉L2
µ⊗r
. Also,
we have a formula for the product of stochastic integrals:1 Ip(f)Iq(g) =
∑p∧q
r=0 r!
(
p
r
)(
q
r
)
Ip+q−2r(f ⊗r g).
Define the divergence operator δ as the adjoint of the operator D, so if F ∈ Dom δ then δ(F ) ∈ L2(Ω)
and E [δ(F )G] = E
[〈DG,F 〉
H
]
.
Remark 4. When H = L2µ, the divergence operator δ is called the Skorohod integral. It is a creation operator
in the sense that for all F ∈ Dom δ ⊂ L2µ×P(T × Ω) with chaos representation F (t) =
∑∞
q=0 Iq
(
fq(t, ·)
)
(fq ∈ L2µ⊗(q+1) are symmetric functions in the last q variables), δ(F ) =
∑∞
q=0 Iq+1(f˜q).
2
For all F ∈ L2(Ω) denote by JqF the projection of F in the qth chaos. Then, the Ornstein-Uhlenbeck
semigroup is the family of contraction operators {Tt | t ≥ 0} on L2(Ω) defined by TtF =
∑∞
q=0 e
−qtJqF .
Using Mehler’s formula we can find an equivalence between Mehler’s semigroup and the O-U semigroup.
More formally, take W ′ as an independent copy of W defining (W,W ′) on the product probability space
(Ω × Ω,F ⊗ F ′,P × P). Each F ∈ L2(Ω) can be regarded as measurable map F (W ) from RH to R
determined P ◦W−1-a.s. such that TtF = E′
[
F
(
e−tW +
√
1− e−2tW ′)]. The infinitesimal generator for
this semigroup (denoted by L) is given by LF =
∑∞
q=0−qJqF and DomL = D2,2 = Dom(δD). It can be
proved that, for F ∈ DomL, δDF = −LF . The pseudo-inverse of this operator (denoted by L−1) is given
by L−1F =
∑∞
q=1
−1
q JqF , and is such that L
−1F ∈ DomL and LL−1F = F − E [F ] for any F ∈ L2(Ω).
The use of Hermite polynomials is extremely important in this setting. The relationship between Hermite
polynomials and Gaussian random variables is the following. Let Z1, Z2 be two random variables with joint
Gaussian distribution such that E
[
Z21
]
= E
[
Z22
]
= 1 and E [Z1] = E [Z2] = 0. Then for all q, p ≥ 0,
E [Hp(Z1)Hq(Z2)] =
{
q!
(
E [Z1Z2]
)q
if q = p
0 if q 6= p . (3)
1a ∧ b = min{a, b} and a ∨ b = max{a, b}
2f˜ is the symmetrization of f , i.e., f˜(z1, . . . , zq) =
1
q!
∑
σ f(zσ(1), . . . , zσ(q))
4
On the other hand, one can expand a C2 function f : R→ R in terms of Hermite polynomials, that is,
f(x) = E [f(Z)] +
∞∑
q=1
cqHq(x), (4)
where the real numbers cq are given by cqq! = E [f(Z)Hq(Z)] and Z ∼ N (0, 1).
Remark 5. Notice that in the white noise case we have the relationship Hq
(
W (h)
)
=
∫
T q h
⊗qdWt1 · · · dWtq =
Iq
(
h⊗q
)
so the decomposition (4) of f(W (h)) can be regarded as
f(W (h)) =
∞∑
q=0
cqIq
(
h⊗q
)
.
With (3) and (4) we are able to compute the covariance of a real function f in the following way,
Cov[f(Z1), f(Z2)] =
∞∑
p,q=1
cpcqE [Hp(Z1)Hq(Z2)] =
∞∑
q=1
c2qq!
(
E [Z1Z2]
)q
. (5)
2.2 Malliavin calculus on Wiener-Poisson space
Let H = L2µ. Assume there is a complete probability space (Ω,F ,P) where Lt is a cadlag, centered, Le´vy
process: Lt has stationary and independent increments, is continuous in probability and L0 = 0, with
E
[L21] <∞. At the risk of causing some confusion, F denotes the filtration generated by Lt completed with
the null sets of the above filtration, and work on the space (Ω,F ,P). Assume this process is represented
by the triplet (0, σ2, ν), where ν is the Le´vy measure such that dµ(t, x) = σ2dtδ0(x) + x
2dtdν(x) and∫
R
x2 dν(x) <∞. This process can be represented as
Lt = σWt +
∫ t
0
∫
R
x dN˜(s, x),
whereWt is a standard Brownian motion, σ ≥ 0 and N˜ is the compensated jump measure. A fuller exposition
on Le´vy processes can be found in [1] and [35]. This process is extended to a random measure M , which is
used to construct (in an analogous way to the Itoˆ integral construction) an integral on the step functions,
and then by linearity and continuity it is extended to L2
(
(R+ ×R)q,B(R+×R)q, µ⊗q) and denoted by Iq.
This integral satisfy the following properties:
1. Iq(f) = Iq(f˜).
2. Iq(af + bg) = aIq(f) + bIq(g) (a, b ∈ R).
3. E [Ip(f)Iq(g)] = q!
∫
(R+×R)q f˜ g˜ dµ
⊗q1{q=p}.
These properties are stated in [36] and their proof can be found in [16]. We have a product formula in
this framework which is similar to the one in Remark 3 but with extra terms coming from the Poisson
integration part. A product formula for the pure jump framework can be found in [31]. Before stating
the formula, we need to define a general version of the contraction. Let φ ∈ L2
µ⊗k1
and ψ ∈ L2
µ⊗k2
be
symmetric functions. Then the general contraction of order r ≤ min{k1, k2} and s ≤ min{k1, k2} − r is
given by the integration of the first r variables and the “sharing” of the following s variables, i.e., φ⊗sr ψ =∏s
i=1 z2i 〈φ(·, z, x), ψ(·, z, y)〉L2
µ⊗r
, where z ∈ (R2)s and (x, y) ∈ (R2)k1−r−s× (R2)k2−r−s. Now the product
formula can be stated as follows. If |f | ⊗sr |g| ∈ L2µp+q−2r−s for 0 ≤ r ≤ min{p, q} and 0 ≤ s ≤ min{p, q} − r,
then
Ip(f)Iq(g) =
p∧q∑
r=0
p∧q−r∑
s=0
r!s!
(
p
r
)(
q
r
)(
p− r
s
)(
q − r
s
)
Ip+q−2r−s(f ⊗sr g). (6)
The proof of this product formula can be found in [19].
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Remark 6. In the general contraction formula z2i is the size of the jump and z2i−1 is the time when that
jump occurs
(
z = (z1, z2, . . . , z2s−1, z2s)
)
. If we only have the Wiener part, the factor z2i would be zero
unless s = 0, and then we obtain the contraction defined in the Wiener space. Similarly, when the terms
where s 6= 0 are zero, the formula (6) reduces to that in Remark 3
Itoˆ has also proved [16, Theorem 2] that for all F ∈ L2(Ω) := L2(Ω,F ,P), we have,
F =
∞∑
q=0
Iq(fq), fq ∈ L2µ⊗q := L2
(
R+ ×R)q,B(R+ ×R)q, µ⊗q), (7)
and that this representation is unique if the fq’s are symmetric functions. From this chaotic representation
we can define the annihilation operators and creation operators, the former will be the Malliavin derivatives
and the latter will be the Skorohod integrals. In this way define DomD as the set of functionals F ∈ L2(Ω)
represented as in (7) such that
∑∞
q=1 qq! ‖fq‖2L2
µ⊗q
<∞. For F ∈ DomD the Malliavin derivative of F is the
stochastic process given by
DzF =
∞∑
q=0
qIq−1(fq(z, ·)), z ∈ R+ ×R, fq symmetric. (8)
If we define the inner product as 〈f, g〉
L2µ
=
∫
R+×R
f(z)g(z)dµ(z), then DomD is a Hilbert space with the
inner product 〈F,G〉 = E [FG] + E
[
〈DzF,DzG〉L2µ
]
. We can embed DomD in two spaces DomD0 and
DomDJ . DomD0 is defined as the set of all functionals F ∈ L2(Ω) with representation given as in (7) such
that
∑∞
q=1 qq!
∫
R+
∥∥fq((t, 0), ·)∥∥2
L2
µ⊗(q−1)
dt <∞, while DomDJ is defined as the respective functionals satisfying∑∞
q=1 qq!
∫
R+×R0
‖fq(z, ·)‖2L2
µ⊗(q−1)
dµ(z) <∞; hence DomD = DomD0 ∩DomDJ . We can now rewrite (due to
the independence of W and N˜) Ω as the cross product ΩW × ΩN˜ .
• Derivative Dt,0
This derivative can be interpreted as the derivative with respect to the Brownian motion part. Using
the isometry L2(Ω) ≃ L2(ΩW ;L2(ΩN˜ )) (with Ω = ΩW ×ΩN˜ ), we can define a Malliavin derivative as
we did in the Wiener case but using the L2(ΩN˜ )-valued smooth random variables SN˜ , that is, for the
functionals of the form F =
∑n
i=1GiHi, where Gi ∈ S and Hi ∈ L2(ΩN˜ ). Then, this derivative will be
DWF =
∑n
i=1(D
WGi)Hi and this D
WGi is the derivative defined in (2). This definition is extended
(see [36]) to a subspace DomDW ⊂ DomD0 and for F ∈ DomDW ,
Dt,0F =
1
σ
DWt F. (9)
Furthermore, we also have a chain rule result for functionals of the form F = f(G,H) ∈ L2(Ω) with
G ∈ DomDW , H ∈ L2(ΩN˜ ) and f(x, y) continously differentiable in the variable x with bounded
partial derivative. We conclude that F ∈ DomD0 and
Dt,0F =
1
σ
∂f
∂x
(G,H)DWt G. (10)
This is also true (as in the Wiener space case) for functions which are a.e. differentiable but with the
restriction that G satisfies an absolutely continuous law.
• Derivative Dz (z 6= (t, 0))
This derivate has been shown to be a quotient operator Ψt,x, that is, if E
[∫∫
R+×R0
(ΨzF )
2dµ(z)
]
<∞
then F ∈ DomDJ and the Malliavin derivative with z = (t, x) 6= (t, 0) will be given by
DzF = Ψt,xF :=
F (ωt,x)− F (ω)
x
. (11)
6
The idea is to introduce a jump of size x at moment t. See [37] for a complete contruction on the
canonical space in which this is developed, and [36] for a quick explanation on how to introduce a jump
at moment t and the conditions on the ω’s.
If FG ∈ DomDW ∩ DomDJ such that E
[∫∫
R+×R0
(
Dz(FG)
)2
dµ(z)
]
< ∞, then (using the fact that
the jump x is zero for Dt,0) it is easy to conclude by direct calculation that (see [37, Proposition 5.1.] and
[27, Exercise 1.2.12]),
Dz(FG) = DzF ·G+ F ·DzG+ x ·DzF ·DzG, (12)
for all z = (t, x) ∈ R+ ×R. Moreover, if 〈DF,DG〉
H
∈ DomDW,J , the following product rule also holds,
Dz 〈DF,DG〉H =
〈
D2zF,DG
〉
H
+
〈
DF,D2zG
〉
H
+
〈
xDF 2z ,D
2
zG
〉
H
. (13)
The case ν ≡ 0 was shown in [22, Lemma 3.2], and the case ν 6≡ 0 follows directly from
Dz 〈DF,DG〉H = Dz
∫
R+×R
DuFDuGdµ(u) =
∫
R+×R
Dz(DuFDuG) dµ(u)
=
∫
R+×R
D2z,uF ·DuG+DuF ·D2z,uG+ x ·D2z,uF ·D2z,uGdµ(u).
In the same way, consider the chaotic decomposition F (z) =
∑∞
q=0 Iq
(
fq(z, ·)
)
, with f ∈ L2µ⊗q symmetric
with respect to the last q variables. If
∑∞
q=0(q + 1)! ‖fq‖2L2
µ⊗(q+1)
<∞ then we say that F ∈ Dom δ. Now we can
define the Skorohod integral of F ∈ Dom δ by
δ(F ) =
∞∑
q=0
Iq+1(f˜q) ∈ L2(Ω). (14)
This operator is the adjoint of the operator Dz, so E [δ(F )G] = E
[
〈F (z),DzG〉L2µ
]
for all G ∈ DomD.
Denote by L1,2 the set of elements F ∈ L2µ⊗P
(
R+ × R × Ω) such that ∑∞q=1 qq! ‖fq‖2L2
µ⊗q
< ∞. For all
F ∈ L1,2 ⊂ Dom δ we have that F (z) ∈ DomD, ∀ z µ− a.e. and that D·F (·) ∈ L2µ⊗2×P
(
(R+ ×R)2 × Ω).
Finally, the definitions of the Ornstein-Uhlenbeck semigroup Tt and its infinitesimal generator L are
parallel to the ones in the Wiener space case. Basically, all we need to define is the Malliavin derivative
and the Skorohod integral, that is, we can just define L := −δD. With this definition we obtain that for
F ∈ L2(Ω) with chaotic representation (7), LF =∑∞q=1−qIq(fq) and TtF =∑∞q=0 e−qtIq(fq). In the same
way, the pseudo-inverse is given by L−1F =
∑∞
q=1
−1
q Iq(fq) and LL
−1F = F − E[F ].
3 Main theorems
The first tool needed is a generalized version of the chain rule in the framework of the Wiener-Poisson space.
But first we need to define a suitable subset of DomD where (9) and (11) remains valid and the chain rule
for a general random variable in the Wiener-Poisson space can be implemented. Consider the set
SW,J :=
{
n∑
i=1
GiHi
∣∣∣∣∣ Gi ∈ S;Hi ∈ DomDJ such that E
[∫∫
R+×R0
(ΨzHi)
2 dµ(z)
]
<∞
}
.
With the inner product given by
〈F,G〉W,J := E [FG] + E
[
〈DzF,DzG〉L2µ
]
= EW
[
E
J [FG]
]
+ EW
[
E
J
[
〈DzF,DzG〉L2µ
]]
,
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let DomDW,J be the closure of SW,J with respect to the implicit norm (see [27, Remarks 2 and 3 - page
31] for the properties of this space). Clearly, DomDW,J ⊂ DomDW ∩ DomDJ ⊂ DomD, and for all
F ∈ DomDW,J formulas (9) and (11) hold. In the following proposition, for an Rd-valued random variable
F =
(
F (1), . . . , F (d)
)
, DzF must be understood as the vector
(
DzF
(1), . . . ,DzF
(d)
)
.
Proposition 1. (General Chain Rules)
Fix k ≥ 2. Let f : Rd → R be a Ck−1(Rd) with bounded gradient, that is, ∥∥|∇f |
Rd
∥∥
∞
<∞, such that ∂αf
is a.e. differentiable for any multi-index α such that |α| = k−1. Let the random vector F = (F (1), . . . , F (d))
be such that F (i) ∈ DomDW,J for all i. Then f(F ) ∈ DomDW,J and
Dzf(F ) =
k−1∑
|α|=1
∂αf(F )
α!
x|α|−1(DzF )
α (15)
+
1
k!
d∑
i1,...,ik=1
xk−1
k∏
r=1
(DzF
(ir))
∫ 1
0
(1− t)k−1∂i1,...,ikf(F + txDzF ) dt.
Furthermore, if f ∈ Ck(Rd) then
Dzf(F ) =
k−1∑
|α|=1
∂αf(F )
α!
x|α|−1(DzF )
α +
∑
|α|=k
∂αf(F + θzxDzF )
α!
xk−1(DzF )
α, (16)
for some function θz ∈ (0, 1) depending on z, F and DzF .
Proof. This will be proven for the derivatives in the Wiener direction and the Poisson direction.
• Case z = (t, 0) :
Consider first F =
(
F (1), . . . , F (d)
)
, where F (i) =
∑Ni
k=1GkHk ∈ SW,J for all i. Let f˜ : RN1+···+Nd → R be
such that f(F ) = f˜(G), where G =
(
G
(1)
1 , . . . , G
(1)
N1
, . . . , G
(d)
1 , . . . , G
(d)
Nd
)
. By formula (9) and the chain rule
in the Wiener space,
Dt,0f(F ) =
1
σ
DWt f˜(G) =
1
σ
d∑
i=1
Ni∑
k=1
∂f˜
∂xi+k
(G)DWG
(i)
k =
d∑
i=1
Ni∑
k=1
∂f˜
∂xi+k
(G)Dt,0G
(i)
k .
On the other hand, ∂f˜∂xi+k (G) =
∂f
∂xi
(F )H
(i)
k . Hence,
Dt,0f(F ) =
d∑
i=1
Ni∑
k=1
∂f
∂xi
(F )H
(i)
k Dt,0G
(i)
k =
d∑
i=1
∂f
∂xi
(F )
= Dt,0F
(i)︷ ︸︸ ︷
Dt,0
Ni∑
k=1
H
(i)
k G
(i)
k .
Accordingly, Dt,0f(F ) =
∑d
i=1
∂f
∂xi
(F )Dt,0F
(i).
Consider now a general F ∈ DomDW,J , and take a sequence {FN} ⊂ SW,J × · · · × SW,J converging in
‖·‖W,J to F , that is, F (i)N L
2−−−−→
N→∞
F (i) andDF
(i)
N
L
2−−−−→
N→∞
DF (i) in the respective spaces. By the boundedness
and continuity of ∇f , along with the mean value theorem,
‖f(F )− f(FN )‖L2(Ω) =
∥∥∇f(αF,FNF + (1− αF,FN )FN )) · (F − FN )∥∥L2(Ω)
≤ ∥∥|∇f |
Rd
∥∥
∞
∥∥|F − FN |Rd∥∥L2(Ω) ≤ ∥∥|∇f |Rd∥∥∞ d∑
i=1
∥∥∥F (i) − F (i)N ∥∥∥
L2(Ω)
−−−−→
N→∞
0.
Since
∥∥∥∑di=1 ∂f∂xi (FN )Dt,0F (i)N ∥∥∥
L2(Ω×R+)
≤ ∥∥|∇f |
Rd
∥∥
∞
(∑d
i=1 E
[∥∥Dt,0F (i)∥∥
L2(R+)
]
+K
)
< ∞, for some
constant K, then by the completeness of the space, a convergent subsequence exists. It is known from
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[27, Remark 2 - page 31] that Dt,0 is a closed operator from DomD
W,J ⊂ L2(ΩW ;L2(ΩN˜ )) ≃ L2(ΩW ×
ΩN˜ ) ≃ L2(Ω) into L2
(
ΩW ;L
2(R+,B(R+), dt) ⊗ L2(ΩN˜ )
) ≃ L2(Ω × R+,F ⊗ B(R+),P ⊗ dt). Therefore,
f(F ) ∈ DomDW .
Finally, consider the set SW,J
L2
:=
{∑n
i=1 fi(t)GiHi | Gi ∈ S;Hi ∈ DomDJ ; fi ∈ L2(R+)
}
. By [27, page
37], it is known that SW,J
L2
∈ Dom δW . Hence, for all G ∈ SW,J
L2
,
E
[
〈Df(F ), G〉
L2(Ω
N˜
×R+)
]
= E
[
f(F )δW (G)
]
= lim
l→∞
E
[
f
(
FNl
)
δ(G)
]
= lim
l→∞
E
[〈
Df
(
FNl
)
, G
〉
L2(Ω
N˜
×R+)
]
= lim
l→∞
E
[〈∇f(FNl) ·DFNl , G〉L2(Ω
N˜
×R+)
]
= E
[
〈∇f(F ) ·DF,G〉
L2(Ω
N˜
×R+)
]
= E
〈 d∑
i=1
∂f
∂xi
(F )DF (i), G
〉
L2(Ω
N˜
×R+)
 .
This shows that E
[〈
Df(F )−∑di=1 ∂f∂xi (F )DF (i), G〉
L2(Ω
N˜
×R+)
]
= 0 for any G ∈ SW,J
L2
. Since SW,J
L2
is
dense in L2
(
ΩW ;L
2(R+,B(R+), dt)⊗ L2(ΩN˜ )
)
, and z = (t, 0) it follows that
Df(F ) =
d∑
i=1
∂f
∂xi
(F )DF (i)
=
k−1∑
|α|=1
∂αf(F )
α!
0|α|−1(DzF )
α +
1
k!
d∑
i1,...,ik=1
0k−1
k∏
r=1
(DzF
(ir))
∫ 1
0
(1 − t)k−1∂i1,...,ikf(F + t0DzF ) dt.
The convention 00 = 1 is used in the last equality. The proof of (16) is analogous.
• Case z = (t, x) with x 6= 0:
Since f is differentiable, then by the mean value theorem we obtain
|Ψzf(F )| : =
∣∣∣∣∣f
(
F (ωt,x)
)− f(F (ω))
x
∣∣∣∣∣ = ∣∣∇f(αF,zF (ωt,x) + (1− αF,z)F )) ·DzF ∣∣
≤ ∣∣∇f(αF,zF (ωt,x) + (1− αF,z)F )∣∣
Rd
d∑
i=1
∣∣∣DzF (i)∣∣∣
Rd
.
Therefore,
E
[∫∫
R+×R0
(
Ψzf(F )
)2
dµ(z)
]
≤ ∥∥|∇f |
Rd
∥∥
∞
(
d∑
i=1
E
[∥∥∥DzF (i)∥∥∥2
L2µ
] 1
2
)2
<∞.
Hence, f(F ) ∈ DomDJ and the Malliavin derivative is given by Dzf(F ) = Ψzf(F ). By Taylor’s formula,
f(y) =f(y0) +
k−1∑
|α|=1
∂αf(y0)
α!
(y − y0)α + 1
k!
d∑
i1,...,ik=1
k∏
r=1
(
y(ir) − y(ir)0
) ∫ 1
0
(1− t)k−1∂i1,...,ikf(y0 + t(y − y0)) dt.
Recalling that y(i) − y(i)0 = F (i)(ωz) − F (i)(ω) = xDzF (i), if y = F (ωz) and y0 = F (ω), and plugging in
these values, the formula (15) is immediately verified.
The proof of (16) follows the same logic but with the following Taylor’s formula:
f(y) =
k−1∑
|α|=1
∂αf(y0)
α!
(
y − y0
)α
+
∑
|α|=k
∂αf(y0 + θ(y − y0))
α!
(
y − y0
)α
,
where θ ∈ (0, 1) depends on y0 and y.
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This chain rule allows us to employ the so-called “Nourdin-Peccati analysis”, which is stated in the
following proposition.
Proposition 2. Let the random vectors Z = (Z(1), . . . , Z(d)) and F = (F (1), . . . , F (d)) be such that
Z(i), F (i) ∈ DomDW,J , for all i ∈ {1, . . . , d}. Suppose that the function f : Rd → R satisfies that
∇f ∈ C2(Rd) with a bounded Hessian. Then,
E [〈Z,∇f(F )〉
Rd
] = 〈E [Z] ,E [∇f(F )]〉
Rd
+ E
[〈Hessf (F ), gZ,F (F )〉H.S.]
+
d∑
j=1
E
〈∑
|β|=2
∂β∂jf(F + θzxDzF )x(DzF )
β
β!
,−DL−1(Z(j) − E[Z(j)])〉
H
 , (17)
where gZ,F is the matrix g
i,j
Z,F (x) = E
[〈
DF (i),−DL−1(Z(j) − E[Z(j)])〉
H
∣∣∣ F = x], 〈·, ·〉H.S. is the Hilbert-
Schmidt inner product, and H is the underlying Hilbert space. If ν 6≡ 0 (the jump part is present), then
H = L2µ.
Proof. Notice that it is enough to consider ∇f(F ) and Z centered, because
E [〈Z − E [Z] ,∇f(F )− E [∇f(F )]〉
Rd
] = E [〈∇f(F ), Z〉
Rd
]− 〈E [∇f(F )] ,E [Z]〉
Rd
.
Hence, let E [f(F )] = 0 = E [Z]. By the chain rule (16),
E [〈Z,∇f(F )〉
Rd
] =
d∑
j=1
E
[
Z(j)
∂f
∂xj
(F )
]
=
d∑
j=1
E
[
∂f
∂xj
(F )
(
LL−1Z(j)
)]
=
d∑
j=1
E
[
∂f
∂xj
(F )
(
−δDL−1Z(j)
)]
=
d∑
j=1
E
[〈
D
∂f
∂xj
(F ),−DL−1Z(j)
〉
H
]
=
d∑
j=1
d∑
i=1
E
[
∂2f
∂xj∂xi
(F )E
[〈
DF (i),−DL−1Z(j)
〉
H
∣∣∣F]]
+
d∑
j=1
E
〈∑
|β|=2
∂β∂jf(F + θzxDzF )x(DzF )
β
β!
,−DL−1Z(j)
〉
H

= E
[〈Hessf (F ), gZ,F (F )〉H.S.]
+
d∑
j=1
E
〈∑
|β|=2
∂β∂jf(F + θzxDzF )x(DzF )
β
β!
,−DL−1Z(j)
〉
H
 .
Another important tool is the extension of the so-called Gaussian Poincare´ inequality to the present
context. But to prove this we need an inequality similar to the one proved in [22, Proposition 3.1] (was
proved for all p ≥ 2 in the Wiener space case). The technique used in their proof was based on the equivalence
between Mehler and Ornstein-Uhlenbeck semigroups for the Gaussian case, but in the Wiener-Poisson space
we lack such an equivalence. Nevertheless, it is possible to prove it for p = 2 and that is, in fact, the case
needed to prove the extension of the Gaussian Poincare´ inequality.
Proposition 3. Let F ∈ DomD satisfy E [F ] = 0. Then,
E
[∥∥DL−1F∥∥2
H
]
≤ E
[
‖DF‖2
H
]
.
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Proof. Assume F has its chaos decomposition given by (7). By the orthogonality between chaoses we get,
E
[∥∥DL−1F∥∥2
H
]
=E
∥∥∥∥∥
∞∑
q=1
D
1
q
Iq(fq)
∥∥∥∥∥
2
H
 = E[ ∞∑
q=1
1
q2
‖DIq(fq)‖2H
]
≤ E
[
∞∑
q=1
‖DIq(fq)‖2H
]
= E
[
‖DF‖2
H
]
.
Proposition 4. (Extension of the Gaussian Poincare´ inequality)
Let F ∈ DomD. Then,
Var [F ] ≤ E
[
‖DF‖2
H
]
, (18)
with equality if and only if F is a linear combination of elements in the first and 0th chaos.
Proof. Assume, without loss of generality, that E[F ] = 0.
Var [F ] = E
[
F 2
]
= E
[〈
DF,−DL−1F〉
H
]
≤ E
[
‖DF‖2
H
] 1
2
E
[∥∥DL−1F∥∥2
H
] 1
2 ≤ E
[
‖DF‖2
H
]
,
where Proposition 3 was used in the last step, and the fact that F = −δDL−1F in the second step.
3.1 Nourdin-Peccati Bound
Let ‖·‖Lip and ‖·‖BL be the Lipschitz and bounded Lipschitz seminorms,3 respectively. Consider the following
separating classes:
FM(Rd) :=
{
h : Rd → R | ‖h‖BL ≤ 1
}
, 4 W(Rd) :=
{
h : Rd → R | ‖h‖Lip ≤ 1
}
, 5
and PZ(Rd) :=
{
h : Rd → R | h ∈ C2(Rd), ‖h‖Lip ≤ 1, ‖∇h‖Lip ≤ 1
}
.6
If H represents a separating class, Stein’s method tells us that
dH(Z, F ) := sup
h∈H
|E [h(Z)]− E [h(F )]| ≤ sup
h∈H
∣∣E [〈Σ,Hessfh(F )〉H.S. − 〈F,∇fh(F )〉Rd]∣∣ ,
where fh is a solution of the so-called Stein’s equation. Furthermore, in [10, Lemma 3] the authors showed
that ∥∥‖Hessfh‖H.S.∥∥∞ ≤ k0 ‖h‖Lip & ‖Hessfh‖Lip ≤ k1 ‖∇h‖Lip . (19)
We can now state the main theorem of this paper.
Theorem 1. (NP Bound)
Suppose that Z ∼ N (m,Σ) with a positive definite covariance matrix Σ. Let F = (F (1), . . . , F (d)) be such
that E [F ] = m and F (i) ∈ DomDW,J , for all i. Then,
dH(Z, F ) ≤ k
E [‖Σ− gF (F )‖H.S.] + E
〈|x|( d∑
i=1
∣∣∣DF (i)∣∣∣)2 , d∑
i=1
∣∣∣DL−1F (i)∣∣∣〉
H
 , (20)
where gi,jF (x) := E
[〈
DF (i),−DL−1F (j)〉
H
∣∣∣F = x], and H is the underlying Hilbert space. If ν ≡ 0 (no
jump part, i.e., x = 0), then H could be any of the three separating classes above, but if the jump part is
present then H = PZ and H = L2µ.
3For h : Rd → Rk, ‖h‖Lip := supx 6=y
‖h(x)−h(y)‖
Rk
‖x−y‖
Rd
. For h : Rd → R, ‖h‖BL := ‖h‖Lip + ‖h‖∞.
4This class implies the so-called Fourtet-Mourier distance.
5This class implies the so-called Wasserstein distance.
6The letters PZ stand for the names Peccati-Zheng, the authors of the paper where this class was used to define a distance.
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Proof. The case where σ 6= 0 and ν ≡ 0 was shown already in [21] and [23]. The case where σ = 0 and ν 6≡ 0
was discussed in [31] and [32]. Now, consider the case σ 6= 0 and ν 6≡ 0. By Proposition 2 (with k = 2 in
(16)) we get
dPZ(Z, F ) ≤ sup
h∈PZ
∣∣E [〈Σ,Hessfh(F )〉H.S.]− E [〈F,∇fh(F )〉Rd ]∣∣
≤ sup
h∈PZ
E
[∣∣〈Σ− gF (F ),Hessfh(F )〉H.S.∣∣]
+ sup
h∈PZ
d∑
i=1
E
〈∑
|β|=2
∣∣∣∣∂β∂ifh(F + θzxDzF )x(DzF )ββ!
∣∣∣∣ , ∣∣∣−DL−1F (i)∣∣∣
〉
L2µ

≤ sup
h∈PZ
E
[‖Σ− gF (F )‖H.S. ‖Hessfh(F )‖H.S.]
+ sup
h∈PZ
sup
i,β
∥∥∂β∂ifh∥∥∞
β!
E
〈|x| ∑
|β|=2
|DzF |β ,
d∑
i=1
∣∣∣DL−1F (i)∣∣∣〉
L2µ

≤ sup
h∈PZ
∥∥‖Hessfh‖H.S.∥∥∞ · E [‖Σ− gF (F )‖H.S.]
+C sup
h∈PZ
‖Hessfh‖Lip · E
〈|x|( d∑
i=1
∣∣∣DF (i)∣∣∣)2 , d∑
i=1
∣∣∣DL−1F (i)∣∣∣〉
L2µ
 ,
where the bounds (19) along with k0 + Ck1 ≤ k justify the NP bound. In the last step we used the fact
that
∑
|β|=2 |DzF |β =
∑d
i,j=1
∣∣DzF (i)∣∣ ∣∣DzF (j)∣∣ = (∑di=1 ∣∣DF (i)∣∣)2.
In terms of computations, the inequality (20) is not as tractable as we would like it to be. The following
corollary can deal with this issue.
Corollary 1. (Second Order Poincare´ Inequality)
Let Z ∼ N (m,Σ) with a positive definite covariance matrix Σ. Let F = (F (1), . . . , F (d)) be such that
E [F ] = m, Var[F ] = Σ and F (i),DF (i) ∈ DomDW,J , for all i. Then,
dH(Z, F ) ≤ C
 d∑
i,j=1
(
E
[∥∥∥D2F (i)∥∥∥4
op
] 1
4
E
[∥∥∥DF (j)∥∥∥4
H
] 1
4
+ E
[∥∥∥〈x,D2F (i)D2F (j)〉
H
∥∥∥2
H
] 1
2
)
+
d∑
i=1
E
[〈
|x| ,
∣∣∣DF (i)∣∣∣3〉
H
]
(21)
≤ C
 d∑
i,j=1
(
E
[∥∥∥D2F (i) ⊗1 D2F (i)∥∥∥2
H⊗2
] 1
4
E
[∥∥∥DF (j)∥∥∥4
H
] 1
4
+ E
[∥∥∥〈x,D2F (i)D2F (j)〉
H
∥∥∥2
H
] 1
2
)
+
d∑
i=1
E
[〈
|x| ,
∣∣∣DF (i)∣∣∣3〉
H
] ,
(22)
where H is the underlying Hilbert space, and ‖·‖op is the operator norm.7 If ν ≡ 0 (no jump part, i.e.,
x = 0), then H could be any of the three separating classes above, but if the jump part is present then
H = PZ, H = L2µ and F
(i) must lie in a fixed Wiener-Poisson chaos, that is, F (i) = Iqi(fi) for some qi ∈ N,
for all i.
7Consider the operator T : H → H such that T (h) =
〈
h,D2F
〉
H
. The operator norm of T is what we have denoted by∥∥D2F∥∥
op
.
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Proof. The one dimensional version (with ν ≡ 0) of this inequality was proved in [22], but no multidimen-
sional inequality has been worked out. Since dH(Z, F ) = dH(Z−m,F−m), then we can assume without loss
of generality that m = 0. The last term is not zero only if ν 6≡ 0, and in this case −DL−1F (i) = 1qiDF (i),
with 1 ≤ qi. Hence, applying
(∑d
i=1 |ai|
)3
≤ d3∑di=1 |ai|3,
E
〈|x|( d∑
i=1
∣∣∣DF (i)∣∣∣)2 , d∑
i=1
∣∣∣DL−1F (i)∣∣∣〉
H
 ≤ E
〈|x| ,( d∑
i=1
∣∣∣DF (i)∣∣∣)3〉
H
 ≤ d3 d∑
i=1
E
[〈
|x| ,
∣∣∣DF (i)∣∣∣3〉
H
]
.
To show the other terms, consider the random matrix Gi,jF :=
〈
DF (i),−DL−1F (j)〉
H
. Note that
E [gF (F )] = E [GF ] =
(
E
[
F (i)F (j)
]
)1≤i,j≤d = Σ, and by Jensen’s inequality (for conditional expectation)
along with Ho¨lder’s we have that
E [‖Σ− gF (F )‖H.S.] ≤ E
[
‖Σ− gF (F )‖2H.S.
] 1
2
=
√√√√ d∑
i,j=1
Var
[
g
i,j
F (F )
]
≤
d∑
i,j=1
√
Var
[
G
i,j
F
]
.
By the Gaussian Poincare´ inequality (Proposition 4) we have that
√
Var
[
G
i,j
F
]
≤
√
E
[∥∥∥DGi,jF ∥∥∥2
H
]
. Also,
by the product rule (13), the triangular inequality, and Ho¨lder we get
E
[∥∥∥DGi,jF ∥∥∥2
H
] 1
2
≤ E
[∥∥∥〈D2F (i),−DL−1F (j)〉
H
∥∥∥2
H
] 1
2
+ E
[∥∥∥〈DF (i),−D2L−1F (j)〉
H
∥∥∥2
H
] 1
2
+ E
[∥∥∥〈xD2F (i),−D2L−1F (j)〉
H
∥∥∥2
H
] 1
2
≤ E
[∥∥∥D2F (i)∥∥∥4
op
] 1
4
E
[∥∥∥DL−1F (j)∥∥∥4
H
] 1
4
+ E
[∥∥∥DF (i)∥∥∥4
H
] 1
4
E
[∥∥∥D2L−1F (j)∥∥∥4
op
] 1
4
+ E
[∥∥∥〈xD2F (i),−D2L−1F (j)〉
H
∥∥∥2
H
] 1
2
,
because
∥∥∥〈D2F,DG〉
H
∥∥∥2
H
≤ ∥∥D2F∥∥2
op
‖DG‖2
H
.
• If ν ≡ 0:
In this scenario x = 0, hence E
[∥∥∥〈xD2F (i),−D2L−1F (j)〉
H
∥∥∥2
H
] 1
2
= 0. In [22, Proposition 3.1] there is a
proof that E
[∥∥DL−1F∥∥4
H
] 1
4 ≤ E
[
‖DF‖4
H
] 1
4
and E
[∥∥D2L−1F (j)∥∥4
op
] 1
4 ≤ 12E
[∥∥D2F (j)∥∥4
op
] 1
4
.
• If ν 6≡ 0:
In this case F (j) is restricted to a fixedWiener-Poisson chaos, i.e., F (j) = Iqj (fj) and−DL−1F (j) = 1qjDF (j).
Using this we get E
[∥∥DL−1F∥∥4
H
] 1
4
= 1qj E
[
‖DF‖4
H
] 1
4
, E
[∥∥D2L−1F (j)∥∥4
op
] 1
4
= 1qj E
[∥∥D2F (j)∥∥4
op
] 1
4
, and
E
[∥∥∥〈xD2F (i),−D2L−1F (j)〉
H
∥∥∥2
H
] 1
2
= 1qj E
[∥∥∥〈x,D2F (i)D2F (j)〉
H
∥∥∥2
H
] 1
2
.
In both cases there is a constant C such that
d∑
i,j=1
E
[∥∥∥DGi,jF ∥∥∥2
H
] 1
2
≤ C
 d∑
i,j=1
E
[∥∥∥D2F (i)∥∥∥4
op
] 1
4
E
[∥∥∥DF (j)∥∥∥4
H
] 1
4
+
d∑
i,j=1
E
[∥∥∥〈x,D2F (i)D2F (j)〉
H
∥∥∥2
H
] 1
2
 ,
proving (21). In order to show (22), just invoke the proof of Proposition 4.1 in [22], which remains valid in
this framework, to get
∥∥D2F (i)∥∥4
op
≤ ∥∥D2F (i) ⊗1 D2F (i)∥∥2H⊗2 .
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Remark 7. This corollary basically says that if we want to show gaussian convergence for a family of
random vectors FT = (F
(1)
T , . . . , F
(d)
T ) (living in a fixed chaos if ν 6≡ 0) it is sufficient to check the following
conditions for all i:
1. Expectation of the First Derivative Norm:
E
[∥∥∥DF (i)T ∥∥∥4
H
]
= O(1) as T →∞. (23)
2. Expectation of the First Derivative Cube:
E
[〈
|x| ,
∣∣∣DF (i)T ∣∣∣3〉
H
]
→ 0 as T →∞. (24)
3. Expectation of the Contraction Norm:
E
[∥∥∥D2F (i)T ⊗1 D2F (i)T ∥∥∥2
H⊗2
]
→ 0 as T →∞. (25)
4. Expectation of the Second Derivative Norm:
E
[∥∥∥〈x,D2F (i)T D2F (j)T 〉
H
∥∥∥
H
]
→ 0 as T →∞. (26)
5. Existence of the Variance
Var [FT ]→ Σ exists as T →∞. (27)
Due to the Gaussian Poincare´ inequality, Var
[
F
(i)
T
]
≤ E
[∥∥∥DF (i)T ∥∥∥2
H
]
≤
√
E
[
‖DFT ‖4H
]
, so the variance of
F
(i)
T will go to 0 if the expectation of the first Malliavin derivative norm goes to 0. This is why condition
(23) is necessary, and the convergence to zero of the distance relies on conditions (24), (25) and (26).
4 Special Cases and Applications
4.1 The Wiener Space Case:
Linear functionals of Gaussian-subordinated fields
When we are working in this space the jump size is always zero, that is ν ≡ 0, so the upper bound for the
Wasserstein distance becomes
dW(Z, F ) ≤ kE [‖Σ− gF (F )‖H.S.] , (28)
which coincides perfectly with the bounds computed in [21] and [23].
Since Corollary 1, in this space, is true for all F ∈ D2,4 and not just for functionals in a fixed Wiener chaos,
the authors of [22] proved a very useful central limit theorem for linear functionals of Gaussian-subordinated
fields. Before stating it, some notation is introduced: Let Xt be a centered Gaussian stationary process and
define C(t) = E [X0Xt] = E [XsXt+s], its covariance function. By Remark 2, we know that the Malliavin
derivative of Xt is well defined. Let T > 0, Z ∼ N
(
0, C(0)
)
and f : R → R be a real function of class
C2 not constant such that E [|f(Z)|] < ∞ and E [|f ′′(Z)|4] < ∞. In order to simplify the notation, the
following random sequence is defined,
FT := T
− 12
∫ T
0
(
f(Xt)− E [f(Z)]
)
dt.
Their result is stated as follows,
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Lemma 1. Suppose that
∫
R
|C(t)| dt <∞, and assume that f is a symmetric real valued function. Then
limT→∞ Var [FT ] := Σ
2 ∈ (0,∞) exists and as T →∞
FT
law−→ N ∼ N (0,Σ2).
Our goal in this subsection is to extend this result to the case when
∫
R
|C(t)| dt =∞. This is achievable
under some conditions on the decay rate of the covariance. In fact, it is very handy that for this functional
the conditions (23)-(27) reduce to just one condition on the covariance of the underlying stationary Gaussian
process Xt. Let V (T ) be a strictly positive continuous function with V (T )→ 0 as T →∞ such that either
TV (T ) → 0 or V ∈ C1 and TV ′(T ) → 0 as T → ∞. The following is the condition on the covariance that
replaces the five conditions in Remark 7.
Condition ∗: Either
∫
R
|C(t)| dt <∞ or V (T ) (with the above characteristics) exists such that,
C(T )
V (T )
−−−−→
T→∞
M 6= 0.
V (T ) represents the decay rate for the covariance function. Consider the following function
V˜ (T ) =
{
T if
∫∞
0
|C(x)| dx <∞∫ T
0
∫ y
0
V (x) dx dy if
∫∞
0
|C(x)| dx =∞ .
Let MC := {f ∈ C2 | f is symmetric if
∫
R
|C(t)| dt < ∞ or E [f(Z)Z] 6= 0 if ∫
R
|C(t)| dt = ∞} and
rewrite the functional FT as follows,
FT := V˜ (T )
− 12
∫ T
0
(
f(Xt)− E [f(Z)]
)
dt.
Theorem 2. Suppose that condition ∗ is verified by C(t) and that f ∈ MC. Then limT→∞ Var[FT ] := Σ2 ∈
(0,∞) exists and as T →∞
FT
law−→ N ∼ N (0,Σ2).
Furthermore, if
∫
R
|C(t)| dt =∞, then Σ2 = 2M(E [f(Z)Z])2.
Before tackling this theorem, we need to verify some facts that will simplify the proof.
Proposition 5. Suppose that
∫
R
|C(t)| dt =∞. Then as T →∞,
1.
(∫ T
0
V (x) dx
)−1 ∫ T
0
|C(t)| dt = O(1).
2. V˜ (T )−1
∫
[0,T ]2
|C(t− s)| ds dt = O(1).
3. • If TV (T )→ 0:
V˜ (T )−2T
(∫ T
0
|C(t)| dt)3 = O(max{V (T ), TV (T )2(∫ T
0
V (x) dx
)−1}).
• If TV (T )9 0 and TV ′(T )→ 0
V˜ (T )−2T
(∫ T
0
|C(t)| dt)3 = O(max{V (T ), TV ′(T )}).
4. For fixed q ≥ 1:
V˜ (T )−1
∫
[0,T ]2
C(t− s)q ds dt→ 2M1{q=1} =
{
2M if q = 1
0 if q 6= 1 .
Proof. The proof just involves simple applications of L’Hoˆpital’s rule (L).
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1.
lim
T→∞
∫ T
0
|C(t)| dt∫ T
0 V (x) dx
L
= lim
T→∞
|C(T )|
V (T )
= |M | .
2. Notice first that
∫
[0,T ]2 |C(t− s)| ds dt = 2
∫ T
0
∫ t
0 |C(x)| dx dt so
lim
T→∞
∫
[0,T ]2 |C(t− s)| ds dt
V˜ (T )
= lim
T→∞
2
∫ T
0
∫ t
0
|C(x)| dx dt∫ T
0
∫ y
0
V (x) dx dy
L
= 2 lim
T→∞
|C(T )|
V (T )
= 2 |M | .
3. limT→∞
T
(∫
T
0
|C(t)| dt
)3
V˜ (T )2
= limT→∞
(∫ T
0
|C(t)| dt∫ T
0
V (x) dx︸ ︷︷ ︸
=O(1)
)3
limT→∞
T
(∫
T
0
V (x)dx
)3
V˜ (T )2
.
• If TV (T )→ 0:
lim
T→∞
T
(∫ T
0
V (x) dx
)3
V˜ (T )2
= lim
T→∞
(∫ T
0
V (x) dx
)2
V˜ (T )
lim
T→∞
T
∫ T
0
V (x) dx
V˜ (T )
L
= lim
T→∞
(
2V (T )
)
lim
T→∞
(
1 +
TV (T )∫ T
0 V (x) dx
)
= 2 lim
T→∞
(
V (T ) +
TV (T )2∫ T
0 V (x) dx
)
.
• If TV (T )9 0 and TV ′(T )→ 0
lim
T→∞
T
(∫ T
0 V (x) dx
)3
V˜ (T )2
L
= lim
T→∞
(∫ T
0 V (x) dx
)2
+ 3TV (T )
(∫ T
0 V (x) dx
)
2V˜ (T )
L
=
(
lim
T→∞
5V (T ) + 3TV ′(T )
2
+ lim
T→∞
3TV (T )2
2
∫ T
0
V (x) dx
)
L
= lim
T→∞
(
4V (T ) +
9
2
TV ′(T )
)
.
4. If for q > 1, either limT→∞
∫
[0,T ]2 C(t − s)q ds dt <∞ or limT→∞
∫ T
0 C(x)
q dx <∞, then the result
will follow trivially. So let’s assume that both go to infinity as T goes to infinity.
lim
T→∞
∫
[0,T ]2 C(t− s)q ds dt
V˜ (T )
= lim
T→∞
2
∫ T
0
∫ t
0
C(x)q dx dt∫ T
0
∫ y
0
V (x) dx dy
L
= 2 lim
T→∞
C(T )q
V (T )
= 2 lim
T→∞
(
C(T )
V (T )
)q
︸ ︷︷ ︸
→Mq
V (T )(q−1)︸ ︷︷ ︸
→0 if q>1
= 2M1{q=1}.
Proof of Theorem 2.
Proof. Notice that if
∫
R
|C(t)| dt < ∞ then Theorem 2 reduces to Lemma 1 and there is nothing left to
prove. Assume then, that
∫
R
|C(t)| dt =∞. Due to Remark 7, it is enough to check that condition ∗ implies
conditions (23), (25) and (27), because (24) and (26) trivially holds.
• Expectation of the First Derivative Norm:
– First Malliavin Derivative:
DFT = V˜ (T )
− 12
∫ T
0
f ′(Xt)1[0,t] dt.
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– Norm of the First Malliavin Derivative:
‖DFT ‖2H = V˜ (T )−1
∫
[0,T ]2
f ′(Xt)f
′(Xs)
〈
1[0,t], 1[0,s]
〉
H
dtds = V˜ (T )−1
∫
[0,T ]2
f ′(Xt)f
′(Xs)C(t− s) dt ds.
Then,
‖DFT ‖4H = V˜ (T )−2
∫
[0,T ]4
f ′(Xt)f
′(Xs)f
′(Xu)f
′(Xv)C(t− s)C(u − v) dt ds du dv.
– Expectation of the First Malliavin Derivative Norm:
By using Ho¨lder (twice) on the expectation and by the stationarity of Xt we have the bound,
|E [f ′(Xt)f ′(Xs)f ′(Xu)f ′(Xv)]| ≤ E
[
|f ′(Z)|4
]
,
finally recovering the power we get,
E
[
‖DFT ‖4H
]
≤ E [|f ′(Z)|4](V˜ (T )−1 ∫
[0,T ]2
|C(t− s)| dtds
)2
︸ ︷︷ ︸
=O(1) by Proposition 5
.
All this proves that,
E
[
‖DFT ‖4H
] 1
4
= O(1) as T →∞.
• Expectation of the Contraction Norm:
In the same way we get,
– Second Malliavin Derivative:
D2FT = V˜ (T )
− 12
∫ T
0
f ′′(Xt)1
⊗2
[0,t] dt.
– Contraction of Order 1:
D2FT ⊗1 D2FT =V˜ (T )−1
∫
[0,T ]2
f ′′(Xt)f
′′(Xs)1[0,t] ⊗ 1[0,s]
〈
1[0,t], 1[0,s]
〉
H
dt ds
=V˜ (T )−1
∫
[0,T ]2
f ′′(Xt)f
′′(Xs)1[0,t] ⊗ 1[0,s]C(t− s) dt ds.
– Norm of the Contraction:∥∥D2FT ⊗1 D2FT ∥∥2H⊗2 = V˜ (T )−2 ∫
[0,T ]4
f ′′(Xt)f
′′(Xs)f
′′(Xu)f
′′(Xv)C(t− s)C(u − v)
× 〈1[0,t], 1[0,u]〉H 〈1[0,s], 1[0,v]〉H dt ds du dv
= V˜ (T )−2
∫
[0,T ]4
f ′′(Xt)f
′′(Xs)f
′′(Xu)f
′′(Xv)C(t− s)C(u − v)C(t − u)C(s− v) dt ds du dv.
– Expectation of the Contraction Norm:
By using Ho¨lder in the same way as above we get,
E
[∥∥D2FT ⊗1 D2FT ∥∥2H⊗2] ≤ E [|f ′′(Z)|4] V˜ (T )−2 ∫
[0,T ]4
|C(t− s)C(u − v)C(t− u)C(s− v)| dt ds du dv.
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Now, let’s make the change of variable y = (t− s, u− v, t− u, v), and let’s denote the new region
by Ω˜× [0, T ]. So,
E
[∥∥D2FT ⊗1 D2FT ∥∥2H⊗2] ≤ E [|f ′′(Z)|4] V˜ (T )−2 ∫ T
0
∫
Ω˜
|C(y1)C(y2)C(y3)C(y2 + y3 − y1)| dy1 dy2 dy3 dv
= E
[|f ′′(Z)|4] V˜ (T )−2T ∫
Ω˜
|C(y1)C(y2)C(y3)C(y2 + y3 − y1)| dy1 dy2 dy3.
We take into account that by Cauchy-Schwarz, for all t ∈ R,
|C(t)| =
≤1︷ ︸︸ ︷
|E [X0Xt]|√
Var[X0]Var[Xt]
=C(0)︷ ︸︸ ︷√
Var[X0]Var[Xt] ≤ C(0).
As it is clear that Ω˜ ⊂ [−T, T ]3 and since the integrand is a non-negative even function, we can
deduce that,
E
[∥∥D2FT ⊗1 D2FT ∥∥2H⊗2] ≤ E [|f ′′(Z)|4]C(0)V˜ (T )−2T(2 ∫
[0,T ]
|C(y)| dy
)3
= 8E
[|f ′′(Z)|4]C(0) V˜ (T )−2T(∫ T
0
|C(y)| dy
)3
︸ ︷︷ ︸
−−−−→
T→∞
0 by Proposition 5
.
All this proves that,
∗ If TV (T )→ 0:
E
[∥∥D2FT ⊗1 D2FT∥∥2H⊗2] 14 = O(max
{
V (T ), TV (T )2
(∫ T
0
V (x) dx
)−1} 14)
as T →∞.
∗ If TV (T )9 0 and TV ′(T )→ 0:
E
[∥∥D2FT ⊗1 D2FT ∥∥2H⊗2] 14 = O(max{V (T ), TV ′(T )} 14 ) as T →∞.
• Existence of the Variance:
Since f ∈ MC then E [f(X0)X0] = E [f(Z)Z] 6= 0. Also H1(x) = x, so the first Hermite constant in
the expansion (4) is not 0, i.e., c1 = E [f(X0)X0] 6= 0. Using the formula (5) for the covariance of f
we get,
Var[FT ] = E
[(
V˜ (T )−
1
2
∫ T
0
(
f(Xt)− E [f(Z)]
)
dt
)2]
= V˜ (T )−1
∫
[0,T ]2
Cov
[
f(Xt), f(Xs)
]
dt ds
= V˜ (T )−1
∫
[0,T ]2
∞∑
q=1
c2qq!
(
E [XtXs]
)q
dt ds =
∞∑
q=1
c2qq!V˜ (T )
−1
∫
[0,T ]2
C(t− s)q dt ds
= c21
∫
[0,T ]2 C(t− s) ds dt
V˜ (T )︸ ︷︷ ︸
→2M by Proposition 5
+
∞∑
q=2
c2qq!
∫
[0,T ]2 C(t− s)q ds dt
V˜ (T )︸ ︷︷ ︸
→0, ∀ q by Proposition 5
−−−−→
T→∞
2Mc21.
All this proves that,
lim
T→∞
Var[FT ] = 2M
(
E [f(Z)Z]
)2 ∈ (0,∞) exists.
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Since the conditions were satisfied, Theorem 2 is proved.
Remark 8. Notice that during the proof of this theorem we could establish an estimate for the convergence
rate to normality, i.e., if Z˜ ∼ N (0, 1), then, as T →∞, we have
• If TV (T )→ 0:
dW
(
FT√
Var[FT ]
, Z˜
)
= O
(
max
{
V (T ), TV (T )2
(∫ T
0
V (x) dx
)−1} 14)
.
• If TV (T )9 0 and TV ′(T )→ 0:
dW
(
FT√
Var[FT ]
, Z˜
)
= O
(
max{V (T ), TV ′(T )} 14 ).
In fact, it coincides with the rate obtained in [22] for the case
∫
R
|C(t)| dt < ∞, when V (T ) = 1T and
dW
(
FT√
Var[FT ]
, Z˜
)
= O(T−
1
4 ).
4.1.1 Examples
According to Theorem 2 the only condition we need to check in order to apply the central limit theorem to FT
is the decay rate of the covariance function for the underlying stationary Gaussian process Xt (condition ∗).
In fact, if the decay rate is t−α then we can apply the CLT if α ∈ (0, 1)∪ (1, 2), because in the case α ∈ (1, 2)
the integral
∫
R
C(t) dt is finite and in the case α ∈ (0, 1) the same integral is infinite but V (T ) = T−α ∈ C1
and TV ′(T ) = −αT−α → 0 as T →∞.
1. Fractional Brownian Motion (fBm):
Definition 1. A fractional Brownian motion (fBm) with Hurst parameter H ∈ (0, 1] is a P-a.s.
continuous, centered Gaussian process (BHt )t∈R with covariance structure given by
E
[
BHt B
H
s
]
=
1
2
(
|t|2H + |s|2H − |t− s|2H
)
.
The fractional Brownian motion enjoys the property of having stationary increments (even if they are
not independent), that is, BHt+s − BHs Law= BHt , for all t, s ∈ R and all H ∈ (0, 1). So, if BHt is fBm
then Xt = B
H
t+1 −BHt is a centered Gaussian stationary process with covariance function given by
C1(T ) = E [XTX0] = E
[
(BHT+1 −BHT )(BH1 −BH0 )
]
=
|T + 1|2H + |T − 1|2H − 2T 2H
2
.
Thus, if H > 12 ,
lim
T→∞
T 2−2HC1(T ) = lim
T→∞
T 2
(
1 + 1T
)2H
+
(
1− 1T
)2H − 2
2
= H(2H − 1) =M ∈ (0,∞).
Then, the decay rate of its covariance function is t2H−2, i.e.,
• ∫
R
|C(t)| dt <∞ if H ≤ 12 ,
• ∫
R
|C(t)| dt =∞ if H > 12 .
Theorem 2 is applicable to the increments of fBm for all H ∈ (0, 12) ∪ ( 12 , 1), and
V˜ (T )−
1
2
∫ T
0
(
f(Xt)− E [f(Z)]
)
dt
law−→ N ∼ N (0,Σ2) as T →∞.
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2. Ornstein-Uhlenbeck Driven by fBm:
Definition 2. The fractional-driven Ornstein-Uhlenbeck process is, in an analogous way to the classical
Ornstein-Uhlenbeck, the unique8 stationary, almost surely continuous, centered Gaussian process Y Ht
that solves the Langevin stochastic differential equation
dY Ht = −λY Ht dt+ σ˜dBHt ,
where σ˜, λ > 0 are constants, and BHt is a fractional Brownian motion. This (path-wise) solution with
initial condition Y H0 = σ˜
∫ 0
−∞
eλu dBHu can be written as Y
H
t = σ˜
∫ t
−∞
e−λ(t−u) dBHu , where the integral
is the Riemann-Stieltjes integral.
Therefore, Xt = Y
H
t − E
[
Y H0
]
is a centered Gaussian stationary process. In [11], the authors proved
the following lemma,
Lemma 2. Let H ∈ (0, 12) ∪ ( 12 , 1) and N ∈ N. Then as T →∞,
C2(T ) = E [XTX0] = Cov
[
Y HT , Y
H
0
]
=
σ˜2
2
N∑
n=1
λ−2n
(2n−1∏
k=0
(2H − k)
)
T 2H−2n +O(T 2H−2N−2).
This basically tells us that for all H ∈ (0, 12) ∪ ( 12 , 1) the decay rate of C2(T ) is very similar to the
decay rate of C1(T ) (the covariance of the fBm increments). Lemma 2 implies that, if H >
1
2 ,
lim
T→∞
T 2−2HC2(T ) =
H(2H − 1)σ˜2
λ2
=M ∈ (0,∞).
As in Example 1, due to this rate of decrease, Theorem 2 is applicable to this process for all H ∈(
0, 12
) ∪ ( 12 , 1), and
V˜ (T )−
1
2
∫ T
0
(
f(Xt)− E [f(Z)]
)
dt
law−→ N ∼ N (0,Σ2) as T →∞.
According to Remark 8 we can tell that FT := V˜ (T )
− 12
∫ T
0
(
f(Xt)−E [f(Z)]
)
dt in the above examples has a
rate of convergence to normality of at least T (
1∨(2H)
4 −
1
2 ) for all H ∈ (0, 12) ∪ ( 12 , 1), that is, for Z˜ ∼ N (0, 1),
dW
(
FT√
Var [FT ]
, Z˜
)
= O
(
T (
1∨(2H)
4 −
1
2 )
)
as T →∞.
4.2 The Poisson Space Case:
Simulation of small jumps
Let {F (n)t } be a sequence of stochastic processes, and {Zt} a stochastic process. We say that F (n)t
law≈ Zt if{
F
(n)
t1 , . . . , F
(n)
td
}
law−−−−→
n→∞
{
Zt1 , . . . , Ztd
}
for any set of times {t1, t2, . . . , td}{d∈N}. In simulating the path of a
process {Zt}, we often need to obtain the value of Zt(ω) for some fixed times {t1, t2, . . . , td}, i.e., we need to
know the finite-dimensional distribution of
{
Zt1 , . . . , Ztd
}
. If F
(n)
t
law≈ Zt, then for n sufficiently large, one
could use
{
F
(n)
t1 (ω), . . . , F
(n)
td
(ω)
}
in place of
{
Zt1(ω), . . . , Ztd(ω)
}
for simulation.
In [7], the authors proved that the small jumps from a Le´vy process can be approximated by Brownian
motion. Before this theorem is stated, some notation needs to be introduced: Let Zt be a Le´vy process
with triplet (b, σ2, ν). To isolate the small jumps, consider the variance σ(ǫ)2 =
∫
{|x|≤ǫ}
x2 dν(x) and the
small jumps process F ǫt = σ(ǫ)
−1
∫∫
[0,t]×{|x|≤ǫ} x dN˜(s, x). Therefore, Lt = bt + σWt + N
ǫ
t + σ(ǫ)F
ǫ
t where
N ǫt =
∑
s<t∆Xs1{|∆Xs|>ǫ} =
∫∫
[0,t]×{|x|>ǫ} x dN˜(s, x) is the part of (finitely many) jumps larger than ǫ.
Their theorem reads as follows:
8Any other stationary solution is equal to Y Ht in distribution
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Lemma 3. Let Ŵt be a Brownian motion independent of Wt. Then F
ǫ
t
law≈ Ŵt as ǫ→ 0 if limǫ→0 σ(ǫ)ǫ =∞.
The importance of this lemma is that Lt
law≈ bt +√σ2 + σ(ǫ)2Wt + N ǫt (for ǫ small enough), and the
latter is rather easy to simulate.
The objective of this subsection is to extend this kind of result to functionals that are not necessarily
Le´vy. To focus just on the jump part, let’s assume, without loss of generality, that the triplet of the Le´vy
process Lt is (0, 0, ν), i.e., ν 6≡ 0 and σ = 0. Since we are assuming that
∫
R
x2 dν(x) < ∞, then, it can be
written as Lt = I1(1[0,t]) =
∫∫
[0,t]×R x dN˜(s, x). A natural generalization of a Levy process (but losing some
of its properties) can be given by
Xt = I1
(
ht1[0,t]
)
=
∫∫
[0,t]×R
ht(s, x)x dN˜ (s, x).
Define the process F ǫt = I1
(
σt(ǫ)
−1ht1[0,t]×{|x|≤ǫ}
)
= σ(ǫ)−1
∫∫
[0,t]×{|x|≤ǫ}
ht(s, x)x dN˜ (s, x). This means
that Xt = N
ǫ
t + σ(ǫ)F
ǫ
t where N
ǫ
t = I1
(
ht1[0,t]×{|x|>ǫ}
)
=
∫∫
[0,t]×{|x|>ǫ}
ht(s, x)x dN˜ (s, x) has finitely many
jumps.
Theorem 3. Let Ŵ be an isonormal Gaussian process with E
[
Ŵ (f)Ŵ (g)
]
=
∫
R+
f(s)g(s) ds as its co-
variance structure. Moreover, suppose that ht(s, x) = ht(s) ∈ L3(0, T ). Then F ǫt
law≈ Ŵ (ht) as ǫ → 0 if
limǫ→0
σ(ǫ)
ǫ =∞.
Proof. We need to show that Fǫ :=
{
F ǫt1 , . . . , F
ǫ
td
} law−−−−→
n→∞
{
Ŵ (ht1), . . . , Ŵ (htd)
}
=: Z, for any set of times
{t1, t2, . . . , td} with d ∈ N. Note first that Fti lies in the first Poisson chaos, hence conditions to use the
multidimensional version of Corollary 1 are in place, and all we need to do is to make sure that the five
conditions of Remark 7 are satisfied. Moreover, Ds,xF
ǫ
ti = σ(ǫ)
−1ht(s)1[0,t]×{|x|≤ǫ}(s, x), and D
2
s,xF
ǫ
ti = 0,
for all i. This shows that (25) and (26) are trivially fulfilled.
Notice that
∥∥DF ǫti∥∥2H = ∥∥σ(ǫ)−1hti1[0,ti]×{|x|≤ǫ}∥∥2L2µ =
∫ ti
0
(
hti(s)
)2
ds · ∫
{|x|≤ǫ}
x2 dν(x)
σ(ǫ)2
=
∫ ti
0
(
hti(s)
)2
ds.
Hence, E
[∥∥DF ǫti∥∥4H] 14 = ‖hti‖L2 = O(1) as ǫ→ 0, and condition (23) holds.
On the other hand,
E
[〈
|x| , ∣∣DF ǫti ∣∣3〉
H
]
=
∫∫
[0,ti]×{|x|≤ǫ}
|xhti(s)|3 dν(x) ds
σ(ǫ)3
=
∫ ti
0
∣∣hti(s)∣∣3 ds · ∫{|x|≤ǫ} |x|3 dν(x)
σ(ǫ)3
≤
∫ ti
0
∣∣hti(s)∣∣3 ds · ∫{|x|≤ǫ} x2 dν(x)
σ(ǫ)2
· ǫ
σ(ǫ)
=
∫ ti
0
∣∣hti(s)∣∣3 ds · ǫσ(ǫ) −−−→ǫ→0 0,
by hypothesis. Therefore, condition (24) is verified.
Finally, using properties of the Itoˆ integral,
Cov
[
F ǫti , F
ǫ
tj
]
= E
[
F ǫtiF
ǫ
tj
]
=
∫∫
[0,ti]×{|x|≤ǫ}
hti(s)htj (s)x
2 dν(x) ds
σ(ǫ)2
=
∫ ti∧tj
0
hti(s)htj (s) ds ·
∫
{|x|≤ǫ} x
2 dν(x)
σ(ǫ)2
= E
[
Ŵ (hti)Ŵ (htj )
]
= Cov
[
Ŵ (hti), Ŵ (htj )
]
.
Hence, for all ǫ, Var [Fǫ] = Σ := Var [Z], corroborating condition (27) and concluding the proof.
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We have just shown that Xt
law≈ σ(ǫ)Ŵ (ht) +N ǫt , hence a process Xt = I1
(
ht1[0,t]
)
with infinitely many
jumps can be substituted by a process σ(ǫ)Ŵ (ht)+N
ǫ
t with finitely many jumps, for ǫ small enough, making
it easier to simulate.
Remark 9. If ht(s, x) is also space dependent, then the previous result does not follow. Nevertheless, we
can show that for a fixed t the random variable F ǫt
law−→ Z ∼ N (0, 1) as ǫ→ 0 if∫∫
[0,t]×{|x|≤ǫ} |xht(s, x)|3 dν(x) ds
σ˜t(ǫ)3
−−−→
ǫ→0
0, (29)
where σ˜t(ǫ)
2 =
∥∥ht1[0,t]×{|x|≤ǫ}∥∥2L2µ = ∫∫[0,ti]×{|x|≤ǫ}(ht(s, x))2x2 dν(x) ds. Conditions (25) and (26) are
again trivially fulfilled. Also Var [F ǫt ] = ‖DF ǫt ‖2H = 1 which satisfies (23) and (27). Hypothesis (29) implies
condition (24) is valid.
4.2.1 Example: Fractional Le´vy Process
The condition limǫ→0
σ(ǫ)
ǫ =∞may quite easily be verified. In fact, the measure dν(x) = |x|−(2+δ) 1{−a≤x≤b}dx
for δ ∈ (−1, 1) and a, b > 0 (no jumps bigger than b or smaller than −a) is such that limǫ→0 σ(ǫ)ǫ = ∞. To
check this, note that σ(ǫ)2 =
∫
{|x|≤ǫ}
|x|2 dν(x) = 2ǫ1−δ(1−δ) , so limǫ→0 σ(ǫ)
2
ǫ2 = limǫ→0
2
(1−δ)ǫ1+δ
=∞. Hence, for
the example, assume that the measure ν is such that limǫ→0
σ(ǫ)
ǫ =∞.
1. Fractional Le´vy Process (fLp):
There are two ways to represent a fractional Brownian motion as an integral of a kernel with respect to
Brownian motion (see [17] for a thorough explanation), and both deliver the same process in the sense
that both are Gaussian processes with the same covariance structure for t ≥ 0. One is the so-called
Mandelbrot-Van Ness representation which is an integral over the whole real line with respect to a
two sided Brownian motion. That is, if Bt is a two-sided Brownian motion, then for all t ∈ R and
H ∈ (0, 1),
BHt =
∫ t
−∞
CH
(
(t− s)H− 12+ − (−s)H−
1
2
+
)
dBs,
where CH =
(2H sin(πHΓ(2H)))
Γ(H+ 12 )
and Γ is the Gamma function.
Alternatively, it can be represented in a compact interval by using the so-called Molchan-Golosov
representation, that is, for all t ≥ 0,
BHt =
∫ t
0
KH(t, s) dBs,
where
KH(t, s) =
{
c
(1)
H
[(
t
s
)H− 12 (t− s)H− 12 − (H − 12) s 12−H ∫ ts uH− 32 (u− s)H− 12 du] , H < 12
c
(2)
H s
1
2−H
∫ t
s
(u− s)H− 32uH− 12 du, H > 12
,
with c
(1)
H =
√
2H
(1−2H)β(1−2H,H+1/2) and c
(2)
H =
√
H(2H−1)
β(2−2H,H−1/2) . Here β denotes the beta function.
In the Le´vy case, following this same construction but substituting the Brownian motion with a Le´vy
process, in [39] the authors prove that these representations imply different processes with very different
characteristics. Because of this “non-uniqueness”, the fLp generated by the Mandelbrot-Van Ness
representation is called fLpMvN, and the one generated by the Molchan-Golosov representation is
called fLpMG.
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Definition 3. Let Lt be a two-sided Le´vy process such that E [L1] = 0 and E
[L21] <∞. For H ∈ (0, 1)
and all t ∈ R, the process
LHt =
∫ t
−∞
CH
(
(t− s)H− 12+ − (−s)H−
1
2
+
)
dLs,
is the fractional Le´vy process with the Mandelbrot-Van Ness transformation (fLpMvN). Furthermore,
for H ∈ (0, 1) and all t ≥ 0, the process
LHt =
∫ t
0
KH(t, s) dLs,
is the fractional Le´vy process with the Molchan-Golosov transformation (fLpMG).
It is known that fLp’s have the same covariance structure as fBm. The advantage of fLpMvN over
fLpMG is that the former is stationary and the latter is not in general, as is shown in [39]. Nevertheless,
since fLpMG is derived on a compact interval, Malliavin calculus can be applied to it.
Consider LHt as an fLpMG, that is, LHt = I1(KHt ) where〈
KHt ,K
H
s
〉
L2
=
1
2
(|t|2H + |s|2H − |t− s|2H).
According to Theorem 3, since limǫ→0
σ(ǫ)
ǫ =∞ and ht(s, x) = KHt (s), it follows that F ǫt
law≈ Ŵ (KHt )
as ǫ→ 0. But Ŵ (KHt ) = BHt is a fractional Brownian motion. We conclude that in order to simulate
an fLpMG Xt, we just need to fix ǫ small enough, and simulate the finitely many jumps part N
ǫ
t =
I1(K
H
t 1{|x|≥ǫ}) along with an (independent) fBm part B
H
t = Ŵ (K
H
t ), because LHt
law≈ σ(ǫ)BHt +N ǫt .
4.3 The Wiener-Poisson space case:
Product of O-U processes
Finally, we use the second order Poincare´ inequality developed in the combined space to obtain a central
limit theorem for mixed processes.
Definition 4. Let Lt be a Le´vy process such that E [L1] = 0 and E
[L21] <∞. For all t ≥ 0, the process
Xt =
√
2λ
∫ t
−∞
e−λ(t−u) dLu,
is the Le´vy Ornstein-Uhlenbeck process.
In particular, for the characteristic triplet (0, σ, ν):
• If ν ≡ 0, Xt is the classic Wiener Ornstein-Uhlenbeck process.
• If σ = 0, Xt is the Poisson Ornstein-Uhlenbeck process.
First, notice that if we have a double Ornstein-Uhlenbeck (O-U) process as a sum of a Wiener O-U process
Yt plus a Poisson O-U process Zt (independent of Yt), one can prove in two different ways that the functional
FT = T
− 12
∫ T
0
(
Yt + Zt
)
dt converges to a normal random variable as T → ∞. The first way is to separate
FT into the terms T
− 12
∫ T
0 Yt dt and T
− 12
∫ T
0 Zt dt and use the NP Bounds in the Wiener space and in the
Poisson space respectively to prove that each part goes to a normal. The other method is to use inequality
(20) (NP Bound in the Wiener-Poisson space) and just do one computation. The second way is clearly faster
(since the kernels are the same). This is one advantage of having the inequality in the combined space.
For our example, let us focus on a process that cannot be tackled by either of the NP Bounds (in
the Wiener or Poisson spaces) to prove a CLT. First, for simplicity’s sake (to avoid dealing with constants),
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assume that the triplet for the underlying Le´vy process is given by (0, 1, ν), where
∫
R
x2 dν(x) = 1. Moreover,
assume that
∫
R0
x4 dν(x) <∞. Let Yt =
∫ t
0
√
2λe−λ(t−s) dWs and Zt =
∫∫
[0,t]×R0
√
2λe−λ(t−s)x dN˜ (s, x), so
Yt is a Wiener O-U process and Zt is a Poisson (pure jump) O-U process. If ht(s) =
√
2λe−λ(t−s)1{s≤t} then
the double O-U process mentioned above is just Yt + Zt = I1(ht). Now, define h
(0)
t (s, x) = ht(s)1{x=0}(x)
and h
(1)
t (s, x) = ht(s)1{x 6=0}(x), then Yt = I1
(
h
(0)
t
)
and Zt = I1
(
h
(1)
t
)
. Notice that due to the normalization
of the Le´vy triplet we have that C(t, s) =
〈
h
(0)
t , h
(0)
s
〉
L2µ
=
〈
h
(1)
t , h
(1)
s
〉
L2µ
. The goal of this subsection is to
show that FT = T
− 12
∫ T
0
(
YtZt
)
dt
law−→ Z ∼ N (0,Σ2) as T →∞.
Since h
(0)
t and h
(1)
t have disjoint supports
(
and using the product formula (6)
)
, YtZt = I2
(
h
(0)
t ⊗˜h(1)t
)
,
and by Fubini FT = I2
(
T−
1
2
∫ T
·∨· h
(0)
t ⊗˜h(1)t dt
)
. Hence FT lies in the 2
nd chaos. According to Corollary 1 we
just need to check conditions (23), (24), (25), (26) and (27).
• Expectation of the First Derivative Norm:
– First Malliavin Derivative:
DzFT = T
− 12
∫ T
0
I1
(
h
(0)
t
)
h
(1)
t (z) + I1
(
h
(1)
t
)
h
(0)
t (z) dt.
– Norm of the First Malliavin Derivative:
‖DzFT ‖2H = T−1
∫
[0,T ]2
〈
I1
(
h
(0)
t
)
h
(1)
t (z) + I1
(
h
(1)
t
)
h
(0)
t (z), I1
(
h(0)s
)
h(1)s (z) + I1
(
h(1)s
)
h(0)s (z)
〉
H
dt ds
= T−1
∫
[0,T ]2
I1
(
h
(0)
t
)
I1
(
h(0)s
) 〈
h
(1)
t , h
(1)
s
〉
H
+ I1
(
h
(1)
t
)
I1
(
h(1)s
) 〈
h
(0)
t , h
(0)
s
〉
H
dt ds
= T−1
∫
[0,T ]2
(
I1
(
h
(0)
t
)
I1
(
h(0)s
)
+ I1
(
h
(1)
t
)
I1
(
h(1)s
))
C(t, s) dt ds,
then,
‖DzFT ‖4H ≤ 2T−2
[(∫
[0,T ]2
I1
(
h
(0)
t
)
I1
(
h(0)s
)
C(t, s) dt ds
)2
+
(∫
[0,T ]2
I1
(
h
(1)
t
)
I1
(
h(1)s
)
C(t, s) dt ds
)2]
= 2T−2
∫
[0,T ]4
[ 4∏
i=1
I1
(
h
(0)
ti
)
+
4∏
i=1
I1
(
h
(1)
ti
)]
C(t1, t2)C(t3, t4) dt1 dt2 dt3 dt4.
– Expectation of the First Derivative Norm:
Notice that by the product formula (6) we have that
4∏
i=1
I1
(
h
(0)
ti
)
=
[〈
h
(0)
t1 , h
(0)
t2
〉
H
+ I2
(
h
(0)
t1 ⊗˜h(0)t2
)][〈
h
(0)
t3 , h
(0)
t4
〉
H
+ I2
(
h
(0)
t3 ⊗˜h(0)t4
)]
,
and
4∏
i=1
I1
(
h
(1)
ti
)
=
[〈
h
(1)
t1 , h
(1)
t2
〉
H
+I1
(
h
(1)
t1 ⊗10h(1)t2
)
+I2
(
h
(1)
t1 ⊗˜h(1)t2
)][〈
h
(1)
t3 , h
(1)
t4
〉
H
+I1
(
h
(1)
t3 ⊗10h(1)t4
)
+I2
(
h
(1)
t3 ⊗˜h(1)t4
)]
,
so
E
[
4∏
i=1
I1
(
h
(0)
ti
)]
= C(t1, t2)C(t3, t4) +
〈
h
(0)
t1 ⊗˜h(0)t2 , h(0)t3 ⊗˜h(0)t4
〉
H⊗2
,
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and
E
[
4∏
i=1
I1
(
h
(1)
ti
)]
= C(t1, t2)C(t3, t4) +
〈
h
(1)
t1 ⊗10 h(1)t2 , h(1)t3 ⊗10 h(1)t4
〉
H
+
〈
h
(1)
t1 ⊗˜h(1)t2 , h(1)t3 ⊗˜h(1)t4
〉
H⊗2
.
Also notice that
C(t, s) =
∫ t∧s
0
2λe−λ(t+s−2u) du = e−λ|t−s| − e−λ(t+s) ≤ e−λ|t−s| ≤ 1,
〈
h
(1)
t1 ⊗10 h(1)t2 , h(1)t3 ⊗10 h(1)t4
〉
H︸ ︷︷ ︸〈
xh
(1)
t1
h
(1)
t2
,xh
(1)
t3
h
(1)
t4
〉
H
=
∫ min{t1,t2,t3,t4}
0
∫
R0
x44λ2e−λ(t1+t2+t3+t4−4u) dν(x) du ≤ λ
∫
R0
x4 dν(x),
〈
h
(0)
t1 ⊗˜h(0)t2 , h(0)t3 ⊗˜h(0)t4
〉
H⊗2
=
〈
h
(1)
t1 ⊗˜h(1)t2 , h(1)t3 ⊗˜h(1)t4
〉
H⊗2
=
C(t1, t3)C(t2, t4) + C(t1, t4)C(t2, t3)
2
≤ 1.
Putting all this together we get
E
[
‖DFT ‖4L2µ
]
= 2T−2
∫
[0,T ]4
(
E
[
4∏
i=1
I1
(
h
(0)
ti
)]
+ E
[
4∏
i=1
I1
(
h
(1)
ti
)])
C(t1, t2)C(t3, t4) dt1 dt2 dt3 dt4
≤ 2
(
4 + λ
∫
R0
x4 dν(x)
)(
T−1
∫
[0,T ]2
C(t, s) dt ds
)2
≤ 2
(
4 + λ
∫
R0
x4 dν(x)
)(
T−1
∫
[0,T ]2
e−λ|t−s| dt ds
)2
= 2
(
4 + λ
∫
R0
x4 dν(x)
)(
2T−1
∫ T
0
∫ t
0
e−λ(t−s) ds dt
)2
≤ 2
(
4 + λ
∫
R0
x4 dν(x)
)(
2
λ
)2
.
All this proves that
E
[
‖DFT ‖4H
] 1
4
= O(1) as T →∞.
• Expectation of the Cube of the First Derivative Norm:
– Cube of the First Malliavin Derivative:
Since h
(0)
t (z) · h(1)s (z) = 0 for all z ∈ R+ ×R then,
|DFT |3 =
∣∣∣∣∣T− 32
∫
[0,T ]3
[ 3∏
i=1
I1
(
h
(0)
ti
)
h
(1)
ti +
3∏
i=1
I1
(
h
(1)
ti
)
h
(0)
ti
]
dt1 dt2 dt3
∣∣∣∣∣ .
– Norm of the Cube of the First Malliavin Derivative:
Since x · h(0)t (z) = 0 for all z = (t, x) ∈ R+ ×R then〈
|x| , |DFT |3
〉
H
≤ T− 32
∫
[0,T ]3
3∏
i=1
∣∣∣I1(h(0)ti )∣∣∣
〈
|x| ,
3∏
i=1
∣∣∣h(1)ti ∣∣∣
〉
H
dt1 dt2 dt3.
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– Expectation of the Cube of the First Derivative Norm:
Notice that by Ho¨lder’s inequality we have
E
[
3∏
i=1
∣∣∣I1(h(0)ti )∣∣∣
]
≤ E[(
〈
h
(0)
t1
,h
(0)
t2
〉
H
+I2
(
h
(0)
t1
⊗˜h
(0)
t2
)
︷ ︸︸ ︷
I1
(
h
(0)
t1
)
I1
(
h
(0)
t2
))2] 12
E
[(
I1
(
h
(0)
t3
))2] 12
≤
(
|C(t1, t2)|+ E
[(
I2
(
h
(0)
t1 ⊗˜h(0)t2
))2] 12)
E
[(
I1
(
h
(0)
t3
))2] 12
≤
(
|C(t1, t2)|+
∥∥∥h(0)t1 ⊗ h(0)t2 ∥∥∥
H⊗2
)∥∥∥h(0)t3 ∥∥∥
H
≤ 2,
and 〈
|x| ,
3∏
i=1
∣∣∣h(1)ti ∣∣∣
〉
H
=
∫ min{t1,t2,t3}
0
(2λ)
3
2 e−λ(t1+t2+t3−3u) du
∫
R0
|x|3 dν(x)
≤ 2
√
2λ
3
(∫
R0
|x|3 dν(x)
)
e−λ(t1+t2+t3−3min{t1,t2,t3}).
Putting all this together we get
E
[〈
|x| , |DFT |3
〉
H
]
≤ T− 32
∫
[0,T ]3
E
[
3∏
i=1
∣∣∣I1(h(0)ti )∣∣∣
]〈
|x| ,
3∏
i=1
∣∣∣h(1)ti ∣∣∣
〉
H
dt1 dt2 dt3
≤ 4
√
2λ
3
(∫
R0
|x|3 dν(x)
)
T−
3
2
∫
[0,T ]3
e−λ(t1+t+t3−3min{t1,t2,t3}) dt1 dt2 dt3
=
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√
2λ
3
(∫
R0
|x|3 dν(x)
)
T−
3
2
∫ T
0
∫ t
0
∫ s
0
e−λ(t+s−2u) du ds dt
≤ 4
√
2
(∫
R0
|x|3 dν(x))
λ
3
2
√
T
= O(T−
1
2 ).
All this proves that
E
[〈
|x| , |DF |3
〉
H
]
→ 0 as T →∞.
• Expectation of the Contraction Norm:
– Second Malliavin Derivative:
D2z1,z2FT = T
− 12
∫ T
0
h
(1)
t (z1)h
(0)
t (z2) + h
(0)
t (z1)h
(1)
t (z2) dt.
– Contraction of order 1:
D2FT ⊗1 D2FT = T−1
∫
[0,T ]
h
(1)
t (z1)h
(1)
s (z1)
= C(t,s)≤1︷ ︸︸ ︷〈
h
(0)
t , h
(0)
s
〉
H
+h
(0)
t (z1)h
(0)
s (z1)
= C(t,s)≤1︷ ︸︸ ︷〈
h
(1)
t , h
(1)
s
〉
H
dt ds
≤ T−1
∫
[0,T ]
h
(1)
t (z1)h
(1)
s (z1) + h
(0)
t (z1)h
(0)
s (z1) dt ds.
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– Norm of the Contraction:∥∥D2FT ⊗1 D2FT∥∥2H ≤ T−2 ∫
[0,T ]4
〈
h
(0)
t1 h
(0)
t2 , h
(0)
t3 h
(0)
t4
〉
H
+
〈
h
(1)
t1 h
(1)
t2 , h
(1)
t3 h
(1)
t4
〉
H
dt1 dt2 dt3 dt4.
– Expectation of the Contraction Norm:
Notice that〈
h
(0)
t1 h
(0)
t2 , h
(0)
t3 h
(0)
t4
〉
H
=
〈
h
(1)
t1 h
(1)
t2 , h
(1)
t3 h
(1)
t4
〉
H
= λ
(
e−λ(t1+t2+t3+t4−4min{t1,t2,t3,t4})−e−λ(t1+t2+t3+t4)),
so∫
[0,T ]4
〈
h
(i)
t1 h
(i)
t2 , h
(i)
t3 h
(i)
t4
〉
H
dt1 dt2 dt3 dt4 ≤ 24λ
∫ T
0
∫ t
0
∫ s
0
∫ u
0
e−λ(t+s+u−3v) dv du ds dt ≤ 4T
λ2
.
Putting all this together we get
E
[∥∥D2FT ⊗1 D2FT ∥∥2H] ≤ 2T−2 ∫
[0,T ]4
〈
h
(i)
t1 h
(i)
t2 , h
(i)
t3 h
(i)
t4
〉
H
dt1 dt2 dt3 dt4 ≤ T−2 8T
λ2
=
8
Tλ2
.
All this proves that
E
[∥∥D2FT ⊗1 D2FT∥∥2H]→ 0 as T →∞.
• Expectation of the Squared Second Derivative Norm:
– Square of the Second Malliavin Derivative:
(D2z1,z2FT )
2 = T−1
∫
[0,T ]2
h
(0)
t (z1)h
(0)
s (z1)h
(1)
t (z2)h
(1)
s (z2) + h
(1)
t (z1)h
(1)
s (z1)h
(0)
t (z2)h
(0)
s (z2) dt ds.
– Inner Product of the Squared Second Malliavin Derivative:
Like in a previous calculation, x · h(0)t = 0, so
〈
x, (D2FT )
2
〉
H
= T−1
∫
[0,T ]2
h
(0)
t h
(0)
s
∫
R0
x3dν(x)C(t,s)︷ ︸︸ ︷〈
x, h
(1)
t h
(1)
s
〉
H
dt ds ≤
∫
R0
|x|3 dν(x)T−1
∫
[0,T ]2
h
(0)
t h
(0)
s dt ds.
– Expectation of the Squared Second Derivative Norm:
By the earlier computations we have,
E
[∥∥∥〈x, (D2FT )2〉H∥∥∥2
H
]
≤
(∫
R0
|x|3 dν(x)
)2
T−2
∫
[0,T ]4
〈
h
(0)
t1 h
(0)
t2 , h
(0)
t3 h
(0)
t4
〉
H
dt1 dt2 dt3 dt4 ≤ 4
λ2T
.
All this proves that
E
[∥∥∥〈x, (D2F )2〉
H
∥∥∥2
H
]
→ 0 as T →∞.
• Existence of the Variance:
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Since FT = I2
(
T−
1
2
∫ T
·∨·
h
(0)
t ⊗˜h(1)t dt
)
then
Var[FT ] =
∥∥∥∥∥T− 12
∫ T
·∨·
h
(0)
t ⊗˜h(1)t dt
∥∥∥∥∥
2
H⊗2
= T−1
∫
[0,T ]2
(∫ T
s1∨s2
2λe−λ(2t−s1−s2)dt
)2
ds1 ds2
= T−1
∫
[0,T ]2
(
e−λ|s1−s2| − e−λ(2T−s1−s2))2 ds1 ds2
= T−1
∫
[0,T ]2
e−2λ|s1−s2| − 2e−2λ(T−s1∧s2) + e−2λ(2T−s1−s2) ds1 ds2
= T−1
(
T
λ
− 6(1− e
−2λT )
4λ2
+ 4Te−2λT +
(1− e−2λT )2
4λ2
)
=
1
λ
+O(T−1).
All this proves that,
Var[FT ]→ 1
λ
∈ (0,∞) exists as T →∞.
Since all five conditions are met, by Corollary 1 we have that FT
law−→ Z ∼ N (0, 1λ) as T → ∞. Moreover,
due to the quantitative property of the inequality, one can estimate (from the computations above) that the
rate of convergence to normality is at least O
(
T−
1
4
)
, i.e., dPZ
(
FT√
Var[FT ]
, Z
)
= O
(
T−
1
4
)
as T →∞. This rate
is similar to the one obtained for the linear functionals of Gaussian-subordinated fields with an underlying
process given by the increments of fBm or the fractional-driven O-U, when H ∈ (0, 12).
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