Dynamics of pattern-loaded fermions in bichromatic optical lattices by Reichl, Matthew & Mueller, Erich
ar
X
iv
:1
50
8.
00
47
2v
3 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 23
 M
ar 
20
16
Dynamics of pattern-loaded fermions in bichromatic optical lattices
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(Dated: August 15, 2018)
Motivated by experiments in Munich (M. Schreiber et. al. Science 349, 842), we study the dy-
namics of interacting fermions initially prepared in charge density wave states in one-dimensional
bichromatic optical lattices. The experiment sees a marked lack of thermalization, which has been
taken as evidence for an interacting generalization of Anderson localization, dubbed “many-body
localization”. We model the experiments using an interacting Aubry-Andre model and develop a
computationally efficient low-density cluster expansion to calculate the even-odd density imbalance
as a function of interaction strength and potential strength. Our calculations agree with the experi-
mental results and shed light on the phenomena. We also explore a two-dimensional generalization.
The cluster expansion method we develop should have broad applicability to similar problems in
non-equilibrium quantum physics.
PACS numbers: 72.15.Rn, 37.10.Jk, 67.85.-d
Introduction - An important challenge in many-body
physics is to understand how interactions and disorder in-
fluence the transport properties of an electron gas. The
non-interacting disordered problem was largely solved by
Anderson [1, 2]. By studying the expansion dynamics of
wave packets of weakly interacting atoms, cold atom ex-
periments have found evidence for Anderson localization
in 1D [3] and 3D [4, 5] random speckled potentials and in
1D quasi random optical superlattices [6]. More recently,
attention has turned to the interacting problem [7–25].
FIG. 1: (Color online) Imbalance I = Nodd−Neven
Nodd+Neven
vs time t,
measured in units of the nearest-neighbor hopping strength J
for fermions in an incommensurate superlattice of strength ∆.
Nodd/even is the number of fermions on odd/even sites. The
inset shows the geometry. At time t = 0, I = 1. The dark
(blue) curves show the result of keeping the first two terms in
the cluster expansion in Eq. (6) for 20 sites. The light (orange)
curve shows the result of including three-particle terms in the
cluster expansion. Red dots correspond to a time-dependent
DMRG simulation. Here ∆ = 3J , U = 3J , the superlattice
period β−1 = (0.721)−1 and the superlattice phase φ = 0.
The density is ǫ = 0.2 in the top graph and ǫ = 0.5 in the
bottom graph.
Schreiber et. al [26] devised an ingenious experiment to
test these ideas. Here we model that experiment.
The experiment in Ref. [26] uses lasers to create a one-
dimensional lattice with a weak periodic superlattice that
is incommensurate with the main lattice (see the inset
in Fig. 1). The resulting quasi-periodic potential shares
features with a disordered one. For example, when the
potential is sufficiently strong, all single particle states
are localized. The experimentalists load interacting spin-
1/2 fermions into some of the odd sites of the lattice,
leaving the even sites empty. Some odd sites are doubly
occupied. The atoms hop and interact for time t. The
experimentalists measure the sublattice imbalance I(t)
I(t) =
Nodd −Neven
Nodd +Neven
(1)
where Nodd/even is the number of fermions on odd/even
sites at time t. In a localized phase, the atoms do not
travel far from their initial position, and have a rela-
tively high probability of being found at their starting
point. Consequently in such a phase, one expects I(t) to
be non-zero at long times. Conversely, in a delocalized
phase, one might expect I(t) to decay to zero at long
times. The experiment explores the long time behavior
of I as a function of superlattice strength and the inter-
action strength. The initial configuration of fermions on
odd sites is random and the measurements are the result
of ensemble averages over initial states. The experimen-
talists find two phases: one in which I decays to zero,
the other in which it is finite. The boundary appears to
depend on the interactions in a non-monotonic manner.
In this paper we model the experiment, addressing the
fundamental question of the interplay of incommensurate
potentials and interactions. We develop a low-density
cluster expansion which expresses the ensemble averaged
imbalance as the sum of terms which involve only single-
particle and two-particle dynamics. Using this compu-
tationally efficient approximation, we numerically calcu-
late the long time imbalance as a function of interaction
2strength and superlattice strength. Our calculations re-
produce the experimental results and provide insight into
localization in the interacting system. We also extend our
method to the case of a two dimensional lattice with an
incommensurate superlattice in only one direction. The
extra transverse degrees of freedom give kinetic pathways
for equilibration; we calculate the consequences.
Model and Methods - We model the atomic dynam-
ics via the interacting Aubry-Andre model, given by the
Hamiltonian [14, 27]
H =− J
∑
i,σ
(
c†i,σci+1,σ + h.c
)
+∆
∑
i,σ
cos(2πβi + φ)c†i,σci,σ + U
∑
i
ni,↑ni,↓
(2)
The first term describes nearest neighbor tunneling with
strength J while the second term describes a periodic
superlattice potential of strength ∆. For nearly all ir-
rational values of β, this potential functions as quasi-
random disorder which localizes all single particle states
for sufficiently large superlattice strength (∆/J > 2) [27].
In this regime, and for infinitely large systems, the sin-
gle particle states are localized with a localization length
λ = (2 log ∆2J )
−1, independent of β [27, 28]. If β = p/q is
rational, the eigenstates are extended Bloch waves with
period q. For large ∆ and large q, the wavefunction in
each unit cell is sharply peaked, and locally the eigen-
states are similar to the irrational case.
The localization transition is reflected in the observable
I(t), which for typical irrational β and U = 0 relaxes to 0
for ∆/J < 2 but remains finite at long times for ∆/J > 2
(see the inset in Fig. 2). We define I∞ = I(t → ∞).
Although I∞ → 0 as ∆/J → 2, the way it vanishes
depends strongly on β and is inconsistent with the naive
estimate from structureless exponentially localized states
Iest ∼ 1/λ
2 (see Ref. [26], supplementary material). The
graph of I∞ vs. β and ∆/J is fractal (see Fig. S1 in the
Supplementary Information), as it has different behaviors
for rational and irrational β. Despite this complexity, the
long time behavior of I is distinct in the localized and de-
localized phase: I(t) captures the localization transition,
but also probes features of the single-particle wave func-
tions beyond the localization length.
The third term in Eq. (2) describes on-site interactions
of strength U . Here we develop a low-density expansion
to calculate the imbalance in the presence of interactions.
We define 〈I(t)〉 to be the expectation value of the
imbalance, averaged over the ensemble of initial states,
〈I(t)〉 =
1
Z
Ns∑
n=1
∑
{n}
W ({n})×
1
n
〈{n}|nˆI(t)|{n}〉 (3)
Here {n} = {i1σ1, i2σ2, ..., inσn} labels an n-particle ini-
tial state with particles at sites i with spin σ,
∑
{n}
denotes a sum over the ij ’s and σj ’s, W ({n}) is the
weight of a given n particle state, Z =
∑
{n}W ({n}),
and nˆI(t) = e
iHt(Nˆodd − Nˆeven)e
−iHt where Nˆodd/even
are the number operators (for both spins) on odd/even
sites.
To model the experiment, we take W ({n}) = 0 if any
of the particles are on even sites. We take the initial
occupation of each odd site to be an independent random
variable, and hence W ({n}) = ǫn(1 − ǫ)Ns−n, where Ns
is the number of sites. Our method is readily generalized
to more sophisticated weights. For instance, as shown in
Eq. (S12), we can weight the initial states with separate
probabilities for sites with two atoms (doublons) or one
atom (singlons) (see also Fig. 3).
With this choice ofW , the normalization is Z = 1−(1−
ǫ)Ns which approaches 1 in the Ns → ∞ limit. In that
same limit, the mean density (the number of particles per
site averaged over the ensemble of initial states) is ǫ .
Substituting our weight function into Eq. (3) yields an
expression for the imbalance as a sum of terms involving
different numbers of particles:
〈I(t)〉 =
1
Z
[
ǫ(1− ǫ)Ns−1
∑
{1}
′
C{1}(t) +
ǫ2
2
(1− ǫ)Ns−2
∑
{2}
′
C{2}(t) +
ǫ3
3
(1− ǫ)Ns−3
∑
{3}
′
C{3}(t) + ...+
ǫNs
Ns
∑
{Ns}
′
C{Ns}(t)
]
(4)
where C{n}(t) = 〈{n}|nˆI(t)|{n}〉, and the primes on the sums mean they only include odd sites.
We wish to resum this series, taking advantage of the fact that well-separated particles will move independently.
Somewhat analogous to cumulants, we define functions C˜{n}(t) via
C{n}(t) = C˜{n}(t) +
∑
〈{1}∈{n}〉
C{1}(t) +
∑
〈{2}∈{n}〉
C˜{2}(t) +
∑
〈{3}∈{n}〉
C˜{3}(t) + ...+
∑
〈{n−1}∈{n}〉
C˜{n−1}(t) (5)
where
∑
〈{k}∈{n}〉 denotes a sum over all
(
n
k
)
combi- nations of k site and spin labels in {n}. We set
3C˜{1}(t) = C{1}(t). These new functions C˜{k}(t) extract
the k-body dynamics from the original functions C{k}(t).
First instance, the two particle term C˜{i1σ1,i2σ2}(t) =
C{i1σ1,i2σ2}(t) − C{i1σ1}(t) − C{i2σ2}(t) is the difference
between a term representing the exact dynamics of two
particles with initial positions and spins i1σ1 and i2σ2
and the single particle dynamics of a particle initialized
at site i1 and another particle initialized at site i2. In the
non-interacting limit U = 0, we only have single particle
dynamics and C˜{k}(t) = 0 for all k > 1. In a diagram-
matic formulation, C˜ involves only connected diagrams.
Substituting Eq. (5) into Eq. (4), and using the argu-
ments in the Supplementary Information gives
〈I(t)〉 =
1
Ns
∑
{1}
′
C˜{1}(t) +
ǫ
Ns
∑
{2}
′
C˜{2}(t) +O(ǫ
2) (6)
in the Ns →∞ limit. For our numerical calculations we
include the finite size corrections in Eq. (S7).
Equation (6) expresses the n-particle time dependent
observable 〈I(t)〉 explicitly as the sum of 1-particle terms
(C˜{1}(t)), 2-particle terms (C˜{2}(t)), etc. The first sum
in Eq. (6) contains Ns terms. The second sum contains
O(N2s ) terms, but when the two particles are farther
apart than some length scale ξ, where ξ is the smaller
of the one-particle localization length λ and the ballistic
length l = Jt, the particles are effectively non-interacting
and C˜{2} will vanish. Therefore only ξNs terms con-
tribute to the sum. Similarly, there are only O(ξ2Ns)
which contribute in the sum over C˜{3} terms.
Each subsequent term in Eq. (6) is intensive and is
weighted by a coefficient of the order ǫn−1 (the density
exponentiated to the number of particles in the cluster
minus 1). This cluster expansion is a non-equilibrium
analogue to the virial expansion in statistical physics [29].
When the localization length is greater than the system
size (λ > Ns) the series is only guaranteed to converge
for short times l = Jt . 1/ǫ. Therefore, for calculations
of the long-time behavior of the imbalance, we focus our
attention on the localized regime ∆/J > 2.
For most of the results in this paper we only keep the
first two terms in Eq. (6). Remarkably, this approxi-
mation, which only involves calculating the dynamics of
one or two particles, shows all the features seen in the
experiments of Ref. [26].
Numerical Results - Figure 1 shows typical 〈I(t)〉 for
interacting fermions in the localized regime. The solid
blue curves show calculations using the first two terms in
the cluster expansion in Eq. (6). The imbalance initially
has a value I(t = 0) = 1, reflecting the fact that the ini-
tial states have particles localized only on odd sites. At
long times, the imbalance saturates to a non-zero value
with small fluctuations about the mean. For compari-
son, the red dots show calculations using time-dependent
density matrix renormalization group (t-DMRG) [30, 31].
For the DMRG calculations, we average over 100 initial
states drawn from the probability distribution W ({n}).
The cluster expansion and the t-DMRG show excellent
agreement at the smaller density ǫ = 0.2. At the larger
density ǫ = 0.5 there is some small quantitative disagree-
ment, but the average long-time imbalance is nearly iden-
tical for the two approaches. As a test of the conver-
gence of the cluster expansion, we have also computed
the contribution from three-particle terms (orange curve
in Fig. 1). Including these terms gives small corrections
to the two-particle calculation and yields better agree-
ment with t-DMRG.
Figure 2 shows the long time imbalance I∞ as a func-
tion of interaction strength for a series of superlattice
strengths. We compute 〈I(t)〉init by numerically evaluat-
ing the first two terms of Eq. (6) at a density ǫ = 0.2.
Each data point in Fig. 2 represents 〈I(t)〉 averaged over
the times 200 < tJ < 500 and averaged over twelve values
of the superlattice potential phase φ evenly spaced in the
range [0, π]. All simulations were performed on a lattice
with 20 sites using open boundary conditions. We have
explicitly verified that finite size effects are negligible; the
system size was chosen for numerical convenience.
Each curve is symmetric under U → −U . As pointed
out in Ref. [32] this symmetry is expected for time-
reversal invariant operators such as I(t), as long as the
initial states are localized in space. For |U/J | . 2∆,
interactions cause some 2-particle scattering states to
become less localized than 1-particle states, and the
long time imbalance decreases with increasing interaction
strength. For larger interactions, the imbalance begins to
increase again and produces a “W” shape consistent with
the re-entrant behavior predicted for similar systems [33].
The “W” is most pronounced for ∆/J ≈ 3.
At large interaction strengths, up-spin and down-spin
particles initially localized at the same site (doublons)
become bound and have a reduced effective tunneling
rate Jeff ≈ J
2/U [8, 12]. The contribution to I∞ from
these doublons causes the long time imbalance at large
interaction strengths to become greater than the long-
time imbalance at U = 0.
We further explore the contribution of doublons to
I∞ by giving doublons and singlons separate weights in
our average over initial states (see Eq. (S12)). We let
ǫ be the total density of particles and η the density of
doublons. Fig. 3 shows I∞ as a function of U/J at
∆/J = 3 for three different values of η/ǫ in the initial
states of the system: 0 (ǫ = 0.5), 0.23 (ǫ = 0.57), and
0.5 (ǫ = 0.67) for the bottom (blue), middle (orange),
top (green) graphs, respectively. All other parameters
are the same as in Figure 2. In the case where there are
no doublons I∞(U/J = 0) = I∞(U/J → ∞). This is
a reflection of the fact that the dynamics of singlons in
the hard core U/J →∞ limit is identical to the dynam-
ics of free spinless fermions [26]. As more doublons are
added to the system, I∞ at large U/J increases, as ex-
pected from the reduced tunneling rate of bound pairs.
4FIG. 2: (Color online) Long time density imbalance I∞ as
a function of interaction strength U/J for a one-dimensional
lattice with 20 sites at density ǫ = 0.2. The superlattice
period is β−1 = (0.721)−1 in units of the lattice spacing. The
different curves correspond to different superlattice strengths:
∆/J = 2, 3, 4, 5 (from bottom to top). The inset shows I as
a function of superlattice strength for U/J = 0.
The blue and orange points in Fig. 3 show corresponding
experimental results from Ref. [26], where the doublon
density was controlled by varying the loading protocol.
We chose η and ǫ to best match the experimental data,
finding excellent agreement. Our best-fit value of η is
somewhat smaller than estimates in Ref. [26]. Similar
discrepancies were seen in DMRG calculations [26].
Motivated by more recent experiments [34], and as a
further demonstration of our cluster method approach,
we have extended our calculations to two-dimensional
lattices. We consider a two-dimensional Hamiltonian
with a one-dimensional superlattice potential V =
∆cos(2πβix+φ). As before, we take J to be the hopping
in the x-direction and Jy the hopping in the y-direction.
In this case we average over initial states where atoms
are localized on odd sites in the x-direction and are in
ky = 0 momentum eigenstates in the y-direction. This
choice of initial states, which requires periodic bound-
ary conditions in the y-direction, was chosen purely for
numerical simplicity; we expect no qualitative changes
if we initialize with spatially localized states and use
open boundary conditions in the y-direction. We once
again use Eq. (6) including only one-particle and two-
particle terms to compute the even-odd imbalance in the
x-direction.
Because the eigenstates are inherently delocalized in
this situation, we only expect our cluster expansion to be
accurate for short times. Fig. 4 shows the imbalance I in
the x-direction, averaged over times between t = 5/J and
t = 10/J as a function of U/J . These simulations were
performed on a lattice with 10×10 sites. Scattering in
the y-direction (transverse to the superlattice potential)
allows for the density imbalance to relax to smaller val-
ues, and I becomes suppressed as Jy is increased. Similar
FIG. 3: (Color online) Long time density imbalance I∞ as
a function of interaction strength U/J for a one-dimensional
lattice at superlattice strength ∆/J = 3. The different curves
show calculations using a cluster expansion on a 20 site lat-
tice with different densities η of doublons in the ensemble of
initial states: The bottom (blue), middle (orange), and top
(green) curves correspond to a ratio of doublons to particles
of η/ǫ = 0, 0.23, 0.5, respectively. The blue and orange points
are experimental measurements for a small doublon fraction
(η/ǫ ≈ 0.08) and larger doublon fraction (η/ǫ ≈ 0.5), from
Fig. 6 of Ref. [26], courtesy of Ulrich Schneider.
FIG. 4: (Color online) Density imbalance I averaged over
time from t = 5/J to t = 10/J as a function of interaction
strength U/J for a two-dimensional lattice with 10×10 sites
at superlattice strength ∆/J = 3.0 and density ǫ = 0.2. The
superlattice potential is only one-dimensional: V (ix, iy) =
∆cos(2πβix + φ). Jy/J = 0, 0.1, 1 for the top, middle, and
bottom (blue, orange, green) curves, respectively. The inset
shows a diagram of the setup.
results are observed in Ref. [34].
Conclusion - In this paper we have applied a new
cluster expansion method to simulate experiments [26]
which studied the non-equilibrium dynamics of fermions
pattern-loaded in quasi-disordered one-dimensional lat-
tices. Our calculations, which involve keeping the first
two terms in the cluster expansion and account for only
single particle and two particle dynamics, reproduce all
experimental features of the long-time density imbalance
5between even and odd sites, and agree quantitatively
with simulations using t-DMRG. We have also extended
our calculations to two-dimensional lattices, finding that
the density imbalance is suppressed when adding hopping
in the direction transverse to the superlattice potential.
Although principally designed to calculate the experi-
mental observable, this cluster approach also gives some
insight into many-body localization. For example we
have shown that time dynamics of the many-body wave
function in the localized phase can be written as a sum
of 1-body, 2-body, ..., n-body terms. In the dilute limit,
the dynamics are dominated by few-particle physics, a
feature which was not previously recognized.
Our cluster approach can be also used to explicitly
construct the local integrals of motion which underly the
phenomenology of the many-body localized phase [15, 17,
35, 36]. As detailed below, we use the solution to the j-
body problem to construct fermionic creation operators
a
†(j)
nσ where {a
(j)
nσ , a
†(j)
mτ } = δmnδτσ. Our operators have
the property that in the i-particle subspace, all of the
a
†(j)
nσ are equivalent for j ≥ i: a
†(i)
nσ Pi = a
†(j)
nσ Pi where
Pi projects into the i particle subspace. Our conserved
quantities are manifest in the requirement
[a†(i)nσ a
(i)
nσ, PiHPi] = 0 (7)
If the a
†(i)
nσ are “local”, we thereby complete the construc-
tion.
We take a
†(1)
nσ to create the single-particle eigenstate
with spin σ and energy ǫn; suppressing the spin indices
|n〉 = a
†(1)
n |vac〉. This operator is local if these eigenstates
are localized. Trivially, Eq. (7) is satisfied.
Next we construct
a†(2)nσ = a
†(1)
nσ +
∑
jkl
ττ ′τ ′′
Γnσjkl
ττ ′τ ′′
a
†(1)
jτ a
†(1)
kτ ′ a
(1)
nτ ′′ (8)
so that a
†(2)
nσ P1 = a
†(1)
nσ P1. We can always choose the Γ’s
such that |nσ,mτ〉 = a
†(2)
nσ a
†(2)
mτ |vac〉 is an eigenstate of H
with energy Eστmn. Neglecting the spin indices
Γnjkl = (〈j| ⊗ 〈k|)|nl〉 − δjnδkl (9)
There are as many ways of doing this are there are
ways of assigning the indices to the 2-particle states. We
choose the indices to maximize the overlap (〈n|⊗〈m|)|nl〉.
If the two-particle states and one-particle states are lo-
calized, then a
†(2)
nσ will be localized. Eq. (7) is clearly sat-
isfied. Constructing the higher order operators follows
the same procedure.
To connect with the existing literature [15, 17, 35, 36],
we note that this construction yields a Hamiltonian of
the form
H =
∑
nσ
ǫnn˜nσ +
∑
nm
σσ′
U
(2)
nm
σσ′
n˜nσn˜mσ′ + ... (10)
where n˜nσ = limj→∞ a
†(j)
nσ a
(j)
nσ . The coefficients are local,
meaning U
(k)
i1i2...ik
∼ exp (−max|iα − iβ |/ξk). They can
be expressed in terms of the eigenvalues of the k-body
problem; for example U
(2)
nm
σσ′
= Eσσ
′
mn − ǫn − ǫm. The Sup-
plementary Information shows a graph of this quantity
for typical parameters, illustrating the exponential decay.
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SUPPLEMENTARY INFORMATION
Imbalance vs. Superlattice Period in the Non-interacting Limit
In the non-interacting limit, the experiment is well modeled by the Aubrey-Andre model
H = −J
∑
i,σ
(
c†i,σci+1,σ + h.c
)
+∆
∑
i,σ
cos(2πβi+ φ)c†i,σci,σ (S1)
where J is the nearest neighbor hopping strength, ∆ is the strength of the periodic superlattice, and β−1 is the period
of the superlattice. As discussed in the main text, this is an interesting model as its behavior depends on if β is
rational or irrational (or in a finite system of length Ns, if Nsβ is an integer or not).
Starting with a particle on an odd site, we numerical evolve the single-particle wave-function and calculate the
average long-time imbalance I∞ = nodd − neven, where nodd/even is the average long-time density on odd and even
sites, respectively.
Fig. S1 shows I∞ as a function of β where Ns = 200, ∆/J = 3 and φ = 0. The behavior of the imbalance depends
strongly on whether β is irrational or rational, and thus displays a fractal structure. When Nsβ = Nsp/q is an integer,
I∞ has peaks for even q and troughs for odd q. Increasing Ns leads to finer structure.
7Derivation of Cluster Expansion
Here we will derive Eq. (6) given in the main text. From Eq. (4) we have
〈I(t)〉 =
1
Z
[
ǫ(1− ǫ)Ns−1
∑
{1}
′
C{1}(t) +
ǫ2
2
(1− ǫ)Ns−2
∑
{2}
′
C{2}(t)
+
ǫ3
3
(1− ǫ)Ns−3
∑
{3}
′
C{3}(t) + ...+
ǫNs
Ns
∑
{Ns}
′
C{Ns}(t)
]
.
(S2)
where {n} = {i1σ1, i2σ2, ..., inσn} labels an n-particle initial state with particles at sites i with spin σ,
∑
′
{n} denotes
a sum over the ij’s and σj ’s such that the ij ’s are restricted to odd sites.
Substituting Eq. (5) in Eq. (4) we have
Z〈I(t)〉 =ǫ(1− ǫ)Ns−1
∑
{1}
′
C˜{1}(t) +
ǫ2
2
(1 − ǫ)Ns−2
∑
{2}
′
[
C˜{2}(t) +
∑
〈{1}∈{2}〉
C˜{1}(t)
]
+
ǫ3
3
(1 − ǫ)Ns−3
∑
{3}
′
[
C˜{3}(t) +
∑
〈{2}∈{3}〉
C˜{2}(t) +
∑
〈{1}∈{3}〉
C˜{1}(t)
]
+ ...
(S3)
where
∑
〈{k}∈{n}〉 denotes a sum over all
(
n
k
)
combinations of k site and spin labels in {n}. For example, neglecting
spin indices:
∑
{2}
′ ∑
〈{1}∈{2}〉 f({1}) =
∑
i1odd
i2odd
(f(i1) + f(i2)).
We note the following identity:
∑
{n}
′
∑
〈{k}∈{n}〉
C˜{k}(t) =
(
Ns − k
n− k
)∑
{k}
′
C˜{k}(t) (S4)
where the combinatorial factor is the number of ways of choosing the n− k elements of {n} which are not in {k} out
of the Ns − k available starting positions/spins.
Substituting this identity into Eq. (S3) yields
Z〈I(t)〉 =ǫ(1− ǫ)Ns−1
∑
{1}
′
C˜{1}(t) +
ǫ2
2
(1− ǫ)Ns−2
[∑
{2}
′
C˜{2}(t) +
(
Ns − 1
1
)∑
{1}
′
C˜{1}(t)
]
+
ǫ3
3
(1 − ǫ)Ns−3
[∑
{3}
′
C˜{3}(t) +
(
Ns − 2
1
)∑
{2}
′
C˜{2}(t) +
(
Ns − 1
2
)∑
{1}
′
C˜{1}(t)
]
+ ...
(S5)
Collecting like terms, we have
Z〈I(t)〉 =
Ns∑
n=1
1
n
ǫn(1− ǫ)Ns−n
(
Ns − 1
n− 1
)∑
{1}
′
C˜{1}(t)
+
Ns∑
n=2
1
n
ǫn(1− ǫ)Ns−n
(
Ns − 2
n− 2
)∑
{2}
′
C˜{2}(t)
+
Ns∑
n=3
1
n
ǫn(1− ǫ)Ns−n
(
Ns − 3
n− 3
)∑
{3}
′
C˜{3}(t)
+ ...
(S6)
which can be expressed as
〈I(t)〉 = A1(ǫ)
∑
{1}
′
C˜{1}(t) +A2(ǫ)
∑
{2}
′
C˜{2}(t) +A3(ǫ)
∑
{3}
′
C˜{3}(t) + ...+
∑
{Ns}
′
ANs(ǫ)C˜{Ns}(t) (S7)
8where Ak(ǫ) =
1
Z
∑Ns
n=k
1
nǫ
n(1− ǫ)Ns−n
(
Ns−k
n−k
)
. Taking the Ns →∞ limit gives Eq. (6) to O(ǫ
2). Including finite size
corrections, we have A1(ǫ) =
1
Ns
and A2(ǫ) =
ǫNs−1+(1−ǫ)
Ns
Ns(Ns−1)(1−(1−ǫ)Ns)
.
Doublon Weighting
Here we develop a cluster expansion for an ensemble averaged imbalance 〈I(t)〉′ which weights initial states with
separate probabilities for doublons and singlons. We define 〈I(t)〉′ by
〈I(t)〉′ =
1
〈N〉Z
∑
n↑,n↓,nd
n↑+n↓+nd≤Ns/2
∑
′
{n↑}{n↓}{nd}
ρn↑+n↓τnd〈{n↑}{n↓}{nd}|nˆI(t)|{n↑}{n↓}{nd}〉 (S8)
where {n↑} = {i1, i2, ..., in↑}, {n↓} = {j1, j2, ..., jn↓}, and {nd} = {k1, k2, ..., knd} label the sites of up spin singlons,
down spin singlons, and doublons, respectively. The symbol
∑
′
{n↑}{n↓}{nd}
denotes a sum over all possible locations
of n↑ up-spin singlons, n↓ down-spin singlons, and nd doublons, restricted to odd sites. ρ and τ are weights for the
singlons and doublons. Z is a normalization factor given by
Z =
∑
n↑,n↓,nd
n↑+n↓+nd≤Ns/2
ρn↑+n↓τnd
(
Ns/2
n↑n↓nd
)
= (1 + 2ρ+ τ)Ns/2 (S9)
where
(
Ns/2
n↑n↓nd
)
= Ns/2!n↑!n↓!nd!(Ns/2−n↑n↓nd)! is the number of ways of assigning n↑+n↓ singlons and nd doublons to Ns/2
odd sites. 〈N〉 is the mean number of particles and is given by
〈N〉 =
1
Z
∑
n↑,n↓,nd
n↑+n↓+nd≤Ns/2
ρn↑+n↓τnd
(
Ns/2
n↑n↓nd
)
(n↑ + n↓ + 2nd) =
Ns(ρ+ τ)
1 + 2ρ+ τ
(S10)
We define C{n↑}{n↓}{nd}(t) = 〈{n↑}{n↓}{nd}|nˆI(t)|{n↑}{n↓}{nd}〉. We decompose the expectation value C(t) into
single particle contributions, two particle contributions, etc. in a manner similar to Eq. (5) in the main text:
C{n↑}{n↓}{nd}(t) =
∑
〈{1}∈{n↑}〉
C{1}{0}{0}(t) +
∑
〈{1}∈{n↓}〉
C{0}{1}{0}(t)
+
∑
〈{1}∈{nd}〉
C{0}{0}{1}(t) +
∑
〈{1}∈{n↑},{1}∈{n↓}〉
C˜{1}{1}{0}(t) + ...
(S11)
∑
〈{1}∈{k}〉 denotes a sum over all labels in {k} and C˜{1}{1}{0}(t) = C{1}{1}{0}(t) − C{1}{0}{0}(t) − C{0}{1}{0}(t).
There are higher particle number terms in this decomposition, but for the low density limit we consider here, it is
sufficient (and notationally simpler) to keep terms up to two-body. We note that two-body terms like C˜{2}{0}{0}(t) =
C{2}{0}{0}(t)− C{1}{0}{0}(t)− C{1}{0}{0}(t) vanish, since two atoms with the same spin do not interact.
Substituting Eq. (S11) into Eq. (S8) and performing simple summations yields
〈I(t)〉′ =
ρ
ρ+ τ
1
Ns

∑
{1}
′C{1}{0}{0}(t) +
∑
{1}
′C{0}{1}{0}(t)


+
τ
ρ+ τ
1
Ns
∑
{1}
′C{0}{0}{1}(t) +
ρ+ τ
(1 + 2ρ+ τ)
1
Ns
∑
′
{1},{1}C˜{1}{1}{0}(t)
(S12)
We vary ρ and τ in Eq. (S12) to produce Fig. 3 in the main text.
Local Integrals of Motion
Fig. S2 shows the coefficients U
(2)
mn
↑↓
which appear in Eq. (10) of the main text.
9FIG. S2: Two particle interaction term U
(2)
mn↑↓ appearing in Eq. (10) of the main text. Here ∆/J = 3, U/J = 3, and β = 0.721.
Darker colors correspond to larger values of |U
(2)
mn|. For large |n−m|, U
(2)
nm is exponentially small. For n = m, U
(2)
mn ∼ U .
