Abstract-Bright linear features have been observed in radar imagery taken near the Gulf Stream (GS) boundary on two separate occasions. In each case, these have been observed directly over strong current convergences. Progress has been made in understanding the origin of these signatures through simulations that incorporate environmental forcing from the winds and currents. These simulations significantly underestimate the backscatter unless wave-breaking (WB) effects are included at least approximately. Using a new, quasistatistical procedure that generalizes and quantifies earlier procedures for including WB effects, we have been able to successfully simulate the magnitude and behavior of these signatures. The approach combines the statistically based, composite model of radar backscatter with a deterministic feature model that relates backscatter from breaking waves to a particular geometrical model of a spilling breaker. This is accomplished using localized criteria, defined by local wave crest acceleration, to determine the probability of breaking, and by extending the feature model so that its unknown parameters may be evaluated directly from wave-current interaction calculations. The new approach provides an estimate of the critical crest acceleration of a potentially breaking wave, as a function of wind speed, that agrees with independent measurements.
I. INTRODUCTION

P
ARTICULARLY bright radar signatures have been observed in imagery taken at the boundary of the Gulf Stream (GS) during both the first high resolution remote sensing (HIRES-1) experiment [1] and the GS 1990 (GS'90) experiment [2] . During GS'90, the signature was in the form of a bright line. In the HIRES-1 imagery, the signature was a bright meandering linear feature. In each case, ground truth information has revealed that the feature occurs directly over a strong current convergence.
In a previous study [3] , [4] , simulated radar imagery that incorporates the interaction of the small-scale surface waves with the underlying convergent current structure has been used to obtain a qualitative understanding of the origin of the two signatures. In both cases, an estimate of the magnitude of the signature was obtained from calculations that include wavecurrent interaction but neglect wave-breaking (WB) effects. However, in this study, the magnitude of each signature was underpredicted. This study provided bounds for WB-induced enhancements to each signature that are consistent with the experiment, using an approximate model of WB effects.
In the present paper, an improved electromagnetic backscatter approach that incorporates local WB effects is used to eliminate the unknown parameters that were used in the earlier work [3] , [4] . The new approach, called the local wavebreaking criteria (LWBC) method, was inititally developed and tested, using a refined one-dimensional (1-D) model of the HIRES-1 surface currents [5] - [7] that included both the convergence and shear that were present in the vicinity of the signature. Some of the results from this earlier study are included in the present paper. These results show that it is possible to predict the magnitude ( 11 dB) of the signature (relative to the ambient background), based on the LWBC method, in good agreement with measurement, where it was found [5] , [6] that the signature varies in relative intensity over a range of values between 10 and 15 dB. Also, in the present paper, the LWBC approach is applied to the GS'90 signature, using a current model that is very similar to the one used in the earlier study [3] , [4] . Again, quantitative agreement for the ( 3 dB) enhancement observed in the radar return over the feature is obtained.
These calculations provide a quantitative explanation for the origin of the reduced magnitude in the GS'90 signature relative to its HIRES-1 counterpart and explain similarities between the two signatures. In particular, in both cases, the calculated maximal WB-induced effect is found to provide optimal agreement with experiment. In both cases, the magnitude of the signature is fixed by the maximum WB-induced enhancement, and this enhancement occurs when it is assumed that WB occurs when the local crest acceleration exceeds a critical value of 0.4 g ( 9.8 m/s ). Specifically, the WB-induced enhancement is derived from the assumption that the probability of WB occurring can be equated with the probability that wave crest acceleration (or slope) locally exceeds some critical value [7] - [10] . We illustrate that in the two very different signatures from HIRES-1 and GS'90; -values are obtained that are very close in value. This occurs in the 1-D model of the HIRES-1 rip signature [5] - [7] and in a more sophisticated two-dimensional (2-D) model [8] , [9] discussed in the next paragraph. These -values are in good agreement with comparable values obtained both in wave tanks and field experiments [7] . Thus, these results not only illustrate that, by including WB effects, good quantitative agreement with experimental findings for the magnitudes of the radar signatures can be obtained, but also that these WB effects provide evidence in support of U.S. Government work not protected by U.S. copyright the hypothesis that critical crest acceleration criteria can be used to predict the onset of WB. This is the first time, to our knowledge, that values for have been inferred using remote-sensing microwave imaging techniques.
The studies of the meandering HIRES-1 rip signature and line-shaped GS'90 signature described above both involve 1-D models of the surface currents, which were represented either as a simple current convergence [3] , [4] (applicable to both HIRES-1 and GS'90 signatures) or (in the case of HIRES-1 in [5] and [6] , and for GS'90 in the present work) as a current convergence in the presence of a shear [3] - [7] , [10] . These 1-D models of the currents cannot be used to understand a number of effects associated with the HIRES-1 rip signature because the resulting estimates are applicable to regions where the effects of changes in the direction of the rip are not pronounced. In fact, the strength of the rip signature varied considerably ( 10-15 dB) as a function of position and was greatest in the "cusp-like" regions associated with positions where changes in the meander were sharpest. In an earlier study [11] , it was found qualitatively that this pattern of variation in signal strength, in which the largest return was found to occur in the regions where the direction of the signature changes most sharply, could be obtained using the composite backscatter (CB) model. This was accomplished using wave spectra derived from wave-current interaction calculations involving currents constructed from a sinusoidally varying 2-D functional form. The resulting range of values of the radar cross section (RCS) within the rip, however, calculated from the model, was significantly larger than what was observed in the experiment, and the associated backscatter exhibited a nonphysical dependence on look-angle that was not present in the experiment.
As a final illustration of the importance of WB effects, in this paper, we apply the LWBC to this 2-D current model. We find that, by including WB, very good agreement with the experiment is obtained for the magnitude of the signature across and within the rip. In particular, it is found that, by including WB, the deficiencies that are found when the CB model is used alone are eliminated. Thus, within the rip, when WB effects are included, the location of maximal and minimal cross section, and the manner in which RCS varies within the meander, all agree well with the experiment. Also, incorporation of these effects into the RCS modeling eliminates the nonphysical dependence on look-angle that occurs when the CB model is used alone. This paper summarizes the results of applying the LWBC method in the analysis of the GS'90 and HIRES-1 radar signatures. It also includes a discussion of the relationship between the LWBC method and an earlier (less quantitative) procedure, called the sparse breaker model (SBM) [3] -[6], for including WB effects. The organization of the paper is as follows. In Section II, the procedure for performing the RCS simulations is reviewed. This includes a review of the procedures for performing the calculations of wave spectra, based on wave-current interaction calculations, and for modeling the currents associated with both radar signatures. This is followed by a review of the manner in which RCS is calculated, based on the wave spectra that result from the wave-current interaction calculations, and detailed discussions of the LWBC procedure for including WB corrections and the manner in which the adjustable parameters of the earlier SBM can be obtained from the LWBC. In Section III, the results of the simulations are presented. The final section summarizes important conclusions of the study.
II. METHOD
A. Hydrodynamic Calculations
Previous simulations [3] - [7] , [10] , [11] of RCS of the HIRES-1 rip feature and GS'90 bright line feature [3] , [4] , [12] have been based on wave-current interaction calculations of wave height spectra , as a function of the time , and the 2-D wave-vector at locations on the ocean surface. In these calculations, is derived from the intrinsic angular wave frequency [ , density of sea water, and
surface tension] and wave action spectral density . In the initial 1-D model calculations [3] , [4] , [12] , and were derived using one ( -dependent) northward current component [3] , [4] , [12] of the form
In the model of the GS'90 feature [3] , [4] , [12] , the signature occurs when and s . Appropriate values are m/s and m, and was evaluated over the range 400 m 1000 m. It was also shown [3] , [4] , [12] that, for the 8-m/s wind speed that was present [12] , the magnitude of the signature was relatively insensitive to variations in over the range of values 0.2 m/s 0.4 m/s. In the present paper, we model the GS'90 feature using (1) with a slightly different value for m/s and the previous value for to obtain In the model, we also introduce a slight shear through an eastward current which is consistent with measurements performed during the experiment [9] . We do this using m/s
Additional modeling of RCS (beyond the calculations presented in [3] and [4] ) of the HIRES-1 rip feature [7] , [10] , also included both and components of the current, but again, using the important simplifying assumption that the only spatial dependence in the currents occurs in one direction:
and [7] , [10] . As opposed to the model used in [3] and [4] in the later calculations, a considerably more sophisticated current structure was used, derived from the time evolution of subsurface currents that are initiated from a dynamically unstable configuration, involving denser GS water, coming into contact with less dense shelf water. One-dimensional modeling of WB effects for the HIRES-1 rip feature presented in this paper are derived from these calculations of based on this later current model. Because the currents in these previous studies only include a dependence on it is not possible from these calculations to infer information about the behavior of the RCS in regions where strong spatial variation in the rip occurs in both the -and -directions. To investigate this point, we have employed a different model that was used previously [11] in RCS calculations based on the CB model. In the results presented below, we have extended these earlier calculations by incorporating WB effects in the RCS calculations, using the LWBC model. The associated 2-D model for the currents is defined by and with
Here, the values for m/s and m are used to mimic the convergence observed [5] , [6] during HIRES-1.
(These values were also used previously [3] , [7] , [10] , [11] .) The remaining parameters m and m were inferred from radar imagery [8] - [10] . Using these current models, is derived from the steady-state form [8] , [9] of the wave action equation (4) Here and and respectively, are the Plant wind growth rate and Bjerkaas-Riedel equilbrium wave action that were used previously [1] - [4] .
As before [7] , [10] , RCS values are determined from using the CB model, without the small slope approximation [7] that was used in [3] and [4] . WB effects are investigated using the LWBC approach [7] , [10] and (in the case of the HIRES-1 feature) the SBM developed in [3] and [4] . In [7] , the underlying assumptions of the LWBC method and the procedure for applying it are presented. The discussion presented there, however, is incomplete. In what follows, a more complete description is presented that includes a procedure for using the LWBC method to derive the unknown adjustable parameters associated with the SBM.
B. Radar Backscatter: The LWBC Method
In the LWBC, the RCS is derived probabilistically, by combining the CB model RCS (suitably weighted so that it applies in locations where breaking does not occur) with an approximate feature model of a breaking wave, using the probabilities or for WB to occur or not to occur at Specifically, the RCS is derived from (5) where denotes the specific, average cross section that is attributed to breaking processes. Also, (which is assumed to approximate the RCS per unit area in the absence of WB) is evaluated from the standard, specific RCS expressions of the CB model [13] , [14] . (In order to obtain an accurate representation for X-band and higher microwave frequencies, this is done without the small slope approximation that is frequently used [7] .) In the LWBC method, and respectively, are inferred from crest acceleration and waveheight variance values that are derived from To accomplish this, a specific model for constructing is introduced in which the predominant source of backscatter from breaking waves is assumed to be from a dominant geometrical (plume-like) shape. Then, a procedure is constructed for inferring parameters that define the vertical and horizontal extent of this average shape, based on the statistical information provided by the wave height spectrum.
Ō nce a particular parameter set has been inferred, is determined using a feature modeling approach due to Wetzel [15] , [16] . The necessary geometrical information associated with is obtained using the wave action. This is a new approach that effectively marries the more restrictive, deterministic method applied by Wetzel with a statistical scheme. In particular, as outlined below, wave slope spectra are constructed from the wave action calculations. These are used to determine average information about potential breaking processes and in conjunction with local WB criteria to infer
In the process of deriving in this way, estimates are obtained of effective average values of all of the additional geometrical parameters required by Wetzel's model. (This eliminates the unknown geometrical parameters of Wetzel's theory, which previously either have been treated as adjustable parameters or used to develop a qualitative understanding of WB-induced enhancements.) An additional result of this alternative approach is that it introduces frequency, polarization, and environmental information associated with the local WB environment that is not present in the original SBM.
Wetzel [15] , [16] has modeled radar return from WB processes by assuming that a particular geometry can be used to derive the resulting backscatter. The choice of geometry is based on a particular geometrical form (or "feature") that resembles the shape of a spilling breaker obtained in the Plume model [17] . The associated feature is derived from a second (raindrop) feature model due to Wetzel. In Wetzel's raindrop feature model, the sea surface manifestation of rain is approximated by a feature consisting of a donut-like structure that is elevated by an amount (referred to by Wetzel as the "slosh region") and a receding dimple (of depth ). The donut has diameter In Wetzel's spilling breaker model, the breaker is modeled using a portion of the donut and dimple, defined by passing a chord of length through the inner circle of the "slosh region." Fig. 1 shows plots of the features associated with both (raindrop and spilling breaker) models. To simplify the analysis, we approximate the feature associated with the spilling breaker using the raindrop model feature. This approximation eliminates anisotropies associated with edge effects, while retaining the (specular) scattering effects that are believed to be important [15] , [16] . This approximation leads to an important simplification, involving the elimination of the unknown length scale which is discussed below.
When the short-wavelength (physical optics) approximation ( , where radar wavelength) applies, Wetzel's expression for the total cross section from an individual WB (based on Wetzel's raindrop model) can be expressed using the two length scales and
(b) Fig. 1 . Plots of the "Feature Model" geometries for the (a) "Raindrop" and (b) "Spilling Breaker" models defined by [15] and [16] . Solid lines are used to show regions that extend above and immediately to the water surface. Dashed lines show regions below the water surface.
Here, and is the "surface proximity function," defined by (7) where denotes the polarization of the incident radiation, is the local grazing angle, and is the complex reflection coefficient of an incident wave of frequency and grazing angle Consistent with Wetzel's model [15] , [16] , it is assumed in (6) that is much larger than unity. In [15] , a tabulation is provided of the proximity function based on the values of given by Saxton and Lane [18] . Although for values of considerable variation of occurs at X-band, for the larger values of of interest in the present work, approaches unity, so that
The area of a breaking wave that applies to the circular plume-like structure of (6) and (8) is given by (9) When the illuminated area of the radar is locally, the breaking probability may be equated with the average, local fractional coverage of breaking waves (an equality that applies when the spatially and time-averaged probabilities are equivalent). It follows that, when an average specific cross section defined by is used, we may define using a local mean value for that is determined from an estimate of the local height of a breaking wave. This is made possible by an important cancellation that results from the fact that, as a consequence of (8) and (9), is proportional to Combining (8), (9), and the definition of we find (10) where the value of is estimated from the local wave field, as explained below. In this way, the dependence on the unknown length scale can be eliminated. In the next section, we illustrate an alternative procedure for estimating that is independent of and so that we can evaluate (10) and at the same time provide information about the unknown quantity
Substituting (10) into (5), we find (11)
C. Local Breaking Probabilities and Heights
To determine it is necessary to establish a critical value of the crest acceleration, beyond which breaking is assumed to occur with 100% certainty. This assumption is based on a suggestion given by Snyder and Kennedy (SK) [8] , [9] in which is equated with the probability that, at the point the local crest acceleration exceeds a critical value SK assume that the ocean is homogeneous and that the wave-height obeys Gaussian statistics (meaning that is uniformly and normally distributed), so that may be computed globally from the variance of that results from the short-time and small-distance limit of the acceleration auto-correlation function defined by (12) We have generalized this approach slightly, based on two observations: 1) although in the results developed by SK, the WB process is assumed to be stationary and homogeneous globally, it is only necessary to assume that the process be stationary and homogeneous locally, and 2) it is assumed that the short-time and small-distance limit of can be derived using an acceleration-acceleration correlation function that results from the spectral density associated with the solution of the wave action equation. The criteria for breaking in the presence of currents are identified using acceleration information provided by the solution of the wave action equation, based on criteria due to SK. (Also, these criteria are extended using the assumption that they apply in a spatially homogeneous fashion locally, but not globally.)
In the present case, breaking phenomena appear to have been localized in the vicinity of the GS'90 feature [12] and HIRES-1 rip [1] . The extension of the globally homogeneous results of SK to the locally homogeneous case considered here involves writing a (spatially dependent) expression for the probability for breaking to occur at each point (13) Here, because the process is assumed to be homogeneous locally, an explicit dependence on position is included (through the " " superscript) in the local acceleration variance which is constructed by evaluating (0, 0) at the point (14) Nonphysical numerical instabilities may result when (12) is evaluated because a number of the commonly used equilibrium height spectra do not fall off sufficiently rapidly with increasing wavenumber to ensure that the integral in (12) is bounded for large values of Specifically, for large the prefactor of that appears in (12) asymptotically approaches which is poorly defined unless asymptotically decreases faster than This clearly is not the case when (4) is derived using choices for that are defined by many of the more commonly used equilibrium wave spectra (e.g., in the Phillip's spectrum, as ). The Bjerkaas-Riedel equilbrium spectrum [19] used here, however, does fall off sufficiently rapidly to ensure that the integral is well defined. Despite this fact, there are a number of reasons to adopt a strategy in which the large wave-vector limit of (12) is cut off at some finite value: 1) measurements of spectra and the underlying assumptions regarding application of spectra to obtain acceleration variance are suspect in the short wavelength limit and 2) the electromagnetic model for backscatter associated with (11) is not consistent with including wave vectors that are larger than 1/3 the Bragg wave vector [defined by angle of incidence]. SK [8] , [9] investigated the first of these justifications for applying (12) with a finite wave vector cut off through numerical tests and comparisons with WB probability measurements. In the radar backscatter problem, a more rigorous justification, based on the second reason, is applicable. In particular, in the CB approach, scattering is treated through a two-scale model in which the shorter waves are normally distributed and evolve independently from the wind and the underlying currents; while the longer waves evolve according to the wave action (4). Partial formal justification of the two-scale model procedure is provided by Thompson [20] - [22] , who has shown that (in the case of a perfectly conducting ocean surface) the picture can be rigorously derived through an expansion of the longer wave height-height autocorrelation function in which higher order moments beyond those that enter as the square of the wave vector are neglected. A consistent picture that preserves these requirements of the two-scale model by maintaining only terms of this order in the evolution of timedependent quantities is obtained when the -integration of (12) is restricted so that all values beyond the upper limit value (with m) are excluded. Then, as observed by Lyzenga [23] and Lyzenga and Bennett [14] , because the longwave gravity wave dispersion relationship is valid for the resulting range of -values that are included in the -integration in (12) , it follows that can be computed from the slope spectrum variance :
where (16) Here, or when, respectively, or Since at each point becomes large or varies significantly when the average slope variance becomes large or varies significantly. This is a reasonable approximation, especially when WB occurs predominantly from waves that are of moderate ( m) wavelength. Because it follows that the assignment of a critical crest acceleration based on this procedure is equivalent to the assignment of a critical waveslope and breaking probability is equal to the probability of exceeding a critical slope.
Based on Longuet-Higgins's argument [24] , for the limiting case involving Stokes waves, that breaking occurs when crest accelerations exceed 0.5 g, an approximate upper bound for breaking can be inferred through the requirement g
In practice, we have estimated values of by maximizing the WB-induced enhancement to Empirically, as discussed in Section III, not only do we find that but that g for all of the cases that we have considered. We also find that these values of are consistent with values obtained in wave-tank studies and in the field. As a consequence, the application of the procedure in the present study involving currents provides a link for relating crest acceleration WB criteria to more general situations.
Estimates of are derived from calculations of an average rms deviation (variance) of the mean relative elevations of breaking and nonbreaking waves. This requires an assumption about the regions of the spectrum that are involved with breaking waves. We accomplish this by calculating the associated deviations in height from different portions of the spectrum Because is an average physical deviation that results from realizations of the surface, we estimate it using a portion of the average total deviation in height where is the variance defined by [Here, as discussed by Kinsman [25] , the factor of two that applies in this definition occurs because the wave-height spectrum is restricted to cases involving positive frequencies .] An upper bound for is provided by including all spectral components in the evaluation. As in the SBM, however, we construct using the smaller subset of components defined by the portion of the spectrum where significant WB occurs. This portion of the spectrum is defined by the region and where is significantly different than Then, we obtain the following: (18) In the evaluation of (12) and (15), we have used an upper -integration cut off defined by cm. This choice falls within the range ( m), where (27) applies. The choice is also consistent with the radar parameters (9 Ghz,  that apply to the HIRES-1 rip with the value of the upper limit dynamical value (Lyzenga and Bennett [14] ), through an equality that has been imposed for convenience. We have estimated using (18) 
. We selected these values to be consistent with the assumptions of the earlier application of the SBM (as discussed in [3] and [4] ).
D. Relationship Between LWBC and SBM Procedures
In the earlier 1-D calculations of radar signatures from fronts, the SBM was used [3] , [4] to study WB-induced enhancements from calculations of the ratio of the total specific RCS to its mean, ambient value Because the calculations were 1-D and involved WB effects that were localized primarily in the vicinity of fronts, it was possible to do this using a scheme involving a single adjustable parameter defined by the ratio of the magnitudes of contributions to the RCS from WB and non-WB scattering processes in regions far from the front, where the ambient (background) RCS is found. Thus, in the SBM (19) Here, and are the WB and composite scatter enhancements, defined, respectively, by the ratios of contributions from WB and non-WB scattering to the cross section at the location to the comparable contributions to the cross section at the position where the cross section obtains its ambient value. The additional quantity is the adjustable parameter.
Using (5), can be rewritten in the form (20) where is given by the right side of (11) with defined by its value at the extreme southern edge of the hydrodynamic calculation (which corresponds to the location of the ambient condition), refers to the specific composite scattering cross section and is the probability of breaking, both evaluated at the same (extreme southern) ambient-condition-boundary location.
Because the parameter depends on both cross-section information and by construction, when is held fixed, each value of which uniquely defines the value of also defines the value of In particular, in the LWBC, is defined by (10) and the CB model RCS expressions, so that this ratio is always independent of Thus, in the LWBC procedure, the only way that is allowed to change is through this is allowable when has not been specified through a procedure in which this parameter is allowed to vary. Such a procedure for varying is different than the one that occurs in the SBM, where is, however, allowed to vary in order to identify bounds associated with WB [3] , [4] . This kind of variation, by assumption, requires that the dissipated power in the ambient region be held fixed, meaning is also held fixed. (By construction, the SBM assumes that relative to the ambient region values, at points within the front, the values of power from wave dissipation [3] , [4] [defined by the wave action source function], and WB contributions to RCS are all proportional to each other. This assumption applies in an average sense when the density of breaking waves is sufficiently sparse.) As a consequence, when is varied in the SBM, to be consistent with the assumptions of the model, is being varied. This is not allowed in the LWBC since the contributions to the RCS from WB and CB are fixed as a result of the electromagnetic scattering model that is used. This result illustrates one reason the LWBC has greater predictive power than the SBM: the SBM omits geometrical effects that are included [through the dependence of on in (10)] in the LWBC. Also, the LWBC and SBM definitions of are different. But since the SBM defines only relative to an undetermined constant it is possible as an ansatz to use the as defined by the LWBC procedure, to determine and As a result (21) and because the SBM omits the dependence of on that appears in (10), in the LWBC, it is appropriate to introduce a comparable quantity that is defined by the ratio of the WB contribution at the point to the background (ambient) WB contribution (22) Here, is the value of the height evaluated at the extreme southern (ambient-condition-boundary) location. By combining the last two equations, we find (23) Viewed in terms of operative definitions, this last equality provides a test of the approximate equality between that is determined from the LWBC and the SBM breaking probability which results from the requirement that it be proportional to the wave dissipation power. Fig. 2 shows -band imagery of the HIRES-1 rip feature. It appears as a pronounced ( 10-15 dB) increase in cross section, along the meandering line-shaped feature (colored primarily in red) that extends several kilometers, predominantly in the east-west direction. Two important points are that 1) independent evidence [1] , [12] exists that WB was present in the vicinity of both this signature and the GS'90 feature, suggesting that WB effects possibly are involved in the associated electromagnetic backscatter, and 2) simulations based only on the CB model, which do not include WB, do not quantitatively predict the signature that is imaged in Fig. 2 . In two 1-D models [3] , [4] , [7] - [9] , the signature is simply underpredicted (by 6 dB); when the more sophisticated 2-D model is included [11] , the maximum magnitude of the signature is obtained, but the range of variation is overestimated by 5 dB and a nonphysical dependence on look-angle is obtained. In this section, we illustrate that it is possible to correct these deficiencies in both the 1-D and the 2-D models by including WB effects.
III. RESULTS
A. The HIRES-1 Rip Feature, and Motivation for Including WB Effects
Besides providing the correct range of variation of the signature, the 2-D modeling illustrates an additional trend: the relative maxima and minima in radar backscatter from the signature and the manner in which RCS varies within the signature, as a function of its location, qualitatively agree. In particular, as can be seen from Fig. 2 , the largest RCS values are obtained at the locations of large curvature where the signature meanders significantly (i.e., where the direction of the signature changes significantly). As we will see, it is possible to obtain this behavior in simulations that are based on the hydrodynamic calculations associated with applying (3) and (4).
B. 1-Dimensional Model Results:
We begin by examining the improvements that result when WB is included in the 1-D model [7] , [10] of the HIRES-1 rip feature. The surface currents for this model are derived from the time evolution of the subsurface current structure. The resulting surface currents, current gradients, and RCS are plotted for a representative time from this simulation in Fig. 3 . In the top panel, the currents that flow across (solid line) and parallel to (dashed line) the front are shown. Here, the acrossfront current is directed to the north (in the -direction); the along-front current is directed in the westward direction. The comparable strain rate (solid line) and shear (dashed line), defined by are also shown. (The procedure for simulating the surface currents, shear and strain, which is based on a detailed 2-D calculation of the subsurface flow, is given in [7] .) The bottom panel includes plots of the corresponding RCS across the feature, based on the CB model (dashed line) alone, and after incorporating the WB correction (solid line) that results from application of the LWBC method. The largest enhancement occurs at the location of the largest convergence (most negative cross-front divergence). In the model, this is the location of the signature. [Here, and in all of the 1-D calculations, the enhancement is expressed in decibels: RCS where is the ambient boundary value of defined by the value of at the southern most location in the plot.] Qualitatively, the associated rise in RCS can be understood by the sharp decrease in the cross-front divergence in a manner that is also Fig. 3 . Plots of surface currents (top panel), corresponding divergence and shear (middle panel), and RCS (bottom panel) with and without the WB correction, derived from the LWBC procedure, as a function of position, derived at a particular, representative time (T 2 ) in the evolution of the subsurface current simulation, as discussed in [7] . The cross-front (northward) current V is plotted using a solid line. The along-front (westward) current (= 0U) is plotted with a dashed line. (The westward component = 0U is plotted, as opposed to the eastward component = U , so that the two current components can be readily displayed in a single plot.) The associated cross-front divergence (@v=@y); also referred to as the strain rate in the text, is plotted with a solid line. The associated along-front shear (0@u=@y) is plotted with a dashed line. Values of the RCS with and without the WB correction, respectively, are plotted using solid and dashed lines.
found in the alternative 1-D model [3] , [4] . This enhancement (as well as some of the additional structure to the right of the enhancement [7] ) also qualitatively can be understood by applying the relaxation model [26] . In [7] , a discussion is provided of the relationship between the CB RCS and the underlying current structure.
As can be seen from Fig. 3 , however, in the CB model, the magnitude of the signature dB [ maximum value of ] is significantly underestimated. By incorporating the LWBC correction, the variation in the cross section increases from 5.8 to 10.9 dB. The WB-induced enhancement shown in this plot corresponds to the value g. This -value results in the largest RCS signature. In practice, as in [7] and [10] , this value, as well as the remaining values associated with the 2-D HIRES-1 simulation and in the 1-D GS'90 simulation, are determined through a number of calculations involving different values of which were performed to find the particular value that maximizes the variation in RCS across each front. This value for g as well as the other values that are obtained g for the 2-D HIRES-1 model and g for the GS'90 feature 1-D model calculations) agree with independently measured values derived from wave-tank and field measurements. Fig. 4 shows a plot of RCS for three different values (0.3, 0.4, and 0.5 g) of for the HIRES-1 feature that illustrates the behavior of the signature as is varied. As discussed in [7] , the behavior of the RCS as a function of is governed by a delicate balance between 1) enhanced WB from increases in in regions away from the convergence when is small and 2) reduced WB everywhere that results when is diminished as a result of being too large. The maximum value g results from the balance between these competing effects. Fig. 5 shows a plot of RCS from the LWBC method. Also shown is the comparable SBM result (based on the corresponding, calculated value of ) that results from (20) . As can be seen from the plot, the agreement between the shapes, locations of maxima and minima, and widths of the RCS's as functions of position of the two models is good. Although immediately in the vicinity of the rip, there is a significant ( 2.5 dB) enhancement, locally, of the LWBC cross-section (in agreement with experiment) relative to the comparable SBM cross-section ; this enhancement is accompanied by a reduction (by 0.5-1 dB), beginning m to the north of the rip. As a consequence, averaged spatially over the region where both models predict appreciable ( 0.5 dB) RCS, good agreement between the resulting mean values of the RCS is found. (Respectively, the mean RCS values are 3.94 and 4.09 dB for the LWBC and SBM methods.) Also, the calculated value, 1.03 dB, for the rms deviation associated with the comparably averaged difference between the computed LWBC and SBM cross sections is relatively small. Additional similarities and differences between the SBM and LWBC model results are discussed in [7] . Fig. 6 shows polarimetrically resolved, H-V (H-transmit and V-receive) and V-V images taken by the Jet Propulsion Laboratory AIRSAR during GS'90, for C-, L-, and P-band (5.2, 1.25, and 0.44 GHz) frequencies. This figure illustrates the frequency and polarimetric dependencies of both the "velocity" and "temperature" front signatures, which, respectively, appear as vertical lines toward the northern and southern portions of the figure. Of interest to us in this paper is the brighter and narrower signature that occurs on the southern side (to the right) in each image. It is quite clear from the figure that the signature exhibits important sensitivities with respect to frequency and polarization. In a separate study [27] , these dependencies have been investigated using a polarimetric analysis procedure for extracting surface slope asymmetries and a similar theoretical model to the one presented here, based on the SBM. This other study is primarily concerned with V-V-and H-V-polarizations at L-and P-band. Because the physical optics approximation is assumed in the version of the LWBC model that has been developed in the present paper, this model can only be applied when ( radar wavelength). For the values of that are relevant in the present study, this inequality breaks down in the vicinity of the feature for these frequencies. For this reason, the model cannot be applied to these cases. The model does apply, however, for C-band. Fig. 7 shows the RCS along a 1-D cut across the front, averaged in the vertical direction over 50 adjacent lines to reduce speckle. The location of largest variation ( 2.2 dB) occurs with H-V-polarization. Because (6) and (7) have not been derived for H-V polarization, it is not clear if (8) holds for this case. For this reason, the result of applying (11) to this polarization may require refinement. Also, (6)- (8) are not valid for P-and L-Band. Fig. 8 shows a plot of the currents [based on (1) and (2)] that are used to model the GS'90 feature (top panel), the resulting shear and divergence, and simulated height that results when the resulting solution for is substituted into (18) . As in the HIRES-1 case, by construction, it is to be expected that the largest return occurs at the location where the (16-look processing) . The "temperature front" as in [12] is to the south (right) in each image. divergence ( negative convergence) achieves its minimum. This is confirmed in the top plot of Fig. 9 , which shows plots of the resulting simulated H-H polarization RCS (for C-band with 45 angle of incidence) with and without the WB-induced enhancement that results from applying the LWBC method. As can be seen from this plot, the CB model prediction for the RCS signature is only 0.15 dB; while in the presence of WB, the simulated signature is 2.8 dB. This last value is somewhat larger than the comparable ( 1.2 dB, C-Band, H-H) signature that is apparent in the middle of the comparable plot in Fig. 7 . This WB-induced enhancement corresponds to the value g, which occurs at the maximum WBinduced enhancement in RCS. The bottom of Fig. 9 shows a plot of RCS for three different values (0.375, 0.45, and 0.3 g) of that illustrates how the RCS varies as a function of As can be seen from the plot, the variation in RCS is not Fig. 7 . Shows an average of the RCS (relative power, dB) along a representative 1-D cut across the GS'90 "temperature front," for L-, P-, and C-band frequencies and V-V-, H-V-, and H-H-polarizations. The average was taken over 50 adjacent lines parallel to the cut. The horizontal axis refers to the relative position, in which pixel count is a relative measure of north-south location: the separation between pixels is 12 m. The "temperature front" occurs at pixel count 100. The location of largest variation (2.5 dB) occurs with H-V-polarization.
as nearly pronounced in this plot as is varied, as it is in Fig. 4 . The reason for this is that the wind speed ( 8 m/s) in the GS'90 case is considerably larger than in the HIRES-1 case. Because of this difference in wind speed, the ambient WB-induced enhancement in RCS is considerably larger in the GS'90 case than in the HIRES-1 case. This is the reason the GS'90 signature is less sensitive to variations in . The simulated value for the CB model H-V polarization, C-Band RCS signature is 1.2 dB. When the value is used in (11), this variation increases to 2.2 dB.
C. 2-Dimensional Model Results
Using the sinusoidally varying, 2-D model (5) for the northward current component we have used the procedure outlined in Section II to derive the associated wave spectrum and RCS, with and without WB. To obtain the WB enhancement, we fixed by determining the maximum value of the enhancement. [For this case, the ambient value of the RCS is assumed to be the minimum value of the RCS that results from the simulation, and the enhancement is expressed in decibels.] As noted above, using this procedure, we have obtained the estimate g, which agrees well with the other two critical crest acceleration estimates. Fig. 10 shows plots of the RCS with [ Fig. 10(b) ] and without [ Fig. 10(a) ] WB when the radar is pointed across the rip. The signature of the rip appears as the meandering sinusoidally varying region of large RCS variation found in the center of each plot. The largest RCS variations ( 15-18 dB) are found in the regions of large variation located in the "cusplike" positions (marked by arrows) within the signature in both plots. The smallest variations in RCS within the signature in each case are found in the "noncusp-like" regions (also marked by arrows). In the non-WB case [ Fig. 10(a) ], this minimal RCS variation (within the noncusp-like portion of the signature), relative to the minimal RCS value (found far from the signature) is 6 dB; while in the cusp-like region, the comparable RCS-variation is 16 dB. Although experimentally [5] , [6] in comparable "cusp-like" regions, large 15 dB variations in RCS were observed, variations in RCS of 10 dB were observed in the noncusp-like regions. As a result, when the CB Fig. 8 . Shows a plot of the currents [based on (1) and (2) ] that is used to model the GS'90 feature (top panel), the resulting shear and divergence, and simulated height H(r r r) that results when the resulting solution for F is substituted into (18) . Currents, shear, and divergence ( 0(@V=@y) are defined as in Fig. 4 . Fig. 9 . Shows plots, as a function of position, of simulated GS'90 RCS (for C-band and H-H polarization, with 45 angle of incidence) with and without the WB-induced enhancement that results from applying the LWBC method (top plot) and dependence of GS'90 RCS on critical crest acceleration 3c (bottom plot), for three values of 3 c = 0.3, 0.375, and 0.45 g. In each plot, RCS is measured in decibels, relative to the minimal RCS value, which occurs at the extreme left (southern) boundary of the plot. As can be seen from this plot, the CB model prediction for the RCS signature is only 0.15 dB; while in the presence of WB, the simulated signature is 2.8 dB. In each case, north is directed toward the right along the x-axis. model is used alone, a considerably larger range of variation ( 6-16 dB) in RCS is obtained from modeling within the rip than was observed. Considerable improvement [as can be seen in Fig. 10(b) ] is obtained when the WB effect is included. For this case, we find that in the cusp-like and noncusp-like regions, respectively, the RCS varies by 17 and 12 dB. Thus, by including two-dimensionally varying currents, it is found that, when the radar is pointed across the rip, significant ( 15-18 dB) variations in RCS are obtained in the cusplike regions of the rip, regardless of whether WB effects are included. This variation in RCS is significantly larger than the comparable variation that is obtained in noncusp-like regions. Both of these trends agree with experimental observation. However, without WB, the range ( 6-16 dB) of variation in RCS-values within the signature is considerably larger than is observed experimentally. By incorporating WB, it is found that this deficiency is eliminated and quantitative agreement is obtained.
WB effects are also found to be important in our ability to simulate the look angle dependence. Without WB effects, the RCS exhibits a sensitivity with respect to changes in lookangle that was not found experimentally; when WB effects are included, this deficiency is eliminated. This effect is illustrated in Fig. 11(a) and (b) , where simulated plots of RCS are shown when the radar is pointed along the rip (i.e., perpendicularly to the dominant current convergence). By comparing this plot with Fig. 10(a) and (b) , we find that the signature effectively disappears in simulations that do not incorporate the WB effect, while for cases in which WB is included, the signature closely resembles the comparable signature that is obtained when the radar is pointed across the rip.
IV. SUMMARY
In this paper, we have documented the full spectrum procedure that has been used to simulate radar signatures that were observed during HIRES-1 and GS'90. Because, as in earlier calculations, in the absence of WB, we have found that the simulations significantly underpredict the magnitude of both signatures, we have introduced an approximate model for simulating the effects of WB on radar backscatter. Our motivation for doing this was two-fold: 1) the initial model does not include these effects and 2) WB was observed in the vicinity of each feature. The new approach, which we have named the LWBC method, effectively marries a more restrictive, deterministic method for modeling WB effects by Wetzel with a statistical scheme. We have also illustrated how this LWBC procedure can be related to an earlier (less quantitative) procedure, called the SBM [3] , [4] , [7] , for including WB effects. Three key results of the analysis include the following: 1) LWBC procedure has a single adjustable parameter, critical crest acceleration which can be adjusted to provide the desired signature; 2) resulting estimates of seem to be applicable in very different situations, involving very different environmental forcing from the currents and winds;
3) using the LWBC procedure, quantitative agreement for the magnitude of both signatures can be obtained. The value of that results 0.4 g agrees well with independent measurements and is within the theoretically possible range that is bounded by the Stokes wave value g. The fact that the value g obtained in the present study agrees with independent measurements of this quantity and does not seem to be affected by the changes in environmental forcing used in the modeling suggests that our procedure for inferring this parameter provides independent evidence that the probability for WB can be related to This result also suggests that our procedure provides a useful method for inferring critical crest acceleration.
We have found that incorporation of WB not only improves the quantitative agreement between simulated and measured values of the signatures, it also eliminates additional deficiencies in the modeling. In particular, by including WB in a 2-D model of the HIRES-1 rip, very good agreement with experiment is obtained for the magnitude of the signature across and within the rip. Thus, within the rip, when WB effects are included, the location of maximal and minimal cross section, and the manner in which RCS varies within the meander all agree well with the experiment. Also, incorporation of these effects into the RCS modeling eliminates the nonphysical dependence on look-angle that occurs when the CB model is used alone.
