統計パラメタ空間におけるVoronoi diagramの離散構造(計算理論とその応用) by 大西, 建輔
Title統計パラメタ空間におけるVoronoi diagramの離散構造(計算理論とその応用)
Author(s)大西, 建輔











. , Voronoi diagram .
1
, .
$1$ ) $-$ , , . ,
, Voronoi diagram
. , Voronoi diagram ,
. , ,
.
, Fisher ([1]) . [7] ,
Voronoi diagram . Voronoi diagram
, Voronoi diagram . , $O(n\log n)$
- $O(n)$ . ,
[8] . , $\sigma^{2}\cdot I$ .
“ ” – , Kullback-Leibler divergence
. Kullback-Leibler divergence , Voronoi diagram (5 ). Voronoi
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2 Voronoi diagram
, Voronoi diagram , .
Definition 1 $P=\{P1, \ldots,p_{n}\}$ $d$ $\mathrm{R}^{d}$ .
.
. $P$ Voronoi Vor( ) .
.. .
Vor$(pi)=\{x\in 1\mathrm{R}^{d}|D(x,p_{i})\leq D(.x,pj)\forall j\neq i\}$ (1)
, $D(\cdot, \cdot)$ , .
Voronoi , . Vorono $i$ diagram . Voronoi
Voronoi , Voronoi $k$ face Voronoi k-face .
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Example. [ ] .
$p(x; \xi)=(2\pi)^{-}\frac{1}{2}\sigma-1\exp\{-\frac{(x-\mu)^{2}}{2\sigma^{2}}\}$ . (2)




, $\mu\in 1\mathrm{R}^{d}$ , $\Sigma$ $d$ . ,
, $[\xi]=[\mu 1, \cdots, \mu d, \sigma_{11}, \sigma_{1}2, \cdots, \sigma 22, \cdots, \sigma dd]$ , $d(d+3)/2$
.
$\backslash$
, ” ” . “ ”
. , “ ” ,
. - , [1]
, Fisher .
, , Kullback-Leibler divergence
.
4 Fisher $[7, 8]$
, Fisher Voronoi diagram
. , Fisher .
Definition 3 $p(x;\xi)$ , $\dot{\text{ }}$ .
’
.
$g_{ij}= \int\frac{\partial}{\partial\xi_{i}}\log p(x;\xi)\cdot\frac{\partial}{\partial\xi_{j}}\log p(_{X};\xi)\cdot p(x;\xi)dX$ . (4)
Fisher \epsilon | .
107
.$d_{S^{2}}=(d\xi_{1}, \ldots, d\xi_{d})\cdot \mathrm{t}gij\}\cdot{}^{t}(d\xi 1, \ldots, d\xi_{d})$
, $|j$ .




Lemma 4 , FisheI Poincar\’e
.







. , (1) (5) , 1 Voronoi
diagram . , ([6]) .
, .
$(x-a)^{2}+y^{2}=R^{2}$ , $(a, R\in \mathrm{R}, R>0)$ .
, 2 $p^{(1)}(X;\mu^{(}, \sigma^{(1)})1),P(2)(x;\mu^{(})2,$ $\sigma(2))$ (X, Y) .
$\{$
$X= \frac{\mu^{(1)}+\mu^{(2}\rangle}{2}$ , $\sigma^{(1)}=\sigma^{(2)}$ ,
$(x- \frac{\mu^{(1)}\sigma^{(2)}-\sigma^{(1)()}\mu 2}{\sigma^{(2)}-\sigma^{()}1})+Y2=\sigma^{()}\sigma^{(}212)\{(\frac{\mu^{(1)}-\mu^{(2})}{\sigma^{(1)}-\sigma^{()}2})^{2}+1\}$ , $\sigma^{(1)}\neq\sigma(2)$ .
(6)
, [7].
Theorem 5 [7] Fisher l Voronoi




$\Sigma=\sigma^{2}\cdot I_{d}$ ( $I_{d}$ $d$ ).
5 Kullback-Leibler divergence
, “ ” KulJback-Leibler divergence . , Kullback-Leibler divergence
.
108
Definition 6 [3} 5] $p(x),$ $q(x)$ , $p(x)$ $q(x)$ Kullback-Leibler
divergence $D_{K}$ .
$D_{K}(p(x), q(x))= \int p(x)\log\frac{p(x)}{q(x)}dx$ .
Kullback-Leibler divergence , .
$\bullet$ $D_{K}(p(X), q(x))\geq 0$ (Shannon ). $D_{K}(p(\dot{x}),q(x))=0\Leftrightarrow$ $p(x)=q(x)$ ,. $p(x)\neq q(x)$ , $D_{K}(p(x), q(X))=DK(q(x),p(x))$ .
, divergence , . , Voronoi diagram
. “ 2 , divergennce
.” , .
[ ] divergece , convex distance function ([2])
. [2] , convex distance function ,
, divergence .
, Voronoi diagram .
Definition 7 $P=\{\tilde{p},.,\tilde{p}\}(1)..(n)$ . , $\tilde{p}^{(\alpha)}$
, , . $P$ Voronoi Vor$(\tilde{p})(\alpha)$ .
Vor $(\tilde{p}^{(\alpha}))=\{x\in l\mathrm{R}^{d}|D_{K}(x.’\tilde{p.})(\alpha)\leq D_{K}(x,\tilde{p}^{(\beta)})\forall\beta\neq\alpha\}$ , (7)
, $D_{K}(x.y\})$ $x$ $y$ Kullback-Leibler divergence . $P$ Voronoi
, . Kullback-Leibler divergence Voronoi diagram
.








, (2) , Kullback-Leibler divergence .
$p^{(1)}(x;\mu^{(1}, \sigma^{(})))1,(2)p(x;\mu^{(2}, \sigma^{()}))2$ . ,
Kullback-Leibler $\mathrm{d}\mathrm{i}_{\mathrm{V}\mathrm{e}}\mathrm{r}\mathrm{g}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}\downarrow\mathrm{h}$,
$D_{K}(p^{(}1)(x; \mu^{()}, \sigma)1(1),p\mathrm{t}2)(x;\mu, \sigma)(\mathrm{z})(2))=\log\sigma^{(2)}-\log\sigma+\frac{(\sigma^{(1)})^{2}+(\mu-\mu)(1)\mathrm{t}2)2}{2(\sigma^{(2}))^{2}}(1)-\frac{1}{2}$ . (8)
.
Kullback-Leibler divergence , $\tilde{p}^{(1)}(x;\mu)(1,(\sigma)1)$ $\tilde{p}^{(2)}(x;\mu^{(2}),$ $\sigma(2))$ divergence
(X, Y) .
$\{$
$X= \frac{\mu^{(1)}+\mu^{(2})}{2}$ , $\sigma^{(1)}=\sigma^{(2)}$ ,




“ ” . , – Voronoi .
(6) (9) , .. $\sigma^{(1)}=\sigma^{(2)}$ , .. $\sigma^{(1)}\neq\sigma^{(2)}$ , ( $X-_{P)^{2}}+\mathrm{Y}^{2}=R^{2}$ ( , ).





, Voronoi diagram face .
Lemma 8 3 . 3 Kullback-Leibler diver-
gence , 1 .
Proof. 2 “ ” . – , 2
. , – , . , $\sigma=0$
, , $\sigma>0$ .
, Voronoi .
Theorem 9 $n$ Voronoi , $O(n)$ .
Proof Voronoi , . ,
Voronoi digram , Lemma . ,
, $3n-6$ . Voronoi diagram
, , $O(n)$ .
$-$
. $\cdot.\cdot$ .. $\square$
52
, (3) Voronoi diagram .
$\Sigma$ 3 .
$j$ .





. , $[\mu_{1}, \cdots, \mu_{d}, \sigma]$ ,
.
$d+1$ . .
$p^{(1)}(x;\mu 1’., \mu^{()}d’\sigma^{(})(1)..11)$ $p^{(2)}(x;\mu_{1}^{(2},., \mu^{(2}d7\sigma^{(2)}))..)$ Kullback-Leibler divergence
.
$D_{K}(p^{(1)(2)},p)= \frac{1}{2}\sum_{i=1}^{d}(\frac{(\mu_{i}^{(1)})2-(\mu^{(}i)2)2}{\sigma^{(2)}})^{2}+\frac{d}{2}((\frac{\sigma^{(1)}}{\sigma^{(2)}}\mathrm{I}^{2}-2\log\frac{\sigma^{(1)}}{\sigma^{(2)}}-1)$ .
, 2 $\overline{p}^{(1)}(x;\mu_{1},., \mu d’)(1)..(1)1)\sigma^{(},\tilde{P}^{(}.(2)x;\mu_{1},.,$ $\mu_{d}^{(},$$\sigma^{(})(2)..2)2)$ divergence “
” , .
$(X_{1}-a_{1})^{2}+\cdots+(X_{d}-a_{d})^{2}+dY^{2}=b(a_{i}, b\in \mathrm{I}\mathrm{R})$ .
, $a_{i},$ $b$ . “ ” .
$\sum_{i=1}^{d}(X_{i^{-}}\frac{(\sigma^{(1)})^{2}\mu_{i}^{()(2}2-(\sigma))2\mu^{(1}i)}{(\sigma^{(1)})2-(\sigma(2))^{2}})+d2Y^{2}=\sum_{i=1}^{d}(\sigma)^{2}(1)(\sigma^{(})^{2}2)\{(\frac{\mu_{i}^{(1)}-\mu_{i}(2)}{(\sigma^{(1)})^{2}-(\sigma^{(}2))^{2}})^{2}+\frac{\log\sigma^{(1)}-\log\sigma(2)}{(\sigma^{(1)})^{2}-(\sigma(2))^{2}}\}$.
, Voronoi diagram . linearization
, . linearization ,
. , .
, .
. $\mathcal{X}_{i}:=X_{i}$ , $\mathcal{Y}:=X_{1}^{2}+\cdot\cdot.\cdot+^{x_{d}d}2Y2+$ .





Theorem 10 (3), $\sigma^{2}I_{d}$
. $n$ Voronoi diagram , $O(n\mathrm{L}^{\frac{d+1}{2}\rfloor})$ .
5.2.2
,
$\Sigma=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}[(\sigma_{1})^{2}, (\sigma_{2})2, \cdots, (\sigma_{d})^{2}]$ , (11)
. , $2d$ $[\xi]=[\mu 1, \ldots, \mu d, \sigma 1, \ldots, \sigma d]=$




” $d$ )$1\sigma\sigma^{(1)}(1)\ldots$ $p^{(2)}(x;\mu 1’., \mu_{d’ 1}^{()}\sigma^{(2)}, \ldots, \sigma_{d}.)(2)..2(2)$ Kullback-Leibler
divergence , .
$D_{K}(p^{(1)(2}, p))= \frac{1}{2}\sum_{i=1}^{d}\{\frac{(\sigma_{i}^{(1)})^{2}}{(\sigma_{i}^{(2)})^{2}}+(\frac{\mu_{i}-(2)(1\mu_{i})}{\sigma_{i}^{(2)}})^{2}-2\log\frac{\sigma_{i}^{(1)}}{\sigma_{i}^{(2\rangle}}-1-\}$ .
111
, “ ”(facet ) .
$a_{1}\{(X_{1}-b_{1})^{2}+Y_{2}^{2}\}+\cdots+a_{d}\{(X_{d}-b_{d})2+Y_{d}^{2}\}=c$
, $a_{i},$ $b_{i},$ $c\in \mathrm{R}$ .
, – , . ,
linearization .
, .
$\mathcal{X}_{i}:=x_{i\mu i}=$ , $y_{ii^{22}}:=X+Yi=\mu^{2}i+\sigma_{i}^{2}$ .
, “ ” .
$(a_{1}y_{1}-2a1b_{11}\mathcal{X})+\cdots+(a_{d}\mathcal{Y}_{d}-2adbd\mathcal{X}_{d})=c(a_{i}, b_{i}, c\in \mathrm{R})$.
, $2d$ . , $2d$ Voronoi diagram
, .
Theorem 11 (3) , (11)
. $n$ , Voronoi diagram , $O(n^{d})$ .
523 (2 )
, $\Sigma$. 2 .
$\Sigma=$
. , , 5 . ,[\xi ] $=$ $[\mu_{1}, \mu_{2}, \sigma 11, \sigma 12, \sigma_{22}]$
.
. , $(.\mu_{1}^{\langle 1)}, \mu_{2}^{(1\rangle()(1}, \sigma,\sigma_{12}, \sigma_{2})111)(1)2$ $(\mu_{1}^{\mathrm{t}2)}, \mu_{2}^{()(}, \sigma_{11}, \sigma, \sigma_{2}^{(2)})22)(122)2$ Kullback-Leibler divergence
. , 2 . .
$\Sigma=((\sigma_{12}^{(})^{2}(\sigma_{1}^{(}11)1))^{2}$ $(\sigma_{2}^{\mathrm{t}1})^{2}(\sigma_{12}^{(})^{2}1)2))$ ,. $\Sigma’=((\sigma_{12}^{(2}(\sigma_{1}^{(2)})^{2}1))^{2}$ $(\sigma_{22}^{(2}(\sigma_{1}^{(2)})^{2}2))^{2})$ .
Kullback-Leibler divergence .
$D_{K}(p^{(1)},p^{(2}))= \frac{1}{2}\log\frac{|\Sigma’|}{|\Sigma|}+\frac{(\sigma_{22}^{(2)})^{2}}{2|\Sigma|},\{(\sigma^{(})11+(2-\mu 1)(1)\mu 11(2))2\}$
$+ \frac{(\sigma_{11}^{(2)})^{2}}{2|\Sigma\}},\{(\sigma_{22}^{(})2+(\mu 2-\mu 2))(1)(2)2\}1-\frac{(\sigma_{12}^{(2})^{2}1}{|\Sigma|},\{(\sigma)(12+()12(1)-(2)(\mu_{2}(1)-\mu_{2})\mu_{1}\mu_{1})(2)\}-1$




, $a_{i},$ $b_{i}$ , $ci\in \mathrm{R}$ .
linearization , .
$\mathcal{X}_{i}^{1}:=X_{i,i}\mathcal{X}^{2}:=(X_{i})^{2}+(Y_{i\mathrm{i}})^{2},$ $\mathcal{X}12=X_{1}$ $x_{2},$ $X_{i\mathrm{j}}:=]_{ij}^{\nearrow}$ .
112
, 6 , “ ” .
$\sum_{i=1}^{2}\{ai\mathcal{X}^{2}.i+bi\mathcal{X}^{1}i\}..+C1(\mathcal{X}_{1}2+y12)+c_{2}=0(a_{i}, b_{i,i} c\in \mathrm{R})$
Theorem 12 2 $n$ .
bronoi diagram , $O(n^{3})$ .
6
, Voronoi diagram . Voronoi
.
, , tight .
, Kullback-Leibler divergence , divergence [10]
divergence . , ,
.
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