





Die Wiederverwendung von Softwarekomponenten wird ha¨ufig durch In-
kompatibilita¨ten behindert. Ein Problem dabei sind unterschiedliche Inter-
aktionsstile. Es soll ein System entwickelt werden, das automatisch zwischen
verschiedenen Stilen vermitteln kann.
1 Einfu¨hrung
Das Ziel wiederverwendbarer Softwarekomponenten wird seit langer Zeit verfolgt.
Die Idee, eine beno¨tigte Komponente anhand geeigneter Suchkriterien zu finden
und mit wenigen Handgriffen in das eigene System einzubinden, ist verlockend. Ei-
ne solche Wiederverwendung erscheint o¨konomisch selbstversta¨ndlich, sie ist aus
anderen Ingenieurswissenschaften nicht wegzudenken. Daru¨ber hinaus werden Soft-
waresysteme zunehmend komplexer, so dass eine Neuentwicklung aller Bestandteile
von Grund auf im Rahmen eines vertretbaren Zeitplans gar nicht mehr mo¨glich
ist [10]. Es liegt also nahe, dass zuku¨nftig vermehrt auch in der Softwaretechnik
auf zunehmend ho¨herer Ebene existierende (of-the-shelf-) Komponenten miteinan-
der verknu¨pft und um neue Bestandteile erga¨nzt werden, um ein neues Systems zu
implementieren [4].
In der Praxis ergeben sich bei der Wiederverwendung von Softwarekomponen-
ten jedoch erhebliche Probleme, die gut und gerne den erwu¨nschten positiven Effekt
mehr als zunichte machen ko¨nnen [5]. Derartige Probleme haben bisher die Entwick-
lung von umfangreicheren Komponentenbibliotheken oder -marktpla¨tzen erheblich
gebremst und die Idee der Wiederverwendung hat bei einigen deutlich an ihrer ur-
spru¨nglichen Attraktivita¨t verloren. Fu¨r Abhilfe sollen einheitliche Komponenten-
modelle sorgen, aber die Entwicklung eines weltweit einheitlichen Modells ist eher
unwahrscheinlich und wohl genauso wenig wu¨nschenswert oder sinnvoll, so dass
auf absehbare Zeit mit Heterogenita¨t zu rechnen ist. Promiente Vertreter solcher
Komponentenmodelle sind derzeit die Enterprise Java Beans von Sun, das Corba
Component Model oder Microsofts COM und .NET.
2 Interaktionsstile und Schnittstellenbeschreibung
Ein grundlegendes Problem bei der Koppelung von Komponenten, auf das hier
na¨her eingegangen werden soll, ist die Verwendung unterschiedlicher Interaktions-
stile. Verbreitet sind Paradigmen wie die aufrufbasierte Kommunikation, Pipe-and-
Filter-Architekturen, ereignisbasierte Systeme oder die Auswertungsmechanismen
funktionaler Programmiersprachen. Komponentenmodelle sind meist auf einen be-
stimmten Interaktionsstil festgelegt oder unterstu¨tzen allenfalls zwei (zur Zeit ver-
breitet etwa alternativ aufruf- oder ereignisbasierte Kommunikation). Die Koppe-
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lung von Komponenten mit unterschiedlichen Interaktionsstilen erfolgt meist in in-
dividuellen Ad-hoc-Lo¨sungen.
Um die Freiheit bei der Komponentenauswahl zu vergro¨ßern, soll ein System
entwickelt werden, das automatischen zwischen verschiedenen Interaktionsstilen ver-
mitteln kann, wie bereits in [7] und [8] beschrieben. Das System soll, basierend auf
einer abstrakten Schnittstellenbeschreibung (Abstract Interface Definition - AID),
entsprechende Vermittler generieren. Die Schnittstellenbeschreibung einer Kompo-
nente kann auch nachtra¨glich verfasst werden, so dass bereits vorhandene Kompo-
nenten ohne deren Modifikation eingebunden werden ko¨nnen. Sie ist insofern ab-
strakt, als sie nicht nur von der Implementierung sondern auch vom Interaktionsstil
der Komponente abstrahiert.
Die Beschreibung erfolgt in Form von Ein-/Ausgabeereignissen an der Schnitt-
stelle der Komponente, die jedoch nicht mit einer ereignisbasierten Kommunikation
zu verwechseln ist. Die verwendeten Ereignisse sind auf einer konzeptionell niedrige-
ren Ebene angesiedelt und beschreiben lediglich das Auftreten eines Informations-
flusses an der Komponentenschnittstelle. Die Beschreibung eines solchen Ereignisses
umfasst Initiator, Richtung, eine Bezeichnung und die Typen der Daten, die im Zuge
der Verarbeitung des Ereignisses u¨bertragen werden.
Bezu¨glich der Typen der u¨bertragenen Daten sind bisher lediglich primitive Da-
tentypen und Zeichenkette vorgesehen. Dabei, und insbesondere bei den noch zu
integrierenden komplexeren Datentypen, ergeben sich die u¨blichen Probleme von
Schnittstellenbeschreibungen, auf die hier nicht na¨her eingegangen werden soll.
Durch Initiator und Richtung wird die Aktivita¨t der Interaktionspartner be-
schrieben. Die Frage ist, welcher der Partner das Ereignis auslo¨st. Die Partner
ko¨nnen sich dabei aktiv oder passiv verhalten. Betrachtet man die Kommunika-
tion zwischen Umgebung und Komponente, so kann der Informationsfluss entweder
in die Komponente hinein oder aus ihr heraus gerichtet sein und von der Umgebung
oder von der Komponenten ausgelo¨st werden. Die jeweilige Auspra¨gung eines Er-
eignisses an der Schnittstelle wird mit einer Kombination aus push/pull und in/out
beschrieben.
2.1 Objektorientierte Aufrufe
Ein Methodenaufruf in der objektorientierten Programmierung, bei dem Daten in
Form von Parametern an das Objekt (die Komponente) u¨bergeben werden, stellt
sich in der abstrakten Schnittstellenbeschreibung als push in-Ereignis dar. Besitzt
die Methode einen Ru¨ckgabewert so gibt es nach Abarbeitung des Methodenrump-
fes ein weiteres Ereignis an der Schnittstelle: Das vom Aufrufer angeforderte Er-
gebnis wird zuru¨ckgeliefert. Es handelt sich um ein pull out-Ereignis. Eine Java-
Komponente mit der (konkreten) Schnittstelle
public interface Namensdienst {
public void anmelden( String name, String adresse );
public String suchen( String name );
}
wu¨rde durch folgende abstrakte Schnittstelle beschrieben werden:
interface Namensdienst
push in anmelden String String
push in suchen String
pull out suchen String
end
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Interessant ist hier vor allem, dass die Methode anmelden in zwei Ereignissen
an der abstrakten Schnittstelle resultiert. Die Namensgleichheit 1 impliziert eine
semantische Zusammengeho¨rigkeit der Ereignisse: Mit Auftreten des ersten Ereig-
nisses wird eine Verbindung zwischen Umgebung und Komponente aufgebaut, die
durch das zweite Ereignis wieder beendet wird, entsprechend des synchronen Me-
thodenaufrufs, der durch die Java-Schnittstelle beschrieben wird.
2.2 Byte-Stro¨me
Ein Unix-Programm, das Daten von der Standardeingabe liest (ein Filter im Sinne
der Pipe-and-Filter-Architektur), erzeugt dabei pull in-Ereignisse an seiner abstrak-
ten Schnittstelle. Die ”Komponente“ liest gerade so viele Daten, wie im Programm-
verlauf beno¨tigt werden und schreibt Ausgaben auf die Standardausgabe, generiert
also push out-Ereignisse.
Beachtung erfordert die Vielfalt, mit der Unix-Programme die Standardein- und
-ausgabekana¨le nutzen. Einige Programme arbeiten mit dem reinem Byte-Strom der
Standardeingabe, so etwa Kompressionsprogramme. Sie lesen die Daten, ohne sie
na¨her zu interpretieren. In diesem Fall bietet sich eine einfache abstrakte Schnitt-
stelle wie die folgende an:
interface Gzip
pull in stdin byte
push out stdout byte
push out stderr String
end
Wie schon bei der Standardfehlerausgabe angedeutet, liegt den Bytes jedoch
oft eine Semantik zugrunde, die sich in einer individuellen Schnittstelle ausdru¨cken
la¨sst, die u¨ber die drei Standard-Byte-Stro¨me hinaus geht. Viele Programme ar-
beiten textbasiert und lesen Daten zeilenweise ein, z.B. grep oder wc. Ein Ereignis
ko¨nnte also im Lesen oder Schreiben einer ganzen Zeile und nicht nur eines By-
tes bestehen. Wieder andere Programm arbeiten interaktiv, wie etwa eine Shell.
Sie ko¨nnte eingebaute Befehle an ihrer abstrakten Schnittstelle anbieten. Letztlich
steht und fa¨llt beinahe jedes Unix-Programm mit seiner Konfigurierbarkeit u¨ber
Kommandozeilenparameter. Auch hier wa¨re es denkbar, weitere Funktionalita¨t an
der abstrakten Schnittstelle zur Verfu¨gung zu stellen.
2.3 Ereignisbasierte Kommunikation
Wie schon erwa¨hnt ist zu beachten, dass die Ereignisse zur Beschreibung der Schnitt-
stelle nicht mit denen in einem ereignisbasierten System zu verwechseln sind. Eine
Komponenten in einem solchen System, die das Auftreten eines Ereignisses signali-
siert, lo¨st an ihrer Schnittstelle ein push out-Ereignis aus.
Viele ereignisbasierte Systeme arbeiten mit unterschiedlichen Ereigniskana¨len,
bei denen sich einzelne Teilnehmer des Systems registrieren, wenn sie an den dort
vero¨ffentlichten Ereignisses interessiert sind. Beispiele sind die Topics von JMS [11]
oder die Event Channels des CORBA Notification Services [6]. Andere, wie etwa
Siena [2], verlassen sich allein auf die Definition von Filtern, um die Auswahl der
empfangenen Nachrichten einzuschra¨nken. Der Empfang von Nachrichten mit einer
bestimmten Semantik ha¨ngt also im einen Fall vom Kanal ab, u¨ber den die Nachricht
empfangen wird, im anderen Fall von den Parametern der Nachricht, u¨ber denen
1Die Zusammengeho¨rigkeit der beiden Ereignisse wird derzeit nur u¨ber die gleiche Bezeichnung
ausgedru¨ckt, andere Lo¨sungen sind aber denkbar, etwa um Konflikte bei u¨berladenen Methoden
zu umgehen.
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die Filter definiert werden. Solche Nachrichten unterschiedlicher Semantik wu¨rden
sich in der abstrakten Schnittstelle als unterschiedliche Operationen niederschlagen.
2.4 Funktionale Programmierung
Die bedarfsgetriebene Erzeugung und Auswertung partieller Listen in funktionalen
Programmiersprachen fu¨hrt zu pull in/pull out Ereignissen an der Schnittstelle einer
entsprechenden Komponente.
Durch die Verwendung von Monaden kann eine Mo¨glichkeit zur Interaktion mit
funktional entwickelten Komponenten implementiert werden, die den oben beschrie-
benen textbasierten oder interaktiven Unix-Programmen recht nahe kommt. U¨ber
diesen ”Umweg“ la¨sst sich eine abstrakte Schnittstelle fu¨r solche Komponenten de-
finieren.
3 Vermittlung
Die Vermittler gliedern sich in zwei Bestandteile: ein Stellvertreter(proxy) repra¨sen-
tiert die Komponente gegenu¨ber dem Klienten in dessen Umgebung und kommu-
niziert u¨ber ein Vermittlungsprotokoll mit einem Treiber (driver), der die Kom-
ponente in ihrem ”gewohnten“ Interaktionsstil steuert. Somit muss nur fu¨r jeden
Interaktionsstil eine Abbildung auf das Vermittlungsprotokoll implementiert wer-
den, um beliebige Komponenten miteinander zu koppeln.
Die Vermittlung wird erschwert, wenn Umgebung und Komponenten inkompati-
bel bezu¨glich ihres push/pull -Verhaltens sind. Soll eine Unix-Komponente in einer
Umgebung, in der ereignisbasiert kommuniziert wird, eingesetzt werden und soll
die Unix-Komponente auf bestimmte Ereignisse reagieren, so stellt die Vero¨ffentli-
chung des Ereignisses ein push out-Ereignis an der abstrakten Schnittstelle dar, das
mit einem pull in-Ereignis auf der Seite der Unix-Komponente verknu¨pft werden
soll. Beide Interaktionspartner wollen die Informationsu¨bertragung aktiv auslo¨sen,
so dass im Rahmen der Vermittlung ein Pufferfunktionalita¨t erforderlich ist. Sind
hingegen beide Partner passiv, sollen etwa die Elemente einer Liste, die von einer
Haskell-Komponente berechnet werden (pull out), als Ereignisse in einem ereignis-
basierten System vero¨ffentlicht werden, so bedarf es einer aktiven Instanz. Ohne eine
solche Instanz wu¨rde es nie zu einem Informationsfluss kommen. Auch sie muss von
der Vermittlungsschicht gestellt werden.
4 Verwandte Arbeiten
Allan und Garlan haben die Interaktion zwischen Komponenten formal beschrieben
und Konnektoren entwickelt, die Transformationen zwischen den von den Kompo-
nenten verwendeten Protokollen vornehmen [1]. Garlan und Spitznagel haben das
Konzept der Wrapper na¨her beleuchtet [13] und gehen dabei auf Spezifikation, Ein-
fluss auf die Komponente, die Verknu¨pfung von Spezifikation und Implementierung
und auf die Wiederverwendung von Wrappern ein. Yellin und Strom haben beschrie-
ben, wie Komponentenschnittstellen um Protokollangaben erweitert werden ko¨nnen
und mit Hilfe von Zustandsautomaten fu¨r die Komponenten deren Kompatibilita¨t
untersucht [15]. Basierend auf den erweiterten Schnittstellen wurden halbautoma-
tisch Adapter generiert. DeLine hat umfangreiche Untersuchungen zu Inkompatibi-
lita¨ten zwischen Komponenten durchgefu¨hrt [3]. Pryce beschreibt die Spezifikation
von Interaktionsstilen fu¨r Komponenten in verteilten Systemen unabha¨ngig von
der Implementierung und der dort verwendeten Programmiersprache [12]. Mehta,
Medvidovic und Phadke haben eine umfassende Taxonomie von Softwarekonnekto-
ren aufgestellt und beschreiben deren Eigenschaften und Auspra¨gungen [9]. Damit
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ist eine ausfu¨hrliche Beschreibung verschiedener Interaktionsstilen verbunden. Ya-
kimovich, Bieman und Basili haben Inkompatibilita¨ten bezu¨glich der Interaktion
zwischen Komponenten klassifiziert und ein System aufgestellt, das dabei helfen
soll, die Integrationskosten fu¨r Komponenten abzuscha¨tzen [14].
5 Ausblick
Im Hinblick auf die Praxistauglichkeit ist eine Einbeziehung verbreiteter Kompo-
nentensysteme von entscheidender Bedeutung, darunter Suns Enterprise Java Beans
(EJB), Microsofts COM und .NET, das Corba Component Model (CCM) und die
Open Services Gateway Initiative (OSGi).
Das Verha¨ltnis zu Architekturbeschreibungssprachen muss na¨her betrachtet wer-
den. Bindung und das Aufsetzten eines lauffa¨higen Systems erfolgen bisher ad-hoc.
Dabei muss auch die Konfigurierbarkeit von Komponenten ermo¨glicht werden.
Wie bereits erwa¨hnt beschra¨nkt sich das Typsystem bisher auf primitive Daten-
typen und Zeichenketten. Die Verwendung komplexere Datentypen bei der Schnitt-
stellenbeschreibung steht noch aus. Die Abbildung von der konkreten auf die ab-
strakte Schnittstelle wurde z.T. nur angedeutet. Die Schnittstellendefinition soll
wesentlich flexibler werden, um etwa mehrere abstrakte Operationen auf eine ein-
zelne parametrisierte konkrete abbilden zu ko¨nnen.
Die Nebenla¨ufigkeit zwischen Klienten einer Komponente muss auf geeignete
Art und Weise definiert werden.
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