Two methods for comparing impact factors and citation rates across fields of science are tested against each other using citations to the 3,705 journals in the Science Citation Index 2010 (CDRom version of SCI) and the 13 field categories used for the Science and Engineering Indicators of the US National Science Board. We compare (i) normalization by counting citations in proportion to the length of the reference list (1/N of references) with (ii) rescaling by dividing citation scores by the arithmetic mean of the citation rate of the cluster. Rescaling is analytical and therefore independent of the quality of the attribution to the sets, whereas fractional counting provides an empirical strategy for normalization among sets (by evaluating the between-group variance). By the fairness test of Radicchi & Castellano (2012a) , rescaling outperforms fractional counting of citations for reasons that we consider.
Introduction
The use of journal impact factors (IFs) for evaluative comparisons across fields of science cannot be justified because fields of science differ in terms of citation practices. In mathematics, for example, reference lists are often short (< 10), while in the bio-sciences reference lists with more than 40 cited references are common. Thus, the citation potentials across fields of science are different for purely statistical reasons (Garfield, 1979) . Apart from this scale effect, citation distributions have specific characteristics (Albarrán et al., 2011; Glänzel & Schubert, 1988) and thus one may hope to find ways to make them comparable, but only after appropriate normalization. This question of normalization is urgent for the evaluation process because institutional units are rarely monodisciplinary, and thus at the level of institutional units, one can hardly avoid the conundrum of comparing apples with oranges (Rafols et al., 2012) . For example, by closing its mathematics department, even if excellent, a university might be able to improve the university's rank in terms of average citation rates. Small & Sweeney (1985) first proposed using "fractional citation counting," that is, the attribution of citation credit to the cited paper in proportion to the length of the reference list in the citing paper. Zitt & Small (2008) used the audiences of the citing papers as the reference sets for developing Audience Factors of journals-as an alternative to Impact Factors-and Moed (2010) proposed to combine these two ideas when developing SNIP ("Source-Normalized Impact per Paper") as a journal indicator for the Scopus database. Leydesdorff & Opthof (2010) radicalized the idea of fractional counting at the paper level and proposed abandoning normalization in terms of relevant fields that are defined in terms of journal sets, and to use the citing papers as the reference sets across fields and journals, and then to attribute citations fractionally from this perspective (cf. Waltman & Van Eck, forthcoming) . Using papers as units of analysis also allows for fractional counting of the citations across institutional units with different portfolios (Leydesdorff & Shin, 2011; Zhou & Leydesdorff, 2011) . Furthermore, the change to the level of papers for the evaluation allows for statistical decomposition in terms of percentile ranks and hence the use of nonparametric statistics improved on this reduction to 91.7%. The latter result was statistically significant, whereas the former in this case was not.
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In the final paragraphs, Leydesdorff, Zhou, & Bornmann (in press) raised the question of how this result would compare to the universal normalization procedure for citation distributions proposed by Radicchi, Fortunato, and Castellano (2008) . In this study, we compare the two normalization schemes using the fairness test proposed by Radicchi & Castellano (2012a) . This is a statistical test specifically designed for measuring the effectiveness of normalized indicators aimed at the removal of disproportions among fields of science. Radicchi & Castellano (2012a) used this test to show that the rescaled indicator introduced by Radicchi et al. (2008) outperformed the fractional indicator proposed by Leydesdorff & Opthof (2010) in the analysis of the citations received by papers published in the journals of the American Physics Society (APS). Radicchi et al.'s (2008) normalization can be applied to any comparison among subsets. The attribution of the cases to the subsets can even be random. The normalized (field-specific) citation count is c f = c / c 0 , in which c is the raw citation count and c 0 is the average number of citations per unit (article, journal, etc.) for this field-or more generally-this subset. The 6 Additionally, the fractionally counted citations using all previous years divided by the number of publications in the current year (2010) or, in other words, a fractionally counted c/p ratio, was not statistically significant across the fields, while it was in the study of . (1) When every score X jk is divided by the average for the subset j X , each new average of a subset becomes unity since:
Substitution of Equations 2 and 3 into Equation 1 shows that the between-group variance is zero:
enables us to quantify and statistically test the effects of fractional counting in the comparison among sets, whereas rescaling sets the between-group variance by definition equal to zero.
In this study, we use the same data as in Leydesdorff et al. (in press) , and compare the fractionally normalized values with the results of normalization based on dividing by the arithmetic mean of the parameter under study (e.g., the IF5) at the level of each cluster, using Radicchi et al.'s (2008) were the most recent data available.
Methods and materials

a. Data
Data was harvested from the CD-Rom version of the Science Citation Index 2010. This version contains a core set of 3,705 journals contained in the Science Citation Index-Expanded, but selected as most representative and used for policy purposes. The U.S. firm PatentBoard™-previously named CHI Inc.-has for several decades been under contract of the U.S. National Science Foundation to add 13 categories to the journal list that is used for the biannual updates of the Science and Engineering Indicators of the National Science Board (2012). We use these 13 categories from the 2010 list as the second level, but two categories are not used in the analysis because they are poorly populated in this subset of 3,705 journals: cluster 8 ("Humanities") contained only two journals, and cluster 11 ("Professional fields") only eight journals. Thus, we work with 3,695 journals organized in eleven broad fields of science. The reader is referred to Leydesdorff, Zhou & Bornmann (in press) for further details about the data processing and the distinction of 23 possible variables (including the two-and five-year impact factors). Among the 23 variables used by Leydesdorff et al. ( in press), we use the variables listed in Table   1 for the rescaling procedure in this study. We did not rescale any of the fractionally counted 
b. Methods
Radicchi & Castellano (2012a) provide a fairness test that can be applied to differently normalized datasets in order to compare whether fractional counting of the citations or rescaling of the citation counts leads to a better result. Note that this is not a trivial question despite the analytical character of rescaling. Different normalizations may have different effects on the distributions of the variables in the various subsets so that variable proportions may belong, for example, to the top-10% of most-highly-cited journals. According to the notion of a fair indicator, the probability of finding a journal with a particular value of this indicator should not depend on the subset of research (e.g., discipline) to which this journal is attributed. The "fairness" of a citation indicator is therefore directly quantifiable by looking at the ability of the indicator to suppress any potential citation bias related to the classification of journals in disciplines or topics of research.
The fairness test was previously used for the assessment of indicators devoted to the suppression of disproportions in citation counts among papers belonging to different sets, but it can straightforwardly be extended in the present case to test the performances of indicators aiming at the suppression of discipline-dependent bias in journal evaluation.
In this study, we analyze a set of N = 3,695 journals divided into G=11 different categories. We indicate with N g the number of journals within category g. Each journal in the entire set has associated a score calculated according to the rules of the particular indicator we want to test (Table 1) . Imagine sorting all journals depending on this indicator and then extracting the top z% of journals from the sorted list. The list of top z% journal is composed of ⌊ ⁄ ⌋ journals (where ⌊ ⌋ indicates the integer part of x).
If the indicator is fair, the presence in the top z% should not depend on the particular category to which the journal belongs. That is, the presence of a journal of category g in the top z% should depend only on N g and not on the fact that category g is privileged for some other reason. Under these conditions, the number of journals of category g that are part of the top z% is a random variable that obeys the hypergeometric distribution
where ( ) [ ] is the binomial coefficient (Radicchi & Castellano, 2012a, at p. 126) . By using this distribution, it is therefore possible to estimate the confidence intervals of an ideal fair indicator, and thus one can statistically judge the "fairness" of any other indicator.
Results
a. Rescaling versus fractional counting of the impact factors
We examined rescaled versions of all the indicators listed in Table 1 . Vertically, the graphs are somewhat similar, but horizontally the differences are considerable.
Rescaling outperforms fractional counting: both the summed and average deviances from the 10% score, as well as the standard deviations, are smaller in the case of rescaling (Table 2) . Table 2 : Percentages of journals belonging to the top-10% set under the different conditions. Table 2 provides the percentages of journals in the top-decile corresponding to the four panels of Figure 1 . If the measure were perfect, the mean would be 10% with a standard deviation depending on the number of papers. Additionally, the sum of the deviations from 10% is provided as another measure. One can conclude that rescaling outperforms fractional counting on this test; IF5 outperforms IF2 using both rescaling and fractional counting. However, this outperformance may also be a statistical fluctuation from the expected value of ten-as we shall see below in Figure 2 and Table 3 . fractional counting, among nine journals in total belonging to the top-10% group. Thus, fractional counting in this case corrects for between-field differences. Rescaling brings the fairness test to a value of 15.03%, that is, rather far at the opposite side of the reference standard of ten percent. In the case of "Physics" (cluster 10 with 245 journals), the correction of fractional counting even outperforms rescaling; but this is the exception rather than the rule.
Further statistical analysis taught us that the arithmetic means of the fractionally counted citations per cluster correlate significantly with the results of the corresponding parameters on the fairness test (r = .91, p < .01 for IF2; r = .92, p < .01 for IF5). This indicates that the fractionally counted IFs still reflect between-field differences. Furthermore, the normalization in terms of fractional counting has uncontrolled effects on the shape of the distributions in terms of standard deviations, skeweness, and kurtosis when comparing across the clusters, whereas rescaling (as a linear transformation) behaves neutrally in this respect.
b. Rescaling ISI-IFs
Whereas for the construction of fractionally counted IFs, Leydesdorff, Zhou & Bornmann (in press ) needed individual journal-journal citations and where therefore limited to the set of 3,695 journals contained in the CD-Rom/DVD version of the Science Citation Index 2010, rescaling can be applied to any set. For Figure 2 and Table 3 , we use the same 3,695 journals for comparing ISI-IFs (both for two and five years) in the left columns with the same values divided by the arithmetic means of each of these 11 subsets. Note that in Table 3 when using either ISI-IF2 or ISI-IF5, and only the journal Siam Review is within this domain among the 173 mathematics journals (0.58%). Using rescaling, however, the percentages in Table 3 can meaningfully be compared with the reference standard of ten percent. 
Normalized Impact Factors
Since the tests indicate that the rescaled impact factors can be compared across fields of science, one can proceed with the comparison. Research," and accordingly rescaled using the arithmetic mean of this subset as denominator. In the case of fractional counting, the attribution to predefined disciplinary groups does not play a role in the normalization because fractional counting is performed at the level of papers and across groups.
The full sets of both rescaled and fractionally counted impact factors 2010 are available online at http://www.leydesdorff.net/if2010/index.htm and at http://www.leydesdorff.net/if2010/normalized_ifs_2010.xlsx , respectively.
The effects
A next question is the effect of the various forms of normalization on the overall distributions and rankings, and whether this effect is concentrated specifically in the lower, middle or higher ranks. Figure 3 (above) suggests a different effect for the lowest and highest values of the rescaled indicator. Leydesdorff, Zhou, and Bornmann (in press: Table 3 ).
9 When the sets of journals are equal, one would expect the Pearson correlations between IF2 and IF5 to be the same for the original and rescaled IFs because rescaling extracts the between groups variation both from the numerator (covariance between the two variables) and from the denominator (product of the standard deviations of the two variables). If so, the equality among the correlations is analytical. In our case, however, the numbers of journals are different because they were taken in the one case from the Web of Science and in the other from the CD-Rom version.
Decomposition of the correlations into deciles shows that the rescaled values and fractionally counted values of quasi-IFs correlate highest with ISI-IFs in the top and bottom deciles. Figure 4 provides the graphs for IF2. This figure is almost similar for IF5 (not shown here). This decomposition informs us that the high correlations between the original ISI-IFs and the normalized ones at the aggregated level are an effect of the top and bottom percentiles. Figure 5 shows the scatterplots of rescaled versus original IFs-2, in the top row for the lowest two deciles and in the bottom row for the highest two. In the tenth decile, finally, some outliers with high IFs generate a correlation relative to larger clusters at the bottom left. In other words, the strong correlation among the indicators in the top-10% group of journals indicates that normalization is not needed in this subset. The top-10% has also been recommended as a relatively robust "excellence indicator" in other contexts Bornmann et al., 2012; Waltman et al., 2012) . The skewness of the distribution makes this segment relatively insensitive to normalization by rescaling or fractioning of the citations. The rankings among the vast majority of journals are, however, very sensitive to different normalizations for between-field differences because the differences among the IFs of journals are often minute, to the second or third decimal.
Conclusions and Discussion
In this study, our two teams joined forces to address the question raised by Radicchi & Castellano (2012a) about comparing the fractional counting of citations with rescaling by dividing by the arithmetic mean of each subset, using the complete set of journals studied by Leydesdorff, Zhou & Bornmann (in press ) to generate quasi-IFs. The original idea was to apply the multi-level method used in the latter study also to the set of rescaled values so that the variance components could be specified and made comparable. However, rescaling annihilates between-group variance because all the arithmetic means of the groups are set at unity. The two sets of values could therefore not be compared using this method. Radicchi & Castellano (2012a) proposed a "fairness test" that was applied to APS publications and showed that rescaling outperformed fractional counting in this case. Our results confirm this conclusion. The fairness test was even more convincing when applied to the ISI-IFs provided by the JCR 2010 of the Web of Science (based on 10,196 journals) then to the integer-counted citations to 3,695 journals which provided the basis for our study of fractionally counted citations. However, the correlation in the top-10% among non-normalized and (differently) normalized values of IFs is high (Figure 4) .
Rescaling makes it possible to compare across differently grouped sets because the resulting distributions are, at least approximately, "universal" (Figure 3 ). The distributions are highly comparable (at least within this set of journals; cf. Waltman et al. [2012] ). The law of cumulative advantages as specified by Price (1976) or other mechanisms dictating the shape of citation distributions thus seem to operate field-independently; that is, the log-log distribution remains after correction for the differences among fields by using rescaling. At the top-and bottom-ends of the distributions, however, considerable deviance from this "universal" regularity is also visible (Leydesdorff & Bensman, 2006) .
The different objective of the multi-level approach remains that one can specify the reduction of between-group variance and test the remaining between-group variance on its deviance from zero. In other words, rescaling is insensitive to the quality of the clustering, whereas the variance decomposition based on fractional counting can also be quantified among alternative groupings.
Fractional counting can further be improved (and tested!) using methods recently specified by Waltman & Van Eck (forthcoming) .
In this study, the different forms of normalizations were applied to journal impact factors (Garfield, 1972) . Criticism of this measure for the evaluation of journals (e.g., Seglen, 1997) and a fortiori for the evaluation of papers within journals should in this context be mentioned (Braun, 2007; Lonzano et al., 2012; Leydesdorff, 2012; Vanclay, 2012) . More recently, however, book citations (Kousha et al., 2011; Leydesdorff & Felt, 2012) have been added to the potential candidates for impact evaluation. The reasoning here above is not confined to journal evaluation.
When one compares across heterogeneous sets-for example, in the case of evaluating composed sets such as universities with departments and/or when it is difficult to distinguish crisp sets-one can be advised to use rescaling because the quality of the attribution of cases to clusters cannot invalidate this method. Note that one can rescale any variable that differs systematically across sets (e.g., publication rates). One pragmatic advantage in the case of citations, however, is that citation analysis of the citing papers is not needed before rescaling, while the full audience set is required for computation in the case of fractional counting.
