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Novel organic conjugated materials have led to new technologies in the field of 
flexible electronics, with applications in the area of sensors, field effect transistors, or 
photovoltaic devices. Several material parameters and properties come into play in these 
devices, including energy of the frontier molecular orbitals, thin film morphology, and 
charge transport. These properties can be controlled by the chemistry of organic 
materials, and through processing conditions. In particular, this dissertation focuses on 
the isoindigo unit as an electron deficient unit to tune polymer light absorption, charge 
separation, charge transport in the first part of this dissertation, and morphology control 
in organic photovoltaic (OPV) devices in a subsequent section.  
The first part of this dissertation introduces the synthesis and properties of 
isoindigo-containing polymers as n-type, p-type, or ambipolar semiconductors, and their 
application in all-polymer or polymer:fullerene blends OPV active layers. It is found that 
polymers with phenyl linkages along the backbone tend to have broader light absorption 
than polymers with alternating phenyl-thiophene rings; however, steric hindrance in the 
former leads to low charge mobilities, and poor device performance. In addition, this 
section highlights the importance of controlling phase separation in OPV devices by 
focusing on all-polymer blends, which show large phase separation, and 
polymer:fullerene blends, where the morphology can be controlled through processing 
additives generating a two-fold increase in device efficiency. Looking at 
poly(oligothiophene-isoindigo) polymers as model systems, emphasis is placed on 
photovoltage losses in these devices due to a decrease in effective energy gap between 
xxi 
 
the polymers and fullerene as the oligothiophene donating strength is increased, as well 
as explanation of the device parameters through description of morphology as solubility 
is varied.  
The second portion of this dissertation focuses on solution properties of polymers 
and their correlation to thin film morphology. A first study investigates the influence of 
alkyl side chains on solubility, molecular packing, and phase separation in blends of 
poly(terthiophene-alt-isoindigo) with fullerenes. Specifically, as side chains are 
lengthened, solubility is increased, but with limited impact on the blends morphology. On 
the other hand increased backbone torsion leads to variations in energy levels, polymer 
packing and large phase separation in blends with fullerenes. These thermodynamic 
parameters are to put in perspective with the kinetic control of film formation during the 
coating process. This is discussed in a second study, which looks at the mechanism of 
thin film formation when processing additives are used. In particular, this study 
highlights the interactions that provide a driving force for polymer crystallite formation, 
depending on the mechanism followed when aliphatic and aromatic additives are used. 









CHAPTER 1. INTRODUCTION 
1.1. Organic Electronics Background 
Application of organic materials in electronic devices was only made possible 
through a series of breakthroughs in synthesis and characterization of electrical properties 
of various π-conjugated materials. Groundbreaking work on oxidation of aniline by 
Hofmann and Letheby, presumably the first reported syntheses of polyaniline,
1,2
 and on 
the conductivity of polypyrrole by Dall’Olio et al.
3
 led the field of π-conjugated polymers 
materials to the discovery of metallic conductivity in iodine-doped polypyrrole by Weiss 
et al.,
4-6
 and in polyaniline by Buvet et al.
7,8
 While the aforementioned polymers were 
synthesized by oxidative polymerization, the synthesis of low molecular weight linear 
polyaceylene by Job and Champetier
9
 and the development of coordination 
polymerization by Karl Ziegler and Giulio Natta, rewarded by a Nobel Prize in 1950, 
yielded high molecular weight polyacetylene,
10
 which was further studied by Berets and 
Smith. They found that doping polyacetylene by BF3 enhanced the electrical conductivity 
of the material by three orders of magnitude.
11
 Further work on polyacetylene by Ito et 
al.
12
 demonstrated a successful synthetic procedure leading to free-standing films, which 
enabled recognition of conjugated polymers by the 2000 Chemistry Nobel Prize awarded 
to Alan Heeger, Alan MacDiarmid, and Hideki Shirakawa for their combined work on 
doped polyacetylene.
13,14
 Since then, focus has shifted towards synthesis of soluble π-
conjugated polymers for device fabrication through solution processing. The 
development of palladium-catalyzed cross coupling reactions, in particular by Richard 






 has enabled the synthesis of a variety of solution processable π-conjugated 
materials.  
 
Figure 1-1. Representative repeat unit structures of π-conjugated polymers. PA: 
polyacetylene, PPy: polypyrrole, PANI: polyaniline, MDMO-PPV: poly[2-methoxy-5-
(3′,7′-dimethyloctyloxy)-p-phenylenevinylene], PTh: polythiophene, PITN: 
polyisothianaphthalene, PEDOT: poly(3,4-ethylenedioxythiophene), P3HT: poly(3-
hexylthiophene).  
 
These materials have primarily been studied as conductive (doped) materials, 
followed by research on integrating these semiconducting materials in light-weight, 
flexible organic electronic devices
16-18









 and organic photovoltaic (OPV) devices.
28-31
 In 
particular, the properties of organic materials in general depend on the molecular 
structure. As such, the synthesis of novel organic semiconductor structures can be tuned 
for specific properties and applications.
32-34
 In addition to molecular structure, the 
processing conditions can also be used to optimize device fabrication and performance.
35
 






 screen printing, 
ink-jet printing,
40
 and spray coating,
41
 some of which are attractive for roll-to-roll 
processing over large areas.
18
 Throughout this dissertation the targeted applications make 




the fundamental concepts behind material design and properties to introduce new 
students to the field.  
1.2. Electronic States in Polymer Semiconductors 
The key feature of π-conjugated polymers is the repeat unit made up of alternating 
single and double bonds, creating a backbone of sp
2
 hybridized orbitals with a remaining 
2pz orbital perpendicular to the sp
2
 plane. The pz orbitals overlap over consecutive atoms 
resulting in a manifold of bonding and antibonding π-orbitals. The electrons in the π 
orbitals are less bound to the nucleus compared to those in σ-orbitals, and give the 
resulting material its electronic properties. The simplest π-system is ethylene, and as the 
π-conjugation is extended from butadiene (first optical transition ~5.4 eV) to 
polyacetylene (first optical transition ~1.5 eV) energy bands start to form, and the energy 
gap between the occupied and unoccupied states decreases (Figure 1-2).  
 
Figure 1-2. Schematic representation of the ethylene orbital and the evolution of the 
highest occupied molecular orbital (HOMO), lowest unoccupied molecular orbital 
(LUMO) and energy gap with increasing conjugation. (adapted from 
42
) Here, electronic 
states are approximated by one molecular orbital configuration. 
 
Polyacetylene chains can can be described by Bloch’s theorem, where the repeat unit 
(here considered to be the unit cell of characteristic length a) is used to describe the 












symmetry) along the chain, the electron density at a given point r+ja in the j
th
 unit cell (j 
being an integer) is equal to the electron density at in point r of the origin cell. Bloch’s 
theorem leads to equation 1-1: 
 (    )      (    ) ( )  (1-1) 
where     (    ) is the phase factor, and k is the electron wavevector linked to the 








  (1-3) 
where h is Planck’s constant, m is the electron mass and v is the electron velocity. This 
shows that the wavevector k is related to the electron momentum ℏk, which in turn is 
related to the electron energy. The band structure E(k) (plot of energy E versus 
wavevector of the electron k) of polyacetylene can then be derived from Bloch’s 
























Wavevector k  
Figure 1-3. Periodicity of the band energy as a function of wavevector (or location in 
direct space) and the reduction of the full description of the polymer chain in half of the 
Brillouin zone. 
 
The fact that the function E(k) is periodic (of periodicity 2π/a) and even leads to the 




polyacetylene, if all the bond lengths were equal (one-dimensional periodic lattice) the π 
and π* bands would become degenerate leading to a zero-gap or metallic material.  
However, such a one-dimensional system is unstable, and the polymer backbone distorts 
to lower the system’s energy, leading to bond length alternation between single and 
double bonds. This distortion, called Peierl’s distortion, leads to the opening of the 
energy gap Eg between the occupied and unoccupied π-orbitals (0 < Eg ≤ 2eV), and to the 
semiconducting properties of the π-conjugated polymer. This suggests that lowering the 
bond length alternation will increase the metallic character of the polymer by lowering 
the energy gap. The energy gap of π-conjugated polymers is the transition from the 
ground state to the lowest excited states. These states are defined as weighted linear 
combinations of electronic configurations (i.e. a set of molecular orbitals); however they 
are usually described by only one configuration as shown in Figure 1-3. The electronic 
structure of π-conjugated materials can then be described in terms of the density of states 
to illustrate the concepts of ionization potential (energy required to remove an electron 




 , positive value), electron affinity 





 , conventionally taken as a positive value) and energy gap, and understand some of the 
underlying fundamental principles that guide experimental determination of these 



















Figure 1-4. (a) Density of states, (b) transition and (c) Jablonski diagram. These define 
ionization potential (IP) linked to the ground state S0, electron affinity (EA), both defined 
against a vacuum energy level, and fundamental energy gap (Eg). Transitions between 
states can be further defined highlighting the photophysical processes that can occur 
involving ground S0 and excited S1 states, which further take into account exciton binding 




While the concepts highlighted in this paragraph are common to all π-conjugated 
polymers, trans-polyacetylene holds a particular place due to its degenerate ground state 
(possibility to form solitons), which is not the case for any other π-conjugated polymer. 
In some other polymer systems, such as polyarylenes (poly(para-phenylene) PPP or 
poly(para-phenylenevinylene) PPV) and polyheterocycles in general, the backbone can 
take an aromatic form or a quinoidal form as described in Figure 1-5, which have 
different energy and geometry (possibility to form polarons and bipolarons, not solitons). 
In π-conjugated systems, the ground state can be approximated by the bonding-
antibonding pattern of the aromatic structure, while the first excited state can be 
approximated by the quinoidal structure. The previously discussed strategy of tuning the 
energy gap by reducing bond-length alternation can then be described in terms of 
lowering the energy of the quinoidal form. This was highlighted by the work of Wudl et 
al.
43
 with the design of poly(isothianaphthalene) (PITN), where the contribution of 






 In summary, electronic transitions are a function of the structure of the 
π-conjugated material, which allows for material design and tunability of the resulting 
properties. 
 
Figure 1-5. Ground and excited state energies, and how they relate to the bonding/anti-
bonding pattern along the polymer backbone in the case of trans-polyacetylene and 




1.3. Property Changes after Transition from Solutions to Thin Films 
Original work on insoluble, infusible materials such as polyacetylene, poly(p-
phenylenevinylene) and polythiophene
46
 has driven interest for solution processable 
polymers. Indeed, the rigidity and polar/π-interactions
47
 (which are Van der Waals 
dipole-induced dipole London interactions, often simplified to π-π interactions or π-
stacking
48
) of the aromatic rings along the backbone hinders solubility of these materials. 
To increase conformational disorder, flexible alkyl chains were appended to the 
conjugated backbone and induced solubility of high molecular polymers in chlorinated 







 groups demonstrated this concept independently through the 
development of what may be the best known π-conjugated polymer to-date, regioregular 




In this work, applications of π-conjugated polymers in devices involve transition of 
the same polymeric material from solution state to solid state (Figure 1-6), as opposed to 
electrochemical polymerization for instance. Molecular building blocks and solubilizing 
side chains are first selected to form extended conjugated systems, based on previously 
reported structure-property relationships. However, the transition from isolated molecular 
systems to supramolecular arrangements leads to complex systems, where the behavior of 
the resulting materials and devices cannot be easily predicted.
58,59
 In particular, as 
molecules transition from the liquid phase to the solid phase, they undergo 
supramolecular arrangements driven by intermolecular interactions, such as π/polar 
interactions, which can lead to local defects. These defects can be controlled through 
processing, which influences the domain sizes, orientation, and grain boundaries. 
 





In films of π-conjugated small molecules, pentacene or rubrene for instance, 
intermolecular interactions dictating packing in thin films is governed by polar/π-
interactions, first explained by Hunter and Sanders through electronic density 
considerations alone.
47
 Intermolecular interactions lead to either parallel-displaced π-




compared to the monomer) or edge-to-face stacks, and face-to-face π-stacks (or H-
aggregates with a hypsochromic or blue shifted absorption compared to the monomer) in 
certain cases (Figure 1-7a).
48,61
 Sherrill further included London dispersion forces to 
model π-interactions,
62
 and Figure 1-7b illustrates the influence of both electrostatic 
interactions (electronic density) and dispersion interactions on overall attraction of 
substituted benzene dimers relative to unsubstituted dimers. By modifying the molecular 
structure, via donor-acceptor effects for examples, various aggregate structures can be 




Figure 1-7. (a) Overview of possible π-π geometric configurations of the benzene dimer, 
and (b) impact of interaction energy components on the energy of substituted benzene 




This view can be extended to polymeric systems, where crystalline and amorphous 
domains also need to be taken into account. Using poly(fluorene) as a model system, the 
background on π-conjugated polymer films will be explained based on the work of 
Beljonne et al.
65
 On the molecular level, modeling of fluorene oligomers substituted with 
methyl groups shows similar trends in interchain interactions to the small molecule 
systems, with a compromise between steric hindrance and attractive quadrupolar 
interactions. Oligofluorenes can form flipped stacks (fluorene rings are superimposed but 




shifted by a half period relative to one another). In these two-layer stacks, the interchain 
distance is 0.37 nm and the torsion angle between fluorene rings is 40°. As the number of 
polymer chains in the stack is increased, the polymer chains planarize (torsion angle 
around 30°) but the polymer chains move further away from one another (intermolecular 
distance around 0.45 nm). To further describe the behavior of n-octyl substituted 
poly(fluorene), octyl groups were appended to the model oligomers and are shown to 
orient in two different ways: roughly parallel (Y-shaped) or perpendicular (T-shaped) to 
the oligofluorene backbone. Calculations conducted on both structures indicate that the 
octyl groups reorient to a Y-shaped arrangement, regardless of their initial conformation. 
The choice of side-chains has been showed to have a direct effect on polymer interactions 
and packing, and, furthermore, the effect of polymer packing on macroscopic properties 
is clearly observed in the photoluminescence spectra of the thin film versus solution 
(Figure 1-8).  
 
Figure 1-8. Self-organization of fluorene oligomers in flipped and shifted stacks, as well 
as side-chain organization into a Y-shape. The change in organization from solution to 








Planarization of the polymer chains in the solid state leads to a red-shift (lower 
energy) of the absorption, and the formation of π-aggregated species in the solid state 
leads to the appearance of a new aggregation band in the UV-vis-NIR spectra. These two 
effects were demonstrated by Kim and Swager by using compression on Langmuir films 
of amphiphilic polymers illustrated in Figure 1-9. In particular, polymer 2 shows a blue 
shift in absorption as the layer is compressed, most likely due to decreased π-conjugation 
length as the film is forced to occupy a decreasing area. This illustrates the principle of 
absorption red-shift with backbone planarity, i.e. increased orbital overlap or π-
conjugation length. Furthermore, polymer 4 in a Langmuir film has a distinct new 
absorption band compared to the solution absorption spectrum, which is due to π-π 
interactions promoted in the Langmuir films compared to solutions. 
  
Figure 1-9. Impact of polymer packing on optoelectronic properties, in particular UV-vis-




Beyond packing at the nanoscopic scale, the high molecular weights of polymers lead 




crystalline and amorphous domains. The degree of disorder in thin films of π-conjugated 
polymers can be translated to traps in the density of states (DOS) diagram and contributes 
to energetic disorder in these materials. For instance, the crystalline domains of a 
polymer film present less structural defects than the amorphous regions, which increase 
energetic disorder and the number of shallow energy traps as shown schematically in the 
DOS diagram in Figure 1-10. This leads to the formation of an energy landscape through 
which charge carriers can be transported under an electric field. 
 
 
Figure 1-10. Schematic DOS diagram of π-conjugated polymers (a) and its impact on 
charge carrier transport (b). Structural illustration of energetic disorder in polymer films 
(c), where conjugation lengths can be described with varying units (d) and the position 
(e) and energetic (f) disorder leading to the energy landscape for charge carrier transport 




1.4. Comparison of Inorganic and Organic Semiconductors 
Several material parameters lead to large variations of properties when comparing 
organic and inorganic semiconductors: processability, nature of the energy gap, low 
dielectric constant and large charge-geometry coupling, and high degree of disorder. The 




First of all, inorganic materials need to be highly ordered in order to achieve their 
potential in electronic devices, which leads to high production costs and strict substrate 
requirements (typically require lattice matching of the semiconductor with the substrate 
and are typically not compatible with flexible substrates).
69
 By comparison, organic 
semiconductors are typically polycrystalline or even amorphous and can be processed 
using less expensive methods compared to epitaxial growth of silicon crystals for 
instance. 
Furthermore, when considering materials for solar harvesting for example, light 
absorption is a function of the nature of the energy gap. As discussed in section 1.2.1., 
organic semiconductors exhibit a direct energy gap, which sets them apart from silicon-
based semiconductors, which have an indirect band gap. This has a direct impact on the 
material’s absorption coefficient and the device thickness. For instance, crystalline silicon 




 at around 2 eV above its band edge leading to 
photovoltaic devices based on silicon to require 100 µm thick active layers
70
 while 




 at  0.25 eV above the band 
edge for MDMO-PPV (Figure 1-1) for instance, typically rely on 100 nm thick films to 
balance light absorption and resistance within the active layer.
71
 However, inorganic 
semiconductors do not always have indirect band gaps. For instance GaAs or InSb (group 
III-V compounds) also have a direct band gap,
72
 which enables the use of thin-film light 
absorbing layers and leads to flexible solar cells.
69
  
Following absorption of a photon, free charges need to be created in order to generate 
photocurrent in solar cells, which is a function of the dielectric constant of the materials 




organic counterparts. For instance, the bulk averaged dielectric constant in crystalline 
silicon is around 12 (at 1 kHz) versus 3-4 (at 100 kHz)
73,74
 in π-conjugated polymers. In 
both materials, optical excitation will lead to the formation of excitons (coulombically 
bound electron-hole pairs, i.e. charge-less particles that can diffuse). However the 
difference in dielectric constant implies that excitation of crystalline silicon leads to the 
formation of Wannier excitons, which are only weakly bound (~10 meV) with an average 
radius (~100 Å) larger than the lattice spacing. By comparison, excitation of organic 
materials leads to formation of Frenkel excitons, which have binding energies on the 
order of 500 meV with an average radius of 10 Å.
75,76
 The low dielectric constant in 
organic materials, combined with the correlation between electrons and geometrical 
rearrangements, means that absorption of a photon at room temperature by π-conjugated 
materials does not lead to free charge carriers, contrary to inorganic materials. This 
defines two energy gaps in π-conjugated materials: the fundamental energy gap (linked to 
the IP and EA) and the optical energy gap (linked to exciton formation after 
photoexcitation) as described in Figure 1-11. 
 
Figure 1-11. Frenkel exciton formation after photoexcitation leading to the formation of 







The coupling between electronic structure and geometric relaxation also impacts 
charge transport, where transport in inorganic materials can be typically modelled using 
band transport whereas transport in disordered organic materials, containing defects and 
traps, is typically described by hopping transport. By comparison with crystalline silicon, 
organic materials are highly disordered leading to the formation of shallow charge traps 
as discussed in the previous section. The rotational degrees of freedom leading to static 
disorder and dynamic disorder in loosely assembled supramolecular structures can be 
structurally influenced (ladder-type structures, regioregularity, secondary interactions, 
etc.) in order to reduce energetic disorder in the semiconducting film. These fundamental 
factors explain the difference in device physics involved in organic electronics compared 
to the well-known physics in inorganic silicon-based devices.  
1.5. Organic Electronics: Operating Principles 
1.5.1. Organic Field Effect Transistors (OFET) 
Field effect transistors (FETs) use an electric field to modulate the flow of charge 
carriers in a semiconductor material, and are employer in logic circuits. Light-weight 
organic FETs (OFETs) have the potential to be used in flexible displays based on 
electrophoretic ink,
78
 in organic light emitting diode (OLED) displays,
79
 or in 
bioelectronics for sensing, delivery, and stimulation.
80
 OFETs also have an opportunity to 
impact transistor fabrication throughput thanks to solution, roll-to-roll processability of π-
conjugated materials. 
Figure 1-13 shows the operating processes in OFETs, and highlights the analogy to 
water faucets: the current (charge flow) between the source and the drain is modulated by 




modulated by a valve. The OFET device can be viewed as a capacitor with one plate 
being the gate electrode and the other plate is the conducting channel, which sandwich a 
dielectric layer.  
 
Figure 1-12. (A) (a) Example of the mode of operation of as OFET for (b,d)  n- and (c, e) 
p-type transport, along with (B) charge carrier concentration in the semiconductor layer 
as a function of drain voltage (a) below the threshold voltage VT, (b) in the linear regime, 




The nature of charge carriers (hole or electron) in the device is a function of the gate 
voltage, and the example of hole carriers will be used to illustrate OFET operating 
principles. If a negative bias is applied between the gate and the source (VG), two 
inversion layers grow within the dielectric film, and lead to accumulation of hole carriers 
in the semiconductor layer. If a potential is then applied between the drain and the source 
(VSD or VD), the charges are then able to flow through the semiconductor. While keeping 
VG constant, at low VD, the hole carrier concentration is uniform in the semiconductor 
and the current between the source and drain (ISD or ID) is linear with VD. As VD is 
increased a linear gradient of hole carrier concentration forms in the semiconductor, and 




carriers. When this regime is reached, further increase to VD does not lead to additional 
current. 













 in the case of 
polycrystalline silicon.
78
 In comparison, mobility in organic FETs (OFETs) based on 






 using a 
benzothieno[3,2-b][1]benzothiophene small molecule,
36









 The reported mobility values should be taken with a grain of salt, 
as the structure factor of the device (channel length and width) and the measurement 
parameters (device hysteresis, regime chosen to extract mobility value) may have an 
impact on the mobility values calculated based on current-voltage measurements.
78,81
 As 
shown in Table 1-1, state of the art OFET devices have traditional relied on small 
molecule semiconductors, which tend to exhibit higher charge carrier mobilities. Some 
examples of π-conjugated small molecule-based materials that have performed well in 
OFET devices are acene-based materials such as rubrene or triisopropyl-silylethynyl 
substituted pentacene (TIPS-pentacene), fused thiophene-based small molecules such as 
benzothienobenzothiophene (BTBT), or dithiophene- tetrathiafulvalene (DT-TTF) and 
hexamethylene-TTF (HMTTF). The design of small molecules for OFETs relies on the 
molecular structure and the intermolecular packing in order to control the reorganization 
energy (structural relaxation) and the transfer integral (electronic coupling). For more 
detail on charge transfer and the hopping regime, the reader is directed to Beljonne et 
al.
65
 However, these concepts are not as straight-forward in polymer-based OFETs. Some 




poly(3,3’-dialkyl-quaterthiophene) (PQT) or n poly(2,5-bis(3-alkylthiophen-2-
yl)thieno(3,2-b)thiophene) (PBTTT), and alternating polymer structures such as 
copolymers of naphthalenediimide and bithiophene (PNDI2OD-T2) and copolymers of 
cyclopentadithiophene or indacenodithiophene and benzothiadiazole (CDT-BTZ or IDT-
BT). 
 
Table 1-1. Structure and OFET hole (µh) and electron (µe) mobility of solution-processed 












































 7 1.1 
84,85





 8 5.5 
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The semicrystallinity of the polymer films makes the determination of structure-
property relationships in these systems more difficult, but some guidelines have been 
uncovered as described in a review by Sirringhaus.
78
 The first factor in polymer design 
for high mobility OFETs appears to be a coplanar backbone to reduce the contribution of 
backbone torsion to the reorganization energy for charge transfer. Secondly, a high 




to the source-drain contacts (regardless of the orientation of the backbone, edge-on or 
face-on, versus the substrate) seems to be a required condition for high charge carrier 
transport, as illustrated by increasing molecular weight and investigating polymer 
packing via grazing-incidence wide-angle X-rays scattering (GIWAXS). Finally, the 
choice of the solubilizing side-chain is crucial to dictate the arrangement of the 
conjugated backbone, hence controlling the transfer integral for charge transfer. Some 
questions remain unanswered, in particular regarding the importance of interchain 
interactions at the molecular level and as to the necessity for the polymer backbones to be 
mainly edge-on or face-on relative to the dielectric layer. It is also crucial to keep in mind 
differences in charge carrier transport in polymer aggregates versus amorphous 
regions
91,92




1.5.2. Organic Photovoltaics (OPVs) Background 
Crystalline silicon-based inorganic cells make up 85% of the market for solar energy 
thanks to efficiencies ranging from 14 to 25%.
94
 However, due to their high 
manufacturing costs and limited modularity,
70
 crystalline silicon-based cells do not yet 
provide an alternative to fossil fuels for electricity production. One strategy to reduce the 
cost of electricity produced by photovoltaic devices is the use of organic semiconductors 
that can be vacuum deposited at low-temperatures (small molecules) or solution-
processed (molecules and polymers) over large areas. In particular, organic photovoltaics 
(OPVs) can lead to applications where low-cost, light-weight, and flexible devices are 




molecule solar cells, as they allow for continuous solution processing on an industrial 
scale, using roll-to-roll fabrication for example.
95
 
OPVs had their first breakthrough with the seminal work of Tang who introduced the 
concept of using two different organic materials in a bilayer organic solar cell and 
reported a power conversion efficiency (PCE) of 1% in 1986.
96
 Since then, interest has 
sparked for OPVs and although efficiencies in large area modules still do not allow for 
commercial applications, significant research on organic materials and device 
engineering has led to a jump in efficiencies from 1% to 12% for solid-state solar cells in 
both single-junction and tandem devices.
97,98
 
While the physics involved in inorganic cells rely on the intensively studied p-n 
junction, the understanding of fundamental processes in organic cells requires further 
research. For instance, a key difference in the processes taking place in organic compared 
to inorganic solar cells is the nature of the optically excited states,
99
 as previously 
discussed. In inorganic photovoltaic devices, free carriers are generated when light hits 
the inorganic semiconductor; in OPVs, coulombically bound excitons are generated, 
which require a blend of two materials to separate them into free charges. This led to the 
second breakthrough in OPV research, which involved the discovery of photoinduced 
ultra-fast charge transfer from poly(3-octylthiophene) to C60 fullerene.
28,100
 This 
difference in generated charge species between inorganic and organic PV devices leads to 
changes in the device operating principles as highlighted in the following paragraphs. 
1.5.3. OPV Device Operating Principles 
As light hits the donor:acceptor active layer, photons are absorbed and the photon 




acceptor) as illustrated in Figure 1-14 (i). This creates a coulombically bound electron-
hole pair, or exciton, with binding energies on the order of 500 meV because of the 
material’s low dielectric constant,
75
 to be compared to a few meV in the case of inorganic 
materials. As free carriers cannot be generated solely based on thermal energy at room 
temperature (25 meV), the exciton needs a thermodynamic driving force for dissociation 
at the donor-acceptor interface (ii), and once at the interface the exciton goes through a 
charge transfer state (iii) before the charges can be fully separated into free carriers 
thanks to the energy offset (iv). These free carriers then drift to their respective electrodes 
as a result of the built-in voltage, and electrons and holes are collected at the cathode and 
anode respectively generating photocurrent (v). It is important to note that around 2/3 of 
free charges are created within 100 fs in mixed domains of donor and acceptor materials, 





Figure 1-13. Schematic illustration of the processes involved in current generation in an 
OPV device. (i) Exciton creation following photon absorption, (ii) exciton diffusion, (iii) 
charge transfer at donor:acceptor interface, (iv) charge separation and transport, and (v) 
charge collection.  
 
From these five processes some material design guidelines can be outlined based on 




processes relying on the energy levels of the materials are photon absorption, charge 
transfer and separation, and charge injection. Charge carrier diffusion to a donor/acceptor 
interface and charge carrier transport to the electrodes are closely linked to the geometry 
of the material and the active layer morphology. However, these electronic and structural 
factors are closely linked in organic materials and it can be challenging to separate their 
effects on the various processes.  
In terms of photon absorption, the energy difference between the ground and excited 
state for the donor should be around 1.5 eV to absorb low energy photons, and maintain 
high orbital overlap to increase oscillator strength (increases extinction coefficient). The 
acceptor’s absorption should also complement that of the donor to take advantage of the 
width of the solar spectrum. In early OPV devices, light absorption relied on P3HT and a 
fullerene derivative (PC61BM) that only absorbed photons between 350 nm and 650 nm, 
with PC61BM contributing only weakly to the total absorbance.
103
 Several approaches 
have been developed to increase the breadth of light absorption in OPV blends: 
decreasing the energy gap of the polymer donor and decreasing the energy gap in 
fullerene derivatives by lower their symmetry,
104
 or by using non-fullerene acceptors.
105
  
However, a balance needs to be struck between light absorption by lowering the 
energy gap through lowering of the excited state energy and charge separation at a 
donor/acceptor interface. Indeed, in donor (polymer)/acceptor junctions, photo-induced 
charge separation is usually assumed to proceed via formation of a columbically-bound, 
localized excited state (Frenkel exciton) on the conjugated polymer, which requires a 
driving force for exciton dissociation into free charges. The energy offset between the 






 However, the transition between Frenkel exciton and charge 
separated states is still under debate but all models involve manifold of charge transfer 
(CT) states, arising from various configurations of CT excitons.
106-114
 At the molecular 
level, CT excitons can be thought of as intermediates between Wannier excitons and 
Frenkel excitons as shown in Figure 1-15a. At a polymer:fullerene interface, a Frenkel 
exciton (EX) can lead to the formation of inter-donor excitons (DD) along with 
interfacial excitons with electron density on the neighboring fullerene cages (CT). Figure 
1-15b further highlights differences at polymer:polymer interfaces compared to 
polymer:fullerene interfaces, where charges in CT states at the polymer:fullerene 
interface (A, B) appear to be more separated (~ 10 Å) compared to polymer:polymer 
interfaces (~ 7 Å) (C, D). 
 
Figure 1-14. Molecular pictures of CT states obtained from quantum chemical 




Figure 1-16a gives an overview of a possible model for charge dissociation at the 
donor/acceptor interface. Photoexcitation leads to the formation of a donor excited state 
D* from the ground state GS. This excited state can then directly go to a charge separated 
state CS or relax into the CT manifold to CT1 before the charges can separate. Previous 
results seemed to indicate that generation of free charge carriers had to originate from 




CT1 in Figure 1-16a). However, work by Gélinas et al.
113
 and Vandewal et al.
114
 points to 
the fact that the CT states are all at thermal equilibrium and that no excess energy 
contributed by “hot” CT states is required for efficient charge separation. Rather than 
excess energy, delocalized, band-like states are cited as being a requirement for charge 
separation. Figure 1-15b illustrates the need for charge delocalization within fullerene 
aggregates at times scales on the order of a couple 100 fs for charge separation (yellow 
and red lines). By comparison, localized acceptor sites (blue line) lead to tightly bound 
CT states, which do not dissociate at 100 fs time scales. 
  
1-15. Processes involved in charge separation. (a) absorption from the ground state (GS) 
to the donor excited state (D*) followed by either direct charge separation with a rate of 
k*CS or relax to the lowest energy charge transfer state (CT1) then charge separate; (b) 
Driving force for charge separation through delocalization into large fullerene aggregates 





Eventually, charge collection at the electrodes relies on Ohmic contact between the 
active layer and the electrodes by tuning the electrode work function to allow charge 
injection with limited carrier recombination at the interface.
115,116
 Furthermore, light 





In addition to this paragraph, further information on OPV device operating principles can 
also be found in recent reviews by Heeger
101
 and Dou et al.
117
 
These processes then dictate the photocurrent generation in OPV devices and can be 
correlated to device parameters as described in current density-voltage (J-V) curves 
shown in Figure 1-17. The performance of the solar cell is described by extracting the 
open circuit voltage (Voc), short circuit current (Jsc) and fill factor (FF) from the J-V 
curve to calculate the power conversion efficiency (PCE) of the device. These parameters 
are interrelated through the power density, given by the product of the current density and 
voltage. Indeed, the PCE is the ratio of maximum power output to power input as given 
by Equation 1-5, and as such OPV devices operate at their maximum efficiency when the 
circuit resistivity is such that Pmax is reached. 

































































Figure 1-16. Representative J-V curve for a solar cell under illumination and the 
corresponding power density-voltage curve, which defines Voc, Jsc, FF and Pmax. 
 
The FF is a way to characterize the “ideality” of the device by taking into account the 




output by the device over the theoretical maximum power density if the device followed 
an ideal diode behavior: 
    
        
      
  (1-4) 
By replacing the expression of the output power density Pout into the power conversion 
efficiency, equation 1-5 is obtained: 
     
    
   
  
        
   
  
        
   
  (1-5) 
 
1.5.4. The Bulk-Heterojunction (BHJ) 
After photoexcitation, the formed exciton needs to diffuse to a donor:acceptor 
interface to dissociate into free-charges. The diffusion length L is a function of the 




) and the exciton lifetime τ (s): 
  √    (1-6) 
Based on previous work in donor/acceptor bilayers, the diffusion length was determined 
to be around 5-10 nm in these disordered organic semiconductors. In order to promote 
free charge generation, the bulk-heterojunction (BHJ) concept was introduced, which 
allowed more intimate mixing of the donor and acceptor components and increased 
interfacial area.
118-120
 However, the interface between donor/acceptor should not be 
viewed as a sharp boundary but rather as a mixed phase of donor and acceptor molecules 
as illustrated in Figure 1-18.
121
 Moreover, it is currently accepted that BHJ layers are 
made up of at least 3 phases: a donor-rich phase, an acceptor-rich phase and a mixed 












State of the art BHJ devices rely on polymer:fullerene systems, but small 
molecule:fullerene blends or even polymer:polymer blends are now reaching similar 
efficiencies. Ternary blends and tandem devices are also researched in order to increase 
the maximum power of the device.
122-124
 From Figure 1-19, no obvious structure-
relationship can be outlined, although some trends stand out. First of all, all polymer 
structures are composed of phenyl-thienyl or thienyl-thienyl linkages, no phenyl-phenyl 
linkages, and secondly, most structures contain rigid, fused heterocycles.  
 
Figure 1-18. State of the art polymer:fullerene or polymer:polymer BHJ devices. 
 
1.5.5. Space-Charge Limited-Current (SCLC) Mobility 
Space-charge limited-current (SCLC) modeling is a useful tool to quantify charge 
carrier mobility in the vertical direction, across the film thickness, as an alternative to 
OFETs, which measure charge carrier mobility in the horizontal direction. As shown in 




probed and the type of charges in the device is dictated by the work function of the 
charge injecting (which needs to be an Ohmic contact, i.e. not injection-limited) and 
collecting electrodes. At low voltage bias (Figure 1-20a), the number of charge carriers in 
the devices does not impact the internal field, and the current follows Ohm’s law. As the 
voltage bias is increased (Figure 1-20b), the density of charge carriers in the device 
increases, leading to the formation of a space-charge region, which impacts the internal 




Figure 1-19. Scheme of ohmic electron transport (a), trap-free space-charge limited 
transport when the number of injected carriers ninj is higher than a threshold n0 (b), and 
the corresponding J-V curve (c). Charge balance in this example of electron-only devices 
is accomplished by stationary positives charges, which are not collected by the 
electrodes. 
 
The current density J in the trap-free space-charge limited-current region is described 




     
  
  
  (1-7) 
where εr is the relative permittivity of the material, ε0 is the permittivity of free space, is 
the charge carrier mobility, V is the effective voltage (i.e. applied voltage Vapplied minus 
the built-in voltage Vbi) and L is the semiconductor layer thickness.
126
 
When shallow traps are present, which is generally the case in disordered organic 




electric fields lower the trap barrier height, also known as the Poole-Frenkel effect)
127
 and 
the Mott-Gurney equation takes into account this field-dependence: 
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  (1-9) 
where µ0 is the zero-field mobility, γ represents the field dependence parameter and E is 
the electric field through the semiconductor (also described by voltage over thickness).
128
 
For hole carrier mobility, high work function materials such as molybdenum trioxide 
(MoO3) or gold have been used as hole injecting and electron blocking layers 
respectively;
129
 whereas calcium or lithium fluoride and aluminum have been used as 
electron injecting and hole blocking layers respectively.
130
 
Based on the highlighted material and morphology requirements for optimal device 
operation, several paths to understand material design to match the desired electronic 
properties and morphology are described in the following sections. 
1.6. Design of Conjugated Polymers for Frontier Orbital Energy and 
Morphology Control 
As shown in the previous paragraph, organic semiconductors can be structurally 
tuned in order to achieve the targeted properties, which is one of their benefits over 
inorganic materials. Control of the electron density along with structural rigidity and 
functionalization for solubility (Figure 1-21) are extremely valuable handles on the 
structure-property relationships in order to achieve the desired macroscopic effect, may it 
be for energy harvesting or logic circuits. The design of polymer structures for organic 










1.6.1. The Donor-Acceptor Approach 
Originally, energy gap engineering involved stabilization of the quinoidal structure in 
order to reduce bond length alternation and the energy gap in π-conjugated polymers. 
This approach to reduce the energy gap in conjugated materials has been extended using 
the donor-acceptor (D-A) concept, first introduced by Havinga et al. in 1993, which led 
to 0.5-1.4 eV energy gaps in polysquaraines and polycroconaines depending on the 
electron richness of the donor unit.
132
 When considering that the first optical transition 
occurs from the ground to the excited state and can be approximated by a HOMO-LUMO 
transition, which ties into the geometric difference between the aromatic and quinoidal 
structures, the D-A approach relies on the fact that the HOMO of the donor moiety and 
the LUMO of the acceptor moiety largely dictate the HOMO and LUMO in the resulting 
D-A alternating copolymer (Figure 1-22). The strength of the D-A concept resides in the 
ease of control over frontier energy levels and energy gap, along with the endless library 
of electron-rich and electron-poor conjugated units, which enable the design of numerous 





Figure 1-21. The donor-acceptor concept for energy gap control and examples of 




Electron-rich units are typically based on benzene, thiophene, furan and pyrrole rings, 
which can be further fused with other ring to yield rigidity and possibility for further 
functionalization. For instance, dioxythiophenes have added electron-richness compared 
to thiophenes due to the electron-donating oxygens on the ring and provide a handle for 
functionalization away from the polymer backbone, which can prevent twisting and lead 





, which can be further functionalized using 
fluorine,
137,138
 as π- or σ- electron-withdrawing groups in a wide range of structures. 
Material design in D-A polymers hence needs to take into account aromaticity and bond 
length alternation, rigidity and planarity, functionalization, and interchain interactions. In 
particular, the rigidity of the polymer backbone can be used to maximize π-conjugation 
and reduce the energy gap by constructing ladder-type polymers.
139,140
 The D-A concept 
has led to the synthesis of a conjugated polymer with an optical energy gap of 0.5 V by 
alternating a strong donor dithieno[3,2-b:2′,3′-d]pyrrole with a strong acceptor benzo[1,2-
c;4,5-c′]bis[1,2,5]thiadiazole.
141
 For a thorough review of energy gap engineering via D-
A concepts, the reader is directed to the work of van Mullekom et al.
142
   
Of particular interest for OPV devices, the light absorption properties of these D-A 






 The dual band absorption in D-A polymers is thought to arises from 
contributions to light absorption from an intramolecular charge transfer state and a π-π* 
transition at higher energies.
32




 provide extensive 
insight into polymer design as donor materials for BHJ solar cells, and a latter portion of 
this introduction will describe material design as it pertains to BHJ morphology. 
1.6.2. The Isoindigo Unit: An Electron Deficient Synthon  
As seen in the previous section, organic dyes with amide/imide functionalities have 
been used as building blocks and incorporated into π-conjugated backbones to tune 
optoelectronic properties and processability of the resulting polymers.
134
 Structures such 
as 3,6-diaryl-2,5-dihydro-pyrrolo[3,4-c]pyrrole-1,4-dione, or diketopyrrolopyrrole 
(DPP)
144
 were used as pigments in paints (pigment red 254 or Ferrari red produced by 
Ciba),
145
 before being applied to materials for organic electronics.
146
 Isoindigo is another 
one of these dye-based building blocks (Figure 1-23). Isoindigo can be synthesized from 
isatin, which can be found in many plants, such as Isatis tinctoria, Calanthe discolor, and 
Couroupita guianensis, and oxindole,
147
 which is derived from isatin. The use of this 
isomer of the indigo dye in materials for organic electronics was first reported in a patent 
by Ciba
148




Figure 1-22. Structures of the indigo, diketopyrrolopyrrole (DPP) and isoindigo (iI) dyes 





In the indigo molecule, the chromophore has been identified to be the carbon-carbon 
double bond substituted with two electron-withdrawing carbonyl groups and two 
electron-donating amine groups in a cross-conjugated, H-chromophore arrangement.
150
 
While the structure of indigo prevents long-range conjugation through the central double 
bond, substitution along the 6,6’-axis of isoindigo allows for extended conjugation while 
the bis-amide functionality in isoindigo also leads to cross-conjugation. As shown in 
Figure 1-24, isoindigo is electronically similar to stilbene in its HOMO level with 
extended conjugation on the phenyl ring and (E)-1,1′-dimethyl-[3,3′-bipyrrolylidene]-




Figure 1-23. (a) HOMO and LUMO levels computed at the B3LYP/6-31G(d) level on 
isoindigo model compounds describing electron density, and (b) crystal structures of (A) 




Structurally, the hydrogens on the phenyl rings of isoindigo give rise to steric 
hindrance with neighboring rings, where crystal structures have shown that the dihedral 
angle between phenyl groups and isoindigo is around 40° (similar to PFO) and 6° 




isoindigo-based materials for organic electronics, with examples of high performing 
materials given in Figure 1-25. The isoindigo electron-deficient unit has been widely 
used in organic electronics as covered in reviews by Stalder et al.,
152





 and Peng et al.,
155
  and the reader is referred to these publications for a more 
thorough review of isoindigo-based materials.  
 




















VT (V) Ion/Ioff Ref. 

















       
OPV Solvent Voc (V) Jsc (mAcm
-2
) FF PCE (%) Ref. 
4:PC71BM oDCB/DIO 0.70 13.1 0.69 6.3 
159,160
 
5:PC71BM oDCB/CN 0.72 15.7 0.64 7.1 
161
 
6:PC71BM oDCB 0.79 14.6 0.62 6.9 
162
 
7:PC61BM oDCB/DIO 0.93 12.6 0.54 6.3 
163
 




Recent work on isoindigo derivatives involves modifying the functionality of the 
phenyl rings with pyridine, furan
165
 or thiophene rings (thienoisoindigo), which has 
proven successful in the design of polymers for OFETs,
82,166,167






  and investigating bay-annulated isoindigo.
169
 Further work could 
look into extending the rigidity of isoindigo through fused rings to the phenyl rings. 
1.7. From Molecules to Thin Film: Morphology in Solid State Organic 
Semiconductors 
The previous paragraph discussed material properties based on their molecular 
formula alone without taking into account material interactions in the solid state, which 
makes molecular design a challenging task. This was touched on in section 1.2.2., and the 
following section describes the transition from solution to thin film, along with post-
processing treatments, in order to control solid state morphology and understand its 
influence on the final material properties.  
As described in the previous paragraphs, π-conjugated polymers have the distinct 
possibility to be solution processed to form the active film in organic electronic devices, 
while maintaining mechanical integrity for flexible devices
170,171
 (although this can also 
be achieved using π-conjugated small molecules,
172
 inorganic semiconductors such as 
amorphous silicon, or conducting composites).
16,17,173,174
 Their tunable structure thus 
allows more control over the processing conditions, by modifying the chemistry of the 
side-chains for example,
175
 and the resulting thin film morphology. The device 
performance and properties at the macroscopic scale are due to structural effects over a 
range of length scales, extending from the molecular scale to the microscopic scale as 





Figure 1-24. Morphological considerations ranging from the molecular scale to the 




The morphology over the various length scales is a result of both thermodynamic 
(material interactions) and kinetic (film drying time: solvent vapor pressure, deposition 
conditions) parameters, as most of the solution processing conditions lead to metastable 




1.7.1. Solution Processing Techniques 
The work in this dissertation only makes use of drop coating or spin coating to cast 
the active layer. However, prior to reviewing the fundamental thermodynamic aspects 
behind film formation from solution, a brief overview of possible solution processing 
techniques is given. The choice of the processing technique is crucial from the standpoint 
of technology development for organic electronics as it will define the throughput and 
thus the cost of the manufactured devices. Historically, the goal for solution processed 
organic electronic devices was for roll-to-roll, continuous manufacturing using shearing 
processes, such as slot-die coating.
179
 Other continuous printing processes include spray-
coating, and inkjet printing. On the research scale, efforts are focused on spin coating as 




work in this thesis. While spin coating provides uniform films, it is not amenable to 
continuous processing and more than 90% of the coating solution is wasted. Furthermore 
even at the research scale, large area spin coating presents some technological 
challenges.
180
 For these reasons, the drive is now to translate the guidelines established 
using spin coating to other processing techniques, which could also provide control of 
polymer chain alignment to promote crystalline regions, reduce grain boundaries between 
neighboring crystalline domains, and dictate orientation alignment and improve 
intermolecular orbital overlap.
181
 Blade coating stands out as a processing technique 
bridging laboratory scale devices and roll-to-roll manufacturing.
38,182
 Ultimately, slot-die 
coating appears as the targeted solution processing technique as it provide continuous 
processing with little material waste and control of the film homogeneity.
39,183
 
Other types of solution processing techniques include spray deposition,
184
 and inkjet 
printing.
40
 The main advantage of inkjet printing is the capability for patterning with 
micrometer resolution, which makes it ideal for multicolor patterning for displays, and 
for screening device fabrication conditions. However, the resulting films have low 
thickness uniformity and solvent evaporation may clog the nozzle, which limits the 
solvent options accessible for this technique. 
Compared to vacuum deposition or physical vapor deposition of small molecule thin 
films, solution-based processing presents challenges for multiple layer deposition, which 








1.7.2. Thermodynamics of Mixing and Solubility Parameters 
Solution processed materials rely on mixed solvent:polymer systems, and even 
ternary phase systems. In order to understand the driving forces behind morphology 
control, thermodynamic principles relevant to understanding the processes involved in 
film formation will be recalled. The basis for these principles can also be found in the 
dissertation of Dr. Kenneth Graham.
130
 The free energy change for a physical process 
such as mixing involves both an enthalpic (through the internal energy of the system U) 
and entropic term S: 
           (1-10) 
     ( )  (1-11) 
 The entropic term is related to the probability of molecular configurations (Ω), which 
is in turn a function of volume occupied a given molecule (number of lattice sites times 
the volume fraction of the compound). Entropy of mixing per lattice site (     ) is 
always positive (i.e. negative contribution to the total free energy), which means that 
mixing is always favored by entropy: 
        (
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where     is the fraction composition of A/B and NA/B is the number of sites occupied 
by A/B. The change in internal energy of the system is a function of the Flory-Huggins 
interaction parameter χ, which describes the interactions between the two components A 
and B: 
               (1-13) 
Overall the free energy change (per lattice site) in the system will thus be: 
        (
  
  
  (  )  
  
  




The sign of the change in free energy then depends on the magnitude on the 
magnitude of the Flory interaction parameter. This brings up a discussion on Flory-
Huggins interaction parameter. As suggested by the name, the χ parameter depends on 
the interaction energy between the two components as defined in equation 1-15 in the 
case of non-polar compounds: 
  
    
  
(     )
   (1-15) 
where δA/B are the Hildebrand solubility parameters for A/B and Vref is a reference 
volume (often 100 cm
3
). The Hildebrand parameters can be calculated from surface 
energy γ (determination using contact angle measurements) using equation 1-16: 
    √    (1-16) 





DPP-based conjugated polymer and PC71BM.
186
 As such, if the two components have 
similar solubility parameters (decreasing χ), the blend miscibility increases. According to 
equation 1-15, χ is positive, but the interaction parameter can become negative when 
specific interactions such as dipole-dipole or hydrogen bonding interactions are present 
(not included in the Hildebrand solubility parameter), and thus results in fully miscible 
systems. The next question then is what dictates the solubility parameter? Very generally, 
the chemical structure of the compounds will determine the solubility parameters, leading 
back to the fact that structural similarity favors mixing. This was further proposed by 
Hansen through the Hansen solubility parameters, which translate the chemical structure 
into a set of separate values for dispersion, dipolar and hydrogen bonding interactions 
based on physical properties, as described by Dr. Kenneth  Graham.
130
 These values can 
then be used to predict miscibility of two components
187








Particular mention must be made on the thermodynamics of (amorphous) polymer 
mixing as in this case the entropy increase is small (large values for the number of 
occupied sites NA/B, which is linked to the degree of polymerization) and the enthalpic 
term is crucial in determining the thermodynamic result of the mixing process. 
Furthermore, in the case of polymer solutions, the polymer-solvent interaction parameter 





(     )
         (1-17) 
where Vs is the molar volume of the solvent, δp and δs are the Hildebrand parameters for 
the polymer and solvent, and 0.34 is an empirical factor.
189,190
 This factor is most likely 
an entropic parameter to take into account the difference in free volume (or density) 
between a low molecular weight solvent (with a  higher free volume) and a polymer.
191
 In 
the case of highly crystalline polymers, the heat of fusion needs to be included; however 
this will not be considered here as most of the donor-acceptor systems are only weakly 
crystalline (semi-crystalline with low degree of order). 
1.7.3. Single Component Films: Morphological Considerations and 
Transport Properties in Polymer FETs 
Noriega et al. have highlighted interconnected paracrystalline domains in polymer-
based FETs as a key factor to high charge carrier mobility (rather than long range order 
seen in semi-crystalline polymers like P3HT),
92
 in addition to backbone rigidity and 




at the molecular level.
78
 Structurally, backbone rigidity and planarity also tend to lead to 
low polymer solubilities due to increased polymer-polymer interactions relative to 
polymer-solvent interactions. The following paragraph discusses the design of polymer 
structures to balance solubility and ordering in thin film, along with kinetic factors 
leading to order in polymer thin films. 
1.7.3.1. Polymer Structure and Crystallization Kinetics 
Conjugated polymers are typically thought of as rigid-rod polymers compared to coil 
polymers like polystyrene. However, solution studies have shown that the persistence 
length of P3HT is around 3 nm in ortho-dichlorobenzene (oDCB) (around 10 repeat 
units),
192
 which is only 2-3 times the persistence length of polystyrene or 
poly(methylmethacrylate) (persistence length over 4-5 repeat units). The polymer 
conformation (rod-like or coil-like) in both solution and thin film can be tuned through 
chemical structure or processing.  
Solubility of π-conjugated polymers is enhanced when solvent-polymer interactions 
become favored over polymer-polymer interactions (enthalpic effect), as is the case with 
any dissolution process. Structurally, chain interactions can be limited through decreasing 
the rigidity of the polymer backbone, increasing the conformational degree of freedom 
and steric hindrance induced by the side-chains. Polymer solubility can be further 
increased by lower the polymer molecular weight. However, polymer molecular weight is 
typically one of the harder structural parameters to control due to polymer synthesis via 
step-growth polymerizations. While high molecular weight hinders polymer solubility, it 
is a key requirement for the formation of interconnected ordered domains that appear to 
be crucial to charge carrier transport in polymer FETs.
92,193




are targeted for organic electronic applications, this paragraph will omit discussion on 
polymer molecular weights and solubility to focus further on the impact of the chemical 
structure on solubility by using examples from extensively studied dikytopyrrolopyrrole 
(DPP)-based polymers. 
First of all, the polymer backbone chemistry, especially thinking about rigidity and 
side-chain density, has a large impact on solubility. As seen in Figure 1-26, Li et al.
194
 
have qualitatively investigated six DPP-based polymers with varying donor units. They 
find that polymers with fused rings or lower side-chain density have lower solubility than 
DPP-based polymers with a terthiophene unit. Furthermore, the alternating copolymer of 
terthiophene and DPP requires branched alkyl side-chain to promote solubility in the 
casting solvent. These bulky side-groups are thought to induce a decrease in thin film 
ordering of the polymer and thus reduce effective charge carrier transport, although this is 
not always true. In order to increase polymer solubility without resorting to branched 
side-chains or sacrificing the molecular weight, the DPP-containing polymer backbone 
was modified to include furan units (Figure 1-26f).
195
  By doing so, linear chains could 
replace branched chains leading to increased thin film ordering while the polymer 







Figure 1-25. Polymer structure and packing. (a) Impact of backbone structure on 
solubility and on thin film ordering of PDPPT-TT and PDPPT-2T as cast (b) and 
thermally annealed (c), and PDPPT-T as cast (d) and thermally annealed (e). (f) Influence 




The key point in this discussion is that polymer ordering needs to be 
thermodynamically favored to lead to ordered domains; however kinetic factors such a 
solidification rate will also determine the degree of order in the thin film. Polymer crystal 
growth is strongly dependent on kinetics due to low rates of diffusion and entanglements. 
If the solidification rate is higher than the polymer crystal growth rate, solvent 
evaporation restricts ordering of polymer chains. On the contrary, if the solidification rate 
allows for crystal growth, the polymer chains are able to crystallize to a higher extent. As 
such, rapid evaporation of the casting solution quenches any ordering in polymer films, 
and limits charge carrier mobilities. Thus longer evaporation times, for example going 
from chloroform to chlorobenzene, oDCB and 1,2,4-trichlorobenzene, have been shown 
to promote ordering in P3HT films and increase charge carrier mobility.
197,198
 It is 








In addition to longer drying times, one pathway to increase polymer ordering in a thin 
film relies on tuning polymer behavior in solution by inducing polymer aggregation in 
the casting solution.
200
 The impact of polymer pre-aggregation in solution on 
photoluminescence has previously been studied by Nguyen et al.
58,59
 in the context of 
organic light emitting diodes. Further work on the impact of solution aggregation on film 
formation was studied in situ during spin coating of P3HT from toluene. The increased 
solubility with increased temperature (equation 1-16) can be visualized in P3HT solutions 
with toluene solutions of P3HT being yellow (limited interchain interactions) at 65 °C 
and brown/red at room temperature (interchain interactions leading to new absorption 
bands). Abdelsamie et al.
178
 discussed the combination of kinetic effects (initial presence 
of polymer aggregates to act as nuclei and slower drying time in the pre-aggregated 











 in fully dissolved and pre-aggregated P3HT 
respectively). 
Investigating beyond P3HT to D-A polymers, Chen et al.
196
 added methanol to 
chloroform solutions as a poor solvent for the polymer to induce aggregation in the 
solution, and monitored any shift in energy levels via UV-vis-NIR. Interestingly, the UV-
vis-NIR spectrum of PDPP3F-C16 (see repeat unit structure in Figure 1-26f) (already 
exhibiting higher degrees of ordering from chloroform alone) was slightly red shifted in 
the presence of methanol and the OFET device performance showed little effect of the 




red-shift in its solutions absorption peak and peak broadening indicating the formation of 
aggregates within the solution. Addition of methanol in the casting solution also led to 
decreased π-π distances and favored orientation of the polymer backbones edge-on to the 
substrate in the resulting thin film, as well as increase charge carrier transport in OFETs. 
As such, the formation of pre-aggregates in polymer solutions, where aggregation would 
otherwise be slower or even thermodynamically prevented, leads to the formation of 
ordered domains that would otherwise not be observed. Other routes to crystalline 
polymer thin films from solution include crystallization at elevated temperatures from 
dilute polymer solutions, crystallization under elevated pressures or influencing 
crystallization and orientation through a solid substrate (epitaxy).
193
 
1.7.3.2. Polymer Ordering in Thin Films 
At the microscopic scale, polymer thin films exhibit both ordered and amorphous 
areas as illustrated in Figure 1-29. The degree of ordering in these semi-crystalline films 
will depend on several parameters: molecular weight, steric arrangement of the side-
chain, nature of the polymer backbone, branching and defects, chain ends, and interchain 
interactions, in addition to factors controlled by processing (polymer solubility, film 
drying time, etc.). 
A prominent factor is the molecular weight of the polymer, which impacts both 
solubility and thin film morphology. As the molecular weight increases, highly ordered 
polymers in an extended chain conformation transition to entangled chains exhibiting 
both crystalline and amorphous domains, and as such polymer thin films should be 
considered as a two phase system.
201
 Kline et al.
202
 have demonstrated the effect of P3HT 






have shown similar trends in SCLC charge carrier mobility). Using atomic force 
microscopy (AFM), some structure-property relationships have been highlighted and are 
summarized in Figure 1-27. The top AFM image is of low molecular weight P3HT films, 
which shows rod-like crystals whereas no distinct crystalline features can be seen in the 
bottom AFM image of high molecular weight P3HT. This observation was further 
supported by X-ray diffraction (XRD), which also showed a broad distribution of crystal 
orientation in the case of low molecular weight P3HT and a narrower distribution in the 
case of higher molecular weight P3HT. As such, it is hypothesized that low molecular 
weight P3HT, although more crystalline, presents more grain boundaries that can hinder 
charge transport, compared to interconnected, although smaller, crystalline domains in 
high molecular weight P3HT due to entanglements shown in the bottom AFM image and 
schemes of Figure 1-27a. As seen in Figure 1-27b, this translates into an increase in 
charge carrier mobility in OFETs as P3HT molecular weight increases (increasing the 
size of the crystalline domains, thus decreasing the number of grain boundaries) until a 
critical molecular weight is reached, where entanglements begin to form. Past this critical 







Figure 1-26. Influence of molecular weight (entangled chains on bottom) on (a) polymer 
packing in the solid state as seen in the phase images of polymer films, (b) schematic 
representation of polymer chains in the solid state, and (c) impact of the degree of 




At the molecular level, the degree of ordering and the size of the ordered domains in 
thin films can be tuned through polymer structure, as demonstrated by polytriarylamine-
type (PTAA) materials which exhibit high torsion due to steric effects, hence preventing 
close interactions leading to improved solubility and decreased ordering in the solid state 
(Figure 1-28a) as discussed by Noriega et al.
92
 As discussed earlier, this work highlighted 
that polymer packing in thin films for OFET devices requires a threshold degree of 
ordered domains (representative GIWAXS image shown in Figure 1-28b) interconnected 
through amorphous chains to promote charge carrier transport, as is the case in most 
donor-acceptor polymers like PCDTBT, not necessarily long range order as in P3HT for 
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Figure 1-27. Degree of ordering (GIWAXS) and schematic thin film morphology as a 




The importance, not only of ordered domains, but also of amorphous domains has 
also been described by Zhang et al.
91
 In this study, the authors demonstrate that an 
extended coplanarity of the backbone combined with an exceptionally uniform 
orientation of the conjugated molecular units with respect to the substrate plane not only 
in the crystalline, but also in the amorphous regions of the films in this polymer can 
explain the order of magnitude higher hole carrier mobility in indacenodithiophene–
benzothiadiazole copolymers compared to P3HT or PDPPT-T.  
In terms of polymer structure, the design of side chains to maintain solubility but 
improve interchain interactions has recently been explored by moving the branching 
point of the side-chains further away from the conjugated backbone. An example of this 
has been demonstrated by Mei et al.
157
 by replacing 2-octyldodecyl side-chains by 
siloxane-terminated side-chains on poly(bithiophene-alt-isoindigo) (P[T2-iI]) (Figure 1-
29). This strategy led to reduced π−π stacking distances from 3.75 Å with 2-octyldodecyl 




ordered domains as measured by GIWAXS. Indeed, Figure 1-29A shows scattering from 
the (010) π-stack planes along the qxy axis (i.e. in-plane, polymer backbones are edge-on 
to the substrate) in films of P[T2-iI(HD)], while Figure 1-29B shows (010) peaks both 
along qz and qxy, indicating backbone orientation edge-on and face-on in films of P[T2-
iI(SiO)]. Both of these observations were used to explain the increase in charge carrier 
mobility from to in the alkyl-substituted and siloxane-substituted polymers respectively, 
and this strategy of moving the side-chain branching point away from the conjugated 




Figure 1-28. Impact of siloxane-terminated side-chains on polymer solid state packing by 




Alkyl chains with increasing distance between branching point and polymer backbone 
have also been developed to study this same concept using 3-decyltridecyl (C2), 4-
decyltetradecyl (C3), and 5-decylpentadecyl (C4) side-chains instead of 2-octyldecyl 
(C1) side-chains on P[T2-iI(R)].
156
 The π−π distances were found to be 3.75, 3.61, 3.57, 
and 3.57 Å for C1, C2, C3, and C4 respectively. However no direct correlation can be 







in C1, C2, C3 and C4 respectively. These observations again prove that 
the amorphous polymer domains also need to be taken into account when explaining 
trends in charge carrier mobility by investigating polymer packing. 
In addition to side-chain design, the quadrupolar and symmetry effects of the donor-




charge transport. These effects are illustrated in Figure 1-30. First of all, the concept of 
“molecular docking”, seen in Figure 1-30b and c, where smaller, non-sterically hindered 
monomer units can “dock into” a large aromatic core yielding increased order in the thin 
film, has been used to explain the GIWAXS measurements.
206
 This notion recalls the 
slipped stack arrangement of polyfluorene described earlier.
65,66
 Furthermore, the 
arrangement of the polymer backbones dictated by axisymmetry versus centrosymmetric 
monomer units (Figure 1-30d and e) has been widely used in the literature to explain 
polymer packing observed using GIWAXS.
161,206
 Axisymmetric units are thought to 
induce “waviness” of the polymer backbone, leading to decreased interchain interactions, 
whereas centrosymmetric units yield more linear chains. 
 
Figure 1-29. Schematic representation of polymer interchain interactions. (a) Scheme of 
different charge carrier transport pathways within a semicrystalline polymer film. (b, c) 
Steric effects of the side-chains on D-A interactions across neighboring backbones, 
highlighting the “molecular docking” concept in (c). (d, e) Impact of monomer symmetry 




However few studies actually probe the nature of interchain interactions using 
techniques such as 2D solid state NMR in order to prove the existence of interchain 
donor-acceptor interactions as they are depicted in Figure 1-31. The group of Klaus 




(CPDT-BTD and DTS-BTD respectively) polymers, and found that the repeat units are 
indeed π-stacked, but also showed that the BTD acceptor units are heterogeneously 
packed throughout the sample (the acceptor groups are not always located at the exact 
same position with respect to the neighboring polymer chains).
207
 These solid-state NMR 
results are supported by molecular modeling where donor-on-donor/acceptor-on-acceptor 
stacking with a small shift along the polymer backbone was determined to be the most 
likely intermolecular packing geometry.
208
 In the case of copolymers of fused dithienyl 
units and BTD units, it appears that the flipped stacking dictates interchain interactions 
rather then slipped stack donor-acceptor interactions as would be assumed based on the 
“molecular docking” scheme, possibly due to the arrangement of side-chain on one side 
of the monomer unit (rather than on either side as is the case with isoindigo for example). 
 




H solid-state NMR 
correlation of CPDT-BTD with the H atoms color coded (b). (c) Expansion of the region 
showing the H on the polymer backbone highlighting interchain D-A interactions. (d) 





The combination of backbone and side-chain design for control of polymer packing in 
thin films has been studied further by Guilbert et al.
209




BTD and DTS-BTD are able to form two polymorphs thermodynamically, and that the 
kinetics of the chosen processing conditions determines the contribution of both 
polymorphs to the polymer packing in the solid state. Furthermore, the softer silicon-
carbon bond in DTS-BTD was shown to impact the flexibility of the side-chain around 
the bridging silicon atom compared to CPDT-BTD, which is thought to influence both 
the thermodynamics and kinetics of crystallization. This would explain the differences in 
crystallinity and polymer packing observed when both polymers are processed in similar 
ways. Using longer or less bulky side-chains (increasing side-chain flexibility) suppresses 
the thermodynamic formation of one polymorph in CPDT-BTD, leading to favorable 
thermodynamic formation of the polymorph with shorter π-π distances. 
 As such, beyond polymer structure, the effects of processing will largely dictate 
polymer packing. First of all, there are some preliminary observations about the 
conformation of polymer chains in solution as a function of the aliphatic or aromatic 
nature of the solvent. Indeed it has been suggested that aromatic solvents may lead to the 
formation of aggregates or microgels
210,211
 while aliphatic solvents lead to more 
negligible polymer segmental association.
212
 Increased π-π interactions between solvent 
molecules and polymer segments are hypothesized to stabilize the formation of polymer 
aggregates in aromatic solvents. In addition to solvent effects, the effect of processing 
was also shown by Himmelberger et al.
213
 In this study, the film thickness of poly-(2,5-
bis(3-tetradecylthiophene-2-yl)thieno[3,2-b]thiophene) (PBTTT) was varied and showed 
that thinner films led to a more narrow distribution of crystallite orientation, which lead 
to a dependence of the charge carrier mobility on the crystallinity of the films as a 




to overcome for high charge carrier mobility value rather than degree of ordering. 
Morphology variation at interfaces versus in the bulk has previously been demonstrated 
in P3HT, where highly oriented crystals were observed at the buried 
dielectric/semiconductor interface.
214
 Lee et al.
215
 further discussed the impact of both 
solvent choice and processing technique on polymer morphology and charge mobility in 
OFETs thin films based on a donor-acceptor fused thiophene-diketopyrrolopyrrole 
polymer. In this study, the use of small amounts of p-xylene in a polymer solution in 
tetrahydronaphthalene (THN) led to the formation of crystalline nanofibers which could 













 in spun cast devices).  
1.7.3.3. Post-Processing Treatments Effects on Polymer Arrangement 
The impact of processing on morphology and charge transport is discussed further 
with the use of post-processing treatments. Thermal annealing has been a predominant 
technique to reach a more thermodynamically stable morphology as it provides increased 
energy to the system to induce reorganization. At the molecular level, thermal annealing 
promotes molecular motion of the alkyl side-chains and reorganization of the polymer 
backbone, leading to improved local order (seen in solid state NMR).
207
 At the 
nanoscopic level, this translates into more defined scattering peaks (Figure 1-32)
93
 as 
well as shorter π-π distances in some systems. Thermal annealing can also induce a 
change in orientation of the polymer crystallites, also seen in Figure 1-32. In DPP-based 
polymer films containing a small fraction of polymer backbones orientated face-on to the 
substrate, thermal annealing leads to the majority of the crystallites with polymer 




on orientation (Figure 1-32a and b). In PDPPT-T films (Figure 1-32c), where a 
preferentially face-on orientation is observed in the as-cast films, thermal annealing 
enhances the population of edge-on domains, leading to a bimodal orientation 
distribution. Rivnay et al.
216
 have taken this concept further by melt annealing poly[N,N-
9-bis(2-octyldodecyl)naphthalene-1,4,5,8-bis(dicarboximide)-2,6-diyl]-alt-5,59-(2,29-
bithiophene) P(NDI2OD-T2) (structure in Figure 1-41) followed by slow cooling to 
ambient temperature. Prior to annealing, a majority of the polymer backbones in the 
crystallites are face-on with respect to the substrate; after melt annealing, a majority of 
the chains are edge-on and the films exhibits a two-fold increase in crystallinity. The 
combination of these results suggests that orientation of polymer backbones edge-on 
versus the octadecyltrichlorosilane (OTS)-modified substrate is thermodynamically 
favored. 
 
Figure 1-31. GIWAXS of thin films of (a) PDPPT-2T, (b) PDPPT-TT and (c) PDPPT-T 






Solvent annealing is also a technique used to promote polymer motion to increase 
ordering by giving the polymer chains longer times to reorganize. In this case, the solvent 
vapors act as plasticizers to induce reptation of the polymer chains (motion of polymer 
chains against one another) and the longer drying times allow the chains to reach 
thermodynamic equilibrium.
181
 Taking solvent annealing to an extreme, Wang et al.
217
 
were able to form fibers of CPDT-BTD (structure in Figure 1-31) with widths around 0.5 
µm, thicknesses around 120 nm and lengths between 5 µm and 20 µm by drop casting a 
polymer solution and letting the solvent evaporate under a saturated solvent vapor 
atmosphere. These fibers were then used in OFETs and showed average hole carrier 







1.7.4. Polymer:Small Molecule Mixtures: Polymer:Fullerene Blends for 
OPVs 
Physical mixing of the two blend components followed by solution processing allows 
for little control over the final phase separation. However, several processing parameters 
can be tuned in order to reach optimized active layer morphology for enhanced device 
performance. The development of novel in-situ characterization techniques of thin films 
as they dry has shed some light on film formation mechanisms.
177,182,218,219
 
One of the first questions is the mechanisms that drive phase separation during 
solution deposition. Once the mechanisms are highlighted, the factors that impact the 
outcome can be outlined. Kouijzer et al.
186
 have described the ternary phase diagram 
made up of solvent, polymer and small molecule, and have simplified the mechanism for 
phase separation into three main categories as illustrated in Figure 1-33: liquid-liquid (L-




category depends on the structure of the compounds (interactions that have the possibility 
to lead to aggregation versus steric bulk that decreases that probability) and on the 
kinetics of film formation (quenching of liquid-liquid demixing versus allowing for 
aggregates to form and grow). Typically, blends cast from chloroform will follow liquid-
liquid demixing due to the fast drying time, which prevents aggregation of either two 
components. Other single solvent systems will follow liquid-liquid demixing if liquid-
solid demixing is not thermodynamically or kinetically accessible.  
 
Figure 1-32. Schematic representation of processes that may occur in a ternary blend. L-
L: liquid-liquid demixing, L-S: liquid-solid demixing, S-S: solid-solid phase separation 




It is important to note that crystallization of polymer chains will be different than 
what was discussed in the previous section. Indeed, small molecules (solvents, additives, 
or fullerenes) that interact with the polymer chains through van der Waals interactions for 
example can cause depression of the melting temperature of the polymer solid, and thus 
influence crystallization. Since the phase separation is quenched by solvent evaporation 
in most cases, the thermodynamically favored morphology is not obtained directly after 
coating. As illustrated in Figure 1-33, once the film is solidified, further solid-solid (S-S) 
phase separation as well as disorder-order (D-O) transitions can occur during post-




1.7.4.1. Fullerene Solubility and Selection of Fullerene Derivative 
Current research groups mostly focus their efforts on blends of polymer with either 
[6,6]-phenyl-C61-butyric acid methyl ester (PC61BM) or [6,6]-phenyl-C71-butyric acid 
methyl ester (PC71BM). The extinction coefficient at 400 nm for PC61BM and PC71BM 




 respectively, which is why PC71BM tends to give higher 
light absorption and better performance in OPV blends. However, their difference in 
solubility and miscibility with the polymer domains also impacts phase separation in the 
BHJ. There have been some conflicting reports on the solubility of PC61BM relative to 
PC71BM; however, Kronholm et al.
220
  and Troshin et al.
221
 have demonstrated that 
PC71BM is more soluble than PC61BM in chloroform, chlorobenzene and oDCB, which is 
in agreement with previous reports of the higher solubility of C70 compared to C60 due to 
the increased polarizability of C70 compared to C60.
222
 In terms of polymer-fullerene 
miscibility, Collins et al.
223,224
 have measured the miscibility of PC61BM and PC71BM in 
three different polymer systems and found that PC71BM tends to be more miscible (40 
%w in a poly(dithienosilole-alt-benzodiathiazole) polymer) than PC61BM (26 %w in the 
same polymer) in polymer domains, regardless of the polymer’s order pointing to the fact 
that BHJ morphology needs to be thought of as a (at least) three-phase system. Beyond 
miscibility, the formation of bimolecular crystals of polymer and fullerene derivative 
with intercalation of fullerenes in between alkyl side chains has been shown to occur in 
PBTTT and has been extensively described in the literature.
225
 
1.7.4.2. Liquid-liquid Demixing 
Liquid-liquid demixing is seen in a wide variety of BHJ blends, and is impacted 




favored, fast solidification times (using chloroform as the casting solvent for example) 
will lead to liquid-liquid demixing. Kouijzer et al.
186
 have studied the effect of liquid-
liquid demixing in PDPPT-3T:PC71BM blends spun-cast from chloroform (Figure 1-34b). 
In order to determine the pathway for phase separation and the composition of the 
domains in the thin film, the authors calculated the liquid-phase ternary phase diagram 
using equation 1-14 (extended to a three-component system) after determining the χ 
interaction parameters using equations 1-16 and 1-17. The ternary phase diagram 
distinguishes between three domains as illustrated in Figure 1-34a: i) the coexistence 
domain (single-phase), ii) the binodal domain (biphasic, stable to small composition 
fluctuations), and iii) the spinodal domain (two-phase region unstable to small 
composition fluctuations). The composition of each phase can be determined by the 
coordinates of the points at the extremities of the tie lines (points A and B in Figure 1-
34a). Based on the ternary phase diagram, the authors find that the large, rather pure 
PC71BM domains formed in these blends result from a liquid droplet phase that mainly 
contains solvent and PC71BM (A). This liquid droplet phase has separated via spinodal 
demixing from the second continuous phase that contains solvent, PDPPT-3T and 
PC71BM (B). If the film is allowed to dry over longer times, modeled in this work by 
thicker films, the large droplets grow at the expense of smaller droplets via Ostwald 
ripening, and the amount of PC71BM in the continuous phase decreases. By adding a 
small volume percent of a higher boiling point solvent such as oDCB (Figure 1-34c), 







Figure 1-33. Ternary phase diagram, and the impact of film drying time.Ternary phase 
diagram at constant temperature, pressure conditions calculated from the Flory-Huggins 
model. (b) Spinodal (liquid-liquid demixing) transition in chloroform leading to large 
phase segregation shown by transmission electron microscopy, and (c) impact of adding 




1.7.4.3. Solid-liquid Demixing 
Solid-liquid demixing will depend on the relative crystallinity of each material, their 
relative composition in solution and the casting solvent used. The intentional pre-
aggregation of either polymer or fullerene in solution will also have a significant 
influence on the kinetics of film formation. Typically, if sufficient time is given to the 
drying film either polymer or fullerene crystallization will induce solid-liquid demixing. 
This is a crucial step in BHJ formation that needs to be understood and controlled for 
optimal device performance. Furthermore, the choice of the main casting solvent will 
influence not only the conformation of the polymer chains and the size of fullerene 
aggregates in solution, but it will also control the film drying kinetics. Polymer solubility 
as a function of solvent parameters was discussed in section 1.5.3.1., as such the focus in 
this paragraph is the impact of polymer and fullerene solubility and film drying on phase 




described followed by fullerene crystallization as a driving factor for phase separation in 
a second paragraph.  
In the case of P3HT:PC61BM blends, in situ studies of spun-cast films from warm 
chlorobenzene has shown that polymer crystallization dominates film formation at 
PC61BM contents <50% (Figure 1-35). At higher PC61BM content, fullerenes hinder 
P3HT crystallization, and as P3HT crystallites form towards the end of the spinning 
process, their growth is quenched by solvent evaporation, leading to a glassy solid. The 
balance between P3HT crystallization (leading to reduced mixing of PC61BM into 
amorphous phases) and phase separation in blends containing around 40% PC61BM leads 
to the highest PCE. 
219
 Further support of this film forming mechanism has been provided 
by in situ studies on blade-coated P3HT:PC61BM films from oDCB or 
chlorobenzene.
177,226
 Troshin et al.
221
 have further hypothesized that in P3HT:fullerene 
derivative blends, optimal phase separation for BHJ is achieved when the polymer and 
fullerene have comparable solubility in the casting solvent.  
 





In D-A polymers the thermodynamic tendency for crystallite formation will lead to 
different pathways for film formation in semicrystalline relative to amorphous polymers. 
For instance, Guo et al.
227
 and Osaka et al.
228
 have showed that, when the same 




phase separation (Figure 1-36). Of course, the ability of polymer crystallites to form will 
depend on the polymer solubility and on the solvent evaporation time. 
   
  
  
Figure 1-35. Impact of polymer structure on film formation in blends with PC71BM. 




If the onset for polymer aggregation is lower than the onset of aggregation for 
fullerenes, polymer-liquid demixing will typically occur. However, the kinetics of 
crystallization of fullerenes can also be dictated by the polymer:fullerene ratio as shown 
by Pearson et al.
229
 In the case where the polymer:PC71BM ratio is close to 1:4 in oDCB, 
fullerene aggregation dictates the final morphology with polymer ordering (Figure 1-37), 
even though the formation of the fullerene aggregates depends on the polymer:fullerene 
interactions. On the other hand, at polymer:fullerene ratios around 1:1 to 1:2, polymer 
aggregation seems to dictate the final morphology. 
 
Figure 1-36. Schematic representation of film formation in 1:4 blends of 






Schematically, film formation in polymer:fullerene blends can be summarized by 
Figure 1-38. When low boiling point, good solvents for both the polymer and fullerene 
(such as chloroform) are used, liquid-liquid demixing occurs, leading to large phase 
separation in the BHJ layer. When higher boiling point solvents are used, the polymer 
versus fullerene solubility, as well as the ratio of polymer:fullerene, will dictate the 
thermodynamics and kinetics of solid-liquid demixing.  
 
Figure 1-37. Scheme summarizing the various processed that can occur during film 
formation in BHJ devices. Solvent molecules: white circles; polymer chains: blue lines; 
fullerene molecules: brown circles. 
 
1.7.4.4. Extended Control with Solvent Additives (or Tailing Solvents) 
Addition of a high boiling point solvent additive to the casting solution has been 
shown to have a drastic impact on phase separation in polymer:fullerene blends.
230
 This 
method of using a main solvent with a high vapor pressure for fast evaporation, leaving 
behind a lower vapor pressure “tailing” solvent to further shape the thin film morphology 
has been extensively used in the coating industry. In the field of OPV, Peet et al.
231
 
introduced octanedithiol (ODT) as a solvent additive and showed increased OPV device 
performance. Since then, research efforts have focused on understanding the mechanisms 




that the aliphatic versus aromatic structure of the additive is the main factor behind the 
differences in thin film formation. This is linked to the fact that the thin film morphology 
is set in two stages: at the solution stage with pre-aggregation and at the drying stage, 
which has been shown to last over 40 min in some cases.
232
 In particular, solvent 
additives can be separated into two categories: good solvent for both polymer and 
fullerene or poor solvent for polymer/good solvent for fullerene. 
Using grazing-incidence small-angle X-ray scattering (GISAXS) on solutions with 
and without solvent additive, Schmidt. et al.
233
 and Lou et al.
234
 point out differences in 
the polymer and fullerene derivative behavior in solution. Schmidt et al. show that DPP-
based polymer chains in chlorobenzene are aggregated and that addition of 5%v 1-
chloronaphthalene (CN) in the solution induces more ordered aggregates (presence of a 
swelled lamellar-type peak). The hypothesis is that CN leads to ordered aggregates that 
then act as nucleating sites for polymer ordering, and increasing the number of nucleating 
sites decreases the polymer domain size. On the other hand, work by Lou et al. indicates 
that fullerene aggregates in chlorobenzene decrease in size when DIO is added to the 
solution, leading to increased miscibility between the polymer domain and fullerene 
domain and smaller domain sizes overall. 
Bridging these two studies, the work by Shin et al.,
182
 Richter et al.
177
 and Gao et 
al.
235
 have compared effects stemming from aliphatic and aromatic additives in blade-
coated or spun cast blends. In blade-coated P3HT:PC61BM blends, P3HT crystals are 
formed as chlorobenzene evaporates. Furthermore, addition of 1-chloronapthalene to a 
chlorobenzene solution leads to an increased growth of P3HT crystals from a solid 




chlorobenzene solution leads to the formation a solid P3HT/PC61BM 
liquid/P3HT:PC61BM liquid mixture resulting in a slight increase in the growth of P3HT 
crystals as ODT evaporates. In PBDTP-DPP:PC71BM blends (Figure 1-39), Gao et al.
235
 
observed a slight 1 nm red-shift in the absorption maximum of the polymer solution with 
1%v DIO and a 11 nm red-shift when 3%v oDCB is added. The authors thus concluded 
that addition of 1-8-dioodoctane (DIO) to a polymer solution in chloroform leads to the 
formation of amorphous aggregates in the chloroform solution whereas addition of oDCB 
forms more ordered aggregates, on par with the findings of Schmidt et al.
233
 with CN as 
an aromatic additive. Overall, both mechanisms led to solid-liquid demixing and 
increased PCEs in OPV devices. 
  
Figure 1-38. (a) Structure of PBTD-DPP, and UV-vis-NIR absorbance in film and 




These results can help understand the observations from Li et al.
194
 and Yang et al.,
236
 
where optimal processing conditions made use of DIO as an additive in blends with more 
soluble polymers, and oDCB led to optimized conditions in the less soluble polymer 
blends. Indeed, oDCB can increase order within polymer aggregates and can act as a 
compatibilizer for amorphous polymer and fullerene mixed domains. On the other hand, 
DIO acts as a poor solvent for more soluble polymers, which can induce nucleation and 




solvent additives can be viewed as plasticizers swelling the polymer-rich domains to 
enable further chain motion. 
1.7.4.5. Solid-solid Demixing or Order-Disorder Transitions: Impact of 
Post-Processing Treatments on Phase Separation 
In polymer:fullerene blend films subject to thermal annealing or solvent vapor 
annealing, further reorganization and crystallization  can be induced. Phase separation in 
initially well-mixed films can also be initiated by the crystallization of either polymer or 
fullerene thanks to thermal or solvent annealing. 
In particular for P3HT:PC61BM blends, thermal annealing is reported to increase 
P3HT crystallinity prior to increasing the size of PC61BM-rich domains by allowing 
PC61BM molecules to diffuse out of disordered P3HT regions.
237,238
 This effect of 
thermal annealing seen in P3HT:PC61BM blends can be generalized to donor-acceptor 
polymer:fullerene blends as shown by Huang et al.
 228
 and Kim et al.,
 229
 where thermal 
annealing leads to growth of both polymer ordering and  fullerene-rich phases.  
Solvent annealing slows the solidification rate by keeping the active layer under 
saturated solvent atmosphere. During solvent annealing, the solvent swells the thin film 
and allows for the blends components to remain mobile and diffuse, forming a 
thermodynamically favored phase separation. The slow evaporation time leads to 
increased phase separation and crystallization of the P3HT domains in P3HT:PC61BM 









1.7.5. All-Polymer Blends for OPVs 
Polymer:fullerene blends have dominated OPV research due to efficient charge 
transfer to fullerene aggregates followed by charge separation. Close laying fullerene 
excited states appear to increase the charge transfer rate and seem to be a key design 
parameter for novel (universal) acceptors.
105,240
 One drive to replace fullerene derivatives 
is to increase light absorption from the acceptor to complement that of the donor 
polymer. The tunability of polymer structures for increased light absorption and electron 
transport has led to the development of polymer:polymer blends for OPVs.  
One hurdle to overcome for all-polymer blends is the control of phase separation. As 
seen in equation 1-14 of Section 1.5.2., polymer mixing is not entropically favored and 
relies on specific interactions between different polymer chains. In the case of polymers 
with equal degrees of polymerization N, equation 1-14 can be rewritten as: 
      
  
 
(    (  )      (  )        )  (1-18) 
highlighting the importance of the product of the interaction parameter χ with the degree 
of polymerization N. χN gives an indication of the miscibility of the two polymers as 
described in Figure 1-40, where phase separation is thermodynamically favored for χ 
greater than 2/N.  
 
Figure 1-39. Binary phase diagram depicting polymer solubility as a function of the 






In all-polymer blends for OPVs, a balance needs to be struck between fully miscible 
polymer systems and large phase separation that is driven by entropy. Since all-polymer 
blends are cast from solution, this becomes a three-phase problem.  Beyond control of 
large phase separation, low electron carrier mobility and inefficient charge separation in 
polymer blends compared to fullerenes have also limited the impact of all-polymer active 
layers on OPV research compared to polymer:fullerene blends. However, some headway 
has been made on these challenges. 
In terms of phase separation, previous work relied on solvent mixtures in order to 
optimize phase separation; however the lack of rationale behind the choice of solvents 
and ratio made this trial-and-error approach challenging to pursue. Liu et al.
242
 have used 
bromoaniline as a solvent additive to increase P3HT aggregation in blends with other 
polymers. Recently, Pavlopoulou et al.
190
 have made use of unfavorable χ solvent-
polymer interactions to promote polymer-polymer miscibility in P3HT:P(NDI2OD-T2) 
as shown in Figure 1-41. In this system, both chlorobenzene and oDCB interact favorably 
with P3HT and P(NDI2OD-T2) while xylene is a poor solvent for P(NDI2OD-T2), 
leading to favored interactions between the two polymers and reduced phase separation in 
the active layer. 
 
Figure 1-40. Structures of P(NDI2OD-T2) and P3HT, and solvent selection to induce 
selective interaction of P(NDI2OD-T2) with xylene (XY) as a solvent rather than 






Another strategy to promote smaller phase separation in polymer:polymer blends is 
the use of similar structures to promote polymer-polymer interactions. This concept was 
also demonstrated in ternary blends of two polymers and a fullerene derivative,
243
 with 
the polymers being intimately mixed to form an “alloy”.
122
 Li et al.
244
 designed a 
thiazole-flanked DPP polymer, which has similar electron mobility to PC61BM in OFETs 






) but lower hole carrier mobility compared to other DPP-








). In 1:0.8 blends with a 
oligothiophene-alt-DPP polymer donor, the polymers are so intimately mixed after spin 
coating from chloroform that bimolecular recombination is promoted as shown by the 
low FF. The authors then induced different polymer-solvent interactions by using DIO, 
oDCB and CN to create a solubility difference between the two polymers, thought to lead 
to an increase in phase separation. Increasing domain size can also be achieved using 
thermal annealing as shown in poly(9,9′-dioctylfluorene-co-bis(N,N′-
(4,butylphenyl))bis(N,N′-phenyl-1,4-phenylene)diamine) PFB:F8BT, as polymer 
domains grow after first becoming purer. However, the domain growth in these all-
polymer blends is still higher than the exciton dissociation length, and highlight the 




Based on this discussion, what are the determining factors in the design of all-
polymer blends? As of today, there are no clear cut answers. Mori et al.
246
 have achieved 
PCEs of 2.6 % (average) in blends of P3HT and poly[2,7-(9,9-didodecylfluorene)-alt-5,5-
(4′,7′-bis(2-thienyl)-2′,1′,3′-benzothiadiazole)] thanks to large Voc of 1.3 V, however the 
Jsc and FF remain low at 3.9 mA cm
-2




transport with increased molecular weight of the acceptor polymer and thermal annealing 
is cited as the rationale for the high PCE, however no measure of mobility is given in the 
study. Earmme et al.
247
 have reported at 3.2% average PCE PSEHTT:PNDIS-HD (equal 
to the PCE of PSEHTT:PC61BM, mostly thanks to a Voc of 0.75 V compared to 0.64 V in 
the case of PC61BM). This record efficiency for all-polymer BHJ devices was 








 for both 
hole carrier and electron carrier mobility measured through the blend with SCLC devices. 
In this case however, the phase separation was on the order of 200 nm but did not hinder 
charge generation. As such, the design of acceptor polymers with high excited states to 
increase Voc (while still enabling efficient charge separation) and with high electron 
carrier mobility through the bulk should be targeted, with the possibility of tuning phase 
separation through solvent interactions. 
1.8. Overview of Dissertation 
This dissertation focuses on the design, synthesis, characterization, and structure-
processing-property relationships of isoindigo-based π-conjugated polymers for 
application in organic photovoltaic devices. Particular to this work is the discussion of 
polymer structure as it impacts optoelectronic properties as well as polymer packing and 
phase separation in the solid state. The thesis behind this work is that design of new 
materials for organic electronics should stress the impact not only of the polymer 
backbone, but also the need for rational selection of the polymer side-chains and 
processing conditions to control morphology. 
Chapter 3 of this dissertation discusses the synthesis and characterization of acceptor 




building block for organic electronics. Of particular importance for acceptor polymers is 
the fabrication of all-polymer cells in blends with P3HT with PCEs of 0.5%, where 
strategies for improvement are clearly highlighted in terms of balance of charge carrier 
mobilities. Design principles learned from the design of these n-type polymers were also 
proven useful in defining structure-property relationships in donor isoindigo-based 
polymers,  where alternating structures of isoindigo with three different fused donor units 
gave further insight on design principles to tune frontier energy levels and charge carrier 
transport. These polymer systems are then used in blends with fullerene derivatives, and 
clearly demonstrate the influence of the blend components on phase separation and OPV 
device characteristics. In order to investigate these observations at a deeper level, three 
new polymers based on oligothiophenes and isoindigo were synthesized, and the impact 
of polymer structure on charge separation and thin film morphology is discussed in the 
last section of this chapter. 
Beyond the molecular formula, polymer packing and processing conditions have been 
shown to further impact the resulting properties, such as absorption or charge carrier 
mobility, in the solid state. The thesis behind Chapters 4 and 5 is that design of these 
polymer structures not only needs to target properties based on the frontier energy levels, 
but the morphology of the polymer in the solid state. Chapter 4 in particular discusses the 
impact of backbone torsion and polymer solubility on energy levels, polymer packing and 
phase separation in blends with fullerenes in a family of six poly(terthiophene-alt-
isoindigo). These thermodynamic parameters are to put in perspective with the kinetic 
control of film formation during the coating process. Chapter 5 focuses on both kinetic 




the film drying time, and in terms of both their structure and functionality by 





CHAPTER 2. CHARACTERIZATION TECHNIQUES AND 
EXPERIMENTAL METHODS  
2.1. Density Functional Theory 
The frontier orbital energy levels were computed on model oligomers using density 
functional theory (DFT) calculations in order to gauge trends in the energy levels of the 
respective polymers, and determine their use for a particular application prior to synthesis 
or explain trends seen in their characterization.
248
 Out of the four types of methods 
generally used for computations (molecular mechanics, semi-empirical, density 
functional, and ab initio), DFT was chosen to balance accuracy and computation time for 
small to medium molecules (around 10 to 150 atoms). An overview of calculation 
methods and uses can be found in “A Guide to Molecular Mechanics and Quantum 
Chemical Calculations” by Warren J. Hehre.
249
  
Starting from the time-independent Shrödinger equation, where:  
 ̂ (               )    (               )  (2-1) 
with  ̂ the Hamiltonian describing the system, ψ the wavefunction of the system of 
particles, and E the total energy of the system. In a many-body problem, the time-
independent Shrödinger equation cannot be solved exactly, and the Born-Oppenheimer 
approximation is made that the electron, because of its relatively light weight compared 
to the nucleus, is able to adjust its position instantly as the nuclei move, i.e. the nuclei are 
put at rest while the electrons move in a field of fixed nuclei. Furthermore, in the Hartree-
Fock theory the interaction between different electrons is replaced by an average 
interaction between one electron and the mean field due to the other electrons, leading to 




is treated independent of one another, which leads to an overestimation of the electron-
electron repulsion energy and the total energy found by Hartree-Fock models will always 
be higher than the exact energy. To take into account the correlation of electron motions, 
the correlation energy is defined as the difference between the experimental energy and 
the Hartree-Fock energy.  
DFT models explicitly introduce a correlation term in the calculation of the total 
energy. DFT is based on theorems by Hohenberg and Kohn, where there is a unique 
relationship between the electronic density   (rather than wavefunction ψ) and the 
external potential   in a system with a non-degenerate ground state. DFT calculations 
yield Kohn-Sham orbitals for a system of non-interacting particles, which generate the 
same density as a system of interacting particles. In DFT,  
  [ ]     [ ]   [ ]      [ ]  (2-2) 
    [ ]  ∫ ( ⃗) ( ⃗)  ⃗  (2-3) 
with Ven the electron-nuclear interaction potential, T the kinetic energy and Vee the 
coulomb potential. This leads to the Kohn-Sham equation: 
  [ ]     [ ]       [ ]          [ ]     [ ]  (2-4) 
where the first three terms describe nuclear attraction, kinetic energy and uncorrelated 
electron-electron interactions, and the exchange-correlation Exc describes electron-
electron interactions and kinetic energy. This is where hybrid functionals like B3LYP 
(Becke, three parameter, Lee-Yang Parr) come in to approximate the exchange-
correlation energy functional by introducing exchange contributions from Hartree-Fock 




The accuracy of calculations will depend on the choice of the hybrid functional for a 
particular system, as well as on the basis set used. Basis sets were introduced to solve 
Hartree-Fock equations analytically by using linear combinations of a basis set (i.e. 
atomic orbitals) to describe wavefunctions. The basis set takes the form of Gaussian 
functions to describe exponential wavefunctions and render calculations easier as the 
product of two Gaussians remains a Gaussian. The basis functions used in these 
calculations involve a split-valence basis set: two basis functions per valence atomic 
orbital and one basis function per core atomic orbital, with the possibility to add 
polarization functions to allow electron distribution away from the nucleus. For example, 
a 6-31G basis set is constructed using six Gaussians to describe the core orbitals, and 
valence orbitals are split into three and one Gaussian functions representing its inner and 
outer components respectively. In the case of a 6-31G* (or 6-31G(d)) basis set, a d-type 
polarization is added as a single Gaussian for all atoms, expect for hydrogen.  
The following paragraph describes the practical approach to computations used for 
this work. Estrada et al.
151
 and Salvatori et al.
250
 have previously demonstrated good 
correlation between density functional theory (DFT) calculations at the B3LYP/6-31G(d) 
level and electrochemically estimated frontier orbitals energy levels for isoindigo-
containing systems. As such, DFT calculations at the B3LYP/6-31G(d) level were carried 
out on model structures of the polymers studied to investigate the energy of the frontier 
molecular orbitals. In these systems side chains have been replaced by methyl groups in 
order to reduce computation time. The oligomers were built from monomers to dimers, 
trimers, and tetramers to outline trends and simplify geometry optimization. The 




Partnership for an Advanced Computing Environment (PACE) center at the Georgia 
Institute of Technology. The orbitals were represented using the Chemcraft 1.6 
software,
251
 with 0.03 e/bohr
3
 as the isodensity value. 
2.2. Synthesis: Suzuki and Stille Polycondensations 
Carbon-carbon bond formation is a central tool in the synthesis of pi-conjugated 
materials, and the outline of a general mechanism involved in these late transition metal 
catalyzed reactions is given in Scheme 2-1. 
 
Scheme 2-1 Simplified mechanism of coupling reactions, involving (a) oxidative 
addition, (b) transmetallation, and (c) reductive elimination. 
 




 coupling reactions were used, and the 
synthetic procedures followed are described here. 
 Suzuki coupling:  
 Stille coupling:  
It is of particular importance to note the possibility for homocoupling defects as 
highlighted by Hendriks et al. 
253
  in Stille polymerizations, as well as in Suzuki 
couplings,
254
 and as such attention needs to be paid to the ratio of ligand to catalyst.
252
 
The general procedure followed for Suzuki polymerizations is as follows: In a 100 
mL flame-dried Schlenk flask, the dibrominated monomer (0.5 mmol, 1 equiv.), the 




tol)3 (10 mg, 6.6 %) were subjected to three cycles of evacuation/argon purging, and then 
dissolved with 5 mL of degassed toluene after which 1.5 mL (1 M) of degassed aqueous 
solution of Et4NOH was added. The reaction mixture was stirred at 85 °C for 60 hours 
under argon, after which 2-(tributylstannyl)thiophene (0.2 mmol) was added and allowed 
to react for 3 h followed by addition of 2-bromothiophene (0.2 mmol), which was 
allowed to react for another 3 hours. The reaction mixture was then cooled to room 
temperature, and a spatula tip of diethylammonium diethyldithiocarbamate was added to 
act as a palladium scavenger. The reaction mixture was left stirring with the scavenger at 
room temperature for 3 hours, and was then precipitated in 100 mL of methanol and 
filtered through a 0.45 μm nylon filter. The dark solids were purified using a Soxhlet 
apparatus with methanol until the extracts appeared colorless. The polymers were then 
fractionated in the Soxhlet apparatus using acetone, hexanes, dichloromethane, and 
chloroform fractions yielding varying amounts of oligomers and polymer after complete 
extraction depending on the nature of the comonomer used. Separate concentration and 
reprecipitation of the hexanes, dichloromethane or chloroform fractions (depending on 
solubility of the final polymer) in methanol allowed filtering the solids through a 0.45 μm 
nylon filter to afford the targeted polymer after complete drying in vacuo. 
The general procedure for Stille polymerization is as follows: The dibrominated 
monomer (0.5 mmol, 1 equiv.), Pd2(dba)3 (15 mg) and P(o-tol)3 (10 mg) were added to a 
flame-dried Schlenk flask which was then evacuated and backfilled with argon three 
times to dry the powders. The bis(trimethylstannyl) comonomer (0.5 mmol, 1 equiv.) was 
dissolved in a dried separate vial in 5 mL of toluene, then subsequently degassed with 




mixture was stirred at 95 °C for 60 hours under argon, after which 2-
(tributylstannyl)thiophene (0.2 mmol) was added and allowed to react for 3h followed by 
addition of 2-bromothiophene (0.2 mmol), which was allowed to react for another 3 
hours. The reaction mixture was then cooled to room temperature, and a spatula tip of 
diethylammonium diethyldithiocarbamate was added to act as a palladium scavenger. 
The reaction mixture was left stirring with the scavenger at room temperature for 3 hours, 
and then the mixture was precipitated in 100 mL of methanol and filtered through a 0.45 
μm nylon filter. Fractionation and isolation of the targeted polymer solids followed the 
same procedure as Suzuki polymerizations.  
While in this dissertation conventional Suzuki and Stille polymerizations used, 
reaction times can be reduced by using microwave couplings or polymerizations,
255,256
 
and a reduction in the number of steps can be achieved by using direct arylation (as 
shown in Chapter 3), also called carbon-hydrogen bond activation, in some cases.
257-260
 
2.3. Structural and Polymer Characterization 
2.3.1. General Structural Characterizations 
All 
1
H NMR (300 MHz) and 
13
C NMR (75 MHz) spectra were recorded on a Varian 




C NMR were referenced to 
residual signals from CDCl3 (
1
H NMR δ =7.26 ppm and 
13
C NMR δ =77.23 ppm). For 
future work, it is suggested that NMR analysis be conducted on a 500 MHz NMR in 
order to increase peak sharpness, and improve chemical characterization of polymers in 
particular. Elemental analyses were carried out by Atlantic Microlab, Inc. The molecular 
weight estimations reported in Chapter 3 were obtained using gel permeation 




chromatography system with an internal differential refractive index detector and two 
Waters Styragel HR-5E columns (10 μm PD, 7.8 mm ID, 300 mm length) using HPLC 
grade THF as the mobile phase at a flow rate of 1.0 mL/min. Injections were made at 
0.05-0.07 %w/v sample concentration using a 220.5 μL injection volume. In chapter 4, 
GPC was performed in 1,2,4-trichlorobenzene at 135 °C with a flow rate of 1.0 mL/min 
at the Max Planck Institute for Polymer Research (MPIP) in Mainz, using a PSS-
WinGPC (pump: Alliance GPC 2000) with an internal differential refractive index 
detector and a PL-Guard column followed by a PL-MIXED-B column (particule size: 10 
mm, dimension: 0.8x30 cm). Injections were made at sample concentration using a 200.0 
µL injection volume. In all cases, retention times were calibrated against narrow 
molecular weight polystyrene standards (Polymer Laboratories; Amherst, MA were used 
at UF). 
2.3.2. Thermal Characterizations 
The thermal stability of the synthesized polymers was determined using 
thermogravimetric analysis (TGA). TGA was performed on 3 to 5 mg of sample in a Pt 
pan, using a heating rate of 10 °C/min from 50 °C to 900 °C while maintaining the 
chamber under nitrogen. Differential scanning calorimetry (DSC) was then conducted by 
loading 3 to 5 mg of sample into an aluminum pan, and sealing it hermetically with an 
aluminum lid to determine thermal transitions between -60 °C and 350 °C. The samples 
were scanned for three cycles at a rate of 10 °C/min or 20 °C/min (to increase sensitivity 
to the glass transition), as the first two cycles were used to erase the thermal history of the 
sample to remove inconsistencies between samples. The DSC cycles reported in this 




DSC measures specific heat by comparing the heat supplied to the sample relative to 
a known standard (here, an empty aluminum pan) as a function of heating rate, and yields 
thermograms highlighting glass transition temperature (Tg) and melting (Tm) or 
crystallization (Tc) transition temperatures when present (Figure 2-1).
189
  
































Figure 2-1. Typical DSC thermogram for polymers reported in this dissertation showing a 
melting transition and crystallization transition. The glass transition is not visible in this 
thermogram of P[T3(2EH)-iI(HD)], reported in Chapter 4. 
  
The glass transition is a second order transition, where the volume exhibits an abrupt 
change in slope versus temperature. Tg is related to the change in the range of motion of 
the polymer chains, and can be explained by the free volume theory. Melting and 
crystallization are first order transitions, associated with an abrupt change (or 
discontinuity) in volume at the transition temperature. Semicrystalline polymers form 
partially crystalline folded chain lamellas, which melt over a temperature range, rather 
than at a sharp melting point as is the case for small molecule crystals. Melting is an 
endothermic process, and the Tm range is related to the size of the crystalline lamellae 
and their degree of order. In particular, strong intermolecular interactions induce a higher 




which only occurs at significant undercooling (15 °C to 50 °C) because the nucleus has to 
be stable for further crystal growth.  
2.3.3. Optical and Spectroscopic Techniques 
In order to quantify light absorption, energy gap, and aggregation in films, solution 
and film absorption spectra were measured with a Varian Cary 5000 Scan UV-vis-NIR 
spectrophotometer. Solution absorption was measured in quartz crystal cells using HPLC 
grade solvents when available or solvents filtered through a 0.45 µm PFTE filter, with the 
optical density at the maximum of absorbance kept below 0.2. Film absorption was 
measured on spin coated 1”×1” glass slides using 1 to 5 mg/mL solutions either in 
chloroform or o-dichlorobenzene.   
2.3.4. Electrochemical Methods 
Electrochemistry was employed to experimentally estimate the ionization potential 
and electron affinity of the materials synthesized in this dissertation. Cyclic voltammetry 
(CV) and differential pulse voltammetry (DPV) experiments were performed using an 
EG&G Princeton Applied Research model 273A potentiostat-galvanostat in an argon 
filled glovebox. The electrochemical cell was setup using a Ag/Ag
+
 electrode as the 
reference, a platinum flag or coil as the counter electrode, and a 0.1 M solution of tetra n-
butylammonium hexafluophosphate (TBAPF6, 98 % Acros, recrystallized from ethanol) 
in acetonitrile (ACN, dispensed from a Vacuum Atmospheres solvent purification system 
into the glovebox) as the electrolyte. The working electrode consisted of a thin film of 
polymer drop-casted from a 1 mg/mL chloroform solution onto a platinum disk electrode 
(0.02 cm
2
). The calibration of the scans was done by measuring the oxidation potential of 
the ferrocene/ferrocenium (Fc/Fc
+






 reference. Based on measurements of the formal potential for Fc/Fc
+
 at 0.4 V 
versus saturated calomel electrode (SCE) in acetonitrile,
261
 and of -4.5 eV being 
equivalent to 0.0 V versus normal hydrogen electrode (NHE)
262-264
 (with SCE at +0.2 V 
versus NHE ), the formal potential of Fc/ Fc
+
 is taken to be -5.1 eV versus vacuum, as 
discussed in Barry Thompson’s dissertation
265
 and highlighted by Cardona et al.
266
  
The background current was recorded from -2.0 V to +1.5 V vs. Fc/Fc
+
 before each 
set of experiments using a clean platinum disk electrode as the working electrode in the 
electrochemical cell, and different working electrodes were used for oxidation and 
reduction studies of the polymers (i.e. the polymer film on the Pt working electrode was 
only p-doped or n-doped in one given experiment, for the complimentary study, the 
electrode was replaced with a new polymer film on another Pt electrode). The stability of 
the polymers was determined by cycling through the corresponding range of potentials in 
CV experiments at a scan rate of 50 mV s
-1
 until stabilization of the current response is 
reached. In some cases, a decrease in the peak current with the number of cycles was 
observed due to delamination of the polymer film from the electrode. In the case of stable 
films, the scan rate dependence in CV was measured and the onset of oxidation or 
reduction was determined by DPV. 
2.4. Materials for Device Processing 
Solvent Purification: Solvents (chloroform, chlorobenzene, o-dichlorobenzene) were 
purchased anhydrous when available and were deoxygenated through three freeze-pump-
thaw cycles. The glassware required is a clean Schlenk flask, thoroughly rinsed with 
toluene, acetone, and isopropanol followed by flame drying under vacuum or drying 




into the Schlenk flask using a cannula needle cleaned in the same fashion with a positive 
pressure of argon in the solvent container, and the flask under static vacuum to induce 
solvent flow. During the freeze-pump-thaw cycle, the solvent is frozen throughout by 
submerging the flask in liquid nitrogen for an appropriate amount of time for the 
particular quantity of solvent (freeze). Once the solvent is frozen, the flask is put under 
dynamic vacuum for about 3 minutes while remaining in liquid nitrogen (pump), then the 
vacuum is closed and the solvent is allowed to thaw under static vacuum during which 
time the dissolved oxygen could be clearly observed bubbling out of solution (thaw). This 
procedure is repeated 3-5 times until very little, if any, bubbling is observed. The solvent 
is then taken into the argon atmosphere glovebox (generally <0.1 ppm H2O and O2) and 
stored in cleaned and dried amber glass bottles with PTFE lined caps. During solvent 
preparation all ground glass joints should be sealed with Teflon tape; Teflon sleeves can 
also be used to prevent any type of joint grease to leak into the solvents. In particular, no 
silicone grease should be used in any part of this procedure as if this contacts your 
solvent it will contaminate the solvent and potentially alter device results.
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Chloroform was purchased anhydrous from Sigma Aldrich (≤1 % water, with 0.5-1.0 % 
ethanol as stabilizer, product # 288306-1L), and chlorobenzene and o-dichlorobenzene 
were purchased in 1 L Sure/Seal™bottles (product # 284513-1L and 240664-1L 
respectively).  
Processing additives were used as received since it is unlikely that the amounts of 
water and oxygen contained in 2-5 %v of the non-anhydrous and non-deoxygenated 
solvents would impact device performance. 1,8-diiodooctane (DIO) was purchased from 




Previously Ken Graham described purifying DIO via Kugelrohr vacuum distillation then 
transferring the purified DIO back into the original container with copper shavings,
130
 but 
this was not followed for the work described here in order to have similar materials to our 
collaborators. Diethylene glycol dibutyl ether (DEG-DBE) was purchased from Sigma 
Aldrich (product # 205621-100ML, ≥99 % purity), and used as received. o-
Dichlorobenzene and 1,2,4-trichlorobenzene were used anhydrous and deoxygenated as 
described in the previous paragraph. Other processing additives including: hexadecane, 1-
iodooctane, 1,6-dioodohexane, 1,8-octanedithiol, triethylene glycol, nitrobenzene, 1-
methylnaphthalene, and 1-chloronaphthalene were obtained from previously purchased 
containers, and checked via 1H NMR. For further details on purification of processing 
additives, see Ken Graham’s dissertation
130
 and Purification of Laboratory Chemicals by 
Wilfred L.F. Armarego and Christina L.L. Chai.
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Materials for Active Layer: The fullerene acceptor, [6,6]-phenyl-C61-butyric acid 
methyl ester was purchased from nano-C, cat. # Nano-CPCBM-BF, >99.5 % purity, and 
was stored in the glovebox and used as received. Nano-C determined material purity 
using a 250 x 4.6 mm Cosmosil Buckyprep column and toluene as with a flow rate of 1 
mL/min with detection at 360 nm. The Buckyprep column is made up of pyrene-
functionalized silica that will provide the best resolution for fullerene purification. The 
C70 derivative, [6,6]-phenyl-C71-butyric acid methyl ester, was purchased from 
American Dye Source, Inc., cat. # ADS71BFA, >99 % purity. The purity of the fullerenes 
was not investigated further, although purification and purity evaluation can be conducted 
on fullerene derivatives using column chromatography on silica gel using toluene, 
chlorobenzene, or a mixture of the two.
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will show if there is any unreacted C60 or C70 in the corresponding PCBM derivative. 
However, it will be difficult to tell via TLC if there is any PC71BM contaminating 
PC61BM (or vice versa). For a quantitative analysis of fullerene purity analytical HPLC 
using a reverse stationary phase can be used to distinguish between C60, C70, PC61BM, 
PC71BM and other compounds such as PC84BM, which can act as charge carrier traps. 
Previous work by Cowan et al. has shown that the presence of 0.1 % PC84BM in 
polymer:PC61BM blends leads to a decrease in OPV device performance due to its lower 
LUMO level (0.35 eV below that of PC61BM); however lower amounts of PC84BM in the 
blend (0.01%) do not lead to variations in OPV device characteristics.
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 This enforces 
that fullerene with lower purities than 99 % should not be purchased for OPV device 
fabrication. All other materials used were synthesized by Romain Stalder or Chi Kin Lo, 
and their synthesis and purification are described in this dissertation. 
Interlayer Materials: Poly(3,4-ethylenedioxythiophene):poly(styrene sulfonate) 
(PEDOT:PSS) was purchased from Heraeus (product # Clevios™ P VP AI 4083) and 
used within six months of purchase. Aluminum oxide coated tungsten boats purchased 
from R.D. Mathis (catalog # S35BAO-W) were used for all depositions. The aluminum 
oxide layer around the edges of the boat helps to confine the molten metal to the center 
region of the boat. Aluminum slugs (99.99%, product # 40417) and calcium shots 
(99.5%, product # 10127) were purchased from Alfa Aesar. MoO3 was purchased as a 
powder from Sigma Aldrich (99.99%, product #: 203815-5G). Lithium fluoride (LiF) was 
purchased as a powder from Acros Organics (97%, product # 200013). Gold was used 
from Canadian Maple Leaf coins (99.99% purity) purchased from a local supplier 




coins were cut into small pieces (2-3 mm in all dimensions) by the machine shop at UF. 
The pieces were thoroughly cleaned by sonicating in hexanes, toluene, acetone and 
isopropanol before being brought into the glovebox for use. All materials were used as 
received unless otherwise noted. 
Items for Device Preparation: The materials used for device processing are 
particularly important as even extremely small quantities of contaminants present in 
devices can have a significant effect on device performance (hence the use of only PTFE 
lined lids). It is strongly advised that ANY changes to ANY materials used in device 
processing first be tested with a control device set before being applied to general device 
fabrication. The materials commonly used in device fabrication are as follows: 
 Vials - Amber, PTFE lined caps. For instance, screw top with solid green Melamine 
cap with PTFE liner from Sigma Aldrich (item # 27001-U) 
 Syringes for active layer - Glass, Popper and Sons (thoroughly cleaned following use 
by sonicating in chloroform, toluene, and isopropanol for 15 minutes each). 
 Stir bars - PTFE coated (thoroughly cleaned following use by heating to 50°C in 
chloroform overnight). 
 Hydrophilic filters for PEDOT:PSS - Whatman puradisc 0.45 μm pore size, nylon, 
13mm diameter. 
 Hydrophobic filters for active layer solution - Whatman puradisc 0.45μm pore size 
PTFE, 13 or 4mm diameter, or EMD Millipore Millex 0.45μm Fluoropore PTFE, 
4mm diameter (product # SLFHR04NL). 





2.5. Device Fabrication 
2.5.1. Organic Field Effect Transistor Devices 
To gain insight into the charge carrier transport parallel to the substrate, bottom gate-
bottom contact thin film organic field effect transistor (OFET) devices were fabricated by 
Wojciech Zajaczkowski (Max Planck Institute, Mainz, Germany) using substrates with a 
300 nm thick SiO2 dielectric covering highly p-doped Si (p-doping with boron) acting as 
the gate electrode. The substrates were cleaned by sonication in acetone followed by 
isopropanol for 20 min each for remove contaminating particles/organic impurities. This 
was followed by 60 min under UV-ozone to remove trace organic impurities. The SiO2 
surface was functionalized by drop-casting hexamethyldisilazane (HMDS) and heating 
the substrates to 150 °C for 6 h in a closed vessel. The HMDS layer minimizes interfacial 
trapping sites. The substrates are then cooled to room temperature, and stored in a glove-
box before thermal deposition of the source and drain. The source and drain electrodes 
are made of 50 nm thick gold contacts. The channel lengths and widths are 10 μm and 
700 μm, respectively. The polymer films were prepared under glovebox conditions by 
drop casting from 4.4  mg/mL oDCB solution at 120 °C on HMDS-functionalized SiO2 
substrate kept at 120 °C and subsequently annealed at 120 °C for 1 h. All the electrical 
measurements are performed using Keithley 4200 SCS in a glovebox under nitrogen 
atmosphere. 
2.5.2. ITO Substrate Preparation 
Pre-patterned films of Indium Tin Oxide (ITO) on glass were received from Tinwell 
Technology (tinwell@incnets.com , project # TI1678D), and were cleaned following the 




organic photovoltaic devices. The ITO pattern used throughout this thesis is shown in 
Figure 2-2, and the active area of the device (0.07 cm
2
) is considered to be the 
overlapping area between the conducting ITO and top electrode layers. 
 
Figure 2-2. (a) ITO etch pattern from Tinwell Technology, project # TI1678D, with 
dimensions in mm and a resistance of 15 ohm-square, and (b) shadow mask pattern for 
top electrode deposition. The black regions indicate ITO in (a) and holes in the mask in 
(b).  
 
When received, the ITO patterned glass shows traces of dust and grime, which are 
removed by scrubbing the surface with a kimwipe soaked by a sodium dodecyl sulfate 
solution, followed by sonication in that same solution for 15 min. The remaining aqueous 
and organic impurities are removed by sequential sonication in deionized water (18 MΩ 
at 25 °C) for 5 min, then acetone and isopropanol for 15 min each. After sonication, the 
substrates were removed from the isopropanol solution individually with clean tweezers, 
blown dry with ultra-high purity argon, and transferred immediately into a Novascan 
PSDP-UV6T UV-ozone cleaner in a laminar flow hood. Acetone is used to remove 
organic impurities while removing some of the water, while isopropanol is used because 
of its higher boiling point in order to blow-dry the substrates to leave fewer residues 
behind prior to setting the substrates in the UV-ozone cleaner. The substrates were then 
exposed to UV-ozone plasma for 15 min. Immediately following UV-ozone cleaning, the 




For OPV devices and some SCLC devices, PEDOT:PSS (Clevios P VP Al 4083) was 
spun cast on top of clean ITO-patterned substrates at 5000 RPM for 40 s with a 3 s initial 
ramp using the Laurell WS-650Mz-23NPP spin coater in a laminar flow hood. The 
PEDOT:PSS solution was processed from a 5 mL plastic BD syringe and filtered with a 
0.45 μm nylon syringe filter (Whatman Puradisc, 13 mm diameter) directly onto the 
substrate for spin coating. The 5000 RPM spin rate yielded films that were approximately 
30 nm thick for OPV devices. The substrates were then set in plastic cases (Althor 
Product, item #H-1), and were brought into the argon filled glovebox where they were 
dried at 130 °C for 20 min. The substrates were then cooled on a metal block before 
being transferred back to their plastic cases for storage in the dry side the glovebox until 
use. PEDOT:PSS covered ITO substrates were used within a week due to possible 
variations in the conductivity of the PEDOT:PSS layer with solvent vapors.
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2.5.3. Organic Photovoltaic Devices 
In order to get comparable device results from set to set, care should be taken to 
repeat the fabrication process as similarly as possible, and a control device should be 
fabricated within each set. Separate solutions of the donor material and acceptor material 
were prepared; in the case when the acceptor material was a fullerene derivative, the 
solution was stirred for at least one hour before being added to the polymer donor 
solution to form the desired ratio, and in the case of polymer:polymer blends, the polymer 
solutions were stirred for at least four hours before being combined. If solvent additives 
were used, the parent solution was left to stir for at least four hours then separated into 
different vials, and the desired volume of solvent additive was added. The mixed 




important to note the possible impact of solution aging on polymer aggregation in 
solution and its influence on polymer packing and phase separation in thin films. 
Furthermore, experiements by Dania Constantinou in the So group have highlighted 
differences in OPV device performance depening on the mixing time with processing 
additives. As such, all time scales for solution and film preparation should berecorded. 
The solutions were filtered from glass syringes through a 0.45 µm PTFE filter onto 
the PEDOT:PSS covered substrate, and the active layer was spun as specified. Plastic 
syringes should not be used to process the active layer as the active layer morphology can 
be altered. Indeed, Graham et al.
267
 and Carr et al.
268
 separately showed that 
polydimethylsiloxane (PDMS) present in plastic syringes to lubricate the syringe plunger 
is incorporated into the active layer solution and leads to changes in the thin film 
morphology and device performance. Some films were thermally annealed on a hotplate 
in the glovebox prior to the deposition of the top electrode (the temperature used is 
detailed in the specific chapters). The devices were then transferred into a holder with the 
mask shown in Figure 2-2b in order to define the top electrode areas, and the holder was 
placed inside the thermal evaporator and exposed to 2×10
-6
 torr vacuum for at least four 
hours for devices reported in chapters 3, and for at least 1.5 h for devices reported in 
chapters 4 and 5. The overlap between the shadow mask and the ITO pattern resulted in 8 
independent cells with an area of 0.07 cm
2
 (circle of 3 mm diameter) on one substrate. 
The top electrode consisted of 10 nm of calcium evaporated with a rate of 1 Å/s and 80 






2.5.4. Space-Charge Limited Current Measurements 
Electron-only and hole-only diode devices were fabricated and tested to extract 
charge carrier mobilities in pure polymer films as well as donor:acceptor blends, in a 
similar fabrication process to organic photovoltaic devices. For both types of space-
charge limited current (SCLC) devices, ITO substrates were cleaned as described 
previously, and were immediately placed into the thermal evaporator inside the argon 
filled glovebox after UV-ozone cleaning. For reasons discussed in Chapter 1, the 
architecture of electron-only devices was: ITO/Al(100 nm)/organic layer/LiF(1 
nm)/Al(100 nm) and the architecture for hole-only devices was: ITO/MoOx(7 
nm)/organic layer/Au(80 nm). The organic layer was deposited by spin-coating using a 
similar process to OPV device fabrication immediately after bottom electrode deposition 
to prevent shifts in work function.
129
 The fabrication conditions specific to each device 
are detailed in the subsequent chapters.  
2.6. Device Measurement Techniques 
2.6.1. Organic Field-Effect Transistor Testing 
In an OFET device the source electrode is grounded, thus the gate (VG) and drain 
(VDS) voltages can be described relative to the source. For example, with application of a 
negative gate voltage, an electric field is generated perpendicular to the device layers and 
produces a buildup of positive charges at the dielectric-semiconductor interface when the 
semiconductor is p-type (Figure 2-3). Applying a drain voltage simultaneously can cause 
the charge carriers to travel from the source towards the drain, hence setting the device at 
its “on” state, as opposed to the “off” state when VG = 0 V. Furthermore, a threshold 




between source and drain, and gives an estimate of the concentration of traps in the 
semiconductor that need to be filled before charge carriers can flow through the device.  
 
Figure 2-3. Schematic description of charge flow in a p-type and n-type OFET. 
 
The performance of an OEFT is commonly illustrated by its output and transfer 
characteristic curves representing the plot of the source-drain current IDS as a function of 
the drain voltage VDS for various gate voltages applied, and as a function of the gate 
voltage VG (see Figure 2-4). In the output characteristics, at low VDS values IDS increases 






































































































Figure 2-4. Typical output and transfer characteristic measured on π-conjugated polymer 
thin films. Devices characterized here are bottom-gate/bottom-contact devices fabricated 
following the procedure described in section 2.5.1. using P[T3(C6)-iI] as the 
semiconductor as discussed in Chapter 4.  
 
The near-linear regime of the drain current IDS is described by equation 2-5 where L 
is the channel length, W the channel width, Ci the capacitance of the dielectric per unit 




function of VG at constant VDS allows the determination of μFET,lin with the slope of the 
resulting transfer characteristic curve being given by Equation 2-6  (when VDS << VG - 
VT).  
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In the saturation regime (where VDS > VG - VT), the charge-carrier mobility at 
saturation μFET,sat can be calculated from the slope of IDS
1/2
 as a function of VG at constant 
VDS (using Equation 2-7).  
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All OFET electrical measurements (using a Keithley 4200 unit) were performed 
inside a nitrogen-filled glovebox at room temperature. The output characteristics were 
recorded by sweeping VG from +10 V to -80 V with -10 V steps and VDS from +10 V to -
80 V with -0.5 V steps to determine the hole transport, and VG from -10 V to +80 V with 
+10 V and VDS from -10 V to +80 V with +0.5 V steps for the electron transport. Transfer 
curves were obtained by sweeping VDS from +10 V to -80 V with -0.5 V steps with fixed 
gate voltage at -80 V for hole transport, and VDS from -10 V to +80V with +0.5 V steps 
for electrons. 
2.6.2. SCLC Testing and Fitting 
The current-voltage curves of the devices were measured under dark conditions (i.e. 
charges are not generated in the active layer through photoexcitation) in the glovebox, 
scanning a -10 V to +10 V range on one to two cells per device. Because of the 
asymmetry of the device, electron injection from the LiF/Al electrode (i.e. negative bias 




ITO/MoOx electrode) showed better fits to the SCLC model, and the rest of the pixels 
were scanned from 0 V to +10 V with the positive bias to the bottom Al electrode and the 
negative bias to the top LiF/Al electrode or positive bias to ITO/MoOx and negative bias 
to Au for electron and hole-only devices respectively. After converting the current to 
current density J in A m
-2
 and subtracting the built-in voltage from the applied voltage, 
the J-V data was plotted on a log-log scale for each pixel. As a first approximation, in the 
J-V log-log plot, the region where a slope of two is observed is the SCLC region (Figure 
2-5). The film thickness L was measured through atomic force microscopy (AFM) or 
profilometry, and the average thickness was used in the field-dependent SCLC equation 
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where εr is the relative permittivity of the material, ε0 is the permittivity of free space, γ is 
the field dependent parameter, and E is the electric field (or voltage V over film thickness 
L) in V m
-1
. 




































Figure 2-5. Logarithmic plot of the J-V curve showing the ohmic region, trap-filling 
region and SCLC region, where the slope in log-log plots is usually >2. In some case, no 






For future work, it is encouraged to run SCLC mobility measurements on at least 
three films with different thickness to verify the dependence of the current density on 
1/L
3
 in the SCLC region. The field-dependent SCLC equation was fit to the J-V data in 
the SCLC region over a minimum of 2 V range. The field-dependent SCLC equation was 
entered into Origin Pro along with the active layer thickness L and the dielectric constant 




2.6.3. Power Conversion Efficiency 
The performance of a photovoltaic (PV) cell is highly dependent on the intensity and 
the emission spectrum of the light source. In order to standardize testing of these cells, 
three main conditions of air mass (AM) have been defined regarding incoming light 
intensity and irradiance spectrum. These are AM0 (solar spectrum prior to reaching the 
Earth’s atmosphere), AM1.0 (solar spectrum after penetrating through one Earth 
atmosphere normal to the Earth), and AM1.5G (solar spectrum after penetrating through 
1.5 Earth atmospheres, i.e. at an incident angle of 48.2 ° versus the vertical; the G stands 
for global and includes both direct and diffuse radiation) as illustrated in Figure 2-6.
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Figure 2-6. (a) Schematic representation of the three air mass conditions for measuring 




AM0 conditions are used to characterize photovoltaic cells for space applications, 
while AM1.5 conditions are representative of the solar spectrum in the continental United 
States over a year. The sum of the total irradiance from the AM1.5G condition is 
approximately 890 W m
-2
 (89 mW cm
-2
), although an irradiance of 100 mW cm
-2
 is 
typically used for characterization. At the University of Florida, AM1.5G illumination 
was simulated by a 150W xenon arc lamp (Newport 66902 lamp housing and Newport 
66907 power supply) fitted with a collimating lens and an AM1.5 filter to generate a 
relatively uniform column of AM1.5 solar simulated light. To ensure that the irradiance 
at the surface of the cell was of 100 mW cm
-2
, the radiant power was measured with a 
calibrated thermopile detector (Newport 70260) masked with a 5 mm × 5 mm square 
aperture (25 mm
2
 opening). The location of the aperture and the cell under testing was 
kept the same with regards to the light source in order to prevent shifts in light intensity. 
The aperture area was slightly bigger than the PV cells (7 mm
2
 circles). For all AM1.5 
measurements the irradiance over the 0.25 cm
2
 aperture was 25 ± 0.25 mW, resulting in 
an irradiance of 100 ± 1 mW cm
-2
. At Georgia Institute of Technology, the AM1.5G solar 
simulator uses a Newport Oriel 69907 power supply connected to a 150 W xenon arc 
lamp (Newport 6255) with collimating lenses in a Newport Oriel 94021A simulator lamp 
housing. The collimating lens of the lamp housing modifies the output of the lamp to 
produce a beam of nearly uniform energy distribution, however perfect collimation is not 
possible and care should still be taken to properly align solar cells so that they are 
positioned in the same location as the reference cell. The spectral mismatch of the lamp 
Xe arc lamp is corrected by use of an AM1.5G filter (Newport 81088A). The solar 




light intensity is measured with a reference silicon cell of 2 x 2 cm
2
 (Newport 91150V). 
The measured light intensity is measured to be 100 ± 3 mW cm
-2
. 
The cells under AM1.5 illumination are tested by applying a voltage bias and 
measuring the resulting current with a Keithley 2410 source-measurement unit (SMU). 
This yields a current-voltage curve that can be converted to a current density-voltage 
curve if the active area is known in order to remove any active area size dependence. 
From these curves, the solar cell device characteristics, open-circuit voltage (Voc), short-
circuit current (Jsc), and fill factor (FF), can be measured and the power conversion 
efficiency (PCE) of the device can be calculated.  
If the field of organic photovoltaics is to become comparable to that of inorganic 
devices, care has to be taken in the measurement and reporting of the power conversion 
efficiency as the figure of merit. Statistical analysis of the device characteristics should 
be conducted and reported. In this work, averages and standard deviations are reported 
over at least 16 active areas (with 8 active areas on one substrate). The work in this 
dissertation has attempted to describe discrepancies between the measurement of short-
circuit currents in OPVs by comparing the integration of under-filled IPCE measurements 
to the short-circuit cuurent (Jsc) measured through AM1.5 to correct for any cross-talk 
between active area pixels and to correct for errors on the determination of the active 
area,
276
 generally assumed to be 0.07 cm
2
 in this work. It is understood that due to the 
nature of the work conducted in the Reynolds group (focus on the development of novel 
materials rather than on the development of new electrodes or processes) establishing a 
standard cell for each material becomes limited by the quantity of material. However, as 
discussed by Luber and Buriak,
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characteristics should be gained by reporting the number of different devices tested 
(active area pixels on one given substrate along with the number of different substrates 
fabricated and tested), and by establishing the Chauvenet criterion for data rejection 
(Figure 2-7). Indeed, human tendencies would be to discard data obtained on lower 
performing cells while retaining data obtained on the highest performing cells (data 
picking). To limit these tendencies, all the data points N should be recorded (with only 
bad data points that can be explained by mistake in experimental technique or compared 
to a known standard with outlying performance being discarded) and averaged, and the 
standard deviation should be recorded. The Chauvenet criterion then states that data 
points can be considered for rejection only if the probability (determined based on a 
Gaussian, or normal, distribution) of obtaining their deviation from the mean is less than 
1/(2N). 
 
Figure 2-7. (a, b) Relevance of statistical analysis to distinguish the actual improvement 





2.6.4. Incident Photon to Current Efficiency (IPCE) 
The efficiency of a solar cell determined under AM1.5 illumination conditions 
represents the overall PCE, and more information can be gathered by measuring the 
efficiency of current generation as a function of the illumination wavelength λ. This is 





quantum efficiency (EQE) measurement, where the current is measured as a function of 
incident light wavelength in short circuit conditions. An IPCE curve is most often 
expressed as the percentage of incident photons that are absorbed and reflected through 
the various layers of the devices and are converted into electrons by the solar cell as a 
function of wavelength. This can be expressed as: 
    ( )    
          
                 
          (2-9) 
where the number of incident photons can be calculated by measuring the incident power 
P (in Watts) at a given wavelength λ (in meters): 
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), and c the speed of light in 
vacuum (299 792 458 m s
-1
). The number of generated electrons when the device is under 
illumination can be calculated by measuring the output current I of the cell under short 
circuit conditions (no applied bias) following: 





  (2-11) 
with e being the charge of an electron (1.602 × 10
-19
 C). Combining equations 2-9, 2-10 
and 2-11, the IPCE as a function of λ can be expressed by equation 2-12: 
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      (2-12) 
IPCE characterization at the University of Florida was performed with a Newport 
70612 Illuminator equipped with a Cornerstone 130 1/8M monochromator. The radiant 
power incident on the cell was determined through the use of the same calibrated Si 
photodiode coupled with a UDT optometer. Similar to AM1.5 calibration, the photodiode 
was masked with a 5 × 5 mm
2




The calibration was originally performed in 10 nm increments with smaller increments 
where large intensity variations were observed. At wavelengths longer than 680 nm, a 
665 nm longpass (LP) filter was placed between the monochromater and the photodiode 
or PV cell to eliminate the second harmonic radiation from interfering with the 
measurement at wavelengths above 700 nm. 
At Georgia Institute of Technology, the IPCE setup was composed of a collimated 
600 W Xe lamp (Newport #66485) passing through the appropriate filters to remove 
second harmonic radiation and a 30 Hz light chopper before being sent to a Cornerstone 
260 1/4M monochromator to generate monochromatic light (Figure 2-8). The beam path 
is focused on a calibrated silicon photodetector masked to have the same area as the 
active solar cell device, and a radiometric measurement is made to gather the total optical 
power incident on the detector. The solar device under test is then placed in the exact 
position where the detector was to maintain the same incident power, and the current is 
measured as a function of wavelength by a dual channel Merlin digital lock-in radiometry 
system (RS-232 Newport #70104). Both the detector and the cell under test are connected 
to an Oriel Merlin digital lock-in amplifier to increase the signal to noise ratio. The 
TracQ Basic 6.0 software records the data obtained from the Merlin digital lock-in 
radiometry system, and compares the reference data from the detector scan to the solar 





Figure 2-8. Scheme of Newport IPCE setup. (taken from Newport QE system manual) 
 
2.6.5. Charge Modulated Electroabsorption (CMEAS) 
In this work, charge modulated electroabsorption spectroscopy (CMEAS) is used to 
understand the charge transfer (CT) state energy within the active layer of an OPV 
device, which has been regarded as the effective bandgap in the OPV active layer blend. 
CMEAS is a technique that detects changes in optical absorption by modulating the 
electric field to directly measure the effective band gap.
74,279
 More details can be found in 
the work of Brown et al.
280
 and Tsang et al.
279
 and a brief summary of the measurement 
principles are summarized here. A monochromatic beam is shined on the active layer and 
photoexcites charges directly into the charge transfer manifold for incident beam energies 
that are above a threshold energy, but still below the excited state energies for the 
individual blend component. Upon photo-excitation at sub-energy gap energies into the 




carriers couple with a modulating electric field to induce changes in the optical 
absorption of the active layer in the sub-energy gap region. The onset of change in film 
transmittance (ΔT/T) is then used to determine the effective energy gap in the blend. This 
novel technique allows detecting the CT states, which have been correlated with open 
circuit voltage, with a higher signal-to-noise resolution compared to linear optical 
absorption techniques, and takes into account interfacial effects between the two 
compounds in contrast to electrochemical measurements. 
The OPV devices were probed using an incident monochromatic beam onto the 
sample through ITO with an incident angle of 45 °, which is reflected by the back Al 
electrode and captured by a calibrated silicon and germanium photo-detector. The 
sample’s internal electric field is modulated by a DC bias superimposed with a small AC 
voltage at modulation frequency of 1 kHz. A current amplifier and a lock-in amplifier 
were connected to the detector to increase the signal-to-noise ratio. The samples were 
kept in a cryostat with a pressure of 10
−3 
torr. The measurements were carried out at room 
temperature. The OPV devices were probed using an incident monochromatic beam onto 
the sample through ITO with an incident angle of 45 °, which is reflected by the back Al 
electrode and thus passes through the active layer twice before being captured by a 
calibrated silicon and germanium photo-detector. The sample’s internal electric field is 
modulated by a DC bias superimposed with a small AC voltage at modulation frequency 
of 1 kHz. The final signal −∆T/T was the ratio of the signals with and without AC field 






2.7. Solubility Characterization 
2.7.1. Solubility Measurements 
Polymer solubility was measured in o-dichlorobenzene (oDCB) by using UV-vis 
absorbance spectroscopy on a saturated solution and comparing the absorbance to a 
calibration curve, following the Beer-Lambert law. The calibration curves were 
constructed for each polymer in oDCB by preparing a mother solution at 1 mg/mL in 
oDCB, and diluting this initial solution in 3000 µL oDCB in 2 µL increments while 
measuring the absorbance while it remains below 0.5 in order to stay within the linear 
Beer-Lambert regime. The absorbance at the peak wavelengths were recorded and plotted 
vs. concentration to make up the calibration curve as seen in Figure 2-9. 
The solubilities were measured by adding a sufficient amount of polymer to the 
filtered HPLC grade oDCB solvent to saturate the solutions. Because of the opaque, dark 
color of the solutions, no precipitates could be visualized, and solutions with 
concentrations of 30 mg/mL were targeted. The solutions were stirred using a PTFE 
coated stir bar and heated to 60 °C overnight, before removing the stir bars and letting the 
solutions cool down to room temperature for one hour. The solutions were then 
centrifuged at 4000 RPM for 45 min to separate the non-dissolved material from solution. 
The precipitated polymers formed a crust on top of the separated solution due to the 
density of oDCB being 1.3 g cm
-3
 versus being around 1.1 g cm
-3
 for π-conjugated 
polymers. A pipette was used to remove the solution, and known volumes were added to 
3000 µL oDCB in a quartz cuvette. Absorbance measurements were taken at 3 to 5 




absorbance was then compared to the calibration curve to determine the amount of 
polymer dissolved in the original solution. 








 Absorbance at 659 nm











Equation y = a + b*x
Adj. R-Square 0.99953
Value Standard Error
Absorbance Intercept 0 --
Absorbance Slope 63.21825 0.51934
Slope = 63.2 mL/mg 
 
Figure 2-9. Absorbance vs. concentration calibration curve measured for P[T3(C6)-iI] in 
oDCB. 
 
2.7.2. Solution Scattering Studies 
To examine the structural details within polymer aggregates in solution (amorphous 
aggregates versus ordered aggregates exhibiting lamellas), solution scattering 
experiments were conducted. Radiation scattering is a non-destructive method giving 
accurate structural information on averaged particle systems. The following paragraph 
will give background in X-ray and neutron scattering as they are used in transmission 




2.7.2.1. Neutrons/X-rays and Matter 
Any technique using interactions between radiation and matter relies on scattering 
and absorption processes, which indicates the importance of contrast in the sample in 
order to gather information.
282
 For example, contrast in small-angle X-ray scattering 




matrix, while contrast in neutron scattering arises from interactions with the nuclei and is 
more sensitive to the atomic number (Table 2-1).
283
 X-ray diffraction (XRD) and neutron 
diffraction are non-destructive techniques used to characterize scattering centers, such as 
crystallites within semi-crystalline polymers.
284
 Diffraction techniques can answer 
questions relative to crystallinity, conformation of polymer chains and interchain 
stacking, shape of crystals, and orientation versus a substrate.  
 
Table 2-1. Characteristics of X-ray (values taken from SLAC beamline 11-3) and neutron 
sources (values taken from NIST Center for Neutron Research) for scattering studies. 
 X-Ray Source Thermal Neutron Source 
Wavelength 0.97 Å (12.735 keV) 1.8 Å (25 meV) 
Particle Mass 0.00054858 amu = 9.10940×10
-31
 kg 1.008665 amu = 1.67495×10
-27 
kg 
Interactions Electron cloud (electromagnetic wave) Atomic nucleus (particle wave) 
Contrast 
Stronger absorption, but light elements hard to 
detect 
High brilliance of source 
Lower absorption, but light elements can 
be seen 
Low source intensity 
 
In either case, the scattering theory is the same whether the radiation source is X-rays 
or neutrons, and it is based on the coherent scattering of radiation beams from ordered 
planes. In order for constructive interference between diffracted waves to occur, their 
phase has to be the same. This condition can be described in terms of the path length 
difference being equal to an integer number of wavelength, and can be expressed by 
Bragg’s law (Figure 2-10). 
 





Spacings between planes of a crystal d can be obtained when constructive 
interference is detected at Bragg’s angle θB for a given wavelength of the incident beam 
λ. This can also be described in terms of the scattering vector q (or momentum transfer), 
which is the difference between the incoming beam k0 and outgoing diffraction vectors ks 
(with |k0|=2π/λ) as shown in Figure 2-11. In SAXS or SANS, there is no energy transfer, 
and as such these are elastic scattering techniques, which give information on structures. 
 
Figure 2-11. Description of the scattering vector q as a function of incoming beam k0 and 
outgoing diffraction vectors ks. 
 
 The crystal spacings d can be further defined by Miller indices (hkl), which represent 
of series of parallel planes in a crystal with a spacing dhkl. The diffraction spots of various 
(hkl) planes form a three dimensional array that makes up the reciprocal lattice of a 
crystal. In this reciprocal space, d*hkl is a reciprocal lattice vector with a magnitude being 
1/dhkl (Figure 2-12).  
 
Figure 2-12. Schematic relationship between a reciprocal lattice plane and real space 
diffraction planes. The reciprocal lattice plane is composed of diffraction spots from 
crystal planes (hk0) that can be described by the reciprocal lattice vectors d*hk0. The zone 







In the reciprocal space, the requirement for constructive interference becomes 
    
 
     , or q = d*hkl, i.e. the Bragg condition is satisfied when the scattering vector 
q intersects a reciprocal lattice point defined by d*hkl. Following geometric 
considerations from Figure 2-10, the magnitude of the scattering vector q that satisfies 
the Bragg condition (qB) is defined by: 
     
  
 
   (  )       
 
      (2-13) 
Therefore, Bragg’s law can be rewritten by: 
     
  
    
  (2-14) 
The intensity of the diffraction peak is a function of the structure factor F, which at 
the Bragg condition is defined by: 
      (  )  ∑    
               
  (2-15) 
where fn is the atomic scattering factor, NB is the number of atoms in a unit cell, and rn is 
the vector defining the position of an atom within the unit cell. The structure factor gives 
information about the arrangement of electron distribution within the unit cell. Thus 
depending on the technique and scattering vector range, WAXS (higher q values) can be 
used to determine crystal size, orientation and extent of crystallinity, while SAXS (lower 
q values), can be used to determine particle domain sizes, shape and distribution.  
In SANS experiments, the differential scattering cross-section 
  
  
( )is measured, and 
can be confused with the intensity of scattering I(q).
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 Contrast in neutron scattering or 
reflectivity experiments arises from difference in the scattering length density (SLD) of 
the materials present. The nuclear SLD is to neutron scattering what refractive index is to 




described by the basic scattering equation 2-16, the differential scattering cross-section of 




( )   (  ̅ )  ( ) ( )    (2-16) 
where N is the number of molecules per unit volume, V is the molecular volume,   ̅ is 
the scattering density difference between the scattering particle and solvent, P(q) is the 
form factor (information on particle size and shape), S(q) is the structure factor 
(information on inter-particle correlation distances, and degree of local order) and B is 
the background signal. Thus, a higher difference in SLD between the solvent and particle 
leads to a higher scattering intensity. The SLD can be calculated from the bulk density of 
the molecule and the empirical formula of the molecule, and the calculations can be 




To get access to neutron sources and high-energy X-ray synchrotron sources, 
proposals for beamtime need to be submitted to the relevant center. A list of neutron and 
photon sources and can be found on the National Institute of Standards and Technology 
(NIST) Center for Neutron Research (CNR)  webpage, and examples of proposals can be 
found in Appendix 1.
288
  
The samples were prepared to be similar to the solutions of polymer in chloroform 
used for device fabrication and, due to the heavy chlorine atoms in the solvent, neutron 
scattering was used (as opposed to X-ray scattering) in order to optimize contrast 
between the polymer system and the deuterated CDCl3 solvent. The setup for a SANS 





Figure 2-13. NG7-30m beamline setup at NIST CNR. 
 
In this work, two neutron beams were used: LOQ at ISIS and NG7-30m at NIST. The 
main difference between the two beamlines is the type of source – at ISIS, LOQ uses a 
pulsed source where the whole q-range is measured over a set time interval; while at 
NIST, NG7-30m uses a continuous source, where the detector scans the q-range over 
time.
283
 More resources on neutron scattering can be found at the NIST CNR webpage.
288
  
2.7.2.3. Scattering Analysis 
The raw scattering intensity of the sample versus scattering vector needs to be 
corrected by removing scattering from the background (cuvette plus solvent in this case). 
SANS data reduction was conducted following equation 2-17 to correct for the empty cell 
and the blocked beam scattering: 
 ( )  
[                     ]
       
 
[                   ]
     
  (2-17) 
where I is the scattering intensity and T is the transmitted beam. 
Plots of the differential scattering cross-section as a function of the scattering vector 
give structural information about the sample, and three scattering regimes can be 







Table 2-2. Main regimes of typical scattering curves and the corresponding information 



















Excluded volume Chain flexibility 
Examples of fitting 
models 
 Guinier 
 Gaussian coil 




c*<c<c** Concentration dependent correlation length 
Rg: Radius of gyration, l: persistence length, c*: overlap concentration 
 
In particular, previous SANS studies on π-conjugated polymers in solution have 
focused on a handful of fitting models: Debye (i.e. Gaussian coil) or worm-like chain fit 
to model behavior of P3HT in deuterated o-dichlorobenzene or deuterated toluene,
192
 
worm-like model to fit PTB7 polymers in deuterated chlorobenzene,
289
 or fractal model 
for donor-acceptor polymers in deuterated chloroform.
235
 The parameters involved in 
these models, and how they relate to the polymer structure, are described in Figure 2-14 
below. In the low-q regime, polymer chains close to theta conditions can be 
approximated by a spherical form factor in the Guinier approximation, which defines the 
radius of gyration Rg of the sphere (which can be related to the statistical (Kuhn) length l 
and the number of repeat units N). Intermediate-q regimes also lead to information on 
dimension of polymer chains in solution through the Debye model. In the high-q regime, 
lengths scales probed are on the order of a single polymer chain, which is more 
adequately represented by a thin cylinder of length l (persistence length) in the Kratky-





Figure 2-14. Polymer chains in solution approximated by spheres at low q (dimensions ~ 




2.8. Thin Film Morphology Characterization 
Morphology characterization of thin-films requires the use of complementary 
techniques to gain a thorough understanding from the molecular to the macroscopic scale. 
Working our way down from the device scale to the molecular scale, different techniques 
give surface information whether it is topologic (profilometry and atomic force 
microscopy (AFM)) or chemical (X-ray photoelectron spectroscopy (XPS)), and bulk 
information at the microscopic scale (transmission electron microscopy (TEM) or neutron 
reflectivity) or nanoscopic scale (grazing incidence wide angle X-ray scattering, 
GIWAXS). 
2.8.1. Profilometry 
A profilometer is used to scan a surface's profile, in order to measure thickness and 
quantify roughness of a surface. There are two ways to conduct this measurement: 
contact or non-contact profilometry. The Bruker DektakXT used for this work is a 
contact profilometer, which uses a diamond stylus moved vertically in contact with a 
sample, and then moved laterally across the sample for a specified distance and specified 




measured. When the surface is displaced relative to the stylus in a horizontal direction, 
the stylus follows the height changes of the surface in the vertical direction. As the probe 
is moved across the surface of the sample, the vertical movement of the stylus is 
captured, and a two dimensional trace of the sample surface is made. In this manner, step 
heights and surface roughness can be measured, while film stress can be calculated by 
measuring the curvature of the film. A typical profilometer can measure small vertical 
features ranging in height from 50 nm to 1 mm. The height position of the diamond stylus 
generates an analog signal that is converted into a digital signal, which can then be 
analyzed. The radius of diamond stylus ranges from 20 nm to 50 μm, and the horizontal 
resolution is controlled by the scan speed and data signal sampling rate. The stylus 
tracking force can range from less than 1mg to 50 mg. 
In this dissertation, the Bruker Dektak XT profilometer was used for measuring thin-
film thickness via step height, but it can also be used for 3D mapping of rough surfaces 
(i.e. surfaces with a Z range on the order of micrometers). It is controlled via the Vision 
64 software installed on the computer. Thickness measurements measurements were 
conducted using a 12.5 µm radius stylus with a 3 mg force on the sample. The force can 
be varied in order to reproduce the surface more accurately as it is increased but care has 
to be taken so that the sample (generally a polymer film with a thickness on the order of 
100 nm) is not damaged by too great of a force. Little influence has been seen on the 
height measurement of the active layer when the force is changed from 3mg to 10mg. 
The height range was set to 6.5 µm to reduce error on the height measurement, but can be 
increased to 65 µm if the line trace comes out of range due to the substrate not being fully 




at least a third of the trace being the bare substrate, exposed by scratching part of the film 
with a razor blade. This was used to flatten the trace and then measure the height 
difference between the substatre and active layer. Generally, at least five measurements 
were taken next to the pixels of the device that are on each side or closer to the center in 
order to calculate an average and standard deviation.  
2.8.2. Atomic Force Microscopy (AFM) 
Atomic force microscopy (AFM) is a form of scanning probe microscopy (SPM), 
which consists of a family of microscopy methods where a sharp tip is scanned across a 
surface and probe/sample interactions are monitored. In AFM, a tip with a radius around 
10nm is attached to the end of a cantilever and interacts with the surface, experiencing 
either attractive or repulsive forces that cause the cantilever to bend. The bending of the 
cantilever is monitored by a laser reflection on a photodiode, and is used to generate 
various images as the tip scans lines back and forth across a defined area (Figure 2-15). 
These images reveal surface topology, but can also give information through phase 
images. Two different AFMs were used for this work: a Veeco Innova (UF) and a Bruker 
Icon (GT), with the main difference being the location of the piezoelectric scanner. In the 
Veeco Innova AFM, the scanner head and tip do not move across the sample, but the 
piezoelectric scanner moves the sample based on the feedback loop in order to keep the 
tip oscillation amplitude constant, whereas in the Bruker Icon AFM, the sample is 






Figure 2-15. Feedback loop electronics involved in either the Veeco Innova or Bruker 
Icon AFM. 
 
2.8.2.1. Tapping Mode 
Tapping mode AFM operates by scanning the sample surface with a tip attached to 
the end of an oscillating cantilever. The cantilever is oscillated at, or just below, its 
resonance frequency (either 150 kHz or 300 kHz) by a piezoelectric crystal present in the 
tip holder with an amplitude around 500 nm (called the drive amplitude). This causes the 
tip to lightly “tap” the surface and contact the sample at the bottom of its oscillation as it 
is scanning along the XY direction. By contrast, in contact mode AFM the tip does not 
oscillate and is maintained in constant contact with the sample throughout the scan. This 
can cause damage to the sample surface, especially in soft materials where tapping mode 
is thus commonly used.  
Topology images are generated from oscillation amplitude changes as the tip interacts 
with the sample surface. The tip oscillation amplitude is set and can be dampened when a 




which feeds into the controller, which in turn adjusts the height of the sample (in the case 
of the Innova) or of the scanner head (in the case of the Icon) to maintain the set 
oscillation amplitude. The change in sample or scanner height Z is recorded for each 
(X,Y) point and generates an image of the surface topology. 
One advantage of having the piezoelectric scanner in the scanner head is that the 
scans can take place in both ambient and liquid environments, and the temperature of the 
sample can be adjusted to visualize melting and crystallization transitions.  
Several parameters must be adjusted for proper imaging. The AFM is set to scan over 
the same line in the forward and backward direction, and these two line traces should be 
compared to distinguish real features from instrument noise (ideally, the two traces 
should overlap). The scan parameters that can be modified to include: oscillation 
amplitude setpoint, data collection frequency, and the PID (proportional, integral, and 
derivative) parameters of the feedback loop. Increasing the value of the P and I (larger 
impact) terms leads to an increased instrument response time (the D term was rarely 
adjusted), and a sweet-spot between response time, noise, and resolution can be found. 
To generate an optimal image the P and I parameters were increased just below the point 
where noise started occurring.  
In particular, the work described in this thesis was conducted by using either 300 kHz 
tips with a 40 N/m spring constant (Bruker, model: RTESP, part: MPP-11100-10) or 160 
kHz tips with a 5 N/m spring constant (µmasch, model: HQ:NSC14/No Al). Active layer 
blends were scanned over a 2×2 µm
2
 area with a scan rate of 0.7 Hz and adjusting the 
amplitude setpoint after tip engage and scan initialization in order to reduce noise and 




from 14.5 µm to 1.0 µm as surface height differences did not reach over a couple hundred 
nanometers, leading to decreased error in the height measurement. The PID parameters 
were typically set at P = 0.8 and I = 0.4 and adjusted by 0.05 increments to decrease 
height error. 
2.8.2.2. Phase Imaging in Tapping Mode 
Phase imaging generates an image from the phase difference between the drive 
oscillation of the tip piezoelectric and the oscillation of the tip as illustrated in Figure 2-
16. This type of imaging provides qualitative information on the nature of the material 
probed, but needs to be analyzed with caution. For example, the tip may penetrate and 
stick to a soft, amorphous part of the film resulting in a large phase difference, and it can 
also bounce off of a hard, crystalline region. However, surface effects can cause artifacts 
in the phase image, interacting differently with the surface on slopes or on different 










 Cantilever - hard region
 Cantilever - soft region
Phase shift
 
Figure 2-16. Schematic representation of the phase shift between the driving cantilever 
piezoelectric and the cantilever oscillation over a hard and soft region. 
 
2.8.2.3. Thickness Measurements 
When profilometry was not available for thickness measurements, AFM was used. 




using a razor blade to introduce a height difference between the substrate and the top of 
the film (step height). The AFM tip was positioned over the scratch and scanned such that 
part of each line trace was over the film (half to a third of the scan) and part over the area 
where the film was removed (half to two thirds of the scan). The image was then 
flattened using the substrate as reference and the height difference between the substrate 
and polymer film measured. Generally three measurements were taken per device and 
averaged to get the representative thickness of the device. 
2.8.3. Transmission Electron Microscopy 
Transmission electron microscopy (TEM) is complementary to AFM as it gives 
information on the phase composition of the active layer,
281
 and not only the surface 
topology. TEM operates on the same principles as optical microscopy but uses electron as 
the source for contrast in order to get resolution on the order of a few angstroms. In 
bright-field TEM, contrast between materials comes from interactions between the beam 
of high energy (100-300 keV) electrons and the electron density in a 10 to 200 nm thin 
film.
285
 Areas with higher electron density scatter electrons more than lighter elements 
and less dense materials, which results in the more dense areas appearing darker 
(crystalline domains will appear darker than amorphous domains for example). Contrast 
in polymer:fullerene blends is a result of the difference in density between fullerene 
clusters and polymer fibrils.
291
 However, in samples where contrast is poor, staining one 
phase or material with a heavy atom is one way to increase contrast. Since the electrons 
are being transmitted through the film the resulting image is a two dimensional projection 




Samples for top-down TEM are prepared directly from a solar cell device as the 
active layer thickness is usually on the order of 100 nm. Top-down samples refer to the 
fact that the TEM images through the top of the film to the bottom, as opposed to cross-
section TEM where the sample is imaged from the side. To prepare TEM samples, the 
OPV device is broken (using a diamond cutter on the glass side of the device and 
applying pressure) into smaller pieces near an active area in order to image the 
morphology that resembles most what is between the electrodes in the active device. 
After a small piece of sample was broken off, the active layer film was cut by a razor 
blade to form small squares with areas less than 1×1 mm
2
. The broken piece was then 
placed on the surface of deionized 18 MΩ water in a shallow petri dish, with the glass 
substrate facing upwards. As the PEDOT:PSS layer dissolved away, the active layer was 
left floating on the water surface and could be deposited on a holey carbon coater copper 
TEM grid (Electron Microscopy Sciences #HC200-Cu-100) by approaching the TEM 
grid over the floating active layer and gently making contact. The use of holey carbon 
rather than continuous carbon allows for easier correction of aberrations in the TEM and 
for better contrast. Excess water was removed by applying the edge of a Kimwipe to the 
bottom of the grid, which also helped with adhesion of the film to the grid, and letting the 
sample dry in air for several hours before being observed by TEM. This lift-off method to 
preparing TEM samples has been previously reported in peer-reviewed literature.
239,291
 
All TEM images reported in this dissertation were collected by Ken Graham with the 
JEOL 200CX TEM at the Major Analytical Instrumentation Center (MAIC), in the 




details on the setup of the TEM and the use of under-focus to increase contrast, the reader 
is directed to Ken Graham’s dissertation.
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2.8.4. Thin Film Structural Characterizations 
2.8.4.1. Synchrotron Grazing Incidence Wide Angle X-Ray Scattering  
Grazing incidence wide angle X-ray scattering (GIWAXS) gives information about 
order at high scattering vectors q (i.e. low distances) in thin films. It is particularly useful 
for pi-conjugated polymer thin films to determine pi-stacking and lamellar distances, the 
extent of crystalline order, and backbone orientation versus the substrate (if a two 
dimensional detector is used) as shown in Figure 2-17. 
 
Figure 2-17. Schematic of GIWAXS setup and the information that can be extracted from 




GIWAXS was performed at Stanford Synchrotron Radiation Lightsource (SSRL) on 
beamline 11-3. Beamline 11-3 is equipped with a MAR345 image plate detector and 
operates at an energy of 12.7 keV, corresponding to a photon wavelength of 0.0978 nm. 
The distance between the sample and the detector was kept at 400mm and the incident 
angle αi was maintained at 0.12° in order to achieve the highest scattering intensity from 
the sample (polymer critical angle ~0.08°) without interference from the substrate 




LaB6 standard. Samples were loaded into a chamber purged with helium to reduce beam 
damage to the sample and reduce the air scattering background. 
The scattered vector can be projected onto the horizontal qxy and vertical qz axes, with 
in-plane scattering showing up as peaks along the qxy axis, and out of-plane scattering 
along the qz axis (Figure 2-18). The interplane distances can be calculated from the 
GIWAXS images, as well as degree of crystallinity, coherence length, and the Hermann 
orientation factor. The data analysis was conducted using the WxDiff software developed 




Figure 2-18. Typical GIWAXS image revealing information about π-stacking distances 
between (010) planes and lamellar packing between (100) planes. These planes can be in-
plane or out-of –plane versus the substrate; hence, they will be diffracted along the qxy 
and qz axis respectively. The degree of orientation measures how diffuse the scattering 
intensity is over the φ range for a given q value. 
 
In this thesis, distances between crystal planes were estimated from integration 
yielding line traces along qxy and qz (Figure 2-19). Gaussian fits to the line trace lead to 
visualization of crystalline and amorphous peaks as a function of the Gaussian’s full 
width half maximum (FWHM) – arbitrarily, peaks with a FWHM below 0.3Å
-1
 were 




planes was calculated from the peak position using equation 2-14 (recalled here), and the 
crystal size L was calculated from the FWHM using the Scherrer equation 2-18: 
     
  
    
  (2-14) 
    (  )  
  
    ( )
  (2-18) 
where K is the Scherrer constant, λ is the wavelength of the X-ray radiation and θ is half 
of the diffraction angle. 



















































































Figure 2-19. Integration along qxy and qz axes highlighting scattering peaks. 
 
Integration of the scattering pattern over a quarter of the detector (due to a 
symmetrical scattering pattern) gives information over the degree of crystallinity of the 
film (Figure 2-20). After integration, the line trace can be fitted with Gaussians and the 


















































Figure 2-20. Gaussian fits to scattering integrated over a 0° to 90° χ range. Inset shows 




Finally, the Hermann orientation factor (HOF) can be calculated by integrating over φ 
for the relevant q value (Figure 2-21). The HOF quantifies the extent of orientation of the 
lamella relative to the substrate, with edge-on lamella (lamellar peaks along qz) leading to 
HOF of 1, and face-on lamella (lamellar peaks along qxy) leading to HOF of -0.5, while 
randomly oriented crystals lead to a HOF of zero. The formula is given by equation 2-19 
 𝑂  
 〈     〉  
 
  (2-19) 
where 〈cos2 χ 〉 is the average cosine squared value for the (100) diffraction ring, which 
can be calculated via equation 2-20: 
〈co   〉  
∑      
        
  
  
∑        
  
  
  (2-20) 
where Ii and χi are the intensity and angle at the i
th
 position (taken every 0.25° step) along 
































Figure 2-21. Orientation of (100) peaks along χ, and the corresponding Herman 
orientation factors. 
 
2.8.4.2. X-Ray Photoelectron Spectroscopy 
X-Ray photoelectron spectroscopy (XPS) is a surface sensitive technique (1-10 nm 
depth) revealing elemental composition of a surface in the parts per thousand range. The 
X-ray photoelectron is an electron ejected from an inner shell (core electrons) when an X-
ray is absorbed by an atom, schematically represented in Figure 2-22. 
 
Figure 2-22. Emission process of core electrons in XPS with the kinetic energy of the 
photoelectron detected by the spectrophotometer. 
 
In XPS, the kinetic energy of the ejected electron EK is measured by an electron 
detector and can be used to calculate the binding energy of the atom’s photoelectron EB 
based on: 




where   is the parameter representing the energy required for an electron to escape from 
a material’s surface (depends on both the material of the sample and the spectrometer), h 
is Planck’s constant and ν is the frequency of the incident X-ray. The binding energy of 
core electrons is characteristic to a given orbital for a given element. For instance, a 
carbon element would emit electrons from the 1s, 2s, and 2p atomic orbitals, each with a 
different binding energy.  
XPS measurements were conducted on the active layer of OPV devices, and the 
analysis was performed at Georgia Tech by Rayford Bulloch on a Thermo Scientific K-
Alpha XPS system with a monochromatic aluminum source and a 180° double focusing 
hemispherical electron energy analyzer. The sample was angled relative to the detector 
entrance (around 45°), resulting in a probing depth of 2-4 nm based on the attenuation 
lengths for organic materials. Data was collected in 0.1 eV increments with a collection 
time of 50 ms at each increment. Atomic ratios were calculated using the Vision Manager 
software and related back to film composition as discussed by Dr. Ken Graham.
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2.8.4.3. Neutron Reflectivity 
Neutron reflectivity is a neutron diffraction technique measuring the structure of thin 
films normal to the interface (Figure 2-23) leading to compositional depth profiles. It 
involves shining highly collimated beams of neutrons at a total reflection angle at, or 
below, a critical angle (to form an evanescent wave) onto a flat surface and measuring the 
intensity of the reflected radiation (or reflectivity R) as a function of the scattering vector 
qz, which describes the change in momentum Q after reflecting from the material. In 
SANS, it is assumed that a neutron is only scattered once while passing through the 




angle, this approximation is no longer verified. Instead, classical optics can be used to 
model the behavior of neutrons in these conditions. The data is expressed as reflectivity 
versus momentum transfer, and gives information about the composition, thickness and 
roughness of each layer. 
  
Figure 2-23. Scheme of specular reflection of neutron beams and how the different layers 
normal to the surface are probed. 
 
Specular reflection, or reflectivity, is defined as reflection where the angle of 
reflection is equal to the angle of incidence. The critical angle θc below which total 
reflection occurs is given by Snell’s law as a function of the refractive index of the two 
media n0 and n1: 
co    
  
  
  (2-22) 





     
    
  
  (2-23) 
where ρi is the nuclear scattering length density of the i layer, as was described in 
paragraph 2.5.2, and λ the incident neutron beam wavelength. 
In neutron reflectivity, the reflectivity is measured and is defined by the ratio of the 
number of neutron reflected at a certain qz over the number of incident neutrons. It is 





                          
                   
       (2-24) 
Thus, the reflectivity from an interface is given by Fresnel’s law: 
   
               
               
    (2-25) 
For a single thin film at an interface, this can be expressed by:  
   
        
     
              
    (2-26) 
with     
               
               
 and    
  
 
     (  )   , where di is the thickness of layer i. 
Surface roughness, expressed by the root-mean-square roughness σ, causes diffuse 
scattering, which modifies the reflectivity for a simple interface to: 
     
      
 
   (2-27) 
with the scattering vector    
  
 
     . 
This can be extended to reflection from multiple layers either through the Born and 
Wolf matrix formulism or the Abeles method. In cases where the Born approximation is 
applicable, the reflectivity R is simplified to: 
 (   )   
    
  
   ̂(  ) 
   (2-28) 
where qz is the scattering vector projected along the Z axis and  ̂(  ) is the one-
dimensional Fourier transform of the scattering length density profile normal to the 
interface. 
Practically, the reflectivity R versus momentum transfer qz R(qz) is fitted using Parratt 
iteration to obtain a model for the reflectivity of multiple layers yielding information on 
the SLD ρ as a function of depth z, ρ(z). The RasCAL software was used to fit the 
reflectivity data leading to a composition profile.
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each layer are: thickness, SLD and roughness. The dependence of R(q) on film thickness, 
interface roughness, and SLD is described in Figure 2-24. One issue with multilayer 
systems is that different combinations of ρ(z) (SLD, roughness, and thicknesses) lead to 
the same R(qz), hence complementary techniques such as TEM or XPS should be used to 
verify the accuracy of the ρ(z) fit. 
 
Figure 2-24. Influence of thin-film parameters (thickness, roughness and material/SLD) 
on composition depth profile and on the reflectivity measurement. Model systems were 
input into the RasCAL software and the corresponding reflectivity curves were plotted in 






CHAPTER 3. ISOINDIGO IN N- AND P-TYPE POLYMERS FOR 
ORGANIC PHOTOVOLTAICS 
3.1. All-Acceptor Isoindigo-Based Conjugated Polymers 
As discussed in the introduction, isoindigo (iI) is an electron-deficient dye, which can 
be incorporated into materials for organic electronics much like the diketopyrrolopyrrole 
(DPP) unit.
134
 The low-lying energy levels of model compounds and broad light 
absorption in iI systems motivated the design of conjugated polymers containing iI as n-
type materials to replace fullerene derivatives with limited absorption in bulk 
heterojunction (BHJ) solar cells. In order to investigate the effect of strong electron 
withdrawing units and of steric hindrance, four iI-based conjugated polymers were 
designed: the homopolymer of isoindigo P(iI) along with copolymers with 2,1,3-
benzothiadiazole (BTD) P(iI-BTD), thienopyrrolodione (TPD) P(iI-TPD), and 
diketopyrrolopyrrole (DPP) P(iI-DPP), ranging from more electron-deficient to less 
electron-deficient co-monomers. 
3.1.1. Polymer Synthesis of P(iI), P(iI-BTD), P(iI-TPD), and P(iI-T-DPP-T) 
In order to synthesize this family of polymers containing electron-deficient units, 
Suzuki or direct arylation were chosen as the polymerization methods. The iI monomers 
used were synthesized as described in Scheme 3-1. The two brominated precursors to 
form 6,6’-dibromoisoindigo (compound 3-1), 6-bromoisatin and 6-bromooxindole, are 
commercially available, and an aldol condensation under acidic conditions using a 
catalytic amount of concentrated hydrochloric acid in acetic acid as the solvent yielded 
compound 3-1 as a brown powder. Precursor 3-1was further purified by filtration, and 




6,6’-dibromoisoindigo 3-2 was borylated under Miyaura conditions using the pinacol 
ester of diboron in anhydrous 1,4-dioxane in the presence of potassium acetate and 
catalytic amounts of PdCl2(dppf). This affords the diboron monomer 3-3 in good yields 





Scheme 3-1. Synthesis of the dibromo- and diboron-isoindigo monomers. a) HCl conc., 
AcOH, 90 °C, 95%. b) 1-iodo-2-hexyldecane, K2CO3, DMF, 95 °C, 71%. c) Pinacolester 
diboron, PdCl2(dppf), KOAc, 1,4-dioxane, 80 °C, 56%. 
 
Subsequently, monomer 3-3 was reacted with the dibromo-functionalized iI 3-2, 
BTD, and TPD via Suzuki polycondensation to yield the homopolymer P(iI), and the 
alternating copolymers P(iI-BTD) and P(iI-TPD) as shown in Scheme 3-2. Synthesis and 
optoelectronic characterization of P(iI) and P(iI-BTD) were carried out by Dr. Romain 
Stalder in the Reynolds group. Suzuki polycondensation reactions were carried out in 
degassed toluene at 85 °C using Pd2(dba)3 and tri(ortho-tolyl)phosphine as the catalytic 
system, and a solution of degassed 1 M tetraethylammonium hydroxide in water as the 
boron-activating base. After reaction for 72 h, the reaction mixture was precipitated in 
methanol, followed by dissolution of the precipitate in chloroform with 
diethylammonium diethyldithiocarbamate as a palladium scavenger for a couple hours at 
room temperature. The solution was then concentrated and precipitated in methanol 
before Soxhlet extraction with methanol then hexanes in order to remove low molecular 




compounds, and the solution was precipitated in methanol and filtered to yield the desired 
polymers. 
 
Scheme 3-2. Synthesis of three all-acceptor polymers based on iI. a) Pd2(dba)3, P(o-tyl)3, 
Et4NOH, toluene, 85 °C, 74%. b) Pd2(dba)3, P(o-tyl)3, Et4NOH, toluene, 85 °C, 95%. c) 
Pd2(dba)3, P(o-tyl)3, Et4NOH, toluene, 85 °C, 40%. 
 
P(iI-TPD) can also be obtained by direct arylation as shown by Grenier et al.,
259
 and 
this procedure was followed by Kin Lo in the Reynolds group to yield P(iI-DPP) as 
described in Scheme 3-3. Direct arylation has the benefit of decreased reaction steps to 
synthesize the monomers, however, the regioselectivity to the 2-position on thiophene 
rings can be difficult to control. One strategy to prevent reaction at the 3,4-positions is to 
append methyl groups on the thiophene ring, although torsion along the polymer 





Scheme 3-3. Direct arylation polymerization yielding P(iI-DPP). a) 3,6-Bis(5-bromo-2-
thienyl)-2,5-dihydro-2,5-di(2’-ethylhexyl)-pyrrolo[3,4c]pyrrolo-1,4-dione, Hermann’s 




The number average molecular weight (Mn) of the chloroform soluble fraction of 
P(iI) is 28.7 kDa with a polydispersity index (PDI) of 2.4 after Soxhlet extraction as 
measured by gel permeation chromatography in THF against polystyrene standards. By 
comparison, P(iI-BTD), P(iI-TPD) and P(iI-DPP) exhibit a Mn (PDI) of 16.3 kDa (3.5), 
25.9 kDa (2.9), and 24.6 kDa (3.9) respectively, which can be converted in degrees of 
polymerization of 20 (40 iI repeat units), 19, 26, and 20 for P(iI), P(iI-BTD), P(iI-TPD) 
and P(iI-DPP) respectively. 
3.1.2. Optical Properties and Electrochemistry of P(iI), P(iI-BTD), P(iI-
TPD) and P(iI-DPP) 
The UV-vis-NIR absorption spectra of P(iI), P(iI-BTD), P(iI-TPD), and P(iI-DPP) 
were recorded in the solid-state (Figure 3-1), showing absorption past 600 nm for all 
polymers. In particular, P(iI-DPP) exhibits complementary absorption to P3HT into the 
NIR. 





























Figure 3-1. Normalized UV-Vis absorption spectra of P(iI), P(iI-BTD), P(iI-TPD), and 
P(iI-DPP) in thin films. 
 
In the solid state, P(iI) has an onset of absorption at 731 nm (or 1.70 eV) and a 




P(iI-TPD) have a blue-shifted absorption, with an onset at 700 nm (1.77 eV) and 721 nm 
(1.72 eV)  respectively, and absorption maxima at 464 nm and 616 nm respectively. P(iI-
DPP) has the lowest energy absorption onset of the four polymers, most likely due to the 
electron-rich thiophene linkers between the iI and DPP units. If the polymer backbones 
were planar, trends in frontier molecular orbitals (FMOs) would follow the electronic 
nature of the monomers with incorporation of TPD along the backbone leading to a 
decreased energy gap and a red-shifted onset of absorption compared to BTD, which is 
on par with the observations from the UV-vis-NIR spectra.  
In order to pin-point the origin of these variations in absorption, electrochemical 
measurements were conducted on polymer thin films drop cast onto platinum button 
electrodes. These films were electrochemically oxidized and reduced in a 0.1 M TBAPF6 
solution in dry acetonitrile under inert atmosphere, and the potentials reported here are 
calibrated against an internal standard, the ferrocene/ferrocenium couple (Fc/Fc
+
) set at    
-5.1 eV versus vacuum as was discussed in Chapter 2. Figure 3-2 shows the tenth CV 
cycles of oxidation and reduction as well as the reductive DPV for the four polymers, and 
oxidative DPV in the case of P(iI-TPD).The reductive CV show one reversible redox 
process, and no or non-reversible oxidation reactions. The onset of reductive DPV is used 












































































































































































































































































Figure 3-2. CV and DPV of (a) P(iI), (b) P(iI-BTD), (c) P(iI-TPD), and (d) P(iI-DPP) 
recorded on thin-films of polymer drop-cast on a Pt-button electrode in 0.1 M 
TBAPF6/acetonitrile electrolyte versus the Fc/Fc
+
 redox standard. 
 
The onset of reduction is found at -1.26 V, -1.20 V, -1.02 V and -1.00 V vs. Fc/Fc
+
 
for P(iI), P(iI-BTD), P(iI-TPD) and P(iI-DPP) respectively, which correspond to 
estimated electron affinities of 3.84 eV, 3.90 eV, 4.08 eV and 4.10 eV. Because the 
unstable oxidation of the polymers prevents an electrochemical determination of the 
ionization potential (IP), it was calculated from the optical energy gap of the thin films. 
In these case of P(iI-TPD) for example, the optical gap of 1.72 eV leads to an estimated 
IP of 5.80 eV. In all cases, the polymers display high enough EA to promote electron 





3.1.3. Polymer Modeling by DFT 
A change in optoelectronic properties can arise either from a change in the electron-
donating or accepting strength of the co-monomer and/or a change in the extent of 
delocalization affected by the dihedral angle between the two monomeric units. Density 
functional theory (DFT) calculations at the B3LYP/6-31G* level were performed on P(iI) 
and P(iI-BTD) by Dr. Leandro Estrada and on P(iI-TPD) in order to explain the trends 
seen in the absorption spectra. As shown in Figure 3-3, DFT model compounds show that 
steric hindrance between hydrogens on phenyl-phenyl linkages along the backbone, 
either between two isoindigo units or between isoindigo and BTD, leads to higher 
dihedral angles (35°) compared to phenyl-thienyl linkages between isoindigo and TPD 
(15°). These theoretical results are in agreement with crystal structures obtained on small 
molecule model systems that crystallize with dihedral angles of 39° and 6° between 




Figure 3-3. Lowest energy geometry (a) P(iI), (b) P(iI-BTD), and (c) P(iI-TPD) model 
tetramers as calculated by DFT. 
 
Model oligomers of iI, going from one iI unit to the tetramer, show a destabilization 







expected for the homopolymer. On the other hand, there is little change in the FMO 
energy levels of oligomers of iI-BTD past the dimer, which explains the more red-shifted 
absorption of P(iI) compared to P(iI-BTD).
151
 In the case of P(iI-TPD), the HOMO 
energy levels is calculated at -5.51 eV vs. vacuum and the LUMO at -3.20 eV vs. vacuum 
in model iI-TPD-iI-TPD. Extending the iI-TPD oligomers shows the LUMO staying at -
3.20 eV past the iI-TPD-iI trimer, with the HOMO around -5.51 eV. The trends in energy 
gap and energy levels follows what was observed from UV-vis-NIR and electrochemistry 
with P(iI-TPD) having a similar energy gap to P(iI) but with higher estimated ionization 









































Figure 3-4. Summary of electron affinities and ionization potentials for the four 





3.1.4. All-polymer Active Blend Solar Cells 
3.1.4.1. Device Characteristics 
Due to their suitable electron affinities for exciton dissociation from P3HT and their 
complementary absorption properties to P3HT, P(iI) and  P(iI-BTD) were used in all-




were fabricated by spin-coating mixtures of P3HT and P(iI) or P(iI-BTD) in 
chlorobenzene (CB) at a total solid concentration of 12 mg/mL onto PEDOT:PSS 
covered ITO slides, followed by sequential evaporation of calcium (10 nm) and 
aluminum (100 nm) as the cathode.  
P3HT:P(iI) active layers were obtained by spin coating at 2000 rpm for 55 s with a 
three second ramp up and annealing at 150 °C for 10 min prior to cathode deposition. By 
changing the weight ratio of P(iI) to P3HT, the light absorption as well as the phase 
separation between the two polymers can be tuned, leading to varying current-density – 
voltage (J-V) curves obtained on these devices as seen in Figure 3-5.  




































































Blend ratio Jsc Voc FF PCE
mA cm-2 V % %
2:1 1 0.55 35 0.19
1:1 1.9 0.62 41 0.47
1:2 0.9 0.57 51 0.26
  
Figure 3-5. (a) Normalized thin-film absorbance of P(iI) and of P3HT:P(iI) active layers 
at different blend ratios (2:1, 1:1, and 1:2), and (b) J-V curves obtained at different 
P3HT:P(iI) blend ratios under AM1.5 illumination. 
 
The resulting films have a thickness around 110 nm and show broad absorption from 
400 nm to 750 nm, and at a 1:2 P3HT:P(iI) ratio the contribution from P(iI) at its 
maximum 688 nm scales to 68% of the maximum absorption of P3HT. By comparison, in 
P3HT:PC60BM cells, the absorption of the active layer spans to 670 nm,
103
 which limits 
the contribution of photons with energies lower than 1.85 eV to current generation. The 





there is no significant gain in open-circuit voltage (Voc) in P3HT:P(iI) blends compared 
to P3HT:PC61BM devices (~0.6 V). The efficiencies of 0.5% are obtained in 1:1 blends, 
with short-circuit currents (Jsc) of 1.9 mA cm
-2
 and fill factors (FF) around 0.41. 
Devices fabricated using P3HT:P(iI-BTD) in a 1:1 ratio as the active layer 
demonstrated higher performance when spun-cast from CB compared to chloroform, as 
shown in Figure 3-6. When CB is used as the solvent, an increase in the Jsc is observed 
compared devices fabricated with chloroform; however, increasing the amount of P(iI-
BTD) to 80% of the active layer yields a slight decrease in the short-circuit currents. In 
P3HT:P(iI-BTD) devices efficiencies of 0.1% are obtained in 1:1 blends, which exhibit 
the highest FF of the studied P3HT:P(iI-BTD) devices. Interestingly, the Voc of these 














1:1, CHCl3 0.1 0.66 29 0.02 
1:1, CB 0.4 0.73 40 0.12 
1:4, CB 0.3 0.70 34 0.07 
     
Figure 3-6. J-V curves of P3HT:P(iI-BTD) conventional devices under AM1.5 
illumination fabricated from chloroform or chlorobenzene (CB) at varying blend ratios. 
 
The device parameters measured for these active layers are to be compared to the best 
performing all-polymer solar cells currently, where the open circuit voltage and fill factor 
are on par with other reported all-polymer blends but short circuit currents are increased 
to 7 mA cm
-2 
in the best performing devices.
244,246,247,298
 In order to understand the factors 
causing this difference in short-circuit current, the active layer morphology and transport 




3.1.4.2. Morphology of All-Polymer Blends 
Phase separation between the two polymers was imaged using tapping mode atomic 
force microscopy (AFM). As discussed in Chapter 1, the large entropic barrier to polymer 
mixing typically leads to large phase separation and domain sizes in polymer blends. 
Indeed, this is what is observed in the case of P3HT:P(iI) AFM images in Figure 3-7a, 
with domain sizes on the order of 100 nm rather than 10-20 nm, which are deemed 
optimal for OPV devices. However, recent reports of all-polymer blends with similar 
domain sizes, yet power conversion efficiencies of 3.3% point to other limiting factors in 
blends with isoindigo polymers.
247
 
(a) (b)  
  
Figure 3-7. AFM height images of (a) P3HT:P(iI) blends and (b) P3HT:P(iI-BTD) blends 
spun-cast from chlorobenzene at varying ratios (5×5 µm
2
 scan, 20 nm height scale). 
 
Similar AFM topology images are recorded on P3HT:P(iI-BTD) blends as seen in 
Figure 3-7b, with even larger feature sizes observed in the 1:1 blend ratio active layer 
compared to P3HT:P(iI) films. This can explain the drop in Jsc from 1.9 mA cm
-2
 to 0.4 
mA cm
-2
 in P3HT:P(iI) and P3HT:P(iI-BTD) 1:1 blends respectively.   
3.1.4.3. Transport properties via SCLC Devices 
In addition to phase separation recent work has highlighted the importance of 
balanced charge transport in all-polymer active layers to increase short circuit currents,
299
 
hence electron mobilities in P(iI), P(iI-BTD), P(iI-TPD) and P(iI-DPP) were measured 
using space charge limited devices as described in Chapter 2. In this section, films of 




chlorobenzene onto an aluminum covered ITO slide, and annealed at 150 °C before 
deposition of 1 nm lithium fluoride (LiF) followed by 100 nm of aluminum as the top 
contact. Figure 3-8 shows the field dependent fits to the current density versus effective 
voltage curves in the SCLC region, where the slope of the log-log plot is close to 2. From 

















 in P(iI) and P(iI-BTD) thin films respectively, and are to put in perspective to 








 in P3HT films.
203
 SCLC electron only devices 
were also fabricated for P(iI-TPD) and P(iI-DPP), but no SCLC region was observed for 
these polymers. 





























































































Current density G 2.54339E-4 7.80119E-7
Current density u 1.01472E-10 7.65525E-13
 
Figure 3-8. SCLC region in electron-only (a) P(iI) and (b) P(iI-BTD) devices. The 
electron mobility is extracted from the region with a slope of 2 in the log-log curve. 
 
Structure-property relationships were attempted to be outlined as shown in Table 3-1, 
however, little correlation was found between polymer structure and charge transport in 
these systems due to the lack of transport characteristics for P(iI-TPD) and P(iI-DPP). 










found for P(iI) and P(iI-BTD) are 








for balanced hole and electron mobilities, and are expected to be one of the limiting 





In conclusion, this study shows that n-type polymers based on isoindigo lead to PCEs 
of 0.5% in blends with P3HT.  The low electron transport properties in P(iI) and P(iI-
BTD), as well as large phase separation in these all-polymer blends are detrimental to 
OPV device performance. It is hypothesized that the steric hindrance from the phenyl 
rings along the backbone limits charge mobility in these polymers, and further n-type 
polymer designs could rely on thienyl-phenyl linkages to improve charge mobility, and 





Table 3-1. Summary of optoelectronic properties of P(iI), P(iI-BTD), P(iI-TPD) and P(iI-
DPP), including SCLC electron mobilities. 
 





























P(iI) 28.7 2.4 690 1.70 NA/5.54 -1.26/3.84 34.5 3.7x10
-7
 
P(iI-BTD) 16.3 3.5 464 1.77 NA/5.67 -1.20/3.90 35.0 1.4x10
-6
 
P(iI-TPD) 25.9 2.9 616 1.72 NA/5.80 -1.02/4.08 15.0 
 
P(iI-DPP) 24.6 3.9 760 1.34 NA/5.46 -1.00/4.10   
 
3.2. Donor-Acceptor Polymers for Blends with Fullerenes 
3.2.1. Polymer Synthesis of P(Fl-iI), P(DTS-iI), and P(T2DTS-iI) 
In the previous section it was shown that using more electron-rich co-monomers such 
as thiophene-flanked DPP results in extended absorption to the near-IR. In order to 
investigate further the impact of interactions between electron donating and accepting 
moieties along the backbone for OPV materials, three polymers were synthesized: 
poly(fluorene-alt-isoindigo) P(Fl-iI), poly(dithienosilole-alt-isoindigo) P(DTS-iI), and its 
derivative with thiophene bridges P(T2DTS-iI) (Scheme 3-4). The use of bridged 




handle to increase planarity in the donor unit, while providing the possibility of 
appending a solubilizing group without disturbing the structure’s planarity as would be 
the case for bithiophene for instance.
296
 Polymerizations were carried out by Dr. Romain 
Stalder,
42
 using either Suzuki copolymerization conditions to synthesize the less electron-
rich P(Fl-iI) using borylated 9,9-dihexylfluorene and 6,6’-dibromo-N,N’-(2-ethylhexyl)-
isoindigo as the monomers, and Stille coupling conditions for the more electron-rich 2,2’-
bistrimethylstannyl-4,4’-bis-(2-ethylhexyl)-dithieno[3,2-b:2',3'-d]silole co-monomer to 
yield P(DTS-iI) and  P(T2DTS-iI). 
 
Scheme 3-4. Synthesis of P(Fl-iI) via Suzuki coupling, and P(DTS-iI) and P(T2DTS-iI) 
via Stille coupling. a) Pd2(dba)3, P(o-tyl)3, Et4NOH (1 M), toluene, 85 °C, 93%. b) 
Pd2(dba)3, P(o-tyl)3, toluene, 85 °C, 94%. c) Pd2(dba)3, P(o-tyl)3, toluene, 85 °C, 90%. 
 
2-Bromothiophene and 2-trimethyltin thiophene were added sequentially in the 
reaction medium to install thiophene rings as an end-group on the backbone. After 
purification by diethylammonium diethyldithiocarbamate to remove the palladium 
catalyst, a Soxhlet extractor was used to fractionate polymers by solubility, using 




chloroform. The molecular weights reported in Scheme 3-4 for the three polymers were 
obtained by gel permeation chromatography in THF against polystyrene standards. 
3.2.2. Optical Properties and Electrochemistry 
In order to gauge the range of light absorption in these three polymers, UV-vis-NIR 
spectroscopy was measured on the polymer thin-films (Figure 3-9). The broad absorption 
spectra of P(iI-Fl) from 400 nm to 650 nm makes it an ideal candidate for OPV devices, 
as well as the NIR absorption of P(iI-DTS) and P(iI-T2DTS) with absorption onsets of  
805 nm and 795 nm respectively in thin films. 






























Figure 3-9. Thin film normalized UV-vis-NIR absorbance of P(Fl-iI), P(DTS-iI) and 
P(T2DTS-iI). 
 
The observed blue shift of P(iI-T2DTS) compared to P(iI-DTS) is explained by the 
more electron donating thiophenes present along that backbone, which raise the HOMO 
energy level. This is supported by DPV results with the onset of oxidation against 
ferrocene being at 0.26 V for P(iI-T2DTS) versus 0.45 V for P(iI-DTS), and is in 
agreement with other reports using thiophene spacers.
301
 One interesting aspect of these 
two polymers is their LUMO energy offset with PC61BM around 0.15 eV, while it is 







3.2.3. Polymer:Fullerene Active Blend Solar Cells 
3.2.3.1. Device Optimization and Characteristics 
In collaboration with Dr. Franky So’s research group at the University of Florida, 
BHJ photovoltaic devices with conventional (ITO/PEDOT:PSS/polymer:PCBM/LiF/Al) 
and inverted (ITO/ZnO/polymer:PCBM/MoO3/Ag) architectures were fabricated and 
characterized under AM1.5G illumination. The inverted architecture promotes the use of 
high work function, air-stable top electrodes, which are amenable to roll-to-roll device 
fabrication. The type of fullerene derivative, ratio of polymer to fullerene, solvent, 
solution concentration, spin-coating speed and annealing conditions were optimized for 
all three polymers. However, despite optimization, blends based on P(Fl-iI) gave 
performance equal to or less than 0.01%. Figure 3-10 shows the variation in the J-V 
characteristics as a function of processing and device structure in P(DTS-iI) and 
P(T2DTS-iI) blends with PC71BM. In the case of P(DTS-iI), a donor/acceptor weight ratio 
of 1:4 in chlorobenzene (CB) at a concentration of 25 mg/mL spun cast at 1000 rpm and 
annealed at 150 °C before LiF/Al deposition gave the best efficiency, while optimal 
fabrication was found to be a donor/acceptor weight ratio of 1:4 in chlorobenzene (CB) at 
a concentration of 14 mg/mL spun cast at 1000 rpm and without thermal annealing in the 

















 P(iI-DTS):PC70BM no DIO (conventional)
 P(iI-DTS):PC70BM 4% DIO (conventional)
 P(iI-DTS):PC70BM 4% DIO (inverted)



































































BM, 2% DIO (inverted)
 Dark current (inverted)
 
Figure 3-10. J-V characteristics of (a) P(DTS-iI):PC71BM and (b) P(T2DTS-iI):PC71BM 
under illumination and in the dark as a function of processing and device architecture. 
 
Despite the low energy offset between the polymer donor and fullerene acceptor P(iI-
DTS) and P(iI-T2DTS) show good PCE in blends with fullerenes of 2.6% and 3.5% 
respectively. The impact of structure and energy differences on exciton dissociation in 
devices is currently being studied by the So group, with the hypothesis that isoindigo 
polymers tend to have higher dielectric constants in the active layer compared to other p-
type polymers.
74
 An increased dielectric constant would decrease the exciton binding 
energy, allowing the use of blend materials with close LUMO levels.
302,303
 Furthermore, 
using P(T2DTS-iI) leads to an increase of the Jsc, which can be explained by 
optoelectronic or morphologic effects. In the following paragraphs, the reason for the 
poor device performance in P(iI-Fl) devices is first investigated, and the variations in 
P(DTS-iI) and P(T2DTS-iI) device characteristics are subsequently studied. 
Moreover, solvent additives such as octanedithiol or 1,8-dioodooctane (DIO) have 
been shown to decrease phase separation in the active layer BHJ, possibly leading to an 
increase in short-circuit currents in OPV devices.
231,304
 Some interesting effects can be 
noted from the J-V curves in Figure 3-10. Firstly, using DIO as a solvent additive does 





simultaneously decreased. One hypothesis that could explain these observations is a 
change in the blend morphology, as is tested in paragraph 3.2.3.3.  
3.2.3.2. Rationalizing low OPV performance of P(Fl-iI) blends 
Atomic force microscopy and SCLC devices were used to pin-point what structural 
aspects of P(Fl-iI) lead to lower performance compared to P(DTS-iI). Figure 3-11a shows 
the 1 µm
2
 topology of a P(Fl-iI):PC61BM blend at a 1:3 ratio spun-cast from a 15 mg/mL 
solution in chloroform after annealing at 100 °C. The AFM height image does not show 
extensive phase separation between the polymer and fullerene derivative. By contrast, 
Figure 3-11b shows large domain sizes in P(DTS-iI):PC71BM blends, which still give 




Figure 3-11. AFM height image of (a) P(Fl-iI):PC61BM (1:2 ratio in CHCl3, annealed at 




From the previous paragraph, it seems unlikely that phase separation in P(Fl-iI) 
blends alone causes such low performing devices. In order to highlight structure-property 
relationships to understand the parameters leading to improved device parameters, the 
transport properties of the three polymers were measured in space-charge limited current 
(SCLC) devices using a ITO/PEDOT:PSS/active layer/Au architecture. Films of P(DTS-









thicknesses of 130 nm and 120 nm respectively, while the current extracted from P(Fl-iI) 













 hole mobility measured for poly(9,9-dioctylfluorene) in 
SCLC devices.
129
 As such, poor hole transport is considered to be one parameter limiting 
current generation in P(Fl-iI) OPV devices. 
3.2.3.3. Effect of DIO in P(DTS-iI) and P(T2DTS-iI) devices 
As highlighted previously, using 1,8-diiodooctane (DIO) as a processing additive in 
chlorobenzene leads to an increase in the Jsc in OPV devices. AFM and TEM were used 
to investigate morphological changes that could lead to increased current generation by 
increasing interfacial surface between the donor and acceptor phases (Figure 3-12). In 
blends with PC71BM processed from chlorobenzene (CB) alone, large phase separation is 
observed for both polymers; however adding a small volume fraction of DIO in the initial 
processing solution leads to the formation of a fibrillar network, with fiber widths on the 
order of 20 nm. Similar changes in morphology were previously observed in other DTS 




Figure 3-12. AFM and TEM images of thin films of P(DTS-iI):PC71BM at a 1:4 ratio 
without (a,b) and with 4%v DIO (c,d), and of thin films of P(DTS-iI):PC61BM at a 1:4 
ratio without (e,f) and with 2.5%v DIO (g,h). AFM: top, 2×2 µm
2
, 20 nm height. TEM: 





The differences in terms of morphology between blends with PC61BM or PC71BM 
stem from their difference in shape and solubility, and have been previously observed 
with other donor-acceptor polymers.
306
 Kastner et al.
307
 emphasized the importance of the 
miscibility between the polymer and fullerene, crystallinity and solubility on the active 
layer phase separation. In this study, three bulk morphologies were described: (i) intimate 
mixing of the polymer and fullerene due to good miscibility between the two leading to 
little or no phase separation, (ii) less intimate mixing controlled by polymer and/or 
fullerene aggregation, and (iii) increased miscibility between the polymer and fullerene 
but reduced fullerene solubility in the common solvent leading to large fullerene domains 
in a polymer:fullerene matrix. Based on this description, blends of P(DTS-iI) fall under 
category (ii) when mixed with PC61BM and (iii) when mixed with PC71BM, but this 
explanation does not hold when comparing PC61BM and PC71BM, as PC71BM is more 
soluble than PC61BM in chlorobenzene (80 mg mL
-1





 This difference in solubility between PC61BM and PC71BM can be 
explained by the molecular shapes and the polarizabilities of two fullerene cages as 
hypothesized by Nath et al.
222
 regarding C60 and C70. The ellipsoidal shape of C70 leads to 
a higher polarizability than the spherical C60, and as the film dries, smaller C60 aggregates 
crash out of solution whereas C70 aggregates are maintained in solution and are allowed 
to grow in size, leading to greater domain sizes in the final film. Furthermore, Pearson et 
al.
229
 have demonstrated in situ that at 1:4 ratios of polymer:PC71BM, PC71BM 
aggregation precedes polymer organization. At these ratios, it is thought that fullerene 
solubility alone controls the morphology, i.e. the polymer chains remain mobile as the 




iI):fullerene blends, it is then hypothesized that early aggregation and precipitation 
PC61BM followed by organization of P(DTS-iI) as the film dries leads to fine phase 
separation and formation of polymer fibrils, while PC71BM aggregates remain in solution 
for longer times and are allowed to grow further as the solvent evaporates, leading to 
larger PC71BM domains embedded in a polymer:PC71BM matrix.  
Moreover, solvent additives are thought to affect solubility of the polymer and/or 
fullerene, which leads to a modification of the phase separation in the dried film. As 
hypothesized by Schmidt et al.
233
 in the case of 1-chloronaphthalene (CN) and a 
diketopyrrolopyrole (DPP) polymer, CN could lead to small crystallite formation in 
solution, which increases the nuclei density in the film as polymer fibers are forming, and 
in turn promote smaller domains than when a single solvent is used. Another hypothesis 
is that solvent additives, such as DIO, selectively solubilize fullerene clusters in the 
casting solution through electrostatic interactions between the iodine and the fullerene 
cage,
234
 and prevent PC71BM aggregation into the large domains seen in Figure 3-13 by 
promoting mixing of smaller fullerene aggregates with the polymer-rich phases. Further 
work by Gao et al.
235
 has highlighted different pathways for morphology control when 
aliphatic and aromatic additives are used. Their study has shown that DIO leads to the 
formation of amorphous polymer aggregates in a chloroform solution while o-
dichlorobenzene (oDCB) promotes formation of crystalline aggregates. Both mechanisms 
will be tested in a subsequent study. Similar results are seen in P(T2DTS-iI):PCBM 
devices to varying extends depending on whether PC61BM (1:2 ratio) or PC71BM (1:4 
ratio) are used (Figure 3-13), and where the morphology of the blend can also be tuned 





Figure 3-13. AFM topology of P(T2DTS-iI):PC61BM (1:2) without (a) and with 2%v DIO 
(b), and P(T2DTS-iI):PC71BM (1:4) without (c) and with 2%v DIO (d). All images are 
1×1 µm
2
, with a 10 nm height scale. 
 
In conclusion, p-type polymers based on isoindigo were designed and show PCEs 
around 4% when DIO is used as a processing additive. Structure-property relationships 
highlighted in the first two sections of the chapter demonstrate that the electron affinity of 
isoindigo-based polymers tends to be around 3.9 eV, regardless of the co-monomer. 
Furthermore, the steric hindrance from phenyl-phenyl linkages along the backbone has 
proven to be detrimental to charge mobility in both P(iI), P(iI-BTD) and P(Fl-iI), and 
future polymer designs for OPV materials should focus on other linkages. 
3.3. Principles Directing Transport and Charge Separation in Oligothiophene-
Isoindigo Polymers  
To further understand the effect of structure on morphology and on open-circuit 
voltage, a family of three poly(oligothiophene-alt-isoindigo) was synthesized. Using 
poly(thiophene-isoindigo) P[T-iI(HD)] and poly(terthiophene-isoindigo) with varying 
side chains P[T3(C6)-iI(HD)] and P[T3(C6)-iI(SiO)] shown in Scheme 3-5, the goal is to 
understand how variations in polymer packing and energy levels lead to changes in the 






3.3.1. Polymer Synthesis and Characterization 
Wang et al.
159
 have previously reported the synthesis of a high performance (6% 
power conversion efficiency, PCE) terthiophene-alt-isoindigo polymer, followed by the 
synthesis and characterization of families of oligothiophene-alt-isoindigo by Ma et al.
160
 
and Ho et al.
161
 Furthermore, Mei et al.
157
 described a two-step synthesis to yield a 
siloxane-functionalized isoindigo monomer, which moves the side-chain branching point 
away from the backbone and allows for closer backbone packing. In this work, the 
terthiophene-alt-isoindigo backbone is synthesized by Stille polycondensation of 5,5''-
bis(trimethylstannyl)-3,3''-hexyl-2,2':5',2''-terthiophene 3-6 with functionalized 6,6'-
dibromoisoindigo 3-2 or 3-5 as shown in Scheme 3-5. The synthesis of 3-6 was 
conducted based on previously reported procedures for 3,3''-alkyl-2,2':5',2''-
terthiophenes,
308,309
 starting with a Kumada coupling to yield the 3-hexylthiophene, 
followed by bromination by N-bromosuccinimide (NBS) and Stille coupling with 2,5-
bis(trimethylstannyl)thiophene to yield 3,3''-dihexyl- 2,2':5',2''-terthiophene. The 
bifunctional tin monomer 3-6 was obtained by lithiation using n-butyllithium followed by 
quenching with timethyltin chloride. 
After running the polymerization for 72h, 2-(tributylstannyl)thiophene followed by 2-
bromothiophene were added to the reaction mixture and left to react as end-cappers for 
12h. The polymers were then collected by precipitation in methanol followed by filtration 
and extraction by Soxhlet. The fractionation yields depended on the solubility of the 
polymers, with most of P[T-iI(HD)] being extracted with dichloromethane while the less 






Scheme 3-5. Synthesis of P[T-iI(HD)], P[T3(C6)-iI(HD)] and P[T3(C6)-iI(SiO)]. a) 1-
iodo-2-hexyldecane, K2CO3, DMF, 95 °C, 71%; b) 6-bromo-1-hexene, K2CO3, DMF, 95 
°C, 85%; c) 1,1,3,3,5,5,5-heptamethyltrisiloxane, Karstedt’s catalyst, toluene, 50 °C, 
40%; d) Pd2(dba)3, P(o-tyl)3, toluene, 90 °C. Yields: P[T-iI(HD)]: 80% (dichloromethane 
fraction); P[T3(C6)-iI(HD)]: 80% (chloroform fraction); P[T3(C6)-iI(SiO)]: 75% 
(chloroform fraction). 
 
The molecular weight of the polymers were estimated by size-exclusion 
chromatography (SEC) in tetrahydrofuran (THF); however, due to limited solubility of 
P[T3(C6)-iI(HD)], aggregation peaks are present in the chromatograph. As such, SEC 
using o-dichlorobenzene (oDCB) as the eluent was also conducted. The number average 
molecular weight for P[T-iI(HD)], P[T3(C6)-iI(HD)] and P[T3(C6)-iI(SiO)] in THF are 
26 kDa (PDI: 2.1), 18 kDa (PDI: 3.7) and 32 kDa (PDI: 2.2) respectively, corresponding 
to degrees of polymerization of 34, 16, and 25 (i.e. 102, 80, and 125 aromatic rings) 




population of chains and the molecular weight is measured to be 103 kDa (PDI: 1.6). 
Interestingly, the molecular weight of P[T3(C6)-iI(SiO)] is measured to be 49 kDa (PDI: 
5.4) in oDCB, but for this polymer an aggregation shoulder is observed in the SEC ran in 
oDCB and not in the SEC ran in THF. The polymer purity was assessed by elemental 
analysis, with all elemental compositions being within 0.74%, 0.29%, 1.55% for P[T-
iI(HD)], P[T3(C6)-iI(HD)] and P[T3(C6)-iI(SiO)] respectively. 
3.3.2. Optoelectronic Characterization 
Previous work on isoindigo molecules and polymers has highlighted that the electron 
density in the LUMO level is mostly localized on the isoindigo unit, leading to a LUMO 
energy level around -3.9 eV.
151,152
 In order to understand if the same observation can be 
made in the case of P[T-iI] and P[T3-iI] polymers, density functional theory (DFT) 
calculations were conducted and compared to electrochemically estimated ionization 
potential and electron affinity. Calculations were conducted on model structures (where 
side-chains have been replaced by methyl groups) at the B3LYP/6-31G(d) level, as 
Estrada et al.
151
 as well as Salvatori et al.
250
 both showed good correlation between DFT 
calculations at the B3LYP/6-31G(d) level and electrochemically estimated frontier orbital 
energy levels in isoindigo-based systems. 
Figure 3-14 shows the trend in calculated frontier molecular orbital (FMO) energy 
levels as a function of T-iI and T3-iI oligomer size. As expected, the energy difference 
between the HOMO and LUMO level decreases as the conjugation length increases, and 
extrapolation to infinite chains estimates the energy gap to be 1.85 eV and 1.77 eV for 
P[T-iI] and P[T3-iI] respectively. The HOMO and LUMO energy levels are extrapolated 



























Figure 3-14. Frontier molecular orbital energies for the T-iI and T3-iI model compounds 
at the B3LYP/6-31G(d) level of theory as a function of oligomer size, and extrapolated 
HOMO/LUMO values for an infinite polymer chain. 
 
The electronic density in the FMOs visualized in Figure 3-15 shows delocalization 
through 6 to 8 units in the HOMO level, but localization of the electronic density on the 
isoindigo core in the LUMO level, which is consistent with the relatively constant LUMO 
level regardless of the nature of the comonomer. It would appear that T-iI exhibits 
continuous orbital overlap between iI units, whereas there seems to be a break in 
conjugation on the thiophene units in the LUMO of T3-iI. 
  
LUMO T-iI trimer 
 
LUMO T3-iI dimer 
 
HOMO T-iI trimer 
 
HOMO T3-iI dimer 
 
Figure 3-15. Model compounds and orbital localization in T-iI trimer and T3-iI dimer 




Experimentally, the ionization potential and electron affinity were estimated 
electrochemically via differential pulse voltammetry (DPV). Cyclic voltammetry (CV) 
was conducted prior to DPV to determine the stability of the oxidation and reduction 
peak to repeated cycles. As shown in Figure 3-16, the three polymers show two quasi-
reversible reduction peaks and at least one quasi-reversible oxidation peak. 
Unfortunately, the oxidation process was unstable under the selected electrochemical 
conditions, and the polymer films delaminated from the Pt electrode as the film was 
oxidized, leading to a decrease in current density. However, the reduction processes were 
stable and the first reduction peak dependence on scan rate is close to linear indicating 
that the electrochemical reduction is not diffusion limited and the current results from 
faradaic processes. 





















































































   


























































































































   


















































































Figure 3-16. (a) CV and DPV of thin films of P[T-iI(HD)] and (b) its corresponding scan 
rate dependence of the first reduction peak, and CV and DPV of thin films of (c) 





Figure 3-17 summarizes the differential pulse voltammograms for the three polymers 
upon oxidation and reduction. As expected, the onsets of reduction are all around -1.17 V 
vs. Fc/Fc
+
, corresponding to an estimated electron affinity around 3.9 eV considering that 
the ionization potential for ferrocene is at 5.1 eV vs. vacuum, as discussed in Chapter 2. 
The DPV onsets of reduction and oxidation are summarized in Table 3-4. 























































































Figure 3-17. Differential pulse voltammograms of P[T-iI(HD)], P[T3(C6)-iI(HD)] and 
P[T3(C6)-iI(SiO)] on Pt-button in 0.1 M TBAPF6 in acetonitrile, recorded with a step size 
of 2 mV and step time of 0.05 s with a amplitude of 96 mV. The arrows indicate the 
direction of the voltage scan. 
 
As observed in Figure 3-18, the absorption spectra show a broad coverage of the 
visible region with absorption maxima around 700nm for P[T-iI(HD)] and 660 nm for 
P[T3(C6)-iI(HD)] and P[T3(C6)-iI(SiO)] in both chloroform solutions and thin films. 
Dual band absorption with local maxima at 400 nm and 660 nm corresponding to a π-π* 
transition and a charge transfer transition respectively in P[T3(C6)-iI(HD)] leads to 
bluish-green solutions, while P[T-iI(HD)] solutions look blue. In transitioning from 
solution to thin films, a low energy aggregation shoulder is observed for the films of 
P[T3(C6)-iI(HD)] and P[T3(C6)-iI(SiO)], corresponding to increased interactions of the 




P[T-iI(HD)], suggesting less interactions between the polymer backbones in thin films of 
P[T-iI(HD)] compared to the T3-iI polymers. This different order in the solid state is 
hypothesized to be due to the higher density of branched alkyl chains along the backbone, 
thus preventing strong interchain interactions. The onset of absorption in thin films is 
used to calculate the optical energy gap for the three polymers, and the results are 
summarized in Table 3-4. 
























Figure 3-18. Normalized UV-vis spectra of P[T-iI(HD)] (black), P[T3(C6)-iI(HD)] (red), 
and P[T3(C6)-iI(SiO)] (blue) in chloroform solution (top) and thin film (bottom). 
 
The UV-Vis-NIR data correlates with the trends obtained from electrochemistry, with 
P[T-iI(HD)] exhibiting the highest optical energy gap at 1.62 eV and P[T3(C6)-iI(SiO)] 
the lowest optical energy gap at 1.55 eV (Table 3-2). In the case of P[T3(C6)-iI(SiO)], 
the energy gap estimated via DPV is lower than the optical gap due to its surprising low 
ionization potential at 5.4 eV. Considering that the conjugated backbone of P[T3(C6)-
iI(SiO)] is similar to P[T3(C6)-iI(HD)], the unstable oxidation process in these films 






Table 3-2. Size exclusion chromatography (SEC) results and optoelectronic properties of 
P[T-iI(HD)], P[T3(C6)-iI(HD)] and P[T3(C6)-iI(SiO)]. 





























P[T-iI(HD)] 26 2.1 1.79 1.79 1.62 5.59 3.90 1.69 
P[T3(C6)-iI(HD)] 
18 3.7 















SEC performed in chlorinated solvents (all others in THF), 
b
Absorption maxima in 
chloroform solution and thin film, 
c
ionization potential and electron affinity estimated 






3.3.3. Polymer Packing  
Grazing incidence wide angle X-ray scattering (GIWAXS) was used to determine 
polymer packing in thin films, and the extent of interactions between the polymer 
backbones. The films were fabricated by spin coating a solution of polymer in oDCB 
onto a silicon wafer substrate. The GIWAXS data gives a measure of microstructural 
organization as shown in Figure 3-19, and the π-stacking (π-π) and chain-to-chain 
distances (d) are summarized in Table 3-3. In as-cast polymer films, the π-stacking 
distances calculated from the (010) peaks range from 3.7 Å for P[T3(C6)-iI(SiO)] to 3.8 
Å for P[T-iI(HD)] and 4.1 Å for P[T3(C6)-iI(HD)]. The smallest π-π distance for 
P[T3(C6)-iI(SiO)] correlates well what is observed from thin film absorbance, with 
P[T3(C6)-iI(SiO)] showing the largest red shift in transitioning from solution to film 
among the three polymers. The larger π-π distance for P[T3(C6)-iI(HD)] can be 
explained by increased rotational freedom in the terthiophene unit containing alkyl chain, 




determined from the position of the (100) peak is similar in films of P[T-iI(HD)] and 
P[T3(C6)-iI(HD)], around 18  Å, but increases to 25 Å in films of P[T3(C6)-iI(SiO)], 
possibly due to the longer Si-O-Si distance compared to C-C-C distance (3.1 Å vs. 2.5 Å 
leading to an overall side chain maximum length of around 11 Å and 13 Å in the case of 
2-hexyldecyl and siloxane side chains respectively). The values for π-stacking and 
lamellar distances are similar to previous results reported on oligothiophene-isoindigo 
polymers.
157,160,161
 In the pristine polymer films, a second order (200) peak for the 
lamellar packing is seen for P[T3(C6)-iI(HD)], and on the integrated line trace of 
P[T3(C6)-iI(SiO)]. In contrast, P[T-iI(HD)] does not exhibit higher order peaks 
suggesting less long range ordering in these films, which is coherent with the UV-vis-
NIR observations. 
The orientation of the polymer planes relative to the substrate can also be resolved by 
determining if the (010) scattering peak is along the Qxy axis (the corresponding π-π 
scattering planes, i.e. polymer backbone, are then perpendicular to the substrate, with the 
scattering direction being parallel to the substrate – edge-on orientation) or along the Qz 
axis (the corresponding π-π planes are then parallel to the substrate, with the scattering 
direction being perpendicular to the substrate – face-on orientation). P[T-iI(HD)] and 
P[T3(C6)-iI(SiO)] have similar scattering orientations, with their (100) peaks along the 
Qz axis and their (010) peaks along the Qxy axis, indicating that a majority of the chains 
are face-on with regards to the substrate. However, the halo of the (010) peaks indicates 
that these two samples are made up of a distribution of crystal orientations. In contrast, 
the thin film of P[T3(C6)-iI(HD)] has its (100) peak along the Qz axis and its (010)  peak 




indicates that the P[T3(C6)-iI(HD)] chains are mainly oriented edge-on with respect to 
the silicon substrate. 
 
Figure 3-19. GIWAXS images of pristine (a-c) and thermally annealed at 200°C (d-f) 
P[T-iI(HD)](a,d), P[T3(C6)-iI(HD)](b,e) and P[T3(C6)-iI(SiO)] (c,f) thin films prepared 
from oDCB. (g) Possible chain conformation in a unit cell illustrating an edge-on 
backbone orientation. In (a-f) the intensity scales are different to visualize lower intensity 
peaks before annealing, without saturating the scattering intensity after annealing; in (g) a 
polymer backbone plane is in blue, with a plausible unit cell in red. 
 
After thermal annealing at 200 °C for 10 min under a helium atmosphere, all three 
polymer films show an increase in their scattering intensities indicating an increase in the 
number of scattering sites. In particular, higher order (h00) peaks appear in the GIWAXS 
of P[T3(C6)-iI(HD)] and the orientation of the polymer chains is more defined after 
thermal annealing as indicated by the more localized (100) in Figure 3-19d. As 
summarized in Table 3-5, the characteristic distances are also influence by thermal 
treatment, but each polymer exhibits different trends in their d and π-π distances with 
thermal annealing. P[T-iI(HD)] and P[T3(C6)-iI(HD)] films exhibit increased d; 
however, in P[T-iI(HD)] films π-π distance increases to 4.0 Å while it decreases to 3.7 Å 
in P[T3(C6)-iI(HD)] films. This indicates that polymer packing is metastable in the as-
cast films; on the other hand, P[T3(C6)-iI(SiO)] does not exhibit any changes in its d and 




Table 3-3. Thin film polymer microstructure determined by GIWAXS. 














P[T-iI(HD)] 19 3.8 20 
4.0 80 Along Qxy and Qz, 
mixed face-/edge-
on 
P[T3(C6)-iI(HD)] 18 4.1 19 3.7 100 Along Qxy, edge-on 
P[T3(C6)-iI(SiO)] 25 3.7 25 3.7 92 Along Qz, face-on 
 
3.3.4. Transport Characteristics in Organic Field-Effect Transistors 
Polymer packing has been shown to have a large impact on charge carrier mobility in 
organic field-effect transistors (OFETs). In order to determine the parameters impacting 
charge carrier mobility in these oligothiophene-isoindigo polymers, bottom-gate/bottom 
contact OFET devices were fabricated by drop casting each compound from a 2 mg/mL 
chloroform solution onto an HMDS modified SiO2 substrate, with subsequent annealing 
at 150 °C for 1h. Although the processing conditions are different from those used to 
deposit thin films for GIWAXS, previous work has shown that the microstructure in the 
OFET semiconducting films is comparable to what was observed from films spun cast 
from oDCB. 

















. P[T3(C6)-iI(HD)] and 
P[T3(C6)-iI(SiO)] display only hole carrier transport, with the hole mobility of P[T3(C6)-








, on the same order of magnitude than P[T-








, an order of 




iI(HD)] versus hole carrier transport in P[T3-iI] polymers is hypothesized to arise from 
several factors. Electron transport could be affected by the difference in electron-
accepting isoindigo density along the backbone, where P[T-iI(HD)] has a more 
delocalization of electron density in the LUMO then P[T3-iI] polymers. Another 
parameter is how solid-state interchain packing allows for electron carrier transport 
through hopping, where overlap of electron-deficient units would further enable electron 
transport. This effect was previously reported by Donley et al.
310
 and Van Vooren et 
al.
311
 in poly(9,9-di-n-octylfluorene-alt-benzothiadiazole).  
Another interesting observation is in the impact of microstructure on charge carrier 
transport. P[T-iI(HD)] and P[T3(C6)-iI(HD)] have similar orientation onto silicon wafers, 
with the polymer backbones being primarily face-on versus the substrate, however their 
transport characteristics show an order of magnitude difference in their hole carrier 
mobility. By comparison, P[T-iI(HD)] and P[T3(C6)-iI(HD)] exhibit drastically 
difference polymer packing, in particular in terms of face-on and edge-on orientation, 
while retaining similar hole carrier mobility. The lack of correlation between backone 
orientations relative to the substrate has been pointed out by Sirringhaus.
78
  
3.3.5. Photovoltaic Devices 
3.3.5.1. Device Parameters 
Conventional OPV devices with an ITO/PEDOT:PSS/active layer/LiF/Al architecture 
were fabricated by spin coating the polymer:PC71BM (1:1.5) blend from an oDCB 
solution. The OPV device characteristics are summarized in Table 3-4, which already 
highlights large differences in the device characteristics of P[T3(C6)-iI(HD)] and 




similar optoelectronic properties, they exhibit Jsc of 12.5 mA cm
-2
 and 1.6 mA cm
-2
 and 
FF around 0.56 and 0.37 for P[T3(C6)-iI(HD)] and P[T3(C6)-iI(SiO)] respectively. This 
difference in OPV device characteristics with changes to the side chain was previously 
reported by comparing P[T2-iI(HD)] and P[T2-iI(SiO)], but in this case the Jsc of P[T2-
iI(SiO)]:PC71BM devices was four-times that of P[T2-iI(HD)]:PC71BM devices.
312
   
 
Table 3-4. Conventional OPV device characteristics. 
Polymer:PC71BM Jsc (mA cm
-2
) Voc (V) FF (%) PCE (%) 
P[T-iI(HD)] 2.3±0.1 0.97±0.01 52±2 1.2±0.1 
P[T-iI(HD)], 2.5% DIO 5.8±0.1 0.90±0.01 55±1 2.9±0.1 
P[T3(C6)-iI(HD)] 12.5±0.5 0.72±0.01 56±1 5.0±0.2 
P[T3(C6)-iI(HD)], 2.5% DIO 15.2±0.1 0.70±0.01 62±1 6.6±0.1 
P[T3(C6)-iI(SiO)] 1.6±0.3 0.69±0.01 37±1 0.4±0.1 
P[T3(C6)-iI(SiO)], 2.5% DIO 8.6±0.2 0.66±0.01 49±1 2.8±0.1 
 
The active layer morphology was optimized by using 1,8-dioodooctane (DIO) as a 
high boiling point processing additive. Interestingly in the films processed from oDCB 
with DIO led to increases in PCE, with varying extents depending on the polymer 
structure. Furthermore, when the P[T3(C6)-iI(HD)]:PC71BM sample is kept under 
vacuum right after spin-coating the active layer, followed by LiF/Al deposition, the 
devices showed a Voc of 0.7 V, a Jsc of 14.2 mA cm
-2
, and FF of 59%. The PCE was 
therefore calculated to be 6.0±0.1 %. However, after drying the active layer overnight at 
room temperature in a nitrogen atmosphere, the Jsc, FF, and PCE increased to 15.2 mA 
cm
-2
, 62 %, and 6.6±0.1 %, respectively. It is hypothesized that the low vapor pressure of 
DIO allows it to remain in the active layer thin film for longer times than oDCB alone 




leading to further polymer and/or reorganization to occur, yielding higher Jsc and FF. This 
is particularly interesting since little change in the phase separation is observed at the 
micrometer scale when DIO is added to the coating solution, as seen in the following 
section. It is further hypothesized that DIO is removed from the film when the devices are 
set under high vacuum (10
-7
 mbar) for thermal evaporation of the top contacts. 
3.3.5.2. Morphology of Blends of P[T-iI(HD)], P[T3(C6)-iI(HD)] or 
P[T3(C6)-iI(SiO)] with PC71BM 
As shown previously in blends of P(DTS-iI):PC71BM, DIO typically leads to a 
reduction of domain sizes as seen via AFM. This is observed again in the case of P[T-
iI(HD)]:PC71BM blends as shown in Figure 3-20a and b, where presumably large 
PC71BM-rich domains are observed in films cast from oDCB but finer phase separation is 
produced when DIO is present. The effect of DIO is less visible in the AFM images of 
P[T3(C6)-iI(HD)]:PC71BM and P[T3(C6)-iI(SiO)] ]:PC71BM. The two-fold increase in 
Jsc in P[T-iI(HD)] processed with 2.5%v DIO compared to without DIO can thus be 
partially explained by a reduced phase separation. The five-fold increase in Jsc with 
addition of DIO is particularly interesting due to the similar phase separation observed 
via AFM on blends processed without and with DIO. 
 
Figure 3-20. AFM images of blends of PC71BM with (a,b) P[T-iI(HD)], (c,d) P[T3(C6)-
iI(HD)], and (e,f) P[T3(C6)-iI(SiO)] without (top) and with 2.5%v DIO (bottom). All 
images are 1×1 µm
2




To further understand the effect of DIO on phase separation, neutron reflectivity (NR) 
on the active layer was conducted as described in Chapter 2 and highlights several 
difference in the vertical composition profile of the P[T3(C6)-iI(HD)]:PC71BM 
depending on processing (Figure 3-21). First of all, the fits indicate that the thickness of 
the active layer beneath the aluminum (Al) electrode is around 125 nm and 100 nm for 
the blends processed without and with DIO respectively. Profilometry on the active layer 
of OPV devices measures an active layer thickness of 130±3 nm and 120±3 nm for the 
films processed without and with DIO respectively, which highlights good correlation of 
the NR fits to the experimentally determined active layer thickness. Overall, it appears 
that P[T3(C6)-iI(HD)]:PC71BM blends have what is thought as the optimal vertical phase 
separation for conventional devices, with fullerene-rich domains towards the Al cathode 
and polymer-rich domains towards the ITO anode. When DIO is used to process the same 
blend, the polymer-rich phase towards the PEDOT:PSS layer becomes even more 
polymer-rich but also becomes thinner. Based on these NR fits, it is shown that DIO not 
only has an impact on lateral phase separation but also on vertical composition, which is 
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Figure 3-21. Neutron reflectivity data and fits (a) leading to scattering length density 






In order to verify the composition profile obtained from the NR fits, X-ray 
photoemission spectroscopy (XPS) was used to quantify the surface elemental 
composition and compare it to the composition obtained from NR. The results from XPS 
are summarized in Table 3-5. Some discrepancies between the NR fits and the XPS data 
can be observed. Indeed, XPS indicates that the first couple nanometers of the active 
layer are polymer-rich in both cases but NR fits indicate that the active layer is PC71BM-
rich in the first 50 nm. 
 
Table 3-5. XPS data showing elemental composition and calculated material 















No DIO 92.0 2.3 2.8 2.8 83±12 16±10 
2.5% DIO 92.5 1.5 3.0 3.0 69±13 30±10 
 
To understand these discrepancies, XPS data was collected as a function of device 
location, as illustrated in Table 3-6. As the XPS measurement is taken closer to the active 
area defined by the Al top electrode the polymer content at the surface decreases from 
83% to 71%. It is hypothesized that the difference in the size of the area analyzed by each 
technique (4 cm
2
 in the case of NR, and less than 0.5 mm
2
 in the case of XPS) accounts 






Table 3-6. XPS analysis as a function of device area probed in P[T3(C6)-















Position of XPS 
measurement 
Between Al contacts 92.0 2.3 2.8 2.8 83±12 16±3 
 
Near Al contact 87.2 1.8 8.3 2.6 71±2 26±5 
 
 
In summary, NR is a powerful tool for non-destructive characterization of the 
elemental composition through the active layer underneath the top electrode; however, 
the challenges associated with fitting for multiple layers highlight the need for 
complimentary techniques to characterize vertical phase separation. The observed effect 
of DIO on vertical phase separation could explain, in part, the increase in Jsc and FF in 
P[T3(C6)-iI(HD)]:PC71BM processed with DIO compared to oDCB alone. 
3.3.5.3. Photovoltage losses by CMEAS 
In OPV devices, Voc of 0.9V and 0.7V are measured in P[T-iI(HD)]:PC71BM and 
P[T3(C6)-iI(HD)]:PC71BM respectively, in agreement with previous reports.
314
 The 
limited correlation between the onset of oxidation and the Voc in these blends is further 
supported by ultraviolet photoelectron spectroscopy (UPS), where the IP is measured to 
be around 5.2 eV and 5.3 eV in films of P[T-iI(HD)] and P[T3(C6)-iI(HD)] respectively. 
This 0.1 eV difference measured by UPS does not account for the 0.2 V difference in the 
Voc of the blends.  The correlation between effective energy gap or charge transfer states 




absorption spectroscopy (CMEAS) to probe sub-energy gap charge transfer states (Figure 
3-22), as discussed in Chapter 2.  
 


























Figure 3-22. Correlation between effective energy gap (molecular orbital picture, a) and 
CT states energy (electronic state view, b), and CMEAS results showing sub-energy gap 
absorption of P[T-iI(HD)] and P[T3(C6)-iI(HD)] blends with PC71BM (c). 
 
Through this measurement, the energy of the CT state is estimated to be 1.3 eV and 
1.0 eV in blends of PC71BM with P[T-iI(HD)] and P[T3(C6)-iI(HD)] respectively, 
matching the voltage difference seen in devices. The CMEAS results indicate that while 
polymers may have similar onsets of oxidation, the CT states formed at the 
donor/acceptor interface can have different energy levels. The difference between CT 
state energy and Voc is further explained by energy losses to reach charge separated 
states.  
3.3.5.4. Inverted Devices and Roll-to-roll Processing 
The effect of device architecture on device properties was further investigated in 
inverted devices, using an ITO glass/ZnO–PVP nanocomposites/isoindigo-based 
polymer:PC71BM/MoOx/Ag architecture more amenable to roll-to-roll fabrication. The 
inverted devices were fabricated using the same conditions for the active layer deposition 




Table 3-7. Conventional and inverted device characteristics based on P[T-iI(HD)], 
P[T3(C6)-iI(HD)], and P[T3(C6)-iI(SiO)] polymer:PC71BM blends processed with DIO. 


































 P[T3(C6)-iI(SiO)],  Conventional











P[T-iI(HD)] conv. 5.8±0.1 0.90±0.01 55±1 2.9±0.1 
P[T-iI(HD)] inv. 5.6±0.1 0.81±0.01 52±1 2.4±0.1 
P[T3(C6)-iI(HD)] 
conv. 
15.2±0.1 0.70±0.01 62±1 6.6±0.1 
P[T3(C6)-iI(HD)] 
inv. 
15.2±0.3 0.68±0.01 63±1 6.5±0.2 
P[T3(C6)-iI(SiO)] 
conv. 
8.6±0.2 0.66±0.01 49±1 2.8±0.1 
P[T3(C6)-iI(SiO)] 
inv. 
9.5±0.1 0.64±0.01 63±1 3.8±0.1 
 
In the case of P[T-iI(HD)] and P[T3(C6)-iI(HD)], conventional devices and inverted 
devices showed similar device performances. On the other hand, inverted devices based 
on P[T3(C6)-iI(SiO)] showed higher device performance such as higher Jsc and FF in 
spite of lower Voc compared to conventional devices based on P[T3(C6)-iI(SiO)]. The 
increase in device efficiency in P[T3(C6)-iI(SiO)]:PC71BM inverted OPV devices could 
not only result from a difference in electrode work function but also from variations in 
the blend morphology and carrier recombination dynamics.
315
 Based on previous results, 
it is hypothesized that UV-treated ZnO-PVP decreases carrier recombination at the ZnO-
PVP/active layer interface and increases carrier lifetime leading to increased currents and 
fill factor in the case of P[T3(C6)-iI(SiO)].
316
 
To further demonstrate the scalability and efficiency of active layers based on 
P[T3(C6-iI(HD)], solar devices were fabricated at Risø DTU, Denmark using this 
inverted architecture to evaluate the device characteristics of P[T3(C6)-iI(HD)]:PC71BM 
OPV devices, where the active layer is printed by slot-die coating (Figure 3-23). The 
devices exhibit a 1.4% PCE on an active area of 0.046 cm
2




understand possible morphological changes in transitioning from spun-cast cells to roll-
to-roll processes. 




























Jsc (mA cm-2) Voc(V) FF PCE (%)
Device 1 4.4 0.7 0.46 1.4
Device 2 43 0.7 0.45 1.4
(b)
 
Figure 3-23. (a) Roll-to-roll processed P[T3(C6)-iI(HD)] cell based on  PET/ITO/ZnO / 
P[T3(C6)-iI(HD)]:PC71BM (1:1.5) + 2.5%v DIO in CB/MoOx /Ag, and (b) J-V curves 
of slot-die coated cells with device parameters in inserted table. 
 
In conclusion, the density of electron-rich thiophene units along the polymer 
backbone does not significantly impact the IP of the polymer but does lead to changes in 
the CT state energy in blends with PC71BM. The morphology of the blends is drastically 
different depending on the density of branched side-chains along the polymer chain, with 
P[T-iI(HD)]:PC71BM exhibiting large, round domains while P[T3-iI]:PC71BM blends 
show more of a fibrillar topology. The use of DIO as a processing additive has a more 
visible impact on the lateral microscale phase separation of P[T-iI(HD)]:PC71BM but also 
leads to a five-fold increase in the Jsc of P[T3(C6)-iI(SiO)]:PC71BM blends. Overall, the 
straightforward synthesis of P[T3(C6)-iI(HD)] leading to blends with PCEs over 6% 
makes this polymer an ideal candidate for further fundamental studies. 
3.4. Synthetic Details 
6,6’-dibromoisoindigo (3-1).
148,149
 To a suspension of 6-bromooxindole (500 mg, 2.36 












HCl solution (0.1 mL) was added and heated under reflux for 24 h. The mixture was 
allowed to cool and filtered. The solid material was washed with DI water, ethanol and 
ethyl acetate. After drying under vacuum, 6,6’-dibromoisoindigo was yielded as a brown 
powder (951 mg, 95% yield). 
1
H NMR (300 Hz, (CD3)2NOD, DMF, ppm): δ 10.7 (d, 
2H), 9.14 (d, 2H), 7.19 (m, 4H). 
6,6’-dibromo-N,N’-bis(2-hexyldecyl)-isoindigo (3-2).
297
 In dry 100mL round bottom 
flask, 6,6’-dibromoisoindigo (1.89 g, 4.5 mmol) and K2CO3 (3.73 g, 27 mmol, 6 equiv) 
powders were dried under vacuum for 30 min. 40 mL dry DMF was added via cannula 
and 2-hexyldecyliodine (4.86 g, 13.5 mmol, 3 equiv) was injected through the septum 
into the reaction mixture. The reaction was heated to 95°C for 10h, then cooled to RT and 
quenched with 500 mL of water. Extraction with ethyl acetate followed by a silica gel 
column using 4:1 hexane:DCM yielded desired product (2.77 g, 71% yield).  
1
H NMR 
(300 Hz, CDCl3, ppm): δ 9.08 (d, 2H), 7.15 (dd, 2H), 6.92 (d, 2H), 3.61 (t, 4H), 1.88 (m, 
2H), 1.24 (m, 48H), 0.86 (m, 12H). 
6,6’-(N,N’-2-hexyldecyl)-pinacoldiboronisoindigo (3-3).
297
 3-2 (4.35 g, 5.0 mmol), 
pinacol ester of diboron (3.05 g, 12.0 mmol, 2.4 equiv), PdCl2(dppf) (220 mg), and 
potassium acetate (2.95 g, 30 mmol) were mixed at room temperature under an argon 
atmosphere. Anhydrous 1,4-dioxane (2 mL) was injected with a syringe through a 
septum. The solution was heated at 80 °C for 30 h and then cooled to room temperature. 
The reaction mixture was filtered by passing through a short pad of silica gel, and washed 
by a mixture of methylene chloride and hexane (1:1). The collected filtration was 
concentrated and precipitated into cold methanol (100 mL). The precipitate was filtered 
and dried to give a dark red shiny powder (3.6 g, 75%).
1




9.15 (d, 2H), 7.48 (d, 2H), 7.15 (d, 2H), 3.69 (d, 2H), 1.95 (bs, 2H), 1.59-1.19 (m, 72H), 
0.85 (t, 6H). 
General procedure for Suzuki polymerization for P(iI-TPD). In a dry schlenk tube 
with a stir bar, a mixture of 1,3-dibromo-5-octyl-4H-thieno[3,4-c]pyrrole-4,6(5H)-dione 
(106 mg, 0.25 mmol), 3-3 (248 mg,0.25 mmol), Pd2dba3 (26.6 mg, 12% equiv), and P(o-
tol)3 (21.9 mg, 28% equiv) was deoxygenated three times and refilled with argon, and 
then toluene dried over MS (6 mL) and freeze-pump-thawed for five cycles was added. A 
solution of Et4NOH (5 mL, 1 M  in H2O) was added to the reaction mixture. The reaction 
mixture was set in an oil bath at 95°C overnight under argon. After cooling to room 
temperature, a spatula tip of diethyldithiocarbamic acid diethylammonium salt was added 
to the mixture and stirred for 3 hours. The mixture was precipitated into methanol (300 
mL). The precipitate was filtered through a filtration apparatus, set in a cellulose thimble, 
and purified via Soxhlet extraction for 12 hours with methanol, acetone, and hexanes 
sequentially. The polymer was extracted with chloroform, concentrated by evaporation, 




 In dry 100mL round bottom 
flask, 6,6’-dibromoisoindigo (1.47 g, 3.5 mmol) and K2CO3 (1.93 g, 14 mmol, 4 equiv) 
powders were dried under vacuum for 30 min. 30 mL dry DMF was added via cannula 
and 6-bromo-1-hexene (1.37 g, 8.4 mmol, 2.4 equiv) was injected through the septum 
into the reaction mixture. The reaction was heated to 100 °C for 10 h, then cooled to RT 
and quenched with 200 mL of water. Extraction with DCM followed by a silica gel 






(300 Hz, CDCl3, ppm): δ 9.08 (d, 2H), 7.15 (dd, 2H), 6.92 (d, 2H), 5.79 (m, 2H), 5.05 (m, 




 Compound 3-4 (1.17 g, 2 mmol) was dissolved in 15 mL anhydrous toluene 
under argon atmosphere. 1,1,3,3,5,5,5-heptamethyltrisiloxane (1.06 g, 4.8 mmol, 2.4 
equiv.) was injected through a septum, followed by the addition of 40 µL of Karstedt’s 
catalyst (platinum divinyltetramethyl-siloxane complex in xylene, 3 wt%). The reaction 
mixture was stirred at 50°C under argon until consumption of 6,6’-dibromoisoindigo as 
monitored by TLC. The solution was directly subjected to silica gel chromatography 
using 2:3 DCM:hexane as the eluent, yielding a dark red oily solid (900 mg, 43% yield). 
1
H NMR (300 Hz, CDCl3, ppm): δ 9.09 (d, 2H), 7.15 (dd, 2H), 6.92 (d, 2H), 3.72 (t, 4H), 
1.67 (m, 4H), 1.35 (m, 12H), 0.47 (t, 4H), 0.08 (m, 36H), 0.01 (s, 6H). 
3-hexylthiophene (3-7). The reagent 1-bromohexane (66.6 g, 403.6 mmol) was added 
dropwise to a solution of ground magnesium turnings (8 g, 333.3 mmol) with a tip of 
iodine in 100 mL dry ethyl ether in an air-free 3-neck flask fitted with a condenser. Once 
the addition was over, the reaction mixture was heated to 45°C for two hours. The 
reaction mixture was then transferred to a 3-neck flask containing 3-bromothiophene 
(47.3 g, 290.2 mmol) and Ni(dppp)Cl2 (2.09 g, 3.9 mmol, 0.013 equiv)  in 200 mL dried 
ethyl ether. After addition, the brown solution was refluxed at 45 ºC overnight. Upon 
cooling to room temperature, 150 mL of H2O, 50 mL 0.1 M HCl  was added to the 
reaction, and the resulting mixture was filtered over coarse filter paper. The filtrate was 
extracted three times with 200 mL of diethyl ether. The combined organic layer was 




the organic layer was dried over MgSO4. After filtration, the solvent was removed by 
rotary evaporation to afford a brown oil that was purified by distillation. A colorless oil 
was obtained as pure product (20.24 g, 30% yield). 
1
H NMR (300 Hz, CDCl3, ppm): δ 
7.28 (dd, 1H), 7.00 (d, 2H), 2.70 (t, 2H), 1.70 (m, 2H), 1.36 (m, 6H), 0.98 (t, 3H). 
2-bromo-3-hexylthiophene (3-8). N-bromosuccinimide (NBS) (10.68 g, 60 mmol) was 
added in three portions over 45 min to a solution of 3-7 (10.10 g, 60 mmol) in 200 mL of 
dried DMF at 0°C kept in the dark. The mixture was stirred overnight at room 
temperature and poured into 1 L of water. The organic material was extracted with 
hexane (3×250 mL). The combined organic extracts were washed with water (200 mL) 
and brine (200 mL) and dried over anhydrous MgSO4. After filtration and removal of the 
solvent, the remaining organic material was passed through a silica plug using hexanes to 
give 6.21 g of compound 3-8, yield 41%. 
1
H NMR (300 Hz, CDCl3, ppm):  7.20 (d, 1H), 
6.80 (d, 1H), 2.55 (t, 2H), 1.59 (m, 2H), 1.28 (m, 6H), 0.91 (t, 3H). 
3,3''-dihexyl- 2,2':5',2''-terthiophene (3-9). In a dry schlenk flask with a stir bas, a 
mixture of  2,5-bis(trimethylstannyl)thiophene (1.85 g, 4.54 mmol), 3-8 (2.80 g, 11.34 
mmol), Pd2dba3 (207.0 mg, 0.23 mmol, 4.8% equiv), and P(o-tyl)3 (151.0 mg, 0.50 mmol, 
10.9% equiv) was deaerated three times with argon, and then toluene dried over MS (40 
mL) and freeze-pump-thawed for three cycles was added. The reaction mixture was set in 
an oil bath at 95°C overnight under argon. After cooling, the solvent was evaporated, and 
hexanes added to flask to precipitate out tin salts which were filtered out. After the 
solvent had been removed, the residue was purified by column chromatography with 






H NMR (300 Hz, CDCl3, ppm): δ 7.18 (d, 2H), 7.08 (s, 2H), 6.95 (d, 2H),  
2.81 (t, 4H), 1.67 (m, 4H), 1.33 (m, 12H), 0.98 (m, 6H). 
5,5''-Bis(trimethylstannyl)-3,3''-hexyl-2,2':5',2''-terthiophene (3-6). n-butyllithium 
(1.6 M in hexanes, 4.37 mL, 7.02 mmol) was added to a solution of compound 3-9 (1.33 
g, 3.19 mmol) in 30 mL of dry diethyl ether at-78°C. The mixture was maintained at this 
temperature for 30 min, warmed to room temperature for another 30 min, and then cooled 
back to -78°C. Trimethyltin chloride (1 M in THF, 7.02 mL, 7.02 mmol) was added at 
once. The mixture was stirred overnight at room temperature and poured into water for 
extraction with diethyl ether (3×50 mL). The combined organic layers were washed with 
brine (2×100 mL) and dried overMgSO4. After the solvent had been removed under 
reduced pressure, purification by HPLC (60:40 ACN:acetone) yields 0.98g of 3-6 (41% 
yield). 
1
H NMR (300 Hz, CDCl3, ppm): δ 7.06 (s, 2H), 7.02 (t, 2H), 2.81 (t, 4H), 1.68 (m, 
4H), 1.33 (m, 12H), 0.88 (t, 6H), 0.39 (m, 18H). 
General procedure for Stille polymerization for P[T-iI(HD)], P[T3(C6)-iI(HD)] and 
P[T3(C6)-iI(SiO)]: The dibrominated monomer (0.5 mmol, 1 equiv.), Pd2(dba)3 (15 mg) 
and P(o-tyl)3 (10 mg) were added to a flame-dried Schlenk flask which was then 
evacuated and backfilled with argon three times to dry the powders. The 
bis(trimethylstannyl) comonomer (0.5 mmol, 1 equiv) was dissolved in a dried separate 
vial in 5 mL of toluene, subsequently degassed with argon for one hour. The solution was 
then added to the Schlenk flask and the reaction mixture was stirred at 90 °C for 60 hours 
under argon, after which appropriate end-cappers (0.2 mmol) were added and allowed to 
react for another 3 hours. The reaction mixture was then cooled down to room 




act as a palladium scavenger. The reaction mixture was left stirring with the scavenger at 
room temperature for 3 hours, and then the mixture was precipitated in 100 mL of 
methanol and filtered through a 0.45 μm nylon filter. The dark solids were purified using 
a Soxhlet apparatus with methanol until the extracts appeared colorless. The polymers 
were then fractionated in the Soxhlet apparatus using acetone, hexanes, dichloromethane 
and chloroform fractions, which contained varying amounts of oligomers and polymer 
after complete extraction depending on the nature of the comonomer used. Concentration 
and reprecipitation in methanol allowed filtering the solids through a 0.45 μm nylon filter 
to afford the targeted polymer after complete drying in vacuo. 
Poly(2,5-thiophene-alt-N,N’-bis(2-hexyldecyl)-6,6’-isoindigo) P[T-iI(HD)]: Brown 
solid (344 mg, 86% CH2Cl2 fraction). Mn: 26.4 kDa, PDI: 2.1 (THF). Anal. Calcd for 
C52H74N2O2S C: 78.94, H: 9.43, N: 3.54, S: 4.05. Found C: 78.20, H: 9.48, N: 3.50, S: 
3.98. 
Poly(5,5”-3,3''-hexyl-2,2':5',2''-terthiophene-alt-N,N’-bis(2-hexyldecyl)-6,6’-
isoindigo) P[T3(C6)-iI(HD)]: Brown solid (457 mg, 90% chloroform fraction).  Mn: 
17.7 kDa, PDI: 3.7 (THF). Anal. Calcd for C72H102N2O2S3 C: 76.95, H: 9.15, N: 2.49, S: 
8.56. Found C: 76.66, H: 9.02, N: 2.52, S: 8.75. 
Poly(5,5”-3,3''-hexyl-2,2':5',2''-terthiophene-alt-N,N’-bis(6-(1,1,1,3,5,5,5-
heptamethyltrisiloxan-3-yl)hexyl)-6,6’-isoindigo) P[T3(C6)-iI(SiO)]: Brown solid 
(385 mg, 60% chloroform fraction).  Mn: 31.7 kDa, PDI: 2.2 (THF). Anal. Calcd for 






CHAPTER 4. POLYMER PACKING TO CONTROL THIN-FILM 
MORPHOLOGY 
Recently, polymer solubility has emerged as a determining factor in blends with 
fullerenes, impacting polymer fibril width in the solid state.
194
 In the Introduction, the 
solvent choice, along with the polymer design, has been described as having an impact on 
phase separation in polymer:fullerene blends. Scheme 4-1 gives an overview of donor 
polymer structures for fullerene-based OPVs along with their processing solvent and the 
qualitative phase separation achieved in thin films (red: phase separation ≥ 50 nm, green: 
phase separation < 50 nm). The solubility of the polymers is qualitatively determined 
based on the rigidity of the backbone, including the flexibility in the side-chain ordering 
via the bridging atom in these structures, and on the number of branching points on the 
side-chains.  
 
Scheme 4-1. Polymer structures reported in the literature and their processing conditions 
in blends with PC71BM for OPVs. Conditions leading to small phase separation with 





As expected, the use of o-dichlorobenzene (oDCB) rather than chlorobenzene (CB) 
promotes longer drying times and smaller phase separation; however some blends still 
exhibit large phase separation when cast from oDCB. Furthermore, the qualitative 
determination of polymer solubility does not explain the trends in phase separation as 
observed by atomic force microscopy in most cases. In order to fundamentally 
understand the structural parameters influencing polymer packing and phase separation in 
bulk heterojunction cells with fullerene derivatives, poly(terthiophene-alt-isoindigo) 
described in the previous chapter was chosen as the base structure, which can be 
modified by selecting various side chains. In this work, it was originally thought that 
polymer packing would be controlled mainly via the 2-hexyldecyl side-chains on the 
isoindigo units, and as such the side chains on the terthiophene units were modified to 
increase polymer solubility. After quantification of polymer solubility, the polymer 
packing and phase separation with PC71BM were investigated to highlight structure-
property relationships and processes leading to film formation. 
4.1. Synthesis of P[T3(R)-iI] Polymers 
A family of five different polymer stuctures was synthesized, keeping the same 
alternating units of terthiophene and isoindigo but modifying the solubilizing chain on the 
terthiophene unit. The choice of having the side chains on the 3,3”-positions was made to 
reduce possible steric hindrance with the neighboring phenyl ring.
159
 The synthesis of the 
terthiophene monomers was conducted by Kumada coupling to install the alkyl chains at 
the 3-position of the thiophene ring, followed by bromination with N-bromosuccinimide 
(NBS) at the 2-position, Stille coupling with 2,5-bis(trimethylstannyl)thiophene, and 




The polycondensation reactions were then carried out under Stille coupling conditions 
using Pd2dba3 and tri(o-tolyl)phosphine (P(o-tol)3) as the catalyst and ligand system, and 
left to react under inert atmosphere for 72 h. Finally, 2-(tributylstannyl)thiophene and 2-
bromothiophene were added to the reaction mixture to install thiophene end-groups on 
the polymer chains. Due to the similar structure of the end-groups compared to the 
polymer backbone, the presence of the end-cappers on the polymer structure could not be 
confirmed and as such are not shown in the polymer structures. 
 
Scheme 4-2. Synthesis of a family of terthiophene and isoindigo alternating polymers 
with varying side chains. a) Pd2dba3, P(o-tol)3, toluene, 95 °C. 
 
In order to remove Pd from the reaction mixture, a palladium scavenger was added 
prior to precipitation of the mixture in methanol. The polymer was isolated by filtration 
and then purified by Soxhlet extraction. Based on their solubility, C6, C8, C10, and C12 
were collected from the chloroform fraction; however, some lower molecular weight C12 
was collected from the dichloromethane fraction and due to its higher solubility, 2EH was 
collected in the hexanes fraction. It is important to note that the synthesis of P[T3(C6)-
iI(HD)] was conducted on two 1 gram scales. One batch was used for this study, and the 
second batch was used for the study described in Chapter 5. The purity of the polymers 
was determined by elemental analysis and their molecular weight was estimated against 
polystyrene standards using size exclusion chromatography at the Max Planck Institute 





The change in the side chain is thought to have an influence on the thermal properties 
of the polymer. Thermogravimetric analysis (TGA) under a nitrogen flow was used to 
evaluate the thermal stability of the polymers, which demonstrated decomposition 
temperatures (defined as 5 % mass loss) above 390 °C. Figure 4-1 demonstrates that 
differential scanning calorimetry on C6 at a rate of 10 °C/min shows no thermal 
transition between -60 °C and 250 °C for C6. In contrast, 2EH exhibits a melting peak at 
180 °C and crystallization peaks at 144 °C (shoulder) and 150 °C (peak) (Figure 4-1b). 
Previous studies have shown a melting transition for C8 at 289 °C.
160
 In order to see the 
melting peak of C6, the temperature range was increased to 375 °C with a scan rate 
increased to 20 °C/min in order to increase the sensitivity of the instrument to the glass 
transition of the polymer. Figure 4-1c shows the presence of a Tg around 60 °C and two 
melting points for C6 at 270 °C (shoulder) and 287 °C (peak). However, no 
crystallization peak is observed upon cooling, and the magnitude of the melting peaks is 
decreased in the subsequent cycle. The presence of the two crystallization peaks in 2EH 
and the two melting peaks in the C6 sample indicates the formation of two different 
polymorphs in these structures. 



















































































 C6, 2nd cycle
 C6, 3rd cycle




Figure 4-1. (a) TGA trace of the six polymers. (b) DSC analysis of C6 and 2EH at 10 
°C/min (third DSC scan showed), and (c) DSC analysis of the second and third cycle of 






4.2. Polymer Behavior in Solution - Quantification of Solubility 
To quantify the impact of the polymer structure on solubility, the amount of polymer 
soluble in oDCB was measured at room temperature by saturating an oDCB solution and 
removing insoluble material via a centrifuge. The absorption of the supernatant was 
compared to a calibration UV-vis-NIR curve in order to determine the amount of 
solubilized polymer. The calibration curves for C6 and 2EH are reported in Figure 4-
2.The results are summarized in Table 4-1 and show that solubility can be tuned by 
varying the length and branching of the side-chain, as well as by changing the molecular 
weight. The family of six polymers spans solubilities in oDCB ranging from 2 mg/mL to 
27 mg/mL at room temperature. 








 Absorbance at 659 nm











Equation y = a + b*x
Adj. R-Square 0.99953
Value Standard Error
Absorbance Intercept 0 --
Absorbance Slope 63.21825 0.51934
Slope = 63.2 mL/mg 
(a)
 



















 Absorbance at 634 nm
 Linear Fit of Absorbance
Equation y = a + b*x
Adj. R-Square 0.99897
Value Standard Error
Absorbance Intercept 0 --
Absorbance Slope 44.56969 0.47748
Slope = 44.6 mL/mg
 
Figure 4-2. Calibration curves of absorbance at 659 nm versus the concentration of C6 (a) 
and at 634 nm versus the concentration of 2EH (b) in oDCB. 
 
4.3. Optoelectronic Properties of the P[T3(R)-iI(HD)] Family 
It is expected that variations in the side-chains will have minimal impact on the 
absorption properties of P[T3(R)-iI], except in the case of 2EH, where previous work has 
shown that torsion along the backbone caused by steric hindrance from alkyl chains leads 
to an increased energy gap and increased ionization potential (IP).
296
 Here, UV-vis-NIR 
spectroscopy in Figure 4-3 shows overlap in the oDCB solution absorption of P[T3(R)-iI] 




that the conjugation length in solution is lower in 2EH compared to the other P[T3-iI] 
polymers. One hypothesis for this is the reduced orbital overlap due to increased torsion 
induced by the steric influence of the 2-ethylhexyl side chains.  
Considering the film absorption in Figure 4-3, 2EH exhibits a slight red shift in the 
solid state compared to solution (18 nm or 54 meV), indicating planarization of the 
polymer backbone. Indeed, the absorption maximum is 635 nm in solution and 653 nm in 
thin film. The other P[T3-iI] polymers do not exhibit significant planarization of their 
backbone when they transition from solution to the solid state (4 nm blue shift in the case 
of C6); however, the thin film absorption for these structures does show the appearance 
of a new aggregation peak around 700 nm. The blue shifted onset of absorption for 2EH 
compared to the other polymers remains in the solid state, indicating an increase in the 
optical energy gap as was previously reported in thiophene-based polymers. Furthermore, 
an increase in scattering (arrow in Figure 4-3b) can be observed going from 2EH to C6 
most likely due to an increase in film roughness with decreasing solubility. 


































































Figure 4-3. (a) Solution absorption spectra in oDCB, and (b) film absorption spectra of 
P[T3(R)-iI] polymers. 
 
These trends in the absorption spectra are further supported by the measurement of 




(Figure 4-4). The measurements were conducted on polymer thin films deposited on Pt 
electrodes in a 0.1 M TBAPF6 in acetonitrile electrolyte. Onsets of oxidation and 
reduction were determined relative to Fc/Fc
+
, and the estimates of ionization potential 
(IP) and electron affinity (EA) were calculated using 5.1 eV below vacuum as the 
potential of Fc/Fc
+ 
(assuming that the reorganization of the chains upon 
oxidation/reduction is similarly affected by the electrolyte solution for all polymers). As 
with other isoindigo-based polymers, the onset for reduction is determined to be around -
1.20 V against Fc/Fc
+
 with two reduction peaks being observed. This leads to an 
estimated EA of around 3.90 eV across this polymer series, on par with other reported 
isoindigo-based polymers.
151
 Little change is observed for polymers with linear chains 
with IP around 5.6 eV; however, the IP of 2EH is increased by 0.2 eV compared to the 
polymers with linear chains to 5.8 eV. This increase in IP with branched side-chains is 
expected to increase the open-circuit voltage in organic photovoltaic (OPV) devices. 





























































































































































Figure 4-4. CV and DPV versus Fc/Fc
+
 of (a) C6 and (b) 2EH on a Pt button electrode in 
0.1M TBAPF6 in acetonitrile. 
 
The structural characterizations along with optoelectronic properties are summarized 
in Table 4-1. The polymers exhibit around 0.1 eV difference in their fundamental versus 
optical energy gap, except in the case of C10, where the fundamental and optical gap are 




fundamental and optical gap stems from the exciton binding energy, thus pointing to the 
fact that excitons formed on 2EH are more tightly bound than in the polymers with linear 
chains.  
 
Table 4-1. Purity, Molecular Weight, Solubility, Electrochemical, and Optical Properties 












   




    








    
    g 
(eV) 
C6 0.3% 80/207, 2.6 2 ± 1 0.48/5.58 -1.17/3.93 1.65 1.57 
C8 0.3% 70/146, 2.1 10 ± 2 0.48/5.58 -1.20/3.90 1.68 1.57 

















41k 0.6% 41/103, 2.5 21 ± 5 0.45/5.55 -1.21/3.89 1.66 1.58 
2EH 0.4% 53/126, 2.4 27 ± 5 0.71/5.81 -1.17/3.93 1.88 1.60 
a
carbon elemental analysis % error 
b
molecular weight distribution estimated by GPC in 
1,2,4-trichlorobenzene (TCB) at 135 °C, 
c
solubility in oDCB , 
d
estimate of ionization 
potential and 
e





estimated from oxidation and reduction onsets in DPV trace, 
g
optical energy gap 
calculated from absorption onset of polymer films. 
 
4.4. Molecular Interactions by GIWAXS 
Grazing-incidence wide-angle X-ray scattering was used to measure the differences in 
polymer packing in the solid state. The polymers films were spun cast from a filtered 
oDCB solution onto a silicon wafer, and measured at the Stanford Synchrotron Radiation 
Lightsource (SSRL) as described in Chapter 2. After integration over a quadrant of the 
detector, line shape analysis was conducted using Gaussian functions to fit the scattering 
peaks – the peak positions are attributed to the (hkl) scattering planes and the full widths 
at half maximum (FWHM) give indications on the crystallinity of the scattering peak. 
The peaks which could be attributed to scattering planes of the polymer were considered 
crystalline (typically FWHM below 0.3 Å
-1
), and peaks with FWHM above 0.3 Å
-1
 were 




the ratio of the total area of crystalline peaks over the total scattering area. Information 
about the size of crystallites is contained within the width of the diffraction peaks, and the 
coherence length was calculated using the Scherrer equation. However, this is an 
approximation in the case of polymers, where disorder also impacts the width of the 
diffraction peak and is difficult to de-correlate from finite crystal sizes.
176
 Finally, the 
orientation of the crystallites versus the substrate was calculated through the Hermann 
orientation factor. All these methods were described in Chapter 2. 
 Figure 4-5 summarizes the data obtained on the as-cast films. A first observation is 
the mixed organization of the polymer chains relative to the substrate. Films of P[T3(R)-
iI] with C8 and C12 reveal features in the pattern characteristic of face-on and edge-on 
arrangement, as discussed in Chapter 3. The edge-on orientation is indicated by out-of-
plane (h00) reflections related to the layer structure, while a broad wide-angle scattering 
intensity also located out-of-plane of the pattern suggests a face-on population. A 
coexistence of both organization fractions is not untypical and has been reported for 
several high performance polymers, and can be explained by the different interactions at 
the polymer:silicon interface, in the bulk and at the polymer:air interface. P[T3(C6)-iI] 
exposes even a 3
rd
 population with a (010) peak titled at a 30° angle, although the 
orientation of the (100) peak is mainly around the qz axis, with little distribution of its 
orientation. Furthermore P[T3(C10)-iI] assembles mainly in edge-on layers with some 
face-on population, similarly to the other polymer films. However, the order within the 






Figure 4-5. GIWAXS images in as-cast films of P[T3(R)-iI] from oDCB. 
 
P[T3(2EH)-iI] exhibits a striking difference in terms of out-of-plane (h00) reflections, 
and it is thought that there is a higher population of chains in a face-on orientation for this 
polymer compared to the polymers with linear chains. Chen et al.
196,317
 and Zhang et al.
93
 
have hypothesized that (100) alkyl-terminated planes will interact more favorably with 
the low energy SiO2 surface on the silicon wafer than the π-terminated (010) planes, 
leading to edge-on orientation being more  thermodynamically stable. This hypothesis is 
consistent with the observation that thermal annealing leads to a drastic change in 
polymer backbone orientation from mainly face-on to mainly edge-on after 
reorganization from the melt.
216
 As such, one explanation for the face-on orientation in 
thin films of 2EH is the increase in bulky side-chains leading to increased solubility and 
hindering π-stacking, which slows down ordering and yields increased dispersion 




high density of branched alkyl side-chains.
93
 Moreover, polymers with linear alkyl chains 
show increased order in as-cast thin films, with higher order (h00) diffraction peaks at 
higher qz values. By comparison, 2EH films containing more twisted backbones due to 
the bulkier 2EH side-chain show less ordered packing structures, which in turn can 
explain the lack of aggregation peaks in the solid-state UV-visible spectrum of 2EH.  
SSRL offers the capability of in-situ annealing under a helium atmosphere, and 
Figure 4-6 summarizes the GIWAXS data obtained on the same films after in situ 
annealing at 200 °C for 10 min. A first observation is the increase in polymer ordering 
with higher order (h00) peaks being observed in all systems. In particular 2EH was 
annealed past its melting temperature of 180 °C, and exhibits very crystalline peaks. 
 






Peak assignments were based on the observed transitions as the sample was heated to 
200 °C and cooled to 40 °C. An example is given in Figure 4-7 of the changes in 
scattering of a C6 thin film with thermal annealing. As the temperature is increased, the 
peak intensities decrease, indicating loss of ordering in the film and the possibility for the 
chains to reorganize to a more thermodynamically favored packing structure. Based on 
the DSC data, it is expected that these polymers can achieve different ordered structures. 
The fact that these polymers are polymorph i.e. with two possible crystalline structures 
can explain the presence of peaks that cannot be assigned to (hkl) planes in a 
straightforward manner.  




























 C6, 25C    C6, 210C
 C6, 100C  C6, cool 150C
 C6, 150C  C6, cool 100C





























































Figure 4-7. (a) qxy and (b) qz line integrations as a function of sample temperature. The 
inset in (b) focuses on higher qz peaks. The arrows labeled (1) indicate transitions as the 
films are heated, and (2) as they are cooled. 
  
In these polymer thin films, thermal annealing leads to an  increase in the more 
thermodynamically favored edge-on population.
216
 The orientation of the polymer chain-
to-chain direction is quantified by the Herman orientation factor (HOF) for the (100) 
peak and is reported in Table 4-2. The HOF quantifies the extent of orientation of the 
polymer chains relative to the substrate, (h00) peaks strictly along qz leading to a HOF of 




lead to a HOF of zero. A HOF of 0.5 as is the case here points to a majority of the 
population having chain-to-chain packing out-of-plane (i.e. π-stacking edge-on) with 
some chains having chain-to-chain packing in plane (i.e. π-stacking face-one). Beyond 
having an impact on crystallite orientation, thermal annealing also impacts coherence 
length, Lc, and crystallinity in the thin films. Generally, thermal annealing yields longer 
chain-to-chain d distances and shorter π-π distances, suggesting that the alkyl side-chains 
are extending away from the polymer backbones and that the backbones are in closer 
contact after annealing. The size of the crystals in the chain-to-chain direction also 
increases with thermal annealing, with crystallites being extended by two to three 
polymer chains on average. The percent crystallinity of the thin films is also increased 
with thermal annealing, but to different extents with different polymer structures.  
 
Table 4-2. Backbone-to-backbone π and chain-to-chain d distances determined from 
polymer thin film GIWAXS and their corresponding coherence length, along with film 
crystallinity and HOF for the (100) peak. 



















C6 4.1 18 105 60 3.7 57 19 129 0.5 64 
C8 4.2 19 122 48 3.7 61 20 158 0.5 58 
C10 4.2 20 125 19 3.8 42 20 167 0.5 54 
C12, 65k 4.3 21 113 45 3.7 55 22 205 0.5 56 
C12, 41k 4.3 21 116 40 / / 22 207 0.5 42 
2EH 4.1 17 152 42 4.2 / 18 202 0.6 61 
 
Interestingly, the higher molecular weight C12, 65k polymer leads to apparently more 
crystalline and ordered films that C12, 41k. This can be explained both by an increased 
number of chain ends in C12, 41k films compared to C12, 65k films, which can act as 
defects and interrupt the formation of polymer crystallites, and an increased PDI in the 




thermal annealing on polymer packing in thin films is also expected to influence charge 
carrier mobilities in OFET devices.  
To verify our assumptions for peak assignment in the GIWAXS data, 2DWAXS was 
obtained on extruded polymer fibers annealed at 200 °C. 2DWAXS analysis investigates 
bulk structural organization and highlights the fact that P[T3(R)-iI] polymers assemble in 
chain-to-chain structures oriented in the extrusion direction as shown by scattering in the 
equatorial direction with both chain-to-chain and π-stacks oriented perpendicular to the 
extrusion direction. Similarly to the GIWAXS data, the 2EH is melted at 200 °C and as 
such exhibits diffuse rings compared to the other polymers. The characteristic distances 
were determined from line integration along the equatorial direction, and the data is 
summarized in Table 4-3. In general, after annealing at 200 °C, the packing distances in 
the bulk are slightly lower than what is observed in thin films annealed at the same 
temperature, and could be due to the strain of the extrusion process or to the lack of 
influence of a substrate on polymer packing. 
 
Table 4-3. π-stacking π and chain-to-chain d distances (left) estimated from line 
integration of equatorial peaks in the 2DWAXS data (right). 











C6 3.9 19 3.7 19 
C8 4.0 20 3.8 21 
C10 4.0 22 3.8 22 
C12 
65k 
3.9 24 3.9 24 
C12 
41k 
4.0 24 3.8 24 
2EH 4.2 19 4.2 19 
 
Interestingly, both the GIWAXS and 2DWAXS data show a doubling of the (100) 




challenging to understand as no further peak splitting is observed for the higher order 
peaks. However, similar splitting of the (100) diffraction peaks was observed by Rogers 
et al.
318
 in PCDTBT films and was attributed to two different crystal structures. Overall, 
from this structural data, it is concluded that polymers with linear chains on the 
terthiophene unit exhibit increased ordering in thin films compared to 2EH. 
     








































Figure 4-8. (a) GIWAXS plot of C12 65k film focusing on (100) and (b) 2DWAXS 
equatorial integration plot of C12 high extruded fibers at RT and annealed at 120 °C and 
200 °C. 
 
4.5. Charge Transport in OFET devices 
In order to probe the effect of side-chains on packing and charge transport, bottom-
gate/bottom-contact OFET devices were fabricated on heavily p-doped silicon wafers 
covered with hexamethyldisilazane- (HMDS) modified SiO2. Gold electrodes were 
patterned to form 10 µm long and 700 µm wide channels. The polymer layers were drop-
cast from a solution at 4.4 mg/mL in oDCB at 120 °C onto the substrate maintained at 
120 °C, and subsequently annealed at 120 °C for 1 h. It is important to note the difference 
in processing between the films used to obtain GIWAXS data and the active films in 
OFET devices. Table 4-4 summarizes the OFET performance obtained across the 






Table 4-4. Hole µh and electron µe OFET mobility, and OFET threshold voltage VT after 






















C6 26.0 -20 4.0 49 
C8  7.0 -25 - - 
C10 23.0 -20 4.0 43 
C12, 65k 28.0 -23 0.1 34 
C12, 41k 2.0 -25 0.1 44 
2EH 4.0 -19 1.4 60 
 
A first observation is that all polymers exhibit ambipolar transport, except for C8. In 
general, electron mobility is one to two orders of magnitude lower than hole mobility, 
except in the case of 2EH where the hole and electron mobility are 4.0 x 10
-3









 respectively. In the case of C8, only hole carrier mobility is observed, 
which is different from a previous report on the same polymer structure where C8 is 












in thin films spun-cast from chloroform and annealed at 170 °C.
160
 











, showing little influence of the length of the side-chain 
on the hole mobility. However, comparison of the two fractions of P[T3(C12)-iI] 
highlights an increase by an order of magnitude when the higher molecular weight 








 for the lower 
molecular weight polymer. This increase in hole mobility with increasing molecular 
weight has been observed previously,
207
 and this work reinforces the importance of 









devices fabricated with 2EH.  Finally, thermal annealing plays a crucial role in 




after thermal annealing at 120 °C, which is consistent with the increased order within the 
lamellar stacks with thermal annealing as depicted in the GIWAXS images. 
4.6. Photovoltaic Devices 
The photovoltaic properties of the six polymers were examined in BHJ devices with 
(6,6)-phenyl-C71-butyric acid methyl ester (PC71BM) as the electron acceptor. All solar 
cell devices were fabricated and tested under inert atmosphere and photocurrent was 
measured under simulated AM 1.5G solar illumination at an irradiation intensity of 
100mW cm
-2
. Blends of polymer:PC71BM at a 1:1.5 ratio were spun-cast from oDCB 
solutions (without any solvent additives such as DIO) at 80 °C onto PEDOT:PSS (30 nm) 
coated ITO glass, and layers of calcium (10 nm) and aluminum (80 nm) were sequentially 
deposited on top of the active layer to form the cathode. The devices were not optimized 
but rather fabricated in the same fashion, tuning film thickness to achieve comparable 
light absorption for direct comparison of the effect of the side-chain and molecular 
weight on BHJ device parameters.  
Devices fabricated from C6 and C8 reach average power conversion efficiencies (PCE) 
of 5.1% and 5.2% respectively (Table 4-5), in agreement with previously reported OPV 
devices prepared without additives.
159
 Compared to other P[T3(R)-iI] polymers, the 
increased short-circuit current (Jsc) and fill factor (FF) leads to these higher efficiencies in 
C6 and C8. In particular, the FF decreases with increasing length of the alkyl chain, 





























C6 2 11.2 12.3 ± 0.4 0.69 ± 0.01 58 ± 1 5.1 ± 0.1 94 ± 5 
C8 10 11.3 12.7 ± 0.3 0.70 ± 0.02 57 ± 5 5.2 ± 0.4 105 ± 6 
C10 12 10.6 11.6 ± 0.4 0.63 ± 0.01 54 ± 1 4.1 ± 0.1 113 ± 12 
C12 65k 12 10.6 11.3 ± 0.4 0.66 ± 0.00 52 ± 1 4.0 ± 0.1 113 ± 5 
C12 41k 21 9.8 11.0 ± 0.4 0.69 ± 0.01 51 ± 1 4.0 ± 0.1 120 ± 2 
2EH 27 0.7 0.8 ± 0.1 0.88 ± 0.01 58 ± 3 0.3 ± 0.0 99 ± 12 
Statistical data for each polymer was obtained from 12 cells over two separate devices.  
 
As shown in the device current density vs. voltage (J-V) curves and incident photon-
to-current efficiency (IPCE) (Figure 4-9), the most drastic change is obtained when the 
polymer backbone is fully functionalized with branched side-chains, leading to increased 
open-circuit voltage (Voc), but an order of magnitude lower Jsc. The change in Voc is 
probably related to the higher ionization potential of 2EH compared to the n-alkyl 
derivatives.
296
 A first hypothesis for the low Jsc could be the low hole mobility measured 
in OFET devices; however low molecular weight C12 polymer has a hole mobility of the 
same order of magnitude but one order of magnitude higher Jsc. In order to understand the 
origin of the low Jsc in 2EH:PC71BM devices, differences in phase separation were 
investigated. 
























































































Figure 4-9. (a) J-V curves of P[T3(R)-iI]:PC71BM blends spun cast from oDCB, (b) the 







4.7. Morphology Control via Polymer Structure 
Atomic force microscopy (AFM) was employed to image the surface of the active 
layer to determine the active layer topology in polymer:PC71BM thin films. It is expected 
that varying the side-chain length will influence polymer solubility with fullerene 
derivatives and phase separation. As seen in Figure 4-10, all films based on polymers 
with linear side-chains on the terthiophene unit exhibit features on the order of 20 nm in 
width. In these films, the root-mean-square (rms) roughness is determined to be between 
2.5 nm and 4.7 nm with little correlation between polymer structure and roughness.   
In the case of 2EH:PC71BM blends large domains protruding from the surface are 
formed, leading to an increased rms roughness of 7.0 nm. It is hypothesized that the 2EH 
AFM image shows islands of PC71BM that are encapsulated by a polymer layer as was 
seen in MDMO-PPV blends
319
 and in blends of other highly soluble polymers with 
PC71BM.
305,320
 The striking difference in phase separation between 2EH and the other 
five polymers supports the decrease in photocurrent of the 2EH:PC71BM solar cells. 
Interestingly, the solubility of the polymers, whether influenced by the length of the side-
chains or the molecular weight does not seems to have a drastic impact on the surface 
topology. Moreover, the torsion induced by the branched 2-ethylhexyl side-chain has a 
greater influence than polymer solubility alone. 
 
Figure 4-10. AFM height images of polymer:PC71BM 1:1.5 blends spun cast from 
oDCB. (scan size: 2×2 µm
2





At the nanometer scale, GIWAXS on the polymer:fullerene thin films deposited on 
PEDOT:PSS shows similar  packing, as presented  in Figure 4-11. The PC71BM 
scattering ring can be seen at q values around 1.3-1.4 Å
-1
, in addition to the scattering 
peaks from polymer crystallites. A higher order (200) peak can be seen in all GIWAXS 
images, except that of 2EH:PC71BM blends, which is what was observed in Figure 4-5 in 
as-cast polymer thin films. Overall, scattering from polymer:PC71BM blends is similar to 
what is observed in as-cast polymer films, with the PC71BM scattering ring drowning out 




Figure 4-11. GIWAXS of P[T3(R)-iI]:PC71BM blends spun cast from oDCB onto 
PEDOT:PSS-covered silicon wafers. 
 
The chain-to-chain distances d of polymer crystallites in blends with PC71BM is 
comparable to the lamellar distances in the pure polymer films, showing little disruption 
of the crystalline regions of the polymer domains by PC71BM (Table 4-6). Quantitatively, 
the coherence length of the (100) peak along the qz axis (Lc, d) is only slightly increased 
upon addition of PC71BM. As such, the OPV device characteristics are predominantly 




Table 4-6. Chain-to-chain distances d and their corresponding coherence length 
determined from pristine polymer films and polymer:PC71BM blends GIWAXS. 












# chains in 
lamella 
C6 18 105 6 18 113 6 
C8 19 122 6 18 125 7 
C10 20 125 6 20 130 7 
C12, 65k 21 113 5 21 121 6 
C12, 41k 21 116 6 21 121 6 
2EH 17 152 9 17 175 10 
 
4.8. Parameters Influencing Polymer:Fullerene Phase Separation 
The low impact of PC71BM on the polymer packing observed via GIWAXS in 
polymer fullerene blends seems to indicate that polymer ordering is not disturbed during 
film formation in the blends. The fact that small features are observed under AFM in the 
case of the polymers with linear chains, regardless of their solubility, but not in the case 
of 2EH points to backbone twisting as the main parameter leading to the formation of 
larger PC71BM domains. Mechanistically, it is hypothesized that when π-interactions 
between polymer chains are possible, fibrillar networks can be formed and drive phase 
separation. In the case of a twisted polymer backbone like P[T3(2EH)-iI], these 
interchain interactions are limited. Two processes can then occur to explain the large 
phase separation based on the relative solubilites of 2EH (27 mg/mL) and PC71BM (70 
mg/mL) in oDCB: i) both the polymer and fullerene remain in solution and lead to liquid-
liquid demixing prior to any fibril formation, or ii) the polymer begins aggregating in 
solution, leading to poorly ordered domains, further growth of the fullerene aggregates, 






4.9. Synthetic Details 
 
Scheme 4-3. Synthesis of stannylated terthiophene monomers. 
 
Representative procedures for the synthesis of monomer 4. To note, for structure with 
chains longer than n-octyl, the compounds were purified by column chromatography 
using as hexanes the eluent, as opposed to distillation. 
3-hexylthiophene (1-C6): The reagent 1-bromohexane (66.6 g, 403.6 mmol) was added 
dropwise to a solution of ground magnesium turnings (8 g, 333.3 mmol) with a spatula 
tip of iodine in 100 mL dry ethyl ether in an air-free 3-neck flask fitted with a condenser. 
Once the addition was over, the reaction mixture was heated to 45°C for two hours. The 
reaction mixture was then transferred to a 3-neck flask containing 3-bromothiophene 
(47.3 g, 290.2 mmol) and Ni(dppp)Cl2 (2.09 g, 3.9 mmol, 0.013 equiv)  in 200 mL dried 
ethyl ether. After addition, the brown solution was refluxed at 45 ºC overnight. Upon 
cooling to room temperature, 150 mL of H2O and 50 mL 0.1 M HCl were added to the 
reaction and the resulting mixture was filtered over coarse filter paper. The filtrate was 
extracted three times with 200 mL of diethyl ether. The combined organic layer was 
washed once with NaHCO3, thrice with 200 mL of H2O, once with 100 mL of brine, and 
the organic layer was dried over MgSO4. After filtration, the solvent was removed by 
rotary evaporation to afford a brown oil that was purified by distillation. A colorless oil 
was obtained as pure product (20.24 g, 30% yield). 1H NMR (300 MHz, CDCl3, ppm): δ 




Other 3-alkylthiophenes were obtained, and their corresponding NMR data is reported 
below: 
3-octylthiophene (1-C8): 37% yield. 1H NMR: 7.25 (dd, 1H), 6.95 (m, 2H), 2.65 (t, 2H), 
1.62 (m, 2H), 1.30 (m, 10H), 0.91 (t, 3H). 
3-decylthiophene (1-C10): 40% yield. 1H NMR: 7.25 (dd, 1H), 6.95 (m, 2H), 2.65 (t, 
2H), 1.62 (m, 2H), 1.30 (m, 14H), 0.91 (t, 3H). 
3-dodecylthiophene (1-C12): 41% yield. 1H NMR: 7.25 (dd, 1H), 6.97 (m, 2H), 2.66 (t, 
2H), 1.63 (m, 2H), 1.31 (m, 18H), 0.93 (t, 3H). 
3-(2-ethylhexyl)thiophene (1-2EH): 71% yield. 1H NMR: 7.26 (dd, 1H), 7.00 (m, 2H), 
2.64 (d, 2H), 1.62 (m, 1H), 1.36 (m, 8H), 0.99 (m, 6H). 
 
2-Bromo-3-hexylthiophenes (2-C6): N-bromosuccinimide (NBS) (10.68 g, 60 mmol) 
was added in three portions over 45 min to a solution of 1 (10.10 g, 60 mmol) in 200 mL 
of dried DMF at 0 °C kept in the dark. The mixture was stirred overnight at room 
temperature and poured into 1 L of water. The organic material was extracted with 
hexane (3 × 250 mL). The combined organic extracts were washed with DI water (200 
mL) and brine (200 mL) and dried over anhydrous MgSO4. After filtration and removal 
of the solvent, the remaining organic material was passed through a silica plug using 
hexanes to give 6.21 g of compound 2 (41% yield). 1H NMR (300 MHz, CDCl3, ppm):  
7.20 (d, 1H), 6.80 (d, 1H), 2.55 (t, 2H), 1.59 (m, 2H), 1.28 (m, 6H), 0.91 (t, 3H). 
2-bromo-3-octylthiophene (2-C8): 78% yield. 1H NMR: 7.18 (d, 1H), 6.80 (d, 1H), 




2-bromo-3-decylthiophene (2-C10): N-bromosuccinimide (NBS) (6.4 g, 35.6 mmol) 
was added in three portions over 45 min to a solution of 1 (8 g, 35.6 mmol) in 15 mL of 
dried CHCl3 and 15 ml of glacial acetic acid at 0 °C kept in the dark. The mixture was 
stirred overnight at room temperature and poured into 1 L of water. The organic material 
was extracted with DCM (3 × 150 mL). The combined organic extracts were washed with 
DI water (200 mL) and brine (200 mL), and dried over anhydrous MgSO4. After filtration 
and removal of the solvent, the remaining organic material was passed through a silica 
plug using hexanes to give compound 2 (56% yield). 1H NMR (300 MHz, CDCl3, ppm): 
7.20 (d, 1H), 6.81 (d, 1H), 2.60 (t, 2H), 1.59 (m, 2H), 1.34 (m, 14H), 0.93 (t, 3H). 
2-bromo-3-dodecylthiophene (2-C12): 50% yield. 1H NMR: 7.20 (d, 1H), 6.81 (d, 1H), 
2.60 (t, 2H), 1.59 (m, 2H), 1.34 (m, 18H), 0.93 (t, 3H). 
2-bromo-3-(2-ethylhexyl)thiophene (2-2EH) : 38% yield. 1H NMR: 7.18 (d, 1H), 6.78 
(d, 1H), 2.52 (d, 2H), 1.62 (m, 1H), 1.31 (m, 8H), 0.90 (t, 6H) 
 
3,3''-dihexyl- 2,2':5',2''-terthiophene (3-C6). In a dry schlenk flask with a stir bar, a 
mixture of  2,5-bis(trimethylstannyl)thiophene (1.85 g, 4.54 mmol), 2 (2.80 g, 11.34 
mmol, 2.5 equiv), Pd2dba3 (207.0 mg, 0.23 mmol, 4.8% equiv), and P(o-tol)3 (151.0 mg, 
0.50 mmol, 10.9% equiv) was deaerated three times with argon, and then toluene (40 
mL), dried over MS and freeze-pump-thawed for three cycles, was added. The reaction 
mixture was set in an oil bath at 95 °C overnight under argon. After cooling, the solvent 
was evaporated, and hexanes added to flask to precipitate out tin salts which were filtered 
out. After the solvent had been removed, the residue was purified by column 




of 70% (1.33 g, 3.19 mmol). 1H NMR: 7.18 (d, 2H), 7.08 (s, 2H), 6.95 (d, 2H), 2.81 (t, 
4H), 1.67 (m, 4H), 1.33 (m, 12H), 0.98 (m, 6H).  
3,3''-dioctyl-2,2':5',2''-terthiophene (3-C8):  80% yield. 1H NMR: 7.18 (d, 2H), 7.08 
(s, 2H), 6.95 (d, 2H), 2.81 (t, 4H), 1.67 (m, 4H), 1.30 (m, 20H), 0.91 (m, 6H).  
3,3''-didecyl-2,2':5',2''-terthiophene (3-C10): 99% yield. 1H NMR: 7.18 (d, 2H), 7.08 
(s, 2H), 6.95 (d, 2H), 2.81 (t, 4H), 1.68 (m, 4H), 1.29 (m, 28H), 0.91 (m, 6H).  
3,3''-didodecyl-2,2':5',2''-terthiophene (3-C12): 82% yield. 1H NMR: 7.18 (d, 2H), 
7.05 (s, 2H), 6.95 (d, 2H), 2.78 (t, 4H), 1.65 (m, 4H), 1.25 (m, 36H), 0.88 (m, 6H). 
3,3''-di(2-ethylhexyl)-2,2':5',2''-terthiophene (3-2EH) : 66% yield. 1H NMR: 7.19 (d, 
2H), 7.05 (s, 2H), 6.92 (d, 2H), 2.76 (d, 4H), 1.67 (m, 2H), 1.33 (m, 16H), 0.87 (m, 12H). 
 
5,5''-Bis(trimethylstannyl)-3,3''-hexyl-2,2':5',2''-terthiophene (4-C6). n-butyllithium 
(1.6 M in hexanes, 4.37 mL, 7.02 mmol) was added to a solution of 3 (1.33 g, 3.19 mmol) 
in 30 mL of dry diethyl ether at -78 °C. The mixture was maintained at this temperature 
for 30 min, warmed to room temperature for another 30 min, and then cooled back to -78 
°C. Trimethyltin chloride (1 M in THF, 7.02 mL, 7.02 mmol) was added at once. The 
mixture was stirred overnight at room temperature and poured into water for extraction 
with diethyl ether (3 × 50 mL). The combined organic layers were washed with brine (2 × 
100 mL) and dried overMgSO4. After the solvent had been removed under reduced 
pressure, purification by HPLC (60:40 ACN:acetone) yields 0.98 g of 4 (41% yield). 1H 
NMR: 7.04 (s, 2H), 7.00 (t, 2H), 2.79 (t, 4H), 1.66 (m, 4H), 1.33 (m, 12H), 0.89 (t, 6H), 




5,5''-Bis(trimethylstannyl)-3,3''-octyl-2,2':5',2''-terthiophene (4-C8): 513 mg, 56% 
yield. 1H NMR: 7.05 (s, 2H), 7.02 (t, 2H), 2.81 (t, 4H), 1.65 (m, 4H), 1.29 (m, 20H), 0.89 
(t, 6H), 0.39 (m, 18H). 
5,5''-Bis(trimethylstannyl)-3,3''-decyl-2,2':5',2''-terthiophene (4-C10) : 51% yield. 
1H NMR: 7.18 (s, 2H), 7.16 (t, 2H), 2.96 (t, 4H), 1.83 (m, 4H), 1.42 (m, 28H), 1.03 (t, 
6H), 0.53 (m, 18H). 
5,5''-Bis(trimethylstannyl)-3,3''-dodecyl-2,2':5',2''-terthiophene (4-C12): 969 mg, 
53% yield. 1H NMR: 7.03 (s, 2H), 6.95 (t, 2H), 2.78 (d, 4H), 1.65 (m, 4H), 1.25 (m, 
32H), 0.87 (t, 6H), 0.37 (m, 18H). 
5,5''-Bis(trimethylstannyl)-3,3''-(2-ethylhexyl)-2,2':5',2''-terthiophene (4-2EH) : 928 
mg, 59% yield. 1H NMR: 7.02 (s, 2H), 6.95 (t, 2H), 2.72 (d, 4H), 1.66 (m, 2H), 1.31 (m, 
16H), 0.84 (m, 12H), 0.37 (m, 18H). 
 
General Stille polycondensation procedure (C8): In a dry schlenk tube with a stir bar, a 
mixture of 5,5''-bis(trimethylstannyl)-3,3''-octyl-2,2':5',2''-terthiophene (406 mg, 0.5 
mmol), 6,6’-dibromoisoindigo (442 mg,0.5 mmol), Pd2dba3 (18.0 mg, 4% equiv), and 
P(o-tol)3 (10.0 mg, 6.6% equiv) was deoxygenated three times and refilled with argon, 
and then toluene dried over MS (5 mL) and freeze-pump-thawed for five cycles was 
added. The reaction mixture was set in an oil bath at 95°C overnight under argon. After 
cooling to room temperature, a spatula tip of diethyldithiocarbamic acid 
diethylammonium salt was added to the mixture and stirred for 3 hours. The mixture was 
precipitated into methanol (300 mL). The precipitate was filtered through a filtration 
apparatus, set in a cellulose thimble, and purified via Soxhlet extraction for 12 hours with 




extracted with chloroform, concentrated by evaporation, and then precipitated into 
methanol. The collected polymer was a shiny brown solid (578 mg, 96%). 
C6: 978 mg, 87% yield (chloroform fraction). 
C10: 800 mg, 67% yield (chloroform fraction), 88% yield overall (chloroform and 
dichloromethane fractions). 
C12, 65k: 376 mg, 58% (chloroform fraction). 
C12, 41k: 265 mg, 41% (dichloromethane fraction), 99% yield overall. 





CHAPTER 5. IMPACT OF POLYMER AND PROCESSING ADDITIVE 
STRUCTURES ON MORPHOLOGY IN POLYMER-BASED THIN-
FILMS 
Chapter 4 has discussed the impact of polymer structure on polymer packing and 
phase separation in blends with PC71BM. Besides choosing the appropriate side-chains 
for polymer solubility and morphology control, processing additives, or solvent additives, 
have been used to further tune the phase separation in bulk heterojunction devices with 
fullerene derivatives. Peet et al.
231
 first discovered an increase in power conversion 
efficiency in PCDTBT:PC71BM devices when 2%v 1,8-octanedithiol (ODT) was added 
to the coating solution. The authors further studied the impact of ODT on film 
morphology by measuring the film absorbance as it is drying using of UV-vis-NIR 
spectroscopy, and discussed the possibility for amorphous PCDTBT polymer chains to 
either planarize or form aggregates while remaining mobile as the film dries with ODT 
until a threshold viscosity is reached and locks in the phase separation.
321
 In-situ X-ray 
scattering studies further demonstrated that ODT induced nucleation of polymer 
crystallite within 2 min of solution deposition, which was not seen when the blends were 
cast from chlorobenzene (CB) alone. Interestingly, the same crystallite formation could 
not be obtained in the PCDTBT:PC71BM system by thermal annealing. It was 
hypothesized that ODT reduces the barrier for nucleation
232
 and/or selectively solubilizes 
fullerene derivatives and extracts fullerenes from mixed domains to form more pure 
domains.
322
 Building up on this initial research, other processing additives were 
uncovered for control of phase separation such as 1,8-diiodooctane (DIO), 1-




to reduce the glass transition temperature (Tg) of polyvinylchloride for example, and as 
such the effect of processing additives on liquid-solid polymer transitions can be 
hypothesized to be linked either to plasticization and vitrification or gelation of the 
polymer chains by modifying polymer-polymer interactions. Vitrification is associated to 
solidification of a polymer as it transitions to temperatures below its glass transition 
temperature; this has been discussed by Richter et al.
177
 in the context of CN and ODT 
processing additives for OPVs. Using vitrification as the main mechanism for film 
formation, it is hypothesized that ODT and CN either act as plasticizers to the polymer 
chains to lower their Tg, facilitating ordering prior to solidification and/or removes the 
higher Tg fullerene derivatives from the amorphous domains of the polymer, again 
reducing the overall Tg and facilitating ordering. On the other hand, if polymer crystallites 
are formed in solution prior to deposition, the solidification process involving the 
polymer chains can be regarded as gelation through previously established physical 
crosslinks. This effect was discussed by Schmidt et al.
233
 in solutions of a 
diketopyrrolopyrrole-based polymer in chlorobenzene with and without CN. Indeed, the 
authors find that CN induces lamellar ordering within the polymer aggregates in solution, 
which can act as nucleating sites for polymer crystallite formation. In this chapter, the 
impact of both polymer and additive structure is discussed as it relates to the mechanisms 
for films formation in polymer:fullerene blends. 
5.1. Choice of Polymers and Processing Additives 
Aliphatic and aromatic additives with various functionalities (shown in Figure 5-1) 
were selected in order to study the impact of different interactions (van der Waals, 




and on their phase separation. The processing additives chosen for this study were based 
on commonly used processing additives such as DIO, ODT, NB and CN, and investigated 
changes in functionality and length of the aliphatic and aromatic structures. Non-
functional HD and mono-functional IO were selected to investigate the impact of the 
iodine functionality, and DIH was chosen to study the impact of alkyl chain length 
compared to DIO. To investigate the impact of hydrogen bonding, TEG and DEG-DBE 
were selected and compared to ODT. 
 
Scheme 5-1. Structures of P1 and P2, along with the investigated processing additives. 
 
The use of Hansen solubility parameters (HSP) to predict solubility has been used in 
the context of small molecules,
187,291,323
 and can be extended to understand solubility of 
polymers in the processing additives (Table 5-1). Based on dispersive (δD), polar (δP) and 
hydrogen-bonding (δH) interactions, either obtained from the literature
187,291,323
 or 
calculated using group contributions,
130
 the distance between two compounds in the 
Hansen solubility space (Ra) can be calculated following equation 5-1: 
   √ (       )  (       )  (       )   (5-1) 
where larger Ra values indicate that the compounds are further apart in the Hansen 




compounds. Literature reports on the solubility of polymers and fullerene derivatives in 
the various solvents are used to correlate Ra values to experimentally determined 
solubility values. The studied additives were selected based on their chemical structure 
compared to previously highlighted additives such as ODT, DIO and CN. ODT and DIO 
are both thought to selectively solubilize fullerene derivatives in polymer:fullerene 
blends, and NB is also shown to be a selective solvent for fullerenes.
324
 The aromatic 
structure of NB would be considered to lead to good solubility of the polymer in this 
solvent; however, the larger dipole induced by the nitro group possibly leads to a 
decrease solvent quality for the non-polar polymers. Aromatic additives, such as oDCB, 
TCB, MN and CN, which are good solvents for both the polymer and fullerene 
components,
177
 were also investigated to study the impact of the chlorine functionality on 
phase separation. Table 5-1 highlights the strength of the HSP to predict solubility, with 
polymers being more soluble in solvents with Ra<5 and PC71BM being more soluble in 
solvents with Ra<6.5. However, there are some limits to the HSP, as illustrated by IO and 
DIO. Indeed, the two molecules have similar HSP and Ra but lead to different PC71BM 
solubility. 
Beyond investigating the structural impact of processing additives, two polymer 
structures were chosen to investigate the mechanism for phase separation control in two 
cases: i) when the polymer demonstrates thermodynamic propensity to order, and ii) 
when ordering is thermodynamically prevented by steric hindrance. Polymer P[T3(2EH)-
iI] (P2) from the previous chapter was use to illustrate the latter case, and a new batch of 
P[T3(C6)-iI] (P1) was synthesized to investigate the effect of processing additives on 




of P[T3(C6)-iI] had the same polymer purity and optoelectronic properties than the 
previously reported batch. 
 
Table 5-1. Boiling point (bp), Hansen solubility parameters (dispersive δD, polar δP, 


























CHCl3 61 17.8 3.1 5.7 4.7 2 4.3 27 5.4 61 
HD 287 16.3 0 0 8.5 - 8.0 - 10.4 < 0.1 
DEG-DBE 256 15.8 4.7 4.4 8.6 - 8.2 - 8.7 - 
TEG 285 16.0 12.5 18.6 19.5 - 19.5 - 17.9 - 
IO 225 17.0 4.4 6.1 6.6 - 6.3 - 6.6 - 
NB 211 20.0 8.6 4.1 6.4 - 6.6 - 3.3 26 
ODT 270 17.2 6.8 6.4 7.5 - 7.3 - 6.4 + 
DIH 282 17.9 5.7 7.0 6.1 - 6.0 - 5.2 + 
DIO 333 17.6 4.8 6.4 5.8 - 5.6 - 5.5 + 
oDCB 180 19.2 6.3 3.3 4.4 2 4.4 27 2.4 203 
TCB 214 20.2 3.2 2.3 2.1 + 2.2 + 3.1 + 
MN 242 20.6 0.8 4.7 2.1 + 2.4 + 4.7 + 
CN 260 19.9 4.9 2.5 3.1 + 3.2 + 2.1 > 400 
Solubility estimates: based on literature observations. (-) solubilities are assigned if the 
solvent is estimated to be a poorer solvent than chloroform or oDCB; (+) solubilities are 
assigned if the solvent is estimated to be a similar or better solvent than chloroform or 
oDCB. 
 
5.2. Solution Properties of P1 by UV-vis-NIR and SANS  
In order to determine the impact of the processing additive on polymer solubility in 
the casting solution, UV-vis-NIR absorbance was obtained by diluting the casting 
solutions in chloroform (Table 5-2).  In solutions based on P1, the absorption maxima at 
room temperature was maintained around  651 nm (1.90 eV) and slightly red shifted to 
657 nm (1.89 eV) when NB is used as a processing additive. By comparing the same 
solutions as they are cooled from 50 °C to room temperature, all absorbance maxima are 
red shifted when the temperature of the solution was decreased to room temperature, 
indicating that the polymer chains adopt a more planar conformation at room 
temperature. The extent of planarization estimated from the shift in the maximum of 




additives have similar behaviors to the control solution without additives in terms of shift 
in λmax. In solutions based on P2, the absorption maxima are around 643 nm at room 
temperature, with blue shifted maxima to around 625 nm at 50 °C, again indicating a 
planarization of the backbones as the temperature is decreased. Solutions based on P2 do 
not exhibit any significant variations when additives are used compared to chloroform 
alone.  
 
Table 5-2. Shift in absorption maxima in polymer:PC71BM chloroform solutions as a 
function of additive and temperature. 
    



































17.8 3.1 5.7 651 638 13 (39) 643 625 18 (56) 
DIH 17.9 5.7 7.0 651 641 10 (30) / / / 
DIO 17.6 4.8 6.4 651 640 11 (33) 642 623 19 (59) 
NB 20.0 8.6 4.1 657 634 23 (68) 642 626 16 (49) 
MN 20.6 0.8 4.7 651 640 10 (30) 644 625 19 (59) 
 
To further study the impact of additives on the structure of polymer aggregates in 
solution, solution small-angle neutron scattering was measured at NIST Center for 
Neutron Research (NCNR). Small-angle neutron scattering was conducted on 0.54 %w 
solutions (8 mg/mL) in CHCl3, over a q range of 0.008 Å
-1
 to 0.5 Å
-1
, corresponding to 
length scales of 500 Å down to 15 Å, as shown in Figure 5-1. Four regions can be 
highlighted in the SANS plot: (A) at low q values, information is gathered on aggregate 
size in solution, (B and C) at intermediate q values, the rigidity of polymer chains 
involved in the aggregates can be evaluated based on the slope of the intensity plot (with 
a slope of -2 indicating the presence of random coils,
192




from expanded coil conformations,
215
  and a slope of -1 indicating the presence of rigid 
rod-like structures), and (D) at higher q values, information about polymer ordering 
within aggregates can be gathered. In solutions of P1 in chloroform with no additives 
(Figure 5-1a), the aggregates are too large to be observed using SANS, as no plateau in 
intensity is observed at low q values. However, intensity drop off with a slope of -1 and -
1.6 in regions (B) and (C), indicating that the aggregates adopt an expanded coil 
conformation in chloroform. At higher q values in region (D) the scattering intensity falls 
to the measurement baseline. Similar scattering behavior of P1 is observed when MN is 
present in solution. By comparison, when DIO or NB are present in solution, the 
scattering intensity at high q values (region D) is increased compared to the control 
solution. The increase in scattering occurs for length scales around 30 Å, which could be 
due to the presence of swollen lamella structures within the aggregates. This was 
previously observed by Schmidt et al.
233
 in solution SAXS of a diketopyrrolopyrrole-
based polymer in the presence of CN. In this study, the SANS data indicates the presence 
of ordered aggregates in P1 solutions containing DIO or NB compared to chloroform 
alone or in the presence of MN.  
By comparison, in Figure 5-1b, solutions of P2 in chloroform alone have a similar 
scattering plot to P1 solutions, however a plateau in the scattering intensity appears a low 
q values (A), indicating that P2 aggregates are smaller than P1 aggregates and are being 
detected in the SANS experiment. Using the Debye model to fit regions A and B yields a 
radius of gyration around 14±3 nm for P2 aggregates in all solutions. As in P1 solutions 




indicating the presence of ordering within the aggregates. However, by comparison to P1, 


































































Figure 5-1. SANS of (a) P1 and (b) P2 in chloroform solutions without and with 
processing additives. 
 
Overall the SANS data indicates that the polymer chains in chloroform tend to adopt 
an expanded coil conformation, regardless of the polymer structure. Furthermore, DIO 
and NB impact both P1 and P2 chains in chloroform solutions, and lead to more ordered 
aggregates. By comparison, MN does not lead to any changes in the solution behavior of 
P1 but does contribute to an increase in ordering within P2 aggregates. Several 
mechanisms can be at play with various additives: i) the additive does not modify the 
polymer behavior in solution, ii) the additive leads to collapsed polymer aggregates 
(slope more negative than -2) and increases π-interactions through lamellar formation, or 
iii) the additive leads to more expanded polymer chains, which in turn promotes 
interchain interactions and lamellar formation. Based on the SANS results, where no 
slope lower than -2 are observed, both DIO and NB lead to expanded coil conformations 
in P1 and P2 solutions (mechanism ii), whereas MN does not modify the solution 
behavior of P1 (mechanism i) but leads to expanded coil conformation of P2 in 




The effects of DIO and NB can be rationalized by the fact that they are poorer 
solvents for the polymer relative to chloroform, and promote polymer/polymer 
interactions compared to polymer/solvent interactions. The differences in the impact of 
MN on the solution behavior of P2 compared to P1 can be explained by differences in 
solubility of the two polymers in chloroform. Indeed, at the concentrations studied, P1 is 
above its threshold for solubility and adding another good solvent does not impact its 
solution behavior. However, P2 is still well solubilized at the studied concentrations, and 
adding an aromatic solvent, which can promote interchain π-interactions,
211
 leads to more 
ordered P2 aggregates.  
5.3. Implications for OPV Devices 
5.3.1. OPV Device Characteristics 
The impact of poor, selective and good solvents on OPV device parameters was 
investigated in P1:PC71BM (1:2) blends cast from 8 mg/mL solutions in chloroform 
without and with 2%v processing additive, as shown in Figure 5-2. The blends cast from 
chloroform alone showed short-circuit current densities around 1.6 mA cm
-2
, open-circuit 
voltages around 0.80 V and fill factors of 0.58, leading to PCEs around 0.7%. HD, TEG 
and DEG all gave very rough films, which led to decrease device performance, or 
shorting of the devices. IO gave comparable Jsc and FF to blends cast from chloroform 
alone, but led to a slight decrease in Voc to 0.72 V. By comparison, a large increase in Jsc 
is obtained, regardless if the processing additive is selective to one component or a good 
solvent for both polymer and fullerene. These additives also tend to decrease the Voc of 
the device from 0.80 V without additive to around 0.68 V. Based on Figure 5-2b, the 




curves alone, and physical properties of the additives, such as boiling point, do not 
clearly correlate to changes in Jsc.  
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Figure 5-2. (a) Current density-voltage (J-V) curves of P1:PC71BM (1:2) devices, and (b) 
the impact of processing additives on Jsc and PCE. 
 
As shown in Figure 5-3, in the case of blends of P2:PC71BM (1:1) cast from 8 mg/mL 
solutions in chloroform, processing additives seem to lead to a larger difference in Jsc 
based on their solubility factors, with oDCB and TCB and furthermore MN and CN 
leading only to a slight increase of the Jsc, while selective solvents lead to a three- to five-
fold increase in the Jsc. In these blends, there is a more visible impact of the choice of 
additive on the Voc of the device, which decreases from 0.88 V in blends cast with no 
additives to 0.69 V when DIH is added. Interestingly, in the case of good solvents, the 
Voc seems to decrease with increasing boiling point of the additive, although the 
statistical relevance of this effect is in question, whereas no correlation of boiling point 

































































Figure 5-3. (a) Current density-voltage (J-V) curves of P2:PC71BM (1:1) devices, and (b) 
the impact of processing additives on Voc. 
 
5.3.2. Charge Mobility in SCLC Devices 
In some devices, the FF seems to be affected by the processing additive, in particular 
in devices using DIH, possibly linked to variations in charge carrier mobility. To 
determine the impact of additive on charge carrier mobility, hole-only SCLC devices 
were fabricated using the same conditions as OPV devices (Figure 5-4), and the results 
are summarized in Table 5-3. 








































































Figure 5-4. SCLC devices based on (a) P1:PC71BM and (b):P2:PC71BM with field-
dependent fits. 
 































 when MN is added. In contrast, the hole carrier mobility in P2:PC71BM blends 








, also similar to what is estimated in 
blends cast with NB. P2:PC71BM blends cast with MN again exhibit the lowest hole 
carrier mobility. The main difference in blends based on P2 compared to P1 is the effect 









, which is lower than in blends cast with NB contrary to what was observed in 
P1:PC71BM blends. These hole carrier mobilities give some insight on the impact of 
additives on carrier transport; however, no correlation can be made between FF in OPV 
devices and mobilities estimated from SCLC devices. 
 

























 92 ± 8 1.4×10
-4
 131 ± 8 
DIH 1.2×10
-4
 99 ± 4 / / 
DIO 1.5×10
-4
 83 ± 7 3.1×10
-5
 129 ± 26 
NB 5.2×10
-4
 84 ± 11 1.5×10
-4
 125 ± 8 
MN 3.7×10
-5
 91 ± 5 2.2×10
-5
 122 ± 2 
 
5.4. Thin Film Characterizations 
5.4.1. Effect on Phase Separation with PC71BM 
Atomic force microscopy (AFM) was used to determine the microscopic phase 
separation in these blends, and Figure 5-5 gives an overview of the morphology achieved 
using the different processing additives in P1:PC71BM blends. P1:PC71BM active layers 




which are thought to be fullerene-rich domains.
325
 The use of non-solvents leads to large 
protruding features, similar to what is observed when the blend was cast from chloroform 
alone but with higher roughness. By comparing the AFM images to the HSP parameters 
in Table 5-1, some limitations of HSP for predicting solubility can be highlighted. For 
instance, IO has similar HSP to DIO, and as such similar phase separation would have 
been predicted. However Figure 5-5 shows drastic differences in the phase separation 
when IO and DIO are used. It is hypothesized based on the observed AFM image that IO 
is not a good solvent for fullerene derivatives (contrary to DIO). Based on the hypothesis 
formulated by Lou et al.
234
 that the iodine atoms on DIO electrostatically interact with the 
fullerene cage, leading to increased solubility of the fullerenes within DIO, it is 
hypothesized here that IO acts as a surfactant around PC71BM aggregates, with the 
iodine-functionalized chain ends interacting with the fullerene cages. TEG in particular 
leads to interesting phase separation, where polymer fibrils seem to be visible. By 
comparison, the use of selective or good solvents induced smaller phase separation as 
seen via AFM, independently of the component solubility in the additive or of the 
additive structure and functionality.  
 
Figure 5-5. AFM height images of P1:P71BM (1:2) devices spun-cast from CHCl3 as the 
main solvent without and with 2%v processing additive. AFM images are 2 × 2 µm
2
, with 
a 50 nm height scale for NB, a 500 nm scale for HD, DEG-DBE, TEG and IO, and a 10 




AFM of P2:PC71BM blends cast from chloroform alone exhibited similar features to 
P1:PC71BM blends and further addition of good solvents such as oDCB and TCB gave 
comparable features to chloroform alone (Figure 5-6). Interestingly, the phase separation 
obtained with oDCB as an additive is different to that obtained with oDCB as the main 
solvent as seen in Chapter 4, possibly linked to differences in evaporation time for the 
different processes. Furthermore, the fullerene-rich features’ diameter and height slightly 
decreased when MN or CN were used, which explains the slight increase in Jsc observed 
in OPV devices. By comparison, all the selective solvents give finer features in the 
resulting films, although to different extents depending on their structure.  
 
Figure 5-6. AFM height images of P2:P71BM (1:1) devices spun-cast from CHCl3 as the 
main solvent without and with 2%v processing additive. AFM images are 2 × 2 µm
2
, with 
50 nm height scale for all AFMs. 
 
5.4.2. Effect of Additives on Polymer Packing 
UV-vis-NIR absorption spectra of P1:PC71BM devices were measured to investigate 
short-range order by monitoring the intensity of the aggregation peak around 705 nm, as 
shown in Figure 5-7. The use of processing additive that solubilize at least one blend 
component seem to always lead to an increase in the polymer aggregation peak compared 
to chloroform alone. Further separating the processing additives by structure (aliphatic 




and good solvent in red) in Figure 5-7a, there is little influence of the additive structure 
on the overall absorbance. By focusing on the aggregation peak (Figure 5-7b), the impact 
of poor solvents for the polymer (NB, ODT, DIH and DIO) is the same; however the 
intensity of the aggregation peak seems to increase with solvent boiling point in the case 
of good solvents for the polymer (oDCB, TCB, MN and CN). This observation points to 
a lack of influence of kinetic effects on short-range aggregation in the case of poor 
solvents for the polymer and the need to take into account evaporation time for increased 
short-range aggregation in the case of good solvents. 
































































Figure 5-7. (a) Device absorbance through glass/ITO/PEDOT:PSS/P1:PC71BM, and (b) 
focus on the 650 to 580 nm region looking at the aggregation peak. 
 
To study longer range order, grazing incidence wide-angle X-ray scattering 
(GIWAXS) on P1 and P1:PC71BM films spun-cast from chloroform, with and without 
different categories of processing additive is shown in Figure 5-8. Addition of processing 
additives in solutions of the polymer alone did not significantly impact P1 polymer 
packing in thin films, with the biggest difference being the increase in (100) peak 
intensity when MN is used as a processing additive. In blends with PC71BM (with the 
fullerene scattering peak around 1.4 Å
-1
), a similar increase in scattering intensity with 




nm to 90 nm for all blends, the increase in scattering intensity is thought to arise from an 
increase in the number of scattering sites. Comparing the pristine polymer films to the 
blends, higher order (200) peaks become visible in all P1:PC71BM films.  
 
Figure 5-8. GIWAXS images of P1 (top) and P1:PC71BM (bottom) cast from chloroform 
without and with 2%v processing additive. The intensity scale bars are different to take 
into account the different exposure times (500 s for pristine P1 films, 250 s for 
P1:PC71BM films). 
 
Line integration along the qz axis, along with integration of the (100) peak along χ are 
shown in Figure 5-9. In the pristine polymer films (Figure 5-9a), chain-to-chain (100) and 
π-stacking (010) peaks are seen at 0.33 Å
-1
 and 1.6 Å
-1
 respectively, with addition of IO 
and DIO resulting in similar scattering intensities to P1 cast from chloroform alone but 
MN resulting in an overall increase in scattering intensity. Figure 5-9c shows that all 
(100) peaks show similar orientation, with scattering mostly out-of-plane (around 90°) in 
films cast without additive, which slightly broadens when IO, DIO or MN are used. This 
broadening is indicative of a slightly more random polymer crystallite orientation when 
additives are used, and has been attributed to crystallite formation within the bulk relative 
to more oriented crystallites when nucleation occurs at an interface.
233
 In blends with 








with the polymer (100) scattering remaining around 0.35 Å
-1
 and a higher order (200) 
appearing in all blends. However the (010) peak at 1.6 Å
-1
 is only visible in blends cast 
from chloroform without additive. Furthermore, in P1:PC71BM blends, the films exhibit a 
drastic change in polymer crystallite orientation as seen in Figure 5-9d. Films cast from 
chloroform alone show polymer (100) orientation both in-plane (around 10° and 170°) 
and out-of-plane. However, blends cast with DIO or MN have a strong preference for 
chain-to-chain orientation out-of-plane with (100) scattering intensity maxima around 
90°. Interestingly, addition of DIO or MN to blends leads to narrower distributions of the 
(100) peak, contrary to what was observed in blends based on P3HT.
177
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Figure 5-9. Line integration along the qz axis of (a) P1 films and (b) P1:PC71BM films, 






In summary, processing additives increase local order in P1:PC71BM blends as seen 
via UV-vis-NIR. GIWAXS data also points to similar scattering plots in pristine P1 films 
cast from chloroform without and with DIO, and an increase in intensity when MN is 
used indicating an increase in the number of scattering sites. This increase in scattering 
intensity with MN is also seen in blends with PC71BM. 
Turning to P2:PC71BM blends, UV-vis-NIR absorbance of the OPV device 
demonstrates the varying impact of the solvent quality for the polymer chains on polymer 
aggregation in the active layer. Indeed, compared to chloroform alone, good solvent for 
the polymer (oDCB, TCB, MN and CN) do not lead to a significant increase aggregation 
peak intensity, with a slight increase seen when MN or CN are used, whereas poor 
solvents for the polymer (NB, ODT, DIH DIO) lead to films with increase absorbance 
around 690 nm, indicating the presence of short range order within polymer aggregates in 
these films. Interestingly, this increase in the intensity of the aggregation peak with NB, 
ODT, DIH and DIO corresponds to lower Voc observed in OPV devices. These 
observations point to an increase in polymer crystallization, leading to a decreased 
ionization potential and decreased Voc.  







































































Figure 5-10. (a) Device absorbance through glass/ITO/PEDOT:PSS/P2:PC71BM, and (b) 





In the GIWAXS images shown in Figure 5-11, P2 exhibits different behavior when 
cast from chloroform with and without DIO or MN. In pristine P2 films cast from 
chloroform, the (100) peak is visible both along the qxy axis (in-plane) and the qz axis 
(out-of-plane), whereas the (100) peak is mostly out-of-plane in films cast with MN. In 
films cast with DIO, the (100) peak doesn’t seem to indicate a preferred chain-to-chain 
orientation, and is accompanied by an increase in the (010) peak intensity compared to 
films without additive. Similarly to P1:PC71BM, P2:PC71BM blends exhibit a higher 
order (200) peak and the (010) peak is only visible in blends cast from chloroform alone. 
 
Figure 5-11. GIWAXS images of P2 (top) and P2:PC71BM (bottom) cast from 
chloroform without and with 2%v processing additive. The intensity scale bars are 
different to take into account the different exposure times (500 s for pristine P1 films, 250 
s for P1:PC71BM films). 
 
Line integration along the qz axis of P2 and P2:PC71BM GIWAXS images, along with 
integration of the (100) peak along χ are shown in Figure 5-12. Pristine P2 films exhibit a 
(100) and a (010) peak at 0.35 Å
-1
 and around 1.51 Å
-1 
respectively. The (100) peak 
intensity is increased with both DIO and MN; however the (010) peak intensity decreases 
with MN and increases with DIO compared to films cast without additive. Interestingly, a 




intensities increased at scattering angles of 0° and 180° in films cast from chloroform 
(chain-to-chain orientation in-plane), 40° and 140° in films cast with DIO and around 90° 
in films cast with MN (chain-to-chain orientation out-of-plane). Some reports have 
highlighted polymer ordering in solution as a driver for crystallite orientation in films, 
with pre-ordered polymers leading to lamellar peaks out-of-plane and more amorphous 
polymer chains leading to lamellar scattering in-plane based on surface energy 
matching.
93
 Here, SANS showed the presence of amorphous P2 aggregates in 
chloroform, with more order induced in the aggregates with DIO and MN, which could 
explain the drastic change in orientation in pristine polymer films.  Similarly to 
P1:PC71BM, P2:PC71BM blends exhibit a higher order (200) peak in Figure 5-12c, with 
the (010) peak appearing as a shoulder to the PC71BM scattering peak. A difference in the 
polymer crystallite orientation in P2-based blends is also seen in Figure 5-12d, where P2 
chain-to-chain crystallites are oriented both in-plane and out-of-plane when blends are 
cast from chloroform alone, whereas DIO and MN induce a preferred orientation of the 
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Figure 5-12. Line integration along the qz axis of (a) P2 films and (b) P2:PC71BM films, 
and integration along χ of the (100) scattering peak in (c) P2 films and (d) P2:PC71BM 
films. 
 
Interestingly, in both P1:PC71BM and P2:PC71BM blends, the use of DIO or MN as 
additives leads to preferred lamellar orientation out-of-plane. Table 5-4 summarizes the 
characteristic lengths calculated from the GIWAXS measurements, and demonstrates that 
for these polymers and blends, the additives have little impact on the π- and lamellar-







Table 5-4. π-π and lamellar (d) distances and coherence length of (100) peak (Lc,d) 
estimated from GIWAXS integration. 
 
























None 3.9 19 90 3.9 19 98 4.1 18 101 4.2 18 98 
IO 3.8 19 68 / 20 73       
DIO 3.8 20 70 / 19 78 4.1 18 135 / 18 209 
MN 3.8 19 87 / 20 99 4.2 18 202 3.9 18 173 
 
Based on the absorbance of the blends and on the GIWAXS data, the processing 
additives all have an impact on short range interactions, and in all cases MN increases the 
number of scattering sites. By comparison, DIO leads to a 1.5 time increase in the 
scattering intensity compared to P1 blends without additive but leads to an order of 
magnitude increase in the (100) intensity in P2 blends. These observations highlight 
different mechanisms followed in each case. 
5.5. Mechanism of Action for Morphology Control using Additives 
There are three main (simplified) pathways for phase separation: i) liquid-liquid 
demixing of the polymer and fullerene phase, ii) polymer solidification and growth 
followed by fullerene solidification; iii) fullerene aggregation and growth followed by 
polymer ordering.
326
 In the case of P1:PC71BM and P2:PC71BM blends cast from 
chloroform, liquid-liquid demixing (i) occurs due to the short drying times of the film. 
When high boiling point additives are used, the film drying time is increased and film 
formation can now also follow pathway ii) or iii), in addition to liquid-liquid demixing.  
Based on the solution absorption and SANS results, the presence of ordered P1 
aggregates in solution with DIO and NB prior to deposition, along with longer drying 




within the casting solution. The lack of dependence of the intensity of the aggregation 
peak in the UV-vis-NIR spectra with the boiling point of NB<ODT<DIH<DIO also 
supports that polymer ordering is not time-dependent in the case of selective additives. 
On the other hand, the lack of ordering within polymer aggregates in solutions with MN 
along with the increase in the intensity of the aggregation peak in the UV-vis-NIR 
absorption spectrum of the active layer with boiling point of oDCB<TCB<MN<CN 
indicate that polymer crystallite formation is time dependent when good solvents are 
used. The similar feature sizes in AFM images either with DIO or MN along with the 
similar GIWAXS images of P1:PC71BM blends cast with either additives indicate that 
polymer ordering and solidification precede fullerene solidification, following pathway 
(ii). Both mechanisms (polymer crystallite formation prior or during film formation) of 
film formation when either selective or good additives are used promote finer domain 
sizes, and enhancement of Jsc leading to an order of magnitude increase in the PCEs from 
0.5% to around 5%. 
In P2:PC71BM blends, using processing additives does lead to variations in the phase 
separation, with different effects when good solvents are used compared to selective 
solvents. However, the varying effects of the processing additives are not seen in 
solution, where all additives lead to formation of ordered aggregates prior to film 
deposition, but the additives seem to have different effects on the polymer ordering 
during film formation. As was the case in P1:PC71BM blends, there is an increase in the 
intensity of the aggregation peak in the UV-vis-NIR absorption spectrum of the active 
layer following oDCB~TCB<MN~CN, which points to an impact of the additive 




these observations and on the AFM images, it is hypothesized that further polymer 
solidification from the pre-ordered aggregates in solution is hindered by growth of the 
fullerene aggregates. The presence of good solvents for P2 allows the polymer domains 
to remain mobile and form further crystallites (i.e. additives act as plasticizer, swell 
polymer domains), but also lead to further growth of the fullerene domains. When 
selective additives are present, the additive/polymer interactions are limited, and the 
polymer crystallites are allowed to grow as indicated by the increased scattering intensity 
in the GIWAXS data, while PC71BM remains solubilized by the additive. 
In conclusion, the mechanism for film formation depends on the polymer structure 
(polymer ordering allowing or hindering fullerene aggregate growth) and on the 
solubilizing effect of the additive, regardless of the additive structure as shown by DIO 
and NB. In the case where polymer ordering is thermodynamically favored (P1), either 
selective or good solvents lead to finer phase separation compared to blends cast from 
chloroform without additive and enhanced efficiencies. In the case where polymer 
ordering is limited (P2), only selective solvents (i.e. poor solvents for the polymer, good 
solvents for the fullerene derivative) lead to significant variations in the phase separation 





CHAPTER 6. CONCLUSIONS AND PERSPECTIVES 
Material Design for All-Polymer OPVs 
 The introductory remarks as well as the conclusions reached in Chapter 3 point to 
the need for polymers with balanced charge carrier mobilities for all-polymer OPVs. 
Once balanced charge transport is achieved, several strategies can be used to control 
polymer:polymer phase separation, such as selective polymer-solvent interactions or 
thermal annealing. The similarities between naphthalenediimide and isoindigo could be 
used to design all-isoindigo-based blends, as was the case with diketopyrrolopyrrole 
polymers.
244
 For example, P(Se-NDI) was shown to work well as an acceptor in blends 
with a donor-acceptor polymer donor, and P(T-iI) has be shown to have ambipolar 
transport with electron mobilities being one order of magnitude greater than hole carrier 
mobilities in OFETs. As such, P(Se-iI) could be synthesized and its optoelectronic 
properties compared to P(T-iI) as shown in Figure 6-2. Furthermore, blends of 
P3HT:P(T-iI), P(T3-iI):P(T-iI) and other polymer donors could be studied with regard to 
the influence of the semicrystallinity of the donor polymer and the chemical similarities 
between the two polymers. 
 Interestingly, as this work was being written, the importance of backbones 
accommodating side-chain disorder for high carrier mobility polymers, i.e. little 
distortion induced by the presence of the side-chains, was stressed by Venkateshvaran et 
al.
327
 One design to reduce energetic disorder is hypothesized to be long side-chain 
substitution on both sides of one of the conjugated units, which is common to the 
isoindigo, diketopyrrolopyrrole, and naphthalenediimide units. Beyond mobility 
however, is the limited charge transfer (CT) at polymer:polymer interfaces due to the 
more localized CT state in polymers compared to fullerene aggregates. As such, one 
design which could enable the improvement of both electron carrier mobility and CT is 




linkages along the polymer backbone. Naphthalenediimides and isoindigo again appear 
as monomer units that could have a large impact on electron charge transport through the 
film thickness in SCLC devices. 
 One hypothesis for efficient charge dissociation in polymer:fullerene blends is 
also the presence of a three-phase system, which is not necessarily created through the 
use of new molecular acceptors.
328
 This could be one limit to 1D polymer acceptor 
structures, along with limited electron transport through the bulk and limited CT exciton 
delocalization over several polymer backbones. As such, molecular acceptors with 
multiple dimensions installed in their structures could be designed.  
 
Figure 6-1. Suggested polymer and small molecule structures as novel acceptors for BHJ. 
 
Material Design for Polymer:Fullerene OPVs 
 Chapter 3 highlighted the importance of energetic disorder on OPV parameters in 
polymer:fullerene bulk heterojunctions (BHJ), and the fact that the dielectric constant of 
the polymer:fullerene blends may have an impact on voltages loss. Although molecular 
structure can be used to infer information about dipoles at the molecular level, correlating 
structure and dipoles to dielectric constant (which is also dependent on frequency and 
orientation) is far from straightforward. In order to understand the influence of interfacial 
dipoles on OPV device processes, side-chain functionality can be designed to understand 
the effect of dipoles at the donor:acceptor interface,
329,330




been demonstated using P3HT, combining the high dielectric constant found in isoindigo-
based polymer:fullerene blends to enhanced dipoles at the polymer:fullerene interface 
could provide interesting observations in bilayer devices (Figure 6-3). 
 
 
Figure 6-2. Illustration of previous work installing dipoles at the polymer:fullerene 
interface (adapted from 
329
), and proposed isoindigo-based polymer to study the impact of 
dielectric constant in the bulk versus dipoles at the interfaces. 
 
Morphology Control in Polymer:Fullerene OPVs 
 The polymer’s propensity to aggregate and order was shown to drive phase 
separation over polymer solubility in Chapter 4. Chapter 5 concluded to differences in the 
mechanism of film formation when aromatic versus aliphatic processing additives (or 
tailing solvents) are used. However, all these conclusions are based on spun-cast solution 
relying on chlorinated solvents, which would be a financial and health and safety 
challenge to implement on a large manufacturing scale. The development of non-
halogenated solvent mixtures has been reported in the literature,
215
 and since these 
organic thin films are typically thought of as coatings, some insight can be gained by 
monitoring advances in the coating industry. In particular, emulsions as they are found in 
paints could be formulated using conjugated polymers. The structure of the polymer 




triglyme chains along with alkyl chains to maintain the polymer glass transition 
temperature while increasing processability in polar solvents
331
 or by functionalizing the 
polymer with polystyrene or other ”commodity” structures which could help reduce 
gelation of the casting solution.
332
 Fundamentally, side-chain functionality can be 
designed to understand the impact of the polymer vs. fullerene orientation at the 
donor:acceptor interface.  
 Futhermore, the optimal phase separation in BHJ layers is not thermodynamically 
stable, and thermal and photochemical stabilities should be achieved for increased device 
lifetime. One approach to stable morphologies is through reactive side-chains cross-
linking,
185
 which can also enable the solution-based fabrication of multiple layers without 
the need for orthogonal solvents. Other strategies to drive and stabilize optimal phase 
separation have been the use of conjugated block-copolymers or hydrogen-bonding,
333
 
which could be of particular interest for future research in the Reynolds group 
considering the hydrogen-bond accepting and donating ability of isoindigo.  
 Although not discussed here, the functionality of the polymer end groups has been 
shown to have a great impact on polymer packing,
334
 and can be used to induce preferred 
orientation of the polymer backbone perpendicular to the substrate, through the bulk of 
the layer, as demonstrated by fluorinated end-groups on P3HT.
335
 There are two main 
challenges in working on end-group functionalization: one is the difficulty of 
characterization of polymer end-groups, especially in reconciling results obtained through 
various methods, and the second challenge is in installing asymmetric end-groups. To 
tackle the second issue, chain-growth-type polymerizations need to be developed for 
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Impact of Polymer Solubility and Processing on the Microstructure and 
Crystallinity of Isoindigo Polymers and their Blends with Fullerenes for Organic 
Photovoltaics 
Background and Significance 
Pi-conjugated polymer solid-state based organic photovoltaics (OPVs) have seen 
continual enhancements in performance which can be attributed to researchers 
developing a deeper understanding of the active layer p- and n-type materials and their 
blends in thin films.
1-3
 The phase separation in donor-acceptor bulk heterojunction (BHJ) 
OPVs can be controlled through the solution formulation with processing additives, 
thermal annealing, or by varying the processing technique. Our group has previously 
demonstrated that processing additives can 
drastically change the blend morphology 
on the microscopic scale.
4,5
  
We are currently studying a p-type 
isoindigo polymer to understand how 
solubility and branching point along the 
solubilizing group impact crystallinity and 
phase separation in blends.
6,7
 Absorption 
measurements in thin films showed an 
increase in the vibration band intensity, 
which was hypothesized to derive from an increase in π-π interactions. These 
observations were demonstrated through preliminary GIWAXS results which showed 
that modifying the polymer’s side chains induces dramatic changes in both the packing 
with a π-stacking distance difference of 0.5Å, and also in the orientation of the polymer 
backbones (Figure 1).  
In OPV devices with P(T3-iI)-HD:PCBM BHJs (see Figure 1) 7% efficiency has 
been achieved. However, the use of different processing conditions, like the use of 
thermal annealing and processing additives, either does not change the maximum 
Figure 1. The structures of the two isoindigo 




efficiency nor has a detrimental effect. The preliminary GIWAXS results have 
demonstrated that solvent additives alone did not affect the microstructure of the blends. 
This observation shows that there needs to be a more fundamental understanding of the 
interaction between processing additives and the polymer and fullerene compounds. 
 
Specific Aims 
This work aims to test the hypothesis that by tuning the polymer solubility through its 
structure (and without sacrificing π-π interactions) controlled aggregation can shed light 
on how processing additives impact the microstructure of polymer thin-films. The second 
hypothesis to be tested is that orientation cannot only be manipulated through chemical 
structure but also by processing conditions. Specifically we will explore the differences 
in processing associated with spin coating, doctor blading and slot die coating, and 
thermal annealing. To understand the effect on structures grazing incident wide-angle X-
ray scattering (GIWAXS) with in situ thermal annealing capabilities will be exploited. 
The family of materials to be studied is based on isoindigo conjugated polymers. Specific 
topics to be studied in this work are: 
1. The effect of polymer solubility through side chain modification and molecular 
weight control on the crystal growth in thin films; 
2. The effect of processing additives on the crystal growth in polymer thin films and 
in blends with a fullerene acceptor;  
3. The effect of thermal annealing on crystal growth and reorganization; 
4. The effect of the processing technique on the crystal orientation, and crystal size. 
Planned experiments 
A family of poly(terthiophene-co-isoindigo) with varying 
side chains (Scheme 1) have been synthesized and are 
currently being characterized. Solubility measurements are 
being conducted, which together with UV-vis spectroscopy 
are being used to probe aggregation in solution and in thin-
films. Thermal properties and crystallinity in the bulk will be 
studied by differential scanning calorimetry, which will in turn provide a framework for 
in situ thermal annealing experiments. OPV devices will be evaluated to look at the effect 
Scheme 1. Polymer structures 





of processing (solvent choice, solution formulation, drying time, thermal annealing) on 
the device performance. These observations will then be correlated by GIWAXS results 
with the microstructure. A first set of experiments will look at thin-films of the materials 
processed using similar conditions in OPV devices in order to look at the degree of order 
in these polymers. A second set of experiments will investigate blends of the polymers 
with a fullerene n-type material in order to probe changes in packing when the electron 
accepting material is added to the thin films. A third set will probe the influence of 1,8-
diiodooctane (DIO) on the microstructure of the polymer films alone, and in the blends. 
Finally, a fourth set will study the impact of processing on the film properties for a 
selected polymer structure – in this case, changing the processing method from spin-
coating, to doctor blading, to slot-die coating without and with thermal annealing 
simulating the process used for device fabrication will provide insight on how processing 
affects microstructure and orientation in thin-films of semiconducting materials. 
Planned Interpretation Methods 
The raw images will be processed using available software (eg. WxDiff 1.11 
Compiled developed by Stefan C.B. Mannsfeld, Stanford Synchrotron Radiation 
Lightsource) for converting pixels into momentum transfer, q. Relative degree of 
crystallinity, crystal domain size, and degree of crystal orientation will be obtained from 
the line profiles a constant q. 
Needs for Synchroton Radiation 
GIWAXS with synchrotron radiation is necessary for this work due to the 
intrinsically low contrast (in terms of the X-ray scattering length density) in the organic 
thin films. Beamline 8ID-E will be optimal for this work as has already been evidenced 
through the previous results on similar systems carried out by other groups. 
9,10
 The 
variable temperature cells and vacuum environment will allow us to conduct annealing 
related measurements on device structures complete with electrode cappings. Based on 
the proposed experiments, the following time estimates are based on 10 minutes per 
sample for sample change and exposure time. Over the course of this study we plan the 
following: 
1. Thirty samples of polymer thin films with varying solubility tuned through side 




2. Sixty samples of polymer and fullerene blends with 1:1.5 and 1:4 ratios – 10 
hours 
3. Sixty samples of polymer-only with 1%v, 2.5%v, 5%v of processing additives-  
10 hours 
4. Sixty samples of polymer:PCBM thin films with 1%v, 2.5%v, 5%v of processing 
additives – 10 hours 
5. Sixty samples of polymer-only and blends processed by blade coating and slot-die 
coating – 10 hours 
6. Four time points per sample, twenty samples for annealing study – 8 hours 
depending on heating time 
For reproducibility reasons, these experiments will be repeated twice on different 
samples. As such, it is estimated that seven 8-hour shifts will be needed over one 
scheduling period then another six 8-hour shifts over a subsequent scheduling period on 
beamline 11-3 are required for this set of experiments.  
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