Abstract. We consider a position-dependent quantum walk on Z. In particular, we derive a detection method for edge defects by embedded eigenvalues of its time evolution operator. In the present paper, the set of edge defects is that of points in Z on which the coin operator is an anti-diagonal matrix. In fact, under some suitable assumptions, the existence of a finite number of edge defects is equivalent to the existence of embedded eigenvalues of the time evolution operator.
Introduction
Quantum walks have been studied in various kinds of research fields (see [1] , [17] , [21] et al. and its references). Recently, there is an abundance of studies on position-dependent quantum walks in view of the spectral theory of unitary operators. Some results of the weak limit theorem for position-dependent quantum walks were proved by Konno-Luczak-Segawa [9] , Endo-Konno [4] and Endo et al. [5] . In view of the scattering theory, the wave operators associated with the time evolution operator were introduced by Suzuki [18] under the short-range type condition, as well as the asymptotic velocity of the quantum walker and the weak limit theorem were considered as applications. We also mention about Richard-Suzuki-Tiedra de Aldecoa [15] . A Mourre theory for unitary operators is given and its application to the spectral theory of the quantum walk is derived. In some models of quantum walks, localization occurs depending on its initial states. As has been shown by Cantero et al. [3] , Segawa-Suzuki [16] and Suzuki [18] , if the initial state has an overlap with an eigenspace of the time evolution operator, the localization occurs in the associated quantum walk. Examples of localizations with one-defect model are in Cantero et al. [3] , Konno-Luczak-Segawa [9] and Fuda-Funakawa-Suzuki [6] .
In this paper, we consider an approach of detection of edge defects using embedded eigenvalues of the time evolution operator of the one-dimensional quantum walk. The rigorous meaning of edge defects will be defined below. Let H = 2 (Z; C 2 ) be the space of states. The unitary operator U is given by (U ψ)(x) = P (x + 1)ψ(x + 1) + Q(x − 1)ψ(x − 1), x ∈ Z, for every ψ ∈ H and
.
Here we assume C(x) := P (x) + Q(x) ∈ U (2) for every x ∈ Z and U is rewritten by U = SC where S is the shift operator defined by (Sψ)(x) = ψ (0) (x + 1) ψ (1) (x − 1) , ψ ∈ H, x ∈ Z.
Taking an initial state ψ 0 ∈ H, we put ψ(t, ·) := U t ψ 0 for t ∈ {0, 1, 2, · · · }. Since the operator U depends on the position, we call this discrete time evolution one dimensional position-dependent quantum walk. Thus we call C the coin operator of the operator U . The corresponding position-independent quantum walk is given by U 0 = SC 0 where C 0 := P 0 + Q 0 ∈ U (2) and
We adopt the representation of C 0 which is introduced in [15] . Precisely, we put
−qe
Throughout of the paper, we assume that there exist constants ρ, M > 0 such that
where · ∞ is the norm of 2 × 2-matrices defined by
, and x = √ 1 + x 2 . In the present paper, we consider the existence or the non-existence of edge defects on Z. Here we define edge defects as follows. Definition 1.1. We call the set e y = {y − 1, y} for y ∈ Z an edge defect if C(x) = C 1 for x ∈ e y where (1.3)
Under the assumption (1.2), we show that one can detect the existence of edge defects by that of eigenvalues of U embedded in the interior of the continuous spectrum σ ess (U ). The first result of the present paper is as follows. Theorem 1.2. Let p ∈ (0, 1]. We assume that there is no edge defect i.e. there exists a constant δ > 0 such that |a(x)| ≥ δ for all x ∈ Z. Moreover, suppose that C and C 0 satisfy the condition (1.2). Then the continuous spectrum of U is σ ess (U ) = {e iθ ; θ ∈ J γ } where J γ = J γ,1 ∪ J γ,2 with
If there are some edge defects, the operator U is given as follows. Let C 1 be defined by (1.3). For a positive integer N > 0, we take y 1 , · · · , y N ∈ Z, and put
e yj , e yj = {y j − 1, y j }.
For any subset A ⊂ Z, let the operator F A on H be defined by (F A ψ)(x) = ψ(x) for x ∈ A and (F A ψ)(x) = 0 for x ∈ Z \ A. Then we put
where the coin operator C 2 given by
satisfies the assumption (1.2) and there exists a constant δ > 0 such that |a 2 (x)| ≥ δ for all x ∈ Z. In this case, the situation of U and U 0 is same as Theorem 1.3 in Z \ e. However, there exists an embedded eigenvalue as follows. Theorem 1.3. Let p ∈ (0, 1] and C be given by (1.4).
(1) The continuous spectrum of U is σ ess (U ) = {e iθ ; θ ∈ J γ }.
(2) For any γ ∈ [0, 2π), we have ±ie iγ /2 ∈ σ p (U ), and we can take associated
. Any associated eigenfunctions Ψ ± vanish in {x ∈ Z ; x > x * or x < x * } where x * = max{x ∈ e} and x * = min{x ∈ e}.
As a consequence of Theorems 1.2 and 1.3, we can state the conclusion of this paper.
Corollary 1.4. Let p ∈ (0, 1] and (γ + π)/2 ∈ J γ \ J γ,T . Suppose C is given by (1.4). There is no edge defect i.e. e = ∅ if and only if U has no eigenvalue in σ ess (U ) \ T . [14] and Vekoua [20] . This theorem has been generalized to a broad class of partial differential equations, since it plays important roles in the spectral theory ( [19] , [10] , [11] , [7] , [12] and [13] ). Recently, this theorem was generalized for the discrete Schrödinger operator on perturbed periodic graphs ( [8] , [22] and [2] ). Note that the Rellich type uniqueness theorem holds in a Banach space larger than L 2 -space or 2 -space. However, it is sufficient to prove in 2 (Z; C 2 ) for our purpose of the paper. For the proof, we use a Paley-Wiener theorem and the theory of complex variable. The plan of this paper is as follows. In §2, we recall basic properties of spectra of unitary operators. The proof of Theorem 1.2 is given in §3. The precise construction of embedded eigenvalues and the associated eigenfunctions are given in §4. We summarize our arguments in §5, using some numerical examples.
Throughout of this paper, we use the following basic notations. We denote the flat torus by T = R/(2πZ) and the complex torus by T C = C/(2πZ). For any s ∈ R, we put s = √ 1 + s 2 . The unit circle on the complex plane C is denoted by S 1 .
Continuous spectrum

Spectral decomposition of unitary operators.
Here let us recall some general properties of spectra of unitary operators. Let H be a Hilbert space. We denote by (·, ·) H the inner product of H and by · H the associated norm. Let U be a unitary operator on H. It is well-known that there exists a spectral decomposition E U (θ) for θ ∈ R such that
where E U (θ) is extended to be zero for θ ∈ (−∞, 0) and to be 1 for θ ∈ [2π, ∞). It is well-known that σ(U ) ⊂ S 1 . Since E U (θ) is a measure on R, applying RadonNikodým theorem, it provides the orthogonal decomposition of H associated with U as
where H p (U ), H sc (U ) and H ac (U ) are orthogonal projections on the pure point, the singular continuous and the absolutely continuous subspace of H, respectively. Then we put
and we call them the point spectrum, the singular continuous spectrum and the absolutely continuous spectrum of U , respectively.
We also define the discrete spectrum and the essential spectrum of U . The discrete spectrum σ d (U ) is the set of isolated eigenvalues of U with finite multiplicities. The essential spectrum σ ess (U ) is defined by σ ess (U ) = σ(U ) \ σ d (U ). Then if λ ∈ σ ess (U ), λ is either an eigenvalue of infinite multiplicity or an accumulation point of σ(U ).
As in the case of self-adjoint operators, the essential spectrum of U is characterized by singular sequences as follows.
Lemma 2.1. We have e iθ ∈ σ ess (U ) for θ ∈ [0, 2π) if and only if there exists a
Proof. Suppose e iθ ∈ σ ess (U ). When e iθ is an eigenvalue of infinite multiplicities, we can take an orthonormal basis {ψ n } ∞ n=1 in Ker(U − e iθ ). When e iθ is an accumulation point of σ(U ), we can take a sequence {θ n } ∞ n=1 such that e iθn ∈ σ(U ) and θ n → θ. We take sufficiently small n > 0 so that
Suppose that there exists a sequence {ψ n } ∞ n=1 such that ψ n satisfies the condition in the statement of the lemma. If e iθ ∈ σ(U ), there exists a constant δ > 0 such that E U ((θ −δ, θ +δ)) = 0 and (U −e iθ )ψ H ≥ δ for any ψ ∈ H. This is a contradiction.
In the following, we shall prove the case e iθ = 1. For e iθ = 1, the proof is similar.
We can take an orthonormal basis {φ j } m j=1 of Ker(U − e iθ ) for a positive integer
On the other hand, we have
for j > m. This is a contradiction.
As a consequence, we can see that compact perturbations of U do not change its essential spectrum. Lemma 2.2. Let U and U be unitary operators on H. If U − U is compact on H, we have σ ess (U ) = σ ess (U ).
Proof. Let e iθ ∈ σ ess (U ). In view of Lemma 2.1, there exists a sequence {ψ n } ∞ n=1
in H such that ψ n H = 1, ψ n → 0 weakly in H and (U −e iθ )ψ n H → 0 as n → ∞.
Since U − U is compact, we have (U − U )ψ n → 0 in H. Then we have
Applying Lemma 2.1 to U , we obtain e iθ ∈ σ ess (U ). This implies σ ess (U ) ⊂ σ ess (U ). We can prove σ ess (U ) ⊂ σ ess (U ) by the same way.
2.2. Essential spectrum. We turn to the quantum walk. In the following, the notations U and U 0 are used in order to represent the unitary operators of time evolution for the quantum walk, and
be the unitary operator defined by
for ξ ∈ T, j = 0, 1, and every ψ ∈ H. Then the adjoint operator
for x ∈ Z, j = 0, 1, and every φ ∈ H. Letting
we have that U 0 is the operator of multiplication by the unitary matrix
In view of (1.1), we have
Moreover, we obtain for any λ ∈ C
In view of (2.3), we can see the following fact. For the proof, see Lemma 4.1 in [15] .
In view of the assumption (1.2), the operator U − U 0 is compact on H. Applying Lemma 2.2, we obtain the following lemma.
(2) If p = 1, we have σ ess (U ) = σ ess (U 0 ) = S 1 .
3. Absence of embedded eigenvalues
where p(ξ, θ) = det( U 0 (ξ) − e iθ ). Note that p(ξ, θ) is a trigonometric polynomial in ξ (see (2.3)).
Proof. Note that
Then ∂ ξ p(ξ, θ) = 0 if and only if ξ+α−γ/2 = 0 modulo π. If p(ξ, θ) = ∂ ξ p(ξ, θ) = 0, we have that e iθ must be equal to one of the following values :
The lemma follows from these observations.
3.2.
Absence of embedded eigenvalues. In §3.2, we prove Theorem 1.2. For the proof, we suppose that there exists an eigenvalue in σ p (U ) ∩ (σ ess (U ) \ T ) and we show a contradiction. Let us recall the assumptions which we adopt in §3.2 :
(1) p ∈ (0, 1] and there exists a constant δ > 0 such that |a(x)| ≥ δ for all x ∈ Z. (2) There exist constants ρ, M > 0 such that C(x) − C 0 ∞ ≤ M e −ρ x for any
We assume e iθ ∈ σ p (U ) ∩ (σ ess (U ) \ T ) and let ψ ∈ H be the associated eigen-
In view of the assumption (2), we have e r · f ∈ H for any r ∈ (0, ρ). Passing to the Fourier series, we have
Moreover, we multiply the equation (3.4) by the cofactor matrix of U 0 (ξ)−e iθ . Note that each component of the cofactor matrix is trigonometric polynomials. Then the matrix U 0 (ξ) − e iθ is diagonalized and it is sufficient to consider the equation of the form (3.5)
where u, g ∈ L 2 (T).
Here we need a Paley-Wiener type theorem. The following one is Theorem 6.1 in [22] .
for any k ∈ (0, k 0 ) if and only if the function φ extends to analytic function in {z ∈ T C ; |Im z| < k 0 /(2π)}.
As a direct consequence, we have the following fact.
Lemma 3.3. The function g in (3.5) extends to an analytic function in {z ∈ T C ; |Im z| < ρ/(2π)}.
Proof. Since we have e r · f ∈ H for any r ∈ (0, ρ), we apply Theorem 3.2 to f so that f is analytic in {z ∈ T C ; |Im z| < ρ/(2π)}. Each component of the cofactor matrix is trigonometric polynomials. Then g is also analytic in {z ∈ T C ; |Im z| < ρ/(2π)}.
Next we discuss about the regularity of u.
Let χ ∈ C ∞ (T) satisfy χ(ξ(θ)) = 1 with small support. In view of ξ(θ) ∈ M reg (θ), we have ∂ ξ p(ξ(θ), θ) = 0. Thus we can make the change of variable
in a small neighborhood of ξ(θ). Letting u χ = χ u and g χ = χ g, we rewrite the equation (3.5) as
Now let us define the Fourier transformation by
We define g χ (t) by the same way. Then the equation (3.6) is reduced to the differential equation
Integrating this equation, we have
In view of Lemma 3.3, g χ is smooth. Hence g χ is rapidly decreasing at infinity. From u χ ∈ L 2 (T), we have u χ (t) → 0 as |t| → ∞. Then the limit
exists and we obtain
Therefore, u χ is represented by the rapidly decreasing function
Similarly, we have as t → −∞
and
Hence we obtain
Then u χ (t) is rapidly decreasing as |t| → ∞ and this implies that u χ ∈ C ∞ (T).
Obviously, u is smooth outside any small neighborhood of ξ(θ). Then we have u ∈ C ∞ (T). It follows from the equation (3.5) that g vanishes at ξ(θ).
Proof. If p(z, θ) = 0 for e iθ ∈ σ ess (U ) \ T , we have
This implies Im z = 0 if p(z, θ) = 0 for e iθ ∈ σ ess (U ) \ T . Therefore, in order to show the analyticity of g(z)/p(z, θ), it is sufficient to consider a neighborhood of ξ(θ) ∈ M (θ). We expand p(z, θ) and g(z) into Taylor series at ξ(θ) ∈ M (θ) : In the next step, we show that the eigenfunction ψ decays super-exponentially as |x| → ∞. Lemma 3.6. For any k > 0, we have e k · ψ ∈ H.
Proof. It follows from Lemma 3.5 that the function
satisfies e r · u ∈ 2 (Z) for r ∈ (0, ρ) so that e r · ψ ∈ H. The assumption (2) implies that the function f = (U − U 0 )ψ satisfies e 2r · f ∈ H for any r ∈ (0, ρ). Repeating the arguments in the proofs of Lemmas 3.3-3.5, we can see e 2r · ψ ∈ H. We can repeat this procedure any number of times. Therefore, we have e mr · ψ ∈ H for any m > 0.
Proof of Theorem 1.2. Plugging Lemmas 3.3-3.6, the eigenfunction ψ satisfies e k · ψ ∈ H for any k > 0. The equation (U − e iθ )ψ = 0 is rewritten as
Recalling the assumptions (1) and (2), we put
From the equations (3.10) and (3.11), we have
and then
Repeating the same estimate on the right-hand side, we can see for any y > 0 that
In view of Lemma 3.6, we obtain
for any k > 0. Taking a sufficiently large k and tending y → ∞, we see |ψ (0) (x)| = 0.
Since x ∈ Z is arbitrary, ψ (0) vanishes on Z.
Let us go back the equation (3.11) . The equation is rewritten as
so that
for any y > 0. Hence we also have
for any k > 0. Taking a sufficiently large k > 0 and tending y → ∞, we obtain ψ (1) (x) = 0 for any x ∈ Z.
Existence of embedded eigenvalues
4.1. Finite support of eigenfunctions. In this section, we turn to the coin operator C given by (1.4). Since C(x) − C 0 satisfies the assumption (1.2), Lemma 2.4 also holds for this case i.e. σ ess (U ) = σ ac (U 0 ). The set of thresholds T is also defined by the same manner of Theorem 1.2. Thus the assertion (1) Proof of (3) of Theorem 1.3. We can apply Lemmas 3.3-3.6 to U . Then we have e k · ψ ∈ H for any k > 0. Since we have a(x) = pe iα = 0 for x < x * , we can use the estimate which is derived in the proof of Theorem 1.2. Then we have ψ = 0 for x < x * . In view of the equations (3.10) and (3.11), we have
Note that d(x) = pe iα e iγ = 0 for x > x * . Then we have
for any large k > 0 and y > 0. We obtain ψ (0) (x) = 0 for x > x * tending y → ∞.
From the equation (3.10), we have
for any large k > 0 and y > 0. Hence we also obtain ψ (1) (x) = 0 for x > x * tending y → ∞.
Embedded eigenvalues.
In order to construct eigenfunctions precisely, we consider the auxiliary operator
Lemma 4.1. Let δ(x) = δ x0 for x ∈ Z. Then the function
are normalized eigenfunctions of U 1 with eigenvalues ±ie iγ /2 , respectively. 
By a direct computation, we have
for any scalar functions s(ξ). Taking s(ξ) = (2 √ π) −1 , we obtain the lemma.
The operator of translation T y for y ∈ Z is defined by
for ψ ∈ H. Obviously, T y ψ ± are also eigenfunctions of U 1 with eigenvalues ±ie iγ /2 , respectively. Moreover, we have suppT y ψ (0) ± = {y − 1} and suppT y ψ
(1) ± = {y}. Proof of (2) of Theorem 1.3. We put
for any κ 1 , · · · , κ N ∈ C, where ψ ± is given by (4.1). Then we have suppΨ
In view of the assertion (3) of Theorem 1.
associated eigenfunctions vanish for x > x * and x < x * .
Summary and discussion
Finally, we summarize our results of the present paper as a conclusive remark by using typical numerical examples. We consider two typical cases. We put e = e 0 ∪ e 1 = {−1, 0, 1}. Let U v = SC v and U e = SC e be defined by Taking the initial state ψ 0 given by ψ 0 (x) = 1/ √ 6 i/ √ 6 , x ∈ e, ψ 0 Z\e = 0, we put ψ v (t, ·) := U t v ψ 0 and ψ e (t, ·) := U t e ψ 0 for t ≥ 0. Then we compute the probability P * (X t = x) = |ψ * (t, x)| 2 where * = v or e and X t is the position of the quantum walker at time t. For the numerical results at t = 100, see Figures 1 and 2. Localization occurs near x = 0 for both of P v (X t = x) and P e (X t = x). Here localization means lim sup t→∞ P * (X t = x) > 0 for some x ∈ Z. Thus we cannot detect edge defects by the existence of localization. If the initial state ψ 0 has an overlap with an eigenvector of U * , then localization occurs (see [16] ). For the locations of σ(U v ) and σ(U e ), see Figures 3 and 4 . σ ess (U * ) is approximated by eigenvalues of the finite rank operator U * {−60≤x≤60} . The operator U v has discrete eigenvalues. On the other hand, U e has eigenvalues ±i which are embedded in the interior of σ ess (U e ). Localizations of U v and U e occur Figure 1 . The distribution of P v (X t = x) at t = 100. Figure 2 . The distribution of P e (X t = x) at t = 100. due to eigenvectors of these eigenvalues. Thus the existence of edge defects is distinguished by the location of eigenvalues. Precisely, if there exist eigenvalues embedded in the interior of the continuous spectrum, there are some edge defects. 
