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LES I-TYPES DU SYSTE`ME F
I-TYPES OF SYSTEM F
Karim NOUR1
Re´sume´. - Nous de´montrons dans ce papier que les types du syste`me F habite´s
uniquement par des λI-termes (les I-types) sont a` quantificateur positif. Nous
pre´sentons ensuite des conse´quences de ce re´sultat et quelques exemples.
Abstract. - We prove in this paper that the types of system F inhabited uniquely
by λI-terms (the I-types) have a positive quantifier. We give also consequences
of this result and some examples.
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1 Introduction
Le λI-calcul est une restriction du λ-calcul ou` on ne peut abstraire sur une vari-
able que si elle est libre dans le terme. Dans ce calcul, on a l’e´quivalence entre
“la normalisation faible” et “la normalisation forte”. H. Barendregt a de´montre´
dans [1] que le λI- calcul est suffisant pour repre´senter les types de donne´es
courants et programmer toutes les fonctions calculables.
J.-Y. Girard a de´montre´ dans [3] que l’on peut aussi repre´senter les types
de donne´es courants dans le syste`me de typage F . Cependant les fonctions
repre´sentables sur ces types sont celles dont les preuves de terminaison se font
dans l’arithme´tique de Peano du second ordre.
Les types du syste`me F qui repre´sentent les types de donne´es courants sont
tous habite´s par au moins un λ-terme qui n’est pas un λI-terme. Une question
alors se pose : peut-on repre´senter les types de donne´es courants par des types
du syste`me F habite´s uniquement par des λI-termes (ces types sont appele´s des
I-types)?
Le but de cet article est d’e´tudier les I-types du syste`me F . On de´montre que
tout quantificateur du second ordre d’un I-type est positif. On donne ensuite
une application de ce re´sultat sur les types entre´es et les types sorties de´finis
dans [2]. On montre aussi que pour ve´rifier si un type est un I-type, on peut
se liminter aux types simples (types sans quantificateurs). On pre´sente enfin
quelques exemples de I-types.
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2 Notations et de´finitions
2.1 Quelques de´finitions du λ-calcul
E´tant donne´s des λ-termes t, u, u1, ..., un, l’application de t a` u sera note´e (t)u,
et (...((t)u1)...)un sera note´ (t)u1...un.
Si t est un λ-terme, on de´signe par Fv(t) l’ensemble de ses variables libres.
Si u et v sont des λ-termes, alors on note 〈u, v〉 le λ-terme λx(x)uv ou` x ne
figure pas dans u et v.
On note id = λxx, 0 = λxλyy et 1 = λxλyx. L’entier de Church n est le
λ-terme λxλf(f)...(f)x ((f) re´pe´te´ n fois).
On note →β (resp. →βη) la β-re´duction (resp. la βη-re´duction).
Un λ-terme est dit β-normal (resp. βη-normal) s’il ne contient pas de β-redex
(ni de β-redex ni de η-redex).
Un λ-terme est dit re´soluble si sa re´duction de teˆte termine.
2.2 Le λI-calcul
De´finitions 1) L’ensemble des λI-termes (note´ ΛI) est de´finie par induction :
– Si x est une variable, alors x ∈ ΛI.
– Si u, v ∈ ΛI, alors (u)v ∈ ΛI.
– Si u ∈ ΛI et x est libre dans u, alors λxu ∈ ΛI.
2) Un λK-terme est un λ-terme qui n’est pas un λI-terme.
Le λI-calcul posse`de les proprie´te´s suivantes (voir [1]).
The´ore`me 2.1 1) Si t ∈ ΛI, et t→βη t
′, alors t′ ∈ ΛI et Fv(t) = Fv(t′).
2) Un λI-terme est fortement normalisable ssi il est faiblement normalisable.
Notation On note 0 = λxλf(((x)id)id)f et, pour tout n ∈ IN, n+ 1 = n+ 1.
Le the´ore`me suivant montre qu’en λI-calcul on peut repre´senter toutes les fonc-
tions partielles re´cursives (voir [1]).
The´ore`me 2.2 Pour toute fonction partielle re´cursive f : INk → IN, il existe
un λI-terme f tel que :
– (f)n1...nk →β f(n1, ..., nk) si f(n1, ..., nk) est de´finie.
– (f)n1...nk est non re´soluble sinon.
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2.3 Le syste`me F
De´finitions 1) Les types du syste`me F sont construits a` partir des variables de
type X,Y, Z, ... en utilisant les ope´rations suivantes :
– Si E et F sont des types, alors E → F est un type.
– Si E est un type, et X est une variable de type, alors ∀XE est un type.
On de´finit d’une manie`re usuelle les variables libres et lie´es d’un type.
2) Soient A,F deux types et X une variable. Le type A[F/X ] est obtenu en
remplacant dans A toute occurrence de la variable X par le type F .
3) Les re`gles de typage du syste`me F sont les suivantes :
(ax) x1 : A1, ..., xn : An ⊢F xi : Ai (1 ≤ i ≤ n)
(→i)
Γ, x : A ⊢F t : B
Γ ⊢F λxt : A→ B
(→e)
Γ ⊢F u : A→ B Γ ⊢F v : A
Γ ⊢F (u)v : B
(∀i)
Γ ⊢F t : A X non libre dans Γ
Γ ⊢F t : ∀XA
(∀e)
Γ ⊢F t : ∀XA G est un type
Γ ⊢F t : A[G/X ]
On e´crit Γ ⊢F t : A si t est typable de type A dans le contexte Γ.
Le syste`me F posse`de les proprie´te´s suivantes (voir [3] et [4]).
The´ore`me 2.3 1) Un type est pre´serve´ durant une β-re´duction.
2) Un λ-terme typable est fortement normalisable.
De´finition Un type D du syste`me F est dit propre ssi si ∀XE est un sous-type
de D alors X est libre dans E.
Dans la suite on restreint le syste`me F aux types propores. Pour cela on modifie
le´ge`rement la re`gle (∀e) en demandant a` X d’eˆtre libre dans A.
Les lemmes suivants seront utilise´s dans la suite (voir [3] et [4]).
De´finition Soient Id = ∀X{X → X}, Bool = ∀X{X → (X → X)} et Ent =
∀X{X → [(X → X)→ X ]}.
Lemme 2.1 Soit t un λ-terme β-normal.
1) ⊢F t : Id ssi t = id.
2) ⊢F t : Bool ssi t = 0 ou t = 1.
3) ⊢F t : Ent ssi il existe n ∈ IN tel que t = n (n ≥ 0).
De´finition Si A et B sont deux types alors on note A ∧ B le type ∀X{(A →
(B → X))→ X} ou` X est une variable qui ne figure pas dans A et B.
Lemme 2.2 1) Si Γ ⊢F u : A et Γ ⊢F v : B, alors Γ ⊢F 〈u, v〉 : A ∧B.
2) Si Γ ⊢F t : A ∧B, alors Γ ⊢F (t)1 : A et Γ ⊢F (t)0 : B.
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De´finition Un contexte C〈 〉 est un terme du λ-calcul avec un trou (une seule
occurrence d’une constante spe´ciale du λ-calcul). On note C〈u〉 le re´sultat de
la substitution du trou de C〈 〉 par u et ceci sans renommage des variables lie´es
de C〈 〉.
Lemme 2.3 Si dans le typage Γ ⊢F C〈u〉 : A on a Γ
′ ⊢F u : B, alors pour tout
λ-terme v tel que Γ′ ⊢F v : B on a Γ ⊢F C〈v〉 : A
Preuve Il suffit de remplacer dans le typage Γ ⊢F C〈u〉 : A l’arbre de typage
de Γ′ ⊢F u : B par celui de Γ
′ ⊢F v : B. ♠
Notations Pour simplifier on note la formule ∀X1...∀XnF par ∀XF et la for-
mule A1 → (A2 → ...(An → A)...) par A1, A2, ..., An → A.
3 Les I-types du syste`me F
De´finition Un type clos D du syste`me F est dit I-type ssi si t est un λ-terme
clos β-normal tel que ⊢F t : D, alors t est un λI-terme.
Nous allons de´montrer qu’un I-type du syste`me F (habite´ par au moins un
λ-terme) est un type a` quatificateur positif. Nous pre´sentons tout d’abord, sur
des exemples, la me´thode adopte´e.
Exemples Soient E = ∀X{∀Y (Id → Y ) → Id} et F = ∀X{∀Y (Y → Id) →
Id}. Ces types ne sont pas a` quantificateur positif car le quantificateur ∀Y
occure ne´gativement dans E et F . Nous allons montrer comment fabriquer a`
partir d’un λI-terme de type E (resp. de type F ) un λK-terme de meˆme type.
Conside´rons les deux typages suivants :
x : ∀Y (Id→ Y ) ⊢ x : ∀Y (Id→ Y )
x : ∀Y (Id→ Y ) ⊢ x : Id→ Id ⊢F id : Id
x : ∀Y (Id→ Y ) ⊢ (x)id : Id
⊢ λx(x)id : ∀Y (Id→ Y )→ Id
⊢ λx(x)id : E
x : ∀Y (Y → Id) ⊢ x : ∀Y (Y → Id)
x : ∀Y (Y → Id) ⊢ x : Id→ Id ⊢F id : Id
x : ∀Y (Y → Id) ⊢ (x)id : Id
⊢ λx(x)id : ∀Y (Y → Id)→ Id
⊢ λx(x)id : F
Les deux typages suivants donnent des λK-termes de type E et F :
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x : ∀Y (Id→ Y ) ⊢ x : ∀Y (Id→ Y )
x : ∀Y (Id→ Y ) ⊢ x : Id→ (Bool → Id) ⊢ id : Id
x : ∀Y (Id→ Y ) ⊢ (x)id : Bool → Id ⊢ 0 : Bool
x : ∀Y (Id→ Y ) ⊢ (x)id 0 : Id
⊢ λx(x)id 0 : ∀Y (Id→ Y )→ Id
⊢ λx(x)id 0 : E
x : ∀Y (Y → Id) ⊢ x : ∀Y (Y → Id)
x : ∀Y (Y → Id) ⊢ x : (Bool ∧ Id)→ Id
⊢ 0 : Bool ⊢ id : Id
⊢F 〈0, id〉 : Bool ∧ Id
x : ∀Y (Y → Id) ⊢ (x)〈0, id〉 : Id
⊢ λx(x)〈0, id〉 : ∀Y (Y → Id)→ Id
⊢ λx(x)〈0, id〉 : F
Remarquons que dans le premier typage on a remplace´ la variable Y (qui est
en position ne´gative dans E) par Bool → Id et dans le deuxie`me typage on
a remplace´ Y (qui est en position positive dans F ) par Bool ∧ Id. On peut
ve´rifier facilement qu’en remplacant Y par Bool → (Bool ∧ Id) on trouve aussi
des λK-termes de type E et F . Signalons enfin qu’il suffit de remplacer le
type Bool par un type quelconque habite´ par un λK-terme ou par une nouvelle
variable de type. Nous allons montrer qu’on peut ge´ne´raliser cette me´thode
pour un type quelconque. Ceci ne´cessite l’introduction de plusieurs notions et
la de´monstartion de plusieurs re´sultats.
De´finition Pour tout type A et pour toute variable X , on de´finit deux con-
stantes du λ-calcul UA,X et VA,X . Le λUV -calcul est obtenu en conside´rant les
re`gles de re´duction suivantes :
(λxu)v →֒β u[v/x]
(UY,X)t →֒u t si Y 6= X (VY,X)t →֒v t si Y 6= X
(UB→C,X)t →֒u λy(UC,X)(t)(VB,X)y (VB→C,X)t →֒v λy(VC,X)(t)(UB,X)y
(U∀Y B,X)t →֒u (UB,X)t (V∀Y B,X)t →֒v (VB,X)t
On e´crit t →֒ t′ si t′ est obtenu a` partir de t en appliquant un nombre fini de
fois les re`gles pre´ce´dentes.
Lemme 3.1 La cloˆture re´flexive et transitive de la re´duction →֒u (resp. de
→֒v) est fortement normalisable.
Preuve On de´finit, par induction sur les λUV -termes, une notion de longueur :
N(x) = 0, N((u)v) = N(u) +N(v), N(λxu) = N(u) et N(UA,X) = N(VA,X) =
L(A) ou` L(A) est le nombre des connecteurs logiques de A. Il est clair que si
t →֒u t
′ ou t →֒v t
′, alors N(t) > N(t′). D’ou` le re´sultat. ♠
De´finitions Soit t un λUV -terme et E un ensemble de variables.
1) Une occurrence d’une variable x dans t est dite E-inactive ssi ou bien x ∈ E ou
bien il existe un sous-terme u de t tel que x ∈ Fv(u) et il existe une occurrence
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d’une variable E-inactive y telle que ((...(y)u1...ui)λy1...λymλxu)ui+1...un est
un sous-terme de t.
2) Un sous-terme u de t est dit E-inactif ssi u = (x)u1...un et x est E-inactive
dans t.
3) Un sous-terme u de t est dit E-passif ssi il existe un λUV -terme E-inactif
(x)u1...un de t tel que ui = λy1...λymu.
Lemme 3.2 Soient u, v des λUV-termes, E un ensemble de variables et x 6∈ E.
Les occurrences des variables E-inactives (resp. les termes E-inactifs, les termes
E-passifs) de u et v sont des occurrences des variables E-inactives (resp. des
termes E-inactifs, des termes E-passifs) de u[v/x].
Preuve Facile. ♠
De´finition Soit E un ensemble de variables. Un λUV -terme t est dit E-bon ssi
chaque occurrence de UB,X dans t est applique´e a` un seul argumentw et(UB,X)w
est E-passif et chaque occurrence de VB,X dans t est applique´e a` un λUV -terme
E-inactive.
Il est clair qu’un λUV -termeE-bon a l’une des formes suivantes : λxu, (x)u1...un,
(λxu)vv1...vn ou (VB,X)(x)u1...un. Le lemme suivant caracte´rise les λUV -termes
E-bons.
Lemme 3.3 1) λxu est E-bon ssi u est E − {x}-bon.
2) (x)u1...un est E-bon ssi pour tout (1 ≤ i ≤ n), ui est E-bon ou (si x ∈ E)
ui = λy1...λym(UB,X)w et w est E − {y1, ..., ym}-bon.
3) (λxu)vv1...vn est E-bon ssi v est E-bon, pour tout (1 ≤ i ≤ n), vi est E-bon
et u est E − {x}-bon.
4) (VB,X)(x)u1...un est E-bon ssi x ∈ E et (x)u1...un est E-bon.
Preuve Facile. ♠
Lemme 3.4 Soient u, v des λUV -termes et E un ensemble de variables. Si u, v
sont E-bons, alors (u)v est E-bon.
Preuve Facile. ♠
Lemme 3.5 Soient u, v des λUV-termes, E un ensemble de variables et x 6∈ E.
Si u, v sont E-bons, alors u[v/x] est E-bon.
Preuve On utilise le lemme 3.2. ♠
The´ore`me 3.1 Si t est un λUV -terme E-bon et t →֒ t
′, alors t′ est E-bon.
Preuve Il suffit de faire la preuve pour un seul pas de re´duction. On proce`de
par induction sur t et on utilise les lemmes 3.3, 3.4 et 3.5.
– Si t = λxu, alors il suffit d’appliquer l’hypothe`se d’induction et utiliser le
lemme 3.5.
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– Si t = (x)u1...un, alors on a deux cas a voir. Si ui est E-bon et se re´duit a
u′i, alors il suffit d’appliquer l’hypothe`se d’induction et utiliser le lemme 3.3. Si
x ∈ E, ui = λy1...λym(UB,X)w et w est E − {y1, ..., ym}-bon, alors le re´sultat
est e´vident si on fait la re´duction dans w. Si on re´duit le U-redex, alors ceci
de´pend de B.
- Si B = Y 6= X , alors ui se re´duit a` λy1...λymw. Or comme w est E −
{y1, ..., ym}-bon, alors, en utilisant le lemme 3.3, λy1...λymw est E-bon et donc
t′ aussi.
- Si B = C → D, alors ui se re´duit a` λy1...λymλy(UD,X)(w)(VC,X)y. Or comme
w est E − {y1, ..., ym}-bon, alors (par de´finition) t
′ est E-bon.
- Si B = ∀Y C, alors le re´sultat est e´vident.
– Si t = (λxu)vv1...vn, alors le re´sultat est e´vident si on fait la re´duction dans
les termes u, v, v1, ..., vn. Si t
′ = (u[v/x])v1...vn, alors le re´sultat provient des
lemmes 3.4 et 3.5.
– Si t = (VB,X)(x)u1...un, alors le re´sultat est e´vident si on fait la re´duction
dans les termes u1, ..., un. Si on re´duit le V-redex, alors ceci de´pend de B.
- Si B = Y 6= X , alors t′ = (x)u1...un qui est E-bon.
- Si B = C → D, alors t se re´duit a` λy(VD,X)(x)u1...un(U)y. Donc (par
de´finition) t′ est E-bon.
- Si B = ∀Y C, alors le re´sultat est e´vident. ♠
De´finition Un λUV -terme t est dit bon ssi il est Fv(t)-bon.
Corollaire 3.1 Si t est un λUV -terme bon et t →֒ t
′, alors t′ est bon.
Preuve D’apre`s le the´ore`me 3.1. ♠
De´finition Soit U et V deux constantes fixe´es du λ-calcul. Pour tout type A
et pour toute variable X , on de´finit par induction deux λ-termes I ′A,X et J
′
A,X
de la manie`re suivante :
I ′Y,X = id si Y 6= X J
′
Y,X = id si Y 6= X
I ′X,X = U J
′
X,X = V
I ′B→C,X = λxλy(I
′
C,X)(x)(J
′
B,X )y J
′
B→C,X = λxλy(J
′
C,X)(x)(I
′
B,X )y
I ′
∀Y B,X = λx(I
′
B,X)x J
′
∀Y B,X = λx(J
′
B,X)x
Lemme 3.6 Pour tout type A et pour toute variable X, les λ-termes I ′A,X et
J ′A,X sont des λI-termes.
Preuve Par induction sur A. ♠
De´finition On associe a` chaque λUV-terme t un λ-terme note´ t̂ de la manie`re
suivante : x̂ = x, λ̂xu = λxû, (̂u)v = (û)v̂, ÛA,X = I
′
A,X et V̂A,X = J
′
A,X .
Lemme 3.7 Si u, v sont des λUV -termes, alors ̂u[v/x] = û[v̂/x].
Preuve Par induction sur u. ♠
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Lemme 3.8 Soient u, v des λUV -termes. Si u →֒ v, alors û→β v̂.
Preuve Par induction sur u et on utilise le lemme 3.7. ♠
Lemme 3.9 Si t est un λUV -terme tel que t̂ est fortement normalisable, alors
t est fortement normalisable.
Preuve Sinon, alors il existe une suite (ti)i telle que t = t0 et (ti →֒β ti+1 ou
ti →֒u ti+1 ou ti →֒u ti+1). D’apre`s les lemmes 3.1 et 3.9, il existe une suite
croissante d’entiers (ni)i telle que n0 = 0 et t̂ni →β ̂tni+1 . Ce qui contredit le
fait que t̂ est fortement normalisable. ♠
Avec les hypothe`ses du lemme pre´ce´dent (et en utilisant le lemme 3.8) on a
unicite´ de la forme normale de t.
Donc la suite on fixe une constante du λ-calcul α et une constante de type O.
De´finitions 1) Soient U = λxλd〈x, α〉 et V = λx(x)α1. Pour tout type
A et pour toute variable X , on note IA,X = I
′
A,X [U/U , V/V ] et JA,X =
J ′A,X [U/U , V/V ].
2) Pour tout type G du syste`me F , on note G◦ = O→ (G ∧O).
Lemme 3.10 Pour tout type A et pour toute variable X, on a :
1) α : O ⊢F IA,X : ∀Y {A[Y/X ]→ A[Y
◦/X ]}.
2) α : O ⊢F JA,X : ∀Y {A[Y
◦/X ]→ A[Y/X ]}.
Preuve Par induction sur A.
– Si A = Y 6= X , alors A[Y/X ] = A[Y ◦/X ] = Y , IA,X = JA,X = id et on a
α : O ⊢F id : ∀Y {Y → Y }.
– Si A = X , alors A[Y/X ] = Y , A[Y ◦/X ] = Y ◦, IA,X = U et JA,X = V . On a
les deux typages suivants :
α : O, x : Y, d : Y ⊢F 〈x, α〉 : Y ∧O
α : O ⊢F U : ∀Y {Y → Y ◦}
α : O, x : Y ◦,⊢F (x)α1 : Y
α : O ⊢F V : ∀Y {Y ◦ → Y }
– Si A = B → C, alors A[Y/X ] = B[Y/X ] → C[Y/X ], et A[Y ◦/X ] =
B[Y ◦/X ] → C[Y ◦/X ]. Par hypothe`se d’induction on a α : O ⊢F IC,X :
∀Y {C[Y/X ] → C[Y ◦/X ]} et α : O ⊢F JB,X : ∀Y {B[Y
◦/X ] → B[Y/X ]}.
Donc
α : O, x : B[Y/X ]→ C[Y/X ], y : B[Y ◦/X ] ⊢F (JB,X)y : B[Y/X ]
α : O, x : B[Y/X ]→ C[Y/X ], y : B[Y ◦/X ] ⊢F (x)(JB,X)y : C[Y/X ]
α : O, x : B[Y/X ]→ C[Y/X ], y : B[Y ◦/X ] ⊢F (IC,X)(JB,X)y : C[Y/X ]
α : O,⊢F IA,X : ∀Y {A[Y/X ]→ A[Y ◦/X ]}
8
De meˆme on de´montre que ⊢F JA,X : ∀Y {A[Y
◦/X ]→ A[Y/X ]}.
– Si A = ∀ZB, alors A[Y/X ] = ∀ZB[Y/X ], et A[Y ◦/X ] = ∀ZB[Y ◦/X ]. Par
hypothe`se d’induction on a α : O ⊢F IB,X : ∀Y {B[Y/X ]→ C[B
◦/X ]}. Donc
α : O, x : ∀ZB[Y/X ] ⊢F (IB,X)x : B[Y
◦/X ]
α : O, x : ∀ZB[Y/X ] ⊢F (IB,X)x : ∀ZB[Y ◦/X ]
⊢F IA,X : ∀Y {A[Y/X ]→ A[Y ◦/X ]}
De meˆme on de´montre que ⊢F JA,X : ∀Y {A[Y
◦/X ]→ A[Y/X ]}. ♠
De´finitions 1) Soit t un terme β-normal ; t s’e´crit λx1...λxn(x)t1...tm. Les
sous-termes essentiels de t sont, par de´finition, (x)t1...tm et les sous-termes
essentiels des ti (1 ≤ i ≤ m).
2) Soient Γ un contexte, A un type, et t un λ-terme β-normal. On dit que t est
un λ-terme η-long de type A dans le contexte Γ ssi Γ ⊢F t : A et dans ce typage
tous les sous termes essentiels de t sont type´s par des variables de type.
Lemme 3.11 Si t un λ-terme β-normal tel que Γ ⊢F t : A, alors il existe un
λ-terme η-long t′ de type A dans le contexte Γ tel que t′ →η t.
Preuve Il suffit de remplacer chaque sous-terme essentiel u de t de type B =
∀X0(B1 → ...∀Xn−1(Bn → ∀XnX)...) par le λ-terme λx1...λxn(u)xn...x1. ♠
De´finitions 1) Un sous-terme u de t est dit en position d’application ssi il existe
un terme v tel que (u)v est un sous-terme de t.
2) Un sous-terme u de t est dit en position d’argument s’il n’est pas en position
d’application.
Lemme 3.12 Soient t un λ-terme β-normal contenant α. Si α : O,Γ ⊢F t : A,
alors α est en position d’argument dans t et donc, pour tout λ-terme β-normal
u, t[u/α] est β-normal.
Preuve Facile. ♠
De´finition Un λ-terme t est dit bon ssi le λUV -terme t[UX,X/U ,VX,X/V ] est
bon.
Lemme 3.13 Si t est un λ-terme bon β-normal contenant l’une des constantes
U ou V, alors t[U/U , V/V ] est normalisable et sa forme normale contient α.
Preuve Si t contient U , alors U est applique´ a` un seul terme a, et donc dans
t[U/U , V/V ] le sous-terme (λxλd〈x, α〉)a se re´duit a` λd〈a, α〉 sans cre´er des nou-
veaux redex. Si t contient V , alors V est applique´ a` un terme de la forme
(x)a1...an, et donc dans t[U/U , V/V ] le sous-terme (λx(x)α1)(x)a1 ...an se re´duit
a` (x)a1...anα1 sans cre´er des nouveaux redex. Dans les deux cas la forme nor-
male de t[U/U , V/V ] contient α. ♠
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Lemme 3.14 Soient u1, ..., un, v1, ..., vm des λI-termes, A un type contenant
X comme variable libre. Si T = ((JA,X)(x)u1...un)v1...vm est typable, alors la
forme normale de T contient α.
Preuve Conside´rons le λ-terme T ′ = ((J ′A,X)(x)u1...un)v1...vm. D’apre`s le
lemme 3.6, T ′ est un λI-terme. Comme T ′ est fortement normalisable (sinon
T ne le sera pas) et A contient X , alors, d’apre`s le lemme 3.6 et le the´ore`me
2.1, la forme normale T ′1 contient U ou V . Soit T
′′ = ((VA,X)(x)u1...un)v1...vm.
D’apre`s le lemme 3.9, T ′′ est fortement normalisable, et si on note T ′′1 sa forme
normale, alors T ′1 = T̂
′′
1 . T
′′ est un λUV -terme bon, alors, d’apre`s le corollaire
3.1, T ′′1 est bon ne contenant que des UX,X et des VX,X , donc T
′
1 est bon. Donc,
d’apre`s le lemme 3.13, T ′1[U/U , V/V ] contient α. Or comme T = T
′[U/U , V/V ],
alors la forme normale de T contient aussi α. ♠
De´finition On distingue trois re`gles d’e´limination du quantifiacteur ∀ :
(∀e)1
Γ ⊢F λxt : ∀XA
Γ ⊢F λxt : A[G/X ]
(∀e)2
Γ ⊢F (x)t1...tn : ∀XA
Γ ⊢F (x)t1...tn : A[G/X ]
(∀e)3
Γ ⊢F (λxu)vt1...tn : ∀XA
Γ ⊢F (λxu)vt1...tn : A[G/X ]
Lemme 3.15 Soit t un λI-terme β-normal. Si dans un typage Γ ⊢F t : C
on utilise la re`gle (∀e)2, alors il existe un λ-terme β-normal t
′ contenant α et
Γ, α : O ⊢F t
′ : C.
Preuve Dans le typage de t on a donc
∆ ⊢F (x)u1...un : ∀XA
∆ ⊢F (x)u1...un : A[G/X ]
.
.
.
∆′ ⊢F (x)u1...unv1...vm : B
et dans t, (x)u1...unv1...vm n’est pas applique´ a` un autre λ-terme.
Conside´rons le typage suivant
∆ ⊢F (x)u1...un : ∀XA
∆ ⊢ (x)u1...un : A[G◦/X ] α : O ⊢F JA,X : A[G◦/X ]→ A[G/X ]
∆, α : O ⊢ (JA,X)(x)u1...un : A[G/X ]
.
.
.
∆′, α : O ⊢ ((JA,X)(x)u1...un)v1...vm : B
10
Si u est la forme normale de ((JA,X)(x)u1...un)v1...vm, alors ∆
′, α : O ⊢F u : B
et, d’apre`s le lemme 3.14, u contient α. Si t = C〈(x)u1...unv1...vm〉, alors posons
t′ = C〈u〉. On a t′ est un λ-terme β-normal contenant α et, d’apre`s le lemme
2.3, Γ, α : O ⊢F t
′ : C. ♠
Lemme 3.16 Soient D un I-type et t un λI-terme β-normal. Si ⊢F t : D,
alors la re`gle (∀e)2 ne peut pas eˆtre utilise´e.
Preuve Sinon, d’apre`s le lemme 3.15, il existe un λI-terme β-normal t′ con-
tenant α tel que α : O ⊢F t
′ : D. D’apre`s le lemme 3.12, α est en position
d’agument dans le λ-terme t′, et donc t′′ = t′[1/α] est un λK-terme β-normal
tel que ⊢F t
′′ : D. Contradiction. ♠
De´finition On de´finit deux ensembles de type du syste`me F : ∀+ (ensemble de
types ∀-positifs), et ∀− (ensemble de types ∀-ne´gatifs) de la manie`re suivante :
- Si A = X , alors A ∈ ∀+, et A ∈ ∀− ;
- Si T ∈ ∀+, et T ′ ∈ ∀−, alors, T ′ → T ∈ ∀+, et T → T ′ ∈ ∀− ;
- Si T ∈ ∀+, et X est libre dans T , alors ∀XT ∈ ∀+.
Donc, T est un type ∀+ (resp. ∀−) ssi le quantificateur du second ordre est
positif (resp. ne´gatif) dans T .
Lemme 3.17 Soit t un λI-terme β-normal tel que Fv(t) = {x1, ..., xn}. Si t
est terme η-long de type A dans le constext Γ = x1 : A1, ..., xn : An sans utiliser
la re`gle (∀e)2, alors les Ai ∈ ∀
− (1 ≤ i ≤ n) et A ∈ ∀+.
Preuve Par induction sur t.
- Si t est une variable, alors n = 1, A = X et x1 : A1 ⊢F x1 : X . Donc A1 = X
et par conse´quent A est ∀+ et A1 est ∀
−.
- Si t = (xi)t1...tm (m ≥ 1), alors A = X , Ai = B1, B2, ..., Bm → X , et
Γ ⊢F tj : Bj . Comme t est un λI-terme alors, en appliquant l’hypothe`se
d’induction sur les tj , on peut de´duire que les Ak (k 6= i) sont ∀
− et les Bj sont
∀+. Donc Ai est aussi ∀
−.
- Si t = λxu, alors A = ∀X(B → C) et Γ, x : B ⊢F u : C. Par hypothe`se
d’induction, on de´duit que les Ai et B sont ∀
− et C est ∀+. Donc A est ∀+. ♠
De´finitions 1) Si D est un type du syste`me F alors on note Λ(D) = {t βη-
normal clos / ⊢F t : D}.
2) Un type D du syste`me F est dit de´montrable ssi card(Λ(D)) ≥ 1.
The´ore`me 3.2 Si D est un I-type de´montrable du syste`me F , alors D ∈ ∀+.
Preuve Soit t un λI-terme η-longue de type D. D’apre`s le lemme 3.16, dans
le typage de t, on n’a pas utilise´ la re`gle (∀e)2. Donc, d’apre`s le lemme 3.17,
D ∈ ∀+. ♠
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4 Re´sultats supple´mentaires
4.1 Les types entre´es et les types sorties
Commencant tout d’abord par de´finir les syste`mes de typage F0 et F1.
De´finitions 1) Le syste`me de typage F0 est obtenue en e´liminant la re`gle de
typage (∀e) du syste`me F .
2) Le syste`me de typage F1 est obtenue en remplacant la re`gle de typage (∀e)
du syste`me F par
(∀e)
1
Γ ⊢F1 t : ∀XA Y est une variable
Γ ⊢F1 t : A[Y/X ]
Les auteurs ont donne´ des de´finitions (par typage) des types entre´es et des types
sorties du syste`me F (voir [2]).
De´finitions 1) Un type clos E du syste`me F est dit type entre´e ssi si ⊢F t : E
alors ⊢F0 t : E. Intuitivement un type entre´e est un type dont toutes les
de´monstrations se font dans le syste`me F0, et donc le proble`me de typage pour
ce type est de´cidable.
2) Un type clos S du syste`me F (ne contenant pas une constante de type fixe´s
O) est dit type sortie ssi si t est un λ-terme β-normal tel que α : O ⊢F t : S alors
α 6∈ Fv(t). Intuitivement cela veut dire que les fonctions a` valeurs dans un type
sortie inde´pendamment du type de leurs arguments sont les fonctions constantes.
On a les re´sultats suivants (voir [2] et [5]) :
The´ore`me 4.1 1) Un type clos et ∀+ est un type entre´e et sortie.
2) Un type entre´e est un type sortie.
On ne sait pas si la re´ciproque du 2) du the´ore`me pre´ce´dent est vraie. Nous
allons voir que le lemme 3.15 apporte une re´ponse partielle a` cette question :
En effet si un type clos D n’est pas un type entre´e alors il existe un λ-terme
β-normal clos t tel que ⊢F t : D et 6⊢F0 t : D c.a`.d la re`gle (∀e) est utilise´e dans
le typage. Le lemme 3.15 montre que si c’est la re`gle (∀e)2 qui est utilise´e et si
t est un λI-terme, alors D n’est pas un type sortie.
4.2 Les types simples
On va montrer qu’on peut limiter l’e´tude des I-types a` une classe de types tre`s
simples.
De´finitions 1) Les types du syste`me S (appele´ syste`me simple) sont construits
a` partir des variables de type en utilisant uniquement le connecteur →.
2) Les re`gles de typage du syste`me S sont (ax), (→i) et (→e).
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3) On e´crit Γ ⊢S t : A si t est typable sans le syste`me S de type A dans le
contexte Γ.
Le the´ore`me 2.3 reste valable dans le syste`me S.
De´finition Si A est un type du syste`me F , alors on note SA l’ensemble des
types du syste`me S obtenus en effacant dans A tous les quantificateurs (on sup-
pose que toutes les variables du type utilise´es dans A ont des noms diffe´rents).
On a de´montre´ dans [5] le re´sultat suivant :
The´ore`me 4.2 Soient A un type ∀+ du syste`me F , A∗ ∈ SA, et t un λ-terme
β-normal. Si ⊢F t : A, alors ⊢S t : A
∗
Donc pour ve´rifier si un type clos D de l’ensemble ∀+ est un I-type, il suffit
d’e´tudier cette question pour une cloˆture d’un type simple de l’ensemble SD.
Ceci est plus facile a` e´tudier vu que le proble`me de typage pour les types simples
est de´cidable.
La re´ciproque du the´ore`me 4.2 est e´videment fausse si on permet l’utilisation
des types non propres. En effet, soient A = ∀X {(X → X) → (X → ∀ZX)},
A∗ = (X → X) → (X → X). On a ⊢S id : A
∗ mais 6⊢F id : A. Remarquons
que l’exemple pre´ce´dent ne marche pas si on conside`re des λ-termes η-longs de
type A∗. On va pre´senter un contre exemple a` la re´ciproque du the´ore`me 4.2
en se limitant aux λ-termes η-longs.
De´finition Soient :
T = ∀X{[∀Y (((Y → ∀Z((X,Y → Z)→ Z))→ X)→ X)→ X ], X → X}
T ∗ = [(((Y → ((X,Y → Z)→ Z))→ X)→ X)→ X ], X → X
t = λxλy(x)λz(x)λu(z)λvλw((w)(u)λd〈y, v〉)v
The´ore`me 4.3 Le λ-terme t est η-long de type T ∗ mais 6⊢F t : T .
Preuve Supposons que ⊢F t : T , alors il existe un typage de t ou` les variables
lie´es de t sont de´clare´es de la manie`re suivantes :
x : ∀Y (((Y → ∀Z ((X,Y → Z)→ Z))→ X)→ X)→ X
y : X
z : (Y → ∀Z ((X,Y → Z)→ Z))→ X
u : (Y ′ → ∀Z ((X,Y ′ → Z)→ Z))→ X (Y ′ 6= Y )
v : Y
w : X,Y → Z
d : Y ′
et le sous-terme 〈y, v〉 est de type ∀Z ((X,Y ′ → Z)→ Z)). D’ou` v est typable
de type Y ′. Contradiction. ♠
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4.3 Quelques exemples
De´finition Soit n ∈ IN. Un I-type D est dit d’ordre n (resp. infini) ssi
Card(Λ(D)) = n (resp. Λ(D) est infini).
On va donner des exemples de I-types d’ordre quelconque.
The´ore`me 4.4 Id est I-type d’ordre 1.
Preuve Facile. ♠
Notations 1) Soient A1, ...An des types du syste`me F . On note A1 ∧ ...∧An le
type ∀X{(A1, ..., An → X)→ X} ou` X ne figure pas dans les types A1, ..., An.
2) Soient t1, ..., tn des λ-termes. On note 〈t1, ..., tn〉 le λ-terme λx(x)t1...tn.
De´finition Soit n ≥ 2. On note :
Bn = ∀X∀Y1...∀Yn{(Y1 → X), ..., (Yn → X)→
[Y1, ..., Yn → (X ∧ Y1 ∧ ... ∧ Yn)] ∧ (Y1 → X) ∧ ... ∧ (Yn → X)}
et, pour tout 1 ≤ i ≤ n, Ti = λx1...λxn〈λy1...λyn〈(xi)yi, y1, ..., yn〉, x1, ..., xn〉.
The´ore`me 4.5 Bn est un I-type d’ordre n et Λ(Bn) = {T1, ..., Tn}.
Preuve Facile. ♠
Notation Soient x, y, z des variables et n un entier. On note λu[(x)(y)]n(z)u
la forme βη-normale du λ-terme λu(x)(y)...(x)(y)(z)u ((x)(y) est re´pe´te´ n fois).
De´finition Soit B∞ = ∀X∀Y {(X → Y ), (Y → X) → [(X → Y ) ∧ (Y → X)]}
et, pour tout (i, j) ∈ IN2, Ti,j = λxλy〈λu[(x)(y)]
i(x)u, λu[(y)(x)]j(y)u〉.
The´ore`me 4.6 Bn est un I-type infini et Λ(B∞) = {Ti,j ; (i, j) ∈ IN
2}.
Preuve Facile. ♠
D’apre`s le the´ore`me 4.5 le type B2 est un I-type qui repre´sente les boole´ens.
Il contient cinq quantificateurs. Une question se pose : “Peut-on trouver des
I-types plus simples (avec moins de variables ou de quantificateurs) pour les
boole´ens ?” Nous allons montrer que les I-types contenant au plus deux quan-
tificateurs sont au plus d’ordre 1.
The´ore`me 4.7 Si D est un I-type de´montrable du syste`me F contenant un
seul quantificateur, alors D = ∀X{X → X}.
Preuve Soient D = ∀X{A1, ..., An → X} un tel I-type et t un terme η-long
minimal tel que ⊢F t : D. Alors t = λx1...λxnu, u = (xi)u1...um (m ≥ 0),
et x1 : A1, ..., xn : An ⊢F u : X . Si m 6= 0, alors x1 : A1, ..., xn : An ⊢F u1 :
B1, ..., Bk → X . D’apre`s le choix de t, on a k ≥ 1 et λx1...λxn((xi)λy1...λyku)u2...um
qui n’est pas un λI-terme est de type D. D’ou` m = 0, u = xi et donc n = 1, et
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D = ∀X{X → X}. ♠
Notations 1) Si B,A sont des types, alors, pour tout n ≥ 1, on note Bn → A
le type B, ..., B → A ou` B est re´pe´te´ n fois.
2) Si X et Y sont deux variables de types, alors on note les formules ∀X∀Y A
et ∀Y ∀XA par ∀X,Y A.
The´ore`me 4.8 Si D est un I-type de´montrable du syste`me F contenant deux
quantificateurs, alors D = ∀X,Y {[(Y → Y )n → X ]→ X}, D = ∀X{(∀Y (Y →
Y ) → X) → X}, D = ∀X,Y {Y, (Y n → X) → X} ou D = ∀X,Y {(Y n →
X), Y → X}.
Preuve Soient D = ∀X∀Y {A1, ..., An → X} un I-type de´montrable du syste`me
F et t un terme η-long minimal tel que ⊢F t : D. Alors t = λx1...λxnu,
u = (xi)u1...uk (k ≥ 1), et x1 : A1, ..., xn : An ⊢F u : X . Les ui (1 ≤ i ≤ k) ne
peuvent pas eˆtre de type B1, ..., Bm → X . En effet si c’est le cas, on contredit
soit la minimalite´ de t soit le fait queD est un I-type. Cherchons donc les termes
η-longs minimaux v tels que x1 : A1, ..., xn : An ⊢F λy1...λymv : B1, ..., Bm → Y
c.a`.d. Γ = x1 : A1, ..., xn : An, y1 : B1, ..., ym : Bm ⊢F v : Y . Supposons que
v = (z)v1...vl (l ≥ 0). Remarquons d’abord que les vi (1 ≤ i ≤ l) ne peuvent
pas eˆtre ni de type C1, ..., Cr → Y ni de type D1, ..., Dr′ → X avec (r
′ ≥ 1).
Donc ils sont forcemant de type X . Soit w un terme η-long minimal tel que
Γ ⊢F w : X . w est e´videment une variable. On a deux cas a` voir :
– Si w = xj , alors Aj = X et D = ∀X∀Y {X → X}. Contradiction.
– Si w = yj alors x1 : A1, ..., xn : An ⊢F λy1...λymv[u/yj] : B1, ..., Bm → Y et
D n’est pas un I-type.
Donc v est une variable. De nouveau on a deux cas a` voir :
– Si v = xj , alors Aj = Y . Dans ce cas tous les ui (1 ≤ i ≤ k) sont e´gaux a` xj .
Donc t = λxλy(x)y...y ou t = λxλy(y)x...x. D’ou` D = ∀X∀Y {Y, (Y n → X)→
X} ou D = ∀X∀Y {(Y n → X), Y → X}.
– Si v = yj alors Bj = Y . Dans ce cas tous les ui (1 ≤ i ≤ k) sont e´gaux a` λzz.
D’ou` t = λx(x)λzz...λzz et D = ∀X∀Y {((Y → Y )n → X)→ X}.
Si D = ∀X{A1, ..., Ai → ∀Y (Ai+1, ..., An → X)}, alors, en reprenant la preuve
que nous venons de faire, on de´duit que i = 0 et donc D est l’un des types
trouve´s pre´ce´dement.
Si D = ∀X{A1, ..., Ak, ..., An → X} et Ak contient le deuxie`me quantifica-
teur, alors soit t est terme η-longue minimal tel que ⊢F t : D. Alors t =
λx1...λxn(xi)u1...um et x1 : A1, ..., xn : An ⊢F (xi)u1...um : X . Les ui (1 ≤
i ≤ m) ne peuvent pas eˆtre de type B1, ..., Br → X . Donc i = k, m = 1 et
Ak = ∀Y (C1, ..., Cl → Y ) → X . En reprenant la preuve que nous avons faite
pre´ce´dement, on de´duit que l = 1 et C1 = Y . D’ou` D = ∀X{(∀Y (Y → Y ) →
X)→ X}. ♠
Corollaire 4.1 Si D est un I- type du syste`me F contenant au plus deux quan-
tificateurs, alors Card(Λ(D)) ≤ 1.
Preuve D’apre`s les the´ore`mes 4.7 et 4.8. ♠
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