Tucker decomposition is a standard multi-way generalization of Principal-Component Analysis (PCA), appropriate for processing tensor data. Similar to PCA, Tucker decomposition has been shown to be sensitive against faulty data, due to its L2-norm-based formulation which places squared emphasis to peripheral/outlying entries. In this work, we explore L1-Tucker, an L1-norm based reformulation of Tucker decomposition, and present two algorithms for its solution, namely L1-norm Higher-Order Singular Value Decomposition (L1-HOSVD) and L1-norm Higher-Order Orthogonal Iterations (L1-HOOI). The proposed algorithms are accompanied by complexity and convergence analysis. Our numerical studies on tensor reconstruction and classification corroborate that L1-Tucker decomposition, implemented by means of the proposed algorithms, attains similar performance to standard Tucker when the processed data are corruptionfree, while it exhibits sturdy resistance against heavily corrupted entries.
I. INTRODUCTION
Tucker tensor decomposition [1] - [3] is a standard method for the analysis and compression of multi-way (tensor) data. Tucker finds a plethora of applications across fields of science and engineering, such as communications [4] - [6] , data analytics [7] , machine intelligence [8] - [10] , and computer vision [11] - [13] . From an algorithmic standpoint, Tucker is typically implemented by means of the Higher-Order Singular-Value Decomposition (HOSVD) algorithm, or the Higher-Order Orthogonal Iterations (HOOI) algorithm [2] . Scalable, parallelized, streaming, and randomized algorithms for Tucker have also been proposed -e.g., see [14] - [18] . Other variants of Tucker decomposition include Truncated HOSVD (T-HOSVD) [19] , [20] , Sequentially Truncated HOSVD (ST-HOSVD) [21] , Hierarchical HOSVD [22] , and Nonnegative Tucker [23] , [24] , to name a few. An alternative paradigm for tensor analysis, particularly popular for data mining, is the Canonical Polyadic Decomposition (CPD), also referred to as Parallel Factor Analysis (PARAFAC) [7] , [25] . In contrast to Tucker that focuses more on compression and multi-linear subspace analysis, CP aims The associate editor coordinating the review of this manuscript and approving it for publication was Juan A. Lara . at extracting sets of non-rotatable features that promote interpretability.
In many applications, an N -way data tensor is formed by concatenation of (N − 1)-way coherent tensor samples across its N -th mode; i.e., the data tensor comprises N − 1 feature modes and 1 sample mode. For such applications, Tucker is accordingly reformulated to Tucker2 decomposition [26] , which can be described as joint Tucker decomposition of the (N − 1)-way tensor samples. For the special case of N = 3 (collection of matrix samples), Tucker2 has also been presented as Generalized Low-Rank Approximation of Matrices (GLRAM) [27] , [28] , or 2-D Principal Component Analysis (2DPCA) [29] , [30] . For N = 2 (collection of vector samples), both Tucker and Tucker2 boil down to standard matrix Principal-Component Analysis (PCA), computable by means of Singular-Value Decomposition (SVD) [31] .
Conventional Tucker decomposition tries to minimize the L2-norm of the residual-error in the low-rank approximated tensor that derives by multi-way projection of the original tensor onto the spans of N sought-after orthonormal bases -or, equivalently, Tucker tries to maximize the L2-norm of this multi-way projection. Due to its reliance to the L2-norm, whether it is implemented by means of HOSVD or HOOI, Tucker decomposition has been shown to be very sensitive against faulty entries within the processed tensor [32] , [33] . The same sensitivity has also been amply documented in PCA/SVD, which is a special case of Tucker decomposition for 2-way tensors. For the case of matrix decomposition, researchers have shown that the impact of faulty entries can be effectively counteracted by substituting SVD with L1-norm-based PCA (L1-PCA) [34] . L1-PCA is formulated similar to standard PCA as a projection maximization problem, but replaces the corruption-responsive L2-norm by the robust L1-norm. L1-PCA has exhibited solid robustness against heavily corrupted data in an array of applications [35] - [37] . Similar corruption resistance has been recently attained by algorithms for L1-norm-based reformulations of Tucker2 decomposition, for the special case of 3-way tensors [38] - [41] .
In this work, our contributions are as follows. (1) We present generalized L1-Tucker decomposition for N -way tensors and review its links to PCA, Tucker/Tucker2, and L1-PCA. (2) We propose two new algorithmic frameworks for the solution of L1-Tucker/L1-Tucker2, namely L1-norm Higher-Order SVD (L1-HOSVD) and L1-norm Higher-Order Orthogonal Iterations (L1-HOOI). (3) We provide complete convergence analysis for L1-HOOI, as well as complexity analysis for L1-HOSVD and L1-HOOI. (4) We present numerical studies on data reconstruction/compression and classification that test the performance of L1-Tucker and compare it with state-of-the-art counterparts. Our numerical studies corroborate that L1-Tucker performs similar to standard Tucker when the processed data are nominal/clean, while it exhibits sturdy resistance against corruptions among the data.
II. TECHNICAL BACKGROUND A. NOTATION AND TENSOR PRELIMINARIES
An N -way or order-N tensor is an array of scalars, each entry of which is identified by N indices. Vectors and matrices are 1-way and 2-way tensors, respectively. An N -way tensor X ∈ R D 1 ×D 2 ×...×D N can also be viewed as an M -way tensor in
..×D N can also be viewed as a structured collection of its P n := m∈[N ]\n D m n-th mode fibers. Tensor X can be ''matricized'' by arranging all its mode-n fibers as columns of a matrix. This is known as the mode-n unfolding or flattening of X and in this work we denote it by mat(X , n) ∈ R D n ×P n . According to the standard approach, we consider mode-n unfolding such that tensor element X (i 1 , i 2 , . . . , i N ) is mapped to the (i n , j)-th entry of mat(X , n), for j = 1 + m∈[N ]\n (i m − 1)J m and J m := k∈[m−1]\n D k , for every m ∈ [N ] [2] . The reverse procedure, known as mode-n ''tensorization'', rearranges the entries of matrix X ∈ R D n ×P n to form tensor ten(X; n; {D i } i =n ) ∈ R D 1 ×D 2 ×...×D N , so that mat(ten(X; n; {D i } i =n ), n) = X.
Tensor X ∈ R D 1 ×D 2 ×...×D N and matrix A ∈ R D n ×F can be multiplied across the n-th mode of X as
resulting to a tensor of size D 1 , . . ., D n−1 , F, D n+1 , . . ., D N . The above operation is known as mode-n (tensor-to-matrix) product [2] . For any I ⊆ [N ] and accordingly indexed conformable matrices A n ∈ R D n ×F n for n ∈ I, the multimode product X × n∈I A n is an N -way tensor with moden dimension that is equal to F n , if n ∈ I, or D n , if n ∈ [N ] \ I. For more details on tensor preliminaries, we refer the interested reader to [2] , [42] .
B. TUCKER DECOMPOSITION
Tucker tensor decomposition factorizes X into N orthonormal bases and a core tensor that constitutes a compressed version of X . Specifically, considering {d n } n∈[N ] with d n ≤ D n ∀n ∈ [N ], Tucker decomposition is compactly formulated as max.
where S(D, d) = {U ∈ R D×d ; U U = I d } is the Stiefel manifold containing all rank-d orthonormal bases in R D and · 2 F denotes the L2 (or Frobenius) norm, returning the summation of the squared entries of its tensor argument. If
is a solution to (2), then
is the corresponding Tucker core of X , and X is ''low-rank'' approximated bŷ
If d n = D n ∀n, it trivially holds that X =X . The minimum values of {d n } n∈ [N ] for which X =X are the respective mode ranks of X . For general values of {d n } n∈ [N ] , the exact solution to (2) remains unknown and it is commonly approximated/pursued by means of the HOSVD [1] or HOOI algorithms [2] , reviewed briefly below. In HOSVD, the N bases are optimized disjointly, setting the n-th basis, U hosvd n , to the d n principal components (PCs) of the mode-n unfolding mat (X , n), computed by means of standard SVD.
HOOI is a converging iterative procedure that, when initialized at HOSVD, it can provably attain a higher value to the metric in (2) [43] , [44] . For each n ∈ [N ], the n-th basis is typically (but not necessarily) initialized as U hooi n,0 = U hosvd n . Then, HOOI updates the bases iteratively. At the tth iteration, t = 1, 2, . . ., the n-th basis U hooi n,t is updated to the d n dominant left-singular vectors of mat(X × m∈[n−1] U hooi m,t × k∈[N −n]+n U hooi k,t−1 , n) -thus, in contrast to HOSVD, HOOI optimizes the N bases jointly.
C. DATA CORRUPTION
Large datasets often contain heavily corrupted, outlying entries due to various causes, such as errors in data storage, heavy-tail noise, intermittent variations of the sensing environment, sensor malfunctions, and even intentional contamination [45] . Regrettably, such corruptions that lie far from the sought-after subspaces, are known to significantly affect Tucker [32] , [34] , [41] . Accordingly, the performance of any application that relies on Tucker can be significantly compromised if the processed data are corrupted. To a high extent, this corruption sensitivity of Tucker can be attributed to its L2-norm-based formulation, which places squared emphasis on each entry of the core, thus benefiting corrupted fibers of the data tensor. To demonstrate this, we present the following numerical study. We consider tensor X ∈ R 10×10×10 with entries independently drawn from N (0, 1). Then, we corrupt additively the single entry X (3, 3, 4) with a point from N (0, µ 2 ). We apply HOSVD on X to obtain the singledimensional bases u 1 ∈ R 10×1 , u 2 ∈ R 10×1 , and u 3 ∈ R 10×1 and measure the aggregate normalized fitting of the bases to the corrupted fibers of X as f (µ 2 ) = 1
, where x 1 = X (:, 3, 4), x 2 = X (3, :, 4), and x 3 = X (3, 3, :). We repeat this study on 3000 distinct realizations of X and plot in Fig. 1 the average value of f (µ 2 ), versus µ 2 = 0, 10, . . . , 100. We observe that, as µ increases, u i tends to the corrupted fiber x i , for every i, and f (µ 2 ) increases towards 1.
To counteract the impact of corruptions, researchers have resorted in ''robust'' reformulations of PCA and Tucker. One popular approach seeks to approximate the processed data matrix/tensor as the summation of a sought-after low-rank component and a jointly optimized sparse component that models corruption [33] , [46] - [48] . This approach relies on weights that regulate approximation rank, sparsity, and iteration step-size.
An alternative approach in matrix analysis replaces the corruption-responsive L2-norm in PCA by the L1-norm, resulting to L1-PCA [34] . The meaningful formulation of L1-PCA and its documented robustness in an array of applications have largely motivated the tensor-processing developments of this paper. Next, to set the technical background of our work, we briefly present L1-PCA.
D. THE L1-PCA PARADIGM
Given a data matrix X ∈ R D 1 ×D 2 and d 1 ≤ rank(X), L1-PCA is defined as [34] max.
where the L1-norm · 1 returns the summation of the absolute entries of its matrix argument. L1-PCA in (5) was solved exactly in [34] , where authors presented the following Theorem 1. Theorem 1 [34] : Let B nuc be an optimal solution to max. Then, U L1 = (XB nuc ) is an optimal solution to L1-PCA in (5) . Moreover,
Nuclear norm · * in (6) returns the sum of the singular values of its matrix argument. For any tall matrix A ∈ R m×n that admits SVD WS n×n Q , (·) in Theorem 1 is defined as (A) := WQ . Moreover, by the Procrustes Theorem [49] , it holds that
By means of Theorem 1, the solution to L1-PCA is obtained by solving the Binary Nuclear-norm Maximization (BNM) in (6), with an additional SVD step. BNM can be solved by exhaustive search in its finite-size feasibility set, or more intelligent algorithms of lower cost, as shown in [34] . Computationally efficient, approximate solvers for (6) and (5) were presented in [35] , [50] - [54] . Incremental solvers for L1-PCA were presented in [55] , [56] . Algorithms for L1-PCA of complex-valued data were recently presented in [57] , [58] . To date, L1-PCA has found many applications in signal processing and machine learning, such as radar-based motion recognition and foreground-activity extraction in video sequences [36] , [37] .
III. PROPOSED L1-TUCKER DECOMPOSITION A. PROPOSED FORMULATION
Motivated by the corruption resistance of L1-PCA, in this work we study L1-Tucker decomposition. L1-Tucker derives by simply replacing the L2-norm in (2) by the corruptionresistant L1-norm, 1 as max.
That is, L1-Tucker in (7) strives to maximize the sum of the absolute entries of the Tucker core G := X × n∈[N ] U nwhile standard Tucker maximizes the sum of the squared entries of the core. A schematic illustration of L1-Tucker decomposition for N = 3 is offered in Fig. 2 . An interesting observation is that, for any m ∈ [N ],
In many applications, X emerges as collection of D N coherent (N − 1)-way tensor measurements that are to be jointly decomposed. Defining X i := X (:, . . . ,
This formulation is henceforth referred to as L1-Tucker2, a name deriving by the special case of N = 3 (joint decomposition of 2-way matrices), studied in [41] . Certainly, L1-Tucker2 can be expressed as L1-Tucker in (7), with the additional constraint
B. PRIOR WORK
For the special case of N = 3, L1-Tucker2 decomposition was formulated and studied in few recent works, such as [38] - [41] , [51] . For N = 3 and d 1 = d 2 = 1, authors in [41] proved that L1-Tucker2 can be cast to combinatorial optimization and, thus, solved exactly. Moreover, for N = 2, L1-Tucker2 simplifies to L1-PCA, in the form of (5), for which an array of exact and approximate algorithms exist in the literature, as discussed in Sec. II-D. However, despite the promising work results of L1-PCA and L1-Tucker2 for N = 3, L1-Tucker in the general form of (7) , for N ≥ 2, has not been thoroughly studied to date. In this work, we present two algorithmic frameworks for the approximate solution of (7) , which can also be modified to tackle L1-Tucker2 of N -way tensors, as defined in (8) .
C. PROPOSED ALGORITHM 1: L1-HOSVD
The first proposed algorithm, L1-HOSVD, seeks to disjointly optimize the N bases. Specifically, for every n ∈ [N ], we set the mode-n basis U n to the L1-PCA solution (exact or approximate) of the mode-n matrix unfolding mat(X , n). That is, L1-HOSVD approximates the jointly-optimal mode-n basis in (7) by
Clearly, (9) is an L1-PCA problem on mat(X , n) and, thus, it can be solved exactly by means of the algorithms of [34] , with cost O(P D n d n −d n +1 n ). Other possible L1-PCA solvers were discussed in Sec. II-D. As a tensor decomposition framework, L1-HOSVD allows for the use of any solver for (9) , allowing for different performance/cost trade-offs. For the sake of computational efficiency, in the sequel we pursue the solution to (9) approximately, by means of a fixedpoint iteration (FPI) algorithm. According to [34] , it holds
For fixed B, (11) is maximized by U = (mat(X , n)B). At the same time, for fixed U, (11) is maximized by B = sgn(mat(X , n) U), where sgn(·) returns the ±1 signs of the entries of its argument (sgn(0) = 1). Accordingly, a solution to (9) can be pursued in an alternating fashion, as
for t = 1, 2, . . ., and arbitrary initialization U 0 ∈ S(D n , d n ). Interestingly, the alternating optimization above, can be rewritten in the compact FPI form
A proof of convergence for the recursion in (13) is offered in the Appendix. If T n is the index of the converging iteration, then U l1-hosvd n is approximated by U T n . Similarly, the N − 1 first bases {U l1-hosvd n } N −1 n=1 can be used as an approximate solution to L1-Tucker2 in (8).
1) COMPLEXITY OF L1-HOSVD
For any given t and n, the computational cost of (13) is
In practice, we have observed that, for any n, it suffices to terminate iterations at a linear multiple of D n . Thus, for any n, U l1-hosvd n is approximated with cost O(D n d n P). Accordingly, the total cost of L1-HOSVD is O(max n∈[N ] d n D n P). Considering, for simplicity in presentation, that D n = D and d n = d for every n, then the complexity of L1-HOSVD can be rewritten as O(dD N +1 ).
A pseudocode of L1-HOSVD is offered in Algorithm 1. The algorithm was also compactly presented in our recent conference papers [60] , [61] .
D. PROPOSED ALGORITHM 2: L1-HOOI
Next, we present L1-HOOI, an alternative method for jointly optimizing the L1-Tucker bases. First, L1-HOOI VOLUME 7, 2019 Algorithm 1 Proposed algorithm L1-HOSVD for L1-Tucker
is initialized to N feasible bases (e.g., those returned by L1-HOSVD). Then, it conducts a sequence of iterations across which it updates all bases such that the objective value of L1-Tucker increases. Thus, when initialized to the L1-HOSVD bases, L1-HOOI is guaranteed to outperform L1-HOSVD in the L1-Tucker metric. A detailed description of L1-HOOI follows.
First, we initialize {U
Then, at the q-th iteration, q = 1, 2, . . ., all N bases are successively optimized in order of increasing mode-index n = 1, 2, . . . , N . Specifically, at a given iteration q and mode index n, we fix U (q) m for m < n and U (q−1) k for k > n and seek the mode-n basis U (q) n that maximizes the L1-Tucker metric. That is, for given (q, n), we update
where A (q) n
, n ∈ R D n ×p n and p n := i∈[N ]\n d i for every n. We notice that, in contrast to (9) , the metric of (14) involves the jointly optimized bases of the other modes. Similar to L1-HOSVD, an array of L1-PCA solvers, as discussed in Sec. II-D, can be used for solving (14) , attaining different performance/cost trade-offs. For simplicity in presentation, here we employ the FPI in (13) . That is, for any (q, n), we set U (q) n to the converging argument of the sequence
where for every n, U 0 = U (q−1) n . A pseudocode of the proposed L1-HOOI method is offered in Algorithm 2. Similar to L1-HOSVD, L1-HOOI can be used for the approximate solution of L1-Tucker2 simply by fixing U (q) N to I D N for every q. A convergence analysis of the L1-HOOI iterations is presented below.
1) CONVERGENCE OF L1-HOOI
We commence our convergence analysis with Lemma 1, which shows that the q-th update of the mode-n basis increases the L1-Tucker metric. A ← mat X × m<n U m × k>n U k , n 5:
Until termination/convergence 6:
Lemma 1 derives straightforwardly from the convergence proof of (13), presented in the Appendix. Moreover, we note that Lemma 1 would also hold if, instead of the FPI of (13), we solved (14) by means of the bit-flipping algorithm of [50] . Also, Lemma 1 holds true if U (q) n is computed by the exact solution of (14) obtained by the algorithms of [34] . The following Lemma 2 shows that, within the same iteration, the metric increases as we successively optimize the bases.
Lemma 2: For any q > 0 and every n > m ∈ [N ], it holds
.
Proof: For first inequality, it holds that
By induction, for every n > m, U
. For the second inequality, it holds that
In view of Lemma 2, the following Proposition 1 holds true and summarizes the L1-Tucker metric increase across the L1-HOOI iterations.
Proposition 1: For any n ∈ [N ] and every q > q
Proof: It holds that
Defining p := n∈[N ] d n , the following Lemma 3 provides an upper bound for the L1-Tucker metric.
Lemma 3: For any {U n ∈ S(D n , d n )} n∈ [N ] , it holds that
Proof: Define x := vec(mat (X , 1)) ∈ R P and Z := U N ⊗ U N −1 ⊗ . . . ⊗ U 1 ∈ S(P, p). Then,
Lemma 3 shows that the L1-Tucker metric is upper bounded by √ p X F . This, in conjunction with Proposition 1, implies that as q increases the L1-HOOI iterations converge in the L1-Tucker metric. To visualize the convergence, we carry out the following study. We form 5-way tensor X ∈ R 10×10×...×10 that draws entries independently from N (0, 1). Then, we apply to it L1-HOOI initialized at L1-HOSVD. In Fig. 3 , we plot the evolution of the L1-Tucker metric X × n∈[N ] U (q) n 1 , versus the L1-HOOI iteration index q. In accordance to our formal analysis, we observe the monotonic increase of the metric and convergence after just 16 iterations. In practice, one can terminate the L1-HOOI iterations when the metric-increase ratio
− 1 drops below a predetermined threshold τ > 0, or when q exceeds a maximum number of permitted iterations.
Next, we discuss the computational cost of L1-HOOI. 
2) COMPLEXITY OF L1-HOOI
For simplicity in presentation, we consider again D i = D and d i = d, for every i ∈ [N ]. As shown above, initialization of L1-HOOI by means of L1-HOSVD costs O(dD N +1 ). Then, at iteration q, L1-HOOI computes matrix A (q) n in (14) and its L1-PCA, for every n. Matrix A (q) n can computed by a sequence of matrix-to-matrix products as follows. First, we compute the mode-k product of X with U
. We observe that the second product (l-mode) has lower cost than the first one (k-mode), for any selection of k and l. Similarly, each subsequent mode product will have further reduced cost. Keeping as dominant term the cost of the first product, the computation of A Table 1 .
IV. NUMERICAL STUDIES A. TENSOR RECONSTRUCTION
We set N = 5, D 1 = D 3 = D 5 = 10, D 2 = D 4 = 15, d 1 = d 2 = 6, d 3 = d 4 = d 5 = 4, and generate Tucker-structured X = G × n∈ [5] U n . The core tensor G draws entries from N (0, 9) and, for every n, U n is an arbitrary orthonormal basis. Then, we corrupt all entries of X with zero-mean unit-variance additive white Gaussian noise (AWGN), disrupting its Tucker structure. Moreover, we corrupt N o out of the 225, 000 entries of X by adding highvariance outliers from N (0, σ 2 o ). Thus, we form X corr = X + N + O, where N and O model AWGN and sparse outliers, respectively. Our objective is to reconstruct X from the available X corr . For that purpose, we Tucker decompose X corr by means of HOSVD, HOOI, L1-HOSVD, and L1-HOOI and obtain bases {Û n } n∈ [5] . Then, we reconstruct X [31] , L1PCA-FPI [51] , HOSVD [1] , L1-HOSVD (proposed), HOOI [2] , and L1-HOOI (proposed). PCA/L1PCA-FPI costs are reported for input matrix X ∈ R D×D and decomposition rank d . Tucker/L1-Tucker costs are reported for N-way input tensor X ∈ R D×D×...×D and mode-n ranks d n = d ∀n. T is the maximum number of iterations conducted by HOOI and L1-HOOI. asX = X corr × n∈ [5] ÛnÛ n . The normalized squared error (NSE) is defined as X −X 2 F X −2 F . In Fig. 4a , we set N o = 300 and plot the mean NSE (MNSE), evaluated over 1000 independent noise/outlier realizations, versus outlier standard deviation σ o = 4, 8, . . . , 28. In the absence of outliers (σ o = 0), all methods under comparison exhibit similarly low MNSE. As the outlier standard deviation σ o increases the MNSE of all methods increases. We notice that the performances of HOSVD and HOOI markedly deteriorate for σ o ≥ 12 and σ o ≥ 20, respectively. On the other hand, L1-HOSVD and L1-HOOI remain robust against corruption, across the board.
In Fig. 4b , we set σ o = 26 and plot the MNSE versus number of outliers N o = 0, 40, . . . , 400. Expectedly, in the absence of outliers (N o = 0), all methods exhibit low MNSE. As the number of outliers increases, HOSVD and HOOI start exhibiting high reconstruction error, while L1-HOSVD and L1-HOOI remain robust. For instance, the MNSE of L1-HOSVD for N o = 400 outliers is lower than the MNSE of standard HOSVD for N o = 40 (ten times fewer) outliers.
Finally, in Fig. 4c , we set σ o = 28, N o = 150 (≈ 0.07% of total data entries are corrupted) and plot the MNSE versus d n ∀n while d m is set to its nominal value for every m ∈ [N = 5] \ n. We observe that, even for a very small fraction of outlier corrupted entries in X corr , standard Tucker methods are clearly misled across all 5 modes. On the other hand, the proposed L1-Tucker counterparts, exhibit sturdy outlier resistance and reconstruct X well, remaining almost unaffected by the outlying entries in X corr .
A robust tensor analysis algorithm, specifically designed for counteracting sparse outliers, is the High-Order Robust PCA (HORPCA) [33] . Formally, given X corr , HORPCA solves min. Authors in [33] presented the HoRPCA-S algorithm for the solution of (36) which relies on a specific sparsity penalty parameter λ, as well as a thresholding variable µ. The model in (36) was introduced considering that, apart from the sparse outliers, there is no dense (full rank) corruption to X (see [33] , Section 2.6). In the case of additional dense corruption, HORPCA is typically refined by HOSVD [33] , [47] , [48] . In the sequel, we refer to this approach as HORPCA+HOSVD.
In our next study, we set N = 5, D n = 5, and d n = 2 for every n, and build the Tucker-structured data tensor X = G × n∈ [5] U n , where the entries of core G are independently drawn from N (0, 12 2 ). Then, we add both dense AWGN and sparse outliers, creating X corr = X + N + O, where the entries of noise N are drawn independently from N (0, 1) and the 15 non-zero entries of O (in arbitrary locations) are drawn from N (0, 20 2 ). Then, we attempt to reconstruct X from the available X corr using HOOI, HORPCA (for λ = 0.2, 0.6, . . . , 3 and µ = 300, 500), HORPCA+HOSVD (same λ and µ combinations as HORPCA), and the proposed L1-HOOI.
In Fig. 5 , we plot the MNSE computed over 50 data/noise/ corruption realizations, versus λ for the four methods. In addition, we plot the average noise-to-data benchmark N 2 F X −2 F . In accordance with our previous studies, we observe that L1-HOOI offers markedly lower MNSE than standard HOOI. In addition, we notice that for specific selection of µ and λ (µ = 300 and λ = 0.6) HORPCA+HOSVD attains MNSE slightly lower than L1-HOOI. However, for any different selection of λ L1-HOOI attains markedly better reconstruction. In addition, we plot the performance of HORPCA when it is not refined by HOSVD. We notice that, expectedly, for specific selections of µ and λ the method is capable of removing the outliers, but not the dense noise component -thus, the MNSE approaches the average noiseto-data benchmark. This study corroborates the corruptionresistance of L1-HOOI, while, similar to HOOI, it does not depend on any tunable parameters, other than {d n } n∈[N ] .
B. CLASSIFICATION
Tucker decomposition is commonly employed for classification of multi-way data samples. Below, we consider the Tucker-based classification framework originally presented in [62] . That is, we consider C classes of order-N tensor objects of size D 1 × D 2 × . . . × D N and M c labeled samples available from the c-th class, c ∈ [C], that can be used for training a classifier. The training data from class c are organized in tensor X c ∈ R D 1 ×D 2 ×...×D N ×M c and the total of M = C c=1 M c training data are organized in tensor X ∈ R D 1 ×...×D N ×M , constructed by concatenation of X 1 , . . . , X C across mode (N + 1).
In the first processing step, X is Tucker decomposed, obtaining the feature bases {U n ∈ S(D n , d n )} n∈ [N ] for the first N modes (feature modes) and the sample basis Q ∈ S(M , M ) for the (N + 1)-th mode (sample mode). The obtained feature bases are then used to compress the training data, as
for every c ∈ [C]. Then, the M c compressed tensor objects from the c-th class are vectorized (equivalent to mode-(N +1) flattening) and stored in the data matrix
where p = n∈[N ] d n . Finally, the labeled columns of {G c } c∈ [C] are used to train any standard vector-based classifier, such as support vector machines (SVM), or k-nearestneighbors (k-NN). When an unlabeled testing point Y ∈ R D 1 ×...×D N is received, it is first compressed using the Tucker-trained bases as Z = Y × n∈[N ] U n . Then, Z is vectorized as z = vec(Z) = mat (Z, N + 1) . Finally, vector z is classified based on the standard vector classifier trained above.
In this study, we focus on the classification of order-2 data (N = 2) from the MNIST image dataset of handwritten digits [63] . Specifically, we consider C = 5 digit classes (digits 0, 1, . . . , 4) and M 1 = . . . = M 5 = 10 image samples of size (D = D 1 = 28) × (D = D 2 ) available from each class. To make the classification task more challenging, we consider that each training image is corrupted by heavy-tail noise with probability α. Then, each pixel of a corrupted image is additively corrupted by a noise component w ∼ unif(0, v), with probability β. Denoting the average pixel energy by E = 1 D 2 M X 2 F , we choose v so that E E{w 2 } = 10. We conduct Tucker-based classification as described above, for d = d 1 = d 2 , using a nearest-neighbor (NN) classifier (i.e., 1-NN), by which testing sample z is assigned to class 2
For a given training dataset, we classify 500 testing points from each class. Then, we repeat the training/classification procedure on 300 distinct realizations of training data, testing data, and corruptions. In Fig. 6 , we plot the average classification accuracy versus d for α = 0.2 and β = 0.5, for HOSVD, HOOI, L1-HOSVD, L1-HOOI, as well as PCA, L1-PCA, 3 and plain NN classifier that returns the label of the nearest column of mat (X , N + 1) ∈ R P×M to the vectorized testing sample vec(Y). We observe that, in general, the compression-based methods can attain superior performance than plain NN. Moreover, we notice that d > 7 implies p > M and, thus, the PCA/L1-PCA methods attain constant performance, equal to plain NN. Moreover, we notice that L1-PCA outperforms PCA, for every value of d ≤ 7. For 4 ≤ d ≤ 7, PCA/L1-PCA outperform the Tucker methods. Finally, the proposed L1-Tucker methods outperform standard Tucker and PCA/L1-PCA, for every d, and attain the highest classification accuracy of about 89% for d = 6 (5% higher than plain NN).
Next, we fix d = 5 and β = 0.8 and plot in Fig. 7 the average classification accuracy, versus α. This figure reveals the sensitivity of standard HOSVD and HOOI as the training data corruption probability increases. At the same time, the proposed L1-Tucker methods exhibit robustness against the corruption, maintaining the highest average accuracy for every value of α. For instance, for image-corruption probability α = 0.3, L1-HOSVD and L1-HOOI attain about 87% accuracy, while HOSVD and HOOI attain accuracy 75% and 71%, respectively.
Last, in Fig. 8 , we plot the average classification accuracy, versus the pixel corruption probability β, fixing again α = 0.2 and d = 5. We observe that, for any value of β, the performance of the L1-HOSVD and L1-HOOI does not drop below 86% and 87.5%, respectively. On the other hand, as β increases, NN and PCA-based methods perform close to 85%. The performance of standard Tucker methods decreases markedly, even as low as 76%, for intense corruption with β = 0.8. The above studies highlight the benefit of L1-Tucker compared to standard Tucker and PCA counterparts.
C. COMPRESSION
Standard Tucker decomposition is often employed for compression of tensors. In this study, we consider that a small fraction of the entries of the processed tensor has been outlier corrupted by high magnitude/peripheral entries. We explore the capacity of standard Tucker solvers, the proposed L1-Tucker solvers, and other popular tensor decomposition approaches in the literature, in compressing the processed tensor in the presence of outliers. In order to evaluate the success of each method, we reverse the compression operation by reprojecting the compressed tensor to a tensor estimate with size equal to the the size of the processed tensor. Then, we measure the normalized reconstruction error attained by the reconstructed tensor in estimating the nominal tensor.
We consider a dataset from the Formidable Repository of Open Sparse Tensors and Tools (FROSTT) [64] . Specifically, we consider the ''Uber Pickups" tensor which is a (N = 4)way array of size (D 1 = 183 days) × (D 2 = 24 hours) × (D 3 = 1140 latitudes) × (D 4 = 1717 longitutes). Each entry of this tensor models number of Uber pickups in New York City over a period of time in a specific area of the city. The Uber Pickups tensor can be treated as a collection of 183 (N = 3)-way tensors each of which is obtained by fixing the day index (mode-1 index). We fix the day index to 1 and retain a (N = 3)-way tensor of size 24 × 1140 × 1717. Then, for a fixed hour index we split each horizontal slab of size 1140 × 1717 in 20-by-20 blocks and carry out undersampling of the resolution in the latitude and longitude modalities by summing all entries comprising each block. We repeat this procedure for each of the 24 horizontal slabs. After the last operation we obtain tensor X uber ∈ R (D 1 =24)×(D 2 =57)×(D 3 =86) which we will henceforth treat as the ground truth tensor. Visual illustrations of the 1-st, 7-th, 13-th, and 20-th horizontal slabs of X uber are offered in Fig. 9 .
In this study, we employ the following methods for compression of the processed tensor: (i) Standard Tucker implemented by means of the HOSVD and HOOI algorithms; (ii) L1-Tucker implemented by means of the proposed L1-HOSVD and L1-HOOI algorithms; (iii) HORPCA followed by HOSVD as described previously in Section IV-A; and (iv) Robust Tucker Tensor Decomposition (RTTD) [65] the performance of which, similar to HORPCA, depends on an ad-hoc parameter µ in accordance with [65] .
By a visual inspection at the horizontal slab samples of X uber in Fig. 9 , we observe that the slabs have sparse structure and that the positive counts of each slab are concentrated in a small portion of the slab close to its center. These observations in turn imply that each slab has low-rank structure. In support of this low-rank structure intuition, we first compress the nominal/clean ground-truth tensor and evaluate the performance of each method. That is, we consider processed tensor X = X uber , fix U 1 = I 24 , d 2 = d 3 = d, and carry out tensor decomposition with HOSVD, HOOI, L1-HOSVD, L1-HOOI, HORPCA+HOSVD, and RTTD. Each method returns bases U 2 ∈ R D 2 ×d , U 3 ∈ R D 3 ×d , and core tensor G ∈ R 24×d×d . Accordingly, for each compressed tensor the total number of stored variables is 24d 2 + d(D 2 + D 3 ) while the total number of entries in the ground truth/processed tensor is D 1 D 2 D 3 . In view of the above, we define the compression ratio CR(d) =
To measure the success of each method, we obtain low-rank tensor estimate X = G × 2 U 2 × 3 U 3 and measure the normalized reconstruction error (NRE) X uber − X 2 F X uber −2 F . In Fig. 10 , we report the NRE versus compression ratio when the compression ratio varies, as d varies in {10, 8, 6, 4, 2}. We observe that for compression ratio less than 69, all methods reconstruct the nominal tensor well attaining similar performance. For compression ratio greater than 124 the reconstruction error of all methods increases but the reconstruction performance remains high. In this case where the data are nominal/clean, standard Tucker solvers attain slightly higher performance than the other counterparts. Next, we consider that N o entries of a single arbitrarily chosen horizontal slab of X uber with index s cor are additively corrupted by pseudorandom scalar integers between 1 and 500. That is, we consider processed tensor X = X uber +X cor , where [X cor ] s cor ,:,: has N o non-zero entries between 1 and 500 and for any index s ∈ {1, , 2 . . . , 24} \ s cor it holds [X cor ] s,:,: = 0 57×86 . As before, we compute a set of bases and core tensor with each method. Then, we compute the reconstructed tensor X and measure the NRE in approximating the nominal tensor X uber . In Fig. 11 , we fix N o = 12 and report the mean NRE (MNRE) computed based on 1000 distinct realizations of corruption (X cor and s cor ). We observe that for low compression ratio 30.71 all methods exhibit large reconstruction error with L1-HOSVD attaining the lowest. As the compression ratio increases (d decreases) the performance of all methods improves. For compression ratio up to 123.06 L1-HOSVD outperforms all counterparts while for compression ratio 307.97 L1-HOOI attains the highest reconstruction performance among all compared methods. Moreover, we observe that different ad-hoc parameter selections for HORPCA+HOSVD and RTTD yield different reconstruction performances. Favorable ad-hoc parameter selections may exist such that HORPCA+HOSVD and RTTD attain high reconstruction performance but these parameters require fine tuning. To the best of our knowledge, there is no prescribed way of setting these parameters in favor of high performance, the selection of which depends on the decomposition rank, the data distribution of the processed tensor, the number of outliers, the magnitude of outliers, the sparsity of the processed tensor, etc. Finally, we fix the compression ratio to 182.40 (d = 3), let the number of outliers N o vary in {0, 3, 6, 9, 12}, and for each value N o compute the MNRE based on 1000 independent and distinct realizations of corruption. In Fig. 12 , we illustrate the computed MNRE. Expectedly, in the absence of outliers (N o = 0) all methods attain high, similar performance. As N o increases the reconstruction error of all methods increases along. L1-HOSVD attains the highest reconstruction performance for any N o > 0. L1-HOOI and RTTD (µ = 0.0038) follow with almost identical performance. Standard Tucker solvers HOSVD and HOOI attain low reconstruction performance for any N o > 0. Regarding HORPCA+HOSVD and RTTD, once more we observe that different reconstruction performances are attained for different ad-hoc parameters selections.
V. CONCLUSION
In this work, we presented L1-Tucker and L1-Tucker2 decomposition of general-order tensors and proposed two new algorithmic frameworks for their solution, L1-HOSVD and L1-HOOI. The presented methods were accompanied by formal convergence and complexity analysis. Our numerical studies on data restoration and classification demonstrated that, in contrast to standard Tucker, L1-Tucker decomposition exhibits sturdy resistance against corruptions among the processed data. (13) .
APPENDIX

Proof of convergence for
U t−1 mat(X , n) 1 (40) = Tr(U t−1 mat(X , n) sgn(mat(X , n) U t−1 )) (41)
≤ Tr(U t mat(X , n)sgn(mat(X , n) U t−1 )) (42)
At the same time, the metric of (9) is upper bounded by its exact solution [34] . Thus, the recursion in (13) is guaranteed to converge. In practice, iterations can be terminated when the metric-increase ratio U t mat(X , n) 1 U t−1 mat(X , n) −1 1 − 1 drops below a predetermined threshold τ > 0, or when t exceeds a maximum number of permitted iterations.
