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Abstract
It is shown that each ﬁnite inverse monoid admits a ﬁnite F-inverse cover if and only if the same is
true for each ﬁnite combinatorial strict inverse semigroup with an identity adjoined if and only if the
same is true for the Margolis–Meakin expansion M(H) of each ﬁnite elementary abelian p-group H
for some prime p. Additional equivalent conditions are given in terms of the existence of locally ﬁnite
varieties of groups having certain properties. Ultimately, the problem of whether each ﬁnite inverse
monoid admits a ﬁnite F-inverse cover, is reduced to a question concerning the Kostrikin–Zelmanov
varietiesKn of all locally ﬁnite groups of exponent dividing n.
© 2005 Elsevier B.V. All rights reserved.
MSC: 20M18; 20M10; 20E10
1. Introduction
A monoid M is inverse if each element x admits a unique element x−1, called the inverse
of x, satisfying xx−1x = x and x−1xx−1 = x−1. The reader may consult the monographs
of Lawson [8] and Petrich [12] for the unproven statements made below and for further
information on inverse semigroups and monoids. Each inverse monoid is isomorphic to a
monoid M of partial injective mappings on a set X. As such, M is naturally equipped with
a partial order  , the natural partial order, which is compatible with multiplication and
deﬁned by setting, for a, b ∈ M , ab if and only if a ⊆ b (a and b are considered as
subsets of X × X). Abstractly, this relation can be characterized by ab if and only if
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a = be for some idempotent e. It is well known that each inverse monoid admits a smallest
group congruence which is usually denoted . An inverse monoid is F-inverse [10] if each
-class has a greatest element with respect to the natural partial order.
The notion of an F-inverse monoid is among the most important ones in the theory of
inverse semigroups: for example, free inverse monoids [8,12] and several relatively free
proﬁnite inverse monoids including the absolutely free ones are F-inverse [15]. Moreover,
F-inverse monoids play an important role in the theory of partial actions of groups, see
Kellendonk and Lawson [6], and in this context they implicitly occur in Dehornoy [3,2].
Even in analysis they are useful: see Nica [11] and Khoshkam and Skandalis [7] for their
role in the context of C∗-algebras.
An F-inverse monoid F is an F-inverse cover of an inverse monoid M if there exists a
surjective idempotent separating homomorphism F → M . In this case, F is an F-inverse
cover of M over the group F/. It was shown almost 30 years ago that each inverse monoid
has an F-inverse cover. The usual way of proving this is as follows: for a given inverse
monoid M take a free inverse monoid F and a congruence  on F such that F/M . Then
F/(∩) is an F-inverse cover of M. The inverse monoidF/(∩) is F-inverse because: (i)
the free inverse monoid F is F-inverse, (ii)  is an idempotent pure congruence on F and so
is each congruence contained in  (a congruence is idempotent pure if no non-idempotent
is related to an idempotent modulo that congruence), and (iii) an F-inverse monoid factored
by an idempotent pure congruence is again F-inverse. This is basically the only known
method which constructs, for any given inverse monoid M, an F-inverse cover. However,
this construction produces an inﬁnite F-inverse cover even for a ﬁnite inverse monoid (since
it is over a free group), and it is open whether the ﬁnitary version of this statement holds.
Open question. Has each ﬁnite inverse monoid a ﬁnite F-inverse cover?
This problem was for the ﬁrst time formulated explicitly by Henckell and Rhodes [5]
who showed that a positive answer would imply a positive answer to the so-called ‘pointlike
conjecture’ for inverse monoids. Although the latter question has been answered in the
positive by Ash [1], the above mentioned problem is still open.
Motivated by this open problem, we study, more generally, conditions which ensure that a
given inverse monoid M admits an F-inverse cover over a given varietyU of groups. It turns
out that the framework of inverse categories is appropriate for dealing with this problem.
As a consequence, we obtain various equivalent formulations of the former problem and
show that the existence of certain locally ﬁnite varieties of groups is crucial for it.
2. Preliminaries
A mapping  : M → N between inverse monoids M and N is a dual premorphism if
(g−1) = (g)−1 and (gh)g · h for all g, h ∈ M (in [8] such mappings are called
dual prehomomorphisms, in [12] prehomomorphisms). Dual premorphisms and F -inverse
covers are closely related. The following is well known [12, Theorem VII.6.11].
Result 2.1. Let H be a group and M be an inverse monoid. If  : H → M is a dual
premorphism such that, for every u ∈ M , there exists h ∈ H with uh then
F = {(u, h) ∈ M × H | uh}
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is an F-inverse cover of M over H. Conversely, every F-inverse cover of M over H can be
so constructed (up to isomorphism).
Let us recall from the proof of Result 2.1 that for an inverse monoid M and an F -inverse
monoid F , a surjective idempotent separating homomorphism  : F → M determines a
dual premorphism  : F/ → M by setting, for all x ∈ F/,
(x)= (mx),
where mx is the greatest element of x. In particular, 1= 1. We call this mapping  the
dual premorphism induced by .
Another easy but important observation is the following. It expands an idea mentioned
in the introduction.
Result 2.2. Let M,F be inverse monoids, F being F-inverse over the group H. If there
exists a surjective homomorphism  : F → M then F/( ∩ −1) is an F-inverse cover of
M over the same group H. In particular, if M,N are inverse monoids, M is a homomorphic
image of N and N has an F-inverse cover over the group H then so does M.
A dual premorphism  : M → N between A-generated inverse monoids M and N is
called canonical if |A is the identity mapping. The starting point to our considerations is
the observation that, under certain conditions, the induced dual premorphism can be chosen
to be canonical.
Lemma 2.3. Let M be an A-generated inverse monoid such that the elements of A are
maximal with respect to the natural partial order in M. If M has an F-inverse cover over the
groupH then there exists anA-generated subgroupKofHanda canonical dual premorphism
 : K → M .
Proof. Let F be an F -inverse monoid, put H = F/ and let  : F → M be a surjective
idempotent separating homomorphism. Notice that
mh−1 = m−1h for every h ∈ H , (2.1)
since the natural homomorphism x → x respects inverses and the natural partial order
is compatible with taking inverses (see the remark after Result 2.1). For any a ∈ A, let
us choose and ﬁx an element fa ∈ F such thatfa = a. Let Hm be the subgroup of H
generated by A = {fa | a ∈ A}. It is obvious that famfa for every a ∈ A whence
a=famfa. Since, by assumption, a is a maximal element in (M, ), we obtain that
a = mfa.
Consider the submonoid Fm of F generated by {mh | h ∈ Hm}. It is clear by (2.1) that
Fm is an inverse submonoid of F . Moreover, Fm/ = Hm and mh is the greatest element
in the -class h for every h ∈ Hm as the same holds in the larger inverse monoid F . Thus
Fm is an F -inverse monoid. The restriction m of  to Fm is a surjective homomorphism
since mfam = a ∈ A and the set A generates M . The dual premorphism m : Hm → M
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induced by m satisﬁes
(fa)m = (mfa)m = mfam = mfa= a
for each a ∈ A. 
A canonical dual premorphism has the property required in Result 2.1. Throughout, we
use [w]M to denote the value of the word w ∈ (A ∪ A−1)∗ in the A-generated inverse
monoid M . In addition, we assume that in an A-generated monoid or group none of the
generators a ∈ A has value 1.
Lemma 2.4. Let H be an A-generated group, M be an A-generated inverse monoid and
 : H → M be a canonical dual premorphism. Then, for every u ∈ M , there exists h ∈ H
such that uh.
Proof. Let u ∈ M; sinceA generatesM , we have u=[w]M for somewordw ∈ (A∪A−1)∗.
Set h = [w]H ; since  is a canonical dual premorphism it follows easily that uh. 
An F -inverse monoid is a very special type of an E-unitary inverse monoid which is
deﬁned as follows: an inverse monoid Mis E-unitary if for each idempotent e of M , ea
implies that a is idempotent. An equivalent condition is that the smallest group congruence
on M is idempotent pure [8,12]. The E-unitary inverse monoid M is an E-unitary cover
of the inverse monoid N if there is a surjective idempotent separating homomorphism
M → N .
Given an A-generated group G, the Margolis–Meakin expansion M(G) consists of all
pairs (X, g)with g ∈ G andX a ﬁnite connected subgraph containing 1 and g of the Cayley
graph ofG. Endowedwith themultiplication (X, g)(Y, h)=(X∪gY , gh) and the involution
(X, g)−1 = (g−1X, g−1), M(G) is an E-unitary inverse monoid generated by the set
{(ea, a) | a ∈ A},
where ea denotes the (subgraph spanned by the unique) edge with initial vertex 1, terminal
vertex a and label a. The natural partial order on M(G) is conveniently described as
(X, g)(Y, h) if and only if X ⊇ Y and g = h.
It follows that all generators (ea, a) are maximal elements. It should be remarked thatM(G)
depends on the generating set A (since so does the Cayley graph).
The following universal property of M(G) is well known [9].
Result 2.5. If the A-generated inverse monoid M has an E-unitary cover over the
A-generated group G then the mapping (ea, a) → a extends to a (unique, surjective)
homomorphism M(G) → M .
We summarize the discussion so far as follows:
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Corollary 2.6. Suppose that theA-generated inversemonoidMhas anE-unitary cover over
the A-generated group G. Then, in order that M has an F-inverse cover over the A-generated
group H, it is sufﬁcient that there exists a canonical dual premorphism H → M(G).
For each canonical dual premorphism  : H → M(G), h → (h, hG), the pro-
jection onto the group component h → hG is a homomorphism, hence is the canonical
homomorphism H → G. In particular, H must be an extension of some group K by G.
Suppose that the only restriction we would like to impose on H is that K belongs to a given
group variety U. Then, without loss of generality, we may replace H by the group GU
which is deﬁned as follows: Let E be the set of (positive) edges of the Cayley graph of G
and FU(E) be the freeU-group generated by E. The action of G on E extends to an action
of G by automorphisms on FU(E) so that we can form the semidirect product FU(E)G.
Let GU be the following A-generated subgroup of FU(E)G:
GU = 〈(ea, a) | a ∈ A〉FU(E)G.
Then GU is an A-generated extension of a member ofU by G and each such extension is a
homomorphic image of GU under a canonical homomorphism. This universal property of
GU is well known and can be veriﬁed straightforwardly by use of the Kaloujnine–Krasner
theorem. Readers interested in a systematic and more general theory of extensions of this
kind are referred to Elston [4] and Rhodes and Steinberg [14]. Again, GU depends on the
generating set A.
So we are left with the following question: let G be an A-generated group and U be
a variety of groups. Does there exist a canonical dual premorphism GU → M(G)? This
question is conveniently considered in the framework of categories.
3. Categories
LetV be a variety of inverse monoids andX be an alphabet. For a wordw ∈ (X∪X−1)∗,
let [w]V denote the value of w in the relatively free inverse monoid FV(X) inV generated
by X. TheV-content of w is the set of all letters of X which [w]V depends on.
Each graph  is considered as the disjoint union of its vertex set V () and its edge set
E(). All graphs  in this paper are directed (except mentioned otherwise), that is, there
are incidence functions ,  : E() → V (), selecting, for each edge e, the initial vertex e
and the terminal vertex e. A nonempty path in  is a ﬁnite nonempty sequence e1 · · · en of
consecutive edges (that is, ei = ei+1 for i=1, . . . , n−1). The initial and terminal vertices
e1 and en of the path p = e1 · · · en are denoted p and p, respectively. In addition, we
assume that there is an empty path 1v at each vertex v of .
The oriented graph  corresponding to  is deﬁned by setting V ()=V () and E()=
E() ∪ E()−1 where E()−1 = {e−1 | e ∈ E()} is a disjoint copy of E() subject to
e−1 = e and e−1 = e. For a nonempty path p in  and an inverse monoid varietyV,
[p]V is the value of p in the relatively free inverse monoid FV(E()), p considered as
a word in the alphabet E() ∪ E()−1; for the empty path 1v we set [1v]V = 1 for each
vertex v and each varietyV.
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A category is inverse if each arrow x admits a unique inverse, that is, a unique arrow x−1
satisfying x = xx−1x and x−1 = x−1xx−1. In the same way as for inverse monoids, the
natural partial order  can be deﬁned on inverse categories: for arrows x, y set xy if
there exists an idempotent arrow e such that x = ye.
A dual premorphism  : C → D between inverse categories C,D is a graph homomor-
phism satisfying (x)−1 = x−1 and (xy)x · y for all consecutive arrows x, y of
C.
Let  be a graph andV be a variety of inverse monoids. By FgV() we denote the free
gV-category on  [16]: its set of vertices is V (), and for vertices i, j the corresponding
set of arrows is
FgV()(i, j) = {(i, [p]V, j) | p is a path in  with p = i, p = j}
and the product of two consecutive arrows is deﬁned by
(i, [p]V, j)(j, [q]V, k) = (i, [p]V[q]V, k) = (i, [pq]V, k).
The inverse of an arrow is given by
(i, [p]V, j)−1 = (j, [p]−1V , i) = (j, [p−1]V, i)
where p−1 = e−1n · · · e−11 if p = e1 · · · en is non-empty and 1−1v = 1v .
If V is non-trivial then the graph  is embedded in FgV() via the mapping e →
(e, e, e) for each edge e of  (we shall tacitly identify e with [e]V for each e). For an
arrow x = (i, [p]V, j) of FgV() we set x = i, x = j and x =[p]V, and theV-content
of x will be deﬁned to be theV-content of the middle entry x. In caseV=Sl, the variety
of all semilattice monoids, the middle entry x of each arrow x ofFgSl () can be identiﬁed
with a ﬁnite connected subgraph1 of  containing the initial and terminal vertices x and
x. In this case one has to identify the middle entry [1v]V of the local identity (v, [1v]V, v)
with the graph consisting entirely of the vertex v. The natural partial order on FgSl () is
conveniently described as
(i,	, j)(k,
, l) if and only if i = k, j = l and 	 ⊇ 
.
Clearly, each automorphism  of the graph  can be uniquely extended to a category
automorphism of FgV() which we also denote . As in the monoid case, a dual premor-
phism  : FgV() → FgW() is called canonical if | is the identity automorphism of
.
Now ﬁx a graph  and a varietyU of groups. We assign to each arrow x of FgU() two
sequences of ﬁnite subgraphs of  as follows: For an arrow x of FgU() let C0(x) be the
graph spanned by the U-content of x together with the initial vertex x of x, and let P0(x)
be the connected component of C0(x) containing x. If Cn, Pn are already deﬁned then set
Cn+1(x) =
⋂
{Pn(x1) ∪ · · · ∪ Pn(xk) | k ∈ N, x1 · · · xk = x}.
More precisely, the intersection is taken over all tuples of arrows which form a factorization
of x, that is, over all tuples (x1, . . . , xk) for which x1 · · · xk = x. Next let again Pn+1(x)
1 Connected here means connected as an undirected graph.
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be the connected component of Cn+1(x) containing x. We note that the graphs Cn(x) and
Pn(x) depend on U and .
By deﬁnition, all graphs Pn(x) are connected and contain x; moreover,
C0(x) ⊇ P0(x) ⊇ · · · ⊇ Cn(x) ⊇ Pn(x) ⊇ Cn+1(x) ⊇ Pn+1(x) ⊇ · · ·
for all x and n. In addition, for all consecutive arrows x and y we have
Pn+1(xy) ⊆ Cn+1(xy) ⊆ Pn(x) ∪ Pn(y) ⊆ Cn(x) ∪ Cn(y). (3.1)
The following technical lemma contains a key statement of the paper.
Lemma 3.1. There exists a canonical dual premorphism  : FgU() → FgSl () if and
only if for each arrow x ofFgU() and each nonnegative integer n the graphPn(x) contains
the terminal vertex x.
Proof. Let : FgU() → FgSl () be a canonical dual premorphism.As remarked above,
we identify the middle entry (x) of each value x of  with a connected subgraph of 
containing x and x. Since  is canonical, (x) ⊆ C0(x). Since (x) is connected and
contains x, (x) ⊆ P0(x). In particular, x ∈ (x) ⊆ P0(x). This holds for each arrow
x. Let n0 and suppose we have already shown that (y) ⊆ Pn(y) for each arrow y. For
any factorization x = x1 · · · xk we have
(x) ⊆ (x1) ∪ · · · ∪ (xk) ⊆ Pn(x1) ∪ · · · ∪ Pn(xk),
whence (x) ⊆ Cn+1(x). Assuming once more that (x) is connected and contains x,
we obtain that (x) ⊆ Pn+1(x). In particular x ∈ Pn+1(x), showing the ‘only if’ part of
the assertion.
For the converse take any arrow x of FgU() and suppose that each Pn(x) contains
x. Then each Pn(x) is a connected subgraph of  containing x and x. In the sequence
of ﬁnite graphs (Pn(x)), each member is a subgraph of its predecessor. So, this sequence
is eventually constant and hence P(x) = ⋂Pn(x) is a connected graph and contains x
and x. From (3.1) it follows that P(xy) ⊆ P(x) ∪ P(y). Also note that, for each arrow
x = (i,	, j) in FgSl ()(i, j), x−1 = (j,	, i) so that P(x−1) = P(x) for each arrow x.
Consequently, the mapping P̂ which is the identity mapping on the set of vertices of  and
which sends each arrow x of FgU() to (x, P (x), x) is a canonical dual premorphism
FgU() → FgSl (). 
The dual premorphism P̂ introduced in the previous proof is in a sense the canonical dual
premorphism: it commutes with each automorphism of . In terms of the mapping P this
can be formulated as follows.
Lemma 3.2. The mapping P which assigns to each arrow of FgU() a ﬁnite connected
subgraph of  commutes with each automorphism of . That is, P (x) = P(x) for each
arrow x of FgU() and each automorphism  of .
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Proof. Let x → x be an automorphism of and denote the canonical extension toFgU()
also by . It is clear thatC0(x)=C0(x) and therefore also P0(x)=P0(x). By induction
one easily obtains that Cn(x) = Cn(x) and Pn(x) = Pn(x) for each n. 
Corollary 3.3. Let G be an A-generated group with Cayley graph  and letU be a variety
of groups. If there exists a canonical dual premorphism FgU() → FgSl () then there
also exists a canonical dual premorphism GU → M(G).
Proof. The existence of a canonical dual premorphism FgU() → FgSl () guarantees,
by the proof of Lemma 3.1, the existence of the mapping P deﬁned in that proof. For an
arbitrary element (x, g) in GU, x is the middle entry of some arrow of FgU()(1, g) [14]
whence P(1, x, g) is well deﬁned and is a ﬁnite connected subgraph of  containing 1 and
g. Lemma 3.2 then implies that the mapping  : GU → M(G), (x, g) → (P (1, x, g), g)
is a canonical dual premorphism. 
Corollary 3.3 presents a necessary condition for the existence of a canonical dual pre-
morphism FgU() → FgSl (). Next, we establish a sufﬁcient condition. In order to do
this, we assign to each graph  an inverse monoid D() which is reminiscent of Tilson’s
consolidated semigroup [16]. To obtain D(), take the union of all homsets of FgSl (),
remove all local identities (i, 1, i), add a zero 0 and an identity 1 and deﬁne all previously
undeﬁned products of two arrows to be zero. To be more precise, the underlying set of
D() consists of {0, 1} together with all triples (i,	, j) where i, j ∈ V () and 	 is a ﬁnite
connected subgraph of  containing i, j and at least one edge. Deﬁne a binary operation
on D() by
(i,	, j)(k,
, l) =
{
(i,	 ∪ 
, l) if j = k,
0 otherwise,
and all other products are deﬁned so that 0 is a zero and 1 is an identity, and deﬁne an inverse
unary operation by (i,	, j)−1 = (j,	, i). As an inverse monoid, D() is generated by the
set
{(e, e, e) | e ∈ E()},
and each such generator is maximal in the natural partial order ofD(). Note thatD()\{1}
is a combinatorial strict inverse semigroup.
Proposition 3.4. Let  be a graph and let U be a variety of groups. If there exists a
canonical dual premorphism H → D() for some E()-generated group H in U then
there also exists a canonical dual premorphism FgU() → FgSl ().
Proof. Let E=E() and H be an E-generated group inU for which there exists a canoni-
cal dual premorphism  : H → D(). For the canonical homomorphism  : FU(E) → H ,
the composition = : FU(E) → D() then is also a canonical dual premorphism. ‘Re-
stricting  to homsets’ then gives the desired canonical dual premorphism  : FgU() →
FgSl (). In order to make this precise, ﬁrst set (v, 1, v) = (v, 1, v) for each local iden-
tity (v, 1, v). Next, let i, j be vertices of  and x ∈ FgU()(i, j) be not a local identity.
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There exists a nonempty path p in  with p = i, p = j and x = (i, [p]U, j). Let 〈p〉
be the subgraph of  spanned byp. More precisely, 〈p〉 is the subgraph of  spanned by
the set of all edges e ∈  for which e or e−1 occurs in p. Then [p]D() = (i, 〈p〉, j), and
[p]U(i, 〈p〉, j) since  is a dual premorphism. In particular, [p]U = 0. So, either
[p]U= 1 or [p]U= (i, [p]U′, j) where [p]U′ is a certain ﬁnite connected subgraph
of  containing i and j and being contained in 〈p〉. If i = j then (i, 〈p〉, j) is not an
idempotent and so 1(i, 〈p〉, j) whence 1 = [p]U= (i, [p]U′, j) in this case. Thus, if
[p]U= 1 then necessarily i = j . Therefore, setting
x= (i, [p]V, j)=
{
(i, 1, i) if [p]U= 1 (and thus i = j),
[p]U if [p]U = 1,
we obtain the desired canonical dual premorphism  : FgU() → FgSl (). 
4. Sufﬁcient conditions
The ﬁrst three statements contain some easy but useful observations concerning the
existence of canonical dual premorphisms. Throughout,  is a graph and U is a variety of
groups containing non-trivial groups.
Lemma 4.1. Let ′ be a graph obtained from  by reversing some edges of . Then there
exists a canonical dual premorphism FgU() → FgSl () if and only if there exists a
canonical dual premorphism FgU(′) → FgSl (′).
Proof. First of all, the categories FgSl () and FgSl (′) are isomorphic because they
depend only on the underlying undirected graphs of  and ′, respectively, which are
identical. Moreover, the corresponding oriented graphs  and ′ are isomorphic, and hence
the categories FgU() and FgU(′) are also isomorphic. The latter follows from the fact
that for each alphabet A and each subset B of A the mapping  : A → FU(A) deﬁned by
a=
{
a if a ∈ B,
a−1 if a /∈B
extends to a (unique) automorphism of FU(A). 
The next statement is obvious.
Lemma 4.2. For each subgraph 	 of , the restriction to FgU(	) of a canonical dual
premorphism FgU() → FgSl () provides a canonical dual premorphism FgU(	) →
FgSl (	).
Finally, the next statement may be used to “reduce the complexity” of the graph  for
which a canonical dual premorphism FgU() → FgSl () is sought.
Lemma 4.3. Let ◦ be a subgraph of  such that, for each pair (i, j) of vertices,
if (i, j) ∪ (j, i) = ∅ then |◦(i, j) ∪ ◦(j, i)| = 1.
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If there exists a canonical dual premorphism FgU(◦) → FgS(◦) then there also exists
a canonical dual premorphism FgU() → FgSl ().
Proof. In view of Lemma 4.1, we may assume that for each pair i = j of vertices, one
of the edge sets (i, j) or (j, i) is empty. Then there is an obvious surjective graph
homomorphism  :  → ◦ which maps each edge of (i, j) to the unique edge in
(i, j) ∩ E(◦) (provided that (i, j) = ∅). This graph homomorphism extends uniquely
to category homomorphisms U : FgU() → FgU(◦) and Sl : FgSl () → FgSl (◦).
Note that ◦, , FgU(◦), FgSl (◦), FgU(), FgSl () all have the same vertex set and in
particular, , U, Sl is the identity mapping on the vertex set.
Now take any arrow x ofFgU() and consider the graphsCn(x,),Pn(x,),Cn(xU,◦)
and Pn(xU,◦) all of which are subgraphs of . We have that
C0(xU,
◦) ⊆ C0(x,)Sl
and therefore also
P0(xU,
◦) ⊆ P0(x,)Sl .
Since U is surjective it follows by induction that for each n,
Pn(xU,
◦) ⊆ Pn(x,)Sl .
Finally, if there exists a canonical dual premorphism FgU(◦) → FgSl (◦) then x =
(x)U = (xU) ∈ Pn(xU,◦) for each n, from which it follows that for each n,
x ∈ Pn(x,). In view of Lemma 3.1, this proves the claim. 
An obvious sufﬁcient condition for the existence of a dual premorphism FgU() →
FgSl () is that the graph C0(x) is connected for every arrow x of FgU(). In this case,
C0(x)= Pn(x) for all n so that x ∈ Pn(x) for each n. Indeed, if x = x, then x ∈ C0(x)
by deﬁnition. So assume that x = x, let FU(E) and FU(V ) be the relatively free U-
groups generated by the edges E and the vertices V of , respectively, and consider the
homomorphism  : FU(E) → FU(V ) induced by the mapping  : e → (e)−1(e). Let
q be any path in  such that (x, [q]U, x) = x. Then [q]U = (q)−1(q) = (x)−1(x).
Consequently, theU-contentmust contain an edge f for which f =x whence x ∈ C0(x).
The straightforward example of a varietyU for whichC0(x) is connected is the varietyG of
all groups. In the following we shall present a transparent sufﬁcient condition for a variety
U of groups to admit this condition.
Proposition 4.4. Let  be a connected graph with set of edges E = E() and let U be a
non-trivial variety of groups such that, in the subgroup lattice of the relatively free group
FU(E) the equality
〈X ∪ Y 〉 ∩ 〈X ∪ Y z〉 = 〈X〉
holds for each pair of disjoint subsets X, Y of E and each element z of E with z /∈X ∪ Y .
Then the graph C0(u) is connected for each arrow u ∈ FgU() and hence there exists a
dual premorphism FgU() → FgSl ().
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Proof. Let u be an arrow of FgU() and p be a path in  such that u = (p, [p]U, p);
without loss of generality we assume that p is reduced, that is, it contains no segment of
the form ee−1 or e−1e for any edge e. By induction on the number of edges of the graph
〈p〉 spanned by p we show that C0(u) is connected. If p is an empty path then the claim
is obvious; if 〈p〉 contains only one edge e then p = en for some n ∈ Z, n = 0 (in which
case e must be a loop if |n| = 1). In any case, C0(p, [p]U, p) is connected. Now assume
that for each path q for which 〈q〉 has a smaller number of edges than 〈p〉, the graph
C0(q, [q]U, q) is connected. We use the following notation: for v,w ∈ (E ∪ E−1)∗ and
y ∈ E, wy→vdenotes the word obtained from w by substituting all occurrences of y by v;
similarly, for Y ⊆ E, wY→1 denotes the word obtained from w by deleting all occurrences
of all elements of Y . If C0(u) = 〈p〉 then C0(u) is connected and we are done. Otherwise,
let z be an edge of 〈p〉\C0(u). Then
[p]U = [pz→1]U, (4.1)
butpz→1 is not a path (except z is a loop). Two casesmay occur: either 〈p〉\{z} is connected,
or 〈p〉\{z} has two connected components. In the ﬁrst case, there exists a path r in  which
is coterminal with z, that is, r = z and r = z and such that 〈r〉 ⊆ 〈p〉\{z}. Then pz→r
is a path in  coterminal with p. Moreover, (pz→1)z→r = pz→1 (equality as words). From
(4.1) it follows that
[pz→r ]U = [(pz→1)z→r ]U = [pz→1]U = [p]U.
Since 〈pz→r 〉 is a proper subgraph of 〈p〉 the induction hypothesis applies to q =pz→r and
C0(u, [pz→r ]U, u) = C0(u) is connected.
Now suppose that 〈p〉\{z} has two connected components
 and	where, say, p, z ∈ 

and z ∈ 	. Since the edge z is the only connection between
 and	, the pathpmust traverse
z−1 and z alternatingly. Thus, either
p = x1z−1y1zx2z−1y2z · · · z−1yn (4.2)
or
p = x1z−1y1zx2z−1y2z · · · z−1ynzxn+1, (4.3)
where all xi are paths in 
 and all yi are paths in 	. If (4.2) were true then we could use
(4.1) to obtain that the identity z  1 holds in U which is absurd. Hence p must be of the
form (4.3). Note that [z−1yiz]U ∈ 〈Y z〉 for all i. Using once more (4.1), we obtain
[x1z−1y1zx2z−1y2z · · · z−1ynzxn+1]U = [x1y1x2y2 · · · ynxn+1]U,
whence
[p]U ∈ 〈X ∪ Y 〉 ∩ 〈X ∪ Y z〉.
By the assumption on FU(E) we obtain that [p]U ∈ 〈X〉, that is,
[p]U = [w]U (4.4)
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for some word w ∈ (X ∪ X−1)∗. Deleting z and all y ∈ Y we obtain
[pz→1,Y→1]U = [wz→1,Y→1]U,
which in combination with the equalities
x1 · · · xn+1 = pz→1,Y→1, wz→1,Y→1 = w
and (4.4) now implies
[x1 · · · xn+1]U = [p]U.
However,pz→1,Y→1=x1x2 · · · xn+1 is a path in
 and therefore in for which 〈pz→1,Y→1〉
has a smaller number of edges than 〈p〉. Hence the induction hypothesis applies topz→1,Y→1
and C(u, [pz→1,Y→1]U, u) = C0(u) is connected. 
V. Guba has informed the authors that free Burnside groups of large exponent satisfy the
condition in Proposition 4.4. (See also [13] where the statement for |Y | = 1 and odd expo-
nent n665 is proved.) Thus for each graph  there exists a canonical dual premorphism
FgBn() → FgSl () whereBn is the group variety deﬁned by the law xn  1 with n odd
and sufﬁciently large. In particular, if the inverse monoid M has an E-unitary cover over
an A-generated group G then it has an F -inverse cover over the group GBn , and thus, if
M has an E-unitary cover over a periodic group then it also has an F -inverse cover over a
periodic group.
Moreover, the proof of Proposition 4.4 also shows that, for any nontrivial group varietyU
there exists a canonical dual premorphismFgU() → FgSl () provided that the connected
graph  has cyclomatic number 1. From this one easily gets that each monogenic inverse
monoid M admits an F -inverse cover over a cyclic group C which can be chosen to be
ﬁnite if M has an E-unitary cover over a ﬁnite (cyclic) group. The latter holds for each
ﬁnite monogenic inverse monoid M .
5. The ﬁnitary case
Having now seen that each ﬁnite monogenic inverse monoid admits a ﬁnite F -inverse
cover over some cyclic group, let us ﬁnally discuss the general ﬁnitary case. Let M be a
ﬁnite inverse monoid; we may assume thatM isA-generated for some ﬁnite setA.We know
that M has an E-unitary cover over some ﬁnite A-generated group G. So, by Corollary 2.6,
the existence of a ﬁnite A-generated group H and a canonical dual premorphism  : H →
M(G) is sufﬁcient for the existence of a ﬁnite F -inverse cover of M . For the existence of
H and  it is sufﬁcient that there exists a locally ﬁnite varietyU of groups for which there
exists a canonical dual premorphism GU → M(G). Finally, by Corollary 3.3, for this it is
sufﬁcient that there exists a canonical dual premorphism FgU() → FgSl () with  the
Cayley graph of G.
On the other hand, the latter necessarily exists if each ﬁnite inverse monoid has a ﬁnite
F -inverse cover. Indeed, ifD() has a ﬁnite F -inverse cover then there exists a ﬁniteE()-
generated group H and a canonical dual premorphism H → D(). By Proposition 3.4,
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for the locally ﬁnite variety U generated by H , there exists a canonical dual premorphism
FgU() → FgSl ().
Furthermore, it is well known that, for each prime p, D() has an E-unitary cover over
an E()-generated elementary abelian p-group. Hence it is sufﬁcient for the existence of
an F -inverse cover of D() that for some prime p and for n = |E()|, M(Cnp ) has a ﬁnite
F -inverse cover (here Cnp denotes the direct product of n copies of the cyclic group Cp of
order p). Summing up, we have shown the following. (For item (5), recall the deﬁnition of
the graphs Pk(x) given in Section 3.)
Theorem 5.1. The following assertions are equivalent.
(1) Each ﬁnite inverse monoid has a ﬁnite F-inverse cover.
(2) Each ﬁnite combinatorial strict inverse semigroup with an identity adjoined has a ﬁnite
F-inverse cover.
(3) For each ﬁnite (connected) graph , the inverse monoid D() has a ﬁnite F-inverse
cover.
(4) For each ﬁnite (connected) graph , there exists a locally ﬁnite varietyU of groups for
which there exists a canonical dual premorphism FgU() → FgSl ().
(5) For each ﬁnite (connected) graph there exists a locally ﬁnite varietyU of groups such
that, for each arrow x of FgU(), each of the graphs Pk(x) (k1) contains the vertex
x.
(6) There exists a prime p such that, for each n1, the inverse monoid M(Cnp ) has a ﬁnite
F-inverse cover.
(7) There exists a prime p such that, for each n1, the inverse monoid D(T np ) has a ﬁnite
F-inverse cover where T np is the Cayley graph of Cnp (which is an n-dimensional torus).
This list can be extended in many ways. For example, let Bn be the Hasse diagram of
the Boolean lattice of 2n elements, the edges directed upward. Then, by Lemma 4.3, T n2
can be replaced by Bn in item (7). Likewise, for a positive integer n let Kn be any directed
graph on n vertices whose underlying undirected graph is the complete graph on n vertices.
Again, in view of Lemmas 4.2 and 4.3, it is sufﬁcient to consider in Theorem 5.1 any of
the conditions (3)–(5), (7) for each of the graphs Kn (n1). Finally it is clear that, given a
ﬁnite graph, if for some locally ﬁnite varietyU there exists a canonical dual premorphism
FgU() → FgSl () then the same is true for each locally ﬁnite varietyV containing U.
For a positive integer m, denote byKm the class of all locally ﬁnite groups satisfying the
identity xm  1. By Zelmanov’s theorem,Km is a variety, the Kostrikin–Zelmanov variety
of exponent m. Each locally ﬁnite variety satisﬁes an identity xm  1 for some m, hence
each locally ﬁnite variety is contained in some Km. Altogether, the question concerning
the existence of ﬁnite F -inverse covers of ﬁnite inverse monoids reduces to the question if,
for each graph n (where n stands for any of the graphs Bn, Kn, or T np for some prime p)
there exists a Kostrikin–Zelmanov varietyKm which “behaves nicely” with respect to n.
A typical example of such a statement is the following.
Corollary 5.2. Each ﬁnite inverse monoid has a ﬁnite F-inverse cover if and only if, for
each positive integer n there exists a positive integer m for which there exists a canonical
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dual premorphism FgKm(Bn) → FgSl (Bn). The latter holds if and only if, for each k and
each arrow x of FgKm(Bn), the graph Pk(x) contains the vertex x.
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