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Abstract
LetN be a nest on a complex separable Hilbert spaceH, and τ(N) be the associated nest algebra. In
this paper, we prove that every Lie triple derivation from τ(N) into itself is of the form X → XT − TX +
h(X)I , where T ∈ τ(N) and h is a linear mapping from τ(N) into C such that h([[A,B], C]) = 0 for all
A,B,C ∈ τ(N).
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1. Introduction
LetA be an associative algebra over the complex field C. ThenA is a Lie algebra under the
Lie multiplication [a, b] = ab − ba. A linear mapping δ :A→A is a derivation if δ(ab) =
δ(a)b + aδ(b) for all a, b ∈A. It is called an inner derivation if there exists m ∈A such that
δ(a) = am − ma for all a ∈A. Let L :A→A be a linear mapping. It is called a Lie derivation
if L([a, b]) = [L(a), b] + [a, L(b)] for all a, b ∈A. We say that L is a Lie triple derivation if
L([[a, b], c]) = [[L(a), b], c] + [[a, L(b)], c] + [[a, b], L(c)] for all a, b, c ∈A. Given a deri-
vation δ fromA into itself and a linear mapping h fromA into the center ofA. If h([a, b]) = 0
for all a, b ∈A, then the mapping a → δ(a) + h(a) is a Lie derivation from A into itself. If
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h([[a, b], c]) = 0 for all a, b, c ∈A, then the mapping a → δ(a) + h(a) is a Lie triple derivation
fromA into itself.
The structure of Lie derivations on C∗-algebras, and on more general Banach algebras, has
attracted some attention over past years. Johnson [7] proved that every continuous Lie deriva-
tion from a C∗-algebra A into a Banach A-bimodule E can be decomposed as δ + h, where
δ :A→ E is a derivation and h is a linear mapping fromA into the center of E. In [14] Villena
undertook an investigation of the structure of not necessarily continuous Lie derivations on unital
Banach algebras. He showed that if L is a Lie derivation on a unital complex Banach algebraA,
then for every primitive idealI ofA, except for a finite set of them which have finite codimension
greater than one, there exist a derivation δ fromA/I into itself and a linear functional h onA
such that QIL(A) = δ(A +I) + h(A) for all A ∈A (where QI denotes the quotient mapping
fromA intoA/I). Mathieu and Villena [12] proved that every Lie derivation on a C∗-algebra
can be decomposed into the sum of a derivation and a center-valued trace. In [15], the author
proved the same result for nest subalgebras of factor von Neumann algebras. Obviously, every
Lie derivation is a Lie triple derivation. The converse is, in general, not true. Miers [13] proved
that if A is a von Neumann algebra with no central abelian summands, then every Lie triple
derivation fromA into itself is of the form A → [A, T ] + h(A), where T ∈A and h is a linear
mapping fromA into its center which annihilates all commutators ofA. Ji and Wang [6] proved
that ifA is a TUHF algebra, then every continuous Lie triple derivation fromA into itself is of
the form A → δ(A) + h(A), where δ is a derivation fromA into itself and h is a linear mapping
from A into its center which annihilates all commutators of A. The most interesting result on
Lie triple derivations of prime rings was obtained in [1]. We also mention the papers [3,11] where
Lie isomorphisms associated to Hilbert spaces, and to nest algebras were characterized. In this
paper, we consider Lie triple derivations of nest algebras.
Let H be a complex separable Hilbert space, and B(H) denote the algebra of all bounded
linear operators onH. A nestN in B(H) is a totally ordered family of orthogonal projections
in B(H) which is closed in the strong operator topology, and which includes 0 and I . For each
P ∈N, we let
P+ = inf{Q ∈N : Q > P } and P− = sup{Q ∈N : Q < P }.
If P+ − P /= 0 or P − P− /= 0, then P+ − P or P − P− is called an atom ofN. A nest is said
to be non-trivial if it contains at least one non-trivial projection. If P is a projection, we let P⊥
denote I − P . The nest algebra associated to a nestN, denoted by τ(N), is the set
τ(N) = {T ∈ B(H) : P⊥T P = 0 for all P ∈N}.
If N is a nest, then N⊥ = {P⊥ : P ∈N} is also a nest, and τ(N⊥) = τ(N)∗. The von
Neumann algebra τ(N) ∩ τ(N)∗ is the diagonal of τ(N) and denoted by D(N). Let R(N)
denote the norm closed algebra generated by {PB(H)P⊥ : P ∈N}. It follows from [5] that
D(N) +R(N) is weakly dense in τ(N), and that the commutant of τ(N) is CI .
We refer the reader to [4] for the theory of nest algebras.
2. Main result
One of the important theorems in the theory of nest algebras is the following result of Chris-
tensen [2].
Theorem C. Every derivation of any nest algebra is an inner derivation.
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In this note, we will prove the following theorem.
Theorem 2.1. LetN be an arbitrary nest, and L be a Lie triple derivation from τ(N) into itself.
Then there exist T ∈ τ(N) and a linear mapping h from τ(N) into C with h([[A,B], C]) = 0
for all A,B,C ∈ τ(N) such that L(X) = XT − TX + h(X)I for all X ∈ τ(N).
To prove Theorem 2.1, we need some lemmas. As a notational convenience, ifP ∈N is a fixed
non-trivial projection, we let A11 = Pτ(N)P , A12 = Pτ(N)P⊥ and A22 = P⊥τ(N)P⊥
throughout this section.
Lemma 2.1
(a) L(I) = λI, where λ ∈ C is a scalar;
(b) P⊥L(A)P⊥ ∈ CP⊥ for all A ∈A11;
(c) PL(B)P ∈ CP for all B ∈A22.
Proof. (a) Let E ∈ τ(N) be any nonzero idempotent, it follows from the definition of L that
0 = L([[I, E], X]) = [[L(I), E], X] for all X ∈ τ(N). Since the center of τ(N) is CI , there
existsλE ∈ C such that [L(I), E] = λEI . ThenλEE = E[L(I), E]E = 0, and soλE = 0. Hence
L(I)E = EL(I) (1)
for all idempotents E ∈ τ(N). Since the set of finite linear combinations of projections inD(N)
is norm dense in D(N), we have from Eq. (1) that
L(I)D = DL(I) (2)
for all D ∈ D(N). On the other hand, it is clear that P + PSP⊥ is an idempotent in τ(N) for
all P ∈N and all S ∈ B(H). Then by Eq. (1), we can obtain that L(I)PSP⊥ = PSP⊥L(I).
Since the linear span of {PAP⊥ : A ∈ B(H), P ∈N} is norm dense inR(N), we have for any
R ∈ R(N),
L(I)R = RL(I). (3)
Since D(N) +R(N) is weakly dense in τ(N), we have from Eqs. (2) and (3) that L(I)X =
XL(I) for all X ∈ τ(N). Thus, there exists a scalar λ ∈ C such that L(I) = λI .
(b) Let A ∈A11 and E ∈A22 be any nonzero idempotent. Then
0 = L([[A,E], X]) = [[L(A),E], X] + [[A,L(E)], X]
for all X ∈ τ(N). Since the center of τ(N) is CI , there exists λA,E ∈ C such that [L(A),E] +
[A,L(E)] = λA,EI . Then
λA,EE = E([L(A),E] + [A,L(E)])E = 0
and so λA,E = 0. Hence [L(A),E] + [A,L(E)] = 0 for all idempotents E ∈A22. Since
P⊥[A,L(E)]P⊥ = 0, we have P⊥[L(A),E]P⊥ = 0. That is,
P⊥L(A)P⊥EP⊥ = P⊥EP⊥L(A)P⊥
for all idempotentsE ∈A22. Using the same proof as in (a), we can show thatP⊥L(A)P⊥XP⊥ =
P⊥XP⊥L(A)P⊥ for all X ∈ τ(N). This shows that P⊥L(A)P⊥ belongs to the center of
P⊥τ(N)P⊥. Thus, P⊥L(A)P⊥ ∈ CP⊥. Similarly, we can show that (c) holds. The proof is
complete. 
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Lemma 2.2
(a) PL(A)P⊥ = AL(P )P⊥ for all A ∈A11;
(b) L(S) = PL(S)P⊥ and PL(P⊥)S = SL(P⊥)P⊥ for all S ∈A12.
Proof. (a) Let A ∈A11, it is clear that [[A,P⊥], P ] = 0. Then
0 = L([[A,P⊥], P ]) = [[L(A), P⊥], P ] + [[A,L(P⊥)], P ].
This implies that PL(A)P⊥ + AL(P⊥)P⊥ = 0. By Lemma 2.1(a), we have AL(P⊥)P⊥ =
−AL(P )P⊥. Thus, PL(A)P⊥ = AL(P )P⊥.
(b) Let S ∈A12, it follows from the facts L(S), L(P ) ∈ τ(N) and P ∈N that P⊥L(S)P =
P⊥L(P )P = 0. Since [[P, S], P⊥] = S, we have
L(S) = [[L(P ), S], P⊥] + [[P,L(S)], P⊥] + [[P, S], L(P⊥)]
= L(P )S − SL(P )P⊥ + PL(S)P⊥ + SL(P⊥) − L(P⊥)S.
This implies that PL(S)P = P⊥L(S)P⊥ = 0. Thus, L(S) = PL(S)P⊥.
On the other hand, it is clear that [[S, P⊥], P⊥] = S for all S ∈A12. Then by the fact L(S) =
PL(S)P⊥, we have
L(S) = P([[L(S), P⊥], P⊥] + [[S,L(P⊥)], P⊥] + [[S, P⊥], L(P⊥)])P⊥
= PL(S)P⊥ + SL(P⊥)P⊥ − PL(P⊥)S + SL(P⊥)P⊥ − PL(P⊥)S
= L(S) + 2SL(P⊥)P⊥ − 2PL(P⊥)S.
This shows that PL(P⊥)S = SL(P⊥)P⊥. The proof is complete. 
Lemma 2.3. L(A) = AU − UA + fP (A)I for all A ∈A11, where U ∈ τ(N) and fP is a lin-
ear mapping fromA11 into C such that fP ([[X, Y ], Z]) = 0 for all X, Y,Z ∈A11.
Proof. It follows from Lemma 2.1(b) that P⊥L(A)P⊥ ∈ CP⊥ for all A ∈A11. For each A ∈
A11, we definefP (A) to be the scalar that appears inP⊥L(A)P⊥. ThenP⊥L(A)P⊥ = fP (A)P⊥
for all A ∈A11. It is clear that fP is a linear mapping fromA11 intoCwith fP ([[X, Y ], Z]) = 0
for all X, Y,Z ∈A11. By Lemma 2.2, we have for any A ∈A11,
L(A) = PL(A)P⊥ + PL(A)P + P⊥L(A)P⊥
= AL(P )P⊥ + L(A)P + fP (A)P⊥.
Let S ∈A12, then [[A, S], P⊥] = AS, and so by Lemma 2.2, we have
L(AS) = P([[L(A), S], P⊥] + [[A,L(S)], P⊥] + [[A, S], L(P⊥)])P⊥
= P [L(A), S]P⊥ + P [A,L(S)]P⊥ + ASL(P⊥)P⊥ − PL(P⊥)AS
= P [L(A), S]P⊥ + P [A,L(S)]P⊥
= PL(A)S − SL(A)P⊥ + AL(S)P⊥
= L(A)S + AL(S) − fP (A)S.
For each B ∈A11, it follows from the above equation that
L(ABS) = L(AB)S + ABL(S) − fP (AB)S. (4)
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On the other hand, we have from the fact BS ∈A12 that
L(ABS) = L(A)BS + AL(BS) − fP (A)BS
= L(A)BS + A(L(B)S + BL(S) − fP (B)S) − fP (A)BS
= L(A)BS + AL(B)S + ABL(S) − fP (B)AS − fP (A)BS.
This and Eq. (4) give us that
(L(AB) − fP (AB))S = (L(A)B + AL(B) − fP (A)B − fP (B)A)S (5)
for all S ∈A12. SinceA12 = PB(H)P⊥, we have from Eq. (5) that
(L(AB) − fP (AB))P = (L(A)B + AL(B) − fP (A)B − fP (B)A)P (6)
for all A,B ∈A11. For each A ∈A11, we define
η(A) = (L(A) − fP (A)I)P .
It is clear that η is linear mapping fromA11 into itself. By Eq. (6), we have
η(AB) = (L(A)B + AL(B) − fP (A)B − fP (B)A)P
= (L(A) − fP (A)I)B + A(L(B) − fP (B)I)P
= η(A)B + Aη(B)
for all A,B ∈A11. Then η is a derivation fromA11 into itself, and so by Theorem C, there exists
G ∈A11 such that
η(A) = L(A)P − fP (A)P = AG − GA
for all A ∈A11. Hence
L(A) = AL(P )P⊥ + L(A)P + fP (A)P⊥
= AL(P )P⊥ + AG − GA + fP (A)I
= AU − UA + fP (A)I,
where U = G + PL(P )P⊥ ∈ τ(N). The proof is complete. 
Lemma 2.4. L(B) = VB − BV + gP (B)I for all B ∈A22, where V ∈ τ(N) and gP is a lin-
ear mapping fromA22 into C such that gP ([[X, Y ], Z]) = 0 for all X, Y,Z ∈A22.
Proof. For each S ∈ τ(N)∗, we define L∗(S) = L(S∗)∗. Since τ(N)∗ = τ(N⊥), it is easy to
see that L∗ is also a Lie triple derivation from τ(N⊥) into itself. Let Q = P⊥, then Q ∈N⊥,
and so by Lemma 2.3, there exists U ∈ τ(N)∗ and a linear mapping fQ from Qτ(N)∗Q into C
with fQ([[X, Y ], Z]) = 0 for all X, Y,Z ∈ Qτ(N)∗Q such that
L∗(A) = AU − UA + fQ(A)I
for allA ∈ Qτ(N)∗Q, whereU =F + QL∗(Q)Q⊥,F ∈ Qτ(N)∗Q. For eachA ∈ Qτ(N)∗Q,
we set B = A∗, then B ∈A22, and
L(B) = L∗(B∗)∗ = (B∗U − UB∗ + fQ(B∗)I )∗ = VB − BV + fQ(B∗)I
for all B ∈A22, where V = U∗ = F ∗ + PL(P⊥)P⊥ = F ∗ − PL(P )P⊥ and F ∗ ∈A22.
According to the definition of fQ in Lemma 2.3, we see that Q⊥L∗(B∗)Q⊥ = fQ(B∗)Q⊥ for all
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B ∈A22. Then Q⊥L∗(B∗)∗Q⊥ = fQ(B∗)Q⊥. That is, PL(B)P = fQ(B∗)P for all B ∈A22.
Let gP (B) = fQ(B∗), then gP is a linear mapping from A22 into C and gP ([[X, Y ], Z]) =
0 for all X, Y,Z ∈A22. Hence L(B) = VB − BV + gP (B)I for all B ∈A22. The proof is
complete. 
Lemma 2.5. L(C) = CR − RC + hP (C)I for all C ∈A11 +A22, where R ∈ τ(N) and hP
is a linear mapping from τ(N) into C with hP ([[X, Y ], Z]) = 0 for all X, Y,Z ∈ τ(N).
Proof. By Lemma 2.3, we have for any A ∈A11,
L(A) = A(G + PL(P )P⊥) − (G + PL(P )P⊥)A + fP (A)I, (7)
where G is as in the proof of that lemma, and fP is a linear mapping fromA11 into C such that
fP ([[X, Y ], Z]) = 0 for all X, Y,Z ∈A11. By Lemma 2.4, we have for any B ∈A22,
L(B) = B(N + PL(P )P⊥) − (N + PL(P )P⊥)B + gP (B)I, (8)
where N = −F ∗ ∈A22, with F as in the proof of that lemma, and gP is a linear mapping from
A22 into C such that gP ([[X, Y ], Z]) = 0 for all X, Y,Z ∈A22. For each S ∈ τ(N), we define
hP (S) = fP (PSP ) + gP (P⊥SP⊥).
Clearly, hP is a linear mapping from τ(N) intoC such that hP ([[X, Y ], Z]) = 0 for all X, Y,Z ∈
τ(N). Let C ∈A11 +A22. Then C = A + B for some A ∈A11 and B ∈A22. Hence by Eqs.
(7) and (8), we have
L(C) = A(G + PL(P )P⊥) − (G + PL(P )P⊥)A + fP (A)I
+B(N + PL(P )P⊥) − (N + PL(P )P⊥)B + gP (B)I
= A(G + N + PL(P )P⊥) − (G + N + PL(P )P⊥)A + fP (PCP )I
+B(G + N + PL(P )P⊥) − (G + N + PL(P )P⊥)B + gP (P⊥CP⊥)I
= CR − RC + hP (C)I,
where R = G + N + PL(P )P⊥ ∈ τ(N). The proof is complete. 
Remark 2.1. Let R and hP be as in Lemma 2.5. For each X ∈ τ(N), we define δ(X) = L(X) −
(XR − RX + hP (X)I). It is clear that δ is also a Lie triple derivation from τ(N) into itself. By
Lemma 2.5, we have δ(C) = 0 for all C ∈A11 +A22.
Lemma 2.6. Let δ be as in Remark 2.1, then
(a) δ(A12B12) = δ(A12)B12 + A12δ(B12) for all A12, B12 ∈A12;
(b) δ(A12B11) = δ(A12)B11 + A12δ(B11) for all A12 ∈A12 and B11 ∈A11;
(c) δ(A22B12) = δ(A22)B12 + A22δ(B12) for all A22 ∈A22 and B12 ∈A12;
(d) δ(A11B12) = δ(A11)B12 + A11δ(B12) for all A11 ∈A11 and B12 ∈A12;
(e) δ(A12B22) = δ(A12)B22 + A12δ(B22) for all A12 ∈A12 and B22 ∈A22.
Proof. (a) Let A12, B12 ∈A12, it follows from Lemma 2.2(b) that
δ(A12) = Pδ(A12)P⊥ and δ(B12) = Pδ(B12)P⊥. (9)
Hence δ(A12)B12 + A12δ(B12) = δ(A12B12) = 0 for all A12, B12 ∈A12.
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(b) Since δ(B11) = 0, we have from Eq. (9) that
δ(A12)B11 + A12δ(B11) = δ(A12B11) = 0
for all A12 ∈A12 and B11 ∈A11. Similarly, we can show that (c) holds.
(d) Let A11 ∈A11 and B12 ∈A12. Since [[A11, B12], P⊥] = A11B12 and δ(A11) = 0, we
have from Lemma 2.2(b) that
δ(A11B12) = P([[A11, δ(B12)], P⊥] + [[A11, B12], δ(P⊥)])P⊥
= A11δ(B12)P⊥ + A11B12δ(P⊥)P⊥ − Pδ(P⊥)A11B12
= A11δ(B12) = δ(A11)B12 + A11δ(B12)
for all A11 ∈A11 and B12 ∈A12.
(e) Let A12 ∈A12 and B22 ∈A22. Since [[A12, B22], P⊥] = A12B22 and δ(B22) = 0, we
have from Lemma 2.2(b) that
δ(A12B22) = P([[δ(A12), B22], P⊥] + [[A12, B22], δ(P⊥)])P⊥
= Pδ(A12)B22 + A12B22δ(P⊥)P⊥ − Pδ(P⊥)A12B22
= δ(A12)B22 = δ(A12)B22 + A12δ(B22)
for all A12 ∈A12 and B22 ∈A22. The proof is complete. 
Proof of Theorem 2.1. IfN is a trivial nest, then τ(N) = B(H), and so by the result of [13],
the conclusion of this theorem is true. Suppose thatN is a non-trivial nest. Let P ∈N be a fixed
non-trivial projection and δ be as in Remark 2.1. Let A,B ∈ τ(N), then A = A11 + A12 + A22
and B = B11 + B12 + B22, where Aij , Bij ∈Aij (1  i  j  2). Since δ(Aii ) = 0 (i = 1, 2),
we have for i, j = 1, 2,
δ(AiiBjj ) = δ(Aii)Bjj + Aiiδ(Bjj ) = 0.
This and Lemma 2.6 show that δ(AB) = δ(A)B + Aδ(B) for all A,B ∈ τ(N). That is, δ is a
derivation from τ(N) into itself. Then by Theorem C, there exists S ∈ τ(N) such that δ(X) =
XS − SX for all X ∈ τ(N). Hence
L(X) = δ(X) + (XR − RX + hP (X)I) = XT − TX + h(X)I
for all X ∈ τ(N), where h = hP and T = S + R ∈ τ(N). The proof is complete. 
Remark 2.2. From the proof of Theorem 2.1, it seems that for each non-trivial projection P ∈N
there exist TP ∈ τ(N) and a linear mapping hP from τ(N) into C with hP ([[A,B], C]) = 0
for all A,B,C ∈ τ(N) such that L(X) = XTP − TPX + hP (X)I . In fact, we can show that
hP = hQ and TP = TQ + λP,QI (λP,Q ∈ C) for non-trivial projections P,Q ∈N.
Let E ∈N be a non-trivial projection, it is clear that
EAE⊥ ∈ [[τ(N), τ (N)], τ (N)]
for all A ∈ B(H). Then hP (EAE⊥) = hQ(EAE⊥) = 0, and so
L(EAE⊥) = EAE⊥TP − TPEAE⊥ = EAE⊥TQ − TQEAE⊥.
This implies that
EAE⊥(TP − TQ) = (TP − TQ)EAE⊥ (10)
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for all A ∈ B(H). For X ∈ τ(N), multiply this equation on the left hand side by EXE, we get
EXEAE⊥(TP − TQ) = EXE(TP − TQ)EAE⊥. (11)
On the other hand, it follows from Eq. (10) that
EXEAE⊥(TP − TQ) = (TP − TQ)EXEAE⊥.
This together with Eq. (11) shows that
(EXE(TP − TQ)E − E(TP − TQ)EXE)EB(H)E⊥ = 0.
Hence, for every X ∈ τ(N), we have
EXE(TP − TQ)E − E(TP − TQ)EXE = 0. (12)
Since L(X) = XTP − TPX + hP (X)I = XTQ − TQX + hQ(X)I , we have
X(TP − TQ) − (TP − TQ)X = (hQ(X) − hP (X))I. (13)
Multiply this equation on both sides by E and use the facts that XE = EXE and (TP − TQ)E =
E(TP − TQ)E. We get from Eq. (12) that (hQ(X) − hP (X))E = 0. Then hQ(X) = hP (X) for
all X ∈ τ(N). That is, hP = hQ, and so by Eq. (13), we see that TP = TQ + λP,QI for some
λP,Q ∈ C.
LetTn denote the algebra of all upper triangular matrices in Mn(C). ThenTn can be regarded
as a nest algebra. It is obvious that [[Tn,Tn],Tn] = [Tn,Tn]. If L is a Lie triple deriva-
tion from Tn into itself, then by Theorem 2.1, we have L(X) = XT − TX + h(X)I for all
X ∈Tn, where T ∈Tn and h is a linear mapping fromTn into C such that h([A,B]) = 0 for
all A,B ∈Tn. Hence by [10, Lemma 2], we have the following corollary.
Corollary 2.1. Let L be a Lie triple derivation from Tn into itself. Then there exist an upper
triangular matrix T and a diagonal matrix B such that L(X) = XT − TX + tr(XB)I for all
X ∈Tn, where tr(·) denotes the usual trace.
In many cases, the sum of the commutators in τ(N) turns out to be all τ(N), and consequently
the linear mapping h in Theorem 2.1 must be zero. For instance, a weakly closed subalgebra of
B(H) that has infinite multiplicity. It is a consequence of the Similarity Theorem [4, Theorem
13.20], that a nest algebra τ(N) has infinite multiplicity if and only ifN has no finite dimensional
atoms. In this case we say thatN is a nest of infinite multiplicity. In fact, it has been observed by
Larson [8] and Pitts [9] that a nest algebra of infinite multiplicity coincides with its commutator
ideal.
Corollary 2.2. Let N be a nest of infinite multiplicity. Then every Lie triple derivation from
τ(N) into itself is an inner derivation.
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