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ITERATION AT THE BOUNDARY OF NEWTON MAPS
HONGMING NIE
Abstract. Let {Nt} be a holomorphic family of degree d ≥ 3 Newton maps. By studying the
related Berkovich dynamics, we obtain an estimate of the weak limit of the maximal measures
of Nt. Moreover, we give a complete description of the rescaling limits for {Nt}.
1. Introduction
Let P be a degree d ≥ 2 monic polynomial with distinct roots. It can be written as
P (z) =
d∏
i=1
(z − ri),
where r1, . . . , rd are distinct complex numbers. The Newton map of P is defined by
NP (z) = z − P (z)
P ′(z)
.
We also write N{r1,··· ,rd} to indicate the roots of P .
As an algorithm for finding the roots of a polynomial, it is also known as Newton’s method,
which is a generally convergent for quadratic polynomials. Cayley [8] noticed the difficulties for
Newton’s method to find roots of higher degree polynomials. However, there is a finite universal
set such that for any root of any suitably normalized polynomial of degree d, there is an initial
point in the universal set whose orbit converges to this root under iterations of the corresponding
Newton’s method [21]. We refer [19,30,31,43,47] for more details.
As a dynamical system, Newton map exhibits nice properties. The Julia sets of Newton maps
are always connected [44]. Moreover, the cubic Newton maps have locally connected Julia sets
except in some very specific case [39]. For the combinatorial properties of Newton maps, every
postcritically finite cubic Newton map can be constructed by mating two cubic polynomials [48].
For more dynamical properties of Newton maps, we refer [27, 28, 32]. We also refer [49] for an
overview of Newton maps. And there also contains detailed background of known results for
Newton maps in [40].
The goal of the present article is to investigate the limiting behaviors of a degenerate holomorphic
family of Newton maps. We mainly focus on the weak limits of measures of maximal entropy and
the rescaling limits. In the subsequent article [35], we will study the compactifications of the
related moduli spaces. Now we set up the statement.
For d ≥ 2, the space Ratd of degree d complex rational maps can be naturally identified to a
dense open subset of P2d+1. And in the projective coordinates, for f ∈ Ratd, we can write
f([X : Y ]) = [Fa([X : Y ]) : Fb([X : Y ])],
where Fa([X : Y ]) and Fb([X : Y ]) are two relatively prime homogeneous polynomials of degree d.
Generally, for f ∈ P2d+1, it determines the coefficients for a pair of homogeneous polynomials of
degree d. We can write
f([X : Y ]) = [Fa([X : Y ]) : Fb([X : Y ])] = Hf (X,Y )[fa([X : Y ]) : fb([X : Y ])],
where Hf (X,Y ) = gcd(Fa([X : Y ]), Fb([X : Y ])) and fˆ := [fa([X : Y ]) : fb([X : Y ])] is a rational
map of degree at most d. The indeterminacy locus I(d) ⊂ P2d+1 is the collection of f = Hf fˆ ,
where fˆ is a constant in P1 and this constant is a hole of f , that is, it is a zero of Hf .
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Following DeMarco [9], we can associate each f ∈ P2d+1 a probability measure µf . If f ∈ Ratd,
the measure µf is the unique measure such that the measure-theoretic entropy of f attains its
maximum. If f = Hf fˆ ∈ P2d+1 \ Ratd with deg fˆ ≥ 1, the measure µf is an atomic measure
defined on the holes of f and all their preimages under fˆ . If f = Hf fˆ ∈ P2d+1 \ Ratd with
deg fˆ = 0, the measure µf is an atomic measure defined on the holes of f . Then the map f → µf
is continuous if and only if f 6∈ I(d) [9, Theorem 0.1].
If we restrict to holomorphic families {ft}, then function ft → µft is better behaved. Let
P1Ber be the Berkovich space over the completion of the field of formal Puiseux series and let
f : P1Ber → P1Ber be the associated map for {ft}. If ft converges to a point in I(d), by regarding the
Berkovich dynamical system (f ,P1Ber) as the limit of dynamical systems (ft, Ĉ) as t→ 0, DeMarco
and Faber [11, Theorem B] proved the weak limit µ of measures µft exists and it is a countable sum
of atoms. Later they [12] gave a method to compute the measure µ by introducing and studying
what they call an analytically stable pair (f ,Γ), where Γ ⊂ P1Ber is a finite set of type II points.
Combining with [9, Theorem 0.1], the measure µ satisfying
µ({c}) ≥ dc(f)
d+ dc(f)
, (1.1)
where c is the constant value of fˆ and dc(f) is its depth, that is, dc(f) is the multiplicity of c as a
zero of Hf .
We now apply this to Newton maps. Suppose {Nr(t)} is a holomorphic family of degree d ≥ 2
Newton maps with r(t) = {r1(t), · · · , rd(t)}. If Nr(t) converges to a point N ∈ I(d), as t→ 0, then
all ri(t)s converge to z =∞, see Lemma 2.15. Thus z =∞ is the unique hole of N and the depth
d∞(N) = d. Let µ be the weak limit of the maximal measures µt for Nr(t). The inequality (1.1)
implies
µ({∞}) ≥ 1
2
. (1.2)
But the lower bound in inequality (1.2) is not sharp. Our first result is to give a better lower
bound for µ({∞}).
Theorem 1.1. Let {Nt} be a holomorphic family of degree d ≥ 2 Newton maps. Suppose Nt
converges to a point in I(d). Let µt be the maximal measure for Nt and let µ be the weak limit of
measures µt. Then
µ({∞}) ≥ d
2d− 1 . (1.3)
In particular, if the Gauss point ξg ∈ P1Ber is a periodic point for the associated map N for {Nt},
then µ = δ∞.
We point out that in general the lower bound in inequality (1.3) is not sharp either. For example,
for quadratic Newton maps, we always have µ = δ∞, see Corollary 4.13.
To prove Theorem 1.1, we consider the associated map N : P1Ber → P1Ber for {Nt}. Let V be
the set of type II repelling fixed points of N. Consider the convex hull H
ξg
V of V and the Gauss
point ξg. If the orbit O(ξg) of ξg under the map N does not intersects with HξgV , we consider the
vertices set Γ = {ξg} and study the equilibrium Γ-measures on P1Ber. Then in this case we can
prove µ = δ∞. If the orbit O(ξg) intersects with HξgV , we construct the vertices sets Γ such that
the pairs (N,Γ) are analytically stable and then apply [12, Theorem C].
Since the indetermiancy locus I(d) is the set of points where the iterate maps P2d+1 99K P2dn+1
are discontinuous [9, Lemma 2.2], it is interesting to explore the limits of holomorphic families
converging to points in I(d) under iterations. More naturally, we work on the moduli space
ratd := Ratd/PGL2(C), modulo the action by conjugation of the group of Mo¨bius transformations.
In quadratic case, the existence of such interesting limits was observed by Stimson [46] in his
analysis of the asymptotic behavior of some algebraic curves in rat2. The idea of rescaling limits
also appeared in Epstein’s work [14] proving some hyperbolic components are precompact in rat2.
Kiwi [25] defined rescaling limits explicitly. For a holomorphic family {ft}, the rescaling limits
arise as limits M−1t ◦ fqt ◦Mt → g of rescaled iterates where the convergence is locally uniform
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outside some finite subset of P1. By studying the associated dynamical system (f ,P1Ber) and re-
lating the rescalings to the periodic repelling type II points in P1Ber, Kiwi proved for any given
holomorphic one-parameter family of degree d ≥ 2 rational maps, there are at most 2d − 2 dy-
namically independent rescalings such that the corresponding rescaling limits are not postcritically
finite [25, Theorem 1]. Later, applying the trees of spheres, which is based on the Deligne-Mumford
compactifications of the moduli spaces of stable curves, and considering the dynamical systems
between trees of spheres, Arfeux proved the same results [3, Theorem 1] about the interesting
rescaling limits. Moreover, the existence of a periodic sphere for a dynamical cover between trees
of spheres corresponds to the existence of a rescaling limit [3, Theorem 2, Theorem 3]. Recently,
Arfeux and Cui [2] announced for any arbitrary large integer n, there is a holomorphic family in
Ratd for d ≥ 3 such that it has n dynamically independent rescalings leading to postcritically finite
and nonmonomial rescaling limits.
For a holomorphic family of degree d ≥ 3 Newton maps, we give a complete description for its
rescaling limits.
Theorem 1.2. Let {Nt} be a holomorphic family of degree d ≥ 3 Newton maps. Then
(1) up to equivalence, {Nt} has at most d − 1 rescalings of period 1. Moreover, each such
rescaling leads to a rescaling limit that is conjugate to a degenerated Newton map.
(2) {Nt} has at most d−3 dynamically independent rescalings of periods at least 2. Moreover,
the corresponding rescaling limit for each such rescaling is conjugate to a polynomial of
degree at most 2d−3.
Let N : P1Ber → P1Ber be the associated map for {Nt}. The period 1 rescalings for {Nt}
correspond to the type II repelling fixed points of N. To prove part (1), we show the type II
repelling fixed points are the points that are the branch points in the convex hull whose endpoints
are the type I fixed points of N. To prove (2), we first consider the ramification locus RN and give
sufficient and necessary conditions for the existence of generalized rescalings of period at least 2.
Then we count the available critical points of N. It will give us the upper bound of the rescalings
of higher periods. The main ingredient we use to show the corresponding rescaling limits are
conjugate to polynomials is Theorem 1.1. If there exists a rescaling {Mt} of period q ≥ 2, then up
to dynamical dependence, we can assume Mt is affine. By the continuity of the composition maps,
M−1t ◦Nt ◦Mt converges to a point in I(d). We consider the associated map N˜ = M−1 ◦N ◦M of
the holomorphic family {M−1t ◦Nt ◦Mt}. Then the Gauss point ξg is a periodic point of N˜. Thus,
by Theorem 1.1, the weak limit of the maximal measures of M−1t ◦Nt ◦Mt is the measure δ∞. By
the invariance of the maximal measures and the continuity of the map f → µf if f 6∈ I(d), we know
the measure associated to the subalgebraic limit for M−1t ◦Nqt ◦Mt is δ∞. Hence, we can show the
rescaling limit is a polynomial. We mention here that (2) can also be obtained from the Berkovich
dynamics of the map N, see Remark 5.26. Moreover, the subalgrbraic limit of M−1t ◦Nqt ◦Mt has
a unique hole at ∞. Therefore, the upper bound of the degree of the rescaling limits implies this
subalgrbraic limit is not semistable, see Proposition 5.30.
Outline. In section 2, we recall the relevant backgrounds of Newton maps and prove there is
a unique indeterminacy point in boundary of the space of Newton maps, see Proposition 2.18.
Section 3 is devoted to describe the basic Berkovich dynamics of Newton maps. It also contains a
backgrounds of Berkovich spaces and related dynamics of rational maps. The goal of section 4 is
to study the degenerate holomorphic families of Newton maps in measure-theoretic view. We first
state DeMarco and Faber’s results about limiting measures, and then prove Theorem 1.1. Finally
we prove Theorem 1.2 and related results in section 5. Kiwi’s results are included in this section.
2. Preliminaries
2.1. Iterate Maps on Ratd. For d ≥ 1, consider the map
Ψn : Ratd → Ratdn ,
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sending f to its n-th iterate fn. Then Ψn is proper for all n ≥ 2 and all d ≥ 2 [9, Corollary 0.3].
The iterate map Ψn extends to a rational map
Ψn : P2d+1 99K P2d
n+1.
Define I(d) ⊂ P2d+1 is the collection of f = Hf fˆ with deg fˆ = 0 and the constant value of fˆ is a
hole of f , that is
I(d) = {f = Hf fˆ ∈ P2d+1 : fˆ ≡ h ∈ P1, Hf (h) = 0}.
The following result, due to DeMarco, claims the indeterminacy loci of the maps Ψn are I(d)
and gives the formula for iteration.
Lemma 2.1. [9, Lemma 2.2] For d ≥ 1 and n ≥ 2, the indeterminacy locus I(Ψn) of the iterate
map Ψn : P2d+1 99K P2d
n+1 is I(d). Moreover, for f = Hf fˆ ∈ P2d+1 \ I(d),
fn = Ψn(f) =
(
n−1∏
k=0
(Hf ◦ fˆk)dn−k−1
)
fˆn.
More general, for the composition maps, we have
Lemma 2.2. [10, Lemma 2.6] The composition map
Cd,e : P2d+1 × P2e+1 99K P2de+1,
which sends a pair (f, g) to the composition f ◦ g is continuous away from
I(d, e) = {(f, g) = (Hf fˆ , Hg gˆ) : gˆ ≡ c ∈ P1, Hf (c) = 0}.
Moreover, for (f, h) = (Hf fˆ , Hg gˆ) ∈ P2d+1 × P2e+1 \ I(d, e),
Cd,e(f, g) = (Hg)dHf (Pg, Qg)fˆ ◦ gˆ,
where gˆ = [Pg : Qg].
2.2. Convergence. In this subsection, we consider various notations of convergence of maps in the
space of (degenerate) rational maps. Mainly, we define the subalgebraic convergence and show the
relations between subalgebraic convergence and locally uniform convergence on the complement of
a finite set in P1.
First recall that for t ∈ D, a collection {ft} ⊂ P2d+1 is a 1-dimensional holomorphic family of
degree d ≥ 1 rational maps if the map D → P2d+1, sending t to ft, is a holomorphic map such
that ft ∈ Ratd if t 6= 0. We say {ft} is degenerate if f0 6∈ Ratd. A holomorphic family of degree 1
rational maps is called a moving frame.
Definition 2.3. For a holomorphic family {ft} ⊂ P2d+1, we say ft converges to f = Hf fˆ ∈ P2d+1
subalgebraically if ft converges to f in P2d+1 as t → 0. If, in addition, deg fˆ = d, we say ft
converges to f ∈ P2d+1 algebraically.
Let’s use the notations ft
sa−→ f and ft a−→ f for subalgebraic convergence and algebraic conver-
gence, respectively. Moreover, for a finite subset S ⊂ P1, denote ft •−→ fˆ on P1 \ S if ft converges
to f locally uniformly on P1 \ S, and denote ft ⇒ fˆ if ft converges to f uniformly on P1.
Lemma 2.4. [25, Lemma 3.2 ] For a holomorphic {ft} ⊂ Ratd, suppose that ft sa−→ f = Hf fˆ .
Then ft
•−→ fˆ on P1 \ {h : Hf (h) = 0}.
Conversely, we have
Lemma 2.5. Let {ft} ⊂ Ratd be a holomorphic family. Suppose that ft •−→ fˆ ∈ Rate on P1 \ S,
where S ⊂ P1 is finite. Then there exists a degree d − e homogeneous polynomial H such that
ft
sa−→ Hfˆ with {h : H(h) = 0} ⊂ S.
Proof. Suppose that ft
sa−→ g = Hg gˆ, as t → 0. Then by Lemma 2.4, we have ft •−→ gˆ on
P1 \ {h : Hg(h) = 0}. Thus gˆ = fˆ on P1 \ ({h : Hg(h) = 0} ∪ S). So gˆ = fˆ on P1. We get
{h : Hg(h) = 0} ⊂ S. Thus, g = Hg gˆ = Hg fˆ . 
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Corollary 2.6. Let {ft} ⊂ Ratd be a holomorphic family. Then ft a−→ f if and only if ft ⇒ f .
We use the following example to illustrate the subalgebraical convergence.
Example 2.7. Quadratic rational maps.
Here we consider the fixed-point normal form for quadratic rational maps [33, Appendix C].
f(z) =
z(z + µ1)
µ2z + 1
with µ1µ2 6= 1. Then z = 0 and z = ∞ are fixed points of f(z) with multipliers µ1 and µ2,
respectively. And the third fixed point is z = (1 − µ1)/(1 − µ2) with multiplier µ3 = (2 − µ1 −
µ2)/(1− µ1µ2).
In projective coordinates, we can write
f([X : Y ]) = [X2 + µ1XY : µ2XY + Y
2].
Then f = [1 : µ1 : 0 : 0 : µ2 : 1] ∈ P5. Consider the holomorphic family ft given by
ft = [1 : µ1(t) : 0 : 0 : µ2(t) : 1] ∈ P5
with µ1(t)µ2(t)→ 1. Then {ft} is degenerate. Suppose ft sa−→ g = Hg gˆ as t→ 0. We have
g([X : Y ]) = Hg(X,Y )gˆ([X : Y ]) =

XY [1 : 0], if µ1(t)→∞,
XY [0 : 1], if µ1(t)→ 0,
(X + cY )[X : Y ], if µ1(t)→ c ∈ C \ {0},
and
ft([X : Y ])
•−→

[1 : 0] on P1 \ {[1 : 0], [0 : 1]} if µ1(t)→∞,
[0 : 1] on P1 \ {[1 : 0], [0 : 1]} if µ1(t)→ 0,
[X : Y ] on P1 \ {[−c : 1]} if µ1(t)→ c ∈ C \ {0}.
2.3. (Degenerate) Newton Maps. In this subsection, we state some basic background of the
(degenerate) Newton maps. For d ≥ 2, let P (z) be a degree d monic polynomial. Let r =
{r1, · · · , rd} be the roots of P (z) counted with multiplicity. Then P (z) is uniquely determined by
r. We may write Pr(z) instead of P (z) to emphasis its roots. In projective coordinates, we can
write
P ([X : Y ]) = Pr([X : Y ]) = [Fa(X,Y ) : Fb(X,Y )] =
[
d∏
i=1
(X − riY ) : Y d
]
.
Then the derivative P ′(z) of P (z) can be written as
P ′([X : Y ]) = P ′r([X : Y ]) = [Ga(X,Y ) : Gb(X,Y )] =
 d∑
j=1
∏
i6=j
(X − riY ) : Y d−1
 .
Define
Nr([X : Y ]) = NP ([X : Y ]) := [XGa(X,Y )− Fa(X,Y ) : Y Ga(X,Y )] ∈ P2d+1. (2.1)
We say Nr is a Newton map of degree d if Nr ∈ Ratd ⊂ P2d+1. In other word, Nr is a Newton map
of degree d if and only if r1, · · · , rd are d distinct points in C. In this case, in affine coordinates,
we can write Nr : Ĉ→ Ĉ by
Nr(z) = NP (z) = z − P (z)
P ′(z)
, (2.2)
and say Nr(z) is the Newton map of the polynomial Pr(z).
For a point N ∈ P2d+1 \Ratd, we say N is a degenerate Newton map of degree d if there exists
a sequence {Nn} of Newton maps of degree d such that Nn converges to N in P2d+1, as n → ∞.
Let N be a degenerate Newton map of degree d. Then there exist an integer d ≥ m ≥ 0 and a
degree d−m polynomial P˜ such that
N([X : Y ]) = Y mNP˜ ([X : Y ]) ∈ P2d+1. (2.3)
6 HONGMING NIE
If m 6= 0, then ∞ is a hole of N with depth d∞(N) = m. All other holes of N are the multiple
roots ri of P˜ and the corresponding depths dri(N) are mP˜ (ri)−1, where mP˜ (ri) is the multiplicity
of ri as a zero of P˜ . Note if m = 0, then P˜ is a degree d polynomial with multiple roots, and the
formula (2.3) coincides to formula (2.1).
In general, let r be a set of d points (not necessary distinct) in Ĉ. Suppose there are m ≥ 0
many ∞s in r. Let P˜ be the polynomial of degree d −m whose roots coincide to the points in r
that are not ∞. Then we define Nr to be the (degenerate) Newton map Nr by formula (2.3).
Example 2.8. Let r = {0, 0, 1,∞}. Then Nr has holes at 0 and ∞, and each hole has depth 1.
More precisely,
Nr([X : Y ]) = HNr (X,Y )N̂r([X : Y ]) = XY [2X
2 −XY : 3XY − 2Y 2].
Note here we have N̂r = N̂{0,0,1,∞} = N̂{0,0,1}.
For f ∈ Ratd, denote by Fix(f), Zero(f) and Crit(f) for the set of fixed points, the set of zeros
and the set of critical points of f , respectively. Now we state some basic facts about the Newton
map Nr(z).
Proposition 2.9. For d ≥ 2, let r = {r1, · · · , rd} be a set of d distinct points in C, and let Nr be
the Newton map of the polynomial Pr. Then
(1) The set of fixed points of Nr is
Fix(Nr) = Zero(Pr) ∪ {∞} = {r1, · · · , rd,∞}.
All ri’s are superattracting fixed points and z = ∞ is the unique repelling fixed point.
Moreover, the multiplier of Nr at z =∞ is d/(d− 1).
(2) The derivative of Nr is
N ′r(z) =
Pr(z)P
′′
r (z)
(P ′r(z))2
.
In particular, Crit(Nr) = Zero(Pr) ∪ Zero(P ′′r ).
Remark 2.10. If Nr is a degenerate Newton map, then we still have
Fix(N̂r) = Zero(Pr) ∪ {∞} = {r1, · · · , rd,∞}.
But ri may not be a superattracting fixed point. In fact, it is an attracting fixed point with
multiplier (mPr (ri) − 1)/d, where mPr (ri) is the multiplicity of ri as a zero of Pr. Moreover, the
depth dri(Nr) = mPr (ri)− 1.
For a Newton map Nr of degree d with r = {r1, · · · , rd}, at each ri, there is a neighborhood
Ui such that for each z ∈ Ui, Nkr (z) → ri as k → ∞. The Bo¨ttcher’s theorem [34, Theorem 9.1]
implies that this convergence is at least quadratic. We say a critical point c ∈ Crit(Nr) is free if
c ∈ Zero(P ′′r ) \ Zero(Pr). If Nr has an attracting cycle of period at least 2, then at least one free
critical point is attracted to this cycle.
In the case d = 2, we can conjugate N ∈ NM2 by some M ∈ PGL2(C) such that the two
superattracting fixed points of M−1 ◦N ◦M are 0 and ∞. This fact is known by Cayley, see [1]
for more history. Thus, we have
Proposition 2.11. Any quadratic Newton map Nr(z) is conjugate to z → z2.
2.4. The Space NMd. For d ≥ 2, denote by NMd the set of degree d Newton maps. Then
NMd ⊂ Ratd ⊂ P2d+1.
Let NMd ⊂ P2d+1 be the closure of NMd in P2d+1.
Let r = {r1, · · · , rd} ⊂ C be a set of d distinct points. Then
Pr(z) =
d∏
i=1
(z − ri) =
d∑
k=0
(−1)kσkzd−k
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and
Nr(z) = z − 1d∑
i=1
1
z−ri
=
d∑
k=0
(−1)k(d− k − 1)σkzd−k
d−1∑
k=0
(−1)k(d− k)σkzd−k−1
,
where the σj ’s are the elementary symmetric functions of ri’s. In projective coordinates, we can
express the Newton map Nr as following
Nr([X : Y ])
=
[
d∑
k=0
(−1)k(d− k − 1)σkXd−kY k :
d−1∑
k=0
(−1)k(d− k)σkXd−k−1Y k+1
]
= [(d− 1)σ0 : −(d− 2)σ1 : · · · : (−1)k(d− k − 1)σk : · · · : 0 : (−1)d+1σd :
0 : dσ0 : · · · : (−1)k(d− k)σk : · · · : (−1)d−1σd−1] ∈ P2d+1.
(2.4)
Remark 2.12. (1) The formula (2.4) of Nr([X : Y ]) also works for the degenerate Newton
map of degree d for which ∞ is not a hole.
(2) In general, let r = {r1, · · · , rd} be the set of d points (not necessary distinct) in Ĉ. Suppose
there are d∞ many ris that are ∞. Then we can write Nr([X : Y ]) = Y d∞Nr˜([X : Y ]),
where r˜ ⊂ r is the subset consisting of ri ∈ C. The formula 2.4 gives the projective
coordinate of Nr˜([X : Y ]). Hence, we can get the projective coordinates of Nr.
Since a holomorphic family of rational maps is a family in which the coefficients may be expressed
as holomorphic functions of the parameter t, the locations of the fixed points are thus algebraic
functions of this parameter. It is well-known that algebraic functions of one complex variable t are
given by Puiseux series in t, see [41]. Thus by a change in the parameterization of the form t = sk
we may assume that the fixed points themselves are holomorphic functions of one parameter. In
summary, when considering holomorphic families of Newton maps, it suffices for our purposes to
consider holomorphic families where the roots ri(t) are holomorphic functions of t.
Now we state an easy lemma to show the subalgebraic limit of a holomorphic family {Nr(t)} of
Newton maps.
Lemma 2.13. Let {Nr(t)(z)} be a holomorphic family of degree d ≥ 2 Newton maps with r(t) =
{r1(t), · · · , rd(t)}. Suppose ri(t)→ ri ∈ Ĉ as t→ 0, then in projective coordinates,
Nr(t)([X : Y ])
sa−→ Nr([X : Y ]),
where r = {r1, · · · , rd}.
We use the following example to illustrate Lemma 2.13. And we draw the corresponding dy-
namics plane by the software “fractalstream”.
Example 2.14. (1) Let r(t) = {0, 1, i/t}. Consider the Newton map Nr(t). As t → 0, we
have
Nr(t)([X : Y ])
sa−→ N{0,1,∞}([X : Y ]).
(2) Let r˜(t) = {0, 1, ti}. Consider the Newton map Nr˜(t). As t→ 0, we have
Nr˜(t)([X : Y ])
sa−→ N{0,1,0}([X : Y ]).
Recall I(d) ⊂ P2d+1 is the indeterminacy locus. Then
Lemma 2.15. Let {Nr(t)} be a holomorphic family of degree d ≥ 2 Newton maps. Suppose
Nr(t)
sa−→ N = HN N̂ as t→ 0. Then N ∈ I(d) if and only if ri(t)→∞ for all i = 1, · · · , d.
Proof. If ri(t)→∞ for i = 1, · · · , d, then as t→ 0, we have σd(t)→∞ and for j = 1, · · · , d− 1,
σj(t)
σd(t)
→ 0.
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Figure 1. From left to right, the dynamical plane of the cubic Newton map of
the polynomial P (z) = z(z − 1)(z − ti) for t = 1, 5, 25.
Figure 2. From left to right, the dynamical plane for the cubic Newton map of
the polynomial P (z) = z(z − 1)(z − ti) for t = 1, 1/5, 1/25.
Hence, by formula (2.4), as t→ 0,
Nr(t)([X : Y ])
= [(d− 1)σ0(t) : −(d− 2)σ2(t) : · · · : (−1)k(d− k − 1)σk(t) : · · · : 0 : (−1)d+1σd(t) :
0 : dσ0(t) : · · · : (−1)k(d− k)σk(t) : · · · : (−1)d−1σd−1(t)]
→ [0 : 0 : · · · : 0 : 1 : 0 : 0 : · · · : 0] ∈ P2d+1.
Thus, N([X : Y ]) = [Y d : 0] = Y d[1 : 0] ∈ I(d).
Conversely, let E = {i : ri(t) 6→ ∞}. By Lemma 2.13, #E ≤ 1 since deg N̂ = 0. If #E = 1,
suppose i ∈ E and ri(t) → a ∈ C, as t → 0. Then f([X : Y ]) = Y d[a : 1]. Thus, in this case
N 6∈ I(d). So #E = 0, that is, all ri(t)→∞, as t→ 0. 
Corollary 2.16. If N = HN N̂ ∈ ∂NMd with deg N̂ = 0, then Hole(N) = {∞}.
Corollary 2.17. Let {Nr(t)} be a holomorphic family of degree d ≥ 2 Newton maps with r(t) =
{r1(t), · · · , rd(t)}. Suppose ri0(t) 6→ ∞ for some 1 ≤ i0 ≤ d as t→ 0, and suppose Nr(t) sa−→ N =
HN N̂ . Then for any q ≥ 1, Nqr(t)
sa−→ Nq and hence Nqr(t)
•−→ N̂q outside a finite set.
Proof. From Lemma 2.15, we have f 6∈ I(d). It follows the Lemmas 2.1 and 2.4. 
Lemma 2.15 implies immediately the following fundamental result.
Proposition 2.18. For d ≥ 2,
NMd ∩ I(d) = {Y d[1 : 0]}.
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3. Berkovich Dynamics
3.1. Berkovich Space and Related Dynamics. In this subsection, we summarize the defini-
tions and main properties of Berkovich spaces and rational maps on Berkovich spaces used in this
work. For more details, we refer [4–6,22,37,38].
Let C{{t}} be the field of formal Puiseux series over C. Then C{{t}} can be equipped with a
non-Archimedean absolute value | · |C{{t}} by defining∣∣∣∣∣∑
n∈Z
ant
n
m
∣∣∣∣∣
C{{t}}
= e−
n0
m ,
where n0 is the smallest integer n ∈ Z such that an 6= 0. For more details of non-Archimedean
fields, we refer [13]. Then the field C{{t}} is algebraically closed but not complete. Let L be the
completion of the field C{{t}}, see [23–25]. It consists of all formal sums of the form ∑n≥0 antqn ,
where {qn} is a sequence of rational numbers increasing to ∞ and an ∈ C. Let | · |L be the
extension of the non-Archimedean absolute value | · |C{{t}} so that |a0tq0 + · · · |L = e−q0 . To abuse
of notations, we may write | · | for | · |L. Then the ring of integers of the field L is
OL = {z ∈ L : |z| ≤ 1} =
∑
n≥0
ant
qn : qn ≥ 0

and the unique maximal ideal ML of OL consists of series with zero constant term, i.e.
ML = {z ∈ L : |z| < 1} =
∑
n≥0
ant
qn : qn > 0
 .
The residue field OL/ML is canonically isomorphic to C.
Let |L×| be the value group of L. Given a ∈ L and r > 0, define
D(a, r) := {z ∈ L : |z − a| < r} and D(a, r) := {z ∈ L : |z − a| ≤ r}.
If r ∈ |L×|, we say that D(a, r) is an open rational disk in L and D(a, r) is a closed rational disk in
L. If r 6∈ |L×|, then D(a, r) = D(a, r). And we call it an irrational disk. Let U(a, r) ⊂ L be a disk
centered at a ∈ L with radius r > 0, that is, U has the form D(a, r) or D(a, r). Then if b ∈ U(a, r),
we have U(a, r) = U(b, r). Moreover, the radius r is the same as the diameter of U(a, r), that is
r = sup{|z − w|, w ∈ U(a, r)}. Furthermore, if two disks have a nonempty intersection, then one
must contain the other. Finally, we should mention here every disk in L is both open and closed
under the topology of L.
The Berkovich affine line A1Ber(L) is the set of all multiplicative seminorms on the ring L[z] of
polynomials over L, whose restriction to the field L ⊂ L[z] is equal to the given absolute value | · |.
To ease notation, we may write A1Ber for A1Ber(L). For a ∈ L and r ≥ 0, let ξa,r be the seminorm
defined by
|f |ξa,r = sup
z∈D(a,r)
|f(z)|
for f ∈ L[z]. Then there are 4 types of points in A1Ber:
1. Type I. ξa,0 for some a ∈ L.
2. Type II. ξa,r for some a ∈ L and r ∈ |L×|.
3. Type III. ξa,r for some a ∈ L and r /∈ |L×|.
4. Type IV. A limit of seminorms {ξai,ri}i≥0, where the corresponding sequence of closed disks
{Dai,ri}i≥0 satisfies Dai+1,ri+1 ⊂ Dai,ri and
⋂
i
Dai,ri = ∅.
We can identify L with the type I points in A1Ber via a → ξa,0. The point ξ0,1 ∈ A1Ber is called
the Gauss point and denoted by ξg. We put the Gelfand topology (weak topology) on A1Ber, which
makes the map A1Ber → [0,+∞), sending ξ to |f |ξ, continuous for each f ∈ L[z]. Then A1Ber is
locally compact, Hausdorff and uniquely path-connected.
For ξ, ξ′ ∈ A1Ber, we say ξ ≤ ξ′ if |f |ξ ≤ |f |ξ′ for all polynomials f ∈ L[z]. For types I, II and
III points, ξa1,r1 ≤ ξa2,r2 if and only if D(a1, r1) ⊂ D(a2, r2). Then ≤ is a partial order on A1Ber.
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Denote by ξ ∨ ξ′ the least upper bound with respect to the partial order ≤. Then ξ ∨ ξ′ always
exists and is unique. The small metric on A1Ber is defined by
d(ξ, ξ′) = 2diam(ξ ∨ ξ′)− diam(ξ)− diam(ξ′),
where diam(ξ) is the affine diameter of the point ξ, that is, if {ξai,ri} is a sequence of seminorms
converging to ξ, then diam(ξ) = lim
i→∞
ri. The topology on A1Ber induced by the metric d is called
the strong topology. It is strictly finer than the weak topology. The Berkovich hyperbolic space is
defined by
HBer := A1Ber \ L.
Then we define the path distance metric ρ on H1Ber by
ρ(ξ, ξ′) = log
diam(ξ ∨ ξ′)
diam(ξ)
+ log
diam(ξ ∨ ξ′)
diam(ξ′)
.
The restriction of the strong topology to H1Ber coincides with the metric topology induced by ρ.
The space H1Ber is complete for this metric, but not locally compact.
The Berkovich projective line P1Ber is obtained by gluing two copies of A1Ber along A1Ber \ {0}
via the map ξ → 1/ξ. Then we can associate the Gelfand topology and strong topology on P1Ber.
Under the Gelfand topology, The Berkovich projective line P1Ber is a compact, Hausdorff, uniquely
path-connected topological space and contains the projective line P1L as a dense subset.
The space P1Ber has tree structure. For a point ξ ∈ P1Ber, we can define an equivalence relation
on P1Ber \ {ξ}, that is, ξ′ is equivalent to ξ′′ if ξ′ and ξ′′ are in the same connected component of
P1Ber \{ξ}. Such an equivalence class ~v is called a direction at ξ. We say that the set TξP1Ber formed
by all directions at ξ is the tangent space at ξ. For ~v ∈ TξP1Ber, denote by Bξ(~v)− the component
of P1Ber \ {ξ} corresponding to the direction ~v. If ξ ∈ P1Ber is a type I or IV point, TξP1Ber consists
of a single direction. If ξ ∈ P1Ber is a type III point, TξP1Ber consists of two directions. If ξ ∈ P1Ber is
a type II point, the directions in TξP1Ber are in one-to-one correspondence with the elements in P1.
Since the Gauss point ξg is a type II point, we can identify TξgP1Ber to P1 by the correspondence
TξgP1Ber → P1 sending ~vx to x, where ~vx is the direction at ξg such that Bξg (~vx)− contains all the
type I points whose images are x under the canonical reduction map P1L → P1.
The spherical metric on the projective P1L is defined as follows: for points z = [x : y] and
w = [u : v] in P1L,
∆(z, w) :=
|xv − yu|
max{|x|, |y|}max{|u|, |v|} .
Equivalently,
∆(z, w) :=
{ |z−w|
max{1,|z|}max{1,|w|} , if z, w ∈ L,
1
max{1,|z|} , if z ∈ L, w =∞.
Recall a degree d ≥ 1 rational map φ : P1L → P1L is represented by a pair φa, φb ∈ L[X,Y ] of
degree d homogeneous polynomials with no common factors, that is, φ([X : Y ]) = [φa(X,Y ) :
φb(X,Y )] for all [X : Y ] ∈ P1L. Equivalently, the map φ can be considered as the quotient of two
relatively prime polynomials, of which the greatest degree is d. Then φ induces a map from P1Ber
to itself. We use the same notation φ for the induced map. For the Gauss point ξg ∈ P1Ber, the
corresponding closed disk D(0, 1) ⊂ L is a disjoint union of open disks D(a, 1) for a ∈ C. Note
for all but finitely many such a, we have φ(D(a, 1)) is an open disk D(φ(a), r) for some r ∈ |L×|.
Then φ(ξg) is the point ξφ(a),r ∈ P1Ber for any such choice of a. For an arbitrary type II point ξb,s,
pick M ∈ PGL2(L) such that M(ξg) = ξb,r. Then apply the previous discussion to φ ◦M and
φ(ξb,s) = φ ◦M(ξg). Since type II points are dense in P1Ber, we can get the image φ(ξ) for any
ξ ∈ P1Ber.
For a holomorphic family {
ft(z) =
ad(t)z
d + · · ·+ a0(t)
bd(t)zd + · · ·+ b0(t)
}
⊂ C(z)
of degree d rational maps, let ad, · · · ,a0,bd, · · · ,b0 be the power series expressions of the coeffi-
cients ad(t), · · · , a0(t), bd(t), · · · , b0(t), respectively. Then the degree d rational map f : P1L → P1L
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given by
f(z) =
adz
d + · · ·+ a0
bdzd + · · ·+ b0
is called, following Kiwi [25], the rational map associated to {ft}. Hence {ft} induces a map
f : P1Ber → P1Ber.
Let P (z) ∈ OL[z] be a polynomial and let Red(P ) be the image of P (z) in OL[z]/ML[z]. We
say Red(P ) is the reduction of P . For a rational map φ = P/Q ∈ L(z), where P,Q ∈ L[z] with
no common zeros. We can normalize φ such that P,Q ∈ OL(z) and the maximal absolute value of
coefficients of P and Q is 1. For a normalized rational map φ = P/Q ∈ L(z), the reduction Red(φ)
is defined by
Red(φ) :=
{
Red(P )/Red(Q) if Q 6∈ ML[z],
∞ if Q ∈ML[z].
In fact, if φ is induced from a holomorphic family, the reduction Red(φ) coincides with the limit
of φ(z) as t→ 0. For convenience, for an arbitrary rational map φ ∈ L(z), we write Red(φ) for the
reduction of the normalization of φ.
Lemma 3.1. Let φ(z), ψ(z) ∈ L(z) be two rational maps. Then
(1) Red(φ · ψ) = Red(φ) · Red(ψ),
(2) Red(φ+ ψ) = Red(φ) + Red(ψ),
(3) If deg Red(ψ) ≥ 1, then Red(φ ◦ ψ) = Red(φ) ◦ Red(ψ).
The following result, originally proved by Rivera-Letelier, gives a characteristic of rational maps
with nonconstant reductions.
Proposition 3.2. [4, Corollary 9.27] Let φ(z) ∈ L(z) be a normalized rational map. Then
deg Red(φ) ≥ 1 if and only if φ(ξg) = ξg.
At each point ξ ∈ P1Ber, denote by degξ φ the local degree of φ at ξ. Then
Lemma 3.3. [4, Section 9.1] Let φ(z) ∈ L(z) be a nonconstant rational map. Let ξ ∈ P1Ber and
~v ∈ TξP1Ber. Then there is a positive integer m and a point ξ′ ∈ Bξ(~v)− such that
(1) degξ′′ φ = m for all ξ
′′ ∈ (ξ, ξ′), and
(2) ρ(φ(ξ), φ(ξ′′)) = mρ(ξ, ξ′′) for all ξ′′ ∈ (ξ, ξ′).
The integer m is called the directional multiplicity and denoted by mφ(ξ,~v).
Let ξ ∈ P1Ber. For any ~v ∈ TξP1Ber, there is a unique ~w ∈ Tφ(ξ)P1Ber such that for any ξ′ sufficiently
near ξ, φ(ξ′) ∈ Bφ(ξ)(~w)−. Thus the rational map φ induces a map
φ∗ : TξP1Ber → Tφ(ξ)P1Ber,
sending the direction ~v to the corresponding direction ~w.
The following lemma gives the relations between local degrees and directional multiplicities.
Lemma 3.4. [4, Theorem 9.22] Let φ ∈ L(z) be a nonconstant rational map. Let ξ ∈ P1Ber. Then
(1) for each tangent ~w ∈ Tφ(ξ)P1Ber, we have
degξ φ =
∑
~v∈TξP1Ber
φ∗(~v)=~w
mφ(ξ,~v);
(2) the induced map φ∗ : TξP1Ber → Tφ(ξ)P1Ber is surjective. If ξ is of type I, III, or IV, then
degξ φ = mφ(ξ,~v) for each ~v ∈ TξP1Ber.
The following result allows us to compute the local degree of φ at a type II point.
Proposition 3.5. [36, Proposition 3.3] Let φ ∈ L(z) be a nonconstant rational function, and let
ξ ∈ P1Ber be a type II point. Set ξ′ = φ(ξ) and choose M1,M2 ∈ PGL2(L) such that M1(ξg) = ξ
and M2(ξg) = ξ
′. Let ψ = M−12 ◦ φ ◦M1. Then deg Red(ψ) ≥ 1 and
degξ(φ) = deg Red(ψ).
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For each a ∈ P1, if ~va ∈ TξP1Ber is the associated tangent direction under the bijection between
TξP1Ber and P1 afforded by (M
−1
1 )∗, we have
mφ(ξ,~va) = dega Red(ψ).
Now let’s state a fundamental fact in Berkovich dynamics.
Proposition 3.6. [36, Lemma 2.1] Let φ : P1Ber → P1Ber be a rational map of degree at least 1.
For ξ ∈ P1Ber and ~v ∈ TξP1Ber, the image φ(Bξ(~v)−) always contains Bφ(ξ)(φ∗(~v))−, and either
φ(Bξ(~v)
−) = Bφ(ξ)(φ∗(~v))− or φ(Bξ(~v)−) = P1Ber. Moreover
(1) if φ(Bξ(~v)
−) = Bφ(ξ)(φ∗(~v))−, then each ξ′ ∈ Bφ(ξ)(φ∗(~v))− has mφ(ξ,~v) preimages in
Bξ(~v)
−, counting multiplicities;
(2) if φ(Bξ(~v)
−) = P1Ber, there is an integer sφ(ξ,~v) > 0 such that each ξ′ ∈ Bφ(ξ)(φ∗(~v))−
has mφ(ξ,~v) + sφ(ξ,~v) preimages in Bξ(~v)
− and each ξ′′ ∈ P1Ber \ Bφ(ξ)(φ∗(~v))− has s
preimages in Bξ(~v)
−, counting multiplicities.
Following Faber [15], the integer sφ(ξ,~v) is called the surplus multiplicity.
The following lemma gives us a criterion for which Berkovich disk Bξ(~v)
− is mapped to another
Berkovich disk.
Lemma 3.7. [4, Theorem 9.42] Let φ ∈ L(z) be a nonconstant rational map. Then φ(Bξ(~v)−) is
a Berkovich disk if and only if for each c ∈ Bξ(~v)−, the local degree of φ is nonincreasing on the
directed segment [ξ, c].
3.2. Berkovich Dynamics of Newton maps. Fix d ≥ 3. Let
r = {r1, · · · , rd} ⊂ L
be a set of d distinct points. Set Pr(z) =
∏d
i=1(z − ri) ∈ L[z]. Same as complex case, the Newton
map Nr : P1L → P1L of the polynomial Pr is defined by
Nr(z) = z − Pr(z)
P ′r(z)
.
The map Nr extends to a map Nr : P1Ber → P1Ber. To ease notation, we write N for Nr. In
this subsection, we state some fundamental properties of N in the Berkovich space P1Ber. These
properties shed light on the case when we consider holomorphic families of Newton maps. Indeed,
if {Nr(t)} is a holomorphic family of degree d Newton maps with r(t) = {r1(t), · · · , rd(t)}, by
regarding each ri(t) as an element in L, the associated map for {Nr(t)} is a Newton map in L(z).
Since L is a complete and algebraically closed field of characteristic zero, the map N has 2d− 2
critical points, counted with multiplicity, in P1L. Thus the collections Crit(N) ∪ {∞} is a finite
collection of elements in P1L, which sits in the Berkovich space P1Ber. Let Hbig be convex hull of
Crit(N) ∪ {∞}. As a topological space, Hbig is homeomorphic to the underlying space of a finite
tree. We may equip this undelying space with a natural graph-theoretic combinatorial structure
so that we may speak of vertices and edges. Consider the branch points as the vertices of Hbig.
Then Hbig is a finite tree and it plays a central role in our study. Since it is the biggest of several
trees we will consider, we indicate this by the subscript.
In general, the vertices of Hbig come in two flavors: (1) those in the hyperbolic space HBer,
which are called the internal vertices of the tree, and (2) those in P1L, i.e. the critical points and
the point ∞, which are called the leaves of the tree. Note the fixed points of Nr in P1L are ris
and ∞. Then the convex hull Hfix of {r1, · · · , rd,∞} sits in Hbig. As for Hbig, we can consider
vertices, internal vertices and leaves for Hfix. Then a vertex of Hfix is a vertex of Hbig. Hence Hfix
is a subtree of Hbig. Let V be the set of internal vertices of Hfix. We have
V = {ξ ∈ Hfix : ValHfix(ξ) ≥ 3},
where ValE(ξ) is the valance of ξ ∈ E in a connected subset E ⊂ P1Ber, that is, the number of
components of E \ {ξ}. Thus each element in V is an internal vertex of Hbig. The convex hull
HV spanned by V is a subset of HBer. It also play a key role. The path distance metric on HBer
gives HV a natural metric structure that we study in section 5. Moreover, as we will discuss
in [35], the combinatorial tree HV encodes the stratum in the Deligne-Mumford compactification
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of the moduli spaceM0,d+1 of Riemann surfaces of genus 0 with d+ 1 marked points to which the
configuration {r1, · · · , rd,∞} converges.
To make it clear, we list the subtrees we will study.
Hbig := Hull(Crit(N) ∪ {∞}),
Hfix := Hull({r1, · · · , rd,∞}),
Hr := Hull({r1, · · · , rd}),
Hcrit := Hull(Crit(N)),
HV := Hull(V ),
H∞V := Hull(V ∪ {∞}),
where V := {ξ ∈ Hfix : ValHfix(ξ) ≥ 3}.
To illustrate the these subtrees, we first define visible point, which was introduced by Faber [16]
Definition 3.8. For a connected subset E ⊂ P1Ber and a point ξ ∈ P1Ber, we say a point ξ′ is the
visible point from ξ to E if ξ′ is the unique point of closure E of E (in strong topology) minimize
the small metric from ξ to E. Denote by piE(ξ) the visible point from ξ to E.
Note if ξ ∈ E, we have piE(ξ) = ξ. If ξ 6∈ E, then piE(ξ) is the unique point on E disconnecting
E from ξ.
Now we illustrate the several subtrees in P1Ber. As an motivating example, we consider
Example 3.9. Let r1 = 0, r2 = t, r3 = 2t, r4 = 1, r5 = 1 + t and r6 = 2 be six points in L.
Set r = {r1, r2, r3, r4, r5, r6} and consider the map Nr. Then Nr has four free critical points
c1, c2, c3 and c4. Figure 3 shows the convex hull Hbig for Nr. The hull Hbig has internal vertices
v1, v2, v3 ∈ HBer and leaves r1, · · · , r6, c1, · · · , c4,∞ ∈ P1L. Let V = {v1, v2, v3} and HV = Hull(V ).
At v1, the reduction of Nr has degree 3. Hence there are 4 critical points of Nr whose visible
points to HV are v1. At v2, the map (Nr)∗ has 1 superattracting fixed point and 2 attracting fixed
points. Thus there are at least two directions whose corresponding Berkovich disks containing free
critical points, say c2, c4, attracted to these two attracting fixed points. At v3, the reduction of Nr
has degree 2.
Figure 3. The hull Hbig ⊂ P1Ber for Nr. The hull HV consists of the edges
(v1, v2), (v2, v3) and the vertices v1, v2, v3. The points c1, c2, c3 and c4 are the free
critical points of Nr. At v2, the directions containing c2 and c4 are attracted to a
attracting fixed points of the map (Nr)∗.
For now, we focus on combinatorial aspects. The following theorem summarizes the properties
of these subtrees. The proof depends on a sequence of lemmas established later in this subsection.
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Theorem 3.10. For a Netwon map N(z) ∈ L(z) of degree d ≥ 3, consider the subtrees defined as
above. Then we have
(1) The set V is a singleton if and only if the map N has a potentially good reduction.
(2) Let FixBer(N) be the set of fixed points of N in P1Ber. Then
FixBer(N) = H
∞
V ∪ {r1, · · · , rd}.
(3) The visible points from elements in Crit(N) to H∞V lie in V . Moreover, for each v ∈ V ,
there are 2 degv N − 2 points, counted with multiplicity, in Crit(N) whose visible points to
H∞V are v.
(4) For each v ∈ V , the visible points from the preimages N−1(v) to Hfix lie in V .
(5) The set Hfix is forward invariant and contains H
∞
V . Moreover, edges of Hfix maps to
themselves. In particular, each point in Hr \HV is attracted to some ri.
(6) The Berkovich ramification locus RN of N consists of the union of closed segments [v, a]s,
where a ∈ Crit(N) and v is the visible point from a to HV .
Remark 3.11. In Theorem 3.10, the assumption d ≥ 3 is necessary. Indeed, if d = 2, then
Hr = Hcrit and V is always a singleton. Hence H
∞
V is a segment and the ramification locus is
connected which is Hr. But Theorem 3.10 (2)− (5) are still true for d = 2.
If V = {ξ} is a singleton, then ValHfix(ξ) = d. Hence degξN = d. Let M ∈ PGL2(L) such that
M(ξg) = ξ. Then degξg M
−1 ◦N ◦M = d. By Proposition 3.5, we have deg Red(M−1 ◦N ◦M) = d.
Hence N has a potentially good reduction. Conversely, if N has a potentially good reduction, then
there exits M ∈ PGL2(L) such that deg Red(M−1 ◦ N ◦M) = d. So degξg M−1 ◦ N ◦M = d.
Letting ξ = M(ξg), we have degξN = d. Hence V = {ξ} is a singleton. This gives the proof of
Theorem 3.10 (1).
Lemma 3.12. piHr (∞) = piHV (∞).
Proof. Note
Hfix = Hr ∪ (piHr (∞),∞].
Then ValHfix(piHr (∞)) ≥ 3. Thus piHr (∞) ∈ V . Hence piHr (∞) ∈ HV . Since HV ⊂ Hr, we have
d(∞, piHr (∞)) = min
ξ′∈Hr
d(∞, ξ′) ≤ min
ξ′′∈HV
d(∞, ξ′′).
The conclusion follows from the uniqueness of the visible point. 
For a rational map φ ∈ L(z) and a type II point ξ ∈ P1Ber(L), Proposition 3.2 claims that φ(ξ) = ξ
if and only if the reduction Red(ψ) is nonconstant, where ψ = M−1 ◦ φ ◦M and M ∈ PGL2(L)
such that M(ξg) = ξ. A fixed point ξ ∈ FixBer(φ) is repelling if degξ φ ≥ 2. For the map N , the
points r1, · · · , rd and ∞ are the only fixed points of type I. Now we show
Lemma 3.13. For the map N ,
FixBer(N) ∩HBer = H∞V \ {∞}.
In particular, the set of repelling fixed points of N in HBer is V .
Proof. If ξ ∈ H∞V is a type II point, let M ∈ PGL2(L) such that M(ξg) = ξ. Then the reduction
of M−1 ◦N ◦M is nonconstant. Indeed, M−1 ◦N ◦M ∈ L(z) is a Newton map for a polynomial
in L[z] with multiple roots. If ξ ∈ H∞V is not a type II point, there exists a sequence {ξn} ⊂ HV∞
of type II points such that d(ξn, ξ)→ 0 as n→∞. Note N is continuous. Then
d(ξn, N(ξ)) = d(N(ξn), N(ξ))→ 0.
Thus ξ ∈ FixBer(N).
If ξ 6∈ H∞V is a type II point, let M1 ∈ PGL2(L) such that M1(ξg) = ξ. Then there exist at least
d− 1 many ri’s such that Red(M−11 (ri)) =∞. Thus, the reduction of M−11 ◦N ◦M1 is constant.
So ξ 6∈ FixBer(N). For any type III or IV point ξ 6∈ H∞V , the visible point η := piHfix(ξ) is a type
II point. Let ~v ∈ TηP1Ber be such that ξ ∈ Bη(~v)−. By Lemma 3.7, we know N(Bη(~v)−) is a
Berkovich disk. Since ~v is not a fixed point of the map N∗,
N(Bη(~v)
−) 6= Bη(~v)−.
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So ξ 6∈ FixBer(N). Therefore, FixBer(N) ∩HBer ⊂ H∞V .
Now we show that the set V consisting of repelling fixed points in HL. Let ξ ∈ FixBer(N) be a
type II point. Let M2 ∈ PGL2(L) such that M2(ξg) = ξ. If ξ 6∈ V , then Red(M−12 (ri)) is either ∞
or some constant c ∈ C. Thus, the reduction M−12 ◦N ◦M2 has degree 1. Then by Proposition 3.5,
degξN = 1. So ξ is not a repelling fixed point. If ξ ∈ V , then there exist two distinct constants c1
and c2 in C, and exist ri and rj with i 6= j such that Red(M−12 (ri)) = c1 and Red(M−12 (rj)) = c2.
Thus, the reduction M−12 ◦ N ◦M2 has degree at least 2. Again, by Proposition 3.5, we have
degξN ≥ 2. Thus ξ is a repelling fixed point. 
Corollary 3.14. V = {ξ ∈ H∞V : degξN ≥ 3}.
Proof. First note at ∞, the local degree deg∞N = 1. By the definition of HV and Lemma 3.13,
we know
V ⊂ {ξ ∈ HV : degξN ≥ 3} = {ξ ∈ H∞V : degξN ≥ 3}.
For the other direction, let ξ ∈ H∞V \ V . By Lemma 3.13, we have ξ ∈ FixBer(N). Suppose ξ is
of type II. Let M ∈ PGL2(L) be such that M(ξg) = ξ. Then M−1 ◦N ◦M has reduction of degree
at most 1. By Proposition 3.5, we have degξN ≤ 1. By the density of type II points and Lemma
3.3, we know {ξ ∈ H∞V : degξN ≥ 3} ⊂ V . 
Recall that a point c ∈ L is a free critical point of N if c ∈ Crit(N)\{r1, · · · , rd}. The following
lemma gives the visible points of critical points to the tree H∞V and hence implies Theorem 3.10
(3).
Lemma 3.15. If c ∈ Crit(N) is a free critical point, then piH∞V (c) ∈ V . Moreover, for v ∈ V ,
#{a ∈ L : P ′′r (a) = 0, piH∞V (a) = v} = 2 degv N − 2−#{ri : piH∞V (ri) = v},
counted with multiplicity.
Proof. To ease the notations, let ξ = piH∞V (c). Then ξ ∈ P1Ber is a type II point. Let ~v ∈ TξP1Ber be
the tangent vector such that c ∈ Bξ(~v)−. Then the directional multiplicity mN (ξ,~v) ≥ 2 since c is
a critical point of N . Thus by Lemma 3.4, we have
degξ(N) ≥ mN (ξ,~v) ≥ 2.
By Corollary 3.14, we have ξ ∈ V .
For v ∈ V , by the definition of V and Lemma 3.13, we know v is a type II fixed point of N .
Let M ∈ PGL2(L) such that M(ξg) = v. Then the reduction Red(M−1 ◦N ◦M) has 2 degv N − 2
critical points. Note
Crit(Red(M−1 ◦N ◦M)) = {Red(M−1(a)) : a ∈ Crit(N), piH∞V (a) = v}
and
Crit(N) = {a ∈ L : P ′′r (a) = 0} ∪ {r1, · · · , rd}.
Thus we obtain the conclusion. 
Now we prove a weak version of Theorem 3.10(4) which allows us to characteristic the fixed
Berkovich Fatou components of N and hence prove Theorem 3.10(5). After that, we prove Theorem
3.10(4).
Lemma 3.16. For v ∈ V , let ξ ∈ N−1(v). Then
piHV (ξ) ∈ V.
Moreover, for v1 6= v2 ∈ V ,
#{ξ ∈ P1Ber : ξ ∈ N−1(v1), piHV (ξ) = v2} = degv2 N − 1.
Proof. Suppose η := piHV (ξ) ∈ HV \V . By Lemma 3.13 and Corollary 3.14, we have η ∈ FixBer(N)
and degη N = 1. Let ~v ∈ TηP1Ber be the tangent vector such that ξ ∈ Bη(~v)−. Since N∗(~v) 6= ~w,
where ~w ∈ TηP1Ber such that Bη(~w)− ∩ V 6= ∅, then
N(Bη(~v)
−) ∩ V = ∅.
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Hence N(ξ) 6∈ V . It is a contradiction. Thus η ∈ V .
At the point v2, let ~v1 ∈ Tv2P1Ber such that v1 ∈ Bv2(~v1)−. Then ~v1 is a fixed point of N∗ with
deg~v1 N∗ = 1. Thus, we have
#{ξ ∈ P1Ber : ξ ∈ N−1(v1), piHV (ξ) = v2} = degN∗ − 1 = degv2 N − 1.

Corollary 3.17. For v ∈ V , if ξ ∈ N−1(v) such that piHV (ξ) = v, then ξ = v. In particular, for
any ~v ∈ TvP1Ber with Bv(~v)− ∩ V = ∅,
N(Bv(~v)
−) 6= P1Ber.
Proof. Let V = {v1, · · · , vn}. Note
degvi N = ValHfix(vi)− 1.
Thus
degvi N +
∑
j 6=i
(degξj N − 1) =
n∑
j=1
degξj N − (n− 1) =
n∑
j=1
(ValHfix(vj)− 1)− (n− 1)
=
n∑
j=1
ValHfix(vj)− (2n− 1) = d+ 1 + 2(n− 1)− (2n− 1)
= d
Note vi has d preimages. Thus, if piHV (ξi) = vi for some ξi ∈ N−1(vi), then ξi = vi.
As a consequence, for v ∈ V and ~v ∈ TvP1Ber with Bv(~v)− ∩ V = ∅, we have v 6∈ N(Bξ(~v)−).
Hence N(Bv(~v)
−) 6= P1Ber. 
Recall that for a rational map φ ∈ L(z), the Berkovich Julia set JBer(φ) consists of the points
ξ ∈ P1Ber such that for all (weak) neighborhood U of ξ, the set ∪∞n=1φn(U) omits at most two points
in P1Ber. The complement of the Berkovich Julia set is the Berkovich Fatou set FBer(φ), see [4,
Section 10.5] and [5, Section 7]. If U is a periodic connected component of FBer(φ), then U is either
a Rivera domain, mapping bijectively onto itself, or an attracting component, mapping multiple
to one onto itself [4, Theorem 10.76]. A periodic type II point ξ ∈ P1Ber of period q is repelling if
degξ φ
q ≥ 2. Repelling periodic points are contained in the Julia set JBer(φ) [24, Theorem 2.1].
Moreover, all the repelling periodic points in HL are of type II [4, Lemma 10.80]. We say a subset
A of P1Ber is an annulus if A is an intersection of two disks B,B′ with distinct boundary points
such that B ∪ B′ = P1Ber. For a Newton map N ∈ L(z), by Lemma 3.13 and Corollary 3.14, we
know V ⊂ JBer(N). Moreover, each component of P1Ber \ V is either an annulus or a ball. Indeed,
if U is a component of P1Ber \ V with at least 3 boundary points, then there exists v ∈ V such that
v ∈ U . It is a contradiction. In contrast to complex dynamics, the point ∞ is an indifferent fixed
point of N . Hence, ∞ ∈ FBer(N).
Lemma 3.18. Let U be a component of FBer(N) fixed by N .
(1) U is a fixed Rivera domain if and only if U is a component of P1Ber \ V which is either an
annulus or a disk containing ∞.
(2) U is a fixed attracting domain if and only if U is a component of P1Ber \ V which contains
some ri.
Proof. First note if U is a component of P1Ber \ V , then U is fixed by N if and only if either the
boundary of U has more than one point, U contains some ri or U contains ∞. Indeed, if U is
a component of P1Ber \ V which has only one boundary point, say ξ, and does not contain either
ri or ∞. Then ξ ∈ V . Let ~v ∈ TξP1Ber such that U = Bξ(~v)−. Then N∗ does not fix ~v. Thus
U is not fixed by N . By Corollary 3.17, we know the component U containing some ri is fixed,
since N fixes the boundary point of U and ri. Similarly, the component U containing ∞ is a fixed
component. If U is a component with at least 2 boundary points, then by Lemma 3.13 and noting
degN∗ = 1 at any point on HV \ V , we have U is a fixed component.
Since each ri is a (super)attracting fixed point of N and N has no other attracting fixed points,
we get the classifications of fixed Rivera domains and attracting domains for N . 
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Note each ri is a superattracting fixed point and vi := piHV (ri) ∈ V is a repelling fixed point
of N . The following lemma states that the segment [vi, ri] is invariant under N and in the path
distance metric ρ, the map N pushes points in (vi, ri) away from vi to ri. It deduces Theorem
3.10(5) immediately since by Lemma 3.13, we have H∞V is fixed by N and Hfix \H∞V = Hr \HV .
Later, we will show N expands uniformly on [vi, ri).
Lemma 3.19. Any component L of Hr \HV is invariant by N . Moreover, for any ξ ∈ L ∩HBer,
then
ρ(N(ξ), piHV (ξ)) ≥ ρ(ξ, piHV (ξ))
Proof. Suppose there exist a component L of Hr \HV and a point ξ ∈ L such that N(ξ) 6∈ L. We
assume ri ∈ L. Set v = piHV (ξ) . Let ~v1 ∈ TvP1Ber and ~v2 ∈ TξP1Ber be such that ri ∈ Bξ(~v1)− ⊂
Bv(~v2)
−. Let ξ′ = N(ξ) and ~w = N∗(~v) ∈ Tξ′P1Ber. By Corollary 3.17,
N(Bξ(~v1)
−) = Bξ′(~w)−.
Note N(ri) = ri. Thus [ri, v] ⊂ Bξ′(~w)−. Thus N−1(v) ∩ Bv(~v2)− 6= ∅. It contradicts with
Corollary 3.17. Thus N(L) ⊂ L. Note N fixes the endpoints of L. Thus N(L) = L.
By Lemma 3.18, the disk Bv(~v2)
− is an attracting Fatou component. Thus
ρ(ξ, ri) > ρ(N(ξ), ri).
Note piHV (N(ξ)) = piHV (ξ). Thus we have
ρ(ξ, piHV (ξ)) < ρ(N(ξ), piHV (N(ξ)) = d(N(ξ), piHV (ξ)).

Now we can prove Theorem 3.10 (4).
Corollary 3.20. For v ∈ V , let ξ ∈ N−1(v). Then piHfix(ξ) ∈ V .
Proof. By Lemma 3.16, it is sufficient to show piHfix(ξ) 6∈ Hfix \HV . Suppose that η := piHfix(ξ) ∈
Hfix\HV . By Corollary 3.17, the Berkovich disk with boundary η containing ξ maps to a Berkovich
disk B with boundary N(η) and piHV (η) 6∈ B. By Lemma 3.19, we know
ρ(N(η), piHV (η)) > ρ(η, piHV (η)).
Thus B ∩ V = ∅. It is a contradiction. 
For a rational map φ ∈ L(z), the Berkovich ramification locus Rφ is defined by
Rφ = {ξ ∈ P1Ber : degξ φ ≥ 2}.
The Berkovich ramification locus Rφ is a closed subset of P1Ber with no isolated point and has at
most d− 1 components [15, Theorem A]. Moreover, Rφ is contained in the convex hull of critical
points of φ [15, Corollary 7.13]. Then for Newton map N , we have RN ⊂ Hcrit. The following
lemma gives the precise locations of the Berkovich ramification locus RN and deducts Theorem
3.10 (6).
Lemma 3.21. For the map N , the Berkovich ramification locus is
RN = (Hcrit \HV ) ∪ V.
Proof. For any point ξ ∈ HV \ V , by Corollary 3.14, degξN < 2. Thus ξ 6∈ RN . Hence, RN ⊂
(Hcrit \HV ) ∪ V .
Conversely, by Corollary 3.14, V ⊂ RN . Now pick ξ ∈ Hcrit \ HV . By Corollary 3.17, there
exists a tangent vector ~v ∈ TξP1Ber such that Bξ(~v)− ∩Crit(N) 6= ∅ and N(Bξ(~v)−) 6= P1Ber. Thus,
the directional multiplicity mN (ξ,~v) ≥ 2. By Lemma 3.4,
degξN ≥ mN (ξ,~v) ≥ 2.
Thus, ξ ∈ RN . 
To end this section, we show the map N expands uniformly on each segment [vi, ri), where
vi = piHV (ri).
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Lemma 3.22. Let vi = piHV (ri). Then for any ξ1, ξ2 ∈ [vi, ri), then
ρ(N(ξ1), N(ξ2)) ≥ 2ρ(ξ1, ξ2).
Proof. By Lemma 3.21, for each point ξ ∈ [vi, ri], we have degξN ≥ 2. In fact, the directional
multiplicity mN (ξ,~v) ≥ 2, where ~v ∈ TξP1Ber is such that ri ∈ Bξ(~v)−. Then the conclusion follows
from Lemma 3.3. 
4. Measure Theory
4.1. Limiting Measures on P1. In this subsection, we associate each point f ∈ P2d+1 a natural
measure µf .
For f ∈ Ratd, let µf be the unique measure of maximal entropy, which is given by the weak
limit
µf = lim
n→∞
1
dn
∑
fn(z)=a
δz
for any nonexceptional point a ∈ P1,see [18,26,29]. The measure µf has no atoms, and supp µf =
J(f). Moreover, µfn = µf .
For f = Hf fˆ with deg fˆ ≥ 1, following DeMarco [9], define
µf =
∞∑
n=0
1
dn+1
∑
Hf (h)=0
∑
fˆn(z)=h
δz,
where the holes h and all preimages by fˆ are counted with multiplicity. Then µf is an atomic
probability measure. If degfˆ = 0, define
µf =
1
d
∑
Hf (h)=0
δh,
where the holes h are counted with multiplicity. Recall the indeterminacy locus I(d) ⊂ P2d+1 is
defined by
I(d) = {f = Hf fˆ ∈ P2d+1 : fˆ ≡ c and Hf (c) = 0}.
Then if f 6∈ I(d), we have µf = µfn . We refer [9, 10] for more properties of the measure µf when
f is degenerate.
Example 4.1. Consider the degenerate cubic Newton map N{0,0,1} ∈ P7. To ease the notation,
we write N = N{0,0,1}. Since z = 0 is the unique hole of N , then by definition, we know
µN =
∞∑
n=0
1
3n+1
∑
Nˆn(z)=0
δz.
In particular, µN ({0}) = 12 .
Recall that dh(f) is the depth of hole h ∈ P1 for the map f .
Proposition 4.2. [9, Theorem 0.1, Theorem 0.2] Suppose d ≥ 2 and f ∈ P2d+1. Then f ∈ I(d)
if and only if the map g → µg is discontinuous at f . Moreover, Suppose {fk} is a sequence in
Ratd converging to f = Hf fˆ 6∈ Ratd.
(1) If f 6∈ I(d), µfk → µf weakly.
(2) If f ∈ I(d), let fˆ ≡ c. Then any subsequential limit µ of µfk satisfies
µ({c}) ≥ dc(f)
d+ dc(f)
.
If f = Hf fˆ = Hfc ∈ I(d) and dc(f) = 1, under the assumptions in Proposition 4.2, the lower
bound dc(f)/(d + dc(f)) is sharp [9, Example 5.1]. Furthermore, DeMarco and Faber proved
every weak limit of measures of maximal entropy for degenerating sequences is purely atomic [11,
Theorem A].
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4.2. Limiting Measures for Holomorphic Families. In this subsection, we provide some ba-
sic facts about the measurable dynamics on Berkovich space P1Ber and state DeMarco and Faber’s
results about the limiting measures for holomorphic families, see [11, 12], which connect measur-
able dynamics on the Riemann sphere with measurable dynamics on Berkovich space. For more
measurable dynamics on P1Ber, we refer [4].
Let φ : P1Ber → P1Ber be a rational map of degree d ≥ 2. Let µφ be the equilibrium measure on
P1Ber relative to φ. The measure µφ is also known as the canonical measure, see [4], which is the
unique Borel probability measure µ that satisfies φ∗µ = dµ and that does not charge any type I
point in P1Ber [17, Theorem A]. In fact, for any nonexceptional point ξ ∈ P1Ber, the measure µφ is
the weak limit
µφ = lim
n→∞
1
dn
∑
φn(η)=ξ
δη,
where the sum is counted with multiplicity [17, Theorem A].
Following DeMarco and Faber [12], we say Γ ⊂ P1Ber is a vertex set if Γ is a finite nonempty
set of type II points. The connected components of P1Ber \ Γ is called the Γ-domains. Denote by
P(Γ) be the partition of P1Ber consisting of the elements of Γ and all the corresponding Γ-domains.
Then the equilibrium Γ-measure ωφ,Γ is defined by ωφ,Γ(U) := µφ(U) for each U ∈ P(Γ). Then the
measure ωφ,Γ supports on a countable subset of P(Γ) and has total mass 1. Indeed, the support
of µφ is the Berkovich Julia set JBer(φ) [4, Section 10.5] and there are countably many elements
in P(Γ) intersect JBer(φ) [12, Lemma 2.4, Proposition 2.5].
Since the tangent space TξgP1Ber can be canonically identified with P1, in the case Γ = {ξg},
the equilibrium Γ-measure ωφ,Γ gives us a natural Borel measure on P1. Indeed, the branches of
Berkovich space attached to the Gauss point correspond to points in its tangent space, which is
identified with P1 via reduction, so a measure on branches induces a measure on P1. This measure
on P1 is called the residual equilibrium measure.
For a holomorphic family {ft}, the maximal measures µft converge weakly to the residual
equilibrium measure for the induced map f on P1Ber.
Proposition 4.3. [11, Theorem B] Suppose that d ≥ 2. Let {ft} be a degenerate holomorphic
family in Ratd. Then µft converges weakly to a limiting probability measure µ as t→ 0. Moreover,
the measure µ is equal to the residual equilibrium measure for the induced rational map f : P1Ber →
P1Ber.
To compute the limit measure µ in Proposition 4.3, DeMarco and Faber studied the pairs (φ,Γ)
consisting of a degree d ≥ 2 rational map φ : P1Ber → P1Ber and a vertex set Γ in P1Ber. A Γ-domain
U is called a F -domain if φn(U)∩Γ = ∅ for all n ≥ 1. Otherwise, we say U is a J-domain. Denote
by J (Γ) ⊂ P(Γ) the subset consisting of all J-domains and elements of Γ. For a given vertex set
Γ, the set J (Γ) is countable [12, Lemma 2.4] and the union of sets in J (Γ) contains the Julia
set JBer(f) [12, Proposition 2.5]. We say the pair (φ,Γ) is analytically stable if for each ξ ∈ Γ,
either φ(ξ) ∈ Γ or φ(ξ) ∈ U for some F -domain U . If (φ,Γ) is analytically stable, then φ maps
a F -domain into another F -domain [12, Lemma 2.7]. Moreover, for U, V ∈ J (Γ) and y ∈ U , the
quantity
mU,V := #(φ
−1(y) ∩ V ).
is independent of the choice of y [12, Lemma 2.8].
Proposition 4.4. [12, Theorem C] Let φ : P1Ber → P1Ber be a degree d ≥ 2 rational map and
let Γ ⊂ P1Ber be a vertex set. Let µφ be the equilibrium measure for φ. Suppose that (φ,Γ) is
analytically stable and JBer(φ) is not contained in Γ. Let P be the |J (Γ)| × |J (Γ)| matrix defined
by the (U, V )-entry
PU,V =
mU,V
d
.
Then P is the transition matrix for a countable state Markov chain with a unique stationary
probability vector ν : J (Γ)→ [0, 1]. The rows of Pn converge pointwise to ν and the U -entry of ν
satisfies ν(U) = µφ(U) for each U ∈ J (Γ).
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For a degenerate holomorphic family {ft} in Ratd, consider the associated map f : P1Ber → P1Ber.
If the pair (f , {ξg}) is analytically stable, then each J-domain is a disk with boundary ξg. By
Proposition 4.4, we can compute the measure for each J-domain. Hence, we can get the direction
~v ∈ TξgP1Ber with µf (Bξg (~v)−) > 0. Then by Proposition 4.3, we can get the weak limit µ of
measures µft . However, in general, the pair (f , {ξg}) is not analytically stable. In fact, (f , {ξg})
is analytically stable if and only if f0 6∈ I(d) [12, Proposition 5.1]. DeMarco and Faber proved for
any vertex set Γ ⊂ P1Ber, there exists a vertex set Γ′ containing Γ such that (f ,Γ′) is analytically
stable [12, Theorem D].
4.3. Limiting Measures for Newton Maps. By Proposition 2.18, there is a unique point in the
intersection of the closure of Newton maps and the indeterminacy locus I(d). In this subsection,
we let {Nr(t)} be a holomorphic family of degree d ≥ 2 Newton maps such that Nr(t) converges
to the point in I(d), as t → 0. Write r(t) = {r1(t), · · · , rd(t)}. Then by Lemma 2.15, we have
as t → 0, ri(t) → ∞ for i = 1, · · · , d. To ease notations, we write Nt for the Newton map Nr(t)
and write µt for the maximal measure for Nt. We study the weak limit of measures µt and prove
Theorem 1.1.
Let N : P1Ber → P1Ber be the associated map for {Nt}. Then N(ξg) ∈ Bξg (~v∞)−, where ~v∞ ∈
TξgP1Ber such that ∞ ∈ Bξg (~v∞)−. Indeed, it follows immediately from the following fact.
Lemma 4.5. Let {ft} ⊂ Ratd be a holomorphic family such that, in projective coordinates ft([X :
Y ]) converges to H(X,Y )c, where c ∈ P1 and H(X,Y ) is a homogeneous polynomial. Let f :
P1Ber → P1Ber be the associated map for {ft}. Then f(ξg) ∈ Bξg (~vc)−, where ~vc ∈ TξgP1Ber such that
c ∈ Bξg (~vc)−.
Now, combining with the Berkovich dynamics for Newton maps in section 3, we can figure out
the weak limit of measures µt. The discussion contains several cases according to the orbit of ξg
under N.
Recall V ⊂ P1Ber is the set of type II repelling fixed points of N and recall H∞V is the convex
hull of V and {∞}.
Proposition 4.6. Let ~v∞ ∈ TξgP1Ber such that ∞ ∈ Bξg (~v∞)−. Suppose that P1Ber \ {Bξg (~v∞)− ∪
{ξg}} is contained in the Berkovich Fatou set FBer(N). Then the measures µt converge to δ∞.
Proof. Since P1Ber \ {Bξg (~v∞)− ∪ {ξg}} ⊂ FBer(N), then the equilibrium measure µN does not
charge P1Ber \ {Bξg (~v∞)− ∪ {ξg}}. Since the Berkovich Julia set JBer(N) is not an isolated point,
then the measure µN does not charge P1Ber \Bξg (~v∞)−. Thus µN(Bξg (~v∞)−) = 1. By Proposition
4.3, the measures µt converge to δ∞. 
Corollary 4.7. Suppose Nk(ξg) 6∈ H∞V for all k ≥ 0 and assume there exists k0 ≥ 0 such that the
visible point piHV (N
k0(ξg)) 6∈ V . Then the measures µt converge to δ∞.
Proof. To ease notations, set ξk = N
k(ξg). Let ~v
k
∞ ∈ TξkP1Ber such that ∞ ∈ Bξk(~vk∞)−. Since
ξk 6∈ H∞V , then H∞V ⊂ Bξk(~vk∞)−. Without loss of generality, we can assume k0 is the smallest
nonnegative integer such that piHV (N
k0(ξg)) 6∈ V . Then by Lemma 3.18, the set P1Ber \Bξk0 (~vk0∞)−
is contained in a fixed Revera domain of the Berkovich Fatou set FBer(N). We claim for any
~v ∈ TξgP1Ber with ~v 6= ~v0∞, the set Nk0(Bξg (~v)−) is a disk contained in P1Ber \Bξk0 (~vk0∞)−. If k0 = 0,
the claim holds trivially. If k0 ≥ 1, by Corollary 3.17, we know N(Bξg (~v)−) is a Berkovich disk
Bξ1(~w)
− for some ~w ∈ Tξ1P1Ber, and there is no preimage of piHV (ξg) ∈ V in the Berkovich disk
Bξg (~v)
−. Then we have ~w 6= ~v1∞. Applying the same argument to ξi for 1 ≤ i ≤ k0 − 1, we have
Nk0(Bξg (~v)
−) ⊂ P1Ber \Bξk0 (~vk0∞)−. Thus, Bξg (~v)− ⊂ FBer(N) for any ~v ∈ TξgP1Ber with ~v 6= ~v0∞.
By Proposition 4.6, the measures µt converge to δ∞. 
Denote by H
ξg
V the convex hull of V ∪ {ξg}.
Theorem 4.8. Suppose that Nn(ξg) 6∈ HξgV for any n ≥ 1. Then the measures µt converge to δ∞.
Proof. Let η := piHV (∞) and set ξk = Nk(ξg) for k ≥ 0. First we further assume ξk 6∈ (η,∞) for
all k ≥ 0. Then HV , ∞ and ξg lie in the same component of P1Ber \ {ξk} for any k ≥ 0. Denote
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these directions by ~vk∞ ∈ TξkP1Ber. By Corollary 4.7, we may assume piHV (ξk) ∈ V for all k ≥ 0.
Set Γ = {ξg}. We claim for any ~v ∈ TξgP1Ber with ~v 6= ~v0∞, the disk Bξg (~v)− is a F -domain. By
Corollary 3.17, we know N(Bξg (~v)
−) is a Berkovich disk Bξ1(~w)
− for some ~w ∈ Tξ1P1Ber. Again,
by Corollary 3.17, there is no preimage of piHV (ξg) ∈ V in the Berkovich disk Bξg (~v)−. By the
assumptions, we have ~w 6= ~v1∞. Hence Bξ1(~w)− ∩ Γ = ∅. Then apply the argument to Bξ1(~w)−.
Inductively, we can show Nn(Bξg (~v)
−)∩Γ = ∅ for all n ≥ 1. Thus Bξg (~v)− is a F -domain. Hence
the equilibrium Γ-measure ωN,Γ does not charge Bξg (~v)
−. Therefore,
ωN,Γ(Bξg (~v∞)
−) = 1.
By Proposition 4.3, the weak limit of µt is δ∞.
Now we assume there exists n0 ≥ 1 such that ξn0 ∈ (η,∞). Without loss of generality, let n0
be the smallest such positive integer. Set
Γ = {ξg, ξ1, · · · , ξn0} ∪ V.
By Lemma 3.13, the point ξn0 is a fixed point for N and each point in V is also a fixed point for
N. Hence N(Γ) ⊂ Γ. So the pair (N,Γ) is analytically stable. For any ~v ∈ TξgP1Ber with ~v 6= ~v∞.
We claim Bξg (~v)
− is a F -domain. By Corollary 3.17, we know Nk(Bξg (~v)
−) does not contains
piHV (N
k−1(ξg)) for 1 ≤ k ≤ n0. Thus
Nn0(Bξg (~v)
−) 6= Bξn0 (~w)−,
where ~w ∈ Tξn0P1Ber such that Bξn0 (~w)− ∩ V 6= ∅. Hence
Nn0(Bξg (~v)
−) ∩ Γ = ∅.
Since deg N∗ = 1 at ξn0 and ~w is totally invariant under N∗, then for any ` ≥ 1, we have
N`(Bξg (~v)
−) ∩ Γ = ∅.
Hence Bξg (~v)
− is a F -domain. So the equilibrium Γ does not charge Bξg (~v)
−. Therefore, by
Proposition 4.3, we know the weak limit of µt is δ∞.

Corollary 4.9. Suppose the Gauss point ξg is a periodic point for the map N. Then the measures
µt converge to δ∞.
Proof. By Theorem 4.8, it is sufficient to check Nn(ξg) 6∈ HξgV for any n ≥ 1. Suppose there exits
n0 ≥ 1 such that Nn0(ξg) ∈ HξgV . Without loss of generality, we assume n0 is the smallest such
integer. Let ξ = piHV (ξg) be the visible point from ξg to HV . Then
H
ξg
V = HV ∪ (ξg, ξ).
By Lemma 3.13, the convex hull HV is fixed by N pointwisely. Thus N
n0(ξg) ∈ (ξg, ξ). Otherwise,
ξg is not a periodic point. Let ~v ∈ TξP1Ber such that ξg ∈ Bξ(~v)−. If ξ 6∈ V , then at ξ, deg N∗ = 1,
Note ~v is not a fixed point of N∗. Thus ξg can not be periodic. Hence ξ ∈ V . Thus Nk(ξg) 6= ξg if
n0 - k. If n0 | k, we have Nk(ξg) /∈ Bξn0 (~v)−, where ~v ∈ Tξn0P1Ber such that ξg ∈ Bξn0 (~v)−. Hence
ξg can not be periodic. It is a contradiction. Thus N
n(ξg) 6∈ HξgV for any n ≥ 1. 
The following example show the assumption Nn(ξg) 6∈ HξgV for all n ≥ 1 in Theorem 4.8 is
necessary.
Example 4.10. Let r(t) = {1/t,−1/t, 1/t3}. Consider the cubic Newton map Nrt(z). Note the
symmetric functions are
σ1(t) =
1
t3
,
σ2(t) = − 1
t2
,
σ3(t) = − 1
t5
.
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We can write
Nt(z) := Nr(t)(z) =
2z3 − σ1(t)z2 + σ3(t)
3z2 − 2σ1(t)z + σ2(t) .
Then the associated map N maps Gauss point ξg to ξ0,|t−2|. Note V = {ξ0,|t−1|, ξ0,|t−3|}. Hence
N(ξg) = ξ0,|t−2| ∈ HV ⊂ HξgV .
Now we compute the weak limit µ of the maximal measures µNt by Propositions 4.3 and 4.4.
Set Γ = {ξg, ξ0,|t−2|}. As N(ξ0,|t−2|) = ξ0,|t−2|, the pair (N,Γ) is analytically stable. Let V1 be
the component of P1Ber \ Γ with boundary ξ0,|t−2| and containing ∞. Let V2 be the component of
P1Ber \Γ with boundary ξg and ξ0,|t−2|. Let V3 be the component of P1Ber \Γ with boundary ξg and
containing 0. Then the set of states in this case is
J = {ξg, ξ0,|t−2|, V1, V2, V3},
and the transition matrix P is given by
ξg ξ0,|t−2| V1 V2 V3

ξg 0 0 1/3 2/3 0
ξ0,|t−2| 1/3 1/3 1/3 0 0
V1 0 0 2/3 0 1/3
V2 0 0 1/3 2/3 0
V3 0 0 1/3 2/3 0
Then the unique stationary probability vector for P is (0, 0, 1/2, 1/3, 1/6). Thus µN(V1) = 1/2,
µN(V2) = 1/3 and µN(V3) = 1/6, where µN is the equilibrium measure for N. Thus, the weak
limit µ of the measures µNt is
µ =
5
6
δ∞ +
1
6
δ0.
To prove Theorem 1.1, based on Theorem 4.8, now we consider the case when there exists n0 ≥ 1
such that Nn0(ξg) ∈ HξgV .
Theorem 4.11. Suppose there exists n ≥ 1 such that Nn(ξg) ∈ HξgV . Let µ be the weak limit of
measures µt. Then
µ({∞}) ≥ d
2d− 1 .
Proof. According to the orbit O(ξg) of the Gauss point ξg, we construct different vertices set Γ
such that the pair (N,Γ) is analytically stable. And then we apply Propositions 4.3 and 4.4.
To ease notations, in the following proof we let ξk := N
k(ξg) for k ≥ 0, and let ~v∞ ∈ TξgP1Ber
such that ∞ ∈ Bξg (~v∞)−. Note
HV ξg = HV ∪ (ξg, piHV (ξg)).
Hence, we have two cases.
Case I: There exists n0 ≥ 1 such that ξn0 ∈ HV . Without loss of generality, let n0 be the
smallest such positive integer. Set
Γ = {ξg, ξ1, · · · , ξn0} ∪ V.
Then the pair (N,Γ) is analytically stable. In this case there may exist ~v ∈ TξgP1Ber such that
Bξg (~v)
− is a J-domain. Indeed, if ξn0 ∈ HV \ V , there exists at most one such ~v; if ξn0 ∈ V , there
may exist most than one but finitely many such ~v. If there is no such ~v, then the weak limit of
µt is δ∞. Now we suppose that there exist ~v1, · · · , ~vm ∈ TξgP1Ber such that each Uj := Bξg (~vj)−
is a J-domain for 1 ≤ j ≤ m. For now, we assume m = 1. It needs no more effort to prove the
case when m > 1. Let W1 = N(U1). Then W1 is a Berkovich disk with boundary ξ1. In fact, W1
contains a union of elements in J (Γ). We may assume W1 is in J (Γ). Otherwise, we consider
the sum of equilibrium Γ-measure of the corresponding elements in J (Γ). Let P be the transition
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matrix for the J-domains and let ν be the unique stationary probability vector. Then we have the
(W1, U1)-entry PW1,U1 in P is nonzero and all other entries in U1-column are zeros. Thus
PW1,U1ν(W1) = ν(U1),
where ν(W1) and ν(U1) are the W1-th and U1-th entries, respectively. Note ν(W1) + ν(U1) ≤ 1.
Thus
1 + PW1,U1
PW1,U1
ν(U1) ≤ 1.
Since the local degree degpiHV (ξg)
N ≤ d− 1, then
PW1,U1 ≤
d− 1
d
.
So we have
ν(U1) ≤ PW1,U1
1 + PW1,U1
≤ d− 1
2d− 1 .
By Proposition 4.4, the equilibrium Γ-measure charges ν(U1) at U1 and charges 1 − ν(U1) at
Bξg (~v∞)
−. By Proposition 4.3, we have
µ({∞}) = 1− ν(U1) ≥ d
2d− 1 .
Case II: Suppose that the Cases I does not hold and there exists n0 ≥ 1 such that ξn0 ∈
(ξg, piHV (ξg)). Without loss of generality, let n0 be the smallest such positive integer. Now consider
the segments (ξi, piHV (ξi)). If there exists i such that piHV (ξi) 6= piHV (ξi+1), then there exits η(k)i ∈
(ξi, piHV (ξi)) such that N
(k−1)n0+1(η(k)i ) = piHV (ξi+1). Let ηi = lim
k→∞
η
(k)
i . Then ηi ∈ (ξi, piHV (ξi)).
Let O(ηi) be the orbit of ηi. Note O(ηi) has n0 elements. Set
Γ = {ξg, ξ1, · · · , ξn0−1} ∪ V ∪ O(ηi).
Let η = O(ηi) ∩ (ξg, piHV (ξg)). Then ξn0 ∈ (ξg, η) an hence ξn ∈ (ξq,Nq(η)), where n ≡ q mod n0.
Note (ξi,N
i(η)) is in a F -domain for i ≥ 0. Hence the pair (N,Γ) is analytically stable. Note the
equilibrium measure µN on P1Ber does not charge the Gauss point ξg. Then by the same argument
in Case I, we can get
µ({∞}) ≥ d
2d− 1 .

Remark 4.12. Since Nt converges subalgebraically to the point N in I(d), by Lemma 2.15, we
know N has a unique hole at [1 : 0] ∈ P1 with depth d. Then by Proposition 4.2 (2), we have
µ({∞}) ≥ 1/2. Theorems 4.8 and 4.11 give a better lower bound for µ({∞}).
For the quadratic case, we have the following corollary.
Corollary 4.13. If d = 2, then µ = δ∞.
Proof. By Theorems 4.8 and 4.11, we only need to show the case that there exists n0 such that
Nn0(ξg) ∈ [v, ξg), where v ∈ V is the unique point. We claim Nn0(ξg) 6∈ [v, ξg) for all n ≥ 1.
Since degv N = 2, we have N
n(ξg) 6= v for all n ≥ 1. If N`(ξg) ∈ (v, ξg) for some ` ≥ 1,
then for all n ≥ 1, the segments (v,Nn(ξg)) are disjoint with the ramification locus RN. Hence
ρ(v, ξg) = ρ(v,N
`(ξg)), Thus N
`(ξg) = ξg. It is a contradiction. So µ = δ∞. 
5. Rescaling Limits
5.1. Definitions and Known Results. In this section, following Kiwi [25], we give the definitions
and known results about rescalings and rescaling limits.
Recall that a moving frame is a holomorphic family of degree 1 rational maps.
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Definition 5.1. Let {ft} ⊂ Ratd be a holomophic family. A moving frame {Mt} ⊂ PGL2(C) is
called a rescaling for {ft} of period q if there exist g ∈ Rate with e ≥ 2 and a finite subset S ⊂ P1
such that as t→ 0,
M−1t ◦ fqt ◦Mt •−→ g on P1 \ S.
We say g is a rescaling limit on P1 \ S. The minimal q ≥ 1 such the above holds is called the
period of the rescaling {Mt}.
Recall that the associated map f for a holomorphic family {ft} of degree d ≥ 1 rational maps
is a rational map in L(z), which can act on Berkovich space P1Ber. Let f and M be the associated
maps for {ft} and {Mt} in Definition 5.1. By Lemmas 2.4 and 2.5, the convergence holds in
Definition 5.1 if and only if there exits q ≥ 1 such that the reduction Red(M−1 ◦ fq ◦M) has degree
at least 2. In general, let M ∈ PGL2(L). Then M induces naturally a family {Mt} of PGL2(C).
We say {Mt} is a generalized rescaling for the holomorphic family {ft} if there exists q ≥ 1 such
that the reduction Red(M−1 ◦ fq ◦M) has degree at least 2. For example, {Mt(z) = t−1/2z} is a
generalized rescaling for the holomorphic family {ft(z) = tz3}, but it is not a rescaling for {ft}.
Naturally we are interested in the sequence in the moduli space ratd. So we define equivalent
relations on the rescalings, and count the number of the rescalings, up to these equivalence relations.
Definition 5.2. Let {Mt} ⊂ PGL2(C) and {Lt} ⊂ PGL2(C). We say {Mt} and {Lt} are equiva-
lent if there exists M ∈ PGL2(C) such that M−1t ◦ Lt →M .
The “equivalent” in Definition 5.2 defines an equivalence relation. Let [{Mt}] be the equivalence
class of {Mt}.
Lemma 5.3. [25, Lemma 3.6] Suppose {Mt} and {Lt} are two moving frames. Let M and L be
the associated maps for {Mt} and {Lt}, respectively. Then {Mt} and {Lt} are equivalent if and
only if M(ξg) = L(ξg).
Note any rational map in L(z) maps the Gauss point ξg to a type II point. For any type II
point ξ ∈ P1Ber, there exists an affine map A(z) ∈ L[z] such that A(ξg) = ξ. If ξ is the image of ξg
under the associated map M for some move frame {Mt}, we can choose the associated map A for
an affine move frame {At} such that A(ξg) = ξ.
Lemma 5.4. For any moving frame {Mt(z)}, there exists an affine moving frame {At(z)} such
that {At} is equivalent to {Mt}.
Proof. First note that for any type II point ξa,r in P1Ber, there exists an affine map A(z) ∈ L[z] such
that A(ξg) = ξa,r. Indeed, since ξa,r is a type II point, then there exits b ∈ L such that |b−a|L = r.
Then let A(z) = bz + a. Now let M be the associated map for {Mt} and let ξa,r = M(ξg). If
M ∈ L(z) has no pole in D(0, 1) ⊂ L, then M(D(0, 1)) is a disk in L. We can choose a = M(0).
Thus a ∈ C((t)). Note M(1) ∈ C((t)). Let n ∈ Z such that |tn| = |M(1) −M(0)|. Then
r = |tn|. Thus we can set At(z) = tnz + a(t). If M ∈ L(z) has a pole in D(0, 1) ⊂ L, we can
write M = M1 ◦M2 ◦M3, where M1 and M3 are affine map and M2(z) = 1/z. It is sufficient
to show that there exist an = an(t) ∈ C((t)) and r = |tm|, where m = m(n) ∈ Z, such that
ξan,rn := M2(ξ0,|tn|) for any n ∈ Z. It follows immediately from M2(ξ0,|tn|) = ξ0,|t−n|. 
With Lemma 5.4 we can count the number of equivalent classes of rescalings by only considering
the affine representatives.
The following result allows us to consider the action of a holomorphic {ft} on the set {[{Mt}]}
of equivalence classes of moving frames.
Lemma 5.5. [25, Lemma 3.7] Let {ft} be a holomorphic family of degree d ≥ 1 rational maps. If
{Mt} is a moving frame, then there exists a moving frame {Lt} such that for the associated maps
f ,M and L,
f ◦M(ξg) = L(ξg).
In fact, the moving frame {Lt} in Lemma 5.5 is unique up to equivalence. Thus it gives us an
action
{ft}([{Mt}]) = [{Lt}].
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The dynamical dependence of moving frames is defined by considering the orbits of the equivalence
classes of moving frames under the action of {ft}.
Definition 5.6. Let {ft} ⊂ Ratd be a holomorphic family of degree d ≥ 1 rational maps. Let
{Mt} and {Lt} be moving frames. We say {Mt} and {Lt} are dynamically dependent if there is
` ≥ 0 such that
{f `t }([{Mt}]) = [{Lt}].
Otherwise, we say {Mt} and {Lt} are dynamically independent
The dynamical dependence also gives us an equivalent relation. From the definitions, we know
if two moving frames are equivalent, then they are dynamically dependent. But the converse is
not true in general.
Remark 5.7. Let {Mt} and {Lt} be two rescalings for a holomorphic family {ft} of degree d ≥ 2
rational maps.
(1) If {Mt} and {Lt} are equivalent, then the corresponding rescaling limits are conjugate.
(2) If {Mt} and {Lt} are dynamically dependent, then there exist rational maps g1 and g2
such that the corresponding rescaling limits are g1 ◦g2 and g2 ◦g1, respectively [25, Lemma
3.10].
To count the number of dynamically independent rescalings for a holomorphic family {ft},
Kiwi [25] related to the dynamically independent rescalings to the type II periodic points of the
associated map f on P1Ber.
Proposition 5.8. [25, Proposition 3.4] Let {ft} be a holomorphic family of degree d ≥ 2 rational
maps and {Mt} be a moving frame. Let f and M be the associated rational maps for {ft} and
{Mt}, respectively. Then for all ` ≥ 1, the following are equivalent.
(1) There exists a rational map g : P1 → P1 of degree e ≥ 1 such that, as t→ 0,
M−1t ◦ f `t ◦Mt •−→ g(z) on P1 \ S,
where S ⊂ P1 is a finite set.
(2) f `(ξ) = ξ, where ξ = M(ξg), and degξ f
` = e.
In the case in which (1) and (2) hold, Tξf
` : TξP1Ber → TξP1Ber is conjugate via a P1-isomorphism
to g : P1 → P1.
By counting the repelling cycles of type II points, Kiwi [25] gave the number of dynamically
independent rescalings that lead to nonpostcritical finite rescaling limits. And by combining with
the properties of quadratic rational maps [24], he gave a complete description of rescaling limits
for a quadratic holomorphic family.
Proposition 5.9. [25, Theorem 1] Let d ≥ 2, and consider a holomorphic family {ft} ⊂ Ratd.
There are at most 2d − 2 pairwise dynamically independent rescalings whose rescaling limits are
not postcritically finite.
Moreover, if d = 2, then there are at most two dynamically independent rescalings of period
at least 2. Furthermore, in the case that a rescaling of period at least 2 exists, exactly one of the
following holds:
(1) {ft} has exactly two dynamically independent rescalings of periods q′ > q > 1. The period q
rescaling limit is a quadratic rational map with a multiple fixed point and a prefixed critical
point. The period q′ rescaling limit is a quadratic polynomial, modulo conjugacy.
(2) {ft} has a rescaling whose corresponding limit is a quadratic rational map with a multiple
fixed point and every other rescaling is dynamically dependent on it.
5.2. Period 1 Rescalings for Newton Maps. In this subsection, we study the period 1 rescal-
ings for a holimorphic family of Newton maps and we prove Theorem 1.2(1). Then using the
rescaling limits induced by the these rescalings, we construct a compactification of the moduli
space nmd.
Let {Nr(t)} be a holomorphic family of degree d ≥ 2 Newton maps with r(t) = {r1(t), · · · , rd(t)}.
Regard ri(t) as a point in L and denote by ri. Let N be the associated map for {Nr(t)}. Recall
26 HONGMING NIE
the subset V is the set of internal vertices of the convex hull Hfix = Hull({r1, · · · , rd,∞}). Then
any point ξ ∈ V has valance at least 3 in Hfix. Moreover, by Proposition 3.13, we know V is the
set of repelling fixed points of N in HBer.
Theorem 5.10. Let {Nr(t)(z)} be a holomorphic family of degree d ≥ 2 Newton maps. Then up
to equivalence, {Nr(t)(z)} has at most d− 1 rescalings of period 1. Moreover, let {Mt} be a period
1 rescaling for {Nr(t)(z)}, then, as t→ 0, the subalgebraic limit of M−1t ◦Nr(t)(z)◦Mt is conjugate
to a (degenerate) map in NMd.
Proof. Let V be as above and let N : P1Ber → P1Ber be the associated map for {Nr(t)}. Note two
period 1 rescalings are equivalent if and only if they are dynamically dependent. By Proposition
5.9, we know there are finitely many dynamically independent rescalings for {Nr(t)(z)}. Hence
there are finitely many inequivalent rescalings. Suppose {M (1)t (z)}, · · · , {M (k)t (z)} are the pairwise
inequivalent period 1 rescalings for {Nr(t)(z)}. Let M(1), · · · ,M(k) be the associated map for
{M (1)t }, · · · , {M (k)t }, respectively. Then by Proposition 5.8, for each i, we have M(i)(ξg) is a
repelling fixed point of N. Thus, by Lemma 3.13, it follows that M(i)(ξg) ∈ V . Note V has at
most d− 1 elements. Thus k ≤ d− 1.
By Lemma 5.4, we can choose an affine representative in each equivalence class [{M (i)t }]. By
Remark 5.7, we know for different representatives of [{M (i)t }], the corresponding rescaling limits
are conjugate. Thus, we may assume M
(i)
t is affine. Note (M
(i)
t )
−1 ◦Nr(t) ◦M (i)t is still a degree d
Newton maps. Letting t→ 0, we get that the limit of (M (i)t )−1 ◦Nr(t) ◦M (i)t is a point in NMd. 
Remark 5.11. For any rational map φ ∈ L(z) of degree d ≥ 2, Rumely [42, Corollary 6.2] proved
φ has at most d−1 repelling fixed points in the hyperbolic space HBer. Hence for any holomorphic
family {ft} of degree d ≥ 2 rational maps, by Proposition 5.8, we know {ft} has at most d − 1
rescalings of period 1, up to equivalence.
Now we give some examples to illustrate the period 1 rescalings and corresponding rescaling
limits for holomorphic families of degree d ≥ 2 Newton maps.
Example 5.12. Cubic Newton maps.
Consider the cubic Newton map Nr(t)(z), where r(t) = {0, 1, r3(t)} for some holomorphic func-
tion r3(t). If Nr(t)(z) is nondegenerate, then up to equivalence, {Mt(z) = z} is the unique period 1
rescaling for {Nr(t)(z)}. If Nr(t)(z) is degenerate, without loss of generality, we suppose r3(t)→ 0
as t→ 0. Let r3 = r3(t) ∈ L. Then the set V contains only two points ξ0,|r3| and the Gauss point
ξg. Thus Nr(t)(z) has two period 1 rescalings.
Let Lt(z) = r3(t)z. Then the associated map L maps ξg to the point ξ0,|r3|. Thus {Lt} is a
period 1 rescaling. Moreover, we have
L−1t ◦Nr(t) ◦ Lt sa−→ N{0,1,∞} = HN{0,1,∞}N̂{0,1,∞}.
Thus L−1t ◦Nr(t) ◦ Lt converges to N̂{0,1,∞} = N{0,1} locally uniformly on P1 \ {∞}.
Note the associated map of the moving frame {Mt(z) = z} fixes the Gauss point. Thus {Mt}
is also a period 1 rescaling. And we have
M−1t ◦Nr(t) ◦Mt sa−→ N{0,0,1} = HN{0,0,1}N̂{0,0,1}.
Thus M−1t ◦Nr(t) ◦Mt converges to N̂{0,0,1} locally uniformly on P1 \ {0}.
In this example, the rescaling limits N{0,1} and N̂{0,0,1} are points in NM3.
Example 5.13. Quartic Newton maps.
Let r(t) = {0, 1, t, 2t}. Consider the Newton map Nr(t). Then the set V contains two points
ξ0,|t| and ξg. Thus Nr(t)(z) has two period 1 rescalings.
Let Lt(z) = tz. Then the associated map L maps ξg to the point ξ0,|t|. Thus {Lt} is a period
1 rescaling. And we have
L−1t ◦Nr(t) ◦ Lt sa−→ N{0,1,2,∞} = HN{0,1,2,∞}N̂{0,1,2,∞}.
Thus L−1t ◦Nr(t) ◦ Lt converges to N{0,1,2} locally uniformly on P1 \ {∞}.
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Note the associated map of the moving frame {Mt(z) = z} fixes the Gauss point. Thus {Mt}
is also a period 1 rescaling. And we have we have
M−1t ◦Nr(t) ◦Mt sa−→ N{0,0,0,1} = HN{0,0,0,1}N̂{0,0,0,1}.
Thus M−1t ◦Nr(t) ◦Mt converges to N̂{0,0,0,1} locally uniformly on P1 \ {0}.
In this example, the limits N{0,1,2,∞} and N{0,0,0,1} are points in NM4.
Now let r(t) = {0, 1, t, t2} and consider the Newton map Nr(t). Then the set V contains three
points ξ0,|t2|, ξ0,|t| and ξg. Thus Nr(t)(z) has three period 1 rescalings.
Let Lt(z) = t
2z. Then the associated map L maps ξg to the point ξ0,|t2|. Thus {Lt} is a period
1 rescaling. And we have
L−1t ◦Nr(t) ◦ Lt sa−→ N{0,1,∞,∞} = HN{0,1,∞,∞}N̂{0,1,∞,∞}.
Thus L−1t ◦Nr(t) ◦ Lt converges to N{0,1} locally uniformly on P1 \ {∞}.
Let Kt(z) = tz. Then the associated map K maps ξg to the point ξ0,|t|. Thus {Kt} is a period
1 rescaling. And we have
K−1t ◦Nr(t) ◦Kt sa−→ N{0,0,1,∞} = HN{0,0,1,∞}N̂{0,0,1,∞}.
Thus K−1t ◦Nr(t) ◦Kt converges to N̂{0,0,1,∞} locally uniformly on P1 \ {0,∞}.
Note the associated map of the moving frame {Mt(z) = z} fixes the Gauss point. Thus {Mt}
is also a period 1 rescaling. And we have
M−1t ◦Nr(t) ◦Mt sa−→ N{0,0,0,1} = HN{0,0,0,1}N̂{0,0,0,1}.
Thus M−1t ◦Nr(t) ◦Mt converges to N̂{0,0,0,1} locally uniformly on P1 \ {0}.
In this example, the limits N{0,1,∞,∞}, N{0,0,1,∞} and N{0,0,0,1} are points in NM4.
Since ∞ is the unique repelling fixed points of Newton maps, the moduli space of degree d ≥ 2
Newton maps is naturally defined by
nmd := NMd/Aut(C),
modulo the action by conjugation of affine maps. In the remaining of this subsection, we will use
the rescaling limits induced by rescalings of period 1 to give a new compactification for the space
nmd, which is quite different from the compactification nmd induced by geometric invariant theory
in [35].
We first define a relation ∼ on P2d+1 × P2d+1. For f = Hf fˆ , g = Hg gˆ ∈ P2d+1, we say f ∼ g
if there exists M ∈ PGL2(C) such that M−1 ◦ fˆ ◦M = gˆ. Denote by [f ]∼ for the equivalent
class of f . Let NM
{0,1}
d be the subset of NMd consisting of degree d ≥ 2 Newton maps Nr, where
r = {0, 1, r3, · · · , rd} ⊂ C is a set of d distinct points. Let NM{0,1}d be the compactification of
NM
{0,1}
d in P2d+1. Then for any f = Hf fˆ ∈ NM
{0,1}
d , we have deg fˆ ≥ 2. Moreover, for any point
g = Hg gˆ ∈ NMd with deg gˆ ≥ 2, there exists f ∈ NM{0,1}d such that f ∼ g. Thus, we have
Lemma 5.14. For d ≥ 3,
NM
{0,1}
d / ∼= NMd ∩ {Hf fˆ : deg fˆ ≥ 2}/ ∼ .
To relate NM
{0,1}
d / ∼ to the rescaling limits, we now need to characteristic the set of rescaling
limits induced by period 1 rescalings for a holomorphic family of Newton maps.
Lemma 5.15. For any Hf fˆ ∈ NMd with deg fˆ ≥ 2, there exist a holomorphic family {Nt} of
degree d ≥ 2 Newton maps and a period 1 rescaling {Mt} for {Nt} such that the corresponding
rescaling limit of {Mt} for {Nt} is fˆ .
Proof. Since Hf fˆ ∈ NMd, there exists a holomorphic family {Nr(t)} ⊂ NMd such that Nt sa−→ Hf fˆ ,
as t→ 0, in P2d+1. Set Mt(z) = z. Then {Mt} is a period 1 rescaling for {Nt} with rescaling limit
fˆ since deg fˆ ≥ 2. 
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Fix d ≥ 3 and denote by RL(NMd, 1) the set of rescaling limits induced by a period 1 rescaling
for some holomorphic family of degree d Newton maps. Then by Theorem 5.10 and Lemma 5.15,
RL(NMd, 1) = NMd ∩ {Hf fˆ : deg fˆ ≥ 2}.
Consider the quotient space RL(NMd, 1)/ ∼ associated with the quotient topology. Then
RL(NMd, 1)/ ∼= NM{0,1}d / ∼ .
Since NM
{0,1}
d is compact, then the quotient space NM
{0,1}
d / ∼ is also compact. Hence RL(NMd, 1)/ ∼
is compact.
Define
nmRLd := RL(NMd, 1)/ ∼
Then nmRLd is compact and contains nmd as a dense subset. We call nm
RL
d is the compactification
of the moduli space nmd via rescaling limits.
Proposition 5.16. For d ≥ 3, the space nmRLd is not Hausdorff.
Proof. To show nmRLd is not Hausdorff, it is sufficient to show the relation ∼ is not closed on
NM
{0,1}
d ×NM
{0,1}
d . Set r(t) = {0, 1, t, r4(t), · · · , rd(t)} and r′(t) = {0, 1/t, 1, r4(t)/t, · · · , rd(t)/t},
where ri(t) 6= rj(t) if i 6= j and |ri(t)| = o(|t|), as t → 0, for i = 4, · · · , d. Let Mt(z) = tz. Then
we have if t 6= 0,
M−1t ◦Nr(t) ◦Mt = Nr′(t).
Hence [Nr(t)]∼ = [Nr′(t)]∼.
However, as t→ 0, we have Nr(t) sa−→ N{0,1,0,··· ,0} and Nr′(t) sa−→ N{0,∞,1,0,··· ,0}. Note
N{0,1,0,··· ,0} 6∼ N{0,∞,1,0,··· ,0}.
Thus ∼ is not closed on NM{0,1}d ×NM
{0,1}
d . 
For cubic Newton maps, we have
nmRL3 = nm3 ∪ {[N{0,1,∞}]∼, [N{0,0,1}]∼},
and there are no open sets can separate [N{0,1,∞}] and [N{0,0,1}].
As another example, we state explicitly the elements in the space nmRL4 . Note NM
{0,1}
4 =
{N{0,1,r3,r4} : r3, r4 ∈ Ĉ}. Thus
nmRL4 \ nm4
= {[N{0,1,r,∞}]∼, [N{0,1,∞,∞}]∼, [N{0,0,1,r}]∼, [N{0,0,0,1}]∼, N{0,0,1,1}]∼ : r ∈ C \ {0, 1}}.
5.3. Higher Period Rescalings for Newton Maps. In this subsection, we first prove a suf-
ficient and necessary condition for the existence of higher periods generalized rescalings for a
holomorphic family of Newton maps. Then we prove Theorem 1.2(2).
Recall that for two points ξ1, ξ2 in the affine Berkovich space A1Ber, the point ξ1∨ξ2 corresponds
to the smallest closed disk containing the disks related to ξ1 and ξ2 in L, and the path distance
metric ρ(ξ1, ξ2) on HBer is defined by
ρ(ξ1, ξ2) = log
diam(ξ1 ∨ ξ2)
diam(ξ1)
+ log
diam(ξ1 ∨ ξ2)
diam(ξ2)
.
First, the following example shows that there do exist higher period rescalings for a holomorphic
family of quartic Newton maps. Later we will show for any quadratic polynomial P , there exits
a holomorphic family {Nt} of quartic Newton maps such that P is a rescaling limit of a period 2
rescaling for {Nt}.
Example 5.17. Quartic Newton maps. See Figure 4.
We construct a holomorphic family {Nr(t)} of quartic Newton maps such that the associated
map N : P1Ber → P1Ber has two type II repelling points, say V = {ξ1, ξ2}, and a free critical
point c satisfying the following: Let ξ1 be the visible point from c on the convex hull HV , and
let ~v ∈ Tξ1P1Ber be the direction such that c ∈ Bξ1(~v)−. Then (1) at ξ1, for the induced map
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N∗ : TξP1Ber → TN(ξ)P1Ber, we have N∗(~v) is an attracting fixed point of N∗; (2) N2(c) ∈ Bξ1(~v)−;
and (3) ρ(c ∨N2(c), ξ1) ≥ 2ρ(ξ1, ξ2).
Consider r(t) = {r1(t), r2(t), r3(t), r4(t)}, where
r1(t) = −1−
√
3i+ (5 +
40
√
3
9
i)t2,
r2(t) = −1 +
√
3i+ (5− 40
√
3
9
i)t2,
r3(t) = 2 +
√
30
3
t− 5t2,
r4(t) = 2−
√
30
3
t− 5t2.
Let Mt(z) = 5t
2z/18. Since as t→ 0
M−1t ◦Nr(t) ◦Mt •−→∞ on P1 \ {∞}.
Thus {Mt} is not a period 1 rescaling for the holomorphic family {Nr(t)}. However, {Mt} is a
period 2 rescaling for {Nr(t)}. Indeed,
M−1t ◦N2r(t) ◦Mt •−→ z2 + 62 on P1 \ {∞}.
For a rational map φ : P1Ber → P1Ber and a point ξ ∈ P1Ber, we say ~v ∈ TξP1Ber is a critical direction
at ξ if ~v is a critical point of the induced map φ∗ : TξP1Ber → Tφ(ξ)P1Ber. If ~v is a critical direction
of φ at ξ, then there exists at least one critical point of φ in the Berkovich disk Bξ(~v)
−. Recall
that Crit(φ) is the set of critical points for a rational map φ(z) ∈ L(z) in P1L.
Recall that for a holomorphic family {Nt} of Newton maps, the subtree HV ⊂ P1Ber is the
convex hull of the set V of type II repelling fixed points of the associated map N. Inspired by
Example 5.17, we now state a sufficient and necessary condition for the existence of higher periods
generalized rescalings for holomorphic families of Newton maps.
Proposition 5.18. For d ≥ 3, let {Nt} be a holomorphic family of degree d Newton maps, and
let N : P1Ber → P1Ber be the associated map for {Nt}. Then {Nt} has a period q ≥ 2 generalized
rescaling if and only if there exist a point v ∈ V , a critical direction ~v ∈ TvP1Ber of N∗ at v, a
critical point c ∈ Crit(N) in the Berkovich disk Bv(~v)− and an integer 1 ≤ ` ≤ q − 1 satisfying
the following:
(1) Let {Mt} ⊂ PGL2(C) be such that the associated map M satisfies M(ξg) = v. At v,
after identifying TvP1Ber to P1, the direction N`∗(~v) is a hole of the subalgebraic limit of
M−1t ◦Nt ◦Mt;
(2) Nq(c) ∈ Bv(~v)−;
(3) Let η = c ∨Nq(c). For k ≥ 1, there exists ξk ∈ N−kq(v) ∩ (v, η) such that
ρ(η, v) ≥ ρ(ξ∞, v),
where ξ∞ = lim
k→∞
ξk.
In particular, if (1)− (3) holds, the point ξ∞ is periodic of period q.
Before we prove Proposition 5.18, we illustrate the conditions (1)− (3) using Example 5.17. In
this example,
v = ξg ∈ V = {ξg, ξ2,|t|},
and q = 2, ` = 1. The visible points from both free critical points c1 and c2 to HV are ξg, that
is, piHV (c1) = piHV (c2) = ξg. Let c1 be the critical point such that piHV (N(c1)) = ξ2,|t| and let
~v ∈ TξgP1Ber such that c1 ∈ Bξg (~v)−. Then at ξg, N∗(~v) ∈ TξgP1Ber and ξ2,|t| ∈ Bξg (N∗(~v))−.
Let ~w ∈ Tξ2,|t|P1Ber such that N(c1) ∈ Bξ2,|t|(~w)−. Then at ξ2,|t|, we have N∗(~w) ∈ Tξ2,|t|P1Ber
and ξg ∈ Bξ2,|t|(N∗(~w))−. Moreover, we have N2(c1) ∈ Bξg (~v)−. Considering ξk and ξ∞ as in
Proposition 5.18, we have ξ∞ is a 2-periodic point for N and η = ξ∞, as it is shown in Figure 4.
Moreover, we have
ρ(ξg, ξ∞) = 2ρ(ξ1, ξg) = 2ρ(ξg, ξ2,|t|) = 2.
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Figure 4. The 2-periodic type II cycle for Example 5.17.
Now we prove Proposition 5.18.
Proof. By Proposition 5.8, the family {Nt} has a period q ≥ 2 generalized rescaling if and only if
the associated map N has a q-periodic repelling cycles of type II points in P1Ber.
We first show the “only if” part. If (1) does not hold, then any critical point of N are contained
in the Berkovich Fatou set FBer(N). Moreover, for any c ∈ Crit(N), the segment [c, piHV (c)) is in
FBer(N). Note the repelling cycles of type II points intersect with the ramification locus RN. By
Lemmas 3.13 and 3.21, we know the repelling cycles of type II points are contained in V . Thus,
all of them has period 1. It contradicts with the existence of higher period rescalings. If (2) does
not hold, then for any c ∈ Crit(N), the segment [c, piHV (c)) disjoints with the periodic cycles.
Thus, again the repelling cycles of type II points are contained in V . It is contradiction. Now we
show (3) holds. From (1), (2) and the existence of higher period generalized rescalings, we know
for k ≥ 1, there exist unique ξk ∈ (N)−kq(v) ∩ (v, η). By Lemma 3.21, we know (v, η) is in the
ramification locus RN. Then
ρ(ξk, ξk+1) ≥ 2ρ(ξk+1, ξk+2)
for all k ≥ 0. So ρ(ξk, ξk+1) → 0, as k → ∞. Hence the sequence {ξk} converges. Therefore, ξ∞
exists. Moreover, we have Nq(ξ∞) = ξ∞. Note for any point ξ′ ∈ (v, ξ∞), we have
ρ(Nq(ξ′), ξ∞) > ρ(ξ′, ξ∞).
Hence there is no q-periodic point of N in the segment (v, ξ∞). Thus (3) holds.
Now we prove the “if” part. Note the conditions (1) − (3) imply the point ξ∞ is a fixed point
of Nq. Moreover, by Lemma 3.21, we know ξ∞ ∈ RN. Thus ξ∞ is a repelling fixed point of Nq
and ρ(ξk, ξk+1) ≥ 2ρ(ξk+1, ξk+2). Hence ξ∞ is a type II point. So {Nt} has a generalized rescaling
of period q. 
Remark 5.19. As in Proposition 5.18, from the proof, for any point ξ′ ∈ (v, ξ∞), we know
Nq(ξ′) 6= ξ′. Let ~v ∈ Tξ∞P1Ber with v ∈ Bξ∞(~v)−. Then Nq(ξ′) ∈ Bξ∞(~v)− with ρ(Nq(ξ′), ξ∞) >
ρ(ξ′, ξ∞).
In general, the orbit of ξ∞ may intersect the ramification locus RN with more than one points.
For 0 ≤ j < q, let vj = piHV (Nj(c)). If pi[vj ,Nj(ξ∞)](a) 6∈ (vj ,Nj(ξ∞)) for all a ∈ Crit(N), i.e.
the visible points from all critical points of N to the segment [vj ,N
j(ξ∞)] lie in the endpoints
{vj ,Nj(ξ∞)}, then there exists K ≥ 2 such that
ρ(ξk, ξk+1) ≥ Kρ(ξk+1, ξk+2).
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Indeed, let ~vj ∈ TvjP1Ber such that Nj(c) ∈ Bvj (~vj)− and set
K =
q−1∏
j=0
deg~vj N∗.
Moreover, in this case, we have
ρ(v, ξ∞) =
K
K − 1ρ(v, ξ1).
The following two results show there are only finitely many such ξ∞s for Newton map N.
Proposition 5.20. For d ≥ 3, let {Nt} be a holomorphic family of degree d Newton maps, and
let N : P1Ber → P1Ber be the associated map for {Nt}. Then for each c ∈ Crit(N), the segment
(c, piHV (c)) contains at most one type II repelling periodic point.
Proof. By Lemma 3.19, we know there is no type II repelling periodic point in (c, piHV (c)) if
piHr(c) /∈ V . Now we consider the critical points c ∈ Crit(N) with piHr(c) ∈ V . For such c, to
ease notation, let Lc := (c, piHV (c)). Suppose Lc contains a type II repelling periodic point ξ∞
of period q ≥ 2. Set ξ = piHV (ξ∞). By Remark 5.19, we can choose ξ∞ such that there is no
repelling periodic point in (ξ, ξ∞). Suppose ξ′ ∈ Lc \ (ξ, ξ∞] is another type II repelling periodic
point. Let ~v ∈ Tξ∞P1Ber such that ξ′ ∈ Bξ∞(~v)−. By Corollary 3.17, for 1 ≤ ` ≤ q, we know
N`(Bξ∞(~v)
−) is a Bekovich disk with boundary at N`(ξ∞). Thus ξ′ has period kq for some integer
k ≥ 1. Now consider the segment [ξ∞, ξ′]. For 1 ≤ ` ≤ kq, again by Corollary 3.17, we know
N`([ξ∞, ξ′]) = [N`(ξ∞),N`(ξ′)] is a segment. Thus
Nkq([ξ∞, ξ′]) = [Nkq(ξ∞),Nkq(ξ′)] = [ξ∞, ξ′].
However, from Lemma 3.3, we know
ρ(Nkq(ξ∞),Nkq(ξ′)) ≥ 2ρ(ξ∞, ξ′).
It is a contradiction. Thus ξ∞ is the only type II repelling periodic points in Lc. 
We say a critical point c ∈ P1L for a Newton map N ∈ L(z) is totally free if at the point
ξ := piHV (c), the vector ~vc is not in the immediate basin of any (super)attracting fixed point of N∗,
where ~vc ∈ TξP1Ber with c ∈ Bξ(~vc)−. If a critical point c ∈ N is not totally free, then the segment
(c, piHV (c)) is in the Berkovich Fatou set FBer(N). Hence, in this case, there is no type II repelling
periodic point in (c, piHV (c)). Thus, by Proposition 5.20, the number of totally free critical points
give a upper bound of the the number of type II repelling cycles for N.
Proposition 5.21. Let {Nt} be a holomorphic family of degree d ≥ 3 Newton maps and let
N : P1Ber → P1Ber be the associated map for {Nt}. Then N has at most d − 3 totally free critical
points. In particular, N has at most d− 3 type II repelling cycles.
Proof. At a point ξ ∈ V , let Cξ be the set of totally free critical points c of N such that piHV (c) = ξ.
Let Eξ be the set of attracting fixed points of N∗. Then at ξ, we have
#Cξ ≤ 2 degξ N− 2−#{ri : piHV (ri) = ξ} −#Eξ,
where ris are the superattracting fixed points of N. Note there are #V − 1 many points in V such
that the corresponding limits have ∞ as a hole, and hence∑
ξ∈V
#Eξ =
∑
ξ∈V
ValHV (ξ)− (#V − 1) = 2(#V − 1)− (#V − 1) = #V − 1.
Then we have ∑
ξ∈V
#Cξ ≤
∑
ξ∈V
(2 degξ N− 2)−
∑
ξ∈V
#{ri : piH0(ri) = ξ} −
∑
ξ∈V
#Eξ
= 2d− 2− d− (#V − 1) = d− 1−#V.
Note #V ≥ 2. Therefore, N has at most d− 3 totally free critical points. 
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Remark 5.22. Recall that the classical Julia set JI(φ) for a rational map φ ∈ K(z) over a complete
and algebraically closed non-archimedean field K is the Julia set for the map φ : P1K → P1K . It
is known that JI(φ) = JBer(φ) ∩ P1K [4, Theorem 10.67]. The Hsia’s conjecture [20, Conjecture
4.3] asserts that the repelling periodic points in P1K are dense in JI(φ). Be´zivin [7, Theorem 3]
proved the Hsia’s conjecture holds if there exists at least one repelling periodic point in JI(φ).
For a Newton map N(z) ∈ L(z), same argument shows N has at most d − 3 type II repelling
cycles. Rivera-Letelier [4, Theorem 10.88] proved the closure of the repelling cycles in P1Ber is the
Berkovich Julia set. Thus, there are type I repelling cycles for Newton maps over L. Hence the
Hsia’s conjecture holds for Newton maps N ∈ L(z).
Now we can give an upper bound of the number of higher periodic (generalized) rescalings for
holomorphic families of degree d ≥ 3 Newton maps, which sharps the Kiwi’s general results in [25].
First,
Theorem 5.23. Let {Nt} be a holomorphic family of degree d ≥ 3 Newton maps. Then there are
at most d − 3 dynamically independent (generalized) rescalings of periods of period at least 2 for
{Nt}. Moreover, all the corresponding rescaling limits have degree at most 2d−3.
Proof. By Propositions 5.8 and 5.21, it follows that {Nt} has at most d−3 (generalized) rescalings
of periods at least 2. Let {Mt} be a rescaling of period q ≥ 2 for {Nt} and fˆ is the corresponding
rescaling limit. Denote N : P1Ber → P1Ber the associated map for {Nt}. Then by Proposition 5.8,
we have deg fˆ = degξ N
q, where ξ = M(ξg) and M is the associated map for {Nt}. Let
I = {i ∈ {0, · · · , q − 1} : degNi(ξ) N ≥ 2}.
So we have
deg fˆ =
∏
i∈I
degNi(ξ) N.
By Proposition 5.21, we have ∑
i∈I
degNi(ξ) N ≤ 2(d− 3).
Let ` := #I. Then, by the relation of arithmetic and geometric means, we have
deg fˆ ≤
(
2(d− 3)
`
)`
.
Let m = 2(d− 3)/`. Note ` and m are integers. Then(
2(d− 3)
`
)`
= m
2(d−3)
m ≤ 2d−3,
where we get the inequality by taking logarithm. 
Corollary 5.24. Let {Nt} be a holomorphic family of cubic Newton maps. Then there is no
(generalized) rescalings of higher periods for {Nt}.
For a holomorphic family {Nt} of degree d ≥ 3 Newton maps, if {Mt} is an affine rescaling of
period q ≥ 2 for {Nt}, then M−1t ◦ Nt ◦Mt converges subalgebraically to the point in I(d). For
if otherwise, by the continuity of iteration away from the indeterminacy locus, M−1t ◦ Nt ◦Mt
converges locally uniformly to a rational map of degree at least 2 because
M−1t ◦Nqt ◦Mt = (M−1t ◦Nt ◦Mt)q.
Theorem 5.25. Let {Nt} be a holomorphic family of degree d ≥ 3 Newton maps, and let {Mt} be
a rescaling of period q ≥ 2 for {Nt}. Then the rescaling limit of {Mt} for {Nt} is conjugate to a
polynomial.
Proof. By Remark 5.7, it is sufficient to show the rescaling limit is a polynomial if Mt is affine.
Now we assume Mt is affine and suppose M
−1
t ◦Nqt ◦Mt converges subalgebraically to f = Hf fˆ .
Then fˆ is the corresponding rescaling limit of the rescaling {Mt} for {Nt} of period q. Now we
show fˆ is a polynomial.
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Set
N˜t = M
−1
t ◦Nt ◦Mt.
Then in projective coordinates, as t→ 0,
N˜t([X : Y ])→ Y d[1 : 0].
Let N˜ : P1Ber → P1Ber be the associated map for {N˜t}. Then by Proposition 5.8, we have
N˜q(ξg) = ξg.
Let µ be the weak limit of measures µN˜t . By Proposition 4.8, we have µ = δ∞. By Proposition
4.2, as t→ 0, the measure µN˜qt converges weakly to µf since f 6∈ I(d
q) and µN˜qt
= µN˜t . Then we
have
µf = δ∞.
Write f([X : Y ]) = Hf (X,Y )fˆ([X : Y ]). Then by the definition of µf in Section 4, we have [1 : 0]
is the unique zero of Hf (X,Y ) and fˆ
−1([1 : 0]) = [1 : 0]. Thus fˆ is a polynomial. 
Remark 5.26. Alternatively, Theorem 5.25 is also a consequence of Corollary 3.17. Indeed, let
N be the associated map of {Nt} and let ξ ∈ P1Ber be a type II repelling periodic point of period
q ≥ 2. Let ~v∞ ∈ TξP1Ber be such that ∞ ∈ Bξ(~v∞)−. Then ~v∞ is a totally invariant direction for
the induced map Nq∗ : TξP1Ber → TξP1Ber. Hence, at ξ, the map Nq∗ is a polynomial.
Remark 5.27. If the holomorphic family {Nt} of Newton maps has a periodic q ≥ 2 rescaling, let
ξ ∈ P1Ber be a corresponding periodic point of period q for the associated map N, which lies in the
Ramification locus RN. By Proposition 5.18, we know ξ in the Berkovich Julia set JBer(N). As
in the proof of Theorem 4.8, if ~v ∈ TξP1Ber satisfies that Bξ(~v)− ∩ JBer(N) 6= ∅, then ∞ ∈ Bξ(~v)−.
Hence, if we consider the vertices set Γ = {ξ}, then the equilibrium Γ-measure only charges the
disk Bξ(~v)
− containing ∞.
Recall that Ratssd ⊂ P2d+1 is the semistable locus. Silverman gave the following criterion of
semistablity.
Lemma 5.28. [45, Proposition 2.2] Let f ∈ P2d+1. Then f 6∈ Ratssd if and only if there exists
M ∈ PGL2(C) such that
M−1 ◦ f ◦M = [ad : · · · : a0 : bd : · · · : b0]
with ai = 0 for all i ≥ (d+ 1)/2 and bi = 0 for all i ≥ (d− 1)/2.
Considering the holes and depths, DeMarco [10] gave another way to describe Ratssd .
Lemma 5.29. [10, Section 3] Let f = Hf fˆ ∈ P2d+1. Then f = Hf fˆ ∈ Ratssd if and only if the
depth of each hole is ≤ (d+ 1)/2 and if dh(f) ≥ d/2, then fˆ(h) 6= h.
The following result claims that higher periodic rescalings lead to non-semistable subalgebraical
limits.
Proposition 5.30. Let {Nt} be a holomorphic family of degree d ≥ 3 Newton maps, and let {Mt}
be a rescaling of period q ≥ 2 for {Nt}. Suppose that M−1t ◦Nqt ◦Mt converges to f subalgebraically.
Then f 6∈ Ratssdq .
Proof. We write f = Hf fˆ . By Theorem 5.25, we can assume fˆ is a polynomial. From the proof
of Theorem 5.25, we know Hole(f) = {∞}. To show f 6∈ Ratssdq , by Lemma 5.29, it is sufficient to
show the hole z =∞ has depth d∞(f) ≥ dq/2.
If q > d− 3, then by Theorem 5.23, we have
deg fˆ
dq
≤ 2
d−3
dq
<
1
2
.
34 HONGMING NIE
If 2 ≤ q ≤ d − 3, let {ξ0, ξ1, · · · , ξq−1} be the corresponding type II repelling cycle. Without
loss of generality, we suppose {ξ0, ξ1, · · · , ξq−1} ∩ RN = {ξ0, · · · , ξ`−1}. Then
deg fˆ =
`−1∏
i=0
degξi N.
At a point ξi, let ~vi ∈ TξiP1Ber with ∞ ∈ Bξi(~v)−. For each i = 0, · · · , `− 1, suppose there are ni
critical points of N that are not in Bξi(~v)
−. By Lemma 3.19 and Proposition 5.21, we have
n0 + · · ·+ n`+1 ≤ d− 3.
Now we claim degξi N = ni + 1 for 0 ≤ i ≤ `− 1. By Lemma 3.3, there exists ξ′i ∈ Bξi(~vi)− such
that the directional multiplicity mN(ξi, ~vi) = degξ′′i N for any ξ
′′
i ∈ (ξ1, ξ′1). By Lemma 3.7, we
know degξ′′i N ≥ degξi N. Thus, mN(ξi, ~vi) ≥ degξi N. Hence
mN(ξi, ~vi) = degξi N.
Let M1,M2 ∈ PGL2(L) such that M1(ξg) = ξi and M2(ξg) = N(ξi). Then at ξi, the vector
(M−11 )∗(~vi) is a fixed point of (M
−1
2 ◦N ◦M1)∗, and
deg(M−11 )∗(~vi)
(M−12 ◦N ◦M1)∗ = deg(M−12 ◦N ◦M1)∗.
Thus, ~vi is a critical point of N∗ with multiplicity deg N∗ − 1. Now without of loss generality, we
suppose the ni critical points of N that are not in Bξi(~v)
− are in distinct directions at ξi. Then
we have
ni + deg N∗ − 1 = 2 deg N∗ − 2.
Thus ni = deg N∗ − 1. It follows that
deg fˆ =
`−1∏
i=0
(ni + 1).
Note
(n0 + 1) + · · ·+ (n`−1 + 1) ≤ d− 3 + `.
So we have
deg fˆ ≤ (d− 3 + `
`
)`.
Thus
deg fˆ
dq
≤ 1
dq−`
(
d− 3 + `
`d
)` ≤ 1
d
≤ 1
2
.
Therefore, d∞(f) = dq − deg fˆ ≥ dq/2. 
For a holomorphic family {Nt} of quartic Newton maps, by Theorems 5.23 and 5.25, we know
that {Nt} has at most 1 rescaling of period at least 2 and the corresponding rescaling limit is
a quadratic polynomial. To end this subsection, based on Example 5.17, we consider r˜(t) =
{r˜1(t), r˜2(t), r˜3(t), r˜4(t)}, where
r˜1(t) = −1−
√
3i+ (5 +
40
√
3
9
i)t2,
r˜2(t) = −1 +
√
3i+ (5− 40
√
3
9
i)t2,
r˜3(t) = 2 +
√
30
3
t− 5t2 + at3,
r˜4(t) = 2−
√
30
3
t− 5t2 − at3.
Then by computation, we get {Mt(z) = 5t2z/18} is a period 2 rescaling for {Nr˜(t)} and the
corresponding rescaling limit is
fa(z) = z
2 + 62 +
144a
√
30
25
.
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Note for any quadratic polynomial P , there exists a ∈ C such that P is conjugate to fa. Thus,
for an arbitrary quadratic polynomial, there exists a holomorphic family {Nt} of quartic Newton
maps such that this polynomial is a rescaling limit of a period 2 rescaling for {Nt}.
Acknowledgements
This paper is a part of the author’s PhD thesis. He thanks his advisor Kevin Pilgrim for
introducing him this topic and for fruitful discussions. The author would like to thank Jan Kiwi,
Laura DeMarco and Juan Revira-Letelier for valuable comments. The author is also grateful to
Matthieu Arfeux and Ken Jacobs for useful conversations.
References
[1] Daniel S. Alexander. A history of complex dynamics. Aspects of Mathematics, E24. Friedr. Vieweg & Sohn,
Braunschweig, 1994. From Schro¨der to Fatou and Julia.
[2] M. Arfeux and G. Cui. Arbitrary large number of non trivial rescaling limits. ArXiv e-prints, June 2016.
[3] Matthieu Arfeux. Dynamics on trees of spheres. Journal of the London Mathematical Society, 95(1):177–202,
2017.
[4] Matthew Baker and Robert Rumely. Potential theory and dynamics on the Berkovich projective line, volume
159 of Mathematical Surveys and Monographs. American Mathematical Society, Providence, RI, 2010.
[5] Robert L. Benedetto. Non-archimedean dynamics in dimension one, lecture notes. Preprints,
http://math.arizona.edu/ swc/aws.
[6] Vladimir G. Berkovich. Spectral theory and analytic geometry over non-Archimedean fields, volume 33 of
Mathematical Surveys and Monographs. American Mathematical Society, Providence, RI, 1990.
[7] Jean-Paul Be´zivin. Sur les points pe´riodiques des applications rationnelles en dynamique ultrame´trique. Acta
Arith., 100(1):63–74, 2001.
[8] Professor Cayley. Desiderata and Suggestions: No. 3.The Newton-Fourier Imaginary Problem. Amer. J. Math.,
2(1):97, 1879.
[9] Laura DeMarco. Iteration at the boundary of the space of rational maps. Duke Math. J., 130(1):169–197, 2005.
[10] Laura DeMarco. The moduli space of quadratic rational maps. J. Amer. Math. Soc., 20(2):321–355, 2007.
[11] Laura DeMarco and Xander Faber. Degenerations of complex dynamical systems. Forum Math. Sigma, 2:e6,
36, 2014.
[12] Laura DeMarco and Xander Faber. Degenerations of complex dynamical systems II: analytic and algebraic
stability. Math. Ann., 365(3-4):1669–1699, 2016. With an appendix by Jan Kiwi.
[13] Toka Diagana and Franc¸ois Ramaroson. Non-Archimedean operator theory. SpringerBriefs in Mathematics.
Springer, Cham, 2016.
[14] Adam Lawrence Epstein. Bounded hyperbolic components of quadratic rational maps. Ergodic Theory Dynam.
Systems, 20(3):727–748, 2000.
[15] Xander Faber. Topology and geometry of the Berkovich ramification locus for rational functions, I. Manuscripta
Math., 142(3-4):439–474, 2013.
[16] Xander Faber. Topology and geometry of the Berkovich ramification locus for rational functions, II. Math.
Ann., 356(3):819–844, 2013.
[17] Charles Favre and Juan Rivera-Letelier. The´orie ergodique des fractions rationnelles sur un corps ultrame´trique.
Proc. Lond. Math. Soc. (3), 100(1):116–154, 2010.
[18] Alexandre Freire, Artur Lopes, and Ricardo Man˜e´. An invariant measure for rational maps. Bol. Soc. Brasil.
Mat., 14(1):45–62, 1983.
[19] Joel Friedman. On the convergence of Newton’s method. J. Complexity, 5(1):12–33, 1989.
[20] Liang-Chung Hsia. Closure of periodic points over a non-Archimedean field. J. London Math. Soc. (2),
62(3):685–700, 2000.
[21] John Hubbard, Dierk Schleicher, and Scott Sutherland. How to find all roots of complex polynomials by
Newton’s method. Invent. Math., 146(1):1–33, 2001.
[22] Mattias Jonsson. Dynamics of Berkovich spaces in low dimensions. In Berkovich spaces and applications, volume
2119 of Lecture Notes in Math., pages 205–366. Springer, Cham, 2015.
[23] Jan Kiwi. Puiseux series polynomial dynamics and iteration of complex cubic polynomials. Ann. Inst. Fourier
(Grenoble), 56(5):1337–1404, 2006.
[24] Jan Kiwi. Puiseux series dynamics of quadratic rational maps. Israel J. Math., 201(2):631–700, 2014.
[25] Jan Kiwi. Rescaling limits of complex rational maps. Duke Math. J., 164(7):1437–1470, 2015.
[26] M. Ju. Ljubich. Entropy properties of rational endomorphisms of the Riemann sphere. Ergodic Theory Dynam.
Systems, 3(3):351–385, 1983.
[27] R. Lodge, Y. Mikulich, and D. Schleicher. A classification of postcritically finite Newton maps. ArXiv e-prints,
October 2015.
[28] R. Lodge, Y. Mikulich, and D. Schleicher. Combinatorial properties of Newton maps. ArXiv e-prints, October
2015.
36 HONGMING NIE
[29] Ricardo Man˜e´. On the uniqueness of the maximizing measure for rational maps. Bol. Soc. Brasil. Mat., 14(1):27–
43, 1983.
[30] Anthony Manning. How to be sure of finding a root of a complex polynomial using Newton’s method. Bol. Soc.
Brasil. Mat. (N.S.), 22(2):157–177, 1992.
[31] Curt McMullen. Families of rational maps and iterative root-finding algorithms. Ann. of Math. (2), 125(3):467–
493, 1987.
[32] Y Mikulich. Newton’s method as a dynamical system. PhD thesis, Jacobs University Bremen, 2011.
[33] John Milnor. Geometry and dynamics of quadratic rational maps. Experiment. Math., 2(1):37–83, 1993. With
an appendix by the author and Lei Tan.
[34] John Milnor. Dynamics in one complex variable, volume 160 of Annals of Mathematics Studies. Princeton
University Press, Princeton, NJ, third edition, 2006.
[35] H. Nie. Compactifications of the moduli spaces of Newton maps. Preprint, 2017.
[36] Juan Rivera-Letelier. Dynamique des fonctions rationnelles sur des corps locaux. Aste´risque, (287):xv, 147–230,
2003. Geometric methods in dynamics. II.
[37] Juan Rivera-Letelier. Espace hyperbolique p-adique et dynamique des fonctions rationnelles. Compositio Math.,
138(2):199–231, 2003.
[38] Juan Rivera-Letelier. Points pe´riodiques des fonctions rationnelles dans l’espace hyperbolique p-adique. Com-
ment. Math. Helv., 80(3):593–629, 2005.
[39] P. Roesch. On local connectivity for the Julia set of rational maps: Newton’s famous example. Ann. of Math.
(2), 168(1):127–174, 2008.
[40] Pascale Roesch, Xiaoguang Wang, and Yongcheng Yin. Moduli space of cubic Newton maps. Adv. Math.,
322:1–59, 2017.
[41] Jesu´s M. Ruiz. The basic theory of power series. Advanced Lectures in Mathematics. Friedr. Vieweg & Sohn,
Braunschweig, 1993.
[42] Robert Rumely. A new equivariant in nonarchimedean dynamics. Algebra Number Theory, 11(4):841–884, 2017.
[43] D. Schleicher. On the Efficient Global Dynamics of Newton’s Method for Complex Polynomials. ArXiv e-prints,
August 2011.
[44] Mitsuhiro Shishikura. The connectivity of the Julia set and fixed points. In Complex dynamics, pages 257–276.
A K Peters, Wellesley, MA, 2009.
[45] Joseph H. Silverman. The space of rational maps on P1. Duke Math. J., 94(1):41–77, 1998.
[46] J Stimson. Degree two rational maps with a periodic critical point. PhD thesis, University of Liverpool, 1993.
[47] Scott Sutherland. Finding roots of complex polynomials with Newton’s method. ProQuest LLC, Ann Arbor,
MI, 1989. Thesis (Ph.D.)–Boston University.
[48] Lei Tan. Branched coverings and cubic Newton maps. Fund. Math., 154(3):207–260, 1997.
[49] F. von Haeseler and H.-O. Peitgen. Newton’s method and complex dynamical systems. Acta Appl. Math.,
13(1-2):3–58, 1988.
Department of Mathematics, Indiana University, 831 East Third Street, Bloomington, Indiana 47405,
USA
E-mail address: nieh@indiana.edu
