Abstract. Let Fω 1 be the countable admissible ordinal equivalence relation defined on ω 2 by x Fω 1 y if and only if ω x 1 = ω y 1 . Some invariant descriptive set theoretic properties of Fω 1 will be explored using infinitary logic in countable admissible fragments as the main tool. Marker showed Fω 1 is not the orbit equivalence relation of a continuous action of a Polish group on ω 2. Becker stengthened this to show Fω 1 is not even the orbit equivalence relation of a ∆ 1 1 action of a Polish group. However, Montalban has shown that Fω 1 is ∆ 1 1 reducible to an orbit equivalence relation of a Polish group action, in fact, Fω 1 is classifiable by countable structures. It will be shown here that Fω 1 must be classified by structures of high Scott rank. Let Eω 1 denote the equivalence of order types of reals coding well-orderings. If E and F are two equivalence relations on Polish spaces X and Y , respectively, E ≤ a∆ 1 1 F denotes the existence of a ∆ 1 1 function f : X → Y which is a reduction of E to F , except possibly on countable many classes of E. Using a result of Zapletal, the existence of a measurable cardinal implies Eω 1 ≤ a∆ 1 1 Fω 1 . However, it will be shown that in Gödel's constructible universe L (and set generic extensions of L), Eω 1 ≤ a∆ 1 1 Fω 1 is false. Lastly, the techniques of the previous result will be used to show that in L (and set generic extensions of L), the isomorphism relation induced by a counterexample to Vaught's conjecture cannot be ∆ 1 1 reducible to Fω 1 . This shows the consistency of a negative answer to a question of Sy-David Friedman.
Introduction
If x ∈ ω 2, ω is also the minimum ordinal height of admissible sets containing x as an element. The latter definition will be more relevant for this paper. The eponymous countable admissible ordinal equivalence relation, denoted by F ω1 , is defined on ω 2 by:
x F ω1 y ⇔ ω
It is an Σ 1 1 equivalence relation with all classes ∆ 1 1 . Moreover, F ω1 is a thin equivalance relation, i.e., it has no perfect set of inequivalence elements. Some further properties of F ω1 as an equivalence relation will be established in this paper.
Some basic results in admissibility theory and infinitary logic that will be useful throughout the paper will be reviewed in Section 2. This section will cover briefly topics such as KP, admissible sets, Scott ranks, and the Scott analysis. In this section, aspects of Barwise's theory of infinitary logic in countable admissible fragments, which will be the main tool in many arguments, will be reviewed. As a example of an application, a proof of a theorem of Sacks (Theorem 2.16), which establishes that every countable admissible ordinal is of the form ω x 1 for some x ∈ ω 2, will be given. This proof serves as a template for other arguments. Sacks theorem also explains why it is appropriate to call F ω1 the "countable admissible ordinal equivalence relation".
There have been some early work on whether F ω1 satisfies certain properties of equivalence relations related to generalization of Vaught's conjecture. For example, Marker in [14] has shown that F ω1 is not induced by a continuous action of a Polish group on the Polish space ω 2. Becker in [3] , page 782, strenghened this to show that: the equivalence relation F ω1 is not an orbit equivalence relation of a ∆ 1 1 group action of a Polish group. A natural question following these results would be whether F ω1 is ∆ be what properties must these reductions have.
In Section 3, F ω1 will be shown to be ∆ 1 1 reducible to a continuous action of S ∞ , i.e., it is classifiable by countable structures. An explicit ∆ 1 1 classification of F ω1 by countable structures in the language with a single binary relation symbol, due to Montalbán, will be provided. The classification of F ω1 will use an effective construction of the Harrison linear ordering. This classification, denoted f , has the additional property that for all x ∈ ω 2, SR(f (x)) = ω x 1 + 1. This example was provided by Montalbán through communication with Marks and the author.
The explicit classification, f , mentioned above has images that are structures of high Scott rank. In Section 4, it will be shown that this is a necessary feature of all classification of F ω1 by countable structures. The lightface version of the main result of this section is the following: The more general form considers reductions that are ∆ 1 1 (z) and involves a condition on the admissible spectrum of z. Intuitively, Theorem 4.2 (in its lightface form as stated above) asserts that any potential classification of F ω1 must have high Scott rank in the sense that the image of any real under the reduction is a structure of high Scott rank. High Scott rank means that SR(f (x)) is either ω equivalence relation may have a few unwieldly classes. The almost Borel reduction is especially useful since it can be used to ignore these classes. One example of such an Σ 1 1 equivalence relation is E ω1 which is the isomorphism relation of well-orderings with a single class of non-well-orderings. It is defined on ω 2 by:
x E ω1 y ⇔ (x, y / ∈ W O) ∨ (ot(x) = ot(y)) E ω1 is a thin Σ 
Admissibility and Infinitary Logic
The reader should refer to [2] for definitions and further details about admissibility. Let∈ denote a binary relation symbol. Let L be a language such that∈ ∈ L . KP L denotes KripkePlatek Set Theory in the language L with∈ serving as the distinguished membership symbol. The L subscript will usually be concealed. KP + INF is KP augmented with the axiom of infinity.
and only if A |= KP, A is a transitive set, and∈
If A is an admissible set, then o(A) = A ∩ ON. An ordinal α is an admissible ordinal if and only if there is an admissible set A such that α = o(A). More generally, if x ∈ ω 2, an ordinal α is x-admissible if and only if there is an admissible set A such that x ∈ A and α = o(A).
The admissibility spectrum of x is Λ(x) = {α : α is an x-admissible ordinal}.
Definition 2.2. For x ∈ ω 2, let HYP(x) denotes the ⊆-smallest admissible set containing x.
, where α ∈ ON and x is a set, is a Σ 1 function in KP. In fact, it is ∆ 1 .
Proof. See [2] , Chapter II, Section 5 -7. Also note that the function is defined on a ∆ 1 set.
Proof. See [2] , Theorem II.5.7.
Proof. See [2] , Theorem II.5.9.
. HYP x is the set of all x-hyperarithmetic reals.
In particular, x-hyperarithmetic reals are exactly those reals that appear in all admissible sets containing x.
Next, the relevant aspects of first order infinitary logic and admissible fragments will be reviewed. The detailed formalization can be found in [2] , Chapter III. Definition 2.8. Let L denote a first order language (a set of constant, relation, and function symbols). Fix a ∆ 1 class {v α : α ∈ ON}, which will represent variables. L ωω denotes the collection of finitary L -formulas using variables from {v i : i < ω}. L ∞ω denotes the collection of all infinitary formulas with finitely many free variables.
Proof. See [2] , Proposition III.1.4 and page 81. Proof. See [2] , pages 82-82.
The last equivalence follows from ∆ 1 absoluteness. (III) One other distinguished constant symbolċ. The elements of L can be appropriately coded as elements of A so that L is ∆ 1 definable over A.
Let T be a theory in the countable admissible fragment L A consisting of the following:
(iv) For each ordinal σ ∈ α, "σ is not admissible relative toċ". More formally, "Lσ(ċ) |= KP + INF".
(v)z ≤ Tċ . T can be coded as a class in A in such a way that it is Σ 1 in A. T is consistent: Find any u ∈ ω 2 which codes an ordinal greater than α. Let c = u ⊕ z. Consider the following L -structure M:
Since the Mostowski collapse map is a Σ 1 definable function in KP, if reals code binary relations in the usual way, then KP proves the existence of ot(u). Thus ot(u) ∈ L σ (c). However, ot(u) > α > σ. Contradiction. It has been shown that M also satisfy (iv). T is consistent.
The Solid Model Existence Theorem (Theorem 2.15) implies there is a solid L -structure B |= T such that
The claim is that ω Remark 2.17. This proof of Sacks theorem is the basic template for several other arguments throughout the paper. This proof will be frequently referred.
Next, various aspects of the Scott analysis will be reviewed. Since there are some minor variations among the definitions of Scott rank, Scott sentences, canonical Scott sentences, etc., these will be provided below. See [15] , page 57-60 or [16] for more information. 
(I) Let X be the set of all atomic and negation atomic L -formulas with free variables v such that
For M, a L-structure, and a ∈ k M (for some k), define ρ(M,ā) to be the least α ∈ ON such that for all 
Proof. It can be defined by Σ-recursion.
Proof. This is proved by induction. See [15], Lemma 2.4.13.
Definition 2.23. Let L be a language. Let ϕ be a formula of L ∞ω . The quantifier rank of ϕ denoted qr(ϕ) is defined as follows:
Proof. It can be defined by Σ-recursion. Proof. This is proved by induction. Remark 2.27. A common phenomenon is that certain properties are reflected between appropriate admissible sets and the true universe. A useful observation is that if such a property holds from the point of view of an admissible set then it is true in the universe. The above proposition asserts that infinitary elementary equivalence is such a property.
Another familiar example is the effective boundedness theorem.
. Let A be a countable admissible set containing the parameters used to define B. Inside of A, ϕ(B) is bounded by o(A). A priori, the true bound on ϕ(B) may be higher as the true universe has more countable ordinals and more members of B. However, the effective boundedness theorem asserts that in fact, in the true universe, ϕ(B) is bounded by o(A).
The following proposition with an included proof shows countable admissible sets can also be used to produce true bounds on the Scott rank.
Proposition 2.28. Let L be a countable language and M be a countable L -structure. One may identify M as a real by associating it with an isomorphic structure on ω. If A is an admissible set with
Proof. See [16] , Corollary 1.
It suffices to show that R(M ) ≤ O(M). Suppose not. Then there exists a and b such that for all Proof. Observe the first statement asserts that there exists a sentence such that whenever a countable structure satisfies this sentence, there exists an isomorphism between it and M. The existence of this sentence requires working beyond KP + INF. The second statement asserts that KP + INF can prove that if a Scott sentence happens to exist, then for any countable structure satisfying this sentence, there is an isomorphism between it and M. This is the Scott's isomorphism theorem. See Proposition 2.33. Let {φ e : e ∈ ω} be a recursive enumeration of {∈} ωω -formulas. The relation on x ∈ S({∈}) and e ∈ ω asserting "x |= φ e " is ∆ Remark 2.34. One can check that there is a ∆ 1 1 function such that given A ∈ S * and n ∈ ω, the function gives the element of A which A thinks is n. Using this, one can determine in a ∆ 1 1 way whether A ∈ S * thinks some x ∈ ω 2 exists. In the following, if A ∈ S * and x ∈ ω 2, the sentence "x ∈ A" should be understood as this informally described ∆
These equivalences are established using the absoluteness of satisfaction. This shows that Mod(ϕ) is ∆
Remark 2.36. Later, the paper will be concerned with relating countable admissible sets and isomorphism of countable structures. The second statement of Theorem 2.30 captures the essence of these types of arguments: Isomorphism of countable structures is reflected between the true universe and admissible sets which witness the countability of the relevant structures and possesses a Scott sentence for these structures. The original arguments for some results of this paper used more directly the second statement of Theorem 2.30. The argument presented below is simpler using the Scott isomorphism theorem and Proposition 2.35 but may conceal this essential idea. Now to introduce the main equivalence relation of this paper: Definition 2.37. Let F ω1 be the equivalence relation defined on ω 2 by x F ω1 y if and only if ω Since α < ω z 1 , there exists some e ∈ ω such that {e} z is the characteristic function of a well-ordering isomorphic to α. Let B = {y ∈ ω 2 :
Classifiable by Countable Structures
Definition 3.1. Let x ∈ ω 2. A linear ordering R on ω is an x-recursive x-pseudo-wellordering if and only if R is an x-recursive linear ordering on ω which is not a wellordering but L ω x 1 (x) |= R is a wellordering, i.e. R has no x-hyperarithmetic descending sequences. Proof. See [9] or [19] , III.2.1. A generalized form of this construction will be used below. This can also be proved using Theorem 2.15 and infinitary logic in admissible fragments. In the application of Theorem 2.15, Barwise compactness is used to show the consistency of the appropriate theory in the countable admissible fragment. See Nadel's proof given in [1] VIII, Section 5.7 for more details.
The following characterizes the order type of x-recursive x-pseudo-wellorderings: 
See Remark 2.34 about what "y ∈ A" should precisely mean. The latter part of the equivalence is Π 1 1 . Hence the result follows from the claim.
To prove the claim: (⇒) Suppose A ∈ S * . Let n ∈ ω be the representative of y in A. Since A |= KP, by Lemma 2.14 (Truncation Lemma), WF(A) |= KP. Let π be the Mostowski collapse of WF(A) onto an admissible set B. y ∈ B since y = π(n). Since x ∈ HYP y , x is in every admissible set containing y. x ∈ B. Then π −1 (x) represents x in A.
(⇐) Recall HYP(y) is the smallest admissible set containing x and ω. The domain of HYP(y) is L ω y 1 (y). It is countable. Let π : L ω y 1 (y) → ω be any bijection. The bijection gives an element A ∈ S * isomorphic to HYP(y). π(y) represents y in A. There exists some n ∈ ω such that n represents x in A, by the hypothesis.
The following propositions uses the ideas from [19] III.1 and III.2.
Proposition 3.5. There exists a recursive tree U on 2 × ω such that for all x ∈ ω 2, U x has a path but has no x-hyperarithmetic paths.
Proof.
is ill-founded. Define the relation Φ on
where
For any y, if U y has a path f , then Φ(y, f ). Therefore,
Let f be such that f 0 = x and
Definition 3.6. The Kleene-Brouwer ordering < KB is defined on <ω ω as follows: s < KB t if and only if (i) t s and |t| < |s| or (ii) If there exists an n ∈ ω such that for all k < n, s(k) = t(k) and s(n) < t(n). Proof. If f ∈ [T ], then {f ↾ n : n ∈ ω} is an infinite descending sequence in < KB ↾ T .
Let S = {s n ∈ <ω 2 : n ∈ ω} be an x-hyperarithmetic descending sequence in
Now to produce a classification of F ω1 by countable structures. The idea will be to send x to an x-Harrison linear ordering. Using Proposition 3.5 and applying the Kleene-Brouwer ordering, one can obtain a function g such that g(x) is an x-recursive x-pseudo-wellordering. Now suppose ω x 1 = ω y 1 . Let α denote this admissible ordinal. By Theorem 3.3, ot(g(x)) = α(1 + η) + ρ x and ot(g(y)) = α(1 + η) + ρ y , where ρ x < α and ρ y < α. However, it could happen that ρ x = ρ y . One way to modify g to get a classification of F ω1 would be to "cut off" the recursive tail of g(x). To do this, one uses a trick, suggested Montalban, to cut off the recursive tail of the order type by taking a product of ω copies of g(x). The details follow:
Proof. Let P be any x-recursive x-pseudo-wellorderings of order type ω x 1 (1 + η) + ρ. Let P × ω be the x-recursive structure isomorphic to ω copies of P following each other. P × ω is still an x-recursive x-pseudowellordering. It has no x-recursive tail. By Theorem 3.3, ot(P × ω) = (ω
Proposition 3.9. There exists an e ∈ ω such that for all x ∈ ω 2, {e} x is isomorphic to (< KB ↾ U x ) · ω, where U comes from Proposition 3.5.
Proof. This is basic recursion theory using the previous results. Proof. Let L = {Ṙ}, whereṘ is a binary relation symbol. F ω1 will be classified by countable L -structures. U x is an x-hyperarithmetic tree with paths but no x-hyperarithmetic path. Hence < KB ↾ U x is an x-recursive linear ordering with infinite descending sequences but no x-hyperarithmetic infinite descending sequences. So < KB ↾ U x is an x-recursive x-pseudo-wellordering. It has order type ω x 1 (1 + η) + ρ for some ρ < ω x 1 . Therefore, (< KB ↾ U x ) · ω has order type ω 
Finer Aspects of Classification by Countable Structures
The previous section provided an explicit classification f : ω 2 → S(L ) which was ∆ 1 1 and for all x ∈ ω 2, SR(f (x)) = ω x 1 + 1. This section will show that any classification of F ω1 by countable structures must have a similar property.
The next result will calculate the complexity of each F ω1 class according to effective descriptive set theory. There exists some z ∈ ω ω such that z ∈ [U y ]. Consider the L -structure M defined as follows:
Contradiction. Suppose f is a classification of F ω1 by countable structures in some recursive language. The Scott rank of the image of f must be high:
Proof. Suppose there exists an x ∈ ω 2 with ω 
(y), and in particular, z is in every admissible set containing y. Since f is ∆ Using the methods of infinitary logic as above, there is one obvious idea to try in order to force the Scott rank to be as high as possible:
Let J be a countable recursive language. Suppose f :
Since f is ∆ 
Next to show T is consistent: Find w such that ω 
u =ė N , and t =ṡ N . As before, ω
Since N is solid, by ∆ 1 -absoluteness between transitive models, V |= u ∈ [U (v,w) ]. Hence w = f (v). Now, one would like to show that ρ((w, t)) = ω x 1 . The problem occurs in how N can satisfy (vi). It seems possible that there is an α < ω x 1 such that for all (v, q) and β < ω
The natural question is whether this is actually possible: Is there a structure w on ω, a tuple t ∈ <ω ω, and an ill-founded model N of KP such that V |= ρ((w, t)) < ON ∩ N but for all α < ON ∩ N , N |= ρ((w, t)) > α.
Proposition 4.4. (Makkai) There is a hyperarithmetic (or even computable) structure P such that SR(P
Proof. See [11] . Also see [4] , Theorem 3.6.
Before this, there had not been much difficulty proving the consistency of the desired theory by exhibiting some model with domain H ℵ1 . A model of the next theory is not as easily produced. The classical Barwise compactness theorem will be useful in showing consistency in this case. 
Proof. Let L be a language consisting of the following (I) A binary relation symbol∈.
consisting of the following
. Then there exists α < ω ∅ 1 such that all ordinals mentioned in sentences of type (iii) are less than α. Since SR(P ) = ω ∅ 1 , there exists some t ∈ <ω ω such that ρ((P, t)) > α. Consider the L -structure defined as follows:
Then M |= F . F is consistent. By Barwise compactness (Theorem 4.5), T is consistent. By Theorem 2.15, there is a solid structure N |= T . Let t =ṡ N . Since N |= T , for all α < ω ∅ 1 , N |= ρ((P, t)) > α. However, since SR(P ) = ω ∅ 1 , one has V |= ρ((P, t)) < ω Proof. Since ω x 1 is not recursively inaccessible let β be the largest admissible ordinal less than ω
, it is an x-recursive ordinal. There is an e such that {e} w has order type β + 1. The set
In the proof above, one needed a bijection in L α (x) between ω and Λ(∅) ∩ α. Note that by Σ 1 collection, there is no Σ 1 function f : γ → α with γ < α and f unbounded. If α is recursively inaccessible, then Λ(∅) ∩ α is unbounded in α. Hence when α is recursively inaccessible, there can not exist such a bijection. Proposition 4.9. Suppose α < ω 1 is an admissible but not recursively inaccessible ordinal. Let L = {<}. There exists z with ω
The claim is that B is ∆
Now define the following function h :
Proposition 4.9 asserts that for each α < ω 1 which is admissible but not recursively inaccessible, there exists some z with ω z 1 = α and some ∆ 1 1 (z) classification of F ω1 such that the Scott rank condition of Theorem 4.2 fails on all the F ω1 -classes associated with admissible ordinals less than α. Can this also be achieved when α is recursively inaccessible?
The most interesting question of this kind is: Is there some classification f of F ω1 which is ∆ 1 1 (z) and the Scott rank condition fails for some class associated with an admissible ordinal α > ω 1 equivalence relation on a Polish space X. Let P be a forcing and τ be a P-name for an element of X, i.e. 1 P P τ ∈ X. Let τ left and τ right be P 2 -names for the evaulation of τ according to the left and right P-generic coming from the P 2 -generic. τ is an E-pinned P-name if and only if 1 P 2 τ left E τ right .
( [20] Definition 4.1.1 and 4.1.2) Let P and Q be two forcings. σ be an E-pinned P name and τ be an E-pinned Q-name. Define the relation σĒ τ if and only if P × Q σ E τ (where σ and τ are considered P × Q-names in the natural way). The pinned cardinal of E, denoted κ(E), is the smallest cardinal κ such that every E-pinned P-name isĒ-related to an E-pinned Q-name with |Q| < κ, if this cardinal exists. Otherwise, κ(E) = ∞. 
Proof. See [20] , Theorem 4.1.3.
Proof. For any cardinal κ, consider the forcing Coll(ω, κ). Let τ be a Coll(ω, κ) name for a real such that
Now suppose Q is a forcing and σ is an F ω1 -pinned Q-name with τF ω1 σ. This implies that 1 Q Q ω σ 1 =κ. 1 Q Q |κ| = ℵ 0 . Since any forcing Q is |Q| + -cc. Q preserves cardinals greater than or equal to |Q| + . Since Q makes κ countable, |Q| ≥ κ. κ(F ω1 ) ≥ κ. Since κ was arbitrary, κ(F ω1 ) = ∞. 
E.
Proof. See [20] , Theorem 4.2.1.
Proof. This follows from Theorem 5.7 and Proposition 5.6.
Since Theorem 5.7 assumes a measurable cardinal, a natural task would be to investigate the consistency strength of the statement "For all Σ 
As in the proof of Sacks theorem, ω
and witnesses E ω1 ≤ a∆ 1 1 F ω1 , then there exists a β < ω 1 such that for all α ∈ Λ(y) with α > β, the next admissible ordinal after α is not in Λ(y).
There exists some countable set A ⊆ ω 2 such that x E ω1 y if and only if f (x) F ω1 f (y) whenever x, y / ∈ A. Let β = sup{ot(x) : x ∈ A}. The claim is that this β works. So suppose not. There exists α ′ , α ∈ Λ(y) such that α > β, α ′ > β, and α is the next admissible ordinal after α ′ . Since f is ∆ 1 1 (y), let U be a tree on 2 × 2 × ω such that for all a, b ∈ ω 2, (a,
Claim: There exists a, b ∈ ω 2 such that α ′ < ot(a) < ot(b) < α, ω = α ′ , then fix such a c. If not, pick any c ∈ ω 2 such that α ′ < ot(c) < α. In this latter case, c will just be ignored.
Suppose that ω
< α ′ . By Proposition 2.16, let z be any real such that ω
This contradicts Theorem 5.9.
This shows that ω
However, the next admissible ordinal greater than α ′ is α. Therefore, ω Let L be a language consisting of: (i) A binary relation symbol∈.
(ii) For each e ∈ L α (y), a constant symbolē.
(iii) Six distinct symbolsȧ,ḃ,ċ,ḋ,u,v. L may be considered as a ∆ 1 definable language in L α (y).
Let T be a theory in the countable admissible fragment L Lα(y) consisting of the following sentences:
(VI) For all β < α,β is not admissible inċ andβ is not admissible inḋ. T may be considered a Σ 1 theory in L α (y).
Since (a, f (a)) ∈ f and (b,
. To show to that T is consistent: consider the following model of N : The universe N is
For each e ∈ L α ,ē
By Theorem 2.15, there exists a solid model
. This contradicts f being a reduction.
This proves the theorem for those α ∈ Λ(y) ∩ ω 1 . Note the statement that f and countable A ⊆ ω 2 witnesses E ω1 ≤ a∆ 1 1 F ω1 can be written as
This is Π 1 2 (y, A) and so holds in all generic extensions by Schoenfield's absoluteness. To show the theorem holds for all α ∈ Λ(y) and α ≥ ω 1 , let G ⊆ Coll(ω, α) be Coll(ω, α)-generic over V . In V [G], let β = sup{ot(x) : x ∈ A} be the same ordinal as before. Since β < ω
, will show the theorem holds for α. This concludes the proof.
Proof. In L, for all x ∈ ω 2, there exists some α < ω 1 such that x ∈ L α . Then Λ(x) − α = Λ(∅) − α. Hence there are no reals with admissible spectrum as described in Theorem 5.10.
6. Counterexamples to Vaught's Conjecture and F ω1 set for the L -isomorphism relation is of the form Mod(ϕ) for some ϕ ∈ L ω1ω (see [5] , Theorem 11.3.6). Therefore, the above question is equivalent to whether there exists some ϕ such that
L has uncountably many classes. Hence any such ϕ is a counterexample to Vaught's conjecture.
Using the ideas from the previous section, it will be shown that in L, no counterexample ϕ of Vaught's conjecture has the property that E Theorem 6.4. Let L be a recursive language. Let M ∈ S(L ) and y ∈ ω 2 be such that ω
. Let U be a tree on 2 × ω which is recursive in y and
Let U be the language consisting of the following: (i) A binary relation symbol∈.
(ii) For each a ∈ L ω 
Like in the proof of Sacks theorem, ω Proof. This can be proved using the techniques of infinitary logic in the countable admissible fragment A using a Scott sentence for α as a linear ordering. Since this is similar to several previous arguments, the details are omitted. [6] .
In the effective proof of Silver's dichotomy for Π 1 1 equivalence using the Gandy-Harrington topology, the two outcomes depend on whether the set V = {x ∈ ω 2 : There exists ∆ Proof. First, the theorem will be shown for Λ(z) ∩ ω 1 . At the end, this result will be used to obtain the theorem for the full Λ(z).
Let f : S(L ) → ω 2 be ∆ Proof. There is no z ∈ ω 2 having the property of Theorem 6.9 in L or set generic extensions of L. This leaves open whether there is an answer to Question 6.3 in ZFC.
