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 RÉSUMÉ 
Pruesse et Ruskey ont trouvé un code Gray pour les idéaux d'un ensemble partiel­
lement ordonné (poset) et un algorithme récursif pour les engendrer. Dans ce mémoire, 
un algorithme non-récursif qui engendre la même liste d'idéaux est présenté.  De plus, 
plusieurs  autres codes  Gray classiques majoritairement reliés  aux posets et leurs  im­
plantations sont étudiés. Plus particulièrement, les  codes Gray de  Chase et de Ruskey 
pour les  combinaisons, celui  de  Ruskey et Proskurowski pour les  mots de Dyck et ce­
lui  de  Walsh pour les  involutions sans point fixe  sont étudiés. Le code Gray de Chase 
est présenté sous forme d'un programme FORTRAN. Vajnovszki et Walsh ont trouvé 
une implantation plus simple sans en donner une preuve formelle;  une telle preuve est 
présentée dans ce  mémoire. 
MOTS-CLÉS:  Code  Gray,  idéal,  ensemble partiellement ordonné  (poset),  extension 
linéaire, poset forêt, algorithme, non-récursif, sans-boucle, temps constant amorti (CAT). INTRODUCTION 
L'un des premiers problèmes posés dans le  domaine des algorithmes combinatoires est 
celui de générer efficacement les  éléments d'une classe combinatoire de  façon  à  ce  que 
chaque élément soit généré une seule fois. En pratique, beaucoup de problèmes requièrent 
pour leurs solutions le  tirage d'un objet aléatoire d'une classe combinatoire ou pire, une 
recherche exhaustive parmi tous les objets d'une classe.  Bien qu'au début, le  travail en 
combinatoire se  concentrait sur le  dénombrement, dans les  années  1960,  il  était déjà 
possible à  l'aide de l'ordinateur de  générer les  objets des classes combinatoires. Pour­
tant, afin que cette génération soit réalisable même pour des objets de tailles modérées, 
la méthode combinatoire de génération doit être extrêmement efficace. 
L'approche choisie était d'essayer de générer les  objets dans une liste telle que les  ob­
jets successifs diffèrent peu (par un changement borné indépendamment de la taille de 
l'objet). 
L'exemple classique est le  binary refiected  Gray  code  (code Gray binaire reflété)  (Gil­
bert, 58;  Gray,  53).  Il  consiste à  générer toutes les  chaînes binaires de longueur n  de 
façon à ce que les chaînes successives diffèrent d'une seule position. 
L'avantage anticipé d'une telle approche est double. 
- D'abord, la génération d'objets successifs peut être rapide. Bien que pour beaucoup de 
familles combinatoires, l'algorithme pour générer les objets en ordre lexicographique 
requiert en  moyenne un temps constant par élément, pour d'autres familles,  comme 
les extensions linéaires, une telle performance n'a pu être obtenue que par l'approche 
de code Gray (Pruesse et Ruskey, 94). 
- D'autre part, pour les  applications connues,  il  est probable que les  objets combina­
toires qui diffèrent par un changement borné indépendamment de leurs tailles soient 
associés à des solutions qui diffèrent seulement par une petite quantité de  calcul. 2 
Par exemple, Nijenhuis et Wilf montrent comment utiliser le code Gray pour accélérer 
le  calcul  de  permanent  (Nijenhuis  et  Wilf,  78).  Le  permanent  est  l'analogue  du 
déterminant où  tous  les  signes  dans  l'expansion en  sous-détermiants sont positifs. 
Mis  à  part la considération du calcul,  des  questions ouvertes dans divers domaines 
mathématiques peuvent être posées comme problèmes de code Gray. 
Enfin,  l'un  des  principaux  atouts  dans  le  domaine  est  l'élégance  des  constructions
 
récursives qui sont impliquées qui  donne une nouvelle vue à  l'intérieur de la structure
 
des familles combinatoires.
 
Le terme de code Gray est apparu pour la première fois dans (Joichi, White et William­

son, 80)  et est maintenant utilisé pour désigner n'importe quelle méthode de génération
 
d'objets combinatoires où les  objets successifs  diffèrent  d'une façon  prédéfinie par un
 
petit changement.
 
Pourtant,  les  origines  de  la  génération  des  objets  avec  un  changement  minimal  se
 
trouvent dès  le  premier travail  de  Gray:  (Gray,  53;  Wells,  61;  Trotter, 62;  Johnson,
 
63;  Lehmer, 65;  Chase, 70;  Ehrlich, 73;  Nijenhuis et Wilf, 78).
 
Dans son article sur les origines du code Gray binaire, Heath décrit un télégraphe inventé
 
par Emile Baudot en 1878  qui  a  utilisé le  binary refiected  Gray  code  (Heath, 72).  Se­

lon  Heath,  Baudot aurait  reçu  une médaille  d'or pour son  télégraphe  à  l'exposition
 
universelle de Paris en 1878, comme Thomas Edison et Alexander Graham Bell.
 
Comme exemples de code Gray,  nous trouvons entre autres:
 
1.	  Générer toutes les permutations de  1,2, ... ,n de façon à ce  que les permutations 
successives diffèrent par l'échange d'une paire d'éléments adjacents (Johnson, 63; 
Trotter, 62). 
2.	  Générer tous les  k-sous-ensembles d'un n-ensemble de façon à ce  que deux sous­
ensembles successifs  diffèrent  par un seul élément  (Bitner,  Ehrlich et Reingold, 
76;  Buck et Wiedemann, 84;  Eades, Hickey, et Read, 84;  Eades et McKay, 84;  Ni­
jenhuis et Wilf,  78;  Ruskey, 88). 3 
3.	  Générer tous les arbres binaires de façon à ce que deux arbres consécutifs diffèrent 
par une rotation d'un seul noeud (Lucas, 87;  Lucas, Roelants et Ruskey, 93). 
4.	  Générer tous les arbres de recouvrement d'un graphe de façon à ce que deux arbres 
successifs diffèrent par une seule arête (Holzmann et Harary, 72;  Cummings, 66). 
5.	  Générer toutes les partitions d'un entier naturel n de façon à ce que dans les par­
titions successives, une partie est incrémentée par 1 et une partie est décrémentée 
par 1 (Savage, 89). 
6.	  Générer les  extensions linéaires de certains posets de façon à ce  que les  éléments 
successifs diffèrent seulement par une transposition (Ruskey, 92; Pruesse et Ruskey, 
91;  Stachowiak, 92;  West, 93). 
7.	  Générer les éléments d'un groupe de Coxeter de  façon à ce que les  éléments suc­
cessifs diffèrent par une réflexion (Conway, Sloane et "Vilks, 89). 
8.	  Générer  toutes  les  chaînes  de  parenthèses  bien  formées,  de  façon  à  ce  que  les 
chaînes successives diffèrent par une transposition de  deux lettres (Proskurowski 
et Ruskey,  90).  Walsh a été le  premier à  trouver un algorithme sans boucle pour 
ce  problème (Walsh, 98). 
9.	  Générer toutes les  involutions de longueur n de façon à ce  qu'une involution soit 
obtenue de son prédécesseur par une ou deux transpositions, ou une rotation de 
trois éléments (Walsh, 2001). 
Les  applications des  codes Gray se trouvent dans différents domaines:  test de circuit 
(Robinson  et  Cohn,  81),  codage  de  signal  (Ludman,  81),  tri  de  documents sur  des 
rayons (ordering of documents on shelves) (Losee, 92), compression de données (Richard, 
86),  statistiques  (Diaconis et Holmes,  94),  traitement d'images et  graphes  (Amalraj, 
Sundararajan et Dhar, 90),  allocation de  processus  dans  l'hypercube  (Chen et  Shin, 
90),  hachage (Faloutsos, 88),  calcul de permanent (Nijenhuis et Wilf,  78),  stockage et 
recherche  d'information (Chang,  Chen et Chen,  92)  et  les  jeux casse-tête comme les 
anneaux chinois et les  tours de Hanoi (Gardner, 72). 4 
Une variation des codes Gray est la génération d'objets de telle sorte que la différence 
entre deux objets successifs,  bien que fixée,  n'a pas à être minimale.  Comme exemple, 
nous trouvons le  problème de la génération de toutes les permutations de 1,2, ... ,n de 
telle sorte que les permutations successives diffèrent en toute position (Wilf, 89). 
Le problème de la génération d'un exemplaire de chacun des objets d'une classe combi­
natoire telle que les objets successifs diffèrent d'une manière prédéfinie, peut être formulé 
comme un problème du chemin/cycle hamiltonien: les sommets du graphe sont les  ob­
jets eux-mêmes et une arête relie deux objets s'ils diffèrent de la manière prédéfinie. Ce 
graphe possède un chemin hamiltonien si  et seulement si  la liste d'objets en question 
existe. 
Un cycle  hamiltonien correspond  à un chemin hamiltonien dans  lequel  le  premier et 
le  dernier objets diffèrent  de  la même manière prédéfinie.  Or,  comme  le  problème de 
déterminer si  un graphe possède un chemin/cycle hamiltonien est NP-complet (Garey 
et Johnson, 79), il n'y a pas d'algorithme général efficace pour découvrir des codes Gray 
combinatoires. 
Néanmoins, dans les problèmes de codes Gray, le graphe associé possède très fréquemment 
une certaine symétrie. En particulier, il peut appartenir à la classe des graphes sommet­
transitifs. Un graphe C est dit sommet-transitif si  pour n'importe quelle paire de som­
mets u,v de C, il  y a un automorphisme 0  sur C avec 0(u) = v. 
Bien qu'il semble que  beaucoup de codes  Gray requièrent  des  stratégies adaptées au 
problème en main, quelques techniques générales et structures unifiées ont émergé. L'ar­
ticle  (Joichi,  White et Williamson,  80)  considère  des  familles  d'objets combinatoires 
dont la taille est définie par une récurrence de  forme particulière et quelques résultats 
généraux sont obtenus pour la construction de  codes  Gray pour ces  familles.  Ruskey 
(Ruskey,  92)  a montré que certains codes Gray pour générer des objets combinatoires 
peuvent être vus comme des cas particuliers de  la génération des extensions linéaires 
d'un poset associé de  telle sorte que les  extensions successives diffèrent par une trans­
position. 5 
Walsh a généralisé la méthode de Chase (Chase, 89)  pour n'importe quelle liste de mots 
dans laquelle  tous les  mots possédant un même suffixe  forment  un  intervalle de  mots 
consécutifs (Walsh, 95). De plus, il a trouvé des conditions suffisantes sur un code Gray 
pour que la méthode d'Ehrlich (Ehrlich, 73)  possède une implantation sans boucle et il 
a généralisé cette méthode pour qu'elle fonctionne sous des conditions moins restrictives 
(Walsh, 2000). 
Ainsi, beaucoup de problèmes intéressants en combinatoire, théorie des graphes, théorie 
des groupes et calcul  par ordinateur ainsi  que quelques problèmes ouverts sont posés 
comme problèmes de codes Gray (Savage, 97). 
Dans ce mémoire, nous allons aborder plusieurs problèmes de codes Gray, quelques-uns 
en détail, et nous allons nous concentrer sur les  idéaux d'un poset. CHAPITRE l
 
CODE GRAY POUR LES IDÉAUX D'UN POSET (ENSEMBLE
 
PARTIELLEMENT ORDONNÉ)
 
1.1  Introduction 
Pruesse et Ruskey ont trouvé un code Gray pour les idéaux d'un poset (Pruesse et Rus­
key,  93).  Ils ont donné un théorème qui trouve ce code de façon  récursive. Ruskey s'est 
inspiré de ce théorème et a écrit un programme en C pour engendrer récursivement tous 
les idéaux d'un poset. Nous avons modifié son programme pour engendrer itérativement 
ces idéaux.  Notre implantation a la même complexité asymptotique que l'implantation 
récursive de  Pruesse et Ruskey,  mais elle s'exécute un peu plus rapidement. 
1.2  Définitions et exemples 
Définition 1.1  Un système d'ensembles sur un ensemble fini E  est une paire (E, F), 
où F ç  2E . 
Définition 1.2  Un  système  d'ensembles  est  un antimatroïde s'il respecte  les  deux 
propriétés suivantes : 
1  si F  E F  avec  F  -1- 0,  alors il existe un x  E F  tel que  F \  {x}  E F ; 
2.  si A, BEF, alors Au BEF. 
Remarque. Pour simplifier la notation, nous notons F  l'antimatroïde (E, F). 7 
Définition 1.3  Si F  est  un antimatroïde et  A  E  Fi  alors  nous pouvons  obtenir deux
 
nouveaux antimatroïdes par contraction et  par restriction (deletion)  respectivement
 
comme suit:
 
F / A = {F E 2E  : F n A = 0  et  F u A  E F},
 
F \ A = {F E F: F n A = 0}.
 
Notons que ces deux antimatroïdes induisent une partition des ensembles de F si lAI  =  1. 
Pour alléger la notation, l'ensemble {a, b, c}  E F  sera noté abc. 
abcd 
1 
abc 
~ 
ab  ac 
~
 
a  c 
V
  o 
Fig. 1.1 Diagramme de Hasse de F . 
Exemple 1.1  Soient E  =  {a, b, c, d}
 
et F  =  {0,a,c,ab,ac,abc,abcd}  (voir la  Fig.  1.1).
 
Alors:
 
F/{a} = {0,b,c,bc,bcd},
 
F\ {a}  = {0,c}.
 
Il  semble que la classe la plus importante des antimatroïdes est l'antimatroïde d'un po­
set (Pruesse et Ruskey, 93). 8 
Définition 1.4  Un poset (parf/ially ordered set), ensemble partiellement ordonné, Pest
 
un ensemble d'éléments S(P) muni d'une relation réflexive, transiÜ'ue  et antisymétrique
 
R(P).
 
Notation 1.1  Une  paire ordonnée (a, b)  E R(P)  est notée : a  -:!:p  b ou plus simple­

ment a  -:!:  b,  s'il n'y a pas  de  confusion.
 
Par a -<  b,  nous voulons dire a  -:!:  b et a  =1- b.
 
Définition 1.5  Un  sous-ensemble l ç S(P)  est un idéal si (a  -:!:p  b et bEl) implique
 
a El.
 
Définition 1.6  Le système d'ensembles (E, F) est un antimatroïde d'un poset si E
 
est l'ensemble d'éléments d'un poset P  et F  est l'ensemble des  idéaux de  P.
 
Définition 1.7  Il y  a deux sommes standards pour les  antimatroïdes.  Soient (El, FI)
 
et (E2,F2)  deux antimatroïdes sur deux ensembles différents El  et E2· Prenons El UE2
 
comme ensemble de  base.  Alors la  somme directe FI + F2  est l'antimatroïde
 
FI + F2  = {Xl UX2  : Xl E FI  et X2 E F2},
 
et la  somme ordonnée FI EB  F2  est l'antimatroïde
 
FI EB  F2  =  FI U{El U X 2 : X2 E .1"2} .
 
Définition 1.8  À  partir d'éléments isolés,  et  en  appliquant les  opérations  de  somme
 
directe  et ordonnée,  nous obtenons l'antimatroïde des  séries-parallèles de  posets.
 
Exemple 1.2  Le graphe  de  Hasse  de  l'antimatroïde de  posets :
 
1 EB  (2 + 3)  EB 4 EB (5 + 6)  EB 7 
est l'antimatroïde des  séries-parallèles de  posets de  la  Fig.  1.2. 9 
2 + 3 ----+- 2  3  P",-- 7 
A 
5  6  5  6 
V  V 
4  4  4 
1 EB  (2 + 3) ----+- 2 
V 
A 
3EB4----+- 2 
V 
A 
3 EB(5 +  6) ----+- 2 
V 
A 
3  EB7  ----+- 2 
V 
3 
1  1  1  1 
Fig. 1.2 Poset obtenu par sommes directes et ordonnées. 
Notation 1.2  Pour l'antimatroïde (E, F),  notons J(F)  le  graphe non-orienté dont les 
sommets sont les  ensembles de  F  ordonnés par inclusion.  J(F)  est connexe  et biparti. 
Définition 1.9  Le  carré d'un graphe G  est le  graphe  G2  dont l'ensemble de  sommets 
est  le  même que  celui  de  G  et  est  tel  que  deux  sommets sont adjacents  dans  G2  s'ils 
sont adjacents dans G  ou s'il y a un autre sommet adjacent à l'un et à l'autre  dans G. 
(Pruesse et  Ruskey,  93) 
Définition 1.10  Un  chemin hamiltonien dans  un graphe  est  un chemin qui  passe 
une fois  et une seule  par chaque sommet du  graphe. 
Pour certains F, J(F) ne possède pas de  chemin  hamiltonien même si  les  parties de 
J(F) sont de la même cardinalité (voir la Fig.  1.3). 
1.3  Algorithme récursif 
Lemme 1.1  Si  G  est  biparti  et  G  x  K 2  est  hamiltonien,  alors  G2  est  hamiltonien 
(Pruesse et Ruskey,  94). 10 
1234567 
J(P) 
123456 
12345  12346 
1234 
123 
12  13 
1 
o 
Fig.  1.3 J(P) de l'exemple 1.2 est biparti et les deux parties ont la même cardinalité, 
mais J(P) ne possède pas de chemin hamiltonien. 
Pruesse et Ruskey ont démontré que J(F) x J(2 est hamiltonien (Pruesse et Ruskey, 93), 
ce  qui  revient à dire que les  idéaux d'un antimatroïde d'un poset peuvent être générés 
de  telle sorte que deux idéaux successifs  (sauf le  premier et le  dernier)  diffèrent par 1 
ou 2 éléments selon le  lemme 1.1.  Considérons le  graphe C  x  J(2,  i.e.  le  produit d'un 
graphe par une arête. Autrement dit, nous avons deux copies de C, que nous notons +C 
et -C, avec des arêtes reliant les sommets correspondants dans les  cieux  copies.  Étant 
donné un sommet v dans C, nous notons +v et -v, les sommets correspondants clans 
C x  J(2  (voir la Fig.  1.4). 
Définition 1.11  Un  élément a  est un atome si {a}  E :F. 
Définition 1.12  Un  cycle  hamiltonien dans  un graphe  est un cycle  qui  passe  une 
fois  et une seule par chaque  sommet. 11 
+G~  -G 
+	 ~ ~  ­
-G~-
+ 
G 
Fig. 1.4 Graphes G et G x K 2. 
Ruskey s'est inspiré  du  théorème  1.1  suivant  pour engendrer  récursivement  tous  les 
idéaux d'un poset. 
Théorème 1.1  (PT"Uesse  et Ruskey, 93) Pour chaque antimatroi·de F  et chaque atome 
x  de F, le  graphe J(F) x K 2  possède un cycle hamiltonien incluant les  arêtes [+0, -0] 
ct [+0, +{x}]. 
Preuve: Nous allons prouver ce  théorème par récurrence sur n = lEI.
 
Si  n =  1,  alors J(F) x K 2  est le  4-cycle +0,+{x}, -{x}, -0, où E =  {x}.
 
Si  n > 1, alors {x} E F et considérons l'antimatroïde FI  {x}. Nous avons deux cas selon
 
le nombre de singletons dans F.
 
1.	  Si  x est le seul atome dans F, alors selon l'hypothèse de récurrence, nous avons un 
cycle hamiltonien +0 =  Xl, X 2, ... ) Xp  =  -0 dans J(Flx) x  K2.  Ce cycle peut 
être étendu au cycle: +0, Xl U {x}, X2 U {x}, ... )Xp U {x}, -0 dans J(F) x K 2 ; 
nous voyons clairement que ce cycle contient les arêtes [+0, -0] et [+0, +{x}]. 
2.	  S'il y a  au moins deux singletons {x} et {y}  dans F, alors selon l'hypothèse de 
récurrence, nous avons les  deux cycles hamiltoniens suivants: 12 
et +0 = YI, Yz,... , Yq  = -0 dans 1(F \ x)  x Kz, 
où  Xz =  Y z =  {y}.  Nous  pouvons donc construire le  cycle  hamiltonien suivant 
dans 1(F) x Kz : 
+0 = YI, Xl U{x}, XpU{x}, X p- l U{x}, .. ., XzU{x}, Yz, Y3, .. . , Yq = -0. Ce cycle 
contient les  arètes [+0, -0] et [+0, +{x}].  D 
Voyons  la construction à la Fig. 1.5 
Xz={y}U{x} C'i{y} 
-0 =  Yq  +0 = YI  Xl =  +0 U {x}  Xp  = -0  U {x} 
/ / 
Fin  Début 
Fig. 1.5 Cycle dans 1(F) x Kz obtenu par composition des deux cycles dans 1(Flx) x Kz 
et 1(F\ x)  x K z 
Le chemin hamiltonien dans 1(F) x K z a la propriété suivante: chaque idéal J (élément 
de F) situé entre deux idéaux signés ±F et ~F vérifie F c  J.  Par conséquent, la liste 
d'éléments de F  (ensembles réalisables) possède la structure de chaînes de parenthèses 
bien imbriquées avec IFI  types de parenthèses. 
Corollaire 1.1  (Pruesse  et  Ruskey,  93)  Pour n'importe  quel  antimatroïde  (E, F),  il 
Y a une  liste  XI,Xz, ... ,XIFI  d'ensembles  de  F  telle  que  les  ensembles  successifs,  y 
compris le  premier et  le  dernier,  diffèrent par deux éléments au  plus. 
Preuve: Comme 1(F) est biparti, nous appliquons le lemme 1.1 pour conclure que 1(F) 
est hamiltonien.  0 13 
4 
~
 
2 3 
V 
1 
Fig. 1.6 Exemple d'un poset permettant de passer par tous les  cas du théorème 1.1 
1.4  Trace de l'algorithme par un exemple 
Exemple 1.3  Dans l'exemple de  la  Fig.  1.6 nous trouvons les  deux cas  traités dans la 
preuve du théorème 1.1. 
Soit F =  {0, l, 12, 13, 123, 1234}.
 
Alors  nous  voyons  que  nous  avons  un seul  singleton  {1}.  Ainsi,  le  premier cas de  la
 
preuve du théorème 1.1 s'applique. Il  suffit alors d'ajouter +0 et -0 aux extrémités du
 
chemin et 1 aux idéaux du  chemin obtenu à partir de  :
 
P  = F /1 = {0, 2, 3, 23, 234}. 
Ici,  nous voyons que nous avons les  deux singletons {2}  et {3},  d'où selon le  deuxième
 
cas de la preuve du théorème 1.1, il suffit de composer les deux cycles (selon la Fig. 1.5)
 
obtenus à partir de  :
 
P /2  =  {0, 3, 34}  et  P\2={0,3}.
 
Le  premier satisfait le  premier cas et le  deuxième satisfait le  cas où  Inl  =  l, d'où les
 
graphes dans la Fig.  1.7.  Selon  la Fig.  1.5,  nous pouvons composer ces  deux  posets,
 
dont le graphe est à la Fig. 1.8.  En l'écrivant d'une façon plus élégante, nous trouvons
 
le graphe de F /1 dans la Fig.  1.9.  Finalement, le graphe de F  est à la Fig.  1.10.
 14 
+34  -34 
J  L3  +3  -3 
1  j 
+0 -0  +0  -0 
Fig. 1.7 Gmphes de :P/2 et de :P \ 2. 
+234  -234 
+3  -3 +2J  L23 
1 
+2 -2  +0  -0 
(  )  Début  Fin  "" 
/ 
Fig. 1.8 Graphe de :F/1 qui est le  composé des graphes de :P/2 et de :P \ 2. 15 
+234  -234 
j 
+23  -23 
A 
+2  +3  -2 -3 
~  V

+0  -0 
Début  Fin 
Fig.  1.9 Graphe de F /1. 
+1234  _  1234 
j 
+123  -123 
A 
+12  +13  -12  -13 
~  V
+1  -1 
1  j 
+0  -0 
Début  Fin 
Fig. 1.10 Graphe de F. 16 
1.5  Programme 
Ruskey a implanté le théorème 1.1 pour obtenir tous les idéaux d'un poset. Une démons­

tration se trouve sur sa page web:
 
www.theory.cs.uvic.cajrv cosjgenjpose.html
 
Nous choisissons sur cette page,  le  type:  Il Ideals  in Gray  code  order »,  puis nous lui
 
donnons n, le  nombre d'éléments du poset, et l'ordre partiel (par exemple {1  < 2,3 <
 
4} ), enfin nous choisissons  Il Generate ».
 
1.6  Algorithme récursif de Ruskey 
L'algorithme récursif de Ruskey est à la Fig.  1.11 
1.6,1  Fonctions 
Les fonctions utilisées par l'algorithme de la Fig.  1.11  ont les significations suivantes: 
U pdate :  Mise à jour de num et d'autres variables après avoir éliminé min de poset. 
Recover :  A l'effet  inverse de  Update,  i.e.,  retrouve num et d'autres variables avant 
d'entrer dans l'appel récursif « Ideal ». 
Print :  Imprime l'idéal une fois  sur deux. 
1.6,2  Paramètres et variables locales 
Les paramètres ont les significations suivantes: 
poset :  C'est l'ensemble partiellement ordonné représenté par un mot binaire. Ce mot 
sera positif et long pour qu'il ptùsse représenter un poset de  taille assez grande. 
dir :  Selon  le  théorème  1.1,  au  début,  la  direction  dir  est  FüRWARD.  Ensuite,  si 
nous tombons dans le  cas  l, dir  ne change  pas; mais si  nous  tombons dans le 
cas  2,  le  cycle  devient  la composition  des  deux cycles,  comme  illustré  dans  la 
Fig.  1.5.  Dans ce  deuxième cas, dir=BACKWARD pour le  poset privé de min et 
dir=FüRWARD pour le  poset privé de la branche qui contient min. 17 
Procédure Ideal(long int non-négatif poset, Direction dir, int twoJlag, int mask, int num) 
si (poset i- 0)  alors 
si (2  minima et two_fiag)  alors {si cette itération possède 2 minima} 
{ainsi que la précédente} 
min  <--- y 
sinon 
min  <--- le  minimal de poset
 
fin si
 
si (num = 1)  alors
 
enlever min de poset
 
num <--- Update(poset, min, num)
 
mettre min dans mask
 
Print(mask)
 
Ideal(poset, dir, 0,  mask, num)
 
Print(mask)
 
num <--- Recover(poset, min, num)
 
sinon
 
posetl  <--- poset après la suppression de min
 
y  <--- le  minimal de posetl
 
l'es  <--- mask après l'ajout de min
 
si (dir = FORWARD) alors
 
Print(l'es)  {Dans Print, il  y a un paramètre qui permet}
 
Print(l'es)  {d'imprimer l'es  une fois  tous les deux appels}
 
num  <--- Update(posetl, min, num)
 
Ideal(posetl, BACKWARD, 1,  l'es,  num)
 
num <--- Recover(posetl, min, num)
 
poset  <--- poset après la suppression de la branche qui contient min
 
y  <--- le  minimal de poset
 
Ideal(poset, FORWARD, 1,  mask, num)
 
sinon 
poset  <--- poset après la suppression de la branche qui contient min 
Ideal(poset, BACKWARD, 1,  mask, num-l) 
y  <--- le  minimal de posetl 
num  <--- Update(posetl, min, num) 
Ideal(posetl, FORWARD, 1,  l'es,  num) 
num <--- Recover(posetl, min, num) 
Print(res) 
Print(res) 
fin si
 
fin si
 
fin si
 
Fig. 1.11 Algorithme récursif de Ru::;key. 18 
twoJlag :  Au début two_flag est faux; ensuite, si nous tombons dans le cas l, two_flag 
ne change pas; mais si  nous tombons dans le  cas 2,  alors two_flag devient vrai, 
i.e., nous avons au moins deux minima: le  premier est min et le  deuxième est Y. 
Si  nous tombons dans le  cas 2 pour le  prochain appel récursif, nous reprendrons 
y  comme min. 
mask :  Dans cette variable, nous mettons les min au fur et à.  mesure, afin d'obtenir 
un idéal à.  chaque ajout; au début mask est initialisé à.  O. 
num :  C'est le  nombre de minima dans le poset courant; ce paramètre nous indique si 
nous sommes dans le  premier ou le  deuxième cas du théorème 1.1. 
Les variables locales ont les significations suivantes: 
min :  Le premier minimum du poset courant. 
posetl :  Comme poset. 
res :  Comme mask. 
Remarque 1.1  La  complexité temporelle de  cet algorithme est O(n· e(P))  où e(P) = 
IJ(P)I  est le  nombre d'idéaux du poset P. 
1.7  Algorithme non-récursif 
Au lieu de faire des appels récursifs, nous allons empiler les informations nécessaires pour 
ensuite les dépiler et faire des appels de telle sorte que l'algorithme devienne itératif. 
Les informations nécessaires empilées sont: poset, min, num, mask et flag ; les quatre 
premières ont les significations déjà données dans 1.6.2 et ici  flag prend 4 valeurs qui 
sont relatives au théorème 1.1  : 
1  Pour dire que nous sommes dans le  premier cas. 
2  Pour dire que nous sommes dans le  deuxième cas avec dir=füRWARD. 
3  Pour dire que nous sommes dans le  deuxième cas avec dir=BACKWARD et pour 
utiliser ces informations pour le  prochain appel. 19 
4  :  Pour dire que nous sommes dans le  deuxième cas avec diT=BACKWARD et pour 
utiliser ces informations pour imprimer l'idéal Print(mask) et appeler Recover. 
L'algorithme itératif est à la Fig. 1.12. 
Nous voyons  que la boucle tant que  vérifie,  pour chaque itération, si  poset  =f  O.  Si  ce 
n'est pas le cas, elle vérifie si pile =f vide. Sinon (poset=O et pile = vide), elle s'arrête. 
Nous avons ajouté une fonction à l'algorithme itératif qui permet de vérifier au début, 
à l'entrée de si  (num=l), si  le  poset est un ordre total; dans ce  cas, les  idéaux seront 
déterminés en temps constant amorti. 
1.7.1  Comparaison des deux algorithmes 
Nous avons testé les deux programmes qui implantent les algorithmes récursif et itératif, 
sur une vingtaine d'exemples de posets de petites tailles. Nous avons remarqué que dans 
tous les cas, l'algorithme itératif est plus rapide, mais seulement de 10 à 30 millisecondes 
(voir le  tab. 1.1). 
1.7.2  Fonctionnement 
Le  poset  est  fourni  sous  la forme  d'un fichier  texte  dans  lequel  figurent  le  nombre
 
d'éléments du poset ainsi que les couples représentant la relation d'ordre partiel.
 
Dans ce cas, à partir d'une fenêtre DOS, il  faut saisir le nom du fichier C ++ exécutable
 
(dont le  code source est dans l'annexe A), suivi du nom de fichier  texte qui représente
 
le poset. À la sortie, nous obtenons:
 
- le  nombre d'éléments du poset;
 
- l'ensemble des couples représentant le poset;
 
- les idéaux sous forme d'ensembles;
 
- le nombre d'idéaux.
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Procédure IdealIteratif(long int non-négatif poset, Direction dir, int twoJ'Iag, int mask, int num) 
tant que (pile non vide ou poset  f=- 0)  faire 
si (poset  f=- 0)  alors 
si (2 minima et twoJlag) alors {si cette itération possède 2 minima} 
{ainsi que la précédente} 
min <----Y 
sinon 
min  <---- le minimal de poset
 
fin si
 
si (num =  1)  alors
 
enlever min de poset
 
num <---- Update(poset, min, num)
 
mettre min dans mask
 
Print(mask)
 
two_flag  <---- 0
 
empiler(min, num, poset, mask, flag=l)
 
sinon
 
poset1  <---- poset après la suppression de min
 
Y  <---- le  minimal de poset1
 
res  <---- mask après l'ajout de min
 
si (dir =  FORWARD) alors
 
Print(res)
 
Print(res)
 
num  <---- Update(poset1, min, num)
 
empiler(min, num, poset, mask, 2)
 
poset<---- poset1 ; dir<---- BACKWARD; mask<---- res; two_flag<---- 1;
 
sinon 
empiler(min, mun, poset1, res, 4) 
empiler(min, num, poset1, res,  3) 
poset  <---- poset après la suppression de la branche qui contient min 
two_flag<---- 1; num<---- num-1 ; dir<---- BACKWARD; 
fin si
 
fin si
 
sinon
 
dépiler(min, num, poset, mask, flag)
 
cas flag de
 
1 : Print(mask) 
num  <---- Recover(poset, min, num) 
2 : poset1	 <---- poset après la suppression de min 
num  <---- Recover(poset1, min, num) 
poset  <---- poset après la suppression de la branche qui contient min 
Y  <---- le  minimal de poset; dir<---- FORWARD; two_flag<---- 1 
3 : num  <---- Update(poset, min, num) 
Y  <---- le minimal de poset; dir<---- FORWARD; two_flag<---- 1 
4 : Print(mask) 
Print(mask) 
num  <---- Recover(poset, min, num) 
fin si
 
fin {tant que}
 
Fig. 1.12 Algorithme itératif. 21
 
Poset  Idéal  Idéal  la différence de 
Rec  Iter  temps en  millisecondes 
{1 < 2,2 < 3}  140  125  15 
{1 < 2,2 < 4,3 < 4}  170  155  15 
{1 < 2,1 < 3,2 < 4,3 < 4}  165  155  10 
{1 < 2,3 < 4}  200  185  15 
{1  < 2,2< 3,3 < 4,4 < 5}  160  150  10 
{1 < 2,1 < 3,2 < 4,3 < 5,4 < 6,5 < 6}  215  200  15 
{1 < 2,1 < 5,2 < 3,2 < 4,3 < 6,4 < 6,5 < 6}  235  225  10 
{1 < 2,3 < 4,5 < 6}  395  380  15 
{1 < 2,1 < 3,2 < 4,3 < 5,4 < 6,5 < 7,6 < 8,7 < 8}  290  280  10 
{1 < 2 2 < 3 ...  7 < 8}  205  195  10 , "
 
{1  < 2,1 < 7,2 < 3,3 < 4,3 < 5,4 < 6,6 < 9,5 < 9,
 
7 < 8,8 < 9}  380  355  25
 
{1  < 2 2 < 3 ...  8 < 9}  205  190  15
 , " 
{1 < 2,2 < 3,'"  ,19 < 20}  425  415  10
 
{1 < 2,2 < 3,'"  ,29 < 30}  625  615  10
 
{1 < 3,1 < 6,2< 4,2 < 5,4 < 7,5 < 8,7 < 9,8 < 9}  675  645  30
 
{1 < 2,2 < 3,3 < 4,4 < 5,6 < 7,7 < 8,8 < 9,9 < 10}  490  465  25
 
Tab. 1.1 La première colonne est le poset, la deuxième est le  temps mis par l'algorithme 
récursif et la troisième est le  temps mis  par l'algorithme itératif. 22 
1.8  Exemple 
Supposons que le  poset est donné sous la forme du fichier  texte suivant: 
6  1 2 1 5  2 3 2 4 3  6  4 6 5 6  0 0, 
où le  premier nombre indique le  nombre d'éléments du poset et les  deux zéros à la fin
 
indiquent la fin  du fichier  texte, ce  qui est équivalent au poset { 1 <  2 , 1 <  5 , 2 < 3 ,
 
2 < 4 , 3 < 6 ,4 < 6 , 5 < 6 }.
 
Après l'exécution du programme, nous avons la sortie suivante:
 
le  nombre d'éléments du poset est: 6
 
le  poset est:
 
{ 1 < 2,1 <  5 , 2 <  3 ,2< 4 ,3< 6 ,4 < 6 ,5< 6 }.
 
Les  idéaux en ordre code Gray sont:
 
{}
 
{1  2} 
{1  24} 
{l 2 3 4} 
{1  23} 
{1 23 5} 
{12345} 
{123456} 
{1 24 5} 
{1  2 5} 
{1  5} 
{l}
 
12 idéaux au total.
 CHAPITRE II 
CODE GRAY POUR LES IDÉAUX D'UN POSET FORÊT 
Dans ce  chapitre, nous allons montrer l'existence d'un code Gray pour un poset forêt, 
i.e.,  dont le  diagramme de Hasse est une forêt. 
2.1  Motivation 
Le  problème de génération des idéaux d'un poset arbre en ordre lexicographique il été 
considéré par Ruskey (Ruskey,  81)  et motivé par le  problème de partage des réseaux. 
Soit G =  (V, E), un graphe non-orienté pour lequel à chaque arête e,  est associée une 
capacité  c(e)  et  à  chaque  sommet  v,  est  associé  un  poids  w(v).  Une  coupe  est  une 
partition {X, V \ X} de  l'ensemble de sommets Ven deux sous-ensembles disjoints et 
non-vides. La capacité d'une coupe {X, V \ X} est la somme des capacités c(e), où e est 
une arête avec une extrémité dans X  et l'autre dans V \ X. Étant donnés une constante 
W  et un sommet distingué v, considérons le  problème de trouver une coupe de capacité 
minimale {X, V \  X} telle que v E  X  et ZXEX w(x)  ::;  W. Ce problème survient dans 
l'assignation des  tâches dans un système distribué.  Malheureusement, ce  problème est 
NP-complet (Ruskey, 78). 
Hu et Ruskey (Hu et Ruskey,  80)  et Rao, Stone et Hu (Rao, Stone et Hu) ont abordé 
ce  problème avec une approche énumérative. Soit T, l'arbre de coupe pour le  réseau et 
supposons que T possède v comme racine. Dans ces deux articles, les auteurs ont montré 
que la solution optimale pour le  problème de partage doit être une coupe (X, V \ X) 24 
pour laquelle l'ensemble des sommets dans X est connexe dans T; autrement dit, X  doit 
être un idéal  de  T.  Donc,  en générant tous les  idéaux de T,  la solution optimale peut 
être obtenue. Dans ce sens, il est clair que nous allons avoir des avantages calculatoires 
dans le  code  Gray,  puisqu'il est très simple de  modifier une coupe si  un seul  sommet 
change. 
Koda et Ruskey croient que les posets fournissent un caclre pour travailler avec les codes 
Gray combinatoires (Koda et Ruskey, 93).  Ce point de vue pour les extensions linéaires 
de  posets a été exploré, par exemple dans (Ruskey, 92). 
Deux célèbres codes Gray sont le Binary Refiected Gray Code (BRGC) pour la génération 
de sous-ensembles (Bitner, Ehrlich et Reingold, 76)  et l'algorithme de  Johnson-Trotter 
pour la génération de  permutations (Johnson, 63;  Trotter, 62).  Les  résultats de  (Rus­
key, 92) fournissent une généralisation naturelle de l'algorithme de Johnson-Trotter et les 
résultats de (Koda et Ruskey, 93)  fournissent une généralisation naturelle des résultats 
connus de BRGC. 
Dans ce  chapitre, nous  allons présenter l'algorithme de  (Koda et Ruskey,  93)  pour la 
génération du code  Gray pour les  idéaux d'un poset forêt;  cet algorithme occupe un 
espace de O(n), où  n  est  le  nombre d'éléments du poset.  Pour chaque itération,  cet 
algorithme fait  une fouille  partielle pour l'idéal courant et exige un  temps de O(nN), 
où  N  est le  nombre d'idéaux du poset (Koda et Ruskey, 93).  Un autre algorithme peut 
être trouvé dans la même référence.  Ce dernier évite la fouille,  est sans boucle (voir la 
définition 3.7) et exige un temps de O(N). 
2.2  Définitions et notations 
Soit P un poset, R(P) est la relation d'ordre partielle et S(P) est l'ensemble de  base. 
Définition 2.1  Nous  disons  que  a  et b sont comparables si a  ::S  b  ou b  ::S  a  ) sinon 
nous disons qu'ils sont incomparables et nous écrivons a Il  b. 25 
Définition 2.2  Une  antichaîne est un sous-ensemble de  S(P) dans lequel toute paire 
d'éléments  est  incomparable.  Une  chaîne est  un  sous-ensemble  de  S(P)  dans  lequel 
toute paire  d'éléments est comparable. 
Définition 2.3  Nous disons que b couvre a si 0,-< b et s'il n'existe aucun c dans S(P) 
tel que  a  -<  c  -<  b.  Si v  couvre  un élément w,  alors v  est  un enfant de  w  et west le 
parent de  v. 
Notation 2.1  Notons Enfant(v), l'ensemble des  enfants de  v, parent(v), le  parent de 
v  s'il existe  et Frère(v),  l'ensemble de  frères  de  v  y compris v. 
Définition 2.4  Un  poset forêt F  est celui dans  lequel chaque élément r.o?J,vre  0,11.  plus 
un autre  élément. 
Définition 2.5  Un  élément a  est dit minimal dans P  s'il n'existe aucun élément b tel 
que b -<  a. 
Définition 2.6  Un  poset arbre est un poset forêt avec  exactement un élément mini­
mal. 
Notation 2.2  Notons Racine(F), l'ensemble des  racines  qui sont les  éléments mini­
maux de  la  forêt,  et Feuille(F), l'ensemble des feuilles qui sont les  éléments maxima'ux 
de  la  forêt. 
Définition 2.7  Supposons  que  a  et b sont deux  éléments incomparables de  S(P), tels 
que a a la même relation que b avec tous les  autres éléments de  S(P) ; plus précisement, 
supposons que pour tout cE S(P), c -<  a si et seulement si c -<  b,  et a -<  c si et seulement 
si b -<  c.  Alors nous appelons a  et b deux frères  ((  Sibling ». 
Remarque 2.1  Si parent(v)=w,  alors  Frère (v)=Enfant(w) ;  si v  n'a pas  de  parent, 
alors  Frère(v)= Racine(F). 26 
Définition 2.8  Nous  disons  que  deux posets P  et  Q sont disjoints si S(P)  et  S( Q) 
sont disjoints. 
Il  Y a deux manières habituelles pour combiner de1L"X  posets et en obtenir un nouveau. 
Définition 2.9  La somme directe de  deux posets disjoints P  et Q  est le  poset P + Q
 
sur l'union S(P) U S(  Q)  tel que x  :::  y  dans P + Q si
 
- soit x,y E  P  et x::: y  dans P,
 
- soit x,y E Q et x::: y  dans  Q.
 
Définition 2.10  La somme ordonnée de  deux  posets  disjoints P  et  Q est  le  poset
 
P  EB  Q sur l'union S(P) U S(Q)  tel que  x::: y  dans P  EB  Q si
 
- soit x  :::  y  dans P + Q,
 
- soit x  E P  et y E  Q.
 
Remarque 2.2  Notons qu'un poset forêt peut être construit en appliquant récursivement
 
les  opérations  de  la  somme directe  et  ordonnée,  comme  c'est le  cas  d'un  poset  série­

parallèle,  en commençant par les  posets possédant un seul élément.
 
Définition 2.11  Soient A  et B  deux ensembles distincts d'entiers naturels. Nous disons
 
que  A  est lexicographiquement plus  petit que  B  si  le  plus  grand  élément  de  (A U
 
B) \  (A n B)  est dans B.
 
Exemple 2.1  {2,5,6} est lexicographiquement plus  petit que  {1,3,5,6}. 
2.3  Distance d(P)  d'un poset forêt 
L'ensemble  des  idéaux d'un poset  P, dont  la relation  d'ordre est  l'inclusion des  en­
sembles, forme un treillis distributif J(P). Nous savons que pour chaque treillis dis­
tributif L, il existe un et un seul poset P pour lequel J(P) est isomorphe à L. Notons que 27 
J(P) est connexe et  biparti. Il  est connexe puisque chaque treillis distributif possède 
un élément maximal et un élément minimal. La bipartition des sommets de J(P) est en 
deux ensembles Pair(P) et Impair(P), selon la parité du nombre d'éléments de l'idéal. 
Dans cette section, nous montrons qu'il existe un chemin hamiltonien dans J(P) si Pest 
un poset forêt.  Une condition nécessaire pour l'existence d'un chemin hamiltonien dans 
J(P) est que  Id(P)1  ~  1.  Pourtant, cette condition n'est pas suffisante tel  qu'indiqué 
dans la Fig.  1.3. 
Définition 2.12  La différence de parité d(P) est définie par 1Pair(P) 1-1  Impair(P)  1· 
Notation 2.3  Par abus de notation} J(P) désigne le diagramme de Hasse} considéTé 
comme un graphe non-orienté du treillis des  idéaux de  P. Dans ce  contexte,  nous note­
rons J (P),  le  graphe idéal de  P. 
Notation 2.4  Notons E(P)} l}ensemble des  extensions linéaires de  P  et e(P), sa taille 
IE(P)I· 
Lemme 2.1 
e(P + Q) = e(P)e(Q). 
Preuve: D'après la définition de la somme directe, un idéal dans P + Q est l'union d'un 
idéal dans P avec un idéal dans Q, d'où l'égalité ci-dessus.  0 
Lemme 2.2 
e(P œQ)  =  -1 + e(P) + e(Q). 
Preuve: Selon la définition PœQ =  J(P)U{ S(P)UE : E  E S( Q)}, et en remarquant que 
lorsque nous ajoutons S(P) à chaque élément E  de S(Q), nous aurons deux fois  S(P) : 
une dans J(P) et l'autre S(P)u0, qui est dans Pœ Q.  Autrement dit, un idéal de Pœ Q 
est soit un idéal de  P, soit l'union de S(P) avec un idéal non-vide de  Q,  d'où l'égalité 
ci-dessus.  0 28 
De façon similaire, nous avons: 
Lemme 2.3 
d(P + Q)  =  d(P)d( Q). 
Preuve: Pour chaque idéal 1 de P : 
- si  III  est pair, alors en associant 1 à chaque idéal J de Q,  nous aurons: II U JI  pair 
si  et seulement si  111  pair, i.e., II U JI  et 111  ont la même parité. 
- si  III  est  impair,  alors en associant 1 à  chaque idéal  J  de  Q,  nous aurons: II u JI 
impair si  et seulement si  111  pair, i.e., II u JI  et IJI  ont des parités différentes. 
Donc, 
Pair(P + Q)  = Pair(P)Pair(  Q) + 1mpair(P) Impair  (Q) 
et 
1mpair(P + Q)  =  Pair(P)lmpair(Q) + 1mpa'ir(P)Pair(Q) , 
d'où l'égalité ci-dessus.  o 
Lemme 2.4 
-1 + d(P) + d(Q)  si IPI  est  pair 
d(P ffi Q)  = 
{  +1 + d(P) - d(Q)  si IPI  est impair. 
Preuve: Si  IPI  est pair, alors selon la définition 2.10 de P ffi Q, en ajoutant un nombre 
pair d'éléments à chaque idéal de J(Q), d(Q)  ne va pas changer; par contre S(P) sera 
compté deux fois,  une dans d(P) et une dans d(P ffi Q)  (cette deuxième fois  correspond 
à S(P) u 0), d'où nous ajoutons (d(Q) - 1)  à d(P). Regardons l'exemple 2.2. 
Si IPI est impair, alors selon la définition de PffiQ , en ajoutant S(P) à chaque élément de 
S( Q), les idéaux dans J( Q) changent de cardinalité de paire à impaire et vice versa, d'où 
nous ajoutons -(d(Q) - 1) à d(P). Regardons l'exemple 2.3. 
Exemple 2.2  Étant  donné  P  et  Q de  la  Fig.  2.1,  nous  trouvons  P  ffi  Q d'après  la 
défin'it'ion  de  la  somme  ordonnée.  Puis  dans  la  Fig.  2.2,  nous  trouvons  leur  distance 
correspondante. 
0 29 
Exemple 2.3  Étant  donné P  et  Q  de  la  Fig.  2.3,  nous  trouvons P  E8  Q  d'après  la 
définition  de  la  somme ordonnée.  Puis  dans  la  Fig.  2.4,  nous  trouvons  leur  distance 
correspondante. 
4 
3 
2  4  2 
1 3  1 
Fig. 2.1 En ordre, P,  Q et P E8 Q  . 
2.4  Théorème constructif pour un code Gray 
Dans cette section, nous allons présenter la preuve de l'existence d'un chemin hamilto­
nien dans J(P) si  P  est un poset forêt (Koda et Ruskey, 93). 
Lemme 2.5  Soient P  et  Q,  deux posets non-'uides dont le  graphe  des idéau.T de  chacun 
possède  un chemin hamiltonien commençant à 0.  Alors J(P + Q)  possède  un chemin 
hamiltonien commençant à 0.  De  plus,  si IJ(P)I  (ou  IJ(Q)IJ est pair,  alors  J(P + Q) 
possède un cycle hamiltonien. 
Lemme 2.6  Soit P  un poset  pour lequel  J(P)  possède  un chemin hamiltonien com­
mençant à 0 et terminant à S(P). Soit Q  un poset pour lequel J(Q) possède un chemin 
hamiltonien commençant  à 0.  Alors il  existe  un chemin hamiltonien dans  J(P E8  Q) 
commençant à 0. 30 
1234 
123 
12 34  12 
1 3  1 
o o  o 
Fig. 2.2 En ordre, J(P), J(Q) et J(P EB  Q),  d'où d(P)=1, d(Q)=1 et d(P EB  Q)=1  . 
4 
4 3 
. 
1  3 1 
Fig.  2.3 En ordre, P, Q et P EB  Q. 31 
134 
34  13 
1 3  1 
o o  o 
d=O  d=l  d=O 
Fig. 2.4 En ordre, J(P), J(Q) et J(PtE! Q),  d'où d(P)=O, d(Q)=l et d(Pœ Q)=O. 
Le  théorème suivant est une conséquence des lemmes 2.5 et 2.6, et de la remarque 2.2. 
Il peut être demontré par récurrence sur le  nombre de noeuds dans la forêt. 
Théorème 2.1  Si  P  est  un poset  forêt,  alors  il existe  un  chemin  hamiltonien  dans 
J(P). 
2.5  Algorithme 
Le  théorème 2.1  est constructif, mais il  ne décrit pas un chemin hamiltonien particulier 
dans le  cas cie  la somme directe. Dans cette section, nous allons décrire un algorithme 
qui  trouve un  tel  chemin systématiquement (Koda et Ruskey,  93).  Ce  dernier article 
dit  que  cet  algorithme est  inspiré  de  la  bijection  entre le  calcul  binaire et le  BRGC 
(Reingold, Nievergelt et Deo, 77;  Wilf, 89). 
Remarque. Dans cette section, F  est un poset forêt avec n éléments, St est un ensemble 
de noeuds. Un noeud x  E St est dit fixe, sinon il  est dit libre. 32 
Définition 2.13  Soit F  un idéal d'un poset forêt F,  et v  ~  St.
 
- Si v  ~  F,  et si v  est une racine ou parent(v) E F,  alors v  est ajoutable.
 
- Si v  E F,  et  si aucun enfant de  v  n'est dans F,  alors v  est supprimable.
 
Autrement dit, un noeud libre v  est ajoutable si  et seulement si  v  E  Racine(F \  F), 
et est supprimable si  et seulement si  v  E  Feuille(F). Un noeud qui  est ajoutable ou 
supprimable est dit changeable. Étant donnés F et St, s'il existe un noeud changeable 
dans F, alors F  est changeable; sinon Fest inchangeable. 
Remarque 2.3  L'ensemble St croît lexicographiquement  à chaque  itération de  l'algo­
rithme  P.  Il  suffit  de  remarquer  qu'à  la  ligne  'l de  l'algorithme  P  de  la  Fig.  2.5,  St 
change d'une itération à la suivante en ajoutant un élément v et en enlevant les  éléments 
inférieurs à v.  Donc,  St va  toujours  avoir un  élément  supérieur à  ceux  enlevés.  Par 
conséquent,  selon la  définition 2.11  St croît lexicographiq1lement. 
2.5.1  Fonctionnement de l'algorithme 
Nous supposons que la forêt est étiquetée en ordre préfixe, et nous utilisons ces étiquettes 
lorsque nous consultons les noeuds de F. Cet ordre préfixe peut être obtenu en étiquetant 
récursivement une racine, puis ses sous-arbres; c'est la même procédure que la recherche 
en profondeur. Nous supposons que les étiquettes croissent de gauche à droite et que les 
étiquettes sont 1,2, ... , n. 
L'algorithme fait une fouille de la forêt en ordre préfixe, changeant les  noeuds de fixe 
à  libre jusqu'à ce que nous trouvons le  premier noeud changeable; ce  noeud est alors 
ajouté ou retiré de l'arbre selon qu'il est ajoutable ou supprimable. Nous voyons que la 
complexité de l'algorithme P  de  la Fig.  2.5  est O(nN), où N  = e(F); ceci  découle du 
fait que trouver min (la ligne 6 de l'algorithme P  de la Fig. 2.5) coûte n et qu'il yaN 
idéaux. 33 
1.  F  <---- 0; 
2.  St <---- 0; 
3.  Sortir(F) ; 
4.  tant que F  est changeable faire 
5.  début 
6.  v  <---- min{v E FI v est changeable}; 
7.  St <---- St U {v} \ {w  E F w < v} ;  1 
8.  si v  E F  alors F  <---- F \  {v} sinon F  <---- Fu {v} ; 
9.  Sortir(F) ; 
10.  fin; 
Fig. 2.5 Algorithme P  pour trouver un chemin hamiltonien dans J(F) qui commence 
par 0. 
2.6  Trace de l'algorithme 
Exemple 2.4  La  Fig.  2.6  illustre  graphiquement  la  trace  de  l'algorithme  P  pour  le
 
graphe  étiqueté qui se  trouve en haut de  cette même figure,  et le  Tab.  2.1  est la  trace  du
 
même graphe.
 
Remarque.  Le  minimum (la  ligne  6  de  l'algorithme P  de  la  Fig.  2.5)  est pris selon le
 
préordre des  étiquettes.
 
L'algorithme s'arrête lorsqu'il n'y a plus  de  noeud changeable,.  dans  ce  cas,  toutes les
 
feuilles sont dans  St.
 34 
v  St  F 
0 0 
1 1  1 
2 2  12 
3  3  123 
4  4  1234 
3  34  124 
5  5  1245 
3  35  12345 
4  45  1235 
3  345  125 
2  2345  15 
6  6  156 
2  26  1256 
3  36  12356 
4  46  123456 
3  346  12456 
Tab. 2.1 Trace de l'algorithme P  de la Fig. 2.5 pour le  graphe étiqueté de la Fig. 2.6. 35 
Légende: 
o  un noeud dans St \ F 
•  un noeud dans St n F 
o  un noeud dans (F \ St) \ F 3V  _61 
•  un noeud dans F \ St 
2~ 
1  ( l 
VVV
 
Fig. 2.6 Trace de l'algorithme P de la Fig. 2.5 pour le poset du graphe étiqueté ci-haut. 
Ordre à suivre: première et troisième colonnes, de haut en bas; deuxième colonne, de 
bas en haut. CHAPITRE III 
ÉNUMÉRATION DES IDÉAUX D'UN POSET 
Dans ce chapitre, nous ne présentons pas un code Gray, mais plutôt un algorithme pour 
énumérer les  idéalL"'(  d'un poset en un  temps  amorti de  O(log 17,)  par idéal,  alors  que 
les  algorithmes qui existent requièrent un temps amorti de 0(17,)  par idéal, où  17,  est le 
nombre d'éléments du poset. 
3.1  Définitions et notation 
Définition 3.1  Un up-set d'un poset P  est un sous-ensemble U  de S(P) tel que x  E  U 
et y  2:  x  implique que YEU. 
Définition 3.2  Un  dawn-set d'un poset P  est un sous-ensemble D  de  S(P)  tel  que 
x  E D  et y  ~  x  implique que YEU. 
Remarque 3.1  Les up-sets et dawn-sets sont appelés idéaux. Dans les chapitres précé­
dents,  nous utilisions les  down-sets que nous appelions les  idéaux. 
Dans ce chapitre, nous allons présenter un algorithme qui génère les up-sets d'un poset, 
et avec des modifications simples, cet algorithme génère les  down-sets. 
Notation 3.1  Notons U(P), l'ensemble des  up-sets du poset P, et soit u(P) =  IU(P)I. 37 
3.2  Comparaison avec la littérature 
Schrage et Baker (Schrage et Baker, 78),  Lawler  (Lawler,  79), et Bali et Provan (Bali 
et Provan,  83)  ont  donné  des  algorithmes  qui  généraient U(P)  en O(n2  . u(P)), où 
n  =  IS(P)I.  Steiner (Steiner, 86)  était le  premier à présenter un algorithme qui prenait 
un temps linéaire amorti O(n·u(P)). Pruesse et Ruskey (Pruesse et Ruskey, 93), comme 
nous avons déjà vu dans le chapitre 1, ont trouvé un algorithme qui génère les down-sets 
en ordre code Gray avec un temps linéaire amorti. Si  le  diagramme de Hasse du poset 
P  est acyclique, alors l'algorithme de Beyer et Ruskey (Beyer et Ruskey,  89)  et celui 
de Koda et Ruskey (Koda et Ruskey, 93)  déjà vu dans le  chapitre 2,  peuvent générer 
les  idéaux en temps constant amorti.  Cependant, pour un  poset arbitraire, le  meilleur 
algorithme connu peut toujours prendre un  temps de O(n· u(P)). 
Nous  allons  présenter  un  algorithme  qui  génère  U(P)  en  temps  de  O(log n  . u(P)) 
(Squire). 
3.3  Récurrence 
Squire  a  d'abord  trouvé  une  récurrence pour  les  up-sets;  ensuite,  il  a  développé  un 
algorithme basé sur cette récurrence (Squire). 
Notation 3.2  Soit P  =  (X, R),  un  poset  où X  est  l'ensemble  de  base,  et  R  est  la 
relation rélfiexive, antisymétrique et transitive sur X,  et x EX. Notons U[x],  l'ensemble 
up-set de x  qui consiste des éléments y  E X  tels que y  ~  x  et D[x], l'ensemble down-set 
de  x  qui consiste des  éléments y E X  tels que y ::;  x. 
Définition 3.3  Soit U,  un up-set de  P.  Un  sous ensemble Y  de  X  \  U  est dit compa­
tible avec U  si U u Y  est aussi un up-set de  P. 
Notation 3.3  Soit Y  un sous-ensemble  de  X  \  U  qui  est compatible  avec  U  Notons 
U(P, U, Y),  l'ensemble des  up-sets V  de  P  tel que U ç V  ç  (U u y). 38 
Observation. L'ensemble  U(P, U, Y)  contient tous les super-up-sets de U, i.e.  contient
 
tous les ensembles qui contiennent les  up-sets de  U,  dont les éléments supplémentaires
 
sont choisis dans Y.
 
Remarquons que U(P) = U(P, 0, Y).
 
Soit  U,  un  up-set  de  P  et  Y  ç:;  X  \  U,  un  ensemble  compatible avec  U.  Soit  V  E 
U(P, U, Y). Pour n'importe quel x  E Y, soit x  E V, soit x  if.  V. Supposons que xE YnV. 
Dans ce  cas,  si  y  :::::  x, alors  y  E  V,  d'où  V  E  U(P, U u U[x], Y  \  U[x]).  Supposons 
maintenant que x  E  Y  \  V.  Alors  y  ::;  x  implique que y  if.  V  (car si  y  E  V  et x  :::::  y, 
alors x  E V). Dans ce cas, V  E U(P, U, Y \ D[x]). Par conséquent, pour tout x  E Y nous 
avons: 
U(P, U, Y) = U(P, U u U[x], Y \ U[x]) UU(P, U, Y \ D[x]).  (3.1) 
Observation. Dans l'équation  (3.1),  nous pouvons considérer U  comme l'ensemble des 
éléments qui peuvent être dans le  up-set et X \ (U uY) comme l'ensemble des éléments 
qui sont définitivement hors du np-set. Nous avons donc clairement U(P, U, 0)  = {U}, 
et l'équation fournit une décomposition récursive de U(P). 
Définition 3.4  Une  extension de  P  est un poset Q tel que S(P) = S( Q)  et R(P) ç:; 
R( Q).  Une  extension de  P  qui est un ordre  total est appelée  une extension linéaire 
de  P. 
Nous nous intéressons aux algorithmes efficaces pour générer des objets combinatoires. 
Supposons que les objets sont representés par des suites de n  éléments et que le nombre 
total d'objets est N. 
Définition 3.5  Nous disons que  l'algorithme fonctionne en temps constant amorti 
si le  temps total de  calcul,  excluant celui de  la  sortie,  pour générer ces  objets est O(N). 
À une constante près,  il n'y a pas  d'algorithme plus mpide. 39 
Définition 3.6  Si le  temps total de  calcul est O(nN), alors nous disons que l'algorithme 
fonctionne en temps linéaire amorti. 
Définition 3.7  Un  algorithme de  génération est dit sans boucle si le  temps de  calcul 
entre les  objets successifs est 0(1) dans le  pire cas. 
3.4  Description de l'algorithme 
Nous allons décrire l'algorithme présenté dans (Squire), basé sur l'équation (3.1).  Soit 
P  =  (X, R),  un  poset,  où  X  =  {Xl, X2,· .. ,xn }.  Le  poset  P  est  représenté  par  une 
matrice P  de  dimensions n  x n.  Pour 1 ~  i, j  ~  n,  Pli, j]  = 1 si  Xi  ~  Xj et Pli, j]  = 0 
sinon. Nous supposons que la matrice est globale (accessible globalement). Le  up-set U 
est  représenté par un tableau de  longueur n  tel  que pour 1  ~  i  ~  n  et  Xi  E  X  \ Y, 
U['i]  =  1 si  Xi  E  U  et  Uri]  =  0 sinon.  Aucune instruction n'est posée  concernant  la 
valeur  de  Uri]  quand  Xi  E  Y.  Le  sous-ensemble  Y  de  X  \  U  est  représenté par une 
liste. Les éléments sont insérés dans cette liste dans un ordre cohérent avec R. La liste 
peut être vue  comme une sous-suite d'une extension linéaire  de  P.  Notons  E  la liste 
vide. La procédure récursive GenUpSets de la Fig. 3.1  génère U(P, U, Y) en utilisant la 
décomposition de l'équation (3.1). La procédure RestoreU(U) restitue le  tableau U aux 
valeurs qu'il avait au moment de l'appel de la procédure. Nous omettons les  détails de 
RestoreU. 
Remarque 3.2  Pour trouver U(P),  nous prenons U  comme l'ensemble vide et Y  est 
représenté par une liste  (sous-suite d'une extension linéaire  de  P ). 
3.4.1  Clarification de l'algorithme 
L'équation (3.1)  permet à n'importe quel  X  E Y  d'être utilisé dans la récurrence. Dans 
la ligne 5 de  la Fig. 3.1, l'élément au milieu de Y  est retiré pour être l'élément X  utilisé 
dans  la récurrence.  L'algorithme aurait  généré  correctement U(P, U, Y)  si  n'importe 40 
1.  procédure GenUpSets(tableau V, liste y); 
2.  début 
3.	  si (Y  =  E)  alors retourner J; 
4.	  sinon 
début 
5.  X m  <---- l'élément au milieu de la liste Y; 
6.  (*  Générer U(P, V, Y \ D[x])  *) 
7.  yi <---- E; 
S.  pour chaque Xi dans Y  faire  (*  éliminer X m  de l'idéal *) 
9.  si (P[i, m]  = 1)  alors V[i]  <---- 0; 
10.  sinon ajouter Xi à la liste YI; 
11.  GenUpSets(V, yi) ; 
12.  RestoreU(V); 
13.  (*  Générer U(P, V U V[x], y  \ V[x])  *) 
14.  yi <---- E; 
15.  pour chaque Xj  dans Y  faire  (*  inclure Xm  clans l'ideal *) 
16.  si (P[m, j] =  1)  alors V[j]  <---- 1 ; 
17.  sinon ajouter Xj à la liste yi; 
lS.  GenUpSets(V, yi) ; 
19.	  fin; 
20.  fin. 
Fig.	 3.1 Algorithme pour générer les  idéaux 41 
quel.1:  E Y  était choisi dans la ligne 5.  Or, si  un x  arbitraire était choisi dans la ligne 5, 
l'algorithme aurait pu dégénérer vers O(n) par up-set.  Alors  le  choix de l'élément au 
milieu est nécessaire pour assurer un temps de O(logn . u(P)). Soit L, une extension 
linéaire de P insérée dans une liste. L'appel GenUpSets(U, L) génère tous les up-sets de 
P  (le tableau U ne requiert pas d'initialisation). 
Observation.  La procédure est un peu plus compliquée qu'il ne le  faut.  Rappelons que 
Uri]  a un sens seulement si  Xi  t/. Y.  L'appel à RestoreU(U) peut alors être éliminé de 
GenUpSets,  car  les  valeurs  significatives  de U  n'étaient  pas modifiées  par  la  boucle 
pour précédente et il n'est pas nécessaire de restituer les  valeurs de U qui ne sont pas 
significatives. 
x,-----------------, 5 
~
 
3 4 
1 1  b
 
1 2  2 
Fig. 3.2 Graphe correspondant à P. 
3.4.2  Exemple 
Soit le poset de la Fig. 3.2 et trouvons U(P, U, Y) dont la trace se trouve à la Fig. 3.3  . 
P  1  2  3  4  5 
1  1  0  1  0  1 
Au début, nous avons:  U 1_1_~_3_4__ 5  2  0  1  0  1  1 
3  0  0  1  0  1 
4  0  0  0  1  1 
5  0  0  0  0  1 42 
si  Xi.  :::;  Xj  1  si  Xi  E U 
Pli,j] ~  { :  Pour Xi  Uri] 
{ 
E X\Y  = 
sinon  o  si  Xi  E X \ (U u Y) 
Aucune instruction pour Xi  lorsque Xi  E Y. 
3.5  Dawn-sets 
Pour obtenir les down-sets, nous effectuons les modifications suivantes:
 
la ligne 6 devient :  (*  Générer U(P, U, y  \ U[x])  *) ;
 
la ligne 9 devient :  si  (P[m,i] = 1)  alors Uli]  +- 0; (échange entre i  et m);
 
la ligne 13 devient:  (*  Générer U(P, U U D[x], Y \ D[x]) *);
 
la ligne 16 devient:  si  (P[j,m] =  1)  alors U[j] +- 1; (échange entre jet m).
 
3.5.1  Exemple 
Ces modifications appliquées à  l'exemple 3.4.2 donnent les  down-sets dont la trace se 
trouve à la Fig. 3.4. 
3.6  Analyse de la complexité 
Squire (Squire) a eu recours à l'arbre de calcul de GenUpSets, qui est un arbre pondéré 
dont les  noeuds sont les  appels à  GenUpSets et où chaque appel est le  fils  de l'appel 
qui l'a généré.  Le poids de chaque noeud dans cet arbre est égal au temps mis dans 
l'appeL Le poids d'une feuille (qui n'est pas considéré comme un noeud) est O.  Le temps 
total mis par GenUpSets est alors le poids total de l'arbre. Au lieu de majorer ce poids 
directement, le coût de chaque noeud dans l'arbre est chargé à un sous-ensemble d'autres 
noeuds dans l'arbre. Puis il est montré que le  coût chargé à chaque noeud est O(log n). 
La difficulté de l'analyse directe de GenUpSets provient du fait que l'arbre peut prendre 
plusieurs formes.  Regardons deux formes extrêmes: 
1.	  Supposons que P est une antichaîne (voir la définition 2.2) de n éléments. Dans ce 
cas, les listes yi pour les appels récursifs de GenUpSets(U, Y) satisfont IY'I =  IYI- 1. 1 2345  43 
Avant l'exécution, nous avons:  U 1 0  Y: 1-3-4-5 1 
La trace de l'exécution: 
1 234 5
 
X m  = 3  U  1  0 0 0  1  yi:  4 ~  5
 
1 234 5 
X m  = 4  U 10 0 0 0  1  yi:  5 
1 2 3 4 5 
X m  = 5  1 0 0 0 0 0 1  Y':é  ~I  0 [U 1 
1 234 5 
uI000011  Y':é  ~I  5  1 
1 2345 
U 10 0 0 1 1 1 Y' : E  ~  1 4 5  1 
1 234 5
 
U  0 1  1 1  yi:  1  ~  4
 1 
1 2345 
X m  =  1  U  1 0 0 1  1 1  yi:  4 
[U
1 234 5 
yi: é  ~I  35 X m  =  4  10 0 1 0 11 
1 
1 234 5 
UI001111  yi: é  ~13 4 51 
1 2345 
U Il  0 1  1  1  yi :  4 
1 234 5 
X m  =  4  U1 10101 
1  yi: é  ~113  51 
[  1 2345 
UI101111  yi : f.  ~ Il  3 4 5  1 
Fig. 3.3 Trace de l'algorithme de la Fig. 3.1 sur l'exemple 3.4.2. 1 234 5
 
Avant l'exécution, nous avons:  U  0
 1 1
 
La trace de l'exécution:
 
1 2345
 
X m  = 3  ui  00  0 1  yi:  1 ~ 4
 
1 2345
 
X m  = 1  U 1000  01  yi:  4
 
[U

12345
 
xm  ~  4  10 0 0 0 0
 
1 234 5
 
Ul000101
 
1 2345
 
U 1100  01  yi:  4
 
12345
 
X m  = 4
  [U11OOOOI 
12345
 
UI100101
 
1 2345
 
U 110 1  yi:  4~ 5
 1
 
12345
 
X m  = 4  U1 10100  1  yi: E  ~113
 
[  1 2345
 
UI1011  yi:  5
 1
 
1 2345
 
X m  =  5  U1 10110  1
 
[  1 2345
 
UI101111
 
44
 
YI:E  ~I  4 1
 
y/:E  ~I  1
 
yi: E  ~I  14  1
 
1
 
yi: E  ~113 41
 
YI : E  ~11 345 1
 
Fig. 3.4 Trace cie  l'algorithme de la Fig. 3.1 sur l'exemple 3.5.1. 45 
Nous pouvons alors montrer que le  poids moyen d'un noeud de l'arbre est 0(1) 
(Squire). 
2.	  L'autre cas extrême est lorsque P est une chaîne de n  éléments. Ici,  les  listes Y' 
satisfont !y'1  ;:::0  IY~-l.  Nous pouvons alors montrer que le poids moyen d'un noeud 
de l'arbre sera O(logn). Les chaînes sont les pires cas de l'algorithme. 
En général, la longueur des listes yi n'est pas connue. Mais comme X m  est choisie comme 
élément moyen de Y, et que Y  est ordonnée de façon cohérente avec R,  la longueur de 
yi satisfait 
!YI- 1 2:  IY'I  2:  l1Y1  - 1J. 
2 
Ces bornes sur !y'1  empêchent l'arbre d'être très déséquilibré et garde le  poids moyen 
d'un noeud borné par O(logn). 
Étant donné tout cela, Squire démontre que chaque noeud prend un coût de O(log n) 
et que le  poids total de l'arbre de calcul Test O(logn· NT),  où NT  est le nombre de 
noeuds dans T. En plus, il a démontré que T est un arbre binaire plein; par conséquent, 
le  nombre de  noeuds dans T  est deux fois  moins que le  nombre de  feuilles.  Comme 
l'arbre T  possède une feuille  par up-set de P, le  temps total pour calculer U(P) est 
O(logn· u(P)). 
Remarque 3.3  Squire (Squire) a supposé dans cet algorithme que le  poset P  est donné 
sous forme d'une matrice P  de  deux dimensions et  que  nous disposions d'une extension 
linéaire  du  poset pour la  liste  originale Y. Si l'extension linéaire n'était pas  disponible, 
nous devrions  la  calculer et  cela  prendrait un temps de  0(n2 ).  Aussi,  si le  poset  était 
donné sous une autre forme,  nous devrions le  transformer en la matrice P  de  telle sorte 
que  nous  puissions  mettre un temps 0(1)  pour déterminer si Xi  :::;  X).  Le  coût  d'une 
telle transformation dépend de  la  représentation originale du  poset. CHAPITRE IV 
CODE GRAY POUR LES EXTENSIONS LINÉAIRES 
(TRI TOPOLOGIQUE) 
4.1  Motivation et littérature 
L'un des plus importants ensembles associés à un poset P est son ensemble d'extensions 
linéaires E(P). Les extensions linéaires sont très intéressantes en informatique à cause 
de  leurs relations avec les  problèmes de tri et d'ordonnancement des tâches.  De même, 
elles sont intéressantes en combinatoire à cause de leurs relations avec les  problèmes de 
dénombrement (Aigner, 79;  Stanley, 86). 
Étant donné un poset P,  deux questions se  posent naturellement: 
- la question de génération qui demande si  les extensions linéaires E(P) de P peuvent 
être générées efficacement; 
- la question de dénombrement qui demande si e(P), la taille de l'ensemble E(P), peut 
être determinée efficacement. 
Brightwell et Winkler (Brightwell et Winkler, 92) ont prouvé que la question de dénombre­
ment est #P-complet, ce qui implique que la question de dénombrement peut être plus 
difficile  que celle de génération.  (Un  problème  A est dit #P-complet  si  et seulement 
s'il  est #P, et tout problème dans #P peut être  réduit  à  A  en  temps  polynomial. 
#P est l'ensemble de problèmes de dénombrement associés aux problèmes de décision 
dans l'ensemble  NP).  Pruesse et Ruskey  (Pruesse et Ruskey,  94)  étaient les  premiers 
à  trouver un algorithme qui  fonctionne  en  temps constant amorti  (à  part une petite 
quantité de  prétraitement) pour générer des objets d'une classe combinatoire pour la­47 
quelle le  problème de dénombrement correspondant est #P-complet. Plus précisément, 
leur  algorithme permet de  générer  les  extensions linéaires où  chaque extension diffère 
de sa précédente par une ou deux transpositions. L'algorithme est pratique et peut être 
modifié pour compter les extensions linéaires efficacement. 
Leur algorithme peut être utilisé pour alterner les permutations et générer efficacement 
le  tableau standard de  Young d'une forme  donnée,  ainsi  que  n'importe quels autres 
objets combinatoires qui  peuvent  être  vus  comme  des  extensions  linéaires  de  posets 
particuliers. 
Le problème de génération des extensions linéaires d'un poset a été considéré par Knuth 
et Szwarcfiter (Knuth et Szwarcfiter, 74), Varal et Rotem (Varal et Rotem, 81) et Kalvin 
et Varal (Kalvin et Varal, 83). Dans ces articles, le terme « tri topologique» est utilisé au 
lieu du terme « extension linéaire». L'algorithme le  plus efficace parmi ces algorithmes 
est celui  de  Vara1 et Rotem  (Varal et Rotem,  81),  dont la compléxité temporelle est 
O(n· e(P))  (Kalvin et Varal, 83)  où n est le  nombre d'éléments du poset P et e(P) est 
le  nombre d'extensions linéaires.  Notons que  l'algorithme de  Vara1 et Rotem est très 
simple, élégant et assez efficace en pratique. Le seul algorithme qui était connu pour le 
dénombrement des extensions linéaires d'un poset arbitraire, avant celui de Pruesse et 
Ruskey (Pruesse et Ruskey, 94), était celui de Wells (Wells, 71), mais il semblait difficile 
à analyser. Pour des classes particulières de posets, comme série-parallèle, ou de largeur 
bornée, des algorithmes de  dénombrement étaient connus (Bouchitte et Habib, 89). 
Nous allons  regarder les  extensions linéaires comme des  permutations des éléments du 
poset.  Quand nous générons différentes classes de permutations, le  critère le  plus com­
mun (le voisinage) est que les permutations successives diffèrent par une transposition de 
deux de leurs éléments; parfois c'est plus restrictif comme les  transpositions d'éléments 
adjacents seulement.  L'algorithme  bien  connu  de  Steinhaus (Steinhaus,  63),  Johnson 
(Johnson, 63)  et Trotter (Trotter, 62)  fournit une énumération en ordre code Gray de 
toutes les n! permutations de n éléments, où chaque permutation diffère de la précédente 
par une transposition de deux éléments adjacents.  C'est pourquoi nous  disons que les 
n!  permutations peuvent être générées par transpositions adjacentes. Les permutations 48 
Fig. 4.1 Un poset P  (les deux lignes verticales) et son graphe de  transposition G(P). 
d'un ensemble de  n  éléments correspondent aux extensions linéaires  du  poset qui est 
une antichaîne (voir la définition 2.2)  de n éléments. 
En général, il  n'est pas toujours possible de générer les  extensions linéaires d'un poset 
par transpositions, adjacentes ou  non.  Par exemple,  les  extensions linéaires du poset 
constitué de  deux chaînes  (voir  la  définition  2.2)  non  triviales,  peuvent être générées 
par transpositions si  et seulement si  n  et m  sont tous deux impaires  (Buck et Wiede­
mann, 84;  Eades, Hickey, et Read, 84;  Ruskey, 88). Les extensions linéaires du poset de 
la Fig. 4.1  (deux chaînes de deux éléments chacune) ne peuvent donc pas être générées 
par transpositions. 
Nous allons présenter l'algorithme de Pruesse et Ruskey  (Pruesse et Ruskey,  94)  qui 
génère deux fois  chaque extension linéaire, et chacune est signée.  L'algorithme suit la 
trace des signes des extensions et retourne les  extensions signées positivement. Dans ce 
sens, l'algorithme appartient à la classe des algorithmes de génération qui génèrent plus 
d'objets que ceux effectivement nécessaires. 49 
4.2  Définitions et notations 
Définition 4.1  Considérons le  graphe  qui  a comme sommets l'ensemble E(P)  des  ex­
tensions  linéaires  de  P,  tel  que  deux  sommets  sont  adjacents  dans  le  graphe  chaque 
fois  que  les  extensions linéaires correspondantes diffèrent par une seule  transposition. 
Ce  graphe  s'appelle le  graphe  de transpositions du  poset P  et il est noté C(P).  Le 
sous-graphe  de  C(P)  sur le  même  ensemble  de  sommets,  mais  contenant  seulement 
les  arêtes qui  correspondent  à  des  transpositions  adjacentes,  est  appelé  le  graphe  de 
transpositions adjacentes et est noté C'(P). 
Notation 4.1  Notons ±E(P), l'ensemble {+f, -f  1 f  E P}. 
La  génération  des  extensions  linéaires  de  P  par  des  transpositions  (adjacentes)  est 
équivalente à trouver un chemin hamiltonien dans le graphe C(P) (C'(P)). 
Exemple 4.1  Nous voyons dans  la  Fig.  4.1  un poset et son graphe  de  transpositions. 
Les  graphes de  transpositions sont  bipartis et connexes.  Si  les  ensembles  bipartis de 
C(P) ne sont pas de la même taille, alors le graphe ne possède pas de cycle hamiltonien. 
Si  la différence entre les  tailles de ces ensembles est> 1,  alors le  graphe ne possède pas 
de chemin hamiltonien et par conséquent, les  extensions linéaires de P ne peuvent pas 
être générées par transpositions (Pruesse et Ruskey, 94). 
Exemple 4.2  Dans la Fig.  4.1,  nous voyons que  les  tailles des  ensembles de  bipartition 
diffèrent par deux.  Ainsi, les  extensions linéaires du poset ne peuvent pas  être générées 
par transpositions. 
Définition 4.2  Si toute  paire  d'éléments  de  S(P)  est  comparable  (voir  la  définition 
21), alors P  est un ordre total. 
Notation 4.2  Si P  est un ordre total sur S(P) =  {Xl,X2>'"  ,xn} tel que  Xi  -<  Xj  si et 
seulement si i < j, alors nous utilisons XIX2 ...  X n  pour désigner P. 50 
YIO 
yg 
Y7 
Y6 
X2  = b 
Ys 
Y4  Xl  = a 
Y3 
Y2 
YI 
Fig. 4.2 Un B-poset. 
Définition 4.3  Un  B-poset est un poset P  dont les  éléments peuvent être partitionnés 
en deux chaînes disjointes Xl  --<  X2  --<  ... --<  Xn  et YI  --<  Y2  --<  ... --<  Ym  telles que Yj  i. Xi 
pour tout i  et j, où 1 :S  i  :S  n  et  1 :S  j  :S  m. Lorsque n =  2,  nous l'appelons 2B-poset. 
Exemple 4.3  Voir le  B-poset de  la  Fig.  4.2. 
Notation 4.3  Notons mr(xi), le  plus  grand indice j  tel  que  Xi  Il  Xj"  si  Xi  < YI,  alors 
mr(xi) = O. 
Pour la Fig.  4.2,  nous avons mr(a) = 4 et mr(b) =  7.  Nous avons déjà vu la définition 
de G x K2  (voir la Fig.  1.4), i.e., la multiplication d'un graphe par une arête. Le lemme 
suivant va nous être utile pour la suite. 51 
4.3  G'(P)  X  K 2  est hamiltonien 
Lemme 4.1  Si a  et b sont deux frères  (voir la  définition  2.7)  dans P,  alors G(P)  ~
 
G(P + ab)  x  K2 .
 
Preuve: Remarquons que E(P) =  E(P +ab) U E(P +ba).  Toute extension linéaire R.  de
 
P qui  transpose a et b dans R.  produit une autre extension linéaire de P.  Par la suite,
 
l'opération qui transpose a et bdans une extension linéaire fournit un isomorphisme entre
 
G(P + ab)  et G(P + ba).  o
 
Si  e(P)  =  1 (i.e.,  si  P  est un ordre total), alors G x  K2  est une arête.  Dans le  but de
 
démontrer par récurrence l'existence de cycles hamiltoniens,  nous considérons que ce
 
graphe possède un cycle hamiltonien; puisqu'il a un chemin hamiltonien dont les  deux
 
extrémités sont adjacentes, alors il a un cycle hamiltonien.
 
L'algorithme de Pruesse et Ruskey (Pruesse et Ruskey,  94)  que  nous allons présenter
 
dans ce  chapitre est  basé  sur la preuve que G'(P)  X  K 2  est  hamiltonien.  Pruesse et
 
Ruskey (Pruesse et Ruskey, 91)  ont montré cela dans le  cas particulier du poset appelé
 
B-poset (voir la définition 4.3).
 
Remarque 4.1  Notons  que  k  =  X1X2'"  XnY1Y2' .. Ym  est  une  extension  linéaiTe  de 
n'importe quel B -poset. Nous l'appelons l'extension linéaire canonique d'un B -poset. 
Lemme 4.2  (prouvé dans (Pruesse et Ruskey,  91)) Soit P  un B-poset. AloTs il existe 
un cycle hamiltonien dans G'(P) x K2  passant par l'arête [+k, -k]. 
Le graphe G'(P) x K 2, où P  est le  B-poset de la Fig. 4.2, est celui de la Fig.  4.3. 
Les arêtes correspondantes à l'isomorphisme entre deux copies de G'(P) ont été omises 
pour plus de clarté. Nous pouvons penser que nous passons à travers une arête verticale 
vers le haut lorsque b =  X2 est transposé avec son voisin de droite, et à travers une arête 
horizontale lorsque a =  Xl  est transposé avec l'un de ses voisins. 52 
Le cycle hamiltonien entre +k et -k  est dans la Fig. 4.4. Le cycle passe par ['arc lorsque 
mr(b) est pair. 
f---<>-- >-->-­
f---<  +YI"  .  .. YlO  >-­
+abYIY2"  . YIO  =  +k  -k =  -abylY2 ...  YIO 
Fig. 4.3 Graphe C'(P) x  K 2  du B-poset P de la Fig. 4.2. 
CJ  : : : :  ::::[J 
+k  -k 
Fig. 4.4 Un cycle hamiltonien dans le graphe C'(P) x K2  de la Fig.  4.3. 
Définition 4.4  Nous  obtenons un graphe  similaire  à celui  de  la  Fig.  4.3  chaque  fois 
que  a Il  YI  ,.  nous disons que  nous avons un cas typique. Si a -<  YI,  alors C'  (P)  est un 
chemin; nous disons  que  nous avons un cas  atypique.  Autrement dit,  le  cas  typique 
survient lorsque mr(a) > 0 et le  cas  atypique survient lorsque mr(a) = O. 53 
Théorème 4.1  Pour chaque poset P, le  graphe G'(P) x K 2  est hamiltonien. 
Preuve: La preuve se fait par récurrence sur IS(P)I (Pruesse et Ruskey, 94).  o 
Remarque 4.2  Les B -posets utilisés dans  ce  chapitre sont tous des 2B-posets.  Dans 
le  cas  typique,  le  cycle de  la  Fig.  4.4  peut êtTe  utilisé,.  dans le  cas  atypique,  le  cycle est 
clair (nous déplaçons b à droite le  plus loin possible,  nous changeons de  signe, puis nous 
déplaçons b à gauche).  Si mr(b)  est pair,  le  cycle de  la  Fig.  4.4  est un peu différent et 
utilise l'arête [+œyb, -œyb],  où 'Y  =  YIY2 ...  Ym  (VOiT  la  flèche).  Ces cycles sont utilisés 
dans l'algorithme. 
Corollaire 4.1  Si P  est un poset avec une paire de  frères,  alors G(P)  est hamiltonien. 
Preuve: Supposons que P  possède une paire de  frères  a  et b.  Selon le  théorème 4.1, 
G'(P) x  K2  est hamiltonien; par conséquent, G(P) x  K2  est hamiltonien. D'où, selon 
le lemme 4.1, G(P) est hamiltonien. 
Notation 4.4  Pour T  ç  S(P),  nous notons P  \  T,  le  poset sur l'ensemble S(P) \  T 
ayant comme relation l'ensemble R(P) n (S(P) \ T)2 
Notation 4.5  Pour les posets P  et Q,  si R(P) U R( Q)  est antisymétrique, nous notons 
P + Q le  poset sur l'ensemble S(P) U S(  Q)  ayant comme relation la  clôture transitive 
de R(P) U R(Q). 
Exemple 4.4  Par exemple, P + abc  est le  poset sur l'ensemble S(P) U {a, b, c}  ayant 
comme relation la  clôture transitive de R(P) U {(a, b), (b, c)}. Si P + Q = P, alors nous 
disons  que  P  induit  Q.  Par exemple,  si P  + abc = P,  alors  {(a, b), (b, c)} ç  R(P)  et 
toute  extension linéaire  de  P  vérifie a  --<  b  --<  c,.  par conséquent,  nous  disons  que  P 
induit abc. 
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4.4  Algorithme 
4.4.1  Idée de l'algorithme 
Le théorème 4.1  est constructif et il  est la base de l'algorithme qui fonctionne en temps 
constant amorti, i.e.,  il  génère toutes les extensions linéaires d'un poset P en O(e(P)). 
C'est un algorithme sur place; il maintient un tableau le qui contient J'extension linéaire 
courante, et une variable IsPlus qui suit la trace du signe (+ ou -). Nous passons d'une 
extension linéaire à la suivante en faisant des changements au tableau le ou en reversant 
le signe. 
La procédure principale que nous appelons GenLE (Fig. 4.6)  et qui est tirée de (Pruesse 
et Ruskey,  94)  est récursive et suit le  chemin indiqué dans lu.  Fig.  4.4.  Chaque niveau 
de  la  récursivité possède  une paire d'éléments minimaux du sous-poset  courant.  Par 
exemple,  dans  le  poset  de  la  Fig.  4.1,  (al, bl)  est  la paire  d'éléments  minimaux de 
Pl = Pet (a2,b2)  est la paire d'éléments minimaux de Pz  =  Pl \  {al,bI}.  Ces paires 
sont déterminées par un prétraitement qui est le suivant. 
Nous supprimons récursivement des paires (ai, bi) d'éléments minimaux pour i  =  1,2"  .. 
jusqu'à épuisement.  Si  un  seul  élément  minimal  e::>t  rencontré,  nous  l'éliminons  tout 
simplement et il ne fait pas partie d'une paire. Soit MaxPair, la dernière paire d'éléments 
minimaux supprimée de P; le  reste de P  forme  un ordre total ou l'ensemble vide.  Ce 
prétraitement est détaillé à la Fig.  4.5. 
Notons que MaxPair n'est pas déterminé d'une façon  unique par le  poset, car il  est lié 
à l'ordre d'éléments enlevés de P. 
Définition 4.5  Nous disons qu'une extension linéaire R.  est en ordre propre jusqu'à 
i  si pour tout 1 ::;  j  ::;  i,  les  éléments aj  et bj  sont adjacents dans  R.  et si !!  induit les 
ordres ala2 ... aiah  et aja2' .. aibh  pour tout h,  où i < h ::;  MaxPair. 
Remarque 4.3  L'extension linéaire initiale de  la  liste doit être en ordre propre jusqu'à 
MaxPair; le  prétraitement de  la  Fig.  4.5 l'assure. 55 
ii-ji-O; 
Qi- P; 
tant que S( Q) i- 0 faire 
si Q possède exactement un élément minimal x alors 
ji-j+l; 
le[j] i- x; 
Qi-Q\{x}; 
sinon 
soient a',  b'  deux éléments minimaux quelconques de  QI
 
ii-i+l;
 
ji-j+2;
 
a[i]  i- a';
 
b[i] i- b' ;
 
1 e[j - 1.]  i- al ;
 
le[j] i- b';
 
Q i- Q \  {al, b/} ;
 
fin si; 
fin tant que; 
JVlaxPair i- i ; 
Fig. 4.5 Prétraitement 56 
procedure GenLE ( i : integer ) ;
 
var mrb, mra, mla, x  : integer; typical : boolean;
 
begin
 
if i > 0 then begin
 
GenLE (i - 1) ;
 
mrb := 0; typical := false;
 
while Right(b[i]) do begin
 
mrb := mrb + 1;
 
Move(b[i],  right); GenLE(i - 1);
 
mra:= 0; 
if Right(a[i]) then begin
 
typical := true;
 
repeat
 
mra := mra + 1; 
Move(a[i], right) ; GenLE(i - 1); 
until not Right(a[i]) ;
 
end {if} ;
 
if typical then begin
 
Switch(i - 1); GenLE(i - 1);
 
if odd(mrb) then mla := mra - 1 else mla := mra + 1;
 
for x := 1 to mla do begin
 
Move(a[i], left); GenLE(i - 1) ;
 
end;
 
end {if} ;
 
end {while} ;
 
if typical and odd (mrb)
 
then Move(a[i], left); 
else Switch(i - 1) ;
 
GenLE(i - 1) ;
 
for x := 1 to mrb do begin
 
Move(b[i],  left) ; GenLE(i - 1) ; 
end; 
end {if} ; 
end {GenLE} ; 
Fig. 4.6 Procédure GenLE 57 
4.4.2  Implantation de l'algorithme 
L'implantation de l'algorithme maintient quatre tableaux globaux: le tableau le qui est 
l'extension linéaire, son inverse li, les tableaux a  et b qui contiennent les éléments ai et 
b i  de telle sorte que a[i]  contient toujours la valeur gauche de la i-ième paire et b[i]  celle 
de droite. Aussi, le signe courant est maintenu. 
La  fonction  booléenne  Right(x)  est  utilisée  pour  déterminer  si  l'élément  x  peut se 
déplacer vers la droite. Elle fonctionne en 0(1) comme suit: 
- Right(b[i]) : Retourne vrai seulement si b[i] est incomparable avec l'élément à sa droite 
dans le  tableau le.
 
Right(a[i])  :  Retourne  vrai  seulement  si  a[i]  est  incomparable avec  l'élément  à  sa
 
droite dans le  tableau le et l'élément à sa droite n'est pas bli].
 
Dans un vrai code, ces deux fonctions utilisent plus de paramètres pour pouvoir chercher
 
x  dans le et décider s'il s'agit de Right(b[i]) ou de Right(ali]).
 
Les procédures Move et Switch sont utilisées pour changer l'extension linéaire courante.
 
Elles fonctionnent en 0(1) comme suit:
 
- Switch(i)  : Si  i = 0,  alors le  signe est changé, i.e.,  IsPlus est changée.  Si  i > 0,  alors
 
ai et bi  sont transposés. 
- Move(x,left) : Cet appel transpose x  avec l'élément à sa gauche. 
- Move(x,right)  : Cet appel transpose x  avec l'élément à sa droite. 
Chaque fois  qu'une nouvelle extension linéaire i! de Pi  est générée par l'appel GenLE(i) 
(i.e., chaque fois  que Move ou Switch est appelée), GenLE(i - 1)  est appelée. L'appel 
GenLE(i - 1)  déplace al, a2, ... ,ai-l, bi- l  dans toutes les  positions possibles à travers 
i! en gardant l'ordre ai-l --<  bi- l  (ou bi- l  --<  a;-l, selon leur ordre au moment de l'appel 
de GenLE(i - 1)). Si  i = 1,  alors GenLE(i - 1)  ne fait rien. 
En supposant que Right(b[MaxPair+l]) est  fausse,  l'appel initial à la procédure prin­
cipale est GenLE(MaxPair+l). Cet appel consiste exactement des appels suivants, que 
nous appelons la suite d'appels: 
GenLE(NlaxPair); Switch(MaxPair); GenLE(NlaxPair); 58 
+b1b2ala2  -b1b2ala2 -----'[ 
A
Fin +albVla2b2 
Début  +a1b1a2b2  -a1b1a2b2 
1_----.1 
Fig. 4.7 Un cycle hamiltonien dans le  graphe G'(P) x K2  où G(P) est le  graphe de la 
Fig.  4.1. 
Fonctionnement. L'algorithme consiste à exécuter le  prétraitement, à initialiser IsPlus 
à +, puis à exécuter la suite d'appels. 
4.4.3  Exemple 
Si  nous prenons l'exemple de  la Fig.  4.1,  le  prétraitement nous  retourne a1b1a2b2,  et 
en  mettant IsPlus à  +,  nous commençons avec  +a1b1a2b2  et nous exécutons la suite 
d'appels: GenLE(2); Switch(2); GenLE(2). 
Après  l'exécution de  la procédure  principale de  la Fig.  4.6,  nous obtenons le  résultat 
dans le Tab. 4.1  correspondant au graphe de la Fig. 4.7. 
Théorème 4.2  L'algorithme GenLE de  la Fig.  4.6 génère les  extensions linéaires selon 
un chemin hamiltonien dans G'(P) x K2. 
Preuve: voir  (Pruesse et Ruskey, 94). 59 
Procédure  Extension linéaire 
+a}b\a2b2  (*  initialisation *) 
GenLE(2) 
GenLE(l) 
tvIove(b},  right)  +a}a2b}b2 
Switch(O)  -a}a2b}b2 
Move(b},  left)  -a}b}a2b2 
Switch(l)  -b}a}a2b2 
GenLE(l) 
Switch(O)  +b}a}a2b2 
Switch(2)  +b}a}b2a2 
GenLE(2) 
GenLE(l) 
Move(a}, right)  +b}b2a}a2 
Switch(O)  -b}b2a}a2 
Move(a}, left)  -b}a}b2a2 
Switch(l)  -a}b}b2a2 
GenLE(l) 
Switch(O)  +a}b}b2a2 
'l'ab.  4.1 Trace de la procédure GenLE sur l'exemple du poset de la Fig. 4.1 qui cor­
respond au graphe de la Fig. 4.7. 60 
4.5  Analyse de la complexité 
Dans cette analyse, nous supposons que Right, Switch et Move peuvent être implantées 
en  temps constant.  Ces  implantations sont facilement accomplies  tant que l'inverse li 
de  le  est maintenu.  Chaque appel  à  Move  et à  Switch génère une extension linéaire; 
de plus, remarquons que l'appel GenLE(i) génère au moins deux appels de GenLE(i ­
1).  Chaque itération de  la boucle  while ou  for  de  l'algorithme exécute un  i\!love  et 
par conséquent,  génère  une extension  linéaire.  Le  seul  appel  dans  lequel  GenLE est 
récursivement appelé, sans qu'une extension linéaire ne soit générée, est lorsque i = 0, 
et ceci arrive au plus une fois par extension linéaire générée. Par conséquent, l'algorithme 
fonctionne en temps constant par extension linéaire en générant ±E(P). En supprimant 
les extensions linéaires précédées par -, nous générons E(P) en temps constant amorti. 
4.6  Code Gray 
Nous allons montrer que les extensions linéaires peuvent être générées de telle sorte que 
les extensions successives diffèrent par une ou deux transpositions adjacentes. 
Notation 4.6  Si a  et  f3  sont des  extensions de  P J alors nous notons D(a,f3), la  dis­
tance de  a  à f3  dans C(P)  et D'  (cx, (3),  celle  dans C'  (P). 
Définition 4.6  Nous  disons  qu'un  ordre  al,' .. , ae(p)  des  extensions  linéaires  de  P 
possède un délai c,  si D'(CXi, CXi+l)  ::;  C  pour tout 0::; i  < e(P)J  où aa = ae(p). 
Nous allons montrer l'existence d'un ordre de E(P) de délai 2 trouvé en temps constant 
amorti. 
Lemme 4.3  Si C  est  biparti et C  x  J(2  est hamiltonien,  alors C2  est hamiltonien. 
Preuve: voir  (Pruesse et Ruskey, 94). 61 
Théorème 4.3  Les  extensions linéaires  de  n'importe quel  poset peuvent être générées 
avec un délai  2 en  temps constant amorti. 
Preuve:  Nous  exécutons  l'algorithme  GenLE  de  la  Fig.  4.6,  malS  au  lieu  de  sup­
primer  les  extensions  linéaires  précédées  par -, nous  supprimons  une  fois  toute  les 
deux  extensions  linéaires;  i.e.,  si  nous  générons  la  liste  1 1 ,12 ,"',15,"', alors  nous 
retournons  la liste  1 1,13,15 , .... Selon  le  lemme  4.3,  cet  ordre possède  un  délai  de  2. 
Il  a  par conséquent  la même  complexité que  GenLE,  i.e.,  un temps  contant amorti. 
o 
Conclusion.  Pruesse et Ruskey (Pruesse et Ruskey, 94)  ont trouvé un algorithme pour 
générer les extensions linéaires d'un poset en temps constant amorti. C'est une améliora­
tion de  l'algorithme de  (Kalvin et  Varol,  83)  qui  s'exécute en O(n).  De  plus,  ils  ont 
suggéré de  générer ces  extensions  linéaires sans  boucle;  c'est ce  que nous  allons  voir 
dans le  chapitre suivant. CHAPITRE V
 
IMPLANTATION SANS BOUCLE DU CODE GRAY DES
 
EXTENSIONS LINÉAIRES D'UN POSET
 
5.1  Introduction 
Nous  avons  vu  dans le  chapitre précédent que Pruesse et Ruskey  (Pruesse et Ruskey, 
94)  ont trouvé un algorithme pour générer les  extensions linéaires d'un poset en temps 
constant amorti.  Canfield et Williamson (Canfield et Williamson,  95)  ont étendu leur 
travail  en  trouvant  le  premier  algorithme sans  boucle  pour  la  génération  des  exten­
sions linéaires d'un poset.  Leur algorithme utilise  une  transposition adjacente comme 
opération de  bao;e  pour générer l'extension linéaire suivante. En effet, chaque extension 
linéaire est générée deux fois,  mais seulement une des deux extensions est retenue pour 
le  résultat final.  Comme l'algorithme génère toutes les  extensions signées, avec chaque 
extension apparaissant quelque part avec chaque signe,  alors chaque extension diffère 
de  la précédente par deux transpositions adjacentes au plus. 
Korsh  et Lafollette  (Korsh  et Lafollette,  2002)  ont  trouvé un  autre algorithme  pour 
générer  les  extensions  linéaires  d'un  poset.  Leur  algorithme  utilise  un  déplacement 
comme opération de base pour générer l'extension linéaire suivante. Par définition,  un 
déplacement requiert qu'un entier soit déplacé vers la gauche dans l'extension. Lorsque 
le  déplacement est d'une position vers la gauche, le  résultat est le  même qu'une trans­
position adjacente, alors que lorsque le  déplacement est de plus d'une position vers  la 
gauche, il est équivalent à plus d'une transposition adjacente. Leur algorithme, que nous 
allons présenter, génère chaque extension linéaire une seule fois. 63 
5.2  Version récursive de l'algorithme 
Korsh et Lafollette (Korsh  et Lafollette,  2002)  ont donné l'algorithme récusif : algo­
rithme 1 de la Fig.  5.1  commençant avec  une extension linéaire pour ensuite générer 
toutes les autres. 
Pour générer les  autres extensions linéaires 
si n  =  l, alors 
l'extension initiale est la seule extension 
sinon 
générer les autres extensions commençant par le  premier entier de l'extension initiale 
pour tout autre entier qui peut être placé au début d'une extension 
déplacer cet entier au début et 
générer les autres extensions commençant par cet entier 
fin pour 
fin si 
Fig. 5.1 Algorithme 1 pour générer le  reste des extensions. 
5.2.1  Exemple 
Par exemple, si n = 4 et s'il n'y a pas de contraintes sur les entiers du poset, alors tous 
les entiers 4,3,2,1 peuvent être au début de l'extension. Remarquons qu'une extension 
se lit de gauche à droite. L'algorithme 1 de la Fig. 5.1  peut générer à partir de 4321,  les 
24 extensions linéaires du Tab. 5.1. 
Remarque 5.1  L'ordre  actuel  des  extensions  linéaires  est  déterminé par l'extension 
initiale  et  par  la  sélection  de  l'entier  qui  sera  au  début  de  l'extension  suivante.  Le 
déplacement  d'un  élément  au  début  de  l'extension  se  fait  en  enlevant  cet  élément  et 
en  le  plaçant au début. 64 
1.  4321,  7.  2431,  13.  1234,  19.  3124, 
2.  4312,  8.  2413,  14.  1243,  20.  3142, 
3.  4132,  9.  2143,  15.  1423,  21.  3412, 
4.4123,  10.  2134,  16.  1432,  22.3421, 
5.  4213,  11.  2314,  17.  1342,  23.  3241, 
6.  4231,  12.  2341,  18.  1324,  24.  3214. 
Tab. 5.1 Trace de l'algorithme 1 (Fig.  5.1) quand n = 4 et l'extension initiale est 4321. 
5.2.2  Fonctionnement de l'algorithme 
L'algorithme 1 de la Fig.  5.1  fonctionne comme suit: il  commence avec  une extension
 
initiale et exécute une suite de déplacements.  Chaque déplacement produit l'extension
 
suivante.  En plus,  chaque déplacement  fait  intervenir le  début  (position)  d'une sous­

extension dont un entier de droite est déplacé à cette position.
 
Par exemple, l'extension 2 est obtenue de l'extension 1 en déplaçant le  1 à la position 3
 
et l'extension 13  est obtenue de l'extension 12 en déplaçant le  1 à  la position 1.
 
5.3  Version non-récursive de l'algorithme 
Afin  de trouver  une version  non-récursive et sans  boucle  (Korsh et Lafollette, 2002), 
Korsh et Lafollette ont constaté nécessaire de déterminer l'entier à être déplacé et la 
position à laquelle il  doit être déplacé, et de faire ce déplacement en temps constant. 
Remarque 5.2  Quand  l'algorithme  1  de  la  Fig.  5.1  s'exécute,  un  déplacement  à la 
position k  est fait une fois  que  toutes les  sous-extensions qui font intervenir des  entiers 
en position k + 1  à n  aient  été générées.  Par exemple,  le  déplacement  à la  position 2 
dans l'extension 3 du  Tab.  5.1  survient,  car toutes les  sous-extensions de  2 et 1 ont été 
générées.  Afin de  connaître quels sont les  entiers qui  peuvent être déplacés à la  position 
k,  nous  associons une liste  de  tels  entiers  à  la  position k,  et  nous  la  notons 
Lists. Le lemme 5.1  permet de  préciser ces  listes 65 
Lemme 5.1  Soit S  =  ik, ik+l,'"  ,in,  la  première  sous-extension générée  par l'algo­
rithme  1  de  la  Fig.  5.1  qui fait intervenir ces  entiers.  Chaque  entier,  différent  de  ik, 
qui puisse être au début,  position k,  d'une sous-extension faisant intervenir ces  entiers 
apparaîtra en position k +1 de  la  sous-extension une fois  que  toutes les  sous-extensions 
commençant par ik aient été générées par cet algorithme. 
Preuve: Si  un entier n'apparaît pas en position k + l, c'est parce que les contraintes de 
l'ordre partiel l'ont empêché d'atteindre cette position. Ces mêmes contraintes vont aussi 
l'empêcher d'atteindre la position k. 
Exemple 5.1  Dans notre exemple,  Tab.  5.1, si S  =  4321, alors k =  1.  Les seuls entiers,
 
différents  de  4,  qui peuvent être  au  début  d'une sous-extension faisant intervenir 4,  3,
 
2 et 1 sont 3,  2 et 1.  Comme toutes les  sous-extensions faisant intervenir 3,  2 et 1 sont
 
générées  dans  les  premières six extensions,  chacun de  ces  entiers apparaît  en position
 
k + 1 = 2.
 
Si S  =  234,  alors  k  =  2.  Les seuls  entiers,  différents  de  2,  qui  peuvent  être  au  début
 
d'une sous-extension faisant intervenir 2 , 3 et 4 sont 3 et 4 . Comme toutes les  sous­

extensions faisant intervenir 3 et 4  sont générées dans  les  extensions 13 et 14,  chacun
 
de  ces  entiers apparaît  en position k + 1 =  3.
 
Remarque 5.3  En général,  les entiers q'ui apparaissent en position k+  1 ne peuvent pas
 
tous être en position k,  car l'ordre partiel peut empêcher certains d'atteindre la  position
 
k. 
Le  lemme 5.1  est important puisqu'il nous permet de contrôler les  entiers qui  appa­
raissent en position k + 1 quand  l'algorithme 1  (Fig.  5.1)  s'exécute pour déterminer 
ceux qui peuvent atteindre la position k. 
0 66 
5.4  Implantation et fonctionnement de l'algorithme 
Quand un entier en position k+j  se déplace en position k, chacun des entiers en positions 
k, k +1, ... , k +j -1 se déplace par une seule position à droite. Ce déplacement à gauche 
et les  déplacements à  droite forment un déplacement circulaire,  qui sera désigné dans 
l'algorithme par déplacer- k + j  à k. 
Une fois  que  toutes les  extensions faisant intervenir les  entiers en positions k + 1 à n 
sont générées,  l'entier initial  (à la position k)  et les  autres qui  ont atteint la position 
k +1 sont les seuls candidats pour- la liste associée à la  position k. Ces listes ne sont pas 
toujours complètes, mais seront mises à jour au cours de l'exécution. 
Quand un entier de la liste, associée à  la position k,  est déplacé à  la position k,  il  est 
supprimé de la liste.  Nous disons qu'une position est finie  quand sa liste devient vide. 
À ce moment là, la liste de son voisin gauche devient fer-mée  si elle n'est pas vide, sinon 
elle devient non fer-mée. 
Un dmpeau est maintenu pour indiquer si une liste est fer-mée  ou non fer-mée. 
Remarque 5.4  En généml,  nous pouvons avoir- plusieur-s  positions auxquelles il r-este 
des  entier-s  à déplacer-,.  pour-tant,  nous commençons toujour-s  par- celle  la  plus à dmite. 
Dans notr-e  exemple (Tab.  5.1),  dans l'extension 13,  les  positions l, 2,  et 3 contiennent 
toutes des entier-s à êtr-e  déplacés à ces positions, mais la  position la  plus à dmite, posi­
tion 3,  est la position suivante, à laquelle un entier- est déplacé pour- généTer- l'extension 
suivante 14. 
Afin  de  trouver  la  position  suivante  à  laquelle  nous  déplaçons  un  entier,  en  temps 
constant, une liste pr-ête et une liste finie sont maintenues. La liste pr-ête  contient toutes 
les  positions auxquelles il  y  a des entiers à déplacer.  De plus,  chaque fois  qu'une telle 
position possède des positions successives à sa gauche qui contiennent des entiers, cha­
cun est contraint d'être avant celui  à  sa droite;  alors  chacun de  ces  entiers est aussi 
placé dans la liste pr-ête.  Ces entiers successifs forment une chaîne. 
Les premier et dernier éléments d'une telle  chaîne contiendront toujours l'information 
sur la localisation  du dernier élément  de  la chaîne  (le  plus à  gauche)  et du premier 67 
élément (le  plus à droite).
 
La liste finie est similaire, mais elle contient l'information sur ces positions «finies »qui
 
sont finies.  Elle contient aussi une chaîne par position, comme la liste prête.
 
Les deux listes prête et finie  contiennent les  positions en ordre, avec la position la plus
 
à droite mise au début de la liste et celle la plus à gauche mise à la fin de la liste. Toutes
 
les  positions sont exactement dans l'une de ces deux listes en tout temps.
 
5.4.1  Phrases clés pour l'algorithme 
Après  toutes  ces  explications  et  avant  de  présenter  l'algorithme,  nous  avons  besoin 
d'expliquer certaines phrases utilisées dans l'algorithme. 
Notation 5.1  Notons l(x),  l'entier en  position x,  et  xlt (respectivement xrt)  la  posi­
tion x - 1 (respectivement x + 1) 
Mettre à jour la liste de l'élément pointé par p,  et celle pointé par pU 
1.	  Ajouter l(p) à la  liste  de  pU  (et mettre la  liste de  pit à non fermée) : 
cela arrive quand pU est le successeur de p sur la liste prête, la liste de pit est vide 
et l(p) peut être avant l(pU). 
2.	  Ajouter 1(pt)  à la liste de p :
 
cela arrive quand la liste de p e:it  vide.
 
3.	  Ajouter l(p + j) à la  liste  de  pU' 
cela arrive quand la liste de pU  est non fermée,  l(p + j) peut être avant l(pU) et 
pU  est le successeur de p dans la liste prête. 
Mettre à jour le drapeau de l'élément pointé par pU 
Quand p est fini,  le  drapeau de pU  est mis à  non fermé si sa liste est vide et à  fermé 
sinon. Le drapeau de prt est toujours mis à  non fermé. 68 
5.4.2  Initialisation 
Au début de l'exécution de  l'algorithme 2 (Fig. 5.2) sur l'extension initiale, la chaîne la 
plus à droite est sur la liste finie.  Toutes les autres chaînes sont sur la liste prête. Toutes 
les  listes sont vides et tous les  drapeaux sont non fermés. 
5.5  Algorithme sans boucle 
Les structures de données suivantes permettent de réaliser l'algorithme sans boucle. 
L'extension est représentée par une liste doublement chaînée, appelée sort; un élément 
de sort est un enregistrement qui contient un pointeur sur son voisin gauche, un pointeur 
sur son voisin droite et l'entier à sa position dans l'extension.  Sort pointe sur le  début 
de la liste et end sur la fin.  Cela permet que le déplacement soit fait en temps constant. 
Les  listes prête et finie,  représentées respectivement par m  et f, contiennent aussi des 
éléments de  sort. 
Nous utilisons une matrice à deux dimensions, less, pour stocker les  contraintes sur les 
entiers.  Pour 1  :::;  i, j  :::;  n,  less[iJlj]  est  vrai  si  i  est contraint d'être avant  j  et faux 
sinon. 
Flag,  Last,  First,  Pred,  Next  et Lists sont des  tableaux.  Par l'élément i  nous voulons 
dire l'élément de  sort qui  contient l'entier i.  Flag[i]  est fermé si  l'élément i  est fermé 
et non fermé sinon. 
Pred[i] et LV ext[i]  contiennent, respectivement, des pointeurs sur les éléments prédéce­
sseurs et successeurs de i  dans m  et f.  Pred et  LVext font  que les  listes  prête et finie 
sont deux listes doublement chaînées. 
Last[i]  et  First[i]  contiennent,  respectivement,  des  pointeurs  au  dernier  et  premier 
éléments d'une chaîne dans m  ou f  quand i  est l'élément le  plus à droite ou le  plus à 
gauche d'une telle chaîne. 
Lists[i]  est la tête d'une liste.  Chaque élément de cette liste contient un pointeur à un 
élément de  sort qui peut être déplacé à la position de l'élément i  et un lien à l'élément 
suivant dans Lists[i].  Ces structures sont illustrées à la Fig. 5.4. 69
 
NextSort : 
1.	 Faire pointer p à l'élément du début de la liste prêt.  Mettre à jour pit et prt. 
2.	 Mettre à jour la liste de l'élément pointé par p,  et celle de l'élément pointé par pit. 
Mettre à jour s. 
3.	 Enlever s de Lists(pj. 
4.	 Enlever l'élément pointé par s de la liste finie  et celui pointé par p de la liste prêt. 
5.	 Déplacer s à p. 
6.	 Ajouter l'élément pointé par p à la liste finie,  à la gauche de son voisin de droite. 
7.	 si (p  est fini) 
8.	  Mettre à jour le  drapeau de l'élément pointé par plt, 
et mettre le drapeau pointé par s à non fermé. 
9.	  Ajouter l'élément pointé par s à la liste finie  à la gauche de l'élément pointé par p. 
10.	  si l'élément pointé par plt est dans m  et sa liste est vide. 
11.	  Déplacer la chaîne de l'élément pointé par plt de la liste prêt 
à la liste finie  à la gauche de l'élément pointé par p. 
fin si 
12.  sinon 
13.	  Ajouter l'élément pointé par s au début de la liste prêt. 
14.	  Transférer la liste de l'élément pointé par p à la liste de l'élément pointé par s 
et mettre la liste de l'élément pointé par p à vide
 
fin  si
 
15.  Mettre le drapeau de l'élément pointé par p à non fermé. 
16.  Déplacer l'élément pointé par p et ses successeurs de la liste finie  au début de la liste prêt. 
17.  Déplacer la première chaîne de la liste prêt au début de la liste finie. 
Fig. 5.2 Algorithme 2 pour générer l'extension suivante. 
Initialiser sort, ses drapeaux, Lists et les listes prête et finie. 
tant que (la liste prête est non vide) 
NextSort. 
fin tant que 
Fig. 5.3 Algorithme 3 pour générer toutes les  extensions. élément  70 
SOTt  ~ end ---rr=TI == ~ == ...  == rr=TI 
f:  ~~Next  m et f  contiennent des éléments de sort. m:---~---Pred 
pointeur: est un pointeur à un élément de sort. Lists ---lpointeurD --- ... 
Fig. 5.4 Structures de données utilisées par l'algorithme 2 (Fig. 5.2). 
Considérons l'algorithme 2 NextSort,  Fig.  5.2.  Il  utilise p pour pointer sur un élément 
de  sarl  auquel  nous  devons  faire  le  déplacement  et,  s  qui  E  Lists  pour  pointer sur 
l'élément qui doit être déplacé; pit est un pointeur sur l'élément à gauche de l'élément 
pointé par p, et prt sur celui à droite. Grâce aux structures de données choisies, toutes 
les opérations de l'algorithme requièrent un temps constant (Korsh et Lafollette, 2002), 
d'où NextSort est sans boucle. 
5.6  Exemple 
Considérons le  poset de la Fig.  5.5. 
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Fig. 5.5 Contraintes P  : qu'il y  a  une ligne de  5 à 3 signifie que  5 < 3,  i.e.,  less[5][3] 
est vrai. 71 
Les extensions linéaires obtenues par l'algorithme 3 (Fig. 5.3) sont les 26 énumérées à la
 
Fig. 5.6.  Dans cette dernière figure,  nous voyons les listes associées à chaque élément de
 
sort  (l'extension linéaire) ainsi que les  listes f  et m. Aussi,  chaque élément de  f  ou m
 
possède une chaîne dans laquelle nous voyons  Last et First qui sont sûrement correctes
 
pour le  dernier et premier éléments d'une chaîne.
 
L'extension 1)  et toutes les autres sont montrées après avoir exécuté Mettre  à jour à la
 
ligne 2 de NextSort (Fig. 5.2).
 
Les entiers ajoutés aux listes comme résultat de ce Mettre à jour, sont montrés en gras.
 
Ce Mettre  à Jour,  ajoute l  dans la liste à la position 3,  et 1 dans la liste à  la position
 
6,  pour l'extension 1).  L'ajout du premier 1 signifie que ùists[3]  pointe sur son élément
 
qui à son tour contient un pointeur à l'élément 1 de l'extension et un nil puisqu'il n'y a
 
pas d'autres éléments dans Lists[3].
 
Pour l'extension 1), f  consiste de 2 et 1 (élément 2 et élément 1)  et m  consiste de 6,3,
 
4 et 5.
 
Notons que 2 et 1 dans f  forment une chaîne de longueur 2 et que Last[2]=I, First[2]=2,
 
Last[I]=1  et Pist[I]=2.  De façon similaire 6,  3 et 4 forment  une chaîne de longueur 3
 
dans m, alors que 5 forme une chaîne de longueur 1.
 
Nous allons voir en détail comment passer de  l'extension initiale à la suivante.
 
Pour l'extension initiale, la chaîne la plus à droite est dans la liste finie.  Toutes les autres
 
chaînes sont dans la liste prête.  Toutes les  listes (Lists) sont vides et tous les  drapeaux
 
sont non fermés.  Exécutons l'algorithme 2,  Fig. 5.2, en commençant avec l'extension:
 
543612  f  : 2(1,2)1(1,2) 
m  : 6(4,6)3(4,3)4(4,6)5(5,5) 
À  l'exécution de :
 
la ligne 1,  nous obtenons: p = 6 , plt = 3 et prt = 1.
 
la ligne 2,  nous tombons dans les  cas
 
2)  de mise à jour, page 67,  alors nous ajoutons 1 au dessus 6
 
3)  de mise à jour, page 67,  alors nous ajoutons 1 au dessus 3
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nous obtenons alors: 
les  lignes 3 et 4, 
la ligne 5, 
la ligne 6, 
les  lignes 7 et 8, 
la ligne 9, 
11<- s 
543612 
1 
543612 
1 
543162 
la ligne 10,  rien à faire,  car Lists[3]f 0
 
la ligne 15,
 
la ligne 16,
 
1 
la ligne 17 :  543162 
De nouveau, nous exécutons NextSort : 
f  : 2(1,2)1(1,2) 
m: 6(4,6)3(4,3)4(4,6)5(5,5) 
f  : 2(1,2) 
m : 3(4,3)4(4,6)5(5,5) 
f  : 2(2,2) 
m : 3(4,3)4(4,3)5(5,5) 
f  : 2(2,2)6(6,6)
 
fiag[3]=non fermé (voir  le  mis à jour, page 67)
 
fiag[l]=non fermé
 
f  : 2(2,2)6(6,6)1(1,1) 
fiag[6]=non fermé 
f  : 1(1,1) 
m : 2(2,2)6(6,6)3(4,3)4(4,3)5(5,5) 
f  : 2(2,2)1(1,1) 
m : 6(6,6)3(4,3)4(4,3)5(5,5) 
la ligne l, nous obtenons: p = 6 , pit = 1 et prt = 2. 
la ligne 2,  1  2<- s 
543162 
Pour générer toutes les extensions linéaires, il  suffit d'exécuter l'algorithme 3 (Fig. 5.3). 73 
2(1,2)1(1,2) 
6(4,6)3(4,3)4(4,6)5(5,5) 
2(2,2)6(4,6)3(4,3)4(4,6) 
5(5,5)1(1,1) 
2(2,2)4(4,4) 
6(5,6)3(3,6)5(5,6)1(1,1) 
6(6,6)2(2,2)4(4,4) 
3(5,6)5(5,3)1(1,1) 
6(3,6)3(3,6)2(5,2)5(5,2)4(4,4) 
1(1,1) 
6(3,6)3(3,6)4(4,4) 
2(5,2)5(5,2)1(1,1) 
6(6,6)3(5,3)5(5,3)4(4,4) 
2(2,2)1(1,1) 
2(2,2)6(5,6)3(5,3)5(5,6)4(4,4) 
1(1,1) 
2(2,2)5(5,5)4(4,4) 
6(3,6)3(3,6)1(1,1) 
6(6,6)2(2,2)5(5,5)4(4,4) 
3(3,3)1(1,1) 
6(3,6)3(3,6)2(2,2)5(5,5)4(4,4) 
1(1,1) 
6(6,6)3(5,3)5(5,3)4(4,4) 
2(1,2)1(1,2) 
2(2,2)6(6,6)3(5,3)5(5,3)4(4,4) 
1(1,1) 
2(1,2)1(1,2)6(5,6)3(5,3)5(5,6)4(4,4) 
L'extension initiale  -->  5 4 3 6 1 2 
1 1 
1)  54 3 6 1 2  2(1,2)1(1,2) 
6(4,6)3(4,3)4(4,6)5(5,5) 
1 2 
2)  5 4 3 1 6 2  2(2,2)1(1,1) 
6(6,6)3(4,3)4(4,3)5(5,5) 
1 1 
3)  5 4 3 1 2 6  6(6,6)2(1,2)1(1,2) 
3(4,3)4(4,3)5(5,5) 
1  26 
4)  54 1 32 6  6(6,6)1(1,1) 
2(2,2)3(3,3)4(4,4)5(5,5) 
1 2 
5)  5 4 1 3 6 2  2(2,2)6(6,6)1(1,1) 
3(3,3)4(4,4)5(5,5) 
4 
1 1 
6)  5 4 1 23 6  6(3,6)3(3,6)2(1,2)1(1,1) 
4(4,4)5(5,5) 
4 
1  23 
7)  5 1 4 2 3 6  6(3,6)3(3,6)1(1,1) 
2(2,2)4(4,4)5(5,5) 
4 
126 
8)  5 1 432 6  6(6,6)3(3,3)1(1,1) 
2(2,2)4(4,4)5(5,5) 
4 
1 2 
9)  5 1 436 2  2(2,2)6(3,6)3(3,6)1(1,1) 
4(4,4)5(5,5) 
4 
1 
10) 5 1 2436  6(4,6)3(3,6)4(4,6)2(1,2)1(1,2) 
5(5,5) 
444 
11) 1 5 2436	  6(4,6)3(3,6)4(4,6) 
2(5,2)5(5,2)1(1,1) 
44  3 
12) 1 5 4 2 3 6  6(3,6)3(3,6)4(4,4) 
2(2,2)5(5,5)1(1,1) 
44  6 
13) 1 54326  6(6,6)3(4,3)4(4,3) 
2(2,2)5(5,5)1(1,1) 
44 
14)  1 54362 
4  22 
15)  1 45 3 6 2 
4 2 
16)  1 4 5 3 2 6 
4 
17)  1 4 5 2 3 6 
3 
18)  4 1 5 23 6 
6 
19)  4 1 5326 
5 
20) 4 1 5 3 6 2 
22 
21) 45 1362 
32 
22)45 1 326 
3 
23)45 1 236 
66 
24) 453 1 26 
6 
25)453162 
26)453612 
Fig. 5.6 Extensions linéaires obtenues par l'algorithme 3 (Fig.  5.3)  pour le  poset de  la 
Fig.  5.5. CHAPITRE VI
 
DEUX CODES GRAY 2-CLOSE POUR LES COMBINAISONS
 
AVEC IMPLANTATION SANS BOUCLE
 
6.1  Introduction 
Vincent Vajnovszki et Timothy Walsh ont montré dans un rapport de recherche (Vaj­
novszki et Walsh, 2003)  la similarité de dem codes Gray pour les combinaisons (chaînes 
binaires de longueur n avec m  occurrences de  1)  qui sont présentés séparément par P. 
Chase (Chase, 89)  et F.  Ruskey  (Ruskey,  93).  Un code Gray 2-close  (voir la définition 
6.5)  pour les  combinaisons a  été découvert par P.  Chase  (Chase,  89).  Il  a  donné une 
description  obscure  non-récursive  de  son  l-code et  un  programme FORTRAN  pour 
une implantation sans boucle de son O-code  (voir la définition 6.2). Ensuite, F.  Ruskey 
(Ruskey,  93)  a  publié une description récursive d'un autre code Gray 2-close  pour les 
combinaisons. 
V.  Vajnovszki et T. Walsh (Vajnovszki et Walsh, 2003)  ont donné une description plus 
simple et une implantation sans boucle du O-code de Chase (Chase, 89)  et une descrip­
tion non-récursive du code Gray de Ruskey (Ruskey, 93). 
6.2  Définitions 
Définition 6.1  Une combinaison de m  éléments pris parmi n éléments d'un ensemble 
E  à n  éléments est un sous  ensemble de  m  éléments pris parmi les  n  éléments de  E. 
Nous  utiliserons dans  ce  cas  la  notation m-combinaison. 75 
Remarque 6.1  Une m-combinaison de  n  objets peut être codée par une chaîne binaire 
w  avec m 1 et n - m  O. 
Définition 6.2  Soit w une chaîne binaiTe.  Nous pouvons utiliser un vecteur de  longueur 
m  dont la i-ième composante est la position de  la i-ième occurrence de  1 dans w.  Une 
telle  représentation est  appelée  l-code de  w  et  nous définissons  de  façon similaire le 
O-code. 
Définition 6.3  Un code  Gray pour les combinaisons est appelé minimal si toute chaîne 
binaire  peut être  transformée en  la  suivante en  échangeant un seul 1 avec  un 0,  ce  qui 
implique  que  dans  son l-code  ou O-code  correspondant,  au plus  deux  ch7:[fres  changent 
d'un mot au suivant. 
Il Ya, dans la littérature, beaucoup de codes Gray minimaux pour les combinaisons. Le 
plus simple est celui de C.  N.  Liu et D.  T. Tang (Liu et Tang, 73)  (voir le Tab. 6.1) dont 
une implantation sans boucle a été donné par T. Walsh  (Walsh,  95).  Ehrlich (Ehrlich, 
73)  a aussi découvert un autre code Gray pour les combinaisons avec implantation sans 
boucle. 
Définition 6.4  Un code Gray pour les combinaisons est appelé homogène si les chiffres 
1 et 0 qui s'échangent sont séparés seulement par des 0,  ce  qU'i signifie que dans le  l-code, 
un seul chiffre change de  valeur d'un mot au suivant. 
Un tel code a été découvert par P. Eades et B. McKay (Eades et McKay, 84) (voir le Tab. 
6.1). Une description non-récursive et une implantation sans boucle ont été données par 
T. Walsh (Walsh, 2001).  Nous verrons cette dernière au chapitre 8. 
Définition 6.5  Un  code  Gray homogène est appelé 2-close si le  1 et le  0 qui s'échangent 
sont,  ou bien adjacents,  ou bien séparés par un seul 0,  ce  qui signifie que dans le  l-code, 
le  chiffre qui  change  de  valeur le  fait par au plus deux. 76 
Liu-Tang  Eades-McKay  Chase  Ruskey 
111000  123  111000  123  000111  456  123  001110  345 
101100  134  110100  124  010011  256  134  100110  145 
011100  234  101100  134  100011  156  234  010110  245 
110100  124  011100  234  001011  356  124  011010  235 
100110  145  011010  235  001101  346  125  101010  135 
010110  245  101010  135  010101  246  135  110010  125 
001110  345  110010  125  100101  146  235  111000  123 
101010  135  100110  145  110001  126  345  110100  124 
011010  235  010110  245  101001  136  245  101100  134 
110010  125  001110  345  011001  236  145  011100  234 
100011  156  001101  346  011100  234  156  011001  236 
010011  256  100101  146  101100  134  256  101001  136 
001011  356  010101  246  110100  124  356  110001  126 
000111  456  011001  236  111000  123  456  100101  146 
100101  146  101001  136  110010  125  346  010101  246 
010101  246  110001  126  101010  135  246  001101  346 
001101  346  100011  156  011010  235  146  001011  356 
101001  136  010011  256  010110  245  136  100011  156 
011001  236  001011  356  100110  145  236  010011  256 
110001  126  000111  456  001110  345  126  000111  456 
Tab.  6.1  Codes  Gray  de  Liu-Tang,  Eades-McKay et  Chase et Ruskey,  pour les  3­
combinaisons de {l, 2, 3, 4,5, 6}  en chaînes binaires et en 1-code, pour celui de Chase le 
O-code est montré aussi. 77 
Définition 6.6  Nous  disons  qu'une  liste  de  mots  est  en partition préfixe (respec­

tivement suffixe) si  tous  les  mots  dans  la  liste  avec  le  même préfixe  (respectivement
 
suffixe) f077nent  un intervalle de  mots adjacents.
 
Dans l'intervalle dans  lequel un préfixe  de  longueur i - 1 reste  constant  (si  la  liste  est
 
en partition préfixe),  le  i-ième chiffre prend une suite de  valeurs distinctes déterminées
 
par  le  préfixe,.  cette  suite,  en  tant que  fonction  du  préfixe,  définit  le  premier et  le  der­

nier mots de  la  liste  et  le  successeur  de  chaque  mot,  ce  qui  constitue  une  description
 
non-récursive de  la  liste  de  mots.
 
Remarque 6.2  Dans la  littérature,  la  plupart  de  codes  Gray  sont en  partition préfixe
 
ou suffixe ou  encore,  peuvent  être  transformés en de  telles  listes.
 
Définition 6.7  Nous  appelons pivot, dans une liste  de  mots en partition préfixe,  l'in­

dice  du  chiffre  le  plus  à gauche  qui  change  de  valeur en  passant d'un mot au  suivant,.
 
dans  une liste  en  partition suffixe,  c'est le  chiffre le  plus  à droite.
 
6.3  Code Gray 2-close de Chase 
Soit (c[l], c[2],·· " c[m]) , le  O-code  d'une (n - m)-combinaison de  n.  Comme cri]  est la 
position de la i-ième occurrence de 0 dans la chaîne binaire, alors 1 :s  c[l]  < c[2]  < ... < 
c[m]  :s  n. En exécutant le  programme FORTRAN (Fig.  6.1)  de  Chase (Chase, 89),  V. 
Vajnovszki et T. \iValsh ont fait l'observation suivante: 
Théorème 6.1  Le  code  Gray  pour les  combinaisons  en  représentation  O-code  généré 
par le  pTOgramme  FORTRAN de  Chase  (Chase,  89) est  en partition suffixe avec  la  des­
cription suivante: c[m]  augmente par 1 de  sa vale'ur minimale m  à sa  valeur maximale 
n,  et  pour chaque i  de  m - 1  à  1 dans  chaque  intervalle de  mots avec  le  même suffixe 
(c[i +1], ... ,c[m]),  si cri +1]  est impair,  alors cri]  augmente par 1 de  sa valeur minimale 
i  à sa  valeur maximale cri + 1] - l, et sinon,  diminue par 1 de  sa valeur maximale à sa 
valeur minimale. 78 
Preuve: La démonstration suivante nous permet de  passer par tous  les  cas  possibles 
de l'algorithme de  Chase (dont le  programme FORTRAN se trouve à la Fig. 6.1  et une 
version  plus structurée est écrite à la Fig.  6.2)  et d'exhiber tous  les  cas  possibles du 
théorème. 
Notons que nous nous intéressons seulement aux valeurs changées dans le  tableau c de 
dimeJl~ion  l  > m, et à  la valeur  z  qui  est l'indice minimal j  pour lequel  c[j] > j. De 
plus, nous écrivons seulement les  valeurs finales qui nous intéressent. 
Les  remarques  6.3,  6.4  et  6.5  prouvent  que  certaines  affectations  fausses  de  z  dans 
l'algorithme de Chase (Fig 6.2) sont corrigées à l'intérieur de l'algorithme afin de donner 
des résultats vrais. 
1.	  c(1j=1,  c(2j est pair et c(zj est impair (les  lignes  22  -> 26). 
(a)	 Si z  est impair: Dans ce  cas c[z - 1]  f- Z  et z f- z - 1 (selon  Chase). 
Selon  le  théorème 6.1  : c[z]  est impair et z  ~  2.  Alors  c[z - 1]  augmente et 
comme z est impair, alors c[z -1] = z -1 qui est pair, d'où c[z -1] < c[z]-1. 
Par conséquent,  c[z  - 1]  peut augmenter  et  nous  obtenons  c[z  - 1]  f- z. 
Maintenant  c[z  - 1]  est  impair;  alors  c[z  - 2]  ne  change  pas,  car  il  doit 
commencer de z - 2 qui  est sa valeur actuelle, et z devient z - 1. 
(b)	 Si z  est pair: Dans ce cas,  c[z  - 1]  f- Z, Z  Z  - 2 et c[z  - 2] f- z - 1 f­
(Chase).
 
Selon le  théorème 6.1  : c[z]  est impair et z ~  2.  Alors c[z - 1]  augmente et
 
comme z est pair, alors c[z -1] =  z-1 qui est impair, d'où c[z -1] < c[z] + 1.
 
Par conséquent,  c[z  - 1]  peut augmenter et nous  obtenons  c[z  - 1]  z.
 f-
Maintenant c[z-1] est pair, alors c[z-2] diminue à partir de c[z-l] -1 =  z-1. 
Finalement c[z - 2]  est impair et il n'y a pas de changement à sa gauche et 
c[z - 2]  > z - 2,  d'où z f- z - 2. 
2.	  c(1j 'f 1  et c[2]  est pair (les lignes  29  -> 32). 
c[1.]  f- c[1.]  - 1 et z f- 2 (Chase)  (Cette affectation est fausse si  c[1.]  'f 1; voir la 
remarque 6.3). 79 
Selon le  théorème 6.1  : c[2]  est pair et c[l] > 1,  alors c[l] peut diminuer à c[l] - 1 
et z devient 2 si  c[l]  =  1,  sinon z devrait être 1. 
3.	  c(2)  est impair. 
(a)	 Si c(2) > c(l)+l (les  lignes 43  ----l  45)  : alors c[lll- c[l] + 1 (Chase) (voir 
la remarque 6.5). 
Selon le  théorème 6.1  : c[2]  est impair et le chiffre à sa gauche c[l] < c[2] - 1, 
alors c[l] peut augmenter, d'où c[l] l- c[l] + 1. 
(b)	 Si c(2)  =  c(l)+l (les  lignes  36  ----l  41)  : 
1.	  Si c(3)  est pair: alors z  =  3 (qui n'est vraie que si  c[l]  =  2; voir la 
remarque 6.4), c[l] l- c[l] - 1 et c[2]  l- c[l] + 1 (Chase). 
Selon  le  théorème 6.1  : c[2]  est impair et c[2]  =  c[l] + 1.  Alors c[l]  est 
pair (i.e.  z = 1) et ne peut pas augmenter, donc nous regardons c[z + 1], 
i.e.  c[3]  qui est pair. Alors,  c[2J  peut diminuer pour devenir pair et dans
 
ce  cas-là, c[l] diminue (à partir de sa valeur maximale) :
 
c[2]  l- c[2]  - 1 et c[l] l- c[2]  - 1 qui sont équivalents à  : c[l] l- crI] - 1
 
et c[2]l- c[l] + 1. Et si  c[l] = 1,  alors z = 3.
 
Il.	 Si  c(3)  est impair: z  =  3  (qui  n'est  pas  vraie),  c[l]  l- c[l] + 1 et 
c[2]l- c[l] + 1 (Chase). 
Selon  le  théorème 6.1  : c[2]  est impair et c[2]  = c[l] + 1.  Alors c[l]  est 
pair (i.e. z =  1) et ne peut pas augmenter, donc nous regardons c[z +1], 
i.e.  c[3]  qui est impair, et c[3]  > c[2] +1 (car c[2]  est aussi impair). Alors,
 
c[2]  peut augmenter pour devenir pair et dans ce cas-là, c[l]  diminue (à
 
partir de sa valeur maximale)  :
 
c[2]  l- c[2] + 1 et c[l] l- c[2]  - 1 qui sont équivalents à  : c[l] l- c[l] + 1
 
et c[2]  l- c[l] + 1.
 
Et z  ne change pas.
 
4.	  c(l)=l, c(2)  est pair et c(z)  est pair. 
(a)	  Si c[z + 1]  > c[z] + 1 (les lignes  14  ----l  19)  : 80 
1.	  Si c[z + 1]  est impair: c[z]  f- c[z + 1]  et comme c[z]  -1- z alors z ne 
change pas (Chase). 
Selon le  théorème 6.1  : c[z]  est pair et c[z + 1]  est impair, alors c[z]  va 
augmenter et cela est possible, car c[z+ 1]  > c[z] +1, d'où c[z]  f- c[z] +1; 
c[z]  devient impair et c[z - 1]  = z - 1 qui est à sa première valeur, ne 
change pas, d'où z  ne change pas non plus. 
Il.	 Si c[z + 1]  est pair: c[z]  f- c[z]  - 1 et ici  z peut changer à z + 1 si 
c[z]  =  z (Chase). 
Selon le  théorème 6.1  : c[zJ  est pair et c[z +1]  est pair, alors c[z]  diminue, 
d'où c[z]  f- c[z] -1; si c[z]  =  z,  alors z devient z+ 1,  car c[z+ 1]  > z+ 1. 
(b)  Si c[z + 1]  =  c[zj + 1 (les  lignes  6 -l 12)  : 
1.	  Si  c[z + 2]  est pair: c[z + 1]  f- c[z + 1] -1, c[z]  f- c[z] -1 et si  c[z]  = z, 
alors z f- z + 2 (Chase). 
Selon le théorème 6.1  : c[z] est pair (aucun chiffre à sa droite ne change) et 
c[z+l] =  c[z]+1. Alors, c[z+l] est impair et c[z]  ne peut pas augmenter, 
donc nous regardons c[z +  2]  qui est pair. Alors, c[z +  1]  diminue (et c'est 
possible) et devient c[z+ 1]  f- c[z+ 1] -1 qui est pair, d'où c[z]  commence 
à diminuer aussi à partir de c[z+ 1]-1 qui est maintenant égale à c[z]-I; 
si  c[z]  = z,  alors z f- z + 2. 
Il.	 Si c[z + 2]  est impair: c[z + 1]  f- c[z + 1] + 1,  c[z]  f- c[zJ + 1 et comme 
c[z]  -1- z, alors z ne change pas (Chase). 
Selon le  théorème 6.1  : c[z]  est pair (aucun chiffre à sa droite ne change) 
et c[z+l] =  c[z]+I, alors c[z+IJ est impair et c[z]  ne peut pas augmenter, 
donc nous regardons c[z +  2]  qui est impair. Alors, c[z + 1]  augmente (et 
c'est possible, car c[z+l] < c[z+2]-I) et devient c[z+l] f- c[z+I]+1 qui 
est pair, d'où c[z] commence à diminuer aussi à partir de c[z+ 1] -1 qui est 
maintenant égale à c[z] + 1 et z ne change pas.  0 
V.  Vajnovszki et T. Walsh ont utilisé l'astuce de Chase: ils  ont gardé une variable z, 
la valeur minimale de i  telle que cri]  > i. Ce qui fait que l'implantation est sans boucle, 81 
c'est que le  pivot doit être z - 1 ou z ou z + l.
 
Leur algorithme est  à  la Fig.  6.3.  Ils  ont pris  (1,2,···, m)  comme valeur  initiale de
 
(c[l], c[2J, ... , c[m]) et pour éviter le test de la fin du tableau, ils ont mis c[m+1]  = 2n+1,
 
(impair,  ce  qui  oblige  l'incrémentation de  c[m]).  Nous  arrêtons  l'exécution  de cette
 
procédure quand c[m]  dépasse n.
 
Remarque 6.3  Dans le  cas  où  c(2)  est  pair et  c(lJi 1  (les  lignes  29  ---;  32),  en ap­
pliquant l'algorithme de  Chase  (Fig.  6.2) successivement,  c(l) diminue jusqu'à 1,  d'où 
l'affectatiun z=2 dans  chacune des  iiémi'ions.  Celte affectation est fausse,  sauf pOUT  la 
dernière,  mais n'a pas  d'effet erroné. 
Par exemple,  pour m=3 et n='l et  en  appliquant l'algorithme de  Chase  (Fig.  6.2)  à la 
combinaison 3 4 6  15,  nous obtenons : 
34 6  15 
24 6  15 
1 4 6  15. 
Remarque 6.4  Dans le  cas  où c(2)  est impair,  c(1)=c(2)-1  et c(3) est pair (les  lignes 
36 ---;  41); c(2) diminue à c(2)-1  et  devient pair,  alors c(l) diminue aussi à c(l)-1  et là  : 
- soit nous  nOZlS  ramenons à la  remarque  6.3.  Par exemple,  pour m=3 et n='l et  en 
appliquant l'algorithme de  Chase  (Fig.  6.2) à la  combinaison 4 5 6  15,  nous obte­
nons: 
4 56  15
 
346  15
 
- soit nous tombons dans le  cas  où c(l)=l, c(2)=2 et  c(3) > 3.  Par exemple,  pour m=3 
et n='l et  en appliquant l'algorithme de  Chase  (Fig.  6.2) à la  combinaison 236  15, 
nous obtenons : 
236  15 
1 26  15. 
Dans  le  cas  où  c(2)  est  impair,  c(1)=c(2)-1  et  c(3)  est impair (les  lignes  36  ---;  41); 
c(2)  augmente à c(2)+1  et  devient  pair,  alors  c(l) augmente aussi à c(l)+l et  là  nous 82 
nous ramenons  à  la  remarque  6.3.  Par  exemple,  pour m=3 et  71.=1  et  en  appliquant
 
l'algorithme de  Chase  (Fig.  6.2) à la  combinaison 2 3 5  15,  nous obtenons:
 
235  15
 
34 5  15,
 
d'où l'affectation z=3 ne fait rien. 
Remarque 6.5  Dans le  cas où c/2J est impair et c/2J > c/1J+l; c/1J augmente jusqu'à 
c/2J-l  et  là,  nous nous ramenons à la  remarque  6.4.  Par exemple,  pour m=3 et  71.=1 
et  en appl-iquant  l'algorühme de  Chase  (Fig.  6.2)  à la  combinaison 1 5 6  15,  nous 
obtenons: 
1 5 6  15 
256  15 
356  15 
4 5 6  15, 
d'où le fait de  ne pas changer la valeur de  z ne fait rien, car d'abord nous nous ramenons 
à la  remarque  6.4  qui,  à son tour,  nous ramène à la  remarque  6.3 qui  donne  la  bonne 
valeur de  z à la  dernière itération. 
6.3.1  Exemple 
Pour 71.  = 6 et m = 3,  exécutons l'algorithme à la Fig. 6.3 en commençant par c : 1 23 
13, qui sans 13 correspond en a-code à la chaîne binaire: a a aIl  1 . La trace se trouve 
à la Fig. 6.4.  Nous voyons comment la variable z  (indiquée par un flèche)  change pour 
le  tableau c (sur la partie gauche de la Fig.  6.4), l'élément de  la chaîne binaire dont c 
est le a-code et la position à laquelle il  se déplace (sur la partie droite de la Fig. 6.4). 
Remarque. Ce que nous obtenons, ce sont les 3-combinaisons d'un ensemble de 6 éléments. 
Nous voyons clairement que la liste des chaînes binaires est homogène et 2-close.  Ainsi, 
dans le  tableau  c,  il  y  a  au plus 2 chiffres  qui  changent de  valeurs  en  passant d'une 
itération à l'autre (d'un mot à l'autre). 83 
SUBROUTINE  TWID  (  C,  x, Y,  Z,  L )
 
IMPICIT  INTEGER  (A-Z)
 
OIMENSION  C(L)
 
IF  (Moo(c(2),2).EQ.0)  GO  TO  50
 
IF  (C(2).EQ.c(1)+1)  GO  TO  10
 
X=C(l)
 
Y=c(l )+1
 
c(l)=Y
 
RETURN
 
10	  I=MOO(c(3) ,2) 
z=3 
c(1)=c(1)+HI-1 
X=C(2)-1 
c(2)=c(1)+1 
Y=c(l)+1
 
RETURN
 
20	  IF  (MOO(c(Z),2).EQ.0)  GO  TO  30 
y=z 
x=z+Moo(z,2)-2
 
C(Z-l )=z
 
z=x
 
c(x)=x+1
 
RETURN
 
30	  IF  (C(Z+1).EQ.C(Z)+1)  GO  TO  40 
J=MOO(C(Z+1) ,2) 
J=J+J-1 
X=C(Z) 
y=x+J 
C(Z)=Y 
*	 NEXT  STATElvIENT'S  EFFECT  :  IF(Y.EQ.Z)  z=x 
Z=Z+IDIM(Z,Y-1 ) 
RETURN 
40	  I=MOO(C(Z+2) ,2) 
J=3*1-1 
x=c(Z+l)-1 
Y=C(Z)+J 
C(Z+l)=x+J 
c(Z)=Y-I 
*	 NEXT  STATEMENT'S  EFFECT  :  IF(Y.EQ.Z)  Z=X 
Z=Z+2*IDIM(Z,Y-1) 
RETURN 
50	  IF  ((C(1).EQ.1)  GO  TO  20 
x=c(l) 
z=2 
y=x-1
 
c(l)=Y
 
RETURN
 
ENO 
Fig. 6.1 Algorithme de Chase en FORTRAN 84 
1.  NEXT (c,x,y,z,l) 
2.  if (c[2]  is even) then 
3.  if (c[l] = 1)  then 
4.  if (c[z]  is even) then 
5.  if (c[z + 1]  =  c[z] + 1)  then 
6.  i f- c[z + 2]  mod2; 
7.  j  f- 3i - 1; 
8.  xf-c[z+l]-i; 
9.  Yf-c[z]+j; 
10.  c[z+l]f-x+j; 
Il.  c[z] f-y-i; 
12.  if (y = z)  then z f- x end if 
13.  else {c[z + 1]  >  c[z] + 1} 
14.  j  f- c[z + 1]  mor12; 
15.  j  f- 2j - 1; 
16.  x f- c[z] ; 
17.  Y f- X  + j; 
18.  c[z]  f- y; 
19.  if (y  =  z) then z f- x end if 
20.  end if 
21.  else {c[z]  is  odd} 
22.  y f- z; 
23.  x f- z + (z  mod2) - 2 ; 
24.  c[z-l] f-Z; 
25.  z f- x; 
26.  c[x]  f- x + 1; 
27.  end if 
28.  else {c[l]  >  1} 
29.  x  f- c[l] ; 
30.  z f- 2; 
31.  Y f- x - 1; 
32.  crI]  f- y 
33.  end if 
34.  else {c[2]  is  odd} 
35.  if (c[2]  =  c[l] + 1)  then 
36.  i f- c[3]  mod2; 
37.  z f- 3; 
38.  c[l] f- c[l] + 2i - 1; 
39.  x f- c[2]  - i; 
40.  c[2]  f- c[l] + 1; 
41.  y f- c[l] + i ; 
42.  else {c[2]  > c[l] + 1} 
43.  x  f- c[l] ; 
44.  Y f- c[l] + 1; 
45.  crI]  f- y; 
46.  end if 
47.  end if 
48.  end NEXT. 
Fig. 6.2 Algorithme de Chase. Initialement cri] = i  pour 1 ::;  i  ::;  m, c[m + 1] = 2n + l, 
z = m + l, 1 = dimension de c qui est> m, x  est l'élément enlevé et y celui ajouté. 85 
Procedure Next 
if (z > 1) and (c[z]  is odd) then  {c/z-l) existe et  peut  augmenter,  car} 
{c/z-l)=z-l et c/z»z} 
c[z - 1] := c[z - 1] + 1; 
if (c[z - 1]  is  even) and (z > 2)  then  {c/z-2) existe  et  commence à sa} 
{valeur maximale} 
c[z - 2]  := c[z - 1] - 1 
z :=  z - 2  {car c/z-l) est  maintenant z et  c/z-2) est  maintenant z-l} 
else 
z:= z - 1 
end if 
else  {soit c/z-1) n'existe  pas,  soit il ne  peut pas  bouger;  nous essayons c/z)} 
if c[z + 1]  is  even {c/z»  z;  alors  il  peut  diminuer}  then
 
c[z]  := c[z]  - 1
 
if c[z]  =  z then z := z + 1 end if
 
else 
if c[z]  < c[z + 1]  - 1 then  {c/z) peut augmenter} 
c[z]  := c[z] + 1 
{dans  les  deux  cas,  c/z) est  maintenant impair';  d'où  s'i  z> l,}
 
{c/z-l) reste  à sa  valeur minimale}
 
else  {c/z+l) est impair et  c/z)=c/z+l)-l; alors}
 
{c/z) ne  peut  pas  bouger  et  nous essayons c/z+l)}
 
if (c[z+2] isodd) then  {c/z+l)<c/z+2)-1; alors  c/z+l)}
 
{peut augmenter}
 
c[z + 1] := c[z + 1] + 1; 
else  {c/z+2) est pair et c/z+l»z+l; alors  c/z+l) diminue} 
c[z + 1]  := c[z + 1] - 1; 
end if; 
c[z]:= c[z + 1] -1  {c/z+l) est  maintenant pair; alors c/z)}
 
{commence à sa  valeur maximale}
 
if c[z]  =  z then z := z + 2 end if  {puisque c/z+l)=z+l}
 
end if 
end if 
end if 
end Next. 
Fig. 6.3 Code Gray sans boucle pour les  combinaisons. 86 
Le tableau c  La chaîne binaire dont c est le O-code 
1  2  3  ~13  00011 1 
/
1 
1  ~3  4  o100 1 1 
~2  3  4  (0001 1 
~ 
1  2  ~4  00101 1 
1  2  j)  001/01 
1  ~3  5  o1010 1 
~2  3  5  (0010 1 
../' 
~3  4  5  1\0001 
"  ~2  4  5  ~ 1 001 
1  ~4  5  o1 100 1 
1  ~5  6 
../' 
~ 1100 
~2  5  6  1 ~ 100 
~3  5  6  Il V 0 0 
~4  5  6  111000 
~ 
~3  4  6  1 100 1 0 
'-... 
~2  4  6  1 0 1 0 1 0 
""'­
1  ~4  6  o1 1 0 1 0 
""'­
1  ~3  6  o101 1 0  ,­
~2  3  6  100 1 1 0 
~ 
1  2  fi  001 1 1 0 
7 
Fig. 6.4 Trace de l'algorithme (Fig. 6.3) pour n = 6 et m = 3. 87 
6.4  Code Gray 2-close de Ruskey 
Notations. Nous notons om  (respectivement lm), la chaîne constituée de m 0 consécutifs 
(respectivement m  l  consécutifs). Nous notons LI (où L est un langage), la liste de tous 
les mots de  L suivis de l  et de façon similaire, nous notons LO  (respectivement OL),  la 
liste de tous les mots de L suivis de 0 (respectivement précédés de 0).  Nous notons LR, 
la liste L  renversée (lu du dernier mot jusqu'au premier) et la liste L suivie par la liste 
M  est notée L, M. 
Le  code Gray de Ruskey utilise deux listes; V.  Vajnovszki et T. Walsh (Vajnovszki et 
Walsh, 2003)  ont modifié sa description récursive de  telle sorte qu'une seule  liste soit 
nécessaire. 
Soit L(n,m), la liste des chaînes binaires avec m  1 et n - m  O.  Alors le  code Gray de 
Ruskey peut être décrit récursivement comme suit: 
L(n,n)  ln 
L(n,O)  on 
L(n, n - 1)  1n- IO, L(n - l, n - 2)1 
L(n,l)  LR(n - 1,1)0, on-Il 
L(n,m)  LR(n -l,m)O,L(n - 2,m -l)Ol,L(n - 2,m - 2)11  if 1 < m < n-1. 
Notons que le  premier mot dans L(n,m) est on-m-I1mo et le  dernier est on-m1m.. 
6.4.1  Exemple 
Trouvons  à  partir de  cette description  L(6,3),  qui  est  l'équivalent  du code  Gray de 
Chase de l'exemple 6.3.1, à la page 82. 
LR(l  1) 0  { 1 0 
L(2,1)=  01'  =  {  o1 
010 
LR(2  1) 0  {
L(3, 1) =  '= 100
{  001 
001 88 
L(3,2)  =	 LR(2,2) 0 , L(l,l) 0 1 , L(l,O)  1 1
 
110  101  011
 
L(4,2) = LR(3,2)  0 , L(2,l) 0 1 , L(2,O)  1 1
 
o1 1 0  100 1  001 1
 
1 0 1 0  010 1
 
1 100
 
L(4,3)  =  1 1 1 0 , L(3,2)  1
 
L(4,3)  =  1 1 1 0 , 1 1 0 1 , 1 0 1 1 , 0 1 1 1
 
L(5,3)  =	 LR(4,3)  0 , L(3,2) 0 1 , L(3,1) 1 1
 
01110  11001  01011
 
10110  10101  100 1 1
 
1 1 0 1 0  01101  00111
 
1 1 100
 
L(6,3) = LR(5,3) 0 ) L(4,2) 0 1 , L(4,l) 1 1
 
001 1 1 0  o1 100 1  o0 101 1
 
100 1 1 0  1 0 1 001  1 000 1 1
 
010 1 1 0  1 1 0 001  o100 1 1
 
011010  10010 1  000111
 
1 0 1 0 1 0  o1 0 101
 
110010  001101 
1 1 1 0 0 0
 
110100
 
101100
 
011100
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Nous obtenons la même liste de chaînes binaires de l'exemple 6.3.1, mais renversée dans 
ce cas-là (comparer avec la partie droite de la Fig.  6.4). 
Théorème 6.2  Le O-code  du code  Gray défini à la  page  87 est en partition suffixe avec 
la  description suivante : c[n - m]  diminue  par 1  de  sa valeur maximale n  à  sa valeur 
minimale n - m,  et pour chaque i  de n - m. - 1 iL  1 dans chaque intervalle de  mots avec 
le  même suffixe (c[i + 1], ... , c[n - ml), si n - cri + 1]  est pair,  alors cri]  augmente par 
1 de  sa valeur minimale i  à sa valeur maximale cri + 1] - 1,  et sinon,  diminue par 1 de 
sa valeur maximale à sa valeur minimale. 
Preuve: voir  (Vajnovszki et Walsh, 2003). 
En comparant les  théorèmes 6.1  et 6.2,  nous pouvons voir que le  code Gray 2-close de 
Ruskey pour les  combinaisons est identique à celui de Chase pour n  pair, sauf que la 
liste est  lue  à  partir du dernier  mot jusqu'au permier;  pour n  impair,  les  sous-listes 
de mots avec  c[m]  fixe  sont les  mêmes dans les  deux codes  Gray,  mais leur ordre est 
renversé. CHAPITRE VII
 
CODE GRAY DE PROSKUROWSKI ET RUSKEY POUR LES
 
CHAÎNES DE PARENTHÈSES BIEN FORMÉES ET UNE
 
DESCRIPTION NON-RÉCURSIVE
 
7.1  Introduction 
Timothy Walsh (Walsh, 98) a trouvé le premier algorithme sans boucle pour la génération 
de chaines de parenthèses bien formées;  il  l'a conçu à partir de l'algorithme récursif de 
Proskurowski et Ruskey (Proskurowski et Ruskey, 90), qui ont défié le lecteur à trouver 
une version sans boucle. 
En fait,  T.  'Walsh  a  trouvé delL'<:  algorithmes.  Dans l'un,  il  a  appliqué l'ordre grayleT 
(voir la définition 7.4) de Chase (Chase, 89)  pour dériver une version non-récursive qui 
génère chaque chaîne dans le  pire des cas en temps O(n) et utilise un espace auxiliaire 
de 0(1).  Dans l'autre,  il  a  appliqué le  tableau auxiliare d'Ehrlich  (Bitner, Ehrlich et 
Reingold,  76;  Ehrlich,  73)  pour  dériver  une version  non-récursive  qui  génère  chaque 
chaîne dans le  pire des cas en temps 0(1) et utilise un espace auxiliaire de O(n). 
Nous allons présenter le  premier algorithme. 
7.2  Terminologie et définitions 
Définition 7.1  Un  mot de  Dyck, ou une chaîne de  parenthèses bien formée  de  lon­
gueur 2n,  est une chaîne de  n  0 et n  1 telle qu'aucun préfixe ne contient plus de  0 que 
de  1. 91 
Définition 7.2  Pour le  mot de  Dyck y  = l k Ox,  nous #finissons les  fonctions ftip et
 
insert par:
 
fli.p(y) =  l k- 10lx  et  insert(y) = 1k+ 1OOx.
 
Lorsque  le  paramètre  de  flip  et/ou insert  est  une  liste,  nous  appliquons  l'une  et/ou
 
l'autre fonction à chaque mot de  la  liste.
 
Remarque 7.1  Rappelons que AR désigne la  liste A  renversée,  et notons AoB, la  liste
 
A  suivie par la  liste B.
 
7.3  Code Gray de Proskurowski et Ruskey 
Proskurowski et Ruskey (Proskurowski et Ruskey, 90) ont présenté la description récursive 
suivante d'un code Gray dans lequel chaque mot de longueur 2n est changé en son succes­
seur par une transposition de 2 lettres. Notons T(n, k), 1 ~  k  ~  n, les  listes constituées 
de mots de longueur 2n possédant 1kO  comme préfixe et qui sont générées comme suit: 
flip(T(n, 2))  si k = 1 < n 
T(n, k)  =  flip(TR(n, k + 1)) 0  insert(T(n - 1, k - 1))  si 1 < k < n  (7.1 ) 
{ 
Inon  si k = n. 
Le premier mot cie  T(n, k)  est: 
101100(lOyn-3  si k = 1 et n 2 3 
first(T(n, k)) =  l kOl0k (10)n-k-l  si 1 < k < n o'u (k = 1 et n = 2)  (7.2) 
{  n I no si k =  n. 
Le premier mot de T(n, k) nous permet de savoir d'où nous commençons la génération, 
et le dernier mot sert à arrêter cette génération. De plus, certaines listes commencent à 
partir de la fin  d'autres. Par exemple, T(5, 2)  commence par le  mot flip(dernier mot de 
T(5,3)). 92 
7.4  Algorithme non-récursif de Walsh 
Notation 7.1  Nous notons li, la i-ième occurrence de  1 à partir de  la gauche. 
Définition 7.3  Par définition,  11, 12, ... , lk sont fixes  et nous appelons les  autres oc­
currences de  1 libres. La position la  plus à droite que li peut prendre est 2i - l, et nous 
appelons un 1 libre  qui n'est pas  à sa position la  plus à  droite,  libéral. 
Afin d'obtenir un algorithme non-récursif pour générer T(n, k), Timothy Walsh (Walsh, 
98) a généré les listes T( n, k)  pour 1  ~  k ~  5 à la main à partir de la définition récursive 
de l'équation 7.1,  et il  a  obtenu les  listes à la Fig.  7.1.  Il  a  observé le patron suivi du 
mouvement de li dans un intervalle de mots dans lequel Il, 12,"', l i - 1  restent fixes, et 
a donné le théorème suivant. 
Théorème 7.1  L'ensemble de mots de T(n, k)  dans lesquels l k+1, 1k+2,' .. , l i - 1 restent 
fixes  est un intervalle de  mots consécutif5 et il est partitionné en sous-intervalles dans 
lesquels li est aussi fixe,  et en passant d'un sous-intervalle à l'autre,  li  se  déplace  une 
position à la fois  vers la  droite,  de  sa position la  plus à gauche,  adjacente à l i - 1  (sauf 
que  l k+1  commence à la  position k +2  avec un zéro  entre lui  et  1k),  à sa position la 
plus à  droite  (position 2i - l  dans le  mot),  ou vers la  gauche,  de  sa position la  plus à 
droite à  celle la  plus à gauche.  Finalement, li se  déplace vers la  droite si et seulement 
si le  nombre de libéraux à sa gauche est pair. 
Exemple 7.1  Dans T(5, 2)  (Fig.  T 1), les .9 premiers mots avec le même préfixe 1[,12, 13J 
forment un intervalle qui est  divisé en 3  sous-intervalles: les  2  prem.iers mots,  les  3 
suivants et les 4 qui restent.  Dans chaque intervalle, 14  est fixe  et se  déplace  de  sa po­
sition la  plus à  droite 2 x  4 - 1 =  7  à  celle la  plus à gauche,  adjacente à 13,  qui est 5, 
car le  nombre de  libéraux à gauche  de  14  est l, qui est impair. 93 
T(l,l) 
10 
T(2,2)  T(2,1) 
1100  1010 
T(3,3)  T(3,2)  T(3,1) 
111000  110100  101100 
110010  101010 
T(4,4)  T(4,3)  T(4,2)  T(4,1) 
11110000  11101000  11010010  10110010 
11100100  11010100  10110100 
11100010  11011000  10111000 
11001100  10101100 
11001010  10101010 
T(5,5)  T(5,4)  T(5,3)  T(5,2)  T(5,1) 
1111100000  1111010000  1110100010  1101001010  1011001010 
1111001000  1110100100  1101001100  1011001100 
1111000100  1110101000  1101011000  1011011000 
1111000010  1110110000  1101010100  1011010100 
1110010010  1101010010  1011010010 
1110010100  1101110000  1011110000 
1110011000  1101101000  1011101000 
1110001100  1101100100  1011100100 
1110001010  1101100010  1011100010 
1100110010  1010110010 
1100110100  1010110100 
1100111000  1010111000 
1100101100  1010101100 
1100101010  1010101010 
Fig. 7.1 T(n, k)  pour 1 ~  k  ~  5 à partir cie  l'équation 7.1. 94
 
Chercher le  pivot - le  plus grand i  tel que gi  n'est pas à sa dernière valeur dans 
S(gk+1 ... gi-1) 
S'il existe un pivot i  alors 
changer gi  à sa valeur suivante dans S(gk+1 ... gi-d ; 
changer chaque gj, i + 1 :::;  j  :::;  n, à sa première valeur dans S(gk+1 ... gj-d; 
sinon Yk+1  ... Yn  est le dernier mot dans la liste. 
Fig. 7.2 Algorithme général pour trouver le mot suivant. 
Définition 7.4  Nous disons qu'une liste  de  mots est en ordre graylex si les  mots qui 
possèdent le  même suffixe  (ou  préfixe) sont générés  de  telle  sorte  qu'en passant  d'un 
intervalle de  mots possédant ce  suffixe (ou pTéfixe) au suivant, les valeurs assumées par 
la lettre suivante soit augmentent de façon monotone, soit diminuent de façon monotone 
(Chase,  809). 
Corollaire 7.1  Soit gi,  la  position de  li dans un mot de  T(n,k).  Alors,  la  liste  des 
mots correspondant gk+1 ... gn  a  la  propriété que  l'ensemble des mots qui ont le  même 
préfixe  gk+1 ... gi-1  est un intervalle  de  mots  consécutifs  et  est  paTtitionné en  sous­
intervalles dans lesquels gi  est fixe  et  en passant d "un  sous-intervalle à l'autre,  la  suite 
S(gk+1 ... gi-1)  de  valeurs assumées par gi  est donnée par: 
sO  = (k + 2, k + 3," " 2k + 1)  préfixe vide, donc valeurs de gk+1 
(gi-1 + l,""  2i - 1)  si gj  < 2j - 1 
pour un nombre pair de  j,  k + 1 :::;  j  :::;  i - l, 
S(gk+1gk+2'"  gi-1) = 
(2i - l,' .. ,gi-1 + 1)  si gj  < 2j - 1 
pour 'un  nombTe impair de  j,  k + 1 :::;  j  :::;  i - 1. 
Comme s(p) est monotone pour n'importe quel préfixe p,  la liste des  mots gk+1 ... gn 
est en ordre graylex (voir la définition 7.4). Le successeur d'un mot donné est déterminé 
par l'algorithme général de la Fig.  7.2. 95 
AVANT  17100·· ·0001010···10  AVANT  1710001010· .. 10 
-:-7  f-:- f-:- f-- f-:­
APRÈS  li00 ... 0 1 0 1 0 1 0. ..  1 0  APRÈS  171001010···10  (Li  à sa plus dr-oite) 
t  tf-­ ----7  ----7  ----7  ----7  -:-7  ----7  ----7 AVANT  i00 ... 0 1 0 1 0 1 0 . .. 1 0  AVANT  i 1 00 1 0 1 0 . ..  1 0  (L à sa plus dr-oite) 
t  ---:-7  f-:- f-:- f-:- t  ---:-7  f-:- f-:- f-­ APRÈS  i 1 00 ...000 1 0 1 0 . ..  1 0  APRÈS  i 1 000 1 0 1 0 . ..  1 0 
Fig. 7.3 Suffixe commençant par li avant et après le  mouvement de  li. Nous avons 4 
cas.  La flèche  indique la direction du mouvement. 
Au lieu  de  stocker  un tableau auxiliaire gk+1 ... gn,  T.  Walsh  (Walsh,  98)  a  modifié 
l'algorithme général de telle sorte qu'il agit directement sur chaque mot de Dyck. Pour 
tout i de n à k + l, s'il y a un nombre pair de libéraux à gauche de li, alors li se déplace 
vers la droite et sa dernière position est 2i - 1.  Sinon li se déplace vers la gauche et sa 
dernière position est adjacente à 1i - 1  (lk+1  ne se déplace jamais vers la gauche). 
Si  tous les  1 sont à leurs dernières positions, alors le  mot est le  dernier. Sinon, le  pivot 
est l'indice i du premier li trouvé qui n'est pas à sa dernière position; li se déplace une 
position à droite ou à gauche selon la direction dans laquelle il  se déplaçait, et si i < n, 
alors tous les  1 à sa droite doivent être déplacés à leurs premières positions. 
En examinant la Fig. 7.3, nous voyons que seuls li et 1i+1  doivent se déplacer; tout 1j , 
j  > i + l, est à sa position la plus à droite, qui était sa dernière position et maintenant, 
est devenue sa première après que li et 1i+1 se soient déplacés, car le nombre de libéraux 
à sa gauche change toujours par 1. 
7.4.1  Implantation de l'algorithme de Walsh 
Afin que l'algorithme s'exécute en O(n), T. Walsh (Walsh, 98)  maintient une variable 
booléenne Odd  qui  est  vraie si  le  nombre  total de  libéraux  dans  un  mot donné  est 
impair.  Avant de fouiller  un mot, il  initialise une variable booléenne Left à Odd et il 
l'inverse chaque fois  qu'un libéral est rencontré, de telle sorte que chaque 1 est examiné, 
la variable Left est vraie si ce 1 se déplace vers la gauche. Il maintient aussi Ulle variable 96 
booléenne Last qui devient vraie si le mot courant est le  dernier dans T(n, k). 
L'algorithme qui  donne le  mot suivant se  trouve à la Fig.  7.4,  ce  pseudo-code  vient 
directement de (Walsh, 98) ; seuls les commentaires ont été traduits en français. 
Si  nous  voulons générer T(n, k), alors  nous générons  first(T(n, k)) de l'équation 7.2, 
nous  initialisons  Last à  faux et nous  initialisons Odd à vraie si  n  > 2 et k  < n, car 
selon  l'équation  7.2,  first(T(n, k))  possède  un seul  libéral  (1max(3,k+I))'  Sinon,  nous 
mettons Odd à f atLx, car first(T(n, k)) ne possède pas de libéral. Nous exécutons alors 
l'algorithme Next de  la Fig. 7.4 jusqu'à ce que Last soit vraie. 
Si  nous voulons générer tous les mots de Dyck de longueur 2n, il suffit de générer T(n+ 
1,1), puis nous éliminons le préfixe la, ou de façon équivalente, générer T(n, n)oT(n, n­
1)0'"  oT(n, 2)oTR(n, 1).  Pour cela, il  suffit de commencer par générer T(n, n) avec les 
changements (Fig.  7.5)  apportés à  l'algorithme Next de la Fig.  7.4. 
7.5  Exemples 
Exemple 7.2  Nous allons montrer quelques étapes de  l'exécution de  l'algorithme Next
 
de  la  Fig.  7.4,  pour la  génération de  la  liste T(5, 2).
 
Il faut d'abord trouver first(T(5, 2))  selon l'équation 7.2  (n = 5 et k = 2)
 
1 1 0 1 0 0 1 0 1  O.
 
L'initialisation: Last :=false et  Odd :=true.  La trace  est dans le  Tab.  7.1. 
Exemple 7.3  Pour générer tous les  mots de  Dyck de  longueur 8,  il suffit de  trouver 
T(4,4)oT(4,3)oT(4,2)oTR (4,1).  Pour cela,  nous commençons avec  le mot: 111 10 
o0 0 et nous appliquons  Next  avec  les  changements de  la  Fig.  7. 5.  Nous obtenons la 
trace qui  est dans le  Tab.  7. 2. 
En comparant le  Tab.  7.2  avec T(4, 4), T(4, 3), T(4, 2)  et T R (4, 1)  de  la Fig.  7.1,  nous 
voyons la similarité. 97 
1.  Procedure Next(n, k :integer; p :array[1..2n] ; Odd, Last : boolean) 
2.  i := 17,;  {Le  1 (suivant) rencontré pendant une fouille  de  droite à gauche sera li.} 
3.  j := 217,  - 1; {j est la position de  li dans le  mot. } 
4.  Left :=Odd; {Odd est vrai s'il y a un nombre impair de libéraux dans le  mot.} 
5.  while i > k  do 
6.  if pU]  =  1 then 
7.  if j  < 2i - 1 then {li est un libéral.}  Left :=not Left end if; 
8.  if Left then {Il y a un nombre impair de libéraux à gauche de  li.} 
9.  if p[j - 1]  =  0 and j  > k + 2 then {li peut bouger vers la gauche.} 
10.  p[j - 1]  := 1 ; 
Il.  ifi=nthen 
12.  p[j]  := 0; {li échange avec le  0 à sa gauche.} 
13.  if j  =  2i - 1 then Odd :=not Odd end if {li est devenu un libéral.} 
14.  else {Voir  la Fig.  7.3} 
15.  if j  < 2i - 1 then p[2i + 1]  := 0 else p[j + 1] := 0 end if; 
16.  Odd :=not Odd {Soit li, soit 1i+1  est devenu un libéral.} 
17.  end if; 
18.  return 
19.  end if {Sinon li est à sa dernière position et la fouille  continue} 
20.  else {Il y a un nombre pair de libéraux à gauche de  li.} 
21.  if j  < 2i - 1 then {li peut bouger vers la droite.} 
22.  p[j]  := 0; 
23.  if i =  17,  then 
24.  p[j + 1]  := 1; {li échange avec le  0 à sa droite.} 
25.  if j  = 2i - 2 then Odd :=not Odd end if {li n'est plus un libéral.} 
26.  else {Voir  la Fig.  7.3} 
27.  if j  < 2i - 2 then p[2i + 1]  := 1 else p[j + 2]  := 1 end if; 
28.  Odd :=not Odd {Soit li, soit 1i+1 n'est plus un libéral.} 
29.  end if; 
30.  return 
31.  end if {Sinon li est à sa dernière position et la fouille continue.} 
32.  end if; 
33.  i ;= i  - 1 
34.  end if; {Sinon p[j]  =  0 et est ignoré.} 
35.  j:=j-1 
36.  end while; {Tous les  libres sont à leurs dernières positions.} 
37.  Last :=true; {p est le dernier mot dans la  liste T(n,k) - ou dans la liste TR(n, 1).} 
38.  end Next. 
Fig.  7.4 Algorithme pour trouver  le  successeur d'un mot donné de T(n, k)  en  temps 
0(17,)  et espace auxiliaire 0(1). 98 
changer la ligne 5 à  "while i  ~  1 do" ;
 
changer à la ligne 7,  "if j  < 2i - 1" à "if j  < 2i - 1 and i > k" ;
 
insérer le  code suivant après la ligne 22  :
 
if i	 = k then {Nous passons de T(n, k)  à T(n, k - 1)  ou à TR(n, 1).} 
p[j + 1]  := 1; k := k - 1;  {Seulement h  bouge.} 
Odd := not Odd; {Les directions du mouvement sont renversées pour tout k; 
si  k > 1,  alors h+l est un nouveau libéral; 
si  k = 1, alors la liste est renversée.} 
return 
end if; 
Fig. 7.5 Changements apportés à l'algorithme Next (Fig. 7.4) 
itération  ~  J  Left  Odd  Last  1  2  3  4  5  6  7  8  8  10 
0  true  false  1  1  0  1  0  0  1  0  1  0 
1  5  9  true  false  1  0 
2  5  9  false  1  0 
8  true 
4  7  true 
3  5  9  true  0  1 
8 
7  false 
4 
Tab. 7.1 Quelques étapes de la trace de l'algorithme de la Fig.  7.4 pour la génération 
de T(5, 2); dans ce  tableau, à l'exception de  l'itération 0,  une case est vide lorsqu'elle 
n'a pas changé de valeur. 99 
----7 T(4,4)	  1 1 1 1 0 0 0 0 
1 1 1 0  1 0 0 0 
T(4,3)  1 1 1 0 0  1 0 0 ----7  {
1  1  1 0  0	 0  1  0 
1 1 0  1 0 0  1 0 
1 1 0  1 0  1 0 0 
-+ T(4,2)	  1 1 0  1 1 0 0 0 
1 1 0 0  1 1 0 0 
1 1 0 0  1 0  1 0 
1 0 1 0  1 0  1 0 
1 0 1 0 1 1 0  0 
T R (4, 1)  -+	  1 0 1 1 1 0 0 0 
1 0 1 1 0  1 0 0 
1 0 1 1 0 0  1 0 
Tab. 7.2 Trace de l'algorithme Next (Fig. 7.4)  avec les changements de la Fig. 7.5 pour 
trouver T(4, 4)oT(4, 3)oT(4, 2)oTR (4,1). CHAPITRE VIn 
CODE GRAY POUR LES INVOLUTIONS SANS POINT FIXE 
8.1  Introduction 
Les  algorithmes pour générer  toutes les  involutions de  longueur n  en ordre lexicogra­
phique sont  présentés dans  (Foundas,  91;  Roelants  van  Baronaigien, 92);  le  premier 
article contient aussi des algorithmes pour générer toutes les involutions sans point fixe 
de longueur 2n en ordre lexicographique. 
Timothy Walsh (Walsh, 2001) a utilisé les I-codes (voir le paragraphe après la définition 
8.2)  de Roelants van Baronaigien (Roelants van Baronaigien, 92)  pour les  involutions 
pour dériver un code Gray pour les  involutions sans point fixe  de longueurs 2n de  telle 
sorte que chaque involution est transformée en son successeur par deux transpositions. 
Il  a présenté un algorithme qui  permet de passer d'un mot à sa position dans la liste 
et vice  versa,  ainsi qu'un algorithme non-récursif qui  permet de  trouver le  successeur 
d'un mot ou  de déterminer si  le  mot est le  dernier dans sa liste.  Ce dernier algorithme 
fonctionne en temps O(n) au pire des cas et utilise 0(1) variables auxiliaires. 
T. Vlalsh  a  généralisé  la méthode de  Chase pour obtenir ce  dernier  algorithme pour 
n'importe quelle liste de mots pour laquelle  tous les  mots qui possèdent le  même suf­
fixe  forment un intervalle de mots consécutifs. De plus, il  a montré que si  la lettre qui 
précède ce suffixe prend toujours au moins 2 valeurs distinctes dans cet intervalle, alors 
la méthode d'Ehrlich trouve en temps 0(1) la lettre la plus à droite pour laquelle un 
mot diffère de son successeur. 101 
8.2  Terminologie et définitions 
Définition 8.1  Une  involution de  longueur n  est une permutation (Pl,P2,'"  ,Pn)  de 
{l"",  n} telle que  pour tout i, 1 S; i  S;  n, Pi  = i,  ou Pi  = j  1- i  et Pj = i.  Un  élément 
Pi  est un point fixe de  l'involution si Pi  = i. 
Exemple 8.1  La  permutation (4,2,3, l, 7, 6, 5, 8)  =  (1,4)(2)(3)(5,7)(6)(8)  est une in­
volution ayant comme points fixes: 2,3,6 et 8. 
Une FPFI (fixed-point-free involution) est une involution sans point fixe. 
Définition 8.2  Le  rang d'un élément w  dans une liste L  est le  nombre d'éléments qui 
précèdent w  dans L. 
Bijection  préservant  l'ordre  lexicographique.  Les  I-codes  pour  les  involutions 
(Roelants  van  Baronaigien,  92)  restreints  aux  FPFI  est  une  bijection  qui  préserve 
l'ordre lexicographique  de  l'ensemble  de  (2n - 1) x  (2n  - 3) x ... x 3 x 1 de FPFI 
de  longueur 2n en  notation en une ligne  dans  le  produit cartésien des  intervalles des 
entiers  [1,2n - 1] x  [1,2n - 3]  x  ... x  [1,3]  x  [1,1].  En soustrayant  1  de  chaque n­
uplet,  puis  en  éliminant  son  dernier  membre  qui  est  0,  nous  obtenons  la  bijection 
R  qui  préserve  l'ordre lexicographique  de  l'ensemble  de  FPFI de  longueur  2n dans 
[0, 2n - 2] x [0, 2n - 4] x ... x [0,2]. 
Définition 8.3  La notation canonique en cycles d'une FPFI est (x(l), y(l))··· (x(n), y(n)), 
où x(i) < y(i) pour tout i,  et x(l) < ... < x(n). 
Remarque 8.1  Pour tout i, x(i) est le  plus petit élément de {l, ... , 2n} - {x(l), y(l), ... x(i­
1), y(i - 1)}  et  il y a 2n - 2i + 1 éléments parmi lesquels  nous pouvons choisir y(i)  de 
l'ensemble: 
Sri) =  {l,,, . , 2n} - {x(l), y(l),· .. , x(i - 1), y(i - 1), x(i)}. 102 
ordre  ordre 
lexicographique  code Gray 
cycles  F  R(F)  cycles  F  R(F) 
(12) (34) (56)  214365  00  (12)(34)(56)  214365  00 
(12)(35)(46)  215634  01  (13)(24)(56)  341265  10 
(12)(36)(45)  216543  02  (14)(23)(56)  432165  20 
(13)(24)(56)  341265  10  (15)(23)(46)  532614  30 
(13)(25)(46)  351624  11  (16)(23)(45)  632541  40 
(13)(26)(45)  361542  12  (16)(24)(35)  645231  41 
(14) (23)(56)  432165  20  (15)(24)(36)  546213  31 
(14) (25) (36)  456123  21  (14)(25)(36)  456123  21 
(14) (26)(35)  465132  22  (13)(25)(46)  351624  11 
(15)(23)(46)  532614  30  (12) (35) (46)  215634  01 
(15) (24) (36)  546213  31  (12)(36)(45)  216543  02 
(15)(26)(34)  564312  32  (13)(26)(45)  361542  12 
(16) (23) (45)  632541  40  (14)(26)(35)  465132  22 
(16)(24)(35)  645231  41  (15)(26)(34)  564312  32 
(16)(25)(34)  654321  42  (16)(25)(34)  654321  42 
Tab. 8.1 Les FPFI F de {l,···,  6}  et leurs I-codes R(F)  en ordre lexicographique et 
code Gray. 
La fonction R fait correspondre à la FPFI (x(l), y(l)) ... (x( n), y(n)) la suite (g1, ... ,gn-1), 
où gi est le nombre d'éléments de S(i) qui sont < y(i) (voir la partie gauche du Tab. 8.1). 
Le rang lexicographique du mot (g1,' .. ,gn-1) est exactement le  nombre 91 ... g"-1, où 
chaque gi est en base 2n - 2i+  1. Passer d'un I-code à son rang se fait en O(n) opérations 
arithmétiques. Passer d'une FPFI F  à R(F) prend O(n2)  opérations élémentaires si  la 
suppression d'un élément de S(i) prend O(n).  Ce coût peut être réduit à O(n logn) si 
l'ensemble S(i) est mis à jour en utilisant un arbre équilibré ou les  algorithmes les plus 
efficaces  en  espace  ((Knuth, 73),  les  réponses  aux exercises  5 et 6,  à  la page 9)  et à 103 
O( l~~~;g:)  en utilisant une structure de données sophistiquée (Dietz, 89). 
Exemple 8.2  50it F  =  (h,"  " fn) =  (7,4,6,2,8,3, l, 5).
 
Nous voyons que  x(l) = 1  et 5(1) = {2,3,4,5,6,7,8}.  Comme y(l) = h  = 7,  qui  est
 
supérieur à 5 éléments  de  5(1),  alors g1  = 5.  Ainsi, x(2) = 2  et 5(2) = {3, 4, 5, 6, 8}.
 
Comme  y(2)  =  h  =  4,  alors  g2  =  1.  Puis,  x(3)  = 3  et  5(3)  =  {5, 6, 8}.  Comme
 
y(3) = h  = 6,  alors g3  = 1.  D'où R(F) = (5, l, 1),  alors le  rang lexicographique  de  F
 
est 511  en base (7,5,3)  qui est ((5  x 3) + 1)  x  5 + 1 =  81.
 
Réciproquement, connaissant le  rang 81  de  F, nous pouvons extraire R(F) =  (5, l, 1)  et
 
par des  calculs successifs de  5(i),  nous pouvons trouver F.
 
8.3  Algorithmes de Walsh 
T. Walsh a présenté un code Gray (Walsh,  2001)  pour FPFI tel que chaque FPFI est 
transformée à la suivante par deux transpositions - deux cycles (x, y) et (i, j) avec x < y 
et Iy - jl  =  1 sont remplacés par les  cycles (x,j) et (i,y) - alors  en  notation en  une 
ligne, Py  = x  échange avec son voisin immédiat Pj  = i, et Px  =  Y échange avec Pi  = j. 
Remarque 8.2  La fonction  R  préserve aussi  bien  le  voisinage  que  l'ordre  lexicogra­

phique : si gi  est augmenté de  1 alors y(i)  doit augmenter à la  valeur plus grande  sui­

vante j  dans 5(i). En notation cyclique, (x(i), y(i)) et (j,Pj) sont remplacés par (x(i),j)
 
et (y(i),pj). En notation en une ligne,  y(i)  échange avec j, alors que x(i)  échange avec
 
Pj,  l'élément le  plus proche à droite  de  x(i),  qui  est dans 5(i),  ou de  façon  équivalente
 
qui est supérieur à x(i)
 
Walsh a choisi le  code  Gray pour lequel g1  varie le  plus vite,. alors quand gi  change,  les
 
gi,  j  < i, sont tous à leurs valeurs extrêmes,  de  telle sorte que S(i)  est un intervalle.
 
Ainsi,  y(i)  doit  changer par 1  et x(i)  doit  échanger avec  son voisin immédiat.  D'où
 
il  a  défini :F(n)  comme le  code  Gmy (g1,'"  ,gn-1),  où 0  ::;  gi  ::;  2(n - 1)  induit sur
 
l'ensemble de  FPFI de  {l,···,  2n}  (voir la  partie droite du Tab.  8.1).
 
La première valeur de  Fest (2, 1,4,3,"  . , 2n, 2n - 1)  et R(F) = (0,· .. ,0).
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8.3.1  Algorithme 1 pour trouver le prochain mot d'une liste 
T. Walsh a  remarqué (Walsh, 2001)  que tous les  mots qui possèdent un même suffixe 
(gi+1,' .. ,.9n-d forment un intervalle de mots consécutifs dans lesquels gi  prend la suite 
des valeurs distinctes (0,1, ... , 2(n - i)) si .9,+1 +... +.911.-1  est pair, et (2(n - i), ... ,1,0) 
sinon.  Dans le  premier cas,  nous disons  que  g.;  est croissant et dans le  deuxième cas, 
décroissant,  ce  qui  lui  a  permis  de  généraliser  l'algorithme de  séquence  utilisé  dans 
(Chase, 89;  Williamson, 85)  pour obtenir l'algorithme 1 de la Fig. 8.1. 
Cet algorithme prend comme premier mot (gl, ... ,.911.-1)  = (0, ... ,0) et fonctionne pour 
n'importe quelle liste de mots (.91, ... , gn-1) dans laquelle tous les mots qui possèdent un 
même suffixe (gi+1,'"  ,911.-1)  forment un intervalle de mots consécutifs dans la liste, de 
telle sorte que cet intervalle est partitionné en sous-intervalles par des suites de valeurs 
distinctes assumées par .9,., 
Chercher .9i  le  plus à gauche, qui n'est pas à sa dernière valeur clans sa suite; 
si un tel 9i  est trouvé alors {i est le pivot} 
Changer gi  à la valeur suivante dans sa suite; 
Changer chaque gj, j  < i, qui n'est pas à sa première valeur dans sa suite 
à la première valeur ; 
sinon le mot courant est le dernier. 
Fig.  8.1 Algorithme  1.  L'algorithme général  de séquence pour  transformer le  mot 
(gl, ... ,.911.-1)  en son successeur. 
Remarque 8.3  D'après la  définition  6.7 et  comme la  liste  de  mots pour ce  code  est 
en partition suffixe,  alors  pour chaque  mot w  dans  cette  liste,  sauf pour le  dernier,  le 
pivot est l'indice  de  la  lettre  la  plus  à  droite  (l'élément  pivot)  qui  doit  changer pour 
transformer w  en son successeur. 105 
Dans le code Gray du Tab. 8.1, seulement gi  change - tous les gj, j  < i, sont maintenant 
à leur permière valeur par rapport au nouveau suffixe - et ce changement pour R(F) = 
(gl,'"  ,gn-1) induit une paire de transpositions correspondantes dans la FPFI F. 
Exemple 8.3  Si  F  =  (8,4,6,2,7,3,5,1)  ou  de  façon  équ'ivalente  (18)(24)(36)(57), 
alors R(F)  =  (gl,g2,g3)  =  (6, l, 1).  Comme  g2  +  g:>,  est  paire,  gl  prend la  suite  des 
valeurs (0, l,'"  ,6),.  alors gl  est  déjà  à  sa dernière  valeuT'.  Comme g3  est impair,  g2 
prend la suite des valeurs (4,3,2, 1,0) ,.  alors 2 est le  pivot et g2  diminue à  0,  changeant 
R( F) à (6,0, 1)  et F  à (8,3,2,6,7,4,5, 1)  ou de  façon équivalente (18) (23) (46) (57). 
Exemple 8.4  Si F  =  (2,1,4,3,7,8,5,6)  alors R(F) =  (91,g2,g3)  =  (0,0,1).  Comme 
g2  + g3  est  impair,  gl  prend la  suite  des  valeurs  (6,5,···,0),.  alors gl  est  déjà  à  sa 
dernière valeur.  Comme g3  est impair, g2  prend la  suite des valeurs (4,3,2, 1,0),. alors 
g2  est aussi à  sa dernière valeur.  Le suffixe pour g:3  est vide,  ayant comme somme  0, 
alors  g:3  prend  la  suite  des  valeurs  (0, 1,2).  D'où  3  est  le  pivot  et g3  augmente  à  2, 
changeant R( F)  à (0,0,2)  et F  à (2, 1,4,3,8,7,6,5). 
8.3.2	  Algorithme 2 pour trouver le prochain mot d'une liste en temps 
0(1) dans le pire cas 
T. Walsh a optimisé l'algorithme de séquence (Fig. 8.1) pour éviter de calculer la parité 
de gi+1 + ... + gn-1 pour chaque nouveau i.  Il a observé que pour chaque j  < i, gj  est 
°ou 2(n - j), qui est pair dans les  cieux  cas; alors gi  est croissant si  et seulement s'il 
a  la même parité que gi + ... + gn-1'  Alors il stocke une variable booléenne Odd, qui 
est vraie si  gi + ... + gn-1 est impair; Odd est initialisée à fausse pour le  premier mot 
(0, ... ,0) et change de valeur pour chaque mot successif. 
Maintenant, la première valeur, la suivante et la dernière de chaque gi  peut être calculée 
en temps 0(1), de  telle sorte que  l'algorithme de  séquence  (Fig.  8.1), pour une FPFI 
F  de longueur n, fonctionne en temps O(n) et utilise un tableau auxiliaire de taille n 
pour R(F). 106 
Le  théorème 8.1  suivant (Walsh,  2001)  nous évite de stocker R(F) comme un tableau 
auxiliaire afin d'obtenir un algorithme de séquence pour F(2n). 
Théorème 8.1  Soient F  =  (il, .. "  fn)  et  i  le  pivot  de  R(F). Si Odd  est  vraie,  alors 
x(i)  =  2i -l,g; =  y(i) - 2i,F =  (2,1,4,3,···,2i - 2,2i - 3,y(i)  >  21:,"')  et  i  est 
la  plus  petite  valeur  telle  que  1"2i-l  >  2i,.  sinon xU)  =  i, g,  =  y(i) - (i + 1), F = 
(2n  2n - 1  ...  2n - i + 2  y(i)  < 2n - i + 1  ...  i - 1 ...  2  1)  et  i  est  la  plu5  petite , '" J,  J "  ' 
valeur telle  que  fi  < 2n - (i - 1)  s'il existe. 
Exemple 8.5  Dans l'exemple 8.3, F = (8,4,6,2,7,3,5,1) et R(F) = (6, l, 1)  (qui n'est 
pas  stocké),  alors  Odd  est fausse.  Maintenant, fI =  8,  mais 12  < 7,.  alors i = 2.  D'où 
x(2) = 2, y(2) = 1"2 = 4  et  g2  = 4 - (2 + 1)  = 1 qui  est impair,.  alors  il  est décroissant. 
Par conséquent,  f4  =  2  échange  avec  son  voisin immédiat de  gauche  1"3  =  6  et  leurs 
associés 12  = 4  et  .tG  = 3  a'USsi  s'échangent,  d'où F  change  à (8,3,2,6,7,4,5,1). 
Exemple 8.6  Dans  l'exemple  8.4,  F  =  (2,1,4,3,7,8,5,6)  et  R(F)  =  (0,0,1)  (qui 
n'est pas  stocké),  alors  Odd  est vraie.  Maintenant, il = 2 et  1"3  = 4,  mais f5  > 6,.  alors 
i =  3.  D'où x(3) = 5, y(3)  =  f5  = 7  et  g3  = 7 - (2 x 3) = 1  qui  est impm:r,.  alors  il  est 
croissant.  Par conséquent, h.  = 5 échange avec son voisin imméd1:at  de  droite  f8  =  6  et 
leurs  associés f5  =  7  et  f6  =  8  aussi s'échangent,  d'où F  change  à (2,1,4,3,8,7,6,5). 
L'algorithme maintient seulement  F,  Odd et une autre variable  booléenne Done qui 
est initialisée à  fausse  et devient  vraie  lorsque  la FPFI devient la dernière;  il  utilise 
donc 0(1) variables au;xiliaires,  mais prend un temps O(n) dans le  pire des  cas  pour 
trouver le  pivot i  en fouillant  F  de gauche à  droite.  Cette fouille  peut être évitée en 
utilisant le tableau au;xiliaire e = (el,"', en) introduit dans (Bitner, Ehrlich et Reingold, 
76;  Ehrlich, 73) et généralisé dans ((Williamson, 85), page 112) et ailleurs. 
T. Walsh a généralisé encore la méthode de (Bitner, Ehrlich et Reingold, 76) pour qu'elle 
fonctionne sur n'importe quelle liste de mots dans laquelle tous les  mots qui possèdent 
un suffixe en commun, forment un intervalle de mots consécutifs pour lesquels la lettre 107 
{Avant l'exécution :} 
{pour tout j,  e(j)=j,  sauf si  (yb),  ... , gfk-l)) est un z-mot pour un certain bj,} 
{et dans  ce  cas  eb)=k.} 
i := e[l]; 
if i = n  then ((gfl), .", gfn-l))=(zfl), ... , zfn-l))} 
Done :=True; return 
end if; 
{Sinon (gfl),  "', gfi-l))=(zfl), ... , zfi-I)),  mais gfi# zfi),  alors  i est le  pivot.} 
{Dans l'un ou  l'autre cas,  (efl), ... ,efi-I),efi})=(i, 2,3, ... ,i-l,i).} 
(g[l],··· ,g[i - 1], g[i])  = (a[l],···, a[i - 1], h[i]); 
{0 (1)  changements dans  le  cas  d'un code  Gray} 
update any other auxiliary variables; 
e[l]  := 1; 
if gril  = z[i]  then  {Ou bien efi+l)=i+l, gfi+l# zfi+l) et  (zfi))  est un z-mot}
 
{ou efi+l)=k+l>i+l, (gfi+l),  ...  , gfk))  était un z-mot  }
 
{et maintenant (gfi),gfi+l),  .. "  gfk))  est un z-mot.  }
 
cri]  := c[i + 1] ; 
{Maintenant (gfi),  "', gfk))  est un z-mot et efi)=k+ 1 si  k=i ou  sinon.} 
e[i]  := i + 1 {Comme gril  =  z[i],g[i + 1]  ne  peut  pas  commencer un z-mot.} 
end if. 
{Sinon,  ou  bien i=l ou gfl)=afl) }
 
{et dans  l'un ou  l'autre  cas gfl# zfl) et  efl) est toujours 1}
 
{Après l'exécution'}
 
{pour tout j,  e(j)=j sauf si (gb),  ... } gfk-l)) est un z-mot pour un certain z>j,  }
 
{et dans  ce  cas  eb)=k.}
 
Fig. 8.2 Algorithme 2.  L'algorithme général sans boucle pour trouver les suites pour 
(g[l], ... ,g[n - 1]),  en utilisant le  tableau (e[l],· .. ,e[n]).  a[i], z[i]  et h[i]  sont respecti­
vement,  la première valeur,  la dernière et celle suivant gril.  Initialement gril  =  a[j]  et 
e[j]  =  j  pour tout j. 108 
qui précède le suffixe prend au moins deux valeurs distinctes (voir la Fig 8.2). 
Notons ai, Zi et hi respectivement, la première, la dernière et la valeur suivante de 9i dans 
la suite de valeurs distinctes assumées par 9i comme fonction du suffixe (9i+], ... ,971-d· 
Comme 9i  prend au moins deux valeurs distinctes, ai  n'est jamais égale à  Zi. 
Définition 8.4  Un  z-mot est un sous-mot (9j,"', 9k)  =  (Zj,··· , Zk)  qui  est maximal 
par inclusion: ou bien j  = 1 ou 9j-l =1- Zj_],  et,  ou bien k = n -1 ou 9k+]  =1- zk+]· 
De l'algorithme 1 (Fig. 8.1), il  est clair que le  pivot est la valeur la plus petite de i  telle 
que 9j  =1- Zi·  Si 9]  =1- z], alors 1 est le pivot. Si  (9], ... ,9i-d est un z-mot où i < n, alors 
i est le pivot. Si  (9], ... ,971-d = (Z], ... , Zn-d, alors c'est le  dernier mot dans la liste et 
nous appelons n  le  pivot. Nous allons voir que pour tout j, ej = j, sauf si  (9j, ... ,9k-d 
est un z-mot pour un certain k > j  ; dans ce cas ej = k.  Ainsi, e]  est toujours le  pivot. 
Le premier mot est (a], ... , an - d et comme ai  =1- Zi  pour tout i, il n'y a  aucun z-mot. 
(Cl,"', en)  est initialisé à (l"",  n). 
La liste de I-codes pour FPFI satisfait la condition sous laquelle l'algorithme 2 (Fig. 8.2) 
fonctionne. En utilisant le théorème 8.1, T. Walsh a implanté un algorithme de séquence 
sans boucle pour FPFI, sans stocker le  tableau auxiliaire R(F) ; c'est l'algorithme 3 à 
la Fig. 8.3. 
8.4  Exemple 
La trace (quelques étapes) de l'exécution de l'algorithme 3 (Fig. 8.3) pour F =  (2, 1,4,3,6,5), 
n = 3, est au Tab. 8.2. 109 
i := e[l] ; { i  est le  pivot dans R(F) =  (g[l],···, g[n - 1])  } 
if i  = n  then { F est la dernière FPFI } 
Done :=True; return 
end if;  { dans ce  qui suit, x =  x(i), y =  y(i), 9 =  g[i],  } 
{ et Up est vrai si  gril  est croissant} 
if Odd then { R(F) a une somme impaire} 
x := 2 *i - 1; Y := j[x]; 9 := y - 2 * i; Up := (g  is  odd) 
else 
x := i; y:= f[x]; 9 := y - (i + 1); Up:= (g  is even) 
end if; 
if (Up) then { gril  doit augmenter} 
9 := 9 + l;j := y + 1; { f[j]  est le  voisin de droite de j[y]  = x} 
else { gril  doit diminuer} 
9 := 9 - l;j := y - 1; { j[j] est le  voisin de gauche de  j[y]  =  x } 
end if; 
swap f[y]  =  x with f[j] ; swap f[x]  =  y with f[f[j]]  =  j
 
Odd :=not(Odd) ;
 
e[l]  :=1;
 
if (g  =  0)  or (g  = 2 * (n - i))  then { le  nouveau gril  est à sa dernière valeur }
 
e[i]  := e[i + 1]; e[i + 1]  := i + 1 
end if. 
Fig.  8.3 Algorithme 3.  L'algorithme de séquence en temps 0(1) pour la FPFI F = 
U[l],· ."  j[2n]), en utilisant seulement le  tableau e de taille n. 
i  xli]  y[i]  J  Odd  Up  e  9  F  Done 
init  false  1  2  3  4  5  6  0  0  2  1  4  3  6  5  false 
1  1  2  3  true  true  1  0,1  3  4  1  2  6  5 
1  1  3  4  false  true  1  1,2  4  3  2  1  6  5 
1  1  4  5  true  true  1  2,3  5  3  2  6  1  4 
Tab. 8.2 Trace de l'algorithme 3 (Fig. 8.3)  pour F = (2, 1,4,3,6,5), n = 3. CONCLUSION 
Dans ce mémoire, nous avons présenté une implantation non-récursive du code Gray de 
Pruesse et Ruskey pour les idéaux d'un poset. Notre implantation a la même complexité 
asymptotique que l'implantation récursive de Pruesse et Ruskey, mais elle s'exécute un 
peu plus rapidement. Il  serait intéressant de trouver une implantation sans boucle pour 
ce'code Gray, ou pour un autre, pour les idéaux d'un poset, ou au moins une implantation 
dont la complexité est compétitive avec celle de la génération en ordre lexicographique 
de Squire. Ce problème sera l'un des sujets de notre recherche dans l'avenir. 
Nous avons également donné un compte rendu de plusieurs codes Gray dans la littérature 
et leur implantation. En particulier, nous avons donné une preuve formelle de la validité 
du programme FORTRAN de Chase qui génère son code Gray pour les  combinaisons. APPENDICE A 
PROGRAMME 
IlLe programme suivant implante l'algorithme non-récursif de la Fig.  1.12.
 
Il Il  est écrit en C + +.
 
#include <stdio.h>
 
#include <stdlib.h>
 
#include <string.h>
 
#define MAX_POINTS 50  Il La taille maximale de l'ensemble.
 
#define MAXSTACK 50
 
typedef enum{FORWARD, BACKWARD}Direction;
 
Il Pour connaître la direction de la fouille du graphe courant. 
unsigned int table[100] ; 
Il table[l] = 01010, signifie 1<3. Au début, le  tableau contient seulement 
Ilia description du poset. Il contiendra la clôture transitive après l'appel 
Il de la procédure Process(). 
unsigned int up[100] ; 
Il up[i]  contient les éléments qui sont plus grands que i  dans le  poset. 
Il Par exemple, up[3]  = 01101000 signifie que 3<5 et 3<6. 
unsigned int steiner[lOO] ; 
Ilsteiner[3]  =  2,  signifie que l'élément 3 a deux éléments plus petits que lui. 
int Bip;  Il Pour imprimer l'idéal une fois  sur deux. 
int N;  1ILe  nombre d'éléments dans le  poset. 112 
int counter=O; / /  Le nombre d'idéaux imprimés.
 
int Y;  / /  Le deuxième minimum dans le  poset courant.
 
typedef short Boolean ;
 
typedef struct{
 
int min;  / /  Le premier minimum dans le  poset courant.
 
int num;  / /  Le nombre d'éléments qui n'ont aucun élément plus petit qu'eux.
 
unsigned int poset ;
 
/ /  Chaque élément dans le  poset est représenté par sa position 
/ /  dans la représentation binaire du poset. 
int mask;  / /  Stocke les minima qui sont nécessaires pour calculer l'idéal suivant. 
int flag;  / /  Pour savoir dans quel cas nous sommes. 
} Item_type; 
class Stack { 
private :
 
int top; /* Sommet de la pile. */
 
Item_type rgltem[MAXSTACK] ;
 
public:
 
StackO;
 
Boolean EmptyStackO;
 
Boolean FullStackO ;
 
int Push(Item_type item) ;
 
int Pop(Item_type &item) ;
 
} ; 
Stack stack ;
 
Item_type item;
 
//---------_._-------­
/* 
* Pile - initialise la pile.
 
*/
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Stack : :Stack() 
{ 
top =  0; 
} 
jj----------------­
/* 
* Push - empile un élément, retourne 0 après succès, -1  sinon. 
*j 
int Stack : :Push(Item_type item) { 
if (top >= MAXSTACK) 
return(-l) ; 
else {
 
rgltem[top++] = item;
 
return(O) ;
 
} 
} 
jj---------------­
/* 
* Pop - dépile un élément, retourne 0 après succès, -1  sinon. 
*j 
int Stad, : :Pop(ltem_type &item) { 
if (top <= 0) 
return(-l) ; 
else {
 
item = rgltem[- -top] ;
 
return(O) ;
 
} 
} 
jj----------------­114 
1* 
* FuIlStack - la pile est-elle pleine 7. 
*j 
Boolean Stack : :FullStackO { 
return(top >= MAXSTACK); 
} 
jj---------------­
1* 
* Empty8tack - la pile est-elle vide 7. 
*j 
Boolean Stack : :EmptyStackO { 
return(top <= 0) ; 
} 
jj---------------­
1* 
* Retire le  n-ième bit du mot. 
*j 
unsigned getbit(unsigned int word,  int n)  { 
return (word »  n)  & 01; 
} 
jj----------------­
/* 
* Met le  n-ième bit du mot à v. 
*j 
unsigned int setbit(unsigned int word, int n,  unsigned v)  { 
if (v!= 0) 
return word  (01  << n) ;  1 
else
 
return word &  ,,-,(01  << n) ;
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} 
jj---------------­
j* 
* Met à jour le  tableau des relations et génère le  tableau up 
* pour chaque élément du poset. 
*j 
void  Process()  { 
int i,  j,  k,  count, bit;  j j  Réalise la transitivité. 
for  (k=l; k <= N; k++){ 
for  (i=l; i <= N; i++){ 
for  (j=l; j <= N; j++){ 
bit =  getbit(table[i], j)  (getbit(table[i], k)  & getbit(table[k], j)); 1 
tableli]  =  setbit(table[i], j, bit);
 
}
 
}
 
}
 
j* up[i]  contient les  éléments qui sont plus grands que i  dans le  poset. 
Par exemple,  up[3]  =  01101000 signifie que 3<5 et 3<6. *j 
for  (i=l; i <= N; i++){ 
upli]  =  0;
 
count =  0;
 
for  (j=l; j <= N; j++){
 
if(getbit( tableli], j)){ 
up[i]  =  setbit(upli], j, 1);
 
}
 
if(getbit(table[j], i)){
 
count++ ;
 
}
 
}
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steiner[i] = count - 1 ; 
} 
} 
jj---------------­
/* 
* Imprime l'idéal sous la forme {i, j, ... }. 
*j 
void  print(int number) { 
int i,  flag = 0; 
if( 'flip) 
flip  =  1; 
else{
 
f1ip  = 0;
 
printf(" {") ;
 
for(i=l; i <= N; i++)
 
if(getbit(number, i)){
 
if(flag)
 
printf(" %d", i)  ;
 
else
 
printf("%d", i) ;
 
if(  1flag)
 
flag  =  1;
 
}
 
printf("} \  n") ;
 
counter++ ;
 
} 
} 
jj---------------­
/* 117 
* Trouve la position de  1 la plus à droite dans mask entre start et end. 
* Par exemple, search(OOOI11,  1,0,5) = 2
 
*j
 
int search(unsigned int mask, int value, int start, int end){ 
int pos; 
if(start > end){ 
printf(" index error\ n") ;
 
exit(l) ;
 
} 
if(start == end)
 
return start ;
 
if(end == start + 1){
 
if(getbit(mask, end) == value)
 
return end;
 
else if (getbit(mask, start) == value)
 
return start ;
 
else{ 
printf(" \nfatal error! !!\ n") ; 
printf(" mask is  %d,  start is  %d, end is  %d", mask, start, end) ; 
exit(l) ;} 
} 
else{
 
pos =  (start + end)  j  2;
 
if(getbit(mask, pos)  == value)
 
return (search(mask, value, pos, end));
 
else
 
return (search(mask, value, start, pos)) ;
 
} 
} 118 
/ /-----------._-----­
/* 
* Trouve l'élément minimum dans le  poset.
 
*/
 
int findMinimal( unsigned long poset) { 
unsigned long res ; 
int pos =  0; 
while(poset !=O){ 
res =  poset  A  (poset -1);  / /  Met chaque bit à  1,  à partir clu  1 le plus à droite jusqu'au 
/ /  bit le  plus à droite dans le  poset, et met les autres à  O. 
pos =  search(res, 1,  pos, N) ; 
if(steiner[pos] == 0) 
break; 
poset =  setbit(poset, pos,O) ;
 
}
 
return pos;
 
} 
//---------------­
/* 
* Met à jour steiner[ ] et num après la suppression des minima, 
* afin de trouver le  nouvel élément minimum.
 
*/
 
int Update(int poset, int min, int num) { 
long unsigned mask, res; 
int pos; 
mask =  poset & up[min] ; 
pos = 0; 
while(mask !=O) { 
res =  (mask -1)  mask; A 119 
pos = search(res, l, pos,  N) ; 
steiner[pos]- - ; 
if(steiner[pos] == 0) 
num++ ; 
mask = setbit(mask, pos, 0) ; 
} 
return num -1 ; 
} 
//---------------­
/* 
* Recover a l'effet inverse de  Update,  et en plus retourne num decrémenté par l, 
* car après l'appel de Recover, nous supprimons la branche qui contient min 
* du poset.
 
*/
 
int Recover(int poset, int min, int numH 
long unsigned mask, res; 
int pos; 
mask = poset & up[min] ; 
pos = 0; 
while(mask '= OH 
res  =  (mask -1)  mask; A 
pos =  search(res, l, pos, N) ; 
if(steiner[pos]  == 0) 
num- -; 
steiner[pos]++ ; 
mask = setbit(mask, pos, 0) ; 
} 
return num; 
} 120 
Il 
/* 
* Retourne -1  si  le  poset est non linéaire (ordre total), 
* sinon retourne le  nombre d'éléments dans le  poset, excluant min. 
*1 
int linear(unsigned long poset, int min)  { 
int number=l, i; 
for(i=min+1; i<=N; i++) 
if(getbit(poset, i) !=O) 
{ 
if(steiner[i]==number) 
number++ ; 
else 
return -1; 
} 
return number-1 ; 
} 
Il 
/* 
* Si  le  poset est linéaire, imprime les  idéaux sans utiliser la pile. 
*1 
void printLinear(unsigned long poset, int lin,  int min, int mask){ 
int resLin; 
if(lin == 0)  IlLe poset contient min seulement. 
{ 
resLin =  mask ;
 
resLin=setbit(resLin, min,  1) ;
 
print(resLin) ;
 
print(resLin) ;
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}
 
else if(lin>O)  j j  Le poset est totalement ordonné.
 
{
 
resLin =  mask; 
fOl'(int  i=min; i<=N; i++)
 
if(getbit(poset, i))
 
{
 
resLin=setbit(resLin, i,  1) ;
 
print(resLin) ;
 
}
 
for(  int i=N; i>=min; i-)
 
if(getbit(poset, i))
 
{
 
print(resLin) ; 
resLin=setbit(resLin, i,  0) ; 
} 
} 
} 
jj---------------­
/* 
* Génère les idéaux en utilisant la pile. 
*j 
void  Ideal(unsigned long poset, Direction dir, int twoJhg, int mask, int num)  { 
int min, m, lin; 
unsigned int poset1, res; 
while( !stack.EmptyStack()  Il  poset !=OH 
if(poset != OH
 
if(twoJlag &&  num >  1)
 
min=Y;
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else 
min =  findMinimal(poset); 
if(num == 1){ 
lin =  linear(poset, min) ; 
if(lin>=O){ 
printLinear(poset, lin, min, mask) ; 
poset=O; 
} 
else{  / /  poset n'est pas totalement ordonné. 
poset =  setbit(poset, min, 0) ; 
num =  Update(poset, min, num) ; 
mask =  setbit(mask, min, 1) ; 
print(mask) ; 
two_fiag =  0 ; 
item.min =  min; item. num =  num; item.poset =  poset; item.mask =  mask; 
item.fiag =1 ; 
stack.Push(item) ; 
} 
} 
else{ 
poset1  =  poset ; 
poset1 =  setbit(poset1, min, 0); 
y  =  findMinimal(poset1) ; 
res =  setbit(mask, min, 1); 
if(dir == FüRWARD){ 
print(res) ; 
print(res) ; 
num =  Update(posetl, min, num) ; 
item.min =  min; item. num = num; item.poset =  poset; item.mask =  mask; 123 
item.flag =2;
 
stack.Push(item) ;
 
poset =  poset1 ; dir =  BACKWARD; mask =  l'es;  two_flag =  1 ;
 
} 
else{ 
item.min =  min; item. num =  num; item.poset =  poset1 ; item.mask =  l'es; 
item.flag =4 ; 
stack.Push(item) ; 
item.min =  min; item. num =  num; item.poset =  poset1; item.mask =  l'es; 
item.flag =  3 ; 
stack.Push(item) ; 
poset =  (rvup[min])  &  poset ; 
two_flag =  1; num=num-1 ; 
dir =  BACKWARD; 
} / /  if(dir == FORWARD) 
} / /if(num == 1) 
} 
else{  / /  (if poset !=  0) 
stack.Pop(item) ;
 
switch (item.flag){
 
case 1 :
 
print(item.mask) ;
 
num =  Recover(item.poset, item.min, item.num) ;
 
break;
 
case 2 : 
min =  item.min; num =  item.num; mask =  item.mask; poset=item.poset; 
poset1 =  poset ; 
poset1 =  setbit(poset1, min, 0); 
num =  Recover(poset1, min, num) ; 124 
poset =  (rvup[min]) & poset ;
 
y  =  findMinimal (poset) ;
 
dir =  FORWARD; twoj'1ag =  1;
 
break;
 
case 3 : 
min =  item.min; num =  item.num; mask =  item.mask; poset=item.poset; 
y  =  findMinimal(poset) ; 
num =  Update(poset, min, num); 
dir =  FORWARD; twoJ'Iag =  1; 
break; 
case 4 : 
print(item.mask) ; 
print(item.mask) ; 
num =  Recover(item.poset, item.min, item.num) ; 
}
 
}
 
}/ /while( !stack.EmptyStack()) ; 
} 
//--------------­
/* 
* 
*/ 
int main(int argc, char* argv[ ])  { 
FILE *input ; 
int i,  left, right, num_zeros; 
unsigned long poset ; 
char *fname; 
if(argc!= 2){ 
fprintf(stderr, "Usage : icleal  in_file..name\n") ; 125 
exit(l) ; 
} 
fname =  argv[l] ; 
if((input =  fopen(fname, "r")) == NULL){ 
fprintf(stderr, "Error : could not read file  %s\n", fname) ; 
exit(1); 
} 
/ /Donne le  nombre d'éléments de  l'ensemble. 
fscanf(input, "%d" , &N); 
printf("\n the number of elements in  the poset is  : %d\n\n", N); 
for(i=l; i<=N; i++){ 
table[i]  =  0 ; 
table[i]  =  setbit(table[i], i,  1); 
} 
/ /  Stocke l'ordre partiel. 
int comma =  0; 
printf(" the poset is  \n { ") ; 
do{ 
fscanf(input, "%d %d", &left, &right); 
table[left]  =  setbit(table[left], right, 1); 
if(left) 
if(comma) printf("  , %d<%d", left, right) ; 
else printf("%d<%d", left, right) ; 
comma =  1; 
}while(left '= 0) ; 
printf(" }\n"); 
fclose(input) ; 
printf("\n\nIdeals in  Gray Code Order\n") ; 
/ /  Initialise l'idéal et le  poset. 126 
poset =  0;
 
fo1'(i=1;  i <= N ; i++)
 
pü~et  =  setbit(poset, i,  1) ;
 
Process() ;
 
num-ze1'os  =  0 ;
 
fo1'(i=1;  i <= N; i++){
 
if(steiner[i] == 0)
 
nUffi-zeros ++ ;
 
} 
flip  = 1;
 
print(O) ;
 
Ideal(poset, FORWARD, 0,  0,  num_zeros) ;
 
printf("%d ideals in total\n", counter) ;
 
return 0 ;
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