Использование метода кусочной регрессии для изучения восприятия личной безопасности в странах мира by Бова, А. А.
31
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ДЛЯ ИЗУЧЕНИЯ ВОСПРИЯТИЯ ЛИЧНОЙ БЕЗОПАСНОСТИ
В СТРАНАХ МИРА
А.А. Бова, г. Киев, Украина
Социальные явления не подвержены жесткому детерминизму, а
скорее описываются мягкими закономерностями. Неоднородность вы-
борки, погрешность измерения, эксплораторный характер многих ис-
следований, недостаточная разработка теории, большое количество
факторов и их нелинейное взаимное влияние на отклик, невозможность
экспериментальной проверки, а также многие другие причины часто не
позволяют достичь достоверных статистических результатов и сущест-
венно ограничивает точных прогнозов в социальных науках. Линейное
регрессионное уравнение не всегда адекватно описывает эмпирические
закономерности. В ряде случаев большей точностью обладают робаст-
ные линейные регрессионные модели, непараметрическая локально-
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взвешенная регрессия (LOWESS), нелинейные регрессионные модели,
включая искусственные нейронные сети и их ансамбли, кусочные
функции (регрессионные сплайны), алгоритмы усиленных деревья ре-
шений (Boosted Regression Trees) и др. Техники Data Mining хотя и по-
зволяют строить более точные и стабильные модели, однако содержа-
тельная интерпретация полученных результатов, за некоторым исклю-
чением ограничена.
Учитывая сказанное, у социологов заслуженной популярностью
пользуется кусочный (сегментированный) регрессионный анализ, за-
ключающийся в построении локального регрессионного уравнения, ре-
левантного для определенного интервала (сегмента), границы которого
определяются точками разрыва, в которых меняется вид регрессионного
уравнения.  Кусочную модель можно создать как «вручную»,  так и при
помощи специализированных алгоритмов. Приведем некоторые приемы
и возможные способы формирования таких моделей.
1. Использование значений категориальной переменной или раз-
биение значений признаков на интервалы исходя из содержательных
предположений или статистических требований (по квартилям или точ-
кам изменения тренда) с последующим построением различных регрес-
сионных моделей на образованных подмножествах. Существенно уве-
личивает долю объяснённой дисперсии кусочно-линейное решение при
разделения значений зависимой переменной по среднему значению.
При применении такой модели к новым данным, принадлежность на-
блюдений к двум образованным подмножествам отклика может быть
найдена сначала путем предварительного использования какого-либо
алгоритма классификации, например случайного леса (Random Forest).
2. Кластеризация данных с дальнейшим построением регресссион-
ных моделей в типологически однородных группах или использование
регрессионного кластеринга, одновременно классифицирующего на-
блюдения с построением зависимостей между переменными кластери-
зации с максимизацией коэффициента детерминации. Характеристика
групп осуществляется путем подсчета средних значений переменных
кластеризации или внешних переменных, не участвующих в соответст-
вующей процедуре.
3. Использования алгоритмов индукции деревьев решений (СHAID,
СART c постпроверкой, т.е. отсечением мелких ветвей) с последующем
построением регрессионных моделей на подмножествах. Алгоритм
СHAID, в отличие от СART, строит небинарные деревья решений как и в
первом случае, исследователь способен определенным образом влиять
на процесс сегментации выборки, задавая переменную, которая первая
включается в процесс построения дерева решения. В таком случае для
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одних и тех же данных можно получить ряд типологий (подробных или
лаконичных), отвечающих научным интересам разных наук (например,
социологии, криминологии, экономики).
4. Непосредственное применение алгоритмов кусочной регрессии,
суть которых в построении регрессионных уравнений в терминальных
вершинах дерева решений. Специализированные алгоритмы имеют гиб-
кие настройки, позволяющие, в том числе, обрабатывать разнотипные
независимые переменные, имеющие пропущенные значения, строить
разнообразные линейные, в том числе робастные, и полиномиальные
модели в подмножествах, образованных сочетаниями значений предик-
торов, задавать ансамбли моделей с общим регрессионным уравнением
для всей выборки и отдельных подвыборок, учитывать значения k-
ближайших соседей для соответствующей коррекции прогнозных зна-
чений и др. Имеется несколько программных реализации популярных
алгоритмов нахождения кусочных функций – множественные адаптив-
ные линейные сплайны (Multivariate adaptive regression splines – MARS)
разработчика Лео Бримана и линейной регрессии на логических зако-
номерностях M5´ (Cubist) Росса Куинлана.
Продемонстрируем возможности кусочной регрессии на примере
изучения восприятия личной безопасности (PS) от регрессоров – Индек-
са человеческого развития (HDI), уровня доверия к национальному пра-
вительству (TNG)  и людям (TP), коэффициента убийств (HR) для вы-
борки из 116 стран. Данные результатов Всемирного опроса Гэллапа за
2007–2012 г., коэффициента убийств за 2008–2011 г. и интегрального
индекса за 2013 г. содержатся в Докладе о человеческом развитии 2014
Программы развития ООН [1]. Для сравнения прогностической точно-
сти уравнений будем использовать коэффициент множественной детер-
минации R2 (показывает часть общей дисперсии, объясненную моде-
лью), который вычисляется как коэффициент корреляции между на-
блюдаемыми значениями и предсказанными по модели, возведенный в
квадрат, и корень квадратный из средней квадратической ошибки
(RMSE).
Ниже приведено линейного регрессионное уравнение по методу
наименьших квадратов (R2=0,41, RMSE=11,4), содержательная интер-
претация которого очевидна.
HDITPTNGHRPS 27,3+0,32+0,28+0,25-23,8=
Ù
С помощью алгоритма MARS с редукцией кусочно-линейных ба-
зисных функций до трех построено уравнение зависимости восприятия
личной безопасности от трех предикторов (R2=0,55, RMSE=11,3).
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Ù
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Для вычисления прогнозного значения для страны выбирается
бóльшее число между нулем и разностью двух чисел,  что фактически
определяет интервал значений параметров, в наибольшей степени
влияющих на повышение процента людей в стране, которые не боятся
преступности, а именно в целом по странам: коэффициент убийств –
до 7,7 на 100 тыс. населения, доля населения, доверяющего националь-
ному правительству –  до 50%  и Индекс человеческого развития –  до
0,82. Как видим, уравнение свидетельствует о нелинейном характере
влияния независимых переменных на отклик.
Результатом работы алгоритма Cubist являются логические правила
с уравнениями регрессии и константой (R2=0,62, RMSE=9).
Правило 1. Если HR ≤ 11,4, то:
Правило 2. Если HR > 11,4, HDI > 0,58, то: 47%=ÙPS
Правило 3. Если HR > 11,4, HDI ≤ 0,58, то:
HDITPTNGHRPS 102,5+0,04+0,46+0,24-5,5-=
Ù
Первое правило охватывает 89 стран ( PS =63%), второе –
13 ( PS =45%), третье – 14 стран ( PS =60%). Отметим, что b-
коэффициенты сглаженных регрессионных моделей, порождаемых ал-
горитмом Cubist, не идентичны коэффициентам, получаемым в резуль-
тате линейного регрессионного анализа по методу наименьших квадра-
тов для тех же самых множеств.
Наконец, ожидаемо наибольший коэффициент множественной де-
терминации кусочно-линейной модели с точкой разрыва по среднему
значению зависимой переменной (R2=0,75, RMSE=6).
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Из проведенного анализа следует вывод, что кусочная аппроксима-
ция имеет свои преимущества, выражающиеся в компактности регрес-
сионного уравнения, отборе информативных переменных, более высо-
кой точности прогноза, возможности дополнительной содержательной
интерпретации типологии, формировании практических рекомендаций,
ориентированных на однородные совокупности или на планирование
определенного уровня социальных показателей.
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