We consider the behavior of the limited memory L-BFGS algorithm as a representative constraint-free gradient-based algorithm which is used for multiobjective (MO) dose optimization for intensity modulated radiotherapy (IMRT). Using a parameter transformation, the positivity constraint problem of negative beam fluences is entirely eliminated: a feature which to date has 
Introduction
The implementation of multiobjective dose optimization in brachytherapy was first described by Lahanas et al (1999) and in IMRT by Cotrutz et al (2001) is a new approach of inverse planning.
The desired dose distribution in radiotherapy cannot always be obtained, due to physical limitations and to the existence of trade-offs between the various conflicting optimization objectives. We therefore have a multiobjective optimization problem to solve. It is, though, important to realize that MO provides a spectrum of possible solutions and not just a single solution.
The trial and error method used by treatment planners, which involves modifying the importance factors in order to obtain a satisfactory solution is in MO replaced by the determination of a representative set of so-called efficient solutions out of which the solution with the smallest compromise on all objectives for the treatment can be obtained. We have a set of solutions in which each solution is characterized by a different set of importance factors used to generate the solution.
This off-line or a posteriori approach provides information for all possible dose distributions which can be obtained for a given set of objective functions which is used for the selection of the best solution. Alternatively, there is the a priori approach of Xing et al (1999) where a solution is obtained using ideal dose-volume histograms (DVH). A search engine was proposed which determines the set of importance factors for which a solution is obtained with DVHs that are as close as possible to the ideal DVHs in terms of a defined metric.
For both methods it is necessary to know the limitations of the single objective optimization algorithm which has to be applied many times with different set of importance factors. We use as decision variables the square root of the beam fluences (weights) Cotrutz et al (2001) which eliminates the problem of solutions with negative beam fluences of previous algorithms. Previous methods, Mohan et al (1994) , have considered modifications of the line search algorithms and/or correction mechanisms for the negative weights which cannot be avoided. This has had the effect of either reducing the quality and/or increasing the optimization time.
Important for deterministic gradient-based algorithms is the problem of global convergence (Lahanas et al 2003) . It was reported that the results approximately depended on the initial value of the beam fluences (Llacer et al 2001) . This was attributed either to local minima in which the algorithms were trapped, or as the result of corrections applied for the elimination or reduction of the number of non-physical solutions with negative beam fluences.
One such correction method is the truncation to zero of all negative weights found at the end of each optimization iteration. The number of negative weights in some cases can be larger than the number of positive weights (Mohan et al. 1994) . This approach alters the result which consequently may differ significantly from the actual global optimal solution.
Convergence analysis looking at the presence of local minima for various objectives used in radiotherapy was performed by Rowbottom et al (2002) . Local minima were observed but a downhill simplex algorithm was used. For gradient-based optimization algorithms such an analysis has never been presented. Llacer et al (2003) , although the title of their paper is "Absence of multiple local minima…" find that the final score function values sometimes depend on the initial beam weights and the case studied. A iterative method was used and correction methods for negative fluences were applied.
We use the limited memory algorithm L-BFGS which is a faster variant of the conjugate gradient algorithm used by Cotrutz et al (2001) which requires also less memory. The parameter transformation does not require any correction mechanism, therefore the influence of negative weights is eliminated and a constrained free true gradient-based optimization algorithm is used for the first time in IMRT dose optimization.
We study the dependence of the results on the initial value which defines the so-called global convergence properties and also the nature of the obtained minima. We obtain a representative efficient set using a set of importance factors. We compare the results using simulated annealing SA to determine whether the solutions obtained by L-BFGS are global optimal solutions. We study individual objective values to look for the presence of possible degenerate states.
We examine for three cancer cases (two clinical -brain and prostate -and one phantom designed to test the algorithm for a difficult case for IMRT) the spectrum of possible solutions by performing MO optimization.
We compare the spectra of solutions obtained by MO dose optimization for the three examples and, firstly using recommended critical dose values for the organs at risk and secondly, setting these dose values to zero.
Methods

Constraint-free gradient-based optimization algorithms
The limited memory BFGS algorithm L-BFGS by Liu and Nocedal (1989) is described by the following algorithm.
Giving a starting point x0 and H0 a positive definitive approximation of the inverse Hessian at x0
For iteration k = 0 until stopping criterion is satisfied
Compute Hk+1 by updating Hk
End.
At each iteration a line search procedure is used to determine the step size for the optimizer of the objective function in a chosen direction. The line search algorithm (which should really be called a ray search algorithm) finds the exact step size ("exact line") to the minimum of f along the ray 0 , ≥ + α α k k p x or an approximation ("soft line"). L-BFGS uses a backtracking line search. For convergence the step size has to be chosen such that a sufficient decrease criterion is satisfied, which depends on the local gradient and function value and is specified in L-BFGS by the Wolfe conditions, see Liu and Nocedal (1989) .
The difference between the standard BFGS algorithm (Press et al) 
A value of m=5 is recommended. The required memory is 2mN+O(N) whereas BFGS requires N 2 /2 for the matrix H k , Liu and Nocedal (1989) .
We allow L-BFGS to run either until a maximum number of iterations is reached or the following criterion using the parameter ε is fulfilled.
where k x is the optimal solution at the k th iteration.
Multiobjective optimization
MO or multicriteria optimization or vector optimization is the problem of determining "A vector of decision variables which satisfies constraints and optimizes a vector function whose elements represent M objective functions Miettinen (1999) .
We call decision variables x j , j=1,2,...,N for which values are to be chosen in an optimization problem. In order to know how ''good'' a certain solution is we need to have some criteria for evaluation. These criteria are expressed as computable functions
of the decision variables, which are called objective functions. These form a vector function f. In general, some of these will be in conflict with others, and some will have to be minimized while others are maximized. The multiobjective optimization problem can be now defined as the problem to find the vector x=(x 1 ,x 2 ,...,x N ), i.e. solution which optimize the vector function f The vector function f(x) is a function that maps the set X in the set F that represents all possible values of the objective functions. Normally we never have a situation in which all the f i (x) values have a optimum in X at a common point x. We therefore have to establish certain criteria to determine what would be considered a ''optimal'' solution. One interpretation of the term optimum in multiobjective optimization is the Pareto optimum.
A solution x 1 dominates a solution x 2 if the two following conditions are true:
1) x 1 is no worse than x 2 in all objectives, i.e.
2) x 1 is strictly better than x 2 in at least one objective, i.e.
We assume, without loss of generality, that this is a minimization problem. x 1 is said to be nondominated by x 2 or x 1 is non-inferior to x 2 and x 2 is dominated by x 1 . Among a set of solutions P, the non-dominated set of solutions P' are those that are not dominated by any other member of the set P. When the set P is the entire feasible search space then the set P' is called the global Pareto optimal set. If for every member x of a set P there exists no solution in the neighborhood of x then the solutions of P form a local Pareto optimal set. The image of the Pareto optimal set is called the Pareto front.
We produce a representative set of solutions by repeating the optimization with L-BFGS using a weighted sum f Tot (x) of the single objectives
of importance factors is used from the set W of normalized and uniformly distributed vectors of weights.
We call k the sampling parameter. For M objectives and a sampling parameter k we have ( )
Variance based optimization objectives
is the Heaviside step function. Quasi-randomly distributed sampling points in the target and in the OARs were used.
Global convergence analysis
Global convergence for a optimization algorithm describes the property of the algorithm which states that the result is independent on the initial value. 
Optimization with simulated annealing
We compare the optimization results of L-BFGS with results obtained by SA as global convergence does not guarantee that the solution is globally optimal, i.e. a global minimum is obtained. SA in principle can escape from local minima and it is statistically proven that it asymptotical converges to the global minimum if a defined annealing schema and a visiting probability distribution is used. We use the fast SA algorithm (FSA) Szu and Hartley (1987) with a Cauchy visiting probability distribution.
Results
The optimization tests were undertaken with a 933 MHz Intel Pentium III PC with 512 MB RAM memory.
Example cases
Two clinical cases are used: a patient with a brain tumor and a patient with prostate cancer. The third example is a phantom case which has been chosen to test the algorithm for a difficult case for IMRT. We term this the phantom patient test case. For all examples, a total of nine beams were used at angles 40°n, where n=0,1,…,8. We use the notation recommended by IEC 1993 for the specification of angles.
Phantom patient with C-shaped PTV
The phantom geometry consists of a C-shaped PTV with a spherical OAR adjacent to the smaller concave periphery of the PTV but not actually within the PTV, see Fig. 1 . In IMRT such a geometry of PTV and OAR is difficult to plan. For this case only a two-dimensional case is considered with 567 bixels for the 9 beams. The number of sampling points used in the optimization is shown in Table I . 
Object
Number of Sampling Points PTV 2429 NT 10030 Bladder 1506 Table I . Statistics for the 13965 sampling points used for the C-shaped case.
Brain tumor patient
The brain tumor case consists of four structures, namely the PTV, the NT and both eyes, see Table II . Statistics for the 29389 sampling points used for the brain tumor patient.
Prostate cancer patient
The prostate tumor case consists of six structures, the PTV, NT, bladder, rectum and the two femoral heads, see Fig. 3 . For the optimization 5464 bixels are used. The number of sampling points in each structure is shown in Table III . 
Convergence
Convergence of the optimization result with L-BFGS is observed after 300-500 iterations. The optimization results are virtually identical to the high precision optimization results obtained after
Global Convergence Analysis.
We investigate the existence of possible local minima and degenerate cases and the global convergence properties of L-BFGS for variance based objectives for the three cases. The critical dose for the OARs is set to 0. That is, we investigate the most strict requirements for the OARs and the NT which cannot be satisfied completely except for the trivial case for zero beam fluences, i.e. no beams at all. For each case we consider the convergence of a representative set of solutions specified by a set of importance factors. L-BFGS for each such set of importance factors is applied 100 times using different random initial beam fluences.
Phantom patient with C-shaped PTV
The result of the configuration space analysis using L-BFGS for the C-shaped case is shown in 
Brain tumor patient
The result of the configuration space analysis using L-BFGS for the brain tumor case is shown in Fig. 5 for k=5 which corresponds to 56 sets of solutions. The values the individual objective values and f Tot for the 5600 solutions are shown. For this 3D case the maximum number of iterations for each optimization run was set to 3000. 
Prostate cancer patient
The result of the configuration space analysis using L-BFGS with a maximum of 5000 iterations for the prostate cancer is shown in Fig. 6 For few solutions a violation of global convergence is observed.
The resulting DVHs for the PTV, NT and the OAR of all 400 solutions are shown in Fig.   8 . In brachytherapy (Lahanas et al 2003) our analysis showed that the line search method can be a reason for the failure. Whereas global convergence has been found for L-BFGS this was not the case for BFGS which in a few percent of the cases failed to converge to the global optimum value.
We include a small disturbance in order to help L-BFGS to escape from local minima or optimization paths with a very small convergence. After every 100 iteration we add a very small constant term, beginning with a value of 10 -5
, to all weights. This term decreases each time by a factor of 10. The correction is applied only three times.
The optimization was repeated 400 times using the correction method. We increase additional the number of iterations to 2000 to increase the accuracy of the results. The PTV dose variance is shown in Fig. 7 . The fluctuations of f PTV are practically eliminated due to the larger number of iterations and additional no failure of global convergence is observed. The DVHs of all 400 solutions obtained for the C-shaped case with the correction method is shown in Fig. 9 . All DVHs are practical identical.
It was reported in tomotherapy by Shepard et al (2000) that numerous combinations of beam weights can produce similar objective function values. We show in Fig. 10 for the C-shape case the distribution of the weights for all 400 solutions. The resulting fluence profile is almost independent on the initial values used. 
Comparison with fast simulated annealing
Phantom patient with C-shaped PTV
In Fig. 11 we compare the optimization results obtained with L-BFGS for the C-shaped PTV with results obtained with FSA. L-BFGS was running with a maximum of 5000 iterations and ε=10
For FSA 1,000,000 iterations were used. We use D crit = 0 for the OARs. 
Brain tumor patient
The cost function f Tot and the individual objective functions for the brain tumor patient obtained with L-BFGS and FSA are compared in Fig. 12 . A non-dominated set with 56 solutions was produced by L-BFGS. FSA required more than 6 hours for each single optimization and used more than 2,000,000 iterations. Therefore because of this time factor we used a smaller set of solutions for FSA. We use D crit = 0 for the OARs. 
Prostate patient
The cost function f Tot and the individual objective functions values for the prostate cancer obtained with L-BFGS and FSA are compared in Fig. 13 . FSA required more than 10 hours for each single optimization and used more than 2,000,000 iterations. Therefore because of this time factor we used a smaller set of solutions for FSA. We use D crit = 0 for the OARs. 
Multiobjective optimization
Sufficient coverage of the PTV by the prescribed dose requires a very small dose variance.
Tests show that a PTV importance factor w PTV > 0.9 is required to obtain acceptable solutions.
The corresponding dose variances for the OARs and NT are much larger. Rowbottom et al (2002) rescale for this reason the dose variances by the objective value found at the first optimization iteration. This requirement means that these values are not very different from the values at the end of the optimization. We have found that by multiplying the PTV objective by a factor of 100 we can use uniformly distributed importance factors in order to obtain a representative set of non-dominated solutions.
A similar result is obtained by multiplying the PTV importance factor by 100 and then normalizing the importance factors to obtain a sum equal to one. We consider as a reference, the coverage of the PTV at 95% of the prescribed dose. We require that all objectives are considered simultaneously and set each importance factor to be larger than 0.001. We use as stopping criterion for L-BFGS a maximum of 500 iterations or a tolerance ε = 10 The analysis of the two dimensional Pareto front projections for this example shows that there is a rapid increase of the dose variance in the OARs and the NT with increasing PTV coverage and with dose uniformity. The variance of the dose in the NT for acceptable solutions is larger than 1400. For this example the spectrum of solutions is restricted and if the OAR has to be considered then an increase of the dose variance in the PTV cannot be avoided. A solution has been selected which reduces the dose variance in the NT and in the spherical OAR simultaneously for the filtered solutions. The DVHs of this solution is shown in Fig. 14 
Results for the brain tumor patient
Discussion and conclusions
We studied the use of constraint-free gradient-based optimization algorithms for MO dose optimization in IMRT using as a representative the L-BFGS algorithm. The global convergence properties using variance based objectives have been analyzed. Results using BFGS and FRPR, Lahanas et al (2003) are not presented here but we found that they reproduce the L-BFGS results. The L-BFGS algorithm used in this study does not require a quadratic function such as by NG methods, but has successfully been applied for various nonlinear optimization problems.
L-BFGS
The mapping of the decision variables finally avoids completely negative beam fluences.
A convergence analysis of L-BFGS shows that in some case the algorithm gets trapped in a local minimum. A very simple method can be used to practically eliminate this problem.
Similar to simulated annealing the optimization path is disturbed slightly a few times and helps to escape from closed orbits or local minima.
While a similar result was observed by Llacer et al 2003, this analysis consider the global convergence of a true constraint free gradient-based optimization algorithm without any artificial line modifications. The exact origin of the failure in some cases is unknown. The local optimal solutions are such that the resulting DVHs do not differ much from the DVHs of the global optimal solutions. The proposed method which is applied only at three iterations removes the probability of failure so that we can say that global convergence is practically established.
As presented in Lahanas et al (2003) in a brachytherapy study, L-BFGS should not be used with a warm start option in which the results of a previous optimization are used to initialize the algorithm for a new optimization with only slightly modified importance factors. This could be used to increase the speed of the process of the generation of a representative efficient set.
With this approach L-BFGS can prematurely converge as the starting point is required to be not on the border of the feasible objective space. For similar reasons found in brachytherapy by Lahanas et al (2003) , statistical randomly selecting such a point is practical very unlikely.
A comparison of the optimization results with FSA, shows that the solutions are global optimal solutions. FSA required approximately 1000 times more time to approach the result of L-BFGS. This shows that for variance based objectives the use of SA algorithms is not necessary and for MO dose optimization SA is too slow.
The solutions of L-BFGS are global optimal for a representative set of importance factors. In the time where some other algorithms provide just one solution it is possible to obtain a representative spectrum of solutions with valuable information for the treatment planner for the selection of the best solution.
L-BFGS produces a solution after 500 iterations which for practical purposes is almost identical to the global optimal solution. Eventually the algorithm could be stopped after 100
iterations if only the value of the total objective function is considered. Even so, there will be some improvement in the result for the NT and the OARs possible for the remaining 400
iterations. The reason is that the optimal solution requires a significant fraction of the importance factors to be distributed to w PTV so that the contribution of the OARs and the NT to the score function is very small.
With current 3 GHz PCs the optimization time of the non-optimized code is 4 s for the prostate implant with 5464 bixels and 40,000 sampling points considering the NT and four
OARs. Whereas we used uniformly distributed importance factors in this study we estimate that using other sets of importance factors for the determination of the best solution a representative set of approximately 30 solutions is sufficient. Such a set could be obtained by analyzing the results and trade-offs between the objectives from a small number of solutions which could then be used periodically to determine the set of importance factors for the remaining solutions, similar to a method described by Xing et al (1999) .
We applied a MO optimization to obtain the spectrum of possible solutions for one test case and two clinical cases. The optimization was applied by using the recommended critical values for the OARs and the optimization was repeated with the critical values set to 0. For the last case the spectrum of solutions is larger and the dose in the OARs can be reduced more than any solution which can be obtained by the former case. The aim of MO optimization is not only to obtain if possible a satisfactory solution but the best possible solution.
We used a semiautomatic method for the selection of the best solution where the treatment planner uses the value of products of objective functions for the decision. The DVHs of the selected solution can be marked and compared with all other DVHs of all solutions for various OARs the NT and the PTV simultaneously.
An a priori automatic selection method as described by Xing et al (1999) 
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