Abstract Mesh connected computers have become attractive models of computing because of their varied special features. In this paper we consider two variations of the mesh model: 1) a mesh with fixed buses, and 2) a mesh with reconfigurable buses. Both these models have been the subject of extensive previous research. The problem of our interest is selection. Selection is a critical comparison problem with numerous applications. Our algorithms have considerably better time bounds than the best known algorithms for selection.
we present efficient algorithms for selection on meshes with fixed and reconfigurable buses.
Definition of Models
The fixed connection machines assumed in this paper are: 1) the mesh connected computer with fixed buses (denoted as M f ), and 2) the mesh with reconfigurable buses (denoted as M r ). The basic topology of a two dimensional mesh is an n×n square grid with one processor per grid point. Except for processors at the boundary, every other processor is connected to its neighbors to the left, right, above, and below through bidirectional links. The instruction stream assumed is MIMD. This in particular means that each node can send and receive a packet (or a flit) from all its (four or less) neighbors in one unit of time.
In M f we assume that each row and each column has been augmented with a broadcast bus. Only one message can be broadcast along any bus at any time, and this message can be read by all the processors connected to this bus in the same time unit.
In the model M r , processors are connected to a reconfigurable broadcast bus. At any given time, the broadcast bus can be partitioned (i.e., reconfigured) dynamically into subbuses with the help of locally controllable switches. Each processor has 4 I/O ports. There are many variations of M r found in the literature. In the PARBUS model, any combination of 4 port connections is permitted for each processor [8] (see Figure 2) . Each subbus connects a collection of successive processors. One of the processors in this collection can choose to broadcast a message which is assumed to be readable in one unit of time by all the other processors in this collection.
For instance, in an n × n mesh, the different columns (or different rows) can form subbuses. Even within a column (or row) there could be many subbuses, and so on.
It is up to the algorithm designer to decide what configuration of the bus should be used at each time unit.
The model assumed in this paper is essentially the same as PARBUS, except that we assume that the mesh edges are bidirectional. This in particular means that if a bus is of length one, then it is bidirectional otherwise it is unidirectional (i.e., only one message can be broadcast). Our algorithms are in no way specific to this model and in fact they can readily be adopted to other variation of M r including the PARBUS.
The stated time bounds will not change asymptotically.
Both M r and M f are becoming popular models of computing because of the absence of diameter consideration and because of the commercial implementations [2] .
Even as theoretical models, both M r and M f are very interesting. For instance, n keys can be sorted in O(1) time on an n×n mesh M r , whereas we know that Ω( log n log log n ) time is needed even on the CRCW PRAM given only a polynomial number of processors.
By the queue size of any selection algorithm we mean the maximum number of keys any node will have to store during the entire algorithm. The queue size needed for all the algorithms presented in this paper is O (1) . This fact is easy to establish.
Previous and New Results

Mesh with fixed buses
We show that selection on an n × n mesh M f (from out of n 2 elements) can be accomplished within O(n 1/3 ) time using a randomized algorithm. The best known previous algorithm is deterministic and is due to Kumar and Raghavendra. It has a run time of O(n 1/3 (log n) 2/3 ) [10] . In [10] , a lower bound of Ω(n 1/3 ) is proven for selection and related problems. The lower bound applies to randomized algorithms as well and hence our algorithm is asymptotically optimal. Our selection algorithm also runs in O(n 1/4 ) time on an n 5/4 × n 3/4 mesh. This is an improvement over the run time of O(n 1/4 log n) that the deterministic algorithm of Chen, Chen, and Chen [3] has.
Reconfigurable Mesh
The problem of selection has been well studied on M r . ElGindy and Wegrowicz [5] presented an O(log 2 n) time deterministic algorithm; Doctor and Krizanc [4] 
Some Definitions
We say a randomized algorithm uses O(g(n)) amount of any resource (like time, space, etc.) if there exists a constant c such that the amount of resource used is no more than cαg(n) with probability ≥ 1 − n −α on any input of length n and for any α.
Similar definitions apply to o(g(n)
) and other such 'asymptotic' functions.
By high probability we mean a probability of ≥ 1 − n −α for any fixed α ≥ 1 (n being the input size of the problem at hand).
Let B(n, p) denote a binomial random variable with parameters n and p, and let 'w.h.p.' stand for 'with high probability' .
Chernoff Bounds
One of the most frequently used facts in analyzing randomized algorithms is Chernoff bounds. These bounds provide close approximations to the probabilities in the tail ends of a binomial distribution. Let X stand for the number of heads in n independent flips of a coin, the probability of a head in a single flip being p. X is also known to have a binomial distribution B(n, p). The following three facts (known as Chernoff bounds) will be used in the paper (see e.g., Angluin & Valiant [1] ):
for any 0 < < 1, and m > np.
Prefix Sums Computation
Our selection algorithms use a subroutine for calculating prefix sums. Given a sequence of n numbers, say, k 1 , k 2 , . . . , k n the problem of prefix sums computation is to
The following Lemma is proven in [10] : 
Lemma 1.1 Prefix sums of n numbers can be computed on an n-node linear array
M f in O( √ n) time steps. Ω( √ n) time
Organization of this Paper
In Section 2 we present a logarithmic time algorithm for sorting on M f . This algorithm is employed in the selection algorithm. Our selection algorithms for M r are given in Section 3. Section 4 contains our selection algorithms for M f . Section 5 concludes the paper.
A Logarithmic Time Sorting Algorithm for M f
In this Section we show that sorting of n keys can be performed on an n × n × n mesh or on an n 2 × n 2 mesh with fixed buses in O(log n) time. The algorithm for sorting is based on a subroutine for adding n numbers in O(log n) time. The idea is to compute the rank of each key and route the key whose rank is i to node i (for i = 1, 2, . . . , n). We provide details below: (Some notations: Let ( * , * , * ) stand for the whole mesh, (i, * , * ) stand for the 2D submesh in which the first coordinate is i. Similar notations apply to all the other 2D submeshes. Let ( * , j, k) stand for the one dimensional submesh (also called a 'row' or a 'column') in which the second and third coordinates are j and k respectively. Similar notations apply to all other 1D submeshes.)
To obtain the sum of n numbers using an n × n mesh: Consider n numbers
. . , b n that we want to compute the sum of. Let the nodes in the 2D mesh be
Lemma is due to Kumar and Raghavendra [10] :
Algorithm.
1. Computing Ranks using an n × n × n mesh: Let k 1 , k 2 , . . . , k n be the given n keys. We use a submesh of size n × n to compute the rank of each key. Each node in the mesh is named with a triple (i, j, ), (1 ≤ i, j, ≤ n). Assume that the input is given in the processors (i, 1, 1), 1 ≤ i ≤ n one key per processor. The algorithm has the following steps:
. This takes one unit of time. Now each 2D mesh of the form ( * , * , ) (for = 1, 2, . . . , n) has a copy of the input.
• 
Routing:
After the above rank computation, the rank of key k is available in processor (1, 1, ) (for = 1, 2, . . . , n). We make use of the 2D submesh ( * , 1, * ) to route the packets in O(1) time as follows: Broadcast packet k along row ( * , 1, ) (for = 1, 2, . . . , n). Now broadcast the key whose rank is i along the row (i, 1, * ) (for i = 1, 2, . . . , n). After this broadcast the n numbers are available in the row ( * , 1, 1)
in sorted order.
Thus we have the following
Theorem 2.1 Sorting of n keys can be performed on an n × n × n mesh with fixed buses in time O(log n).
Here queue size refers to the maximum number of keys any node will have to store during the entire algorithm. The queue size needed for all the algorithms presented in this paper is O (1) . Along the same lines we can prove the following Theorem 2.2 Sorting of n keys can be performed on an n 2 ×n
time.
Selection on M r
In this Section we show that selection on M r can be performed in: 1) O(log * n) expected time assuming that each input permutation is equally likely; and 2) Randomized O(log * n log log n) time, with no assumptions. We also prove that maximal selection on M r or PARBUS (from out of n elements) can be performed in O(1) time,
provided we have an n × n mesh, being any constant > 0.
Randomized selection algorithms have a rich history. Floyd and Rivest [6] presented an optimal randomized sequential algorithm for selection. Followed by this, a number of papers have been written for randomized selection on various parallel models of computing (see e.g., [15, 16, 9] ). All these randomized algorithms have the following general scheme: 1) Sample o(n) keys from the input; 2) Sort the sample and identify two keys in the sample (call these 1 and 2 ) such that the element to be selected has a value in between 1 and 2 w.h.p.; 3) Eliminate all keys from the input whose values fall outside the range [ 1 , 2 ]; and 4) Finally perform an appropriate selection in the set of remaining keys.
We also use a variation of this scheme in our algorithm. But the implementation is very different from previous approaches.
Let S = {k 1 , k 2 , . . . , k s } be a random sample from a set X of cardinality N. Let 'select(X, i)' stand for the ith smallest element of X for any set X and any integer 
. , s and for some constant c.
Before we present our algorithms we prove some concentration Lemmas that will be used in the algorithm. These Lemmas are of a fundamental nature and can find independent applications. Similar Lemmas have been proven in [19] . 
Some Basics
Lemma 3.4 Problem 1 can be solved in time O( ) if is given.
Proof. It is easy to solve Problem 1 in O(log n) time using the prefix sums algorithm of Miller, Prasanna, Reisis, and Stout [12] . In order to solve this problem in O( ) time we use the following algorithm: There are rounds in the algorithm (for t = 1, 2, . . . , ).
Algorithm.
for t := 1 to do (* Computation is local to each row i, 1 ≤ i ≤ n *)
Step 1. If node j in row i has an element, then it sends a 1 to its right;
at the same time it opens its W-E switch so that any message from left is blocked. If node j has no element, it simply closes its W-E switch so that any message from left is simply forwarded to the right.
Step 2. If a node has an element and if it receives a 1 from left it simply accepts failure in this round. The node with an element which does not receive a 1 from left broadcasts its packet so that it can be concentrated in column t of row i. Realize that there can be only one such node that gets to broadcast in any round. The node that gets to broadcast will not participate in any future rounds, whereas every other node with an element will participate in the next round. 
Lemma 3.6 Problem 1 can be solved in O( ) time even if is unknown. Within the same time, we will also be able to estimate .
Proof. The idea is to check after each round (of algorithm given for Lemma 3. 
Lemma 3.7 If i is any row and j is any column of an n × n mesh M r , and if each node of row i has an element, then, we can copy the elements of row i into column j in constant time.
Proof. Broadcast the elements of row i along the columns so that elements of row i appear along the diagonal. Now perform another broadcast of the diagonal elements along the rows. ✷
The Algorithm for the Uniform Case
The selection algorithm to be described assumes that each input permutation is equally likely. We are given n 2 elements and we have to find the ith smallest element. Assume that each element (or key) is alive to start with.
Algorithm Select1
repeat forever
Step 1. Count the number of alive keys using the algorithm of Lemma 3.2. Let N be this number. If N is ≤ n 1/3 then quit and go to Step 7;
Step 2. Each alive element includes itself in a sample S with probability
. The total number of keys in the sample will be Θ(n 1/3 );
Step 3. Concentrate the sample keys and sort them. Step 4. Broadcast 1 and 2 to the whole mesh;
Step 5 Step 6. Any alive key whose value does not fall in the interval [ 1 , 2 ]
dies; end repeat
Step 7 Concentrate the alive keys and sort them. Output the ith smallest key from this set.
Theorem 3.1 The above algorithm selects in O(log * n) expected time assuming that each input permutation is equally likely on M r as well as on the standard PARBUS model.
Proof. We show that the repeat loop is executed no more than 11 times w.h.p. and that each of the above seven steps can be performed in O(log * n) time.
An application of Lemma 3.1 implies that if d is chosen to be large enough (> cα), the ith smallest element will lie between 1 and 2 w.h.p. Also, the number of keys alive after j runs of the repeat loop is O
In
Step 3 and Step 7 we make use of Lemma 3.6 to concentrate the keys along the rows. If is the maximum number of sample keys in any row, we sort the first columns using Lemma 3.3. The crucial fact is that the value of in any iteration
is O (1) . Notice that in any iteration, there are only Θ(n 1/3 ) sample keys and these sample keys will be uniformly distributed among all the n rows. The expected number of packets in any row will be Θ( 
A Selection Algorithm for the General Case
The algorithm to be used for the general case is the same as the algorithm Select1 with some crucial modifications. In the uniform case, in any iteration, the alive and sample keys will be uniformly distributed among the nodes of the mesh. Thus an expected O(1) number of iterations (of the repeat loop) sufficed. The same distribution need not hold in general. For instance, the alive keys after the first iteration may appear concentrated in a small region of the mesh (e.g., in a √ N × √ N submesh). The same might be the case after every iteration. Thus it seems Ω(log log n) iterations will be needed. Also, concentrating the sample keys (in order to identify 1 and 2 ) now becomes more complicated, for the same reason namely, these sample keys may not appear uniformly distributed among the nodes. Next we present the algorithm:
Each element (or key) is alive to start with.
Algorithm Select2
Step 1. Count the number of alive keys using the algorithm of Lemma 3.2. Let N be this number. If N is ≤ log log n then quit and go to Step 7;
. The total number of keys in the sample will be Θ(N 1/6 );
Step 3.1. Concentrate the sample keys as follows: Some of the keys will be concentrated along the rows and the others will be concentrated along the columns. This is done by simultaneously concentrating the keys along the rows as well as along the columns. I.e., perform one round of Algorithm A concentrating along the rows, followed by one round of Algorithm A concentrating along the columns, and so on. If a node succeeds in concentrating its element along the row (say), this element will be eliminated from future consideration. In particular, in the next round, this node will behave as though it does not have any element. Concentration stops when each sample key has been concentrated either along the row or along the column. Let r and c stand for the maximum number of rows and columns, respectively, used for concentrating the sample keys. Let = max{r, c}.
(We'll show that is O(1).)
Step 3.2. Now copy the or less rows of sample keys into columns (using the algorithm of Lemma 3.7). This copying is done one row at a time.
Step 3.3. Sort the ≤ 2 columns of sample keys using Lemma 3.3. Proof. It suffices to show that the value of in Step 3.1 is O (1) . The rest of the steps can be analyzed as before.
If there are N alive keys at the beginning of some iteration of the repeat loop, then each alive key will be included in the sample with probability
How many rows will have more than 12 sample keys? Realize that if there are p i alive keys in some row i, the expected number of sample keys from this row will be That is, every row (with the exception of O(1) of them) with > 12 elements has to be dense.
Sample keys in the sparse rows (except for O(1) of them) will potentially get concentrated along the rows. Also notice that there can be at most N 2/6 dense rows.
Even if these dense rows and the sparse rows with > 12 sample keys are such that each column (when restricted to these rows) is completely filled with alive keys, the number of sample keys in each column can only be O(1) and hence these sample keys will get concentrated along the columns.
In the above algorithm, if N is the number of alive keys at the beginning of any iteration, then at the end of this iteration the number of alive keys is no more than N 11/12 w.h.p. Here, the high probability is with respect to the current size of the problem, i.e., N. Therefore we conclude that the expected number of iterations of the repeat loop is O(log log n). We can also show that the number of iterations is O(log log n). [20] . The effect of reconfiguration can be achieved for free on the PCT, since the latter charges only for the comparisons performed. Thus it will follow that selection needs Ω(log log n) time on the mesh M r using any deterministic comparison based algorithm. We believe that Ω(log log n) is a lower bound for selection on M r even using a randomized comparison algorithm. This is an interesting open problem.
We can also prove the following Proof Sketch. The idea is to partition the input so that there are n keys in each part. The maximum of each part can can be found in O(1) time using an n × n submesh. After this there will remain n 1− maxima. We find the maximum of these maxima in a similar manner. ✷
Selection on M f
In this Section we show that selection on an n × n mesh M f can be performed within O(n 1/3 ) steps. The algorithm used is the same as Select1. We only mention the modifications to be made: In Step 1 and Step 5, counting is done using the O(n 1/3 ) time algorithm for prefix sums due to Kumar and Raghavendra [10] . In Step 3, concentration is done by broadcasting one key at a time. The concentrated keys can be sorted using our logarithmic time sorting algorithm for M f .
Step 7 is identical to
Step 3. The rest of the steps are easy and the run time of the whole algorithm can be analyzed using the fact that the repeat loop is executed no more than 11 times w.h.p.
A similar modification also applies to the n 5/4 × n 3/4 mesh. We get: 
Conclusions
In this paper we have addressed the problem of selection on a mesh with fixed buses and on a mesh with reconfigurable buses. Existing best known results have been improved. Some remaining open problems are: 1) Can the randomized algorithms given in this paper be matched with deterministic algorithms?; 2) Is there an O(log log n) time selection algorithm for M r (either deterministic or randomized)?; 3)
Is Ω(log log n) a lower bound on the selection time on an n × n M r ?
