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Communicated by S. Watanabe 
The multitype branching diffusion (MBD) is considered. A review of the general 
theory of multitype point processes is given in Section 2, and spatial central limit 
theorems for homogeneous infinitely divisible processes are proven in Section 3. In 
Section 4, the MBD is defined, and equations for its first four factorial moment 
density functions are found. The behaviour of the mean and covariance functionals 
as time approaches infinity is studied. The MBD with immigration (MBDI) is 
introduced in Section 5. The existence of a steady state is proven, and spatial 
central limit theorems are developed for ‘the MBDI. 
1. INTRODUCTION 
The single-type branching diffusion process and variants of it have been 
studied extensively by Sawyer [ 111, Dawson and Ivanoff [4], Fleischman 
[5], and Ivanoff [6]. The purpose of this paper is to study the properties of 
the multitype branching diffusion process; this is a process in which there is 
more than one type of particle, each of which branches and diffuses indepen- 
dently in a domain D. Mutations from one type to another will be allowed. 
Sawyer [ 111 developed formulas for the first and second factorial moment 
densities for one type of particle in the case of a two-particle system. The 
multivariate probability-generating functional (PGF) will be used here to 
provide expressions for higher-order moments. The process with immigration 
will be studied in a manner analogous to Ivanoff [6]. 
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2. RESULTS FOR MULTITYPE POINT PROCESSES 
Some of the properties of multitype point processes (m.p.p.)’ will be 
studied. There are two approaches to the theory of multitype point processes: 
the first approach generalizes the theory of single-type point processes (p.p.) 
in a manner analogous to the generalization of univariate random variables 
to multivariate. The second approach reduces the multivariate case to the 
univariate by simply considering it as a p.p. on a more general space. These 
approaches will be shown to be equivalent. 
Let D be a complete separable metric space (CSMS) and let C,(D) be the 
continuous functions with compact support on D. If Z+ designates the non- 
negative integers, then let JY be the space of Z+-valued measures on D with 
the vague topology. A m.p.p. with n distinguishable types of particles may be 
described in either of the following ways: 
(a) Let A=,Y, i= l,..., n and furnish Jy” = Jv; x . . . x Jy;, with the 
product topology (which will also be called vague). Then if “-+U” indicates 
vague convergence both in Jv^ and in JY’, for Ni, E Jtr, Ni E J’-, i = l,..., n 
W ,k ,..., N,,) +” (N, ,..., NJ, as k + co iff N,, +” Ni, i = l,..., n, as k + 00. Let 
39&V’) be the Bore1 sets of X”. A m.p.p. is a measurable mapping N from a 
probability space (a, ST, P) to (X”, 2&K”)). 
The multivariate probability generating functional (PGF) is defined in the 
natural way on all vectors ((i,..., $,>, where 1 - di E C,(D), 0 < #i < 1, 
i = l,..., n: 
Similarly, the Laplace transform (LT) is defined on (#r,..., #,) where 
@i E C,(D), 0 < #i < 1 in the following way: 
(b) Let {l,..., n) be furnished with the discrete topology. Let 
D’ = D x {l,..., n} be given the product topology, making D’ a Polish space. 
Let 3?(D’) be the Bore1 sets of D’. Let JV’ =X(D’) be the Z+-valued Bore1 
measures on D’. For NE JV”‘, denote N jDx,il = Ni, i = l,..., n. N may be 
specified by (N, ,..., NJ. (For A E S’(D’), N(A) = 2: N(A n (D x {i))) = 
C; N,(A) i).) It is easy to see that Nk 4’ N as k + 00 if and only if Nir -+’ Ni 
as k -+ co, on D x (i} for i = l,..., rz. Let 9(X’) be the Bore1 sets of JtTI. A 
m.p.p. is a measurable mapping N from a probability space (Q,X, P) to 
(M’, 2qJv)). 
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The PGF of N is defined for 4 E C,(D), 0 < $ < 1, by G(4) = 
E[exp I,, log d(x) dN(x)]. However, 1 - 4 E C,(D) if and only if 
(1 - aw E C,(D x {i}). Let 
l -4i= (I -(6lDx,il~ 4i=$lDx[il* 
Thus, the PGF may be written as 
G(#, ,..., I,> = E exp j 1% 4(x) dN(x) 
UpDxlil 1 
log qii(x, i) dN(x, i) 1 . 
Similarly L(4) = L(#, ,..., 4,) = E[exp - C: JDx,il #Jx, i) cW(x, i)], for #i E 
C,(D’), 0 < qdi ( 1, i = I,..., n. 
Therefore the two approaches yield equivalent definitions of a m.p.p. 
Generalizations of single-type p.p. theory are immediate in the context of 
definition (b), and so multitype point processes will be considered to be 
defined by (b) for this paper. 
Let MJ(A,, j,),..., (Ak, j,J) be the kth order factorial moment of 
N(A, , j,) ,..., N(A,, j,), where N(A,, j,) = (number of type ji particles in Ai), 
Ai E 9(D),ji E { l,..., n}, i = l,..., k, k = 0, I,2 ,... . By Moyal [lo], whenever 
it exists, 
where C = X(Ai, ji), i = l,..., k. (x is the indicator function.) 
A relation analogous to (2.1) exists between log G and the factorial 
cumulants C,,,((A 1, jJ,.-, (4, j,)). 
If the factorial moment (cumulant) density function of order k exists, it 
will be denoted by P,J(x,, jl),.-, (q, j,)) (Qk(W19 j,),..., (-G jJ))- 
A Markov m.p.p. is a Markov process Nt with state space (Jv,, 3(X’)), 
and time homogeneous transition probabilities Pt( . ) N), NE Jt: A Markov 
m.p.p. is multiplicative if, for all N, ,..., Nk E JtT, 1 < k < 00, Pt( . / c: Ni) = 
Pt( - ( N,) + .-a * P,( . ( NJ. (* denotes convolution.) In particular, if Ni is the 
point process consisting of a single point (x1, j,) ED’ it follows that if 
G( . , t) is the PGF associated with N,, then Nz is multiplicative iff 
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For a multiplicative process, therefore, it is sufficient to consider 
G(#, t 1 (x, i)). The following version of the Moyal equation may be given 
(Moyal [lo]): 
G(#, t I (x, i)) = G”(Q, t I (x, i)) 
+ ’ ‘*’ jz0 iblJ&*,,.+j j,=O ” 
x ii h GW t - s I (Y,,~, 0) 
I=1 h,=l 
Rjl....& ( fll ,..., 9, s 1 (x, i)) d( vi1 +a e 9) ds, 
where fl= (yi ,..., J$,>. 
(2.2) 
(i) G”((, t 1 (x, i)) is the PGF of the probability of a transition without 
jumps (i.e., the total number of each type of particle does not change). 
(ii) R = C, . . - C, R J19..*Jn defines the joint distribution of the first jump 
time and the consequent state. In particular, R’~*...*~$y’l,..., tin, s 1 (x, i)) is the 
probability that given one particle of type i initially, the first jump occurs at 
time s and results in j’ particles of type I, located at JJ{ ,..., yj,, respectively, 
for 1 < 1 Q n. 
When it exists, the kth order factorial moment density function evaluated 
at (yi, ji),.,., (yk, j,) of a Markov m.p.p. at time t given an initial type i 
particle at x E D is denoted by Pk(t, (yi, ji),..., (yk, j,) ) (x, i)). Similarly, 
the corresponding factorial cumulant density is denoted by 
aAt5 (Y 17 j*L h%hJ I (x7 0). 
Finally, a m.p.p. will be said to be spatially homogeneous if 
p(N(A 19 jl) E Hl P***v N@ i 9 ji) E Hi) 
= P(N(A 1 + XT j,) E HI v-*9 N(Ai + Xv ji) E Hi), 
for A, E S(D), j, E { l,..., n}, H, E 9(D), h = l,..., i, i = 1, 2 ,..., x E D. 
3. CENTRAL LIMIT THEOREMS 
FOR INFINITELY DIVISIBLE POINT PROCESSES 
The PGF of an infinitely divisible multitype point process may be charac- 
terized as follows: 
PROPOSITION 3.1 (cf., Westcott [ 12, Theorem 51). A multivariate point 
process is infinitely divisible if and only if its PGF has the form 
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G(4) = G(h,.-, At) 
=exp [Iv.. kp (2 I, loge(~,oN(dx,i))-l)~(~~)],(3.1) 
where P is a measure on JV’ such that &j) = 0 and for any bounded set 
A E 9(D), lS(fV(A, i) > 0) < 00, for Vi E {l,..., n}. 
ProoF Westcott’s Theorem 5 [ 121 expresses G(d) in the following 
manner : 
G(b) = ev [j 
Jv’ 
(exp 1 log i(u) N(M) - I] &% 
D' 
where &N(A) > 0) < co, for all bounded sets in D’. The simplification to 
(3.1) is trivial, and 
P(N(A)>O)=P (j (N(A,i)>O) <~P(N(Ai)>O). 
( i=i 1 1 
Also, since (A, i) c A, 
F(N(r4, i) > 0) < P(z?(A) > 0). 
.‘.P(N(A,i)>O)<co,i=l,..., nofi(N(A)>O)<co. I 
When D = Rd (d-dimensional Euclidean space), mixing conditions for 
spatially homogeneous m.p.p.‘s may be defined in the same way as they are 
for single-type point processes (Ivanoff [8]). For example, let the translation 
operator TX be defined on Jy’ as follows for all x E D: 
T,(NA)) = T,(NA 1X..., W, n)) 
= (N(A + x, 1) ,..., ZV(A + X, n)). 
Then N( . ) is mixing if 
tic P(A T,B) -, P(A) P(B) for all A, B E S(M’). 
A second concept of mixing (B-mixing) is due to Brillinger [3]. Let 
NE M’ be spatially homogeneous. N satisfies the B-mixing condition of 
order 1 if, for all k < 1, Qk exists and ID ... ID 1 Qk((xl, ji),..., 
(Xk, h>) I & **- dx,-, c 00. Define 
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THEOREM 3.1. Let N be an illfinitely divisible spatially homogeneous 
m.p.p. defined on D = Rd (d-dimensional Euclidean space) which is B-mixing 
of order 3. Let NK( . ) be the renormalization of N defined by 
j,, O(y)N,(dy) =I,, 4 (5) WY), 0 E C,(D’), 
where #(y/K) = #((x/K, i)), if y = (x, i). 
If 
then as K + a, MK( . ) converges in law to the generalized n-variate 
Gaussian randomJeld on D’, with covariance kernel 
T((x, i), (y, j)) = <,(i, j) 6(x - y) + r,(i) 4i -A 6(x - Y), 
ProoJ: It will be shown that the sequence of Laplace transforms (L,) of 
(MK) satisfies 
In L&) = In L& , ..., 9,) 
-+ + ,tl j$l [W -8 W) + C2(i9 Al 
First, it is noted that the LT of N has the form 
L(4) = L($,,..., 4,) = G(e-@I,..., eumn) 
=exp [I&.. (exp (- ,=,i, 5 9,(x, i) N(dx, i)) - 1) &dN)] 
=exp [,*.. (exp (-,,. iWN(dy)) - 1) P(dN)] 3 
(3.3) 
whereyEDX {l,...,n}, and4,=4I,.i. 
Denote the jth order joint cumulant of (N($‘),..., N(t)), where 
0’ = (4: ,..., &,), and N(&) = j,, )‘(y) N(dy), 1 = l,..., j, by C,($‘,..., t). When 
it exists, 
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= 
j [i 
~'(x)N(dx) *** P dv. (3.4) 
.I” D’ 1 [i D, Y(x) N(dx) 1 
If a jth order cumulant kernel exists, it will be designated by Cj(YI,..., vj), 
yi E D’, i = l,..., j. Then 
Clearly, C, E Q, . 
We have 
LK($)= E exp - 
( [j 
$0) M&J) D, I) 
=E(exp (+FjD,b ($)N@Y) 
+ 77f” I,, QlW# (5) dy)) 9 
where, if y = (x, i), then (y/K) = (x/K, i). If $K(~) = #(y/K), then 
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where 
But 
where, if y = (x, i), Ky = (Kx, i). Finally, 
x c3bJ, 9 yz, r3> &, dY, & 
4 I[&i*i,.i, 
I 
, Q3(u 19 yz 9 ~3) dy, dyz dy3 
+&<3&J J Qzh YJ> &,&J KA D’ 
1 
+~3”t KA QUAY 
I Ii 
7 
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where A = supp 4, and KA = {Ky : y E A}. Therefore, 
+ 3 i i &(j,,.L)+ + <,(.A 5 
i,=l jz=l ,% 1 
where 1 A I= Cy=, [(A, j)(. Finally, 
But if f(x, Y) = f(x - Y), and ID f(o) do = F < co, then Kdf(Ko) t F6(o) 
in the generalized sense. Therefore, as K+ co 
This proves (3.3). I 
Theorem 3.1 requires only that the finite dimensional distributions of MK 
converge in law to the appropriate multivariate Gaussian distribution. 
However, for t = (t , ,..., td), 0 < ti < CO, i = l,..., d, define 
X,(t,,..., fd) =M#, tl] x -‘* x 10, m. (34 
By definition X, E D[ [0, a~)~, R”], the Skorokhod function space 
[0, CD)~+R” consisting of functions “continuous from above with limits 
from below” in the sense of Bickel and Wichura [2] and Ivanoff [9]. An 
additional tightness condition is required to prove weak convergence of the 
functions X,( . ) in the Skorokhod topology. 
THEOREM 3.2. Assume that all the hypotheses of Theorem 3.1 hold. In 
addition, let N be B-mixing of order 4. If Xx(t) is deflned by (3.6), then as 
K + 00, X,( . ) converges weakly in the Skorokhod topology to G( . ), the 
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multivariate Gaussian process with independent increments; G(t) = 0 and 
G(t) has covariance matrix r. (tl . . . . . td), where t = (t ,,..., t,J, and 
Proof The convergence of the finite dimensional distributions is proven 
in Theorem 3.1. It remains to show that the sequence X,( . ) is tight. By 
Theorem 5.1 of Ivanoff [9], it is sufficient to show that for all T > 0, 
X,( . ) = (Xk( . ),..., Fk( . )) satisfies 
lirir liF+zp P[w,T(&) > E] = 0, 
for all E > 0, where 
O.&P) = sup p?(t) -X’(s)]. 
O<SJ.fJ<T 
j=l,...,d 
ISJ-~JI<S 
Thus, the point process associated with each type of point may be considered 
separately, which reduces the tightness problem to the l-dimensional case. 
The proof is identical to the tightness proof in Theorem 7.1 and 
Corollary 7.1 of Ivanoff [8], and will not be repeated here. 1 
4. THE MULTITYPE BRANCHING DIFFUSION (MBD) 
The simple MBD is a multiplicative Markov m.p.p. in which particles 
independently undergo migration in D and branching. It will be assumed that 
D = SPd. The process is defined by: 
(a) The migration process: All particles undergo a time-homogeneous 
migration specified by a transition density p(t, a, b) where a is the initial 
location of the particle. All particles obey the same law, regardless of the 
type of particle. It will be assumed that p(s, x, y) = p(s, y, x) = p(s, x - y, 0). 
Define the operator Tt by T&x) = (, p(t, x, y)f(y) dy. By the Markovian 
nature of the process, (, p(t, x, y)p(s, y, z) dy = p(t + s, x, z), and so the 
operators Tt form a semigroup. 
(b) The branching rates: Particles of type i are assumed to have an 
exponential lifetime with mean I$: ‘, i = l,..., n. Vi is the ith branching rate. 
(c) The offspring distribution: When a type i particle branches, it 
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produces j, ,..., j, offspring of type l,..., type n, respectively, with probability 
P’U r,..., j,). All offspring are born at the location in D where the parent 
branched. Let Pi@, ,..., fn) = ~~zO .a. ,Y-& pi(jl ,..., j,) t’,l ... e be the PGF 
of the offspring distribution of a type i particle. 
It is assumed that the process begins initially with one type i particle at 
x E D. The resulting m.p.p. at time t is denoted by N( . , t ( (x, i)). 
Using these hypotheses, the Moyal equation (2.2) for the PGF 
G( . , t 1 (x, i)) becomes 
=e --it i D di(YlP(l7 xv Y) & 
+ F . . . ? pi(jl ,..., j,) 
jF0 jF0 
I n 
X 
lin 
G@, t - s I (y, l)y”V, e-“Ws, x, Y) dy ds 
0 DI=l 
=e -‘It I D #i(y) ~(6 x3 Y> & 
f 
+ 
li 
Vie-Y’sp(S, X, y) 
0 D 
x P’(G(#, f - s I (Y, 1 )),..v ‘W, t - s I (Y, n))) dr ds. (4.1) 
Using (2.1), equations for the factorial moments can be obtained from 
(4.1) by differentiation. 
THEOREM 4.1. Let E’(j) be the expected number of type j ofipring 
produced by the branch of a type i particle in a MBD. If E’(j) < 00, 0 ( i, 
j < n, then thefirst factorial moment density exists, and P,(t, (y, j) 1 (x, i)) = 
C,(t)p(t, x, y). C,(t) is the ijth entry of the matrix C(t) = eM’, where 
V,E’(2) ..a 
M= 
V,(E*(2)- 1) ... 
-. 
Vn E”(2) . . . 
ProoJ Differentiating (4. l), one obtains the following renewal-type 
equation for P,(t, (y, j) ( (x, i)): 
300 B. GAIL IVANOFF 
= vie-y’up(Up X9Z) + Pl(t - Uq (y, j) 1 (Z, k)) E’(k) dZ dU 
k%l 
+ S(i - j) e-““p(t, x, y). (4.2) 
Taking Laplace transforms of both sides in (4.2), 
L,(Pl( * 3 (Y, A I (x9 9)) 
+ S(i - j) 
I 
OD ewAf evvif p(t, x, y) df. (4.3) 
0 
Let z-Q-(x) = J, e- Y’f p(t, x, y)f(y) dy. If A is the infinitesimal generator of 
T,, then A - vir is the infinitesimal generator of <. Let R, and RI be the 
resolvent operators of Tl and F;, respectively. Equation (4.3) can be written 
as 
W%( - , (Y, j) I (x,W 
= 2 V,E’(k)RIL,(P,(.,(y,j)l(x,k)))+6(i--)R1(6(y)). (4.4) 
k=l 
= f v&‘(k) LA3(p1( - p (Y,j) I (xv k)N + W - 3 60) (4.5 1 
k=l 
* (A - (A - vi(l -E’(O))) L,Pl( * , (n j) I hi)> 
= z, V&k) LAPl( - ,(v, j) I (x7 WI + 60 - j) 4~9. 
Let Q> be the Laplace transform of the semigroup S:, where Sff(x) = 
ID e- V~(l-E’(f))f p(t, x, y)f(y) dy. The infinitesimal generator of Si is 
A - V,( 1 - E’(i)). Therefore, 
LA(pl( . v (Y, 8 I (x7 0)) 
= 1 viE’(k) QiLApl( * , i~,j> I 6, k)) + Q:@ - 8 4~). 
k#i 
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= v ViEi 
k?i 
e-As ,-v,(l-E'(i))s j 
P(S, x, z) 
D 
X 
I 
m e-*“P,(u, (y, j) 1 (z, k)) du dz ds 
0 
-At e-v~(1 -Ei(i))tP(& x, y) dl 
= -y +v’(k) jm e-A’ [j’ j ,-v+-E’(‘))sp(S, x, z) 
k?i 0 0 D 
x P,(t - s, (u, j) I (z, k)) dz ds 1 df 
+S(i-j) me 
i 
-At e-vf(l-E’(i))fp(t, x, y) dt. 
0 
Inverting Laplace transforms, 
P,(t, (y,j)I (x, i)) = C V,E’(k) jr j e-v~c’-E’(i))sp(s, x, z) 
k+i 0 D 
x P, (t - s, (u, A I (G k)) dz ds 
+ e- VA1 -@(i))tP(t, x, y) J(i - j). (4.6) 
Equation (4.6) gives a system of n equations. It can be seen by iteration that 
the solution is of the form P,(c, (y, j) 1 (x, i)) = C,&)p(t, x, y). Substituting 
in (4.6), it is seen that C,(t) satisfies 
C,,(t) = g, Vi,??(k) ,,’ e-v,c’--E’(i))(‘-u)C~(u) du 
+ S(i - j) ~-v~(l-E’(f))te (4.7) 
=> i C,(t) = - k& V,E’(k) jf V,(l -E’(i)) e-v~cl-E’““‘f-u’C,(u)du 
0 
+ Y V,E’(k) C,(t) - S(i - j) V,( 1 -E’(i)) e-v~cl--E’(o)f 
kf;ii 
C,(O) = S(i - j) 
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t C,(t) = Vj(Ei(i) - 1) C,(t) + ~’ Vi E’(k) C,(t) 
k% 
C,(O) = S(i - j) 
z- $ C(t) = MC(t), where M is defined in the statement 
of the theorem 
Let E’(j, ,..., j,) be the kth order joint factorial moment of the numbers of 
type j, , j, ,..., j, particles resulting from the branch of a type i particle. If 
E’(j 1 ,..., j,) < co for all 1 < j, < n, 1= l,..., k, i = l,..., n, then the kth order 
factorial moment density of N( . , t 1 (x, i)) exists. In particular, the following 
theorem will be needed. 
THEOREM 4.2. If I?‘( j, , j,) < co, for all 1 < j, < II, I = 1, 2, 1 < i < n, 
then the second factorial moment density of the MBD exists and 
= + v, .t 
Cl JI 
P,(t - s, (4 0 1 (4 9) 
0 D 
xfh, (Ye,./,), (Y,~.L) I (w 0) dwds, (4.8) 
where 
f&4 (Y~,~A (Y2,.L)l (z, 0) 
= e q E'(k,,k,)P,(u,(y,,j,)I(z,k,)) 
kyl kFl 
x Pl(u3 0, q A) I (z, Ml. 
ProoJ Using (2.1) and (4.1), the following equation for P, may be 
obtained: 
= 
JY Vi e-‘+p(u, x, y>[j;(t - 24, (y,, j,), (yz, j,) I (2, i)) 0 D 
+ 6 E’(k) P2(f - u, (yl ,jJ, (Y*, jd I (G k))l dz du. 
k=l 
(4.9) 
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Taking Laplace transforms in (4.9), and using the same notation as in the 
proof of Theorem 4.1, the following equation is obtained: 
+ 
kzl 
(4.10) 
*(A - (A - vi(l -E’(i)))L,P,( * , (Yl,j,), (Y2,h) I(4 i>) 
.a3 
3 
J 
e-“P,(t, (y,,j,), (y,9j2> I (X3 i>)dt 
0 
= vi .a, e-a~ ,-vi(l-Ef(i))s 
1 I 
p(s, XT z> 
0 D 
+ + E’(k) jm e -*‘P,(u, (Y, , j,), b+ 3 A> I (z, k)) du dz ds 
k?i 0 1 
.I . = 
I! 
vi e-Yj(l-Ei”))(‘-~)p(t _ u, x, zj 
0 D 
+ + E’(k) i’ j 
k’f i 0 D 
x P,(u, (Y, > jd- (uz 3 A) I (~3 4) dz du- (4.11) 
Equation (4.11) gives a system of n equations for P,. Inspection of the 
univariate solution (see, for example, Ivanoff [6]) suggests a solution of the 
form (4.8). Substituting (4.8) in the right-hand side of (4.1 l), one obtains 
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RffS = Vi t 
II 
e-“l(l--E’(j))(f--U)p(f -  *, x, z) 
0 D 
+ gj E’(k) j; jD j; jD V,e- ‘6’ -E’(n)ct - “‘pft - u, x, z) 
x i V,Ck,(U - S)P(U -8, z, w) 
I=1 
x.t% (~,vjA, (~z,jdl (w, 4fdwdsdzdu 
‘Vi t 
J-.f 
e-Yi(l-El(i))(t-U)p(f _ u, x, z) 
0 D 
x .UK (Y, 9 j,), (y2, 12 I (G 0) dz du 
+ t E’(k) I’ j j” p(t - s, x, w) v,e- VA1 -Ei(‘))(t-u) 
. k#i ODO 
n 
x jz, VfCkf(u-s)f,(sy(~,,j,), (Y~JA WWsdwdu 
= V, ’ 
II 
e- v’(l-E’(i))(t-u)p(f - u, x, z)f& (y,, jl), (y2, j,)l (z, i)) dz du 
0 D 
x k$i V,E’(k)l:-’ e-v~c’--E’(f))(t--S-U)Ck,(~) du dw ds 
=vi t 
II 
,-V,Cl -E’uw-u)P(t _ u, x, z) 
0 D 
+ + yIjtj 
15 0 D 
At - sy x9 w>.Us, (vlf jl), (h .A) I (w 0) 
x [C,,(t - s) - S(i - Z) e-Y~“-E’“““-S’] dw ds 
(This follows from (4.7).) 
= $, v, j: I, P,(f - s, (W 0 I (x9 9) 
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The uniqueness of the solution to (4.11) is easily verified by the fact that the 
integrand on the right-hand side satisfies a Lipschitz condition. 1 
It is straightforward, but tedious, to show that in general 
Pk(b (Y, 3 j,),..., (Yk, jk) I (x9 9) 
+ 2 P(j) Pk(f - u, (Y, , j&., (.vk, ik) I (z, 3) dY & (4.12) 
j=l ! 
where fk is a function involving lower-order joint factorial moment densities, 
and the factorial moments E’(h ,,..., h,), where 1 <k, h, E (j, ,..., j,J, 
r = l,..., 1. 
Equation (4.12) may be solved by the method of Theorem 4.2, to give the 
following equation: 
Pk(C (Y19 jib’, (Ykr jk) I 6% 9) 
X.fx% (Y, ,jl)Y, (Yk, .I,) I C-G 0) dz &f. (4.13) 
From (4.13) it is clear that P, exists if and only if the joint moments of 
order <k of the branching process exist. In particular, if all moments up to 
and including the third exist for the branching process, then it may be shown 
that 
where 
“GG4 (Y, 9 jl), (Yz 3 Jz), (Y3, A) I (-G 0) 
= -6 + f’ El@,, k,, k,)P,@, (Y,, j,) I (z, k,)) 
k:l kgl k?l 
X p,(% (y2, A) I (z, k2))Pl(u9 (Ye,.&) I (z, k)) 
+ 2 4 E’(k, 3 k,)IP,tu, (Y,, j,) I h k,)) 
k,=l k:l 
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If all moments up to and including the fourth exist for the branching 
process, then the fourth factorial moment density is given by 
= + v, t 
21 II 
P,(f - u, (z, 0 I (XT 9) 
0 D 
X f&4 (~5, jA..., (Y4 Y j,) I (G 0) dz du, (4.15) 
where 
X Pl(% (Y, ,jJ I kk,)) J’l(u, (Y~,A) I (z, U 
X Pl(uy (y3, jd I (z, kd) Pl(uy (Y,, j,) I (z, h)) 
x [Mu, (yl 1 jd I (z, k,)) Mu9 (h A) I (z9 M) 
x p& (Y, y jd, (y4 v j,> I k 0) 
+ P,(u, (Y, 3 .A) I (~7 WI Pl@, (Y,, .A> I(~3 k)) 
x p,h (y2, jd, (y4, j,) I (z9 k)) 
+ PI@, (Y,, j,) I (z, k,)) P,(u, (Y,, .L) I (z9 MI 
x P,(u, (y2 I jA (Y, y A> I (z, kJ) 
+ PI@, (~2, j,) I (~3 4) P,@, (~3, A) I (~9 kd) 
x p& (Y, 9 j,), (Y,, j,> I (z, k3)) 
+p,(u, (y,,jdl (z,k,))Plh bb.&)l (zvkz)) 
x p2(w (Y,, jA (Y, T .h) I k k)) 
+ p,(u, (Y,, jd I (z, k)) J’,(% (Y, 9 A) I k WI 
x P2(w (yl, jJ+ (Y?, jd I k M)l 
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k k,)) 
(~3 M) 
(~9 M) 
(~9 k,)) 
(2, k,)) 
+ p,(w bdr .A) I (z, k,)) P&G (Y, y jAy (y2, .A h y A> I (G kd)l. 
Consider now the limiting behaviour as t + co of E(N((A, j), t / (x, i)) and 
Cov(N((A, j,), t ) (x, i)), N((A, j2), t ] (x, i))) for a bounded set A E 9(D), in 
the special case where D = Rd, the migration process is Brownian motion, 
and the branching process is positive regular. Let 1 be the (real) maximal 
eigenvalue of M. The process is subcritical if /1 < 0, critical if A= 0, and 
supercritical if 1 > 0. Let u and v be right and left eigenvectors of C(t) with 
eigenvalue eat such that u . v = u . 1 = 1. By the Frobenius theorem, 
lim,, C(t) e-a’ = ((~~2)~)). It follows that 
$z E(N(A, j), t I (x, i)) 
= lim 
UiUjeAt 
t-00 (27rt)~2 I 
exp[-lx - y]‘/2t] dy= lim - “‘jea.’ JAI; (4.16) 
A t-cc (27#‘2 
ii; Cov(N((4 jl), t I (4 91, W4 j2), t I (x3 0)) 
P2(f, (Y,, j,), b2, j2) I t-5 0) &I 472 
= t Vi ? 
I=1 
q E’(k, 9 k2) It Cit(t - s, Ckd,(S) ck$2(s) 
kF1 kg, 0 
1 
x (2,qt _ s>>&2 (&d exp(--)x - W12/2(t - ‘1) 
x exp(-I w - Y, I’/24 exp(-I w - y, 1*,‘2s) dy, dy, dw ds. (4.18) 
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X PO - s, x, w) P(S, w, Y,)P(S, w, y*) dy, dy, dw ds. 
Thus, the behaviour of P, is studied through the behaviour off(t, ,I). 
The three cases are as follows: 
(a) Subcritical process (A < 0): 
(4.16) a E(N(A, j), t ( (x, i)) + 0. 
j’m, f(t, A) = j’m, en’ j’ eAs(e -A(‘-s)Ci/(t - S) CASCk~,(S) evAsCkj2(s)) 
0 
X 
iii 
p(t - s, x, W>P(S> w, ~1) PCS, WY ~2) dy, ~YZ dw ds 
DAA 
<K fiz ent ens . 1 ds, where K is a constant, 
= 0. 
Therefore 
(4.17) + Cov(N((A, jl), t 1 (x, i)), N((A, j2), t / (x, i))) -+ 0 as t + 00. 
(b) Critical process (A = 0): 
(4.16) a E(N(A, j), t 1 (x, i)) -+ 0. 
k NT J-) G K 1 ;
1 1 
(27r(t - s)y2 (27u)d II1 
exp(-(x - w 1*/2(t - s)) 
DAA 
x exp(-1 w - yI 12/2s) exp(-I w - Y, 12/2s) dy, dy2 dw ds 
=K lim 
lil 
1 1 
t-02 A A : (n(2t- s))d2 (4nsy2 
X exp x _ (y1+ JQ 2 (2t - s) 
2 I/ I 
x q[-ly, - y212/4sl ds dyI dy2, 
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where K is a constant, 
X exp[-ly, - Y~I~/~sI ds dy, dy2, 
where K’ is a constant. 
For d= 1, 
K’ JA J2 
=--. 
II 
For d= 2, 
For d> 3, 
Therefore, (4.17) =j CovW((A jl), t I (x9 i)), N((A, j2), t I (x, i))) remains 
bounded as c -+ 00 for d = 1 and 2, and converges to 0 for d > 3. 
(c) Supercritical process (A > 0): 
(4.16)*E(N(A,j), t I (x, i))+ co. 
pm, “I-@, n> 
= fim, e*’ [ eAs(e- + 0 
A(t-s)Cll(t - s) e-AsCkj,(s) e-WkJ2(s)) 
ji 
1 
X 
A A (n(2t -s))d* (4& exp [ I 
- x- yy2y/(2t-s)] 
x exp[-ly, - Y~I~/~~I&, dy2 ds 
> lim e A t
t-m (&7t)d 1 
t e’s(e-‘c’-s’C,,(t - s)e-WkJ,(s) e-‘“C,,,(s)) 
0 
x~j,ex~[-jlX-(Y’~Y2)/2+)Y’qy2 i2/,/s]dy,dy2ds. 
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Choose yT, yz E A such that 
is a maximum. 
Then 
2 at 
fit f(t, A) > lim 
IAl e 
f-‘YJz (&ty i 
’ eAsef/sepA(f-S)Ci,(t - s) 
0 
Xe -~\SCk,j,(s)e-A\sCk$,(s) ds -+ to since L > 0. 
Therefore, (4.17) * Cov(N((A,j,), t 1 (x, i)), N((A, j,), t 1 (x3 i))) + 00. 
5. THE MULTITYPE BRANCHING DIFFUSION WITH IMMIGRATION 
The multitype branching diffusion with immigration (MBDI) is a 
stochastic point process in which particles immigrate into D = iRd from an 
outside source and then diffuse and branch in D according to the laws of the 
MBD described in Section 4. To be precise, at t = 0, D is empty. A particle 
of type i appears in an element of volume dx in (t, t + dt) with probability 
ri dx dt; ri is the immigration rate of particles of type i, and the immigration 
of the different types of particles is independent. The migration need not be 
Brownian motion, if Condition 4(a) is satisfied. 
THEOREM 5.1. Let N’( . , t) denote the point process associated with the 
MBDI and assume that E’(j) < 00, i = l,..., n, j = l,..., n. Then the PGF of 
N’( . , t), denoted by G’( . , t), satisfies 
(1 - G(#,s 1 (x, i)) dx ds 
I 
, 1 - 4 E C,(D’). (5.1) 
Proof: It will be assumed that rj = 0, j # i, initially. If it can be shown 
that 
.I . 
G’(g, t) = exp 
[ j j 
-ri (1 - G($, s I (x, 0) dx ds 
I 
, (5.2) 
0 D 
(5.1) then follows immediately, since if more than one type of particle is 
immigrating, the resulting point process is a superposition of independent 
point processes, and the corresponding PGF is the product of the individual 
PGF’s. 
The proof of Theorem 5.2.1 of Dawson and Ivanoff [4] shows that if 
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ri = 0, j # i, then if it exists, G’ satisfies (5.2). It must be shown that (5.2) is 
a PGF. Equation (5.2) may be written as 
G’V, t> = exp [,, (W’ Le, j, + lOg#(X,j)N(dx,j)) - 1)Fi(dN7r)] 9 
where Fi(d, t) = Jb J‘D riP(d, s I (X3 i)) CI!X ds, -& E S(M’), S’ # 0, 
P,(0, t) = 0. P( * , s 1 (x, i)) is the transition probability function for the 
MBD. 
By Proposition 3.1, it is sufficient to show that ~#V(A, j) > 0, t) < co, for 
any bounded A E 9(D). The expected number of type j descendents of i 
alive at time s is C,(s). E’(j) < co, 1 ,< z’, j < n, implies that C,( - ) is a 
continuous function of t, which is bounded in finite intervals. Let 
B,(t) = SUP C,(S)* 
o<s<t 
This completes the proof. 1 
The factorial cumulant densities are found easily by differentiating 
log G’( . , t): 9 
Q'k(k (Y, y j,L Ok, jd) 
p,ts, (Y,, jlL (~,,j,> I (A i)) h ds. (5.3) 
Using the usual moment<umulant relationships, 
fl(t, (y,j)) = ,$ rij’J PxCs, (Y,JJ I’& i)>dXds 
0 D 
= 5 ri j’ j Cij(s)P(s, XT Y) dx ds 
i=l 0 D 
n 
I 
t 
= S ri 
,?I 
C,(s) ds; (5.4) 
0 
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I 
X 
jm 
ci,(s - u)p(S - UT X9 w, 
ODOD 
x C!x,j,(u) C,&4 P(U, w, yz) dw du dx ds 
.t .I 
X 
JJ 
Gil(Y) C,,,(U) C,$2(~)~(2~7 YI 7 Yz) du dv* (5.5) 
0 0 
We now consider the limiting values as t -+ 00 of E(N’(A, j), t) and 
Cov(ti((A, j,); t), N’((A, jz), t)) for a bounded set A E 9(D); 
(a) Subcritical case (A < 0): 
(5.4) + E(N’(A9 j), t) = T7 Ti \A ) f C,(S) ds + ? ri IA I Cij 
,cj 0 iY1 
as t-+03, 
where C, = j: C,(s) ds is a finite constant, by the Frobenius theorem. 
Similarly, since I, IA ~(224, y, , yz) dy, dy, < 1 A 1 Vu, (5.4) and (5.5) show 
that as t-+ oo, 
Cov(N’((A, jl), f>v N’(@, jz)3 t)) + S(j, -  j*) x rilA I Cij, 
i=l 
+ 2 f’ 5 5 r,I/,E’(k,, k,)Ci, 
i=l *El k,=, /Q=l 
X 
1 a, C/c,j,(U> C,,2(~) ( j ~(2~9 YIY Yz) dY, 4, & 0 A A 
where the infinite integral converges. 
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(b) Critical case (A = 0) and (c) supercritical case (A > 0): The Frobenius 
theorem shows easily that for both critical and supercritical branching 
and 
Cov(N’((A, j,), t), N’((A j2), f>> + a as t+oo. 
The effect of the immigration is clear: the subcritical process does not die 
off as it does in the case in which there is one particle initially and no 
immigration. The explosion in the critical case is in total contrast to the 
situation in which there is one particle initially and no immigration. 
The convergence of the first and second ,moments in the subcritical case 
suggests the existence of a limiting steady state random field, as there is in 
the univariate case (cf. Ivanoff 161). 
THEOREM 5.2. As t -+ CO, the subcritical MBDI converges in distribution 
to a steady state. 
Note. No assumption has been made about the migration process. 
Proof: It is necessary and sufficient to show that 
ft; G’(#, f) = G’(4) 
=exp [-tri jom I, (I - G@, s I (x, 9) do ds 
I 
is a PGF, and that the corresponding point process is a steady state. The 
argument that a limiting point process is a steady state is identical to that in 
the proof of Theorem 4.2.1 in Ivanoff [ 61. 
Referring to the proof of Theorem 5.1, since 
G’(4) = exp [ 5 j 
i=l .*” 
(exp ($, j, log $(x,-i) N(d~j)) - 1) pi( 9 
where pi(&) = j? I, riP(A, s ] (x, i)) dx ds, M’ # 0, p,(0) = 0, it is sufficient 
to show that pj(N(A, j) > 0) < co for bounded A E 9(D), i = l,..., n. 
The existence of spatial central limit theorems may be proven by using 
(5.3) and the concept of B-mixing. 
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THEOREM 5.3. Let N’( . , t) be the point process associated with the 
MBDI at time t. If all moments of the branching process up to and including 
order k exist, then N’( . , t) is B-mixing of order k, k < 4. 
ProoJ: 
&<t’, (Y, j)) = i ri 1:’ C,(s) ds; 
i=l 
(5.6) 
= c ‘? f’ ‘? ri V&‘(k,, k,) 
,rl /?I kyfl kZ, 
’ J~‘J~1,1,1~ 
Cil(t - s)p(t - s, x9 w, ck,j,(s> 
x p(s, w, Y,) C,Js)p(s, w, YJ dx dy, dw ds dt 
= G G e e ri V,E’(k,, k,) 
iz l% kzl kFl 
t' t 
X JJ Cfr(t - s> Ck,j,(S) ck$z(s) ds dt; 0 0 
JJ Qw, (Y*,j,h (Y233, (Y,9.&))dYldY2 DD 
= J ” 0 
)( 
I 
-+ + + E’(k,, k,, k,) C,,&) c,,,(u) ck,3(u) 
k$l k?l ksl 
+ i f’ E’(k,, k,)( p(t - u, x, w) 
k,=l kF1 D 
x [ ‘kA(‘) j, jD P,(u, (Y, 7 j2), (Y, 9 A) I (w, kz)) dY2 
+ Ckljl(U) 
ii 
P&G (Y, , jd, (~3 > .A) I (w k)) dy, 
DD 
+ Ck,jl(U) P(% wv YJ) 
(5.7) 
X JJ P,(u, (~1, id, (~2, A) I(w, k,)) dy, dy, dw dx du dt. DD 1 1 
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But 
and 
DD 
= 1 E 2 V,!E”(m,) m*) ’ Ck,,t(U - s)cmljl(s)cm~j~(s) ds; 
I’ m, t?l? J 0 
DD 
2 -+riv, 
,Tl El 51 
f’ f Ci(l - u) 
0 0 
X 
X lckd,(‘) [TIz~ J: G&J -s) Cm&> Cm,,W ds 1 
+ Ckl,2@) 1 c x [ J ’ c,,& - $1 C,,,(s) C,,,(s) d  I’ IllI rnz 0 I 
+ ck,j3(u) F g z J: ‘kzl’(’ -‘I 
I 
x C,,,,j,W Cm&) ds III du dt. (5.8) 
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Finally, using similar methods and (4.15), 
+C~~:‘(k,,k,,k,) 
k, k2 k3 
X ck,j,(u) Ck$2(U) 2 c c VftE”(m~ 7 mu> I’ m, m* 
X ck$J(u - s, cmJ$) cm$4(s) ds 
X 
I 
’ ckII’(u - s> cml,,(s) cmJ2(s) ds 
0 1 
+~~E’(kd,) N ccc ~,,~“h& I 2 II ml m2 
X 
I 
’ cklll(u - S) Cmljl(S) Cm,,(s) ds 
0 1 
x 2 c 2 V12E’2(m3 9 d I’ Ck2,2(U - s, cmJ3(s) cm$4(s) ds] 
12 m m4 0 
+ . . . + [ c s c h/w% 3 m,) 11 ml ml 
X 
I 
’ Ck,I,(U -S) cm,,@) cmb/.,@) ds 
0 1 
x 
[ 
cc ,y 4*Eh(~39 mi) 
12 m3 4 
x 
I 
’ Ck2,2(U - 8) &n,,(S) &&> ds + 
0 
] -+]/dudr. (5.9) 
The remaining terms involve only lower-order moments of the branching 
process, and iterated integrals involving the Cu)s. 
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Examination of (5.6)-(5.9) immediately gives the desired result. 1 
In fact, it is straightforward but tedious to show that the existence of all 
moments up to and including order k of the branching process is necessary 
and suffkient for the MBDI to be B-mixing of order k. 
The following corollaries are immediate results of the fact that the MBDI 
is infinitely divisible, and of Theorems 3.1 and 3.2. 
COROLLARY 5.1. Let I$( a , t) be the renormalized version of N’( . , t) 
defined in Theorem 3.1. If all moments of the branching process up to and 
including order 3 exist, then as K + 00, Mk( . , t) converges in law to the 
generalized n-variate Gaussian random Jield on D with covariance kernel 
T((x, i), (Y, j); t) = 6(x - y) t#, j) + G(i) dti -3 6(x - Y), 
where 
<i(i) = e’,<t, (y, i)) = 2 rj d C,its) dsy 
i I 
(5.10) 
C/c,i(s) C,,(S) ds dU* (5.11) 
COROLLARY 5.2. If Xi@‘; s) is defined using Mi( . , s) in (3.6) and ifall 
moments of the branching process up to and including order 4 exist, then as 
K+ co, X;( . ; s) converges weakly in the Skorokhod topology to G”( . ), the 
multivariate Gaussian process with independent increments; GS(t’) = 0 and 
G”(V) has covariance matrix T(s) t’, X ... X tb, where 
L 
G(l) + rsz(L 1) G(L2) **- 5stL n> 
I-(s) = G(L 2) G(2) + GG 2) t% n) 
G(i, n) CA n> 
--. 
... r:(n) +j;(n, n) 
and <i(i) and G(i, j) are defined by (5.10) and (5.11). 
Finally, by examining (5.6~(5.9), if the steady state of the subcritical 
MBDI is denoted by N’( . ), then since C,(s) - uivjeAS, N’( . ) is mixing of 
order k if and only if all moments of the branching process up to and 
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including order k exist. Thus, Corollaries 5.1 and 5.2 are also true for N’( . ), 
with 
t;?(i) = x rj om Cj,(S) dS 
j I 
and 
X 
1 
-m C,,(s) ds ja, ckli(u> c!fJu> du* 
0 0 
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