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Abstract
Motivated by the problem of determining the values of α > 0 for which
fα(x) = e
α − (1 + 1/x)αx, x > 0 is a completely monotonic function, we
combine Fourier analysis with complex analysis to find a family ϕα, α > 0,
of entire functions such that fα(x) =
∫∞
0
e−sxϕα(s) ds, x > 0.
We show that each function ϕα has an expansion in power series, whose
coefficients are determined in terms of Bell polynomials. This expansion
leads to several properties of the functions ϕα, which turn out to be related
to the well known Bessel function J1 and the Lambert W function.
On the other hand, by numerically evaluating the series expansion,
we are able to show the behavior of ϕα as α increases from 0 to ∞ and
to obtain a very precise approximation of the largest α > 0 such that
ϕα(s) ≥ 0, s > 0, or equivalently, such that fα is completely monotonic.
AMS Subject Classification: 26A48, 30E20, 42A38, 33F05.
Keywords: completely monotonic function, complex analysis, Fourier anal-
ysis, Stieltjes moment sequence, Bell polynomials.
1 Introduction and main results
A completely monotonic function is an infinitely differentiable function f :
]0,∞[→ R such that
(−1)nf (n)(x) ≥ 0, x > 0, n = 0, 1, . . . ,
and a Bernstein function is an infinitely differentiable function f : ]0,∞[ → R
such that f(x) ≥ 0 for x > 0 and f ′ is completely monotonic. Both classes of
functions are treated in [4] and [13]. The only completely monotonic functions,
which are also Bernstein functions, are the non-negative constant functions.
Let α > 0, β ∈ R. In [1, p. 457] it was proved that (1 + α/x)x+β − eα is
completely monotonic if and only if α ≤ 2β. This was sharpened in [10] to a
proof that (1 + α/x)x+β is logarithmically completely monotonic if and only
if α ≤ 2β. Monotonicity properties of (1 + α/x)x+β when α < 0 has been
examined in [9] and [8].
For α > 0 define
fα(x) = e
α − hα(x), hα(x) = (1 + 1/x)αx, x > 0.
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In [1, p. 458] it was left as an open problem to determine the values of
α > 0 for which eα − (1 + α/x)x is completely monotonic or equivalently fα
is completely monotonic. It was proved that fα is completely monotonic for
0 < α ≤ 1, and the question was, if fα is completely monotonic for some α > 1.
In [2] the problem was given the equivalent formulation of determining the set
of values α > 0 such that hα is a Bernstein function. It was noticed in [2] that
h1 is a Bernstein function, because f1 is completely monotonic, but h3 is not a
Bernstein function. Because of the fact that if f is a Bernstein function, then
so is f c for 0 < c < 1, and the fact that the set of Bernstein functions is closed
under pointwise convergence, the set in question is of the form ]0, α∗], where
α∗ is an unknown number in the interval [1, 3[. From graphs it looked probable
that α∗ > 2.
In [14] it was established numerically that α∗ ≈ 2.29965 6443. This was
done looking at monotonicity properties of high order derivatives of fα. More
precisely, defining
f(x, α, n) := (−1)nf (n)α (x), n = 0, 1, . . .
and letting αn, xn be determined as the ”smallest positive solutions” to
f(xn, αn, n+ 1) = f(xn, αn, n+ 2) = 0,
then αn decreases to α
∗. The estimate for α∗ is then obtained from approximate
values of αn for certain n up to n = 10
5.
In this paper we shall combine Fourier analysis with complex analysis to
find a family of entire functions ϕα, α > 0 such that
fα(x) =
∫ ∞
0
e−sxϕα(s) ds, x > 0. (1)
By a theorem of Bernstein, cf. [15, p.160], this formula shows that fα is com-
pletely monotonic if and only if ϕα(s) ≥ 0 for all s > 0 and therefore α∗ is
determined as the largest α > 0 such that ϕα(s) ≥ 0 for all s > 0.
It turns out that our calculations leading to (1) are valid for all complex α,
and for such α we define
fα(z) = e
α − hα(z),
hα(z) = (1 + 1/z)
αz := exp(αz Log(1 + 1/z)), z ∈ A, (2)
where A := C\]−∞, 0] denotes the cut plane, and Log is the principal logarithm
defined in A.
The functions ϕα are given as contour integrals in the following theorem:
Theorem 1.1. Let c > 1, r > 0 be fixed, and let C(r, c) denote the rectangle with
corners −c ± ir,±ir considered as a closed contour with positive orientation.
Then for α ∈ C
ϕα(s) :=
1
2pii
∫
C(r,c)
fα(z)e
sz dz, s ∈ C (3)
is an entire function, which is independent of c > 1, r > 0, and (1) holds for
all α ∈ C. Moreover ϕα(s) is bounded for s ∈ [0,∞[ and tends to 0 for s→∞.
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Theorem 1.1 is contained in Theorem 2.6 and in Theorem 2.10. In particular,
the formula (1) is proved in Theorem 2.10.
The power series of the entire functions ϕα are given in the following theo-
rem, depending on a remarkable sequence of polynomials:
Theorem 1.2. Let (pn)n≥0 denote the sequence of polynomials defined by
p0(α) = 1, p1(α) =
α
2
, p2(α) =
α
3
+
α2
8
, . . . , (4)
and in general
pn+1(α) =
α
n+ 1
n∑
k=0
k + 1
k + 2
pn−k(α), n ≥ 0. (5)
For α ∈ C
ϕα(s) = e
α
∞∑
n=0
(−1)npn+1(α)s
n
n!
, s ∈ C. (6)
In particular
ϕα(0) = e
αα/2. (7)
Some properties of the polynomials pn are given in Proposition 2.8, while
Theorem 1.2 is proved in Section 2.
It follows from (6) that (α, s) → ϕα(s) is an entire function on C2, and
s 7→ ϕα(s) is not identically zero when α 6= 0, so it has at most countably many
zeros s ∈ C which are all isolated. Furthermore when α > 0 then ϕα(s) > 0 for
s ≤ 0.
More results that can be deduced from (6) are contained in the following.
Theorem 1.3. Consider the entire function C2 → C : (α, s) 7→ ϕα(s).
(i)
lim
α→0
ϕα(s)
αeα
=
∞∑
n=0
(−1)n
n+ 2
sn
n!
=

1− (1 + s)e−s
s2
, when s 6= 0,
1
2
, when s = 0,
uniformly for s in compact subsets of the complex plane.
The limit function has no real zeros but infinitely many complex zeros
s = ξk = −W (k,−1/e) − 1, k ∈ Z \ {−1, 0}, where W(k,z) is the k’th
branch of the Lambert W function, see [7]. We have
ξ1 = ξ−2 ≈ 2.08884− 7.46148i, ξ2 = ξ−3 ≈ 2.66406− 13.87905i.
(ii) Given n ∈ N, ϕα has at least n non-real zeros, when |α| is sufficiently
small.
(iii)
lim
|α|→∞
ϕα(s/α)
α eα
=
J1(
√
2s)√
2s
uniformly for s in compact subsets of the complex plane, where J1 is the
Bessel function of order 1.
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(iv) Given n ∈ N, ϕα has at least n simple zeros s1(α), s2(α), . . . , sn(α) such
that 0 < |s1(α)| < |s2(α)| < . . . < |sn(α)| for |α| sufficiently large, and
they satisfy
lim
|α|→∞
αsk(α) =
j2k
2
for all k ≤ n,
where 0 < j1 < j2 < . . . are the positive zeros of J1.
If in addition α > 0, then sj(α) > 0, j = 1, . . . , n.
(v) For α > 0, the entire functions ϕα are of order one and type one.
Remark 1.4. It is worth observing that Property (iv) above is an analytical
proof of the existence of α∗, in contrast with [2], where this was obtained by
computing f
(4)
3 (0.4) < 0, which implies that f3 cannot be completely monotonic.
The proof of Theorem 1.3 is given in Section 6.
If (pn+1(α))n≥0 is a Stieltjes moment sequence, i.e., if there exists a positive
measure σα on [0,∞[ such that
pn+1(α) =
∫ ∞
0
xn dσα(x), n ≥ 0, (8)
then it is easy to see that
ϕα(s) = e
α
∫ ∞
0
e−sx dσα(x), s ∈ C, (9)
and in particular ϕα(s) ≥ 0 for s ≥ 0 and hence 0 ≤ α ≤ α∗.
However, this argument is only useful for α ≤ 1, in fact, the following holds.
Theorem 1.5. The following conditions are equivalent:
(i) (pn+1(α))n≥0 is a Stieltjes moment sequence.
(ii) ϕα is completely monotonic.
(iii) 0 ≤ α ≤ 1.
If the equivalent conditions hold, then σα from (8) is supported by [0, 1], and
(pn+1(α))n≥0 is a Hausdorff moment sequence.
The proof is given in Section 3, where we also find the measures σα for
0 ≤ α ≤ 1 (see the Equations (28) and (35)).
For α > 1, on the other hand, we show in Theorem 4.1 that the function
ϕα can be decomposed as the sum of a completely monotonic function and a
suitable contour integral (see Equation (40)).
Even so, we have not been able to find an expression which turns out useful
in order to check if ϕα is non-negative on [0,∞[. As a consequence, for these
values of α, we have to rely on numerical calculation. For this purpose one can
use the contour integral (3), but we prefer to use the power series (6), because
of the following result.
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Theorem 1.6. For α > 0, n ≥ 0, we know that pn(α) > 0 and
pn+1(α)
pn(α)
≤ α̂ :=

1, when 0 ≤ α ≤ 1,
2α, when 1 < α < 2,
α, when 2 ≤ α.
(10)
Then the series (6) satisfies the Alternating Series Test for n ≥ α̂s, which
allows to obtain an error bound for the truncated series.
The proof of Theorem 1.6 is given in Section 5.
We summarize what can be seen from the numerical calculations in the
following.
Theorem 1.7 (Numerical results).
(i) α∗ ≈ 2.29965 64432 53461 30332.
(ii) For 0 < α < α∗ we have ϕα(s) > 0 for s ≥ 0.
(iii) ϕα∗(s) ≥ 0 for s ≥ 0 and it has a unique zero of multiplicity two at
s∗ ≈ 5.27004 87522 76132 37103.
(iv) For α∗ < α, ϕα has a finite number of positive zeros 0 < s1(α) < s2(α) <
. . . < sn(α) which are all simple with the exception that the last can be
double.
(v) s1(α) is a simple zero with ϕ
′
α(s1(α)) < 0, moreover s1(α) is a decreasing
function on ]α∗,∞[.
Below we present several graphs that support the claims in Theorem 1.7.
Figure 1: ϕα near α = 1
In Figure 1 the graph of ϕα is sketched for the values α = 0.8, 1, 1.2: in
these cases ϕα is strictly positive (see Property (ii)) and, for α = 0.8, 1, also
completely monotonic, as stated in Theorem 1.5.
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Figure 2: ϕα below, at, and above α
∗
In Figure 2 one can see the graph of ϕα for the value α = α
∗ given in (i),
where it presents a unique zero s∗, which is also a global minimum, as described
in (iii). On the other hand, ϕα is still strictly positive for α < α
∗ and has a
region of negative values between two simple zeros for α > α∗.
As α increases, the first zero s1(α) decreases as described in (v) (Figure 3).
For α ≈ 5.988 (Figure 4) a new double zero appears on the right of s1 and s2,
and then more and more oscillations appear by the same mechanism (Figure
5). In Figure 6, for instance, ϕ40 is represented with 3 different scales, and one
can see at least 10 zeros.
The graphs are obtained in Maple by truncating the series (6), taking into
consideration Theorem 1.6. The approximated values of α∗, s∗ given in The-
orem 1.7-(i, iii) are also obtained from the truncated series by seeking the
minimal value α∗ for which ϕα∗ is zero at some s∗ > 0. The approximation for
s∗ is then improved using the fact that ϕ′α∗(s∗) = 0.
2 The family ϕα, α ∈ C and the polynomials pn(α)
From (2) it is easy to see that
lim
z∈A,z→0
fα(z) = e
α − 1. (11)
Moreover, h0(x) = 1 for all x > 0, so h0 is both completely monotonic and a
Bernstein function, while h−α(x) is completely monotonic for all α > 0 because
of [4, Proposition 9.2], where we use that
x log(1 + 1/x) =
∫ 1
0
(
1− u
u+ x
)
du, x > 0
is a Bernstein function. In particular hα is not a Bernstein function when α < 0.
This means that the set of α ∈ R such that hα is a Bernstein function is the
6
Figure 3: s1(α) decreases
closed interval [0, α∗].
For an open set G ⊆ C we denote by H(G) the set of holomorphic functions
defined in G.
Clearly fα ∈ H(A), but we shall see that fα extends to a holomorphic
function in C \ [−1, 0]. In fact, for z 6= 0, |z| < 1 we have
gα(z) := e
α− exp(αz−1 Log(1 + z)) = eα− exp(α(1− z/2 + z2/3− · · · )), (12)
so defining gα(0) = 0, we see that gα ∈ H(D), where
D := {z ∈ C : |z| < 1}.
Now fα(z) := gα(1/z) for |z| > 1 yields a holomorphic extension of fα to
C \ [−1, 0].
In the next two results we obtain suitable power series expansions for gα,
fα and hα.
Proposition 2.1. The power series of gα ∈ H(D) given by (12) can be written
gα(z) = e
α
∞∑
n=1
(−1)n−1pn(α)zn,
where (pn(α))n≥0 is the sequence of polynomials defined in (4) and (5).
Proof. We use the formula
exp
( ∞∑
k=1
ak
k!
zk
)
=
∞∑
n=0
Bn(a1, . . . , an)
n!
zn,
where Bn are the exponential Bell partition polynomials, cf. [6, Section 11.2].
It is known that
B0 = 1, B1(a1) = a1, B2(a1, a2) = a
2
1 + a2,
7
Figure 4: Formation of a third zero (α ≈ 5.988)
and in general we have the recursion formula
Bn+1(a1, . . . , an+1) =
n∑
k=0
(
n
k
)
Bn−k(a1, . . . , an−k)ak+1.
Defining ak = (−1)kαk!/(k + 1), k ≥ 1, this gives for z ∈ D
gα(z) = e
α − eα exp
( ∞∑
k=1
(−1)kα z
k
k + 1
)
= −eα
∞∑
n=1
Bn(a1, . . . , an)
n!
zn = eα
∞∑
n=1
(−1)n−1pn(α)zn,
where we have defined
pn(α) := (−1)nBn(a1, . . . , an)
n!
. (13)
We see by induction that pn(α) is a polynomial in α of degree n such that (4)
holds, and the recursion (5) follows like this
pn+1(α) = (−1)n+1Bn+1(a1, . . . , an+1)
(n+ 1)!
=
1
n+ 1
n∑
k=0
1
k!
(−1)n−kBn−k(a1, . . . , an−k)
(n− k)! (−1)
k+1ak+1
=
α
n+ 1
n∑
k=0
k + 1
k + 2
pn−k(α).
8
Figure 5: Increasing oscillations at larger α
Corollary 2.2. For |z| > 1 we have the Laurent expansions
fα(z) = e
α
∞∑
n=1
(−1)n−1 pn(α)
zn
, hα(z) = e
α
∞∑
n=0
(−1)n pn(α)
zn
(14)
and in particular
fα(z) = (α/2)e
αz−1 +O(|z|−2), |z| > 1, |z| → ∞. (15)
In the following lemma we study the restriction of the function fα to the
imaginary axis.
Lemma 2.3. Let α ∈ C \ {0}. As a function of y ∈ R
Fα(y) :=
{
fα(iy) = e
α − (1 + y−2)iαy/2 exp(αyArctan(1/y)), y 6= 0,
eα − 1, y = 0,
is continuous and tends to 0 for |y| → ∞. It belongs to L2(R) \ L1(R).
Proof. We have for y 6= 0
exp(iαy Log(1− i/y)) = exp(iαy[log
√
1 + y−2 − iArctan(1/y)]),
where Arctan : R→]− pi/2, pi/2[ is the inverse of tan. The continuity of Fα for
y = 0 follows, and the behavior at ±∞ including the integrability properties
follows from Corollary 2.2.
By Plancherel’s Theorem Fα is the Fourier-Plancherel transform of another
L2-function Gα:
fα(iy) = lim
R→∞
∫ R
−R
Gα(s)e
−iys ds, y ∈ R, (16)
9
Figure 6: Oscillations at α = 40
where the limit is in L2(R), and by the inversion theorem Gα is given as
Gα(s) = lim
R→∞
1
2pi
∫ R
−R
fα(iy)e
iys dy, s ∈ R, (17)
where again the limit is in L2(R). For certain sequences Rn →∞ we also know
that
lim
n→∞
1
2pi
∫ Rn
−Rn
fα(iy)e
iys dy = Gα(s) (18)
for almost all s ∈ R. Furthermore,
1
2pi
∫ ∞
−∞
|fα(iy)|2 dy =
∫ ∞
−∞
|Gα(s)|2 ds. (19)
Remark 2.4. The above formulas (16)-(19) hold trivially for α = 0 with F0 =
G0 = 0.
Lemma 2.5. We have Gα(s) = 0 for s < 0.
Proof. Let CR denote the half-circle with radius R
CR = [−iR, iR] ∪ {Reit : −pi/2 ≤ t ≤ pi/2},
considered as a positively oriented closed contour.
Since fα(z)e
sz is holomorphic in Re z > 0 with a continuous extension to
the closed right half-plane bounded by the vertical line iR, we have by Cauchy’s
integral theorem∫ R
−R
fα(iy)e
isyi dy =
∫ pi/2
−pi/2
fα(Re
it)esRe
it
Reiti dt.
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The absolute value of the integrand to the right is by (15) bounded by
C
R
esR cos(t)R
for a suitable C > 0 depending on α. If we assume s < 0, then sR cos t→ −∞
for R → ∞ when −pi/2 < t < pi/2, so the integral to the right tends to 0 by
dominated convergence. Using (18) we now see that Gα(s) = 0 for almost all
s < 0. Since Gα is an equivalence class of square integrable functions, we can
assume that Gα(s) = 0 for s < 0.
Exploiting the holomorphy of fα in C\ [−1, 0] we can prove part of Theorem
1.1, which is contained in the following.
Theorem 2.6. For α ∈ C, the function ϕα defined in (3) is an entire function,
which is independent of c > 1, r > 0.
Moreover, the function
s 7→
{
ϕα(s), when 0 ≤ s <∞,
0, when −∞ < s < 0, (20)
is equal to Gα(s) for almost all s ∈ R.
Remark 2.7. In the following we denote the function given by (20) as Gα.
Proof. It is clear that the function ϕα from (3) is entire, and also that it is
independent of c > 1, r > 0 by Cauchy’s integral theorem.
Let R > c and consider the following three positively oriented closed con-
tours: two quarter circles with radius R
T+(R) = {x+ ir : x = −R . . . 0}
∪ {iy : y = r . . . r +R} ∪ {ir +Reiθ : θ = pi/2 . . . pi}
T−(R) = {x− ir : x = 0 . . .−R}
∪ {−ir +Reiθ : θ = pi . . . 3pi/2} ∪ {iy : y = −r −R . . .− r}
and a rectangle Q(R) with corners {−R ± ir,−c ± ir}. By Cauchy’s integral
theorem we have
1
2pii
∫
T±(R)
fα(z)e
sz dz =
1
2pii
∫
Q(R)
fα(z)e
sz dz = 0.
Adding these three integrals to the contour integral in (3) yields
ϕα(s) =
1
2pii
∫
C(r,c)
fα(z)e
sz dz
=
1
2pii
∫ i(r+R)
−i(r+R)
fα(z)e
sz dz +
1
2pii
∫
L(R)
fα(z)e
sz dz,
where L(R) is the following contour
{ir+Reiθ : θ = pi/2 . . . pi}∪{−R+iy : y = r . . .−r}∪{−ir+Reiθ : θ = pi . . . 3pi/2}.
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For s > 0 we have
lim
R→∞
1
2pii
∫
L(R)
fα(z)e
sz dz = 0.
In fact, for z ∈ L(R) we have |z| ≥ R, hence |fα(z)| ≤ C/R for suitable C > 0
by (15). This gives∣∣∣∣∣ 12pii
∫
L(R)
fα(z)e
sz dz
∣∣∣∣∣ ≤ C2piR
[
2re−sR +R
∫ 3pi/2
pi/2
esR cos θ dθ
]
,
which tends to 0 for R → ∞ because cos θ < 0 for pi/2 < θ < 3pi/2. The
function
I(R)(s) :=
1
2pii
∫ i(r+R)
−i(r+R)
fα(z)e
sz dz
converges to Gα(s) in L
2(R) for R → ∞ by (17), so for a suitable sequence
Rn → ∞ we know that I(Rn)(s) converges to Gα(s) for almost all s ∈ R. It
follows that ϕα(s) = Gα(s) for almost all s > 0. Since apriori we only know that
Gα is an equivalence class of square integrable functions, we can use formula
(20) as a representative of Gα.
At this point we are able to prove Theorem 1.2, that is, to obtain the power
series expansion of ϕα.
Proof of Theorem 1.2. From (3) and the compactness of the contour C(r, c) we
get
ϕα(s) =
∞∑
n=0
sn
n!
1
2pii
∫
C(r,c)
fα(z)z
n dz.
Using that fα(z)z
n is holomorphic outside [−1, 0], we can replace the contour
C(r, c) by the circle |z| = R0, where R0 >
√
c2 + r2 > 1. We next use the
Laurent expansion (14) and get
1
2pii
∫
C(r,c)
fα(z)z
n dz =
∞∑
k=1
eα(−1)k−1pk(α) 1
2pii
∫
|z|=R0
zn−k dz
= eα(−1)npn+1(α),
which shows (6).
In the following proposition we list several properties of the polynomials pn
that appear in the series (6). We prove below the Properties (i) through (iv), in
particular, Properties (i) through (iii) will be needed in Theorem 2.10, in order
to conclude the proof of Theorem 1.1. The remaining properties rely partially
on the results of Section 3 and will be proved in Section 5. See also Remark
7.1 and Equation (55) in the Appendix, for an alternative expression for the
polynomials pn, based on Stirling numbers.
Proposition 2.8. The polynomials pn from Theorem 1.2 satisfy Theorem 1.6
and
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(i) pn(α) =
n∑
k=1
cn,kα
k, n ≥ 1, where cn,k > 0 and
cn,1 =
1
(n+ 1)
, cn,n =
1
2n n!
.
(ii) |pn(α)| ≤ pn(|α|), α ∈ C.
(iii) 0 ≤ pn(α) ≤

1, when 0 ≤ α ≤ 1,
αn, when 1 ≤ α,
n, when 0 ≤ α ≤ 2, n ≥ 1.
(iv) For α, β ∈ C and n ≥ 0 we have the addition formula
pn(α+ β) =
n∑
k=0
pk(α)pn−k(β).
(v) The sequence (pn(α))n≥0 is
{
strictly decreasing, for 0 < α ≤ 1,
increasing, for 2 ≤ α.
(vi) lim
n→∞ pn(α) =

0, when 0 < α < 1,
e−1, when α = 1,
∞, when α > 1.
(vii) lim
n→∞
pn+1(α)
pn(α)
= lim
n→∞
n
√
pn(α) = 1, when α > 0.
Proof of Proposition 2.8: (i) through (iv). Property (i) follows easily by induc-
tion using the recursion (5), while Property (ii) follows because the coefficients
of pn are non-negative.
Property (iii) follows by induction, as described below. The two first in-
equalities hold for n = 0, and assuming the assertion for k ≤ n we get by (5),
for 0 ≤ α ≤ 1
pn+1(α) ≤ 1
n+ 1
n∑
k=0
k + 1
k + 2
≤ 1,
and for 1 ≤ α
pn+1(α) ≤ α
n+ 1
n∑
k=0
k + 1
k + 2
αn−k ≤ αn+1.
The last inequality holds for n = 1, and by induction using p0(α) = 1 and
pk(α) ≤ k for 1 ≤ k ≤ n we find, for n ≥ 1,
pn+1(α) ≤ α
n+ 1
(
1 +
n−1∑
k=0
(n− k)
)
=
α
n+ 1
[
1 +
n(n+ 1)
2
]
≤ 2
n+ 1
+n ≤ n+1.
To see (iv) we notice that by (2) we get
hα+β(z) = hα(z)hβ(z), z ∈ A,
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and by (14)
hα(−1/s) = eα
∞∑
n=0
pn(α)s
n, 0 < |s| < 1.
This implies that
∞∑
n=0
pn(α+ β)s
n =
∞∑
n=0
pn(α)s
n
∞∑
m=0
pm(β)s
m, 0 < |s| < 1, (21)
which clearly holds for s = 0. Multiplying the absolutely convergent power
series for |s| < 1 in (21), we get the addition formula.
By Theorem 1.2 and Proposition 2.8-(ii, iii) we obtain the following.
Corollary 2.9. The entire functions ϕα satisfy for s, α ∈ C
|ϕα(s)| ≤
{ |eα|e|s| , when |α| ≤ 1
|α||eα|e|αs| , when 1 ≤ |α|.
The order and type of ϕα when α > 0 are given in Theorem 1.3-(v).
We can finally conclude the proof of Theorem 1.1, as a consequence of the
following.
Theorem 2.10. For any α ∈ C, ϕα(s) is bounded for s ∈ [0,∞[ and tends to
0 for s→∞. The following formula holds
fα(z) =
∫ ∞
0
ϕα(s)e
−sz ds, Re z > 0. (22)
Proof. Let us write (3) in another way. Introducing
I1(r, s) :=
1
2pi
∫ r
−r
fα(iy)e
isy dy, I3(r, s) :=
1
2pi
∫ r
−r
fα(−c+ iy)es(−c+iy) dy,
and
I2(r, s) :=
1
2pii
∫ 0
−c
fα(x+ir)e
s(x+ir) dx, I4(r, s) :=
1
2pii
∫ 0
−c
fα(x−ir)es(x−ir) dx,
we have for s ≥ 0
ϕα(s) = I1(r, s)− I3(r, s)− I2(r, s) + I4(r, s). (23)
We see by Riemann-Lebesgue’s lemma that lims→∞ I1(r, s) = 0. Furthermore,
|I3(r, s)| ≤ r
pi
e−sc max{|fα(−c+ iy)| : |y| ≤ r}
and
|I2(r, s)|, |I4(r, s)| ≤ 1
2pi
max{|fα(x± ir)| : −c ≤ x ≤ 0}
∫ 0
−c
esx dx
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show that
lim
s→∞ |Ij(r, s)| = 0, j = 2, 3, 4.
By (23) it follows that lims→∞ ϕα(s) = 0. This property together with the
continuity of ϕα imply that ϕα is bounded on [0,∞[.
To prove the formula (22) we note that the right-hand side is holomorphic
for Re z > 0, and so is the left-hand side.
For s ≥ 0 we have by Proposition 2.8-(ii, iii)∣∣∣∣∣
N∑
n=0
(−1)npn+1(α)s
n
n!
∣∣∣∣∣ ≤
N∑
n=0
pn+1(|α|)s
n
n!
≤
{
es, if |α| ≤ 1
|α|e|α|s, if |α| ≥ 1. (24)
For x > 0 we have∫ ∞
0
eα
(
N∑
n=0
(−1)npn+1(α)s
n
n!
)
e−sx ds
= eα
N∑
n=0
(−1)npn+1(α)
∫ ∞
0
sn
n!
e−sx ds = eα
N∑
n=0
(−1)n pn+1(α)
xn+1
.
Assume now x > max(1, |α|). For N → ∞ the last expression converges to
fα(x) by Corollary 2.2. The integrand in the first expression converges for
each s ≥ 0 to ϕα(s)e−sx with an integrable majorant because of (24), so by
Lebesgue’s Theorem on dominated convergence, we get∫ ∞
0
ϕα(s)e
−sx ds = fα(x), x > max(1, |α|).
This is enough to conclude (22).
As discussed in the Introduction, we can now state the following important
result.
Theorem 2.11. For α ∈ C, fα is completely monotonic if and only if ϕα(s) ≥ 0
for s ≥ 0. In the affirmative case ϕα is integrable on [0,∞[ and
lim
x→0+
fα(x) = e
α − 1 =
∫ ∞
0
ϕα(s) ds. (25)
Moreover, in this case (22) holds for Re z ≥ 0 and
hα(z) = 1 +
∫ ∞
0
(1− e−sz)ϕα(s) ds, Re z ≥ 0, z 6= 0. (26)
Proof. The first assertion follows from Bernstein’s characterization of com-
pletely monotonic functions as Laplace transforms of positive measures. Equa-
tion (25) follows from (11), (22) and the monotonicity theorem of Lebesgue.
When ϕα is integrable over [0,∞[, the right-hand side of (22) is continuous
in the half-plane Re z ≥ 0, and since fα is also continuous there, we see that
(22) holds for Re z ≥ 0. The Equation (26) follows easily from (25).
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3 The cases 0 < α ≤ 1
As mentioned in Section 1, it was proved in [1] that fα is completely monotonic
for 0 < α ≤ 1 and equivalently ϕα is non-negative on [0,∞[ for these values of
α. We shall use the previous results to give a new proof of this. We recall that
a function f : ]0,∞[→ R is called a Stieltjes function, if it has the form
f(s) = a+
∫ ∞
0
dµ(t)
s+ t
, s > 0, (27)
where a ≥ 0 and µ is a positive measure on [0,∞[. A Stieltjes function is
completely monotonic but the converse is not true. For more information about
Stieltjes functions see [4] and [3].
We have the following result.
Theorem 3.1. The function fα is a Stieltjes function for 0 ≤ α ≤ 1, but not
for α > 1.
The cases 0 < α < 1, α = 1 and α > 1 are treated separately in Theorem 3.2,
Corollary 3.4 and Proposition 3.5.
Theorem 3.2. For 0 < α < 1 we have
ϕα(s) =
1
pi
∫ 1
0
(x/(1− x))αx sin(αpix)e−sx dx, s ≥ 0, (28)
and
fα(z) =
1
pi
∫ 1
0
(x/(1− x))αx sin(αpix)
x+ z
dx, z ∈ C \ [−1, 0]. (29)
Proof. Assume 0 < α < 1 and let c, r in the contour from Theorem 2.6 be
chosen such that 1 < c < 2, αc < 1 and 0 < r < 1.
Let now r → 0 in (23). The first two terms tend to 0. Using that α is real
we can write
I2(r, s)− I4(r, s) = 1
pi
∫ 0
−c
esx Im{fα(x+ ir)eisr} dx,
and replacing x by −x in this expression, we get
ϕα(s) = − lim
r→0
1
pi
∫ c
0
e−sx Im{fα(−x+ ir)eisr} dx
= lim
r→0
1
pi
∫ c
0
e−sx Im
{
exp
[
α(−x+ ir) Log
(
1 +
1
−x+ ir
)
+ irs
]}
dx.
We have
Log
(
1 +
1
−x+ ir
)
= K(x, r)− iθ(x, r)
where
K(x, r) =
1
2
log
(1− x)2 + r2
x2 + r2
, cot θ(x, r) =
x(x− 1) + r2
r
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and θ(x, r) ∈ ]0, pi[.
We therefore have (leaving out the arguments in K(x, r), θ(x, r) to simplify
notation)
Jr(x) := Im
{
exp
[
α(−x+ ir) Log
(
1 +
1
−x+ ir
)
+ irs
]}
= exp[α(−xK + rθ)] sin[α(rK + xθ) + rs]
=
(
x2 + r2
(1− x)2 + r2
)(αx)/2
exp(αrθ) sin[α(rK + xθ) + rs],
and hence
lim
r→0
Jr(x) =

(x/(1− x))αx sin(αpix), when 0 < x < 1,
∞, whenx = 1,
0, when 1 < x < c.
We have the following inequalities for 0 < x < c, using that |x− 1| < 1,
|Jr(x)| ≤
(
x2 + r2
(1− x)2 + r2
)(αx)/2
exp(αpi) ≤ (c
2 + 1)(αc)/2 exp(αpi)
|1− x|αc ,
and since αc < 1, the last expression is an integrable majorant over ]0, c[. By
Lebesgue’s Theorem we therefore get
ϕα(s) =
1
pi
∫ 1
0
(x/(1− x))αx sin(αpix)e−sx dx, (30)
so ϕα(s) > 0 for s ≥ 0 and 0 < α < 1.
Inserting (30) in (22) we get
fα(z) =
1
pi
∫ 1
0
(x/(1− x))αx sin(αpix)
x+ z
dx, for Re z > 0. (31)
By the identity theorem for holomorphic functions (31) holds for z /∈ [−1, 0].
Equation (30) shows that ϕα is completely monotonic for 0 < α < 1. For
α→ 1− we get that ϕ1 is completely monotonic and in particular non-negative,
and by [4, Section 14.12] we get that f1 is a Stieltjes function.
To find the representations of ϕ1 and f1 in analogy with (30) and (31), it
turns out not to be correct to replace α by 1 in these formulas.
Let us introduce the notation
u(α, x) = (x/(1− x))αx sin(αpix), 0 < α ≤ 1, 0 ≤ x < 1.
Clearly u(α, x) ≥ 0, and u(1, x) is seen to be bounded by pi, while
lim
x→1
u(α, x) =∞, 0 < α < 1.
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Proposition 3.3. For 0 < α < 1 define
w(α, x) = u(α, x)− u(1, x), 0 ≤ x < 1.
Then for any φ ∈ C([0, 1]) we have
lim
α→1−
1
pi
∫ 1
0
w(α, x)φ(x) dx = φ(1). (32)
Proof. We need the following partial results:
Step 1: limα→1− w(α, x) = 0 for 0 ≤ x < 1, uniformly for x ∈ [0, 1− δ] for
any 0 < δ < 1.
This is clear.
Step 2:
lim
α→1−
1
pi
∫ 1
0
w(α, x) dx = 1.
To see this, note that by (28) and (7)
1
pi
∫ 1
0
u(α, x) dx = ϕα(0) =
α
2
eα (33)
and
1
pi
∫ 1
0
u(1, x) dx =
1
pi
∫ 1
0
(x/(1− x))x sin(pix) dx = e
2
− 1, (34)
see [1, Lemma 2, p. 4]. Therefore
1
pi
∫ 1
0
w(α, x) dx =
α
2
eα − e
2
+ 1,
which has limit 1 for α→ 1, proving Step 2.
Let now φ ∈ C([0, 1]). Let ε > 0 be given and by continuity choose x1 < 1
such that |φ(x)− φ(1)| < ε for x1 ≤ x ≤ 1. We can then write
1
pi
∫ 1
0
w(α, x)φ(x) dx− φ(1)
=
1
pi
∫ x1
0
w(α, x)φ(x) dx+
1
pi
∫ 1
x1
w(α, x)(φ(x)− φ(1)) dx
+ φ(1)
(
1
pi
∫ 1
x1
w(α, x) dx− 1
)
:=
3∑
j=1
Tj(α),
and hence ∣∣∣∣ 1pi
∫ 1
0
w(α, x)φ(x) dx− φ(1)
∣∣∣∣ ≤ 3∑
j=1
|Tj(α)|.
By Step 1 we know that |T1(α)| → 0 for α → 1−. Furthermore, by (33) and
(34) we find
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|T2(α)| ≤ 1
pi
∫ 1
x1
|w(α, x)||φ(x)− φ(1)| dx ≤ ε
pi
∫ 1
x1
|w(α, x)| dx
≤ ε
pi
∫ 1
0
(u(α, x) + u(1, x)) dx = ε
(α
2
eα +
e
2
− 1
)
≤ ε(e− 1).
Finally, |T3(α)| tends to 0 for α→ 1− because
|T3(α)| = |φ(1)|
∣∣∣∣ 1pi
∫ 1
0
w(α, x) dx− 1− 1
pi
∫ x1
0
w(α, x) dx
∣∣∣∣ ,
and we then use Step 1 and Step 2.
In total we get
lim sup
α→1−
∣∣∣∣ 1pi
∫ 1
0
w(α, x)φ(x) dx− φ(1)
∣∣∣∣ ≤ ε(e− 1),
and (32) follows.
Applying the above result to the continuous functions φ(x) = e−sx and
φ(x) = (x+ z)−1 for z /∈ [−1, 0] we get
Corollary 3.4.
ϕ1(s) = e
−s +
1
pi
∫ 1
0
(x/(1− x))x sin(pix)e−sx dx, s ≥ 0. (35)
f1(z) =
1
z + 1
+
1
pi
∫ 1
0
(x/(1− x))x sin(pix)
x+ z
dx, z /∈ [−1, 0].
Proposition 3.5. The function fα is not a Stieltjes function when α > 1.
Proof. By (27) a non-constant Stieltjes function f has an extension to a holo-
morphic function in A satisfying
Im f(z) < 0 for Im z > 0, (36)
because for z = x+ iy, y > 0 we have
Im f(z) = −y
∫ ∞
0
dµ(t)
|z + t|2 < 0.
For α > 1 let 0 < x < 1 be chosen such that 1 < αx < 2. For y = r > 0 we
have
Im fα(−x+ ir) = − Im
{
exp
[
α(−x+ ir) Log
(
1 +
1
−x+ ir
)]}
,
and proceeding as in the proof of Theorem 3.2 we get
lim
r→0
Im fα(−x+ ir) = −(x/(1− x))αx sin(αpix) > 0.
This shows that Im fα(−x+ ir) > 0 for r > 0 sufficiently small. By (36) this
shows that fα is not a Stieltjes function when α > 1.
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Using the formulas for ϕα in Theorem 3.2 and Corollary 3.4 we can prove
that the sequence (pn+1(α))n≥0 is a Hausdorff moment sequence, i.e., the mo-
ment sequence of a positive measure on [0, 1].
Theorem 3.6. For 0 < α < 1 we have
pn+1(α) =
e−α
pi
∫ 1
0
(x/(1− x))αx sin(αpix)xn dx, n ≥ 0, (37)
while for α = 1
pn+1(1) = e
−1 +
e−1
pi
∫ 1
0
(x/(1− x))x sin(pix)xn dx, n ≥ 0. (38)
Proof. Inserting the power series for e−sx in Equation (28) and interchanging
summation and integration, we get the power series expansion for ϕα. Com-
pared with (6) this yields (37).
To get the case α = 1 we can proceed similarly with the formula for ϕ1 in
Corollary 3.4, or we can apply Proposition 3.3 to φ(x) = xn.
See Remark 7.2 in the Appendix, for a proof that the sequence (pn(α))n≥0 is
also a Hausdorff moment sequence.
We can now prove the equivalence of the three conditions in Theorem 1.5.
Proof of Theorem 1.5.
”(i)⇒ (ii)” If (pn+1(α))n≥0 is a Stieltjes moment sequence, i.e., (8) holds for a
positive measure σα on [0,∞[, then α = 2p1(α) = 2
∫∞
0 dσα(x) ≥ 0. Without
loss of generality we can assume α > 0. By Proposition 2.8-(iii) we know that
pn(α) ≤ ln, n ≥ 0, where l = max(1, α), which implies that σα is supported by
the interval [0, l]. By (6) we then get
ϕα(s) = e
α
∞∑
n=0
(−1)n s
n
n!
∫ l
0
xn dσα(x) = e
α
∫ l
0
e−sx dσα(x),
which shows that ϕα is completely monotonic.
”(ii)⇒ (iii)” If ϕα is completely monotonic, hence of the form
ϕα(s) =
∫ ∞
0
e−ts dµ(t)
for a positive measure µ, we get, using (6),
(−1)nϕ(n)α (0) =
∫ ∞
0
tn dµ(t) = eαpn+1(α) ≥ 0, n ≥ 0
but this is only possible if α ≥ 0. Furthermore,
fα(x) =
∫ ∞
0
e−xsϕα(s) ds =
∫ ∞
0
dµ(t)
x+ t
, x > 0,
so fα is a Stieltjes function and hence α ≤ 1 by Theorem 3.1.
”(iii)⇒ (i)” follows from Theorem 3.6.
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4 The case α > 1
In the previous section we were able to express the functions ϕα with 0 ≤ α ≤ 1
as in Equation (9), proving that they are nonnegative on [0,∞[. The purpose
of this section is to show that, for 1 < α, we can still find a component in ϕα
analogous to (9), but a correcting term needs to be added, which is given by
a contour integral on a suitable circle that goes around the singularity −1: see
Equations (40) and (41).
For a ∈ C and r > 0 we denote by ∂D(a, r) the positively oriented circle
with center a and radius r.
Let α > 1 be fixed, and let 0 < ε < 1 − 1/α. We consider the closed
positively oriented contour T (α, ε) starting at iε, then moving left along the
horizontal line x+ iε till it cuts the circle ∂D(−1, 1− 1/α) at a point denoted
x(ε) + iε. We then move along the circle till we reach the complex conjugate
point x(ε) − iε (passing −2 + 1/α on the way), and then we move along the
horizontal line x− iε till we reach −iε, which is connected to iε via the vertical
segment iy, y ∈ [−ε, ε].
The contour T (α, ε) can replace the contour C(r, c) of Theorem 2.6 so we
have
ϕα(s) =
1
2pii
∫
T (α,ε)
fα(z)e
sz dz, s ≥ 0. (39)
We shall now obtain a new expression for ϕα by letting ε tend to 0. Note
that limε→0 x(ε) = −1/α.
This leads to the following result.
Theorem 4.1. For α > 1 we have
ϕα(s) =
1
pi
∫ 1/α
0
(x/(1− x))αx sin(αpix)e−sx dx− Φ(α, s), (40)
where
Φ(α, s) :=
1
2pii
∫
∂D(−1,1−1/α)
hα(z)e
sz dz (41)
and hα(z) is given in (2). The first term on the right-hand side of (40) is a
completely monotonic function.
Proof. Letting ε→ 0 in (39), we note that the contribution from iy, y ∈ [−ε, ε]
tends to 0, and we get
ϕα(s) = Φ1(α, s)− Φ2(α, s), s ≥ 0,
where
Φ1(α, s) :=
1
2pii
∫
∂D(−1,1−1/α)
fα(z)e
sz dz = −Φ(α, s) (42)
and
Φ2(α, s) := lim
ε→0
1
pi
∫ −x(ε)
0
Im{fα(−x+ iε)es(−x+iε)} dx.
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In (42) we used that the term eαesz has integral 0 over the circle, because it is
an entire function of z. We further get
Φ2(α, s) =
− lim
ε→0
1
pi
∫ −x(ε)
0
Im{exp[α(−x+ iε) Log(1 + 1/(−x+ iε)) + s(−x+ iε)]} dx
= − 1
pi
∫ 1/α
0
(x/(1− x))αx sin(αpix)e−sx dx,
where we have used the same technique as in the proof of Theorem 3.2. This
gives formula (40).
5 Properties of the sequences (pn(α))n≥0.
This section is devoted to the proof of the remaining properties of the polyno-
mials pn, which were stated in Proposition 2.8 and Theorem 1.6.
Proof of Proposition 2.8-(v, vi). In the case 0 < α ≤ 1 Properties (v) and (vi)
follow directly from the formulas (37) and (38).
From (5) we estimate, for α > 0,
pn+1(α) =
α
n+ 1
[
1
2
pn(α) +
n∑
k=1
k + 1
k + 2
pn−k(α)
]
=
α
n+ 1
[
1
2
pn(α) +
n−1∑
k=0
k + 2
k + 3
pn−1−k(α)
]
≥ α
n+ 1
[
1
2
pn(α) +
n−1∑
k=0
k + 1
k + 2
pn−1−k(α)
]
=
α
n+ 1
[
1
2
pn(α) +
n
α
pn(α)
]
=
α/2 + n
n+ 1
pn(α) (43)
and for 2 ≤ α this proves (v).
Property (vi) for 1 < α will be proved in Proposition 5.1.
In order to study further the sequence (pn(α))n≥0 it is useful to introduce
the sequence of the mean-values
Mn(α) :=
1
n+ 1
n∑
k=0
pk(α), n ≥ 0,
which satisfies the recursion
Mn(α) =
nMn−1(α) + pn(α)
n+ 1
. (44)
Note that by (5)
α
2
Mn(α) ≤ pn+1(α) < αMn(α), α > 0, n ≥ 0. (45)
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Observe that for any α > 0 we can estimate, for n ≥ k0 ≥ 1,
pn+1(α) =
α
n+ 1
k0−1∑
k=0
k + 1
k + 2
pn−k(α) +
n∑
k=k0
k + 1
k + 2
pn−k(α)

≥ α
n+ 1
k0−1∑
k=0
k + 1
k + 2
pn−k(α) +
k0 + 1
k0 + 2
α
n+ 1
n∑
k=k0
pn−k(α)
= α
k0 + 1
k0 + 2
Mn(α)− α
n+ 1
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)
pn−k(α), (46)
where the last sum in (46) is positive.
Proposition 5.1. For α > 1 we have
lim
n→∞Mn(α) =∞, limn→∞ pn(α) =∞.
Proof. The case α > 2.
In this case pn+1(α) > Mn(α) by (45), and then (44) implies thatMn+1(α) >
Mn(α), so Mn(α) increases to C ≤ ∞. We claim that C =∞ and the proposi-
tion is proved because of (45). We shall see that the assumption C <∞ leads
to a contradiction. We choose a sufficiently small δ > 0 so that
α
2
(C − δ) > C + δ,
and next n0 ∈ N so that Mn(α) > C − δ for n ≥ n0. We then get
pn+1(α) ≥ α
2
Mn(α) >
α
2
(C − δ) > C + δ, n ≥ n0,
which leads to a contradiction, since it implies thatMn(α) will eventually exceed
C.
The case 1 < α ≤ 2.
We proceed in steps:
Step 1: The sequence (pn(α))n≥0 is unbounded.
Assume for contradiction that pn(α) ≤ B <∞ for all n. Then also Mn(α) ≤
B, and since pn(α) ≥ pn(1) ≥ 1/e by Proposition 2.8-(i, v, vi), we also get
Mn(α) ≥ 1/e.
For a given α > 1 we choose the smallest k0 ∈ N so that
α
k0 + 1
k0 + 2
> 1 (47)
and ε > 0 such that
α
k0 + 1
k0 + 2
> 1 + ε.
From (46) we then get
pn+1(α) > (1 + ε)Mn(α)− α
n+ 1
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)
B
≥
(
1 +
ε
2
)
Mn(α) +
ε
2e
− α
n+ 1
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)
B,
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and since the last term tends to 0 for n→∞, we get
pn+1(α) ≥
(
1 +
ε
2
)
Mn(α) > Mn(α), n ≥ n0,
where n0 ∈ N is sufficiently large. Therefore Mn+1(α) > Mn(α) for n ≥ n0 and
finally C := limn→∞Mn(α) exists and C ≤ B.
Let now δ > 0 be so small that by (47)
α
k0 + 1
k0 + 2
(C − δ) > C + δ,
and let n1 > n0 be so large that Mn(α) > C − δ for n ≥ n1. By (46) we get for
n ≥ max(k0, n1)
pn+1(α) > α
k0 + 1
k0 + 2
(C − δ)− α
n+ 1
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)
pn−k(α)
> C + δ − α
n+ 1
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)
B,
hence
pn+1(α) > C + δ/2, n ≥ n2,
where n2 is sufficiently large. Therefore Mn(α) will eventually be larger than
C, which is a contradiction, and we have proved Step 1.
Step 2: The sequence (Mn(α))n≥0 is eventually strictly increasing.
Once this is proved, we know that limn→∞Mn(α) = ∞ for otherwise
(Mn(α)) is a bounded sequence, and so is (pn(α)) by (45), and this contra-
dicts Step 1.
To see Step 2 we note that by Step 1 there exist indices n1 < n2 < · · · such
that (pnj+1(α))j≥1 is strictly increasing to infinity. By (45) we get that
lim
j→∞
Mnj (α) =∞.
We now use that 1 < α ≤ 2 and hence pn(α) ≤ n for n ≥ 1 by Proposition 2.8-
(iii). From (46) we then get for n ≥ k0
pn+1(α) ≥ αk0 + 1
k0 + 2
Mn(α)− α
n+ 1
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)
(n− k)
> α
k0 + 1
k0 + 2
Mn(α)− α
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)
. (48)
Since Mnj (α)→∞, there exists j so that for n˜ := nj ≥ k0
α
k0 + 1
k0 + 2
Mn˜(α)− α
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)
> Mn˜(α). (49)
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This gives pn˜+1(α) > Mn˜(α) and hence Mn˜+1(α) > Mn˜(α).
We prove now by induction that (Mk(α)) is strictly increasing for k ≥ n˜.
We have just established the start of the induction proof.
Assume that for some k ∈ N
Mn˜(α) < Mn˜+1(α) < · · · < Mn˜+k(α).
By (48) we have
pn˜+k+1(α) > α
k0 + 1
k0 + 2
Mn˜+k(α)− α
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)
= Mn˜+k(α)
[
α
k0 + 1
k0 + 2
− α
Mn˜+k(α)
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)]
> Mn˜+k(α)
[
α
k0 + 1
k0 + 2
− α
Mn˜(α)
k0−1∑
k=0
(
k0 + 1
k0 + 2
− k + 1
k + 2
)]
> Mn˜+k(α),
where the last inequality follows from (49).
Proof of Proposition 2.8-(vii). We will only prove limn→∞
pn+1(α)
pn(α)
= 1, then
limn→∞ n
√
pn(α) = 1 follows from [12, Theorem 3.37].
For every α > 0, by (43),
lim inf
n→∞
pn+1(α)
pn(α)
≥ 1. (50)
For 0 < α ≤ 1, we already know from Proposition 2.8-(v) that pn+1(α)pn(α) < 1
and then
lim
n→∞
pn+1(α)
pn(α)
= 1.
By (44) and (45) we get
Mn(α)
Mn−1(α)
=
n
n+ 1
+
pn(α)
(n+ 1)Mn−1(α)
≤ n
n+ 1
+
α
(n+ 1)
. (51)
For α ≥ 2, by (45) and Property (v) in Proposition 2.8 we have
pk(α) ≤ pn+1(α) ≤ αMn(α) for every k ≤ n. (52)
By (45) and (46),
pn+2(α)
pn+1(α)
≤ αMn+1(α)
αk0+1k0+2Mn(α)− αn+1
∑k0−1
k=0
(
k0+1
k0+2
− k+1k+2
)
pn−k(α)
=
Mn+1(α)
Mn(α)
· 1
k0+1
k0+2
− 1n+1
∑k0−1
k=0
(
k0+1
k0+2
− k+1k+2
)
pn−k(α)
Mn(α)
.
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For a given k0 the sum in the denominator is bounded because of (52). Then
we obtain, using (51),
lim sup
n→∞
pn+2(α)
pn+1(α)
≤ k0 + 2
k0 + 1
.
Since k0 is any integer, along with (50), this proves that
lim
n→∞
pn+1(α)
pn(α)
= 1.
For 1 < α ≤ 2 we use (48) instead of (46), to obtain
pn+2(α)
pn+1(α)
≤ αMn+1(α)
αk0+1k0+2Mn(α)− α
∑k0−1
k=0
(
k0+1
k0+2
− k+1k+2
)
=
Mn+1(α)
Mn(α)
· 1
k0+1
k0+2
− 1Mn(α)
∑k0−1
k=0
(
k0+1
k0+2
− k+1k+2
) .
Again, for a fixed k0 the sum in the denominator is bounded and since Mn(α)→
∞ we conclude as above.
Proof of Theorem 1.6. In the case 0 ≤ α ≤ 1, Equation (10) follows immedi-
ately from Proposition 2.8-(v).
For 2 ≤ α, using that pn(α) is increasing by Proposition 2.8-(v) we get
pn+1(α)
pn(α)
=
α
n+ 1
n∑
k=0
k + 1
k + 2
pn−k(α)
pn(α)
≤ α
n+ 1
n∑
k=0
k + 1
k + 2
≤ α.
Finally, in the case 1 < α < 2, Equation (10) can be obtained combining
(51) with (45):
pn+1(α)
pn(α)
≤ 2 Mn(α)
Mn−1(α)
≤ 2n+ α
n+ 1
≤ 2α, n ≥ 1,
while p1(α)p0(α) = α/2 < 2α.
Now, for α > 0, s > 0 and n ≥ 1 we have
pn+1(α)
sn
n!
≤ pn(α) s
n−1
(n− 1)!
if and only if
pn+1(α)
npn(α)
≤ 1
s
.
Since the left-hand side is ≤ α̂/n by Equation (10), we see that the power series
(6) satisfies the Alternating Series Test for n ≥ α̂s.
Remark 5.2. Property (v) in Proposition 2.8 does not consider the case 1 <
α < 2. From numerical calculations it seems true that (pn(α))n≥1 is increasing
whenever α ≥ 4/3, which is when p1(α) ≤ p2(α). For 1 < α < 4/3, pn(α) is
decreasing for 0 ≤ n ≤ n0(α) and increasing for n0(α) ≤ n, where n0(α) ∈ N is
decreasing in α. However, we have not been able to prove this.
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6 Proof of Theorem 1.3
In this section we prove several properties of the family of functions ϕα, that
were listed in Theorem 1.3
In the proof of Theorem 1.3-(i, iii) we need the following lemma. The proof
is left as an exercise.
Lemma 6.1. Let
fj(s) =
∞∑
n=0
aj,ns
n, f(s) =
∞∑
n=0
ans
n, s ∈ C
be power series of entire functions fj , j ∈ N and f . Assume that for all n ≥ 0
lim
j→∞
aj,n = an, |aj,n| ≤ cn,
where
∑
cnR
n <∞ for all R > 0.
Then limj→∞ fj(s) = f(s) uniformly for s in compact subsets of the complex
plane.
Proof of Theorem 1.3-(i, ii). We use that
lim
α→0
pn+1(α)
α
=
1
n+ 2
,
∣∣∣∣pn+1(α)α
∣∣∣∣ ≤ 1, 0 < |α| ≤ 1.
The first assertion follows from Proposition 2.8-(i), and the second assertion
follows from Proposition 2.8-(ii, iii) together with (5).
Lemma 6.1 now shows that
lim
α→0
ϕα(s)
αeα
=
∞∑
n=0
(−1)n
n+ 2
sn
n!
uniformly for s in compact subsets of C. It is easy to see that the sum of this
power series is equal to the function
w(s) =
 1− (1 + s)e
−s
s2
, when s 6= 0,
1
2 , when s = 0.
The zeros of w are given by 1 + s = es, which has no real solutions differ-
ent from 0. The equation 1 + s = es has countably many non-real solutions,
which can be given using the branches of the Lambert W function, available
in Maple. For each k ∈ Z the k’th branch is denoted W (k, z) and satisfies
W (k, z) exp(W (k, z)) = z. It follows that the solutions to 1 + s = es are
s = ξk = −W (k,−1/e)− 1, k ∈ Z, but ξ−1 = ξ0 = 0 and the other values given
are calculated in Maple.
Assertion (ii) now follows from Hurwitz’ Theorem.
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Proof of Theorem 1.3-(iii, iv). For simplicity we introduce
ϕ˜α(s) = exp(−α)ϕα(s) =
∞∑
n=0
(−1)npn+1(α)s
n
n!
. (53)
Note that
lim
|α|→∞
pn(α)
αn
=
1
2nn!
,
∣∣∣∣pn(α)αn
∣∣∣∣ ≤ 1, for 1 ≤ |α|,
by Proposition 2.8-(i, ii, iii). Lemma 6.1 therefore shows that
lim
|α|→∞
ϕ˜α(s/α)
α
=
∞∑
n=0
(−1)n s
n
2n+1n!(n+ 1)!
uniformly for s in compact subsets of the complex plane.
The Bessel function of order 1 is defined by the series
J1(z) =
z
2
∞∑
n=0
(−1)n (z/2)
2n
n!(n+ 1)!
and hence
lim
|α|→∞
ϕ˜α(s/α)
α
=
J1(
√
2s)√
2s
. (54)
The zeros of J1 are all real and simple and equal to 0,±j1,±j2, . . ., where
0 < j1 < j2 < . . . is a well-known sequence of positive numbers tending to
infinity.
The zeros of the right-hand side of (54) are j2k/2. In a sufficiently small disc
Dk centered at j
2
k/2, ϕ˜α(s/α) has a unique zero sk(α), when |α| is sufficiently
large. It is simple and we have
lim
|α|→∞
αsk(α) =
j2k
2
.
This is according to a theorem of Hurwitz. If α > 0 the complex zeros of ϕα
must appear in conjugate pairs, and therefore sk(α) must be real and hence
positive for otherwise Dk would contain two zeros, when α > 0 is sufficiently
large.
Proof of Theorem 1.3-(v). The order and type does not change when we mul-
tiply an entire function by a constant, then we may work with ϕ˜α as in (53).
Defining
cn =
pn+1(α)
n!
,
it is known, cf. e.g. [5], that the order ρ of ϕα is
ρ = lim sup
n→∞
log n
log(1/ n
√
cn)
,
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but since
1
n
√
cn
=
n
√
n!
n
√
pn+1(α)
∼ n
e
by Proposition 2.8-(vii) and Stirling’s formula, we get
log n
log(1/ n
√
cn)
=
(
1 +
log(e/(n n
√
cn))− 1
log n
)−1
,
which converges to 1, hence ρ = 1.
The type τ is given by
τ =
1
e
lim sup
n→∞
(n n
√
cn),
but since lim(n n
√
cn) = e, we get τ = 1.
7 Appendix
In this appendix we add a few remarks that came up after the submission of
this work.
Remark 7.1. A referee has kindly pointed out that the coefficients cn,k of the
polynomials pn(α) can be expressed by the following formula
cn,k = (−1)n−k
k∑
m=1
(−1)m s(n+m,m)
(n+m)!(k −m)! , n ≥ k ≥ 1, (55)
where the s(p,m) are the Stirling numbers of the first kind defined by
t(t− 1) · · · (t− p+ 1) =
p∑
m=0
s(p,m)tm, p ≥ 1,
s(0, 0) := 1, see [6, p.278]. Note that s(p, 0) = 0 for p ≥ 1, so in (55) one may
sum from m = 0 as well. To see (55) we use the formula
Bn(a1, . . . , an) =
n∑
k=1
Bn,k(a1, . . . , an−k+1),
where the partial Bell partition polynomials Bn,k are defined as
Bn,k(a1, . . . , an−k+1) =
∑
J(n,k)
n!
j1! · · · jn−k+1!
n−k+1∏
m=1
(am
m!
)jm
,
cf. [6, Section 11.2]. The sum is over the set J(n, k) of all integers j1, . . . , jn−k+1 ≥
0 satisfying
j1 + · · ·+ jn−k+1 = k, j1 + 2j2 + · · ·+ (n− k + 1)jn−k+1 = n.
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In the special case ak = (−1)kαk!/(k + 1), k = 1, . . . , n we then get
Bn,k
(
−α1!
2
, α
2!
3
, . . . , (−1)n−k+1α(n− k + 1)!
n− k + 2
)
=
∑
J(n,k)
n!
j1! · · · jn−k+1!
n−k+1∏
m=1
(
(−1)mα
m+ 1
)jm
= αk(−1)nBn,k
(
1!
2
,
2!
3
, . . . ,
(n− k + 1)!
n− k + 2
)
.
In [11, Theorem 1] one finds the evaluation
Bn,k
(
1!
2
,
2!
3
, . . . ,
(n− k + 1)!
n− k + 2
)
= (−1)n−kn!
k∑
m=1
(−1)ms(n+m,m)
(n+m)!(k −m)! , (56)
and hence by (13)
pn(α) =
(−1)n
n!
n∑
k=1
αk(−1)n(−1)n−kn!
k∑
m=1
(−1)ms(n+m,m)
(n+m)!(k −m)! ,
and finally one obtains (55).
We observe that, from (55), it is possible to deduce the explicit formula for
cn,1 given in Proposition 2.8-(i), using that (−1)ns(n + 1, 1) = n!, and also,
since s(n, 2) = (−1)n(n− 1)!Hn−1 with Hn = 1 + 1/2 + ...+ 1/n being the nth
harmonic number, to obtain the following formula for cn,2:
cn,2 =
Hn+1
n+ 2
− 1
n+ 1
.
Further formulas can be obtained in terms of generalized harmonic numbers
but they become increasingly more complicated.
Also the explicit formula for cn,n given in Proposition 2.8-(i) can be ob-
tained, by using (56) and the definition of Bn,n:
cn,n =
n∑
m=1
(−1)ms(n+m,m)
(n+m)!(n−m)! =
1
n!
Bn,n
(
1
2
)
=
1
n!
(
1
2
)n
.
Remark 7.2. Alan Sokal asked the first author if Theorem 3.6 can be replaced
by the stronger statement that (pn(α))n≥0 is a Hausdorff moment sequence
when 0 ≤ α ≤ 1. The answer is yes, but the reader is warned that Equations
(37) and (38) do not hold for n = −1.
In fact, if 0 < α < 1 we get for n = −1
e−α
pi
∫ 1
0
(x/(1− x))αx sin(αpix)x−1 dx = e−α lim
x→0+
fα(x)
= e−α(eα − 1) = 1− e−α < 1 = p0(α),
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where we have used (29) and (11), and there is a similar calculation in case
α = 1. Using the Hausdorff moment sequence (δn0)n≥0 = (1, 0, 0, 0, . . .) we find
for 0 < α < 1
pn(α) = e
−αδn0 +
e−α
pi
∫ 1
0
(x/(1− x))αx sin(αpix)
x
xn dx, n ≥ 0,
showing that (pn(α))n≥0 is a Hausdorff moment sequence when 0 < α < 1. We
similarly get pn(0) = δn0 and
pn(1) = e
−1δn0 + e−1 +
e−1
pi
∫ 1
0
(x/(1− x))x sin(pix)
x
xn dx, n ≥ 0.
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