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INFERENCE OF SYNCHROSQUEEZING TRANSFORM –
TOWARD A UNIFIED STATISTICAL ANALYSIS OF
NONLINEAR-TYPE TIME-FREQUENCY ANALYSIS
MATT SOURISSEAU, HAU-TIENG WU, AND ZHOU ZHOU
Abstract. We provide a statistical analysis of a tool in nonlinear-type time-
frequency analysis, the synchrosqueezing transform (SST), for both the null
and non-null cases. The intricate nonlinear interaction of different quantities
in the SST is quantified by carefully analyzing relevant multivariate complex
Gaussian random variables. Several new results for such random variables are
provided, and a central limit theorem result for the SST is established. The
analysis sheds lights on bridging time-frequency analysis to time series analysis
and diffusion geometry.
1. Introduction
Time series contain dynamical information of a system under observation, and
their ubiquity is well-known [24]. A key task in understanding and forecasting
such a system is to quantify the dynamics of an associated time series according
to a chosen model, a task made challenging by the fact that often the system is
nonstationary. Although there is no universal consensus on how to model and
analyze time series extracted from nonstationary systems, two common schools of
thought are those of time series analysis [25, 7, 18] and time-frequency (TF) analysis
[14, 20]. Roughly stated, the main difference between these two paradigms is the
assumptions they make on the underlying random process modelling a time series.
In classical time series analysis, this random process is typically assumed to have
zero first-order statistics. The focus is then on analyzing the second-order statis-
tics, mainly for the purpose of forecasting. Seasonality of a time series (that is,
an oscillatory pattern of known periodicity in its mean) is removed by differenc-
ing the sequence [7]. When a time series is modelled as a sum of a parametric
periodic mean function and a stationary noise sequence, there is a small body of
statistics literature on methods and algorithms to estimate its periodicity when
unknown. In a pioneering work on statistical inference of unknown periodicity,
Fisher [19] proposed a maximum periodogram test, which was later investigated
and extended [26, 34, 48, 11, 37]. Parametric and non-paramtric approaches have
found applications in modelling the light curves of variable stars with chirp behavior
in their frequencies [23] and possible oscillatory patterns [41, 6], and a more general
combination of all of the above has also been considered [17]. However, it seems that
in time series literature, little attention has been paid to the possibility of complex
seasonality with time-varying amplitude and frequency. To capture nonstationarity,
a random process can be modelled as locally stationary [51, 13], piecewise locally
stationary [61, 62], or satisfying a time-varying autoregressive (AR) model [24], for
example. It is interesting that one of major driving forces in the recent surge in
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nonstationary time series analysis lies in modelling such series via various evolution-
ary spectral decompositions of the underlying covariance structure, which shares a
similar flavour to that of TF analysis. That is, one seeks to model general classes
of nonstationary time series by various time-varying Fourier or wavelet representa-
tions of the covariance. See for instance [46] and [13] for an evolutionary Fourier
decomposition or Cramer representation approach, and [39] for a method based on
time-varying wavelet spectra. Among others, [1] and [43] provide contributions in
estimating algorithms.
The common ground with TF analysis originates in investigating “local spectral
behavior” [47, 38], a generalization of the idea of using the spectrum to capture
local behavior by manipulating the covariance function. In particular, when the
signal is oscillatory, the common interest is to explore how the oscillation dynami-
cally behaves. This problem has a long history, beginning with the consideration of
time-varying frequency and amplitude modulation [21, 45] and more recently pro-
gressing to nonparametric, nonsinusoidal, time-varying oscillatory patterns [56, 35].
An important application is found in physiological time series data; for example,
electrocardiograms, photoplethysmography, and respiratory signals. Such signals
are commonly composed of several oscillatory components with time-varying prop-
erties. Much effort has been invested over recent decades to understand the com-
plicated dynamics of such signals, a major obstacle being that it is difficult to write
down parametric models for them. This motivates the consideration of nonpara-
metric random processes as models for the signal. The adaptive harmonic model
(AHM) is used when the oscillatory pattern of the mean is sinusoidal, and the
adaptive non-harmonic model (ANHM) otherwise. In the latter, the mean is a
summation of finite oscillations (each with time-varying frequencies or amplitudes,
perhaps oscillatory), and, unlike in the time series approach, the second order sta-
tistics are mainly considered noise.
In the TF approach, available algorithms are roughly classified into linear-type,
bilinear-type and nonlinear-type. The synchrosqueezing transform (SST), a nonlinear-
type TF tool based on the AHM/ANHM model, was developed in the past decade
to estimate the time-varying frequency, amplitude, oscillatory patterns, possible
trends, and noise. Broadly, the SST is a nonlinear modification of the commonly
used spectrogram, deviating from the short-time Fourier transform (STFT) and
Gabor transform by taking the phase information of the STFT into account, and
can be viewed as a special case of the reassignment technique pioneered in [29]
and further explored in [2]. The SST encodes the spirit of empirical mode decom-
position [27], and since its development has seen diverse applications and several
variations. For example, taking the S-transform [28] or wave packets [59] into ac-
count, considering higher order phase information [40], combining the cepstrum
tool [35], and applying multi-taper techniques [58, 16] have contributed to further
stabilizing the TFR obtained from the SST.
See Figure 1 for an illustration of the SST when applied to a noisy peripheral
venous pressure (PVP) signal. The PVP signal is recorded from a peripheral in-
travenous catheter [55], which is minimally invasive, cost-effective, and widely used
in healthcare environment. While it encodes rich hemodynamic and various other
information, it is usually noisy and difficult to study; moreover, visualizing the
hemodynamic oscillation from the raw PVP signal is difficult. This PVP signal
3was recorded during a hypovolemic event, and the patient received 500cc fluid (in-
dicated by the red dash line). Although this is difficult to see in the raw PVP
signal, in the time-frequency representation (TFR) determined by the SST, we see
a clear transition before and after the fluid transfusion – after the first minute, there
is a dominant curve (indicated by the blue arrows) that coincides with the heart
rate (signal not shown), which indicates that the hemodynamic oscillation is re-
stored. This example demonstrates the capability of the SST to extract dynamical
information even in significantly noisy signals.
Recently the theoretical analysis of SST under the AHM or ANHM when noise
does not exist has been well-established [15, 10] and widely applied to different
problems (for a brief summary of applications, see [16]). However, when noise (or
any stochastic process) is present, the exploration has been limited to asymptotic
expansion [52, 10, 60] or only part of the algorithm [9]. Specifically, even in the
null case (that is, when there is no oscillatory signal, only noise), the distribution
of the SST applied to Gaussian white noise is unknown. Note that the TFR of
the noisy PVP shown in Figure 1 exhibits a curious “texture” structure before
the first minute. This texture structure also exists in the background of the TFR
after the first minute, while the strength varies from time to time. This kind of
texture structure could mask the information of interest, so there is reason to be
cautious about it causing misinterpretation in scientific exploration. More examples
on the simulated signal can be found in Figure SI.1 in the online supplement. The
main focus of this work is to provide a systematic statistical analysis of the SST;
specifically, we write down the precise distribution associated with the SST of a
stationary white Gaussian random process, in both null and non-null cases.
The first challenge encountered along the way is dealing with improper multi-
variable complex random variables and their ratio distributions. While proper (or,
“circular”) complex random variables have been widely discussed in signal process-
ing literature [3], their improper counterparts and corresponding ratios have been
mostly ignored, except for [45, 50]. In our case, impropriety arises naturally from
the phase information encoded in the STFT, and handling its effect on the quo-
tient structure forms the first part of the paper, and is of its own interest for other
applications.
The second challenge is handling the nonlinear reassignment of STFT coefficients
according to the reassignment rule. This nonlinear reassignment is complicated by
handling the degeneracy of the covariance structure in the low frequency region.
This step has an interesting interpretation and helps us connect time series, TF
analysis and other topics; the big picture is that the reassignment rule has a natural
interpretation within the kernel regression framework of time series analysis, and
can be understood in the framework of diffusion geometry in the manifold learning
setup.
The third challenge is handling the dependence structure when we show the
central limit theorem (CLT) of the SST. The main technique here is exploiting
M -dependence, and the associated critical quantity is the “effective sampling rate”
– once we find a proper M -dependent surrogate of the original random process
associated with the SST, if the “effective sampling rate” is correctly specified, we
show that in both null and non-null cases, the SST of a stationary white Gaussian
random process follows a complex normal distribution.
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Figure 1. An application of the synchrosqueezing transform
(SST) to the peripheral venous pressure (PVP) signal. Top: the
PVP signal recorded during a surgery. Bottom: the time-frequency
representation (TFR) determined by the STFT-based SST of the
PVP signal.
1.1. Organization of the paper. In Section 2, we describe the STFT-based SST
and describe two main goals for the paper. In Section 3, we present some tools for
handling complex Gaussian random vectors. These are of interest aside from their
use in the sequel, so we isolate them into an independent section. Section 4 marries
the two previous ones by describing the instantaneous frequency distribution and
its first and second order statistics. The SST integrand is then approximated in a
suitable sense by a truncated version of itself, which lends itself more handily to
the proof of a CLT-style theorem for the SST; namely, Theorem 4.7. We conclude
with an insight from the analysis with the proposed oscillatory signal detection
algorithm shown in Section 5, a numerical simulation in Section 6, and a discussion
in Section 7. Unless otherwise stated, all proofs are relegated to the supplementary
material.
2. A summary of the SST algorithm
Take a Schwartz function h. For a tempered distribution f , the windowed or
short time Fourier transform (STFT) of f associated with the window function h
is defined by the equation
(1) V
(h)
f (t, η) := f(ht,η),
where t ∈ R is the time and η > 0 is the frequency and ht,η(s) := h(s−t)e−2piiη(s−t).
We mention that this is a modification of the ordinary STFT by the phase modula-
tion e2piiηt, and we choose to work with it to simplify the upcoming heavy notation.
When f is represented by a function, we may abuse notation in the usual way and
write
(2) V
(h)
f (t, η) =
∫ ∞
−∞
f(s)h(s− t)e−2piiη(s−t) ds,
5Symbol Meaning
M, M>, M∗ Conjugate, transpose, and complex conjugate of a matrix M , respectively
v, M The vector
[
v
v
]
, or a matrix with block structure
[
A B
B A
]
, respectively
‖ · ‖ Euclidean norm on vectors, Frobenius norm on matrices
Hν(·) Hermite function of negative order ν < 0
1F1(a; b; z) Confluent hypergeometric function as defined in [33, p. 239, (9.1.4)]
q The vector
[
1 q
]> ∈ C2
S The class of C-valued Schwartz functions defined on R
<,= Real and imaginary part operators, respectively
Φ,Y,Q M -dependent truncations
F Fourier transform; unitary version with kernel Kξ(t) = exp (−2piitξ).
V
(h)
f Short-time Fourier transform of f , with window h
Ω
(h)
f Reassignment rule of f with window h
S
(h,α)
f STFT-based synchrosqueezing transform of f with window h and bandwidth α > 0
(h)t,η The composition (h ·Kη) ◦ τt, where τt(s) = s− t and h ∈ S
Table 1. Summary of symbols
Commonly, the window function h is chosen to be a Gaussian function with mean
0 and bandwidth σ > 0. Given the above, the STFT-based synchrosqueezing trans-
form (SST) of f with the modified window function h with resolution α > 0 is
defined to be
(3) S
(h,α)
f (t, ξ) :=
∫
V
(h)
f (t, η) gα
(
ξ − Ω(h)f (t, η)
)
dη,
where the reassignment rule Ω
(h)
f (t, η) is defined by
(4) Ω
(h)
f (t, η) :=
 12pii
∂tV
(h)
f (t,η)
V
(h)
f (t,η)
if V
(h)
f (t, η) 6= 0
−∞ otherwise
and gα is an approximate δ-distribution on C when α is sufficiently small; that is,
gα tends weakly to the δ-distribution centred at zero as α → 0. For concreteness,
we will take gα(z) =
1
piαe
−|z|2/α, which has the L1 norm 1. Notice that the non-
linearity of the SST over signals arises from the dependence of equation (3) on the
reassignment rule, which provides information about the instantaneous frequency
of the signal (as made precise in [15, 53]).
The goal of this paper is to initiate the study of the distribution of S
(h,α)
f+Φ (t, ξ)
for t ∈ R and ξ > 0, where f is a deterministic tempered distribution and Φ is
a generalized random process (GRP); see Section B for a summary of GRP. In
this case, to understand the statistics of S
(h,α)
f+Φ (t, ξ), we are led to consider the
distribution of the ratio of the random variables
V
(h)
f+Φ(t, η) = f(ht,η) + Φ(ht,η)(5)
∂tV
(h)
f+Φ(t, η) = ∂tf(ht,η) + Φ(∂tht,η).(6)
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We work under the assumptions that the noise Φ is mean-zero. Under this assump-
tion, we have µ =
[
µ1 µ2
]>
so that
(7) µ := E
[
V
(h)
f+Φ(t, η) ∂tV
(h)
f+Φ(t, η)
]>
=
[
f(ht,η) ∂tf(ht,η)
]>
.
By a direct expansion and the fact that ∂t[ht,η(s)] = −(h′)t,η(s) + i2piηht,η(s) by
definition, the reassignment rule takes the form
(8) Ω
(h)
f+Φ(t, η) =
1
2pii
(
µ2 + 2piiηΦ(ht,η)− Φ((h′)t,η)
µ1 + Φ(ht,η)
)
,
Note that (h′)t,η(s) = h′(s− t)e−2piiη(s−t). If the noise is such that Φ(ht,η) is zero
only on a set of measure zero, we may add and subtract 2piiηµ1 in the numerator
of (8) to obtain the almost-sure equality
Ω
(h)
f+Φ(t, η)
a.s
= η − 1
2pii
(
2piiηµ1 − µ2 + Φ((h′)t,η)
µ1 + Φ(ht,η)
)
.(9)
We will treat the null case when f(t) = 0, and the non-null case when f(t) is not
identically zero. The analysis in each case depends on understanding the random
variables at hand, specifically
2piiηµ1−µ2+Φ((h′)t,η)
µ1+Φ(ht,η)
, which we address now.
3. Complex Gaussians and their quotients
Suppose the n-dim complex random vector Z ∈ Cn can be written in the form
Z = X + iY for some n-dim real-valued random vectors X and Y. The density of
Z is then defined to be the density of
[
X> Y>
]> ∈ R2n; that is, fZ(x + iy) :=
fX,Y(x, y).
Definition 3.1 (Complex Gaussian distribution [50]). Let µ ∈ Cn. Suppose Γ, C ∈
Cn×n are Hermitian positive-definite and complex symmetric, respectively, and the
Hermitian matrix Γ−C∗Γ−1C is positive definite. We write Z ∼ CNn(µ,Γ, C) and
say the random vector Z ∈ Cn follows a complex Gaussian distribution with mean
µ, covariance Γ, and pseudocovariance C if
(10) fZ(z) =
1
pin
√
det Σ
e−
1
2 (z−µ)∗Σ−1(z−µ),
where z ∈ Cn, z :=
[
z
z
]
is the augmented vector, and Σ :=
[
Γ C
C Γ
]
is the augmented
covariance matrix. Z is said to be proper if C = 0, and improper otherwise.
Note that while real Gaussian vectors are completely characterized by their mean
and covariance, complex Gaussian vectors are characterized by their mean and
augmented covariance, as is clearly seen by the structure of the matrix Σ. Note
that if a complex Gaussian vector has uncorrelated components (that is, diagonal
Γ), it does not necessarily follow that these components are independent, as C may
be nonzero. When Z is proper, commutativity of matrix inversion with conjugation
and positive-definiteness of Γ gives us
(11) fZ(z) =
1
pin det Γ
e−(z−µ)
∗Γ−1(z−µ).
If Γ is also diagonal, the real and imaginary parts of Z are seen by direct calculation
to be independent N(<(µ),Γ/2) and N(=(µ),Γ/2) random variables, respectively.
7Note that positive-definiteness of Σ guarantees the invertibility of Γ, and hence
by [5, Proposition 2.8.3] we have det Σ = det Γ det P, where the so-called Schur
complement, P := Γ − CΓ−1C is also invertible. By block matrix inversion [5,
(2.8.16), (2.8.18) and (2.8.20)], we have
(12) Σ−1 =
[
P−1 −P−1R
−R>P−1 P−1
]
,
where R := CΓ−1. Observe that since Σ is positive definite, P−1 is too. Moreover, by
a direct validation, we know P−1R is also symmetric. Indeed, by viewing Σ × Σ−1
as a multiplication of 2 × 2 block matrices, we have −ΓP−1R + CP−1 = 0 and
CP−1 − ΓR>P−1 = 0, which leads to P−1R = Γ−1CP−1 and R>P−1 = Γ−1CP−1.
Since Σ−1 is Hermitian, we have R>P−1 = (P−1R)∗, and hence we immediately have
the claim by (P−1R)> = R>P−1 = Γ−1CP−1 = P−1R.
3.1. Complex Gaussian quotient density and moments. If the complex ran-
dom vector (Z1, Z2) ∼ CN2(0,Γ, 0), then the density of Z2/Z1 has a simple closed-
form determined in [3]. To extend this result to the most general case, we recall from
[33, p. 285, (10.2.8)], [33, p. 290, (10.5.2)] and [44, (4)] that the Hermite function
Hν of order ν < 0 is an analytic function of z ∈ C and satisfies the identities
Hν(z) =
1
Γ(−ν)
∫ ∞
0
t−(ν+1)e−t
2−2tz dt(13)
Hν(−z) +Hν(z) = 2
ν+1
√
pi
Γ((1− ν)/2) 1F1
(−ν
2
;
1
2
; z2
)
(14)
Hν(−z)−Hν(z) = 2
ν+2
√
piz
Γ(−ν/2) 1F1
(−ν + 1
2
;
3
2
; z2
)
.(15)
With these in mind, we have the following new result:
Theorem 3.1 (Complex Gaussian quotient density). If
[
Z1 Z2
]> ∼ CN2(µ,Γ, C),
then for any q ∈ C the density of the random variable Q = Z2/Z1 is given by
fQ(q) =
e−
1
2µ
∗Σ−1µ
pi2
√
det Γ det P
∫ pi
0
1F1
(
2;
1
2
;
Bµ(θ, q)
2
A(θ, q)
)
1
A(θ, q)2
dθ,(16)
where
A(θ, q) = q∗P−1q−<(e2iθq>R>P−1q)(17)
Bµ(θ, q) = <
(
eiθ(µ∗ − µ>R>)P−1q).(18)
and q :=
[
1 q
]> ∈ C2. In the special case when C = 0 and µ = 0, we write Q◦
instead of Q, and we have
fQ◦(q) =
1
pi det Γ
1
(q∗Γ−1q)2
.(19)
The proof of Theorem 3.1 is given in Appendix D.1. The symbols A and Bµ
originating from the existence of the impropriety are introduced to keep the formula
(16) and the following analysis succinct. Notice that Bµ vanishes when the mean
µ is zero. Moreover, fQ◦ does not blow up at 0 because ‖q‖2 = 1 + |q|2 for all q.
On the other hand, fQ◦ decays like ‖q‖−4 as |q| → ∞.
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Theorem 3.2. Let
[
Z1 Z2
]> ∼ CN2(µ,Γ, C) and Q = Z2/Z1. Then
(i) E|Q|β and EQβ are finite when 0 ≤ β < 2, and infinite when β = 2.
(ii) When C = 0 and µ = 0, we have EQ◦ = Γ21/Γ11.
(iii) When C = 0, Γ is diagonal, and µ = (µ1, 0), where µ1 ∈ C, we have
EQ = 0.
The proof of Theorem 3.2 is given in D.2. Note that when Γ is not diagonal, Z1
and Z2 are dependent. In the SST application we soon consider, Γ will automati-
cally be diagonal (and for most applications, a whitening process can achieve this
condition).
Remark. We now discuss a point of potential confusion in the literature. It is well-
known that the quotient of two independent real Gaussian random variables follows
a Cauchy distribution, and the density of a quotient of dependent nonstandard real
Gaussians is given explicitly in [44, Theorem 2]. One might expect that an extension
to the complex situation would bring truth to the statement that “a quotient of
complex Gaussians should have a complex Cauchy distribution”. Unfortunately,
this is not the case: a distribution by the name of complex Cauchy has already
appeared in the literature [50, p. 46, (2.80) with n = 1], its density being given by
f(z) =
1
pi
√
detS
(
1 + (z − µ)∗S−1(z − µ))−3/2
for some location parameter µ and so-called scatter (or dispersion) matrix S. This
does not coincide with the distribution of the quotient of two complex Gaussians;
for example, the former does not have a mean [50], whereas the latter does, as is
shown in Theorem 3.2.
4. Statistical analysis of SST
To understand the SST, we start with setting up the model, and then study each
step of the algorithm.
4.1. Mathematical model. We follow the ideas in [22, 30] and introduce a com-
plex version of Gaussian white noise.
Definition 4.1 (Complex Gaussian white noise). A stationary GRP Φ is a com-
plex Gaussian white noise if for any finite collection ψ1, . . . , ψn ∈ S we have
(Φ(ψ1), . . . ,Φ(ψn)) ∼ CNn(0,Γ, C), where Γi,j = E[(Φ(φ)−E[Φ(φ)])(Φ(ψ)− E[Φ(ψ)])]
and Ci,j = E[(Φ(φ)−E[Φ(φ)])(Φ(ψ)−E[Φ(ψ)])] for all 1 ≤ i, j ≤ n. We denote the
measure associated with Φ by dξ; see Section B for more information.
Note that the matrices above need not be diagonal. A typical example of complex
Gaussian white noise is DW , where W be a standard complex Brownian motion,
D the differentiation operator on GRPs, and DW is the weak derivative of W .
To study the non-null case, we introduce the oscillatory signal assumption we
have interest. In general, the frequency and amplitude of an oscillatory signal both
vary with time. In this work, we are concerned with the AHM [15, 10], where the
frequency and amplitude of a signal are assumed to change slowly relative to its
time-varying frequency. In the case of AHM, a signal can be well-approximated
locally by a single harmonic component [15, 10]. In light of this, we assume from
now on the following:
9Assumption 4.1. Consider the random process Y = f + Φ, where Φ is a complex
Gaussian white noise, and the signal f is of the form f(t) = Ae2piiξ0t for some fixed
frequency ξ0 > 0 and amplitude A ≥ 0. We refer to the situation when A = 0 as
the null case, otherwise the non-null case.
4.2. The noise structure. When Φ is a complex Gaussian white noise, by equa-
tions (5) and (6), we investigate the noise structure
Wt,η :=
[
Φ(ht,η) Φ((h
′)t,η)
]>
.
The second-order statistics of Wt,η are computed in the following lemma.
Lemma 4.2. When the window h has the property that hˆ is real-valued and even,
we have Wt,η ∼ CN2(0,Γη, Cη), where
Γη =
[
γ0(0) 0
0 4pi2γ2(0)
]
(20)
Cη =
[
ν0(2η) 2pii[2ην0(2η)− ν1(2η)]
2pii[2ην0(2η)− ν1(2η)] −4pi2[2ην1(2η)− ν2(2η)]
]
,
where
γk(s) :=
∫ ∞
−∞
ξkhˆ(ξ − s)hˆ(ξ) dξ , νk(s) :=
∫ ∞
−∞
ξkhˆ(ξ)hˆ(s− ξ) dξ.
for s ∈ R and k ≥ 0.
See Lemma 4.2 for a proof. It is clear that Γη is independent of η. Thinking of the
case of real Gaussians, it is natural to ask if there is some choice of basis that would
let us diagonalize both the matrices, Γη and Cη, in Lemma 4.2. By elementary linear
algebra, two diagonalizable matrices are simultaneously diagonalizable if and only
if they commute, and it can be checked that Γη and Cη do not commute except
when Cη is a scalar multiple of the identity. Note that if hˆ(ξ) decays exponentially
when |ξ| → ∞, for any k ≥ 0, νk(η) also decays exponentially when |η| → ∞.
Therefore, Cη decays to 0 exponentially fast when |η| → ∞. When h is Gaussian,
we can further simplify γk and νk, so we hereafter assume the following:
Assumption 4.2. The window h is given by h(x) = (2pi)−1/2e−x
2/2.
As a direct consequence of Lemma 4.2, we obtain the following corollary by
utilizing the the exponential decay of the pseudocovariance part and noting that
hˆ(ξ) = e−2pi
2ξ2 .
Corollary 4.3. Under Assumption 4.2, the covariance and pseudocovarance ma-
trices of Wt,η satisfy
(21) Γη =
1
2
√
pi
[
1 0
0 1/2
]
and Cη =
e−4pi
2η2
2
√
pi
[
1 2piiη
2piiη 1/2− 4pi2η2
]
.
So when |η| → ∞, ‖Cη‖ = O(η2e−4pi2η2) and ‖Pη − Γ¯η‖ = O(η4e−8pi2η2).
From this corollary, we know that Cη → Γη when η → 0. Therefore, the eigenval-
ues of the augmented covariance matrix becomes more degenerate when η → 0. See
Lemma E.2 for a quantitative description. On the other hand, when η is large, the
pseudocovariance decays exponentially. Numerically, when η > 0.5, the maximal
entry of Cη is controlled by 10
−3, which is almost negligible.
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4.3. The statistical behavior of the reassignment. Next, we investigate the
reassignment rule. Under Assumption 4.1, the reassignment rule is merely an affine
change of variables away from a particular quotient of complex Gaussians, which
in the notation of equation (9) we define to be
(22) Q
(h)
f+Φ(t, η) :=
2piiηµ1 − µ2 + Φ((h′)t,η)
µ1 + Φ(ht,η)
so that we have Ω
(h)
f+Φ(t, η) = η − 12piiQ(h)f+Φ(t, η). Since Ω(h)f+Φ(t, η) and Q(h)f+Φ(t, η)
are linearly related, we only need to study one of them. Under Assumption 4.1,
equations (5), (6) and (7) then reduce to
V
(h)
f+Φ(t, η) = f(t)hˆ(η − ξ0) + Φ(ht,η),
∂tV
(h)
f+Φ(t, η) = f
′(t)hˆ(η − ξ0) + 2piiηΦ(ht,η)− Φ((h′)t,η),(23)
µ =
[
f(t)hˆ(η − ξ0) f ′(t)hˆ(η − ξ0)
]>
.
We then also have µ2 = 2piiξ0µ1, whereby (9) becomes
(24) Ω
(h)
f+Φ(t, η)
a.s
= η − 1
2pii
(
2pii(η − ξ0)µ1 + Φ((h′)t,η)
µ1 + Φ(ht,η)
)
and hence (22) becomes
(25) Q
(h)
f+Φ(t, η) =
2pii(η − ξ0)µ1 + Φ((h′)t,η)
µ1 + Φ(ht,η)
.
Clearly, Q
(h)
f+Φ(t, η) depends on t in the non-null case, while it does not depend at
all on t in the null case. In the non-null case, when η is far from ξ0, µ1 is close
to zero because of the factor hˆ(η − ξ0), and we would expect Q(h)f+Φ(t, η) to be well
approximated by the null case Q
(h)
Φ (t, η). This asymptotical behavior is summarized
in the following proposition.
Proposition 4.4. Suppose Assumptions 4.1 and 4.2 hold and A > 0. As η →∞,
we have
(26) f
Q
(h)
f+Φ(t,η)
(q) = f
Q
(h)
Φ (t,η)
(q) +O
(
e−8pi
2(η−ξ0)2
(1 + 4pi2|q|2)2
)
,
and hence we have Q
(h)
f+Φ(t, η)→ Q(h)Φ (t, η) in distribution and
(27) EQ(h)f+Φ(t, η) = O(e
−8pi2(η−ξ0)2) .
Moreover, when η = ξ0 and ξ0 is sufficiently large, we have
(28) |EΩ(h)f+Φ(t, ξ0)− ξ0| = O(e−8pi
2ξ20 ) .
Proof. We control the terms related to µ in Theorem 3.1. By (16), we have
f
Q
(h)
f+Φ(t,η)
(q) =
e−
1
2µ
∗Σ−1η µ
pi2
√
det Ση
∫ pi
0
1F1
(
2;
1
2
;
Bµ(θ, q)
2
A(θ, q)
)
1
A(θ, q)2
dθ ,(29)
where µ = f(t)hˆ(η − ξ0)
[
1 2piiξ0
]>
and q =
[
1 2piq
]>
, and
f
Q
(h)
Φ (t,η)
(q) =
1
pi2
√
det Ση
∫ pi
0
1
A(θ, q)2
dθ ,(30)
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since 1F1
(
2; 12 ; 0
)
= 1. Because 1F1
(
2; 1/2;x2
)
= 1 + O(x2) as x → 0, there exists
a C > 0 such that when η →∞, we have∣∣∣∣∣fQ(h)f+Φ(t,η)(q)− e−
1
2µ
∗Σ−1η µ
pi2
√
det Ση
∫ pi
0
1
A(θ, q)2
dθ
∣∣∣∣∣ ≤ Ce−
1
2µ
∗Σ−1η µ
pi2
√
det Ση
∫ pi
0
Bµ(θ, q)
2
A(θ, q)3
dθ
since
Bµ(θ,q)
2
A(θ,q) ≤ µ∗Σ−1η µ ≤ λ−14 ‖µ‖2 → 0 by the Cauchy-Schwartz inequality, where
λη,1 and λη,4 are the largest and smallest eigenvalues of Σ
(h)
η respectively. Now we
control the integrand by a direct expansion:∣∣∣∣∫ pi
0
Bµ(θ, q)
2
A(θ, q)3
dθ
∣∣∣∣ ≤ µ∗Σ−1η µ∫ pi
0
1
A(θ, q)2
dθ
≤ λ−14 ‖µ‖2
∫ pi
0
λ21
‖q‖4 dθ
=
λ21pi
λ4
‖µ‖2‖q‖−4 = O(e−8pi2(η−ξ0)2) ,
where we use the fact that ‖q‖−4 = (1 + 4pi2|q|2)−2 ≤ 1. Note that since the
norm of the pseudocovariance matrix is controlled by O(η2e−4pi
2η2) when η is suf-
ficiently large by Corollary 4.3, λ1 < 2/
√
pi and λ4 > 1/4
√
pi by a trivial bound.
The result follows by the fact that e
− 1
2
µ∗Σ−1η µ
pi2
√
det Ση
is bounded. Indeed, since the norm
of the pseudocovariance matrix is controlled by O(η2e−4pi
2η2) by Corollary 4.3, we
have µ∗Σ−1η µ = O(e
−4pi2η2) and hence the boundedness. A similar bound controls
the difference between e
− 1
2
µ∗Σ−1η µ
pi2
√
det Ση
∫ pi
0
1
A(θ,q)2 dθ and fQ(h)Φ (t,η)
(q) with the same error
rate, and we get the desired bound. Since the density of the non-null reassign-
ment rule converges pointwisely to the density of the null one, by the Riesz-Scheffe´
theorem, we obtain the statement of convergence in distribution.
When η = ξ0, by (24), we have
(31) Ω
(h)
f+Φ(t, ξ0)
a.s.
= ξ0 − 1
2pii
(
Φ((h′)t,ξ0)
f(t) + Φ(ht,ξ0)
)
since hˆ(0) = 1. When ξ0 is sufficiently large, the pseudocovariance is small by
Corollary 4.3. Therefore, by Theorem 3.2(iii) and a similar perturbation bound
like the above, we know that
Φ((h′)t,ξ0 )
f(t)+Φ(ht,ξ0 )
has a mean bounded by Ce−8pi
2ξ20 for
some C > 0. We thus finish the proof. 
Due to the fast decay of the Gaussian window, the covariance between Φ(ht,η)
and Φ(ht,η′) decays exponentially when |η−η′| increases. Intuitively, the covariance
between Q
(h)
f+Φ(t, η) and Q
(h)
f+Φ(t, η
′) should also be small when |η− η′| is large, but
the ratio structure might obfuscate the speed of decay. We show that this intuition
is true in the following theorem.
Theorem 4.3 (Ratio covariance). Suppose Assumptions 4.1 and 4.2 hold. For
distinct η, η′ > 0, as |η − η′| → ∞ we have
(32) Cov(Q
(h)
f+Φ(t, η), Q
(h)
f+Φ(t, η
′)) = O((η + η′)2e−(η−η
′)2) .
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For a proof, see E.5. We remark that because the density of the reassignment
rule is related to that of Q
(h)
f+Φ via a simple affine transformation, these results can
be immediately extended to Ω
(h)
f+Φ.
4.4. Preparation for the SST distribution. Following (3), define the complex
random vector Zα,ξ,η :=
[
Y
(h,α,ξ)
f+Φ (t, η) Ω
(h)
f+Φ(t, η)
]>
and
(33) Y
(h,α,ξ)
f+Φ (t, η) := V
(h)
f+Φ(t, η)
1
piα
exp
(
− 1
α
∣∣∣ξ − Ω(h)f+Φ(t, η)∣∣∣2) ,
where η > 0, ξ > 0, and α > 0. Since Ω
(h)
f+Φ(t, η) is not defined when V
(h)
f+Φ(t, η) = 0,
we see that Zα,ξ,η is defined on C2 \ {(0, z2) : z2 ∈ C}, where {(0, z2) : z2 ∈ C} is a
measure zero set in C2 with related to the Lebesgue measure. Naturally, the distri-
bution of Y
(h,α,ξ)
f+Φ (t, η) is one of the marginal distributions of Zα,ξ,η. The seemingly
complicated random variable Y
(h,α,ξ)
f+Φ (t, η) turns out to have nice behavior – while
the reassignment rule Ω
(h)
f+Φ(t, η) has a fat tail for every η > 0 by Proposition 3.2
via the relationship Ω
(h)
f+Φ(t, η) = η − 12piiQ(h)f+Φ(t, η), after being composed with a
Gaussian function this fat tail is “tamed”. To simplify the heavy notation, when
there is no danger of confusion, we suppress t, f + Φ and ξ and emphasize the
“bandwidth” α and η by denoting
(34) Yα,η := Y
(h,α,ξ)
f+Φ (t, η), Ωη := Ω
(h)
f+Φ(t, η) and Vη := V
(h)
f+Φ(t, η).
We state below that Yα,η has finite moments of all orders, relegating the proof
to E.2.
Theorem 4.4. Suppose Assumptions 4.1 and 4.2 hold. Fix ξ > 0 and k ∈ N. Then
for all η > 0, the k-th absolute moment satisfies
E|Yα,η|k  α−k+1 ,(35)
when α is sufficiently small, where the implied constant depends on η, and is
O(η−1/2) when η is sufficiently small. Specially, Var(Yα,η)  α−1.
For the moments, in general we have the trivial bound |EY kα,η| = O(α−k+1) when
α is sufficiently small, where the implied constant is O(η−1/2) when η is sufficiently
small in both the null and non-null cases, O(e−4piη
2
) when η is sufficiently large
in the null case, and O(e−(η−ξ0)
2
) when η − ξ0 is sufficiently large in the non-null
case. Specially, in the null case, when k is odd, EY kα,η = 0. When k = 1, η = ξ0
and ξ = ξ0, if ξ0 is sufficiently large, we have EYα,η  1, and the implied constant
increases as A increases; when η = ξ0 and |ξ − ξ0| is sufficiently large, EYα,η =
O( 1(ξ−ξ0)5 ), and the implied constant increases when Aξ0 increases. Moreover,
|Cov(Yα,η, Yα,η)| = O(α−1).
Note that Yα,η is the product of two dependent random variables, Vη and gα(|ξ−
Ωη|
)
. By Corollary 4.3, we know that the covariance of Vη and Vη′ decays expo-
nentially when |η − η′| → ∞, and by Theorem 4.3, the same decay is true for the
covariance of Ωη and Ωη′ . It is thus natural to expect that the covariance of Yα,η
and Yα,η′ also decays exponentially when |η−η′| → ∞. Below, we show that despite
the involved nonlinear transform, the same decay rate is also true for the covariance
of Yα,η and Yα,η′ .
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Theorem 4.5. Suppose Assumptions 4.1 and 4.2 hold. Fix ξ > 0. For any α > 0,
Cov
(
Yα,η, Yα,η′
)
and Cov
(
Yα,η, Yα,η′
)
are continuous over η > 0 and η′ > 0. For
distinct η, η′ > 0, when α is sufficiently small, we have
Cov
(
Yα,η, Yα,η′
)
= O(α−1) , Cov
(
Yα,η, Yα,η′
)
= O(α−1) ,(36)
where the implied constants are O(η + η′)2e−(η−η
′)2) when |η − η′| is sufficiently
large and both η and η′ are away from 0, O(η + η′)2η−1/2e−(η−η
′)2) when |η − η′|
is sufficiently large and η is sufficiently small, and O(η+ η′)2η′−1/2e−(η−η
′)2) when
|η − η′| is sufficiently large and η′ is sufficiently small.
4.5. M-dependent approximation. To study the distribution of S
(h,α)
f+Φ (t, ξ) for
fixed (t, ξ), a natural approach is to approximate S
(h,α)
f+Φ (t, ξ) by a Riemann sum
and apply the CLT. However, the dependence structure of Yα,η generates difficulty
in this regard, despite its exponential decay indicated in Theorem 4.5. As a way
around this, we consider an M -dependent approximation as follows.
Definition 4.5 (M -dependent truncations). Fix M > 0 and let ψ ∈ C∞c be an
even function, decreasing for |t| ∈ [M, 2M ] and satisfying ψ(t) = 1 when |t| ≤ M ,
and ψ(t) = 0 when |t| > 2M . The M -dependent truncation of h is defined as the
inverse Fourier transform of hˆψ; that is, h := F−1(hˆψ).
To simplify the notation, when there is no danger of confusion, we suppress
t, f + Φ and ξ and denote Yα,η := Y
(h,α,ξ)
f+Φ (t, η), Ωη := Ω
(h)
f+Φ(t, η) and Vη :=
V
(h)
f+Φ(t, η). The first Lemma shows that Yα,η is an M -dependent random process
indexed by η.
Lemma 4.6. Suppose Assumptions 4.1 and 4.2 hold. When |η − η′| > 4M , the
random variables Vη and Vη′ (respectively: ∂tV
(h)
f+Φ(t, η) and ∂tV
(h)
f+Φ(t, η
′), Ωη and
Ωη′ , and Yα,η and Yα,η′) are independent.
Proof. By a direct calculation, the covariance of Vη and Vη′ is diagonal and the
associated pseudocovariance is zero when |η − η′| > 4M . By Gaussianity, we con-
clude that Vη and Vη′ are independent. The same argument holds for ∂tV
(h)
f+Φ(t, η)
and and ∂tV
(h)
f+Φ(t, η
′). Since Ωη and Ωη′ are transforms of independent random
vectors, they are independent. A similar argument holds for Yα,η and Yα,η′ . 
Clearly, since h is a Gaussian window, when M is large, h is “very close” to h.
The following results are analogs of Theorems 4.4 and 4.5 for Yα,η, and since their
proofs follow the same line of reasoning and Lemma 4.6, they are omitted.
Theorem 4.6. Suppose Assumptions 4.1 and 4.2 hold. Fix ξ > 0 and k ∈ N. Then
for all η > 0, when α > 0 is sufficiently small, E|Yα,η|k  α−k+1, with the implied
constant depending on η and is O(η−1/2) when η is sufficiently small. In particular,
Yα,η has finite variance of order α
−1. Furthermore, in the null case, EYα,η = 0. In
the non-null case, when |η− ξ0| is sufficiently large, we have EYα,η = O(e−|η−ξ0|2).
Cov
(
Yα,η, Yα,η′
)
and Cov
(
Yα,η, Yα,η′
)
are continuous over η > 0 and η′ > 0.
For distinct η′ 6= η, when α > 0 is sufficiently small, we have Cov(Yα,η, Yα,η′) =
O(α−1) and Cov
(
Yα,η, Yα,η′
)
= O(α−1), where the implied constants are O(η +
η′)2e−(η−η
′)2) when |η− η′| is sufficiently large and both η and η′ are away from 0,
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O(η+η′)2η−1/2e−(η−η
′)2) when |η−η′| is sufficiently large and η is sufficiently small,
and O(η+η′)2η′−1/2e−(η−η
′)2) when |η−η′| is sufficiently large and η′ is sufficiently
small. Moreover, Cov(Yα,η, Yα,η′) = Cov(Yα,η, Yα,η′) = 0 when |η − η′| > 4M .
Intuitively, the behavior of the M -dependent random process Yα,η is essentially
the same as that of Yα,η for large M , and we expect that for any (t, η),
Var(Yα,η) ≈ Var(Yα,η) ≈ Cov(Yα,η,Yα,η).
The following lemma quantifies this intuition. The main challenge toward this
seemingly simple conclusion is the nonlinearity inherited from the SST. To study
the covariance of Yα,η and Yα,η, it is the eigenvalues of the associated covariance
structure that we need to deal with. To the best of our knowledge, this kind of
problem is less considered in the Gaussian approximation literature and there is no
standard approach toward it. We thus provide a detailed proof in Section E.4.
Lemma 4.7. Suppose Assumptions 4.1 and 4.2 hold. Fix α, ξ, η, η′ > 0 and suppose
η 6= η′. When α is sufficiently small and M is sufficiently large, we have
(37)
|Var(Yα,η)− Cov(Yα,η,Yα,η)| = O(α−5e−3M2)
|Var(Yα,η)− Cov(Yα,η, Yα,η)| = O(α−5e−3M2) ,
where the implied constant depends on η and is O(η−1/2) when η is sufficiently
small. Moreover, if further |η − η′| is sufficiently large, we have
(38)
|Cov(Yα,η, Yα,η′)− Cov(Yα,η, Yα,η′)| = O(α−5e−3M2)
|Cov(Yα,η,Yα,η′)− Cov(Yα,η,Yα,η′)| = O(α−5e−3M2) ,
where the implied constant is O(e−(η−η
′)2) if η and η′ are both away from 0, is
O(η−1/2e−(η−η
′)2) when η is sufficiently small, and is O(η′−1/2e−(η−η
′)2) when η′
is sufficiently small.
Note that when we control |Var(Yα,η) − Cov(Yα,η,Yα,η)| and other terms, the
error depends on α−5 instead of α−1. This comes from the fact that we count on
the approximation of identity to finish the proof. While this bound might not be
optimal, it is sufficient for our purpose.
4.6. Distribution of S
(h,α)
f+Φ (t, ξ). With the above preparation, we may state the
main result. We consider the following discretization to evaluate the distribution
of S
(h,α)
f+Φ (0, ξ). For each l = 1, . . . , n, denote ηl := l∆η, where ∆η = n
−1/2+β ,
and β ≥ 0 is to be determined in the proof. Also, denote H = n∆η = n1/2+β .
In practice, H is related to the sampling rate, and ∆η is related to the length of
the signal; that is, τ = 1/(2H) = n−1/2−β/2 is the interval of two consecutive
samples and T = 1/∆η = n1/2−β is the total sample length. To further simplify
the notation, when there is no danger of confusion, denote
Vl := Vf+Φ(t, ηl), Ωl := Ωηl , Yα,l := Yα,ηl , Yα,l := Yα,ηl .(39)
For ξ > 0, we approximate S
(h,α)
f+Φ (0, ξ) by the Riemann sum:
(40) Sξ,n := ∆η
n∑
l=1
Yα,l .
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The asymptotic distribution of Sξ,n when n → ∞ represents the distribution of
S
(h,α)
f+Φ (0, ξ). Note that when n → ∞, this approximation is related to integrating
over a wider spectral range with a finer frequency resolution.
Theorem 4.7. Suppose Assumptions 4.1 and 4.2 hold. Fix δ > 2 and take 12(1+δ) <
β < 1/2. Assume ∆η = n−1/2+β and M =
√
4β log(n). Also assume α = α(n) so
that α→ 0 and n2βα→ 1 when n→∞. We have n−β [Sξ,n−ESξ,n]→ CN1(0, ν, ℘)
weakly when n→∞, where ν > 0 and ℘ ∈ C.
Note that by Lemma 4.7, Yα,l has finite moments of all orders for each l, so δ
can be chosen as large as possible and essentially we can take any 0 < β < 1/2 if
needed. Since β < 1/2, the condition n2βα→ 1 implies nα→∞, which intuitively
can be understood as the “sufficient sampling” condition.
Proof. We start from constructing an M -dependent random process Yα,l defined in
Lemma 4.6, where l = 1, . . . , n and M =
√
4β log(n) by assumption.
Step 1: We combine the Cramer-Wold theorem and the CLT for M -dependent
random variables [4] to study the asymptotic behavior of n−1/2
∑n
l=1[Yα,l−EYα,l] =
n−β∆η
∑n
l=1[Yα,l − EYα,l]. Rewrite the complex random variable as Yα,l = Rα,l +
iIα,l, and consider it as a two dimensional real random vector
[
Rα,l Iα,l
]>
. To
apply the Cramer-Wold theorem, below we check the case C
(θ)
α,l := cos(θ)Rα,l +
sin(θ)Iα,l for a fixed θ, and the other θ follows the same argument. Clearly, we have
Var(cos(θ)Rα,l + sin(θ)Iα,l) =
cos(θ)2
2
[
VarYα,l + <E(Yα,l − EYα,l)2
]
+
sin(θ)2
2
[
VarYα,l −<E(Yα,l − EYα,l)2
]
+ cos(θ) sin(θ)=E(Yα,l − EYα,l)2
for any θ ∈ [0, 2pi), since VarRα,l = 12
[
VarYα,l + <E(Yα,l − EYα,l)2
]
, VarIα,l =
1
2
[
VarYα,l −<E(Yα,l − EYα,l)2
]
, and Cov(Rα,l, Iα,l) =
−1
2 =E(Yα,l − EYα,l)2.
We need to check the four conditions in the main theorem of [4]. It is clear that
lim
n→∞M
2+2/δ/n = lim
n→∞[
√
4β log(n)]2+2/δ/n = 0 ,(41)
so [4, Theorem (iv)] holds. By Lemma 4.7, the k-th absolute moment of Yα,l is of
order α−k+1, so are the k-th absolute moments of Rα,l and Iα,l and hence the k-th
absolute moments of C
(θ)
α,l. Hence [4, Theorem (i)] holds. Next, for a given θ, we
check 1nVar
[∑n
l=1 C
(θ)
α,l
]
. By a direct expansion, we have
1
n
Var
[ n∑
l=1
C
(θ)
α,l
]
=
1
n
n∑
l,k=1
Cov(C
(θ)
α,l,C
(θ)
α,k) ,(42)
where
Cov(C
(θ)
α,l,C
(θ)
α,k) =
cos(θ)2
2
<(Cov(Yα,l,Yα,k) + Cov(Yα,l,Yα,k))(43)
+
sin(θ)2
2
<(Cov(Yα,l,Yα,k)− Cov(Yα,l,Yα,k))
+ cos(θ) sin(θ)=Cov(Yα,l,Yα,k)
= v>θ Mα,l,kvθ,
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where
Mα,l,k =
1
2
[<(Cov(Yα,l,Yα,k) + Cov(Yα,l,Yα,k)) =Cov(Yα,l,Yα,k)
=Cov(Yα,l,Yα,k) <(Cov(Yα,l,Yα,k)− Cov(Yα,l,Yα,k))
]
and vθ =
[
cos(θ) sin(θ)
]>
. We now study two functions, Cov(Yα,η,Yα,η′) and
Cov(Yα,η,Yα,η′), indexed by (η, η
′) for a fixed α > 0. By Theorem 4.5, they are
both continuous functions over (η, η′). By Theorem 4.6, we know
(44) max{|Cov(Yα,η,Yα,η′)|, |Cov(Yα,η,Yα,η′)|} ≤
√
Var(Yα,η)Var(Yα,η′),
where
√
Var(Yα,η)Var(Yα,η′) is O(η
−1/2) when η → 0 (or O(η′−1/2) when η′ → 0),
and decays to zero at the rate e−(η−ξ0)
2
when η →∞ (or at the rate e−(η′−ξ0)2 when
η′ →∞). In conclusion, Cov(Yα,η,Yα,η′) and Cov(Yα,η,Yα,η′) are both continuous
and integrable. We therefore approximate
n∑
l,k=1
Cov(C
(θ)
α,l,C
(θ)
α,k) = v
>
θ
[ n∑
l,k=1
Mα,l,k
]
vθ
by the Riemannian sum
1
(∆η)2
v>θ
[∫ H(n)
0
∫ H(n)
0
Fα(η, η
′)dηdη′
]
vθ ,(45)
where Fα(η, η
′) is a matrix-valued function with integrable entries so that Fα(ηl, ηk) =
Mα,l,k and H(n) = 4
√
4β log(n) < n∆η = n1/2+β when n is sufficiently large.
Note that H(n) = 4
√
4β log(n) since by Theorem 4.6, Mα,l,k = 0 when |l −
k|∆η > 4M = 4√4β log(n). With the above facts, all entries of the matrix∫H(n)
0
∫H(n)
0
Fα(η, η
′)dηdη′ are finite, independent of θ, and of order α−1 when α
is sufficiently small. Since 12(1+δ) < β <
1
2 and
1
(∆η)2 = n
1−2β , we conclude
1
n(∆η)2 = n
−2β and
(46)
1
n
n∑
l,k=1
Cov(C
(θ)
α,l,C
(θ)
α,k) = v
>
θ
[ 1
n
n∑
l,k=1
Mα,l,k
]
vθ  n−2βα−1
when n→∞. By the assumption that α = α(n) so that n2βα → 1 as n→∞, we
conclude that the matrix
(47) lim
n→∞
∫ H(n)
0
∫ H(n)
0
Fα(x, y)dxdy =: M
is positive definite so that
lim
n→∞
1
n
Var
n∑
l=1
C
(θ)
α,l = v
>
θ Mvθ > 0(48)
for any θ ∈ [0, 2pi). We thus have [4, Theorem (iii)] for each θ. By a similar
calculation, we know that there exists K(θ) > 0 so that
Var
j∑
l=i+1
C
(θ)
α,l ≤ (j − i)K(θ)(49)
for all 1 ≤ i ≤ j ≤ n and hence [4, Theorem (ii)] also holds. Finally, recall the
following relationship – if the covariance matrix of the real random vector
[
X Y
]>
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is
[
c d
d e
]
for c, d, e ∈ R, by a direct calculation, the augmented covariance matrix
of the complex random variable X + iY is
[
c+ e c− e+ 2id
c− e− 2id c+ e
]
. With this
fact, the main theorem in [4] and the Cramer-Wold theorem, we deduce that
(50) n−βSξ,n =
1√
n
n∑
l=1
[Yα,l − EYα,l]→ CN1(0, ν, ℘) ,
in distribution when n→∞, where ν > 0 and ℘ ∈ C both come from M.
Step 2: In practice, however, we work with 1√
n
∑n
l=1 Yα,l instead. Thus, we need
to control the difference between 1√
n
∑n
l=1 Yα,l and
1√
n
∑n
l=1 Yα,l. By Chebychev’s
inequality, we have
Pr
{∣∣∣ 1√
n
n∑
l=1
(Yα,l − Yα,l)
∣∣∣ ≥ } ≤ 1
n2
Var
n∑
l=1
(Yα,l − Yα,l).(51)
By a direct expansion, we have
Var
n∑
l=1
(Yα,l − Yα,l) =
n∑
l=1
[Var(Yα,l)− Cov(Yα,l,Yα,l)](52)
+
n∑
l=1
[Var(Yα,l)− Cov(Yα,l, Yα,l)]
+
∑
l 6=k
[Cov(Yα,l, Yα,k)− Cov(Yα,l, Yα,k)]
+
∑
l 6=k
[Cov(Yα,l,Yα,k)− Cov(Yα,l,Yα,k)].
By Lemma 4.7, we have
1
n
n∑
l=1
[Var(Yα,l)−Cov(Yα,l,Yα,l)]+ 1
n
n∑
l=1
[Var(Yα,l)−Cov(Yα,l, Yα,l)] = O(α−5e−3M2),
and by the same argument as that of (45), we have
1
n
∑
l 6=k
[Cov(Yα,l, Yα,k)− Cov(Yα,l, Yα,k)](53)
+
1
n
∑
l 6=k
[Cov(Yα,l,Yα,k)− Cov(Yα,l,Yα,k)] = O(n−2βα−1e−3M2).
Since n2βα→ 1 as n→∞, we have
(54)
1
n
Var
n∑
l=1
(Yα,l − Yα,l) = O(α−5e−3M2)
when n→∞. Hence,
Pr
{∣∣∣ 1√
n
n∑
l=1
(Yα,l − Yα,l)
∣∣∣ ≥ } ≤ 1
2
α−5e−3M
2
(55)
which goes to 0 when n→∞ for any  > 0 since α−5e−3M2 = n−2β by assumption.
On the other hand, we have |EYα,l − EYα,l| = O(α−1e−M2) when n→∞ for all l,
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so 1√
n
∑n
l=1[EYα,l − EYα,l] = O(n−7/2−2β) → 0 when n → ∞. We thus conclude
that 1√
n
∑n
l=1[Yα,l−EYα,l] converges to 1√n
∑n
l=1[Yα,l−EYα,l] in probability when
n→∞.
With this discrepancy control and an application of the CLT for M -dependent
sequences [4] to Yα,1, . . . ,Yα,n as shown above, we obtain the theorem 
5. Insights from the analysis
5.1. Relationship with kernel regression. The approximation (40) has the fol-
lowing interesting interpretation from the kernel regression perspective (See for
instance Chapter 6 of [18]) of time series analysis. Suppose we were able to model
{(Ωl, Vl)}nl=1 as a dataset sampled from a random vector
[
X Y
]> ∈ C2 so that Y
and X were related by
(56) Y = F (X) +N,
where N is random noise satisfying E[N|X = ξ] = 0, and the response Vl and
predictor Ωl are related by the “regression function” F . If we further imagine
fΩ(ξ) to model the “density of Ωl at ξ”, then the kernel regression Sξ,n/fΩ(ξ)
estimates that regression function at a fixed ξ > 0; that is, it gives the conditional
expectation of Y given X = ξ so that
(57) F (ξ) = E[Y |X = ξ].
In our case, this model is not correct, but still we have Sξ,n/fΩ(ξ) → E[Y |X = ξ]
as n→∞.
Adapting this kernel regression perspective, if we view Vl as a “noisy” version
of some regression function over Ωl, with the “clean” regression function providing
the best TF representation in some sense, then the kernel regression helps recover
this representation. When the signal is only noise, we expect F to be zero and Sξ,n
to converge to 0. As we will see below, this is true and fits our intuition. However,
while this intuition helps us better understand how the SST works, the structure
of the regression function is not easy to directly identify in the non-null case.
5.2. Relationship with diffusion geometry. Another interpretation of the ap-
proximation (40) for SST at time 0 and frequency ξ,
(58) Sξ,n = ∆η
n∑
l=1
Vl
1
piα
exp
(
− 1
α
∣∣ξ − Ωl∣∣2) ,
is the nonlocal mean [8]. To understand this relationship, note that the quantity Sξ,n
can be interpreted as a mechanism to capture whether or not there is a component
that oscillates at frequency ξ from the available dataset {Vl}nl=1. We view Ωl as
a frequency feature designed from the STFT coefficient at frequency ηl. The main
purpose of this feature is in designing a metric comparing frequency information Vl
and ξ; that is,
(59) d(ξ, Vl) :=
∣∣ξ − Ωl∣∣.
Clearly, the closer ξ and Vl are in the sense of d(ξ, Vl), the more weight will be given
to the “mean” process in (58) since Vl identifies an intrinsic oscillatory pattern at
frequency ξ. The mean is obviously kernel weighted with the bandwidth α, but
since the Vl’s that are close to ξ might not be contiguous, the mean is nonlocal. In
other words, SST is functioning like a nonlocal mean on a metric space with the
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metric depending on the phase information of the signal. This viewpoint might be
compatible with the currently developed diffusion geometry framework for medical
signal processing to further improve the algorithm. We will report on results in this
direction in future work.
5.3. Continuous wavelet transform. The same analysis can be mimicked in the
continuous wavelet transform (CWT) setup, but a significant simplification occurs
regarding the pseudocovariance. In particular, let ψ ∈ S and for a, b > 0, define
Ψa,b(t) = a
−1/2ψ((t− b)/a). Then the CWT of a tempered distribution f takes the
form
(60) C
(ψ)
f (a, b) = f(Ψa,b),
and if f is represented by a function, we have
(61) C
(ψ)
f (a, b) =
∫ ∞
−∞
f(t)
1√
a
ψ
(
t− b
a
)
dt.
Analogously to (5) and (6), we have
C
(ψ)
f+Φ(a, b) = f(Ψa,b) + Φ(Ψa,b), ∂tV
(h)
f+Φ(t, η) = ∂tf(Ψa,b) + Φ(Ψ
′
a,b) .(62)
Since the terms involving f on the right are deterministic and Φ is mean-zero, we
use elementary properties of the Fourier transform to compute the covariance as
(63) Γ =
1
a2
[
a2
∫ |ψˆ(ξ)|2 dξ −2piia ∫ ξ|ψˆ(aξ)|2 dξ
2piia
∫
ξ|ψˆ(aξ)|2 dξ 4pi2 ∫ ξ2|ψˆ(ξ)|2 dξ
]
.
For the pseudocovariance, if we further assume that ψˆ is analytic with ψˆ real and
supp(ψˆ) ⊂ (0,∞), then the pseudocovariance matrix is manifestly zero. Hence, Γ
and C trivially commute and are thus simultaneously diagonalizable, so there is a
basis of C2 where the components of
[
C
(ψ)
Φ ∂tC
(ψ)
Φ
]>
are uncorrelated and have
a zero pseudocovariance. The reassignment rule is thus made as a quotient of inde-
pendent random variables, and the relevant nonlinear transform depending on the
complex gaussian quotients simplify significantly when C = 0 Note that the main
technical challenge faced in analyzing STFT-based SST is handling pseudocovari-
ance challenge faced in the STFT-based SST and this challenge is not encountered
in the CWT-based SST. As a result, the proof is similar but much simpler than
that of the STFT-based SST shown in this paper, and we omit the details.
5.4. Multitaper SST. We now consider a basic set-up that can be applied to the
multitaper situation. Consider two windows as an example –
h0(x) = pi
−1/4e−x
2/2, h1(x) =
√
2pi−1/4xe−x
2/2 ,(64)
the first two Hermite functions, orthonormal with respect to the standard L2
inner product. For the complex Gaussian vector
[
V
(h0)
f+Φ(t, η) V
(h1)
f+Φ(t, η)
]>
, we
have C = Γ =
[
1
√
2/2√
2/2 3/8
]
since hˆ0 and hˆ1 are both real-valued functions
and the expressions appearing in the pseudocovariance calculation reduce to pre-
cisely the same calculations of the covariance calculation. Hence C and Γ can be
clearly simultaneously diagonalized. This ensures that the complex Gaussian vec-
tor
[
V
(h0)
f+Φ(t, η) V
(h1)
f+Φ(t, η)
]>
has independent components. A similar argument
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show the independence of
[
∂tV
(h0)
f+Φ ∂tV
(h1)
f+Φ
]>
, and hence the independence of
S
(h0,α)
f+Φ (t, ξ) and S
(h1,α)
f+Φ (t, ξ). This argument provides a theoretical justification of
applying the multitaper approach proposed in [58] to SST; see, for example [36].
5.5. Detect the existence of oscillatory signal. It is a critical question in
practice to determine if a given time series contains an oscillatory signal. This
challenging problem has attracted attention, but so far there is no universally ac-
cepted solution. While it is out of the scope of the current paper, we suggest that
the developed theorem has a potential to handle this challenge by proposing the
following hypothesis testing scheme. We will explore the theoretical guarantee of
such hypothesis testing, as well as its application, in future work.
Based on the developed theory, we know that while the SST on the TF domain
has a dependent structure, the dependence becomes weaker when two points on the
TF domain are further apart. This fact suggests we consider a coarse grid on the
TF domain, and combine local block bootstrapping [31] and the SST on this grid
to determine if the null hypothesis can be rejected under a predesigned significance
level. On the other hand, to handle the potentially nonstationary noise, we divide
the signal into segments and assume that the noise over each segment is “close
to” stationary. Given a realization of a time series, over a segment I, we run the
following. Suppose we choose the set G := (t1, t2, . . . , tm)× (w1, w2, . . . , wr) on the
TF domain as the grid so that the SST at two different points are “approximately
independent”. Here, the time grid (t1, t2, . . . , tm) ⊂ I. We resample the signal
over I using the block bootstrap. Here, we follow the existing theory and take
the block to be of the size |I|1/3, and we allow the blocks to overlap. Then run
the SST on the resampled signal, and record the resampling distribution of SST
at all grid points in G. After repeating this resampling n times, we can take
the variance and pseudovariance of the resampling distribution at (ti, wj) ∈ G to
estimate the variance and pseudovariance of the limiting normal distribution of
the SST at (ti, wj) ∈ G. Under the null hypothesis that there is no oscillation in
the given signal, the distribution of the maximum of SST at all grid points can
be estimated by taking the developed theory that the SST at two different grid
points is approximately independent normal random variables, where the variance
and pseudovariance can be estimated by the above block bootstrapping step. Let
Ta be the a-th quantile of the distribution of the maxima (a = 0.95 for example).
Then, we reject the null hypothesis if the SST of the original signal at some of the
grid points exceed Ta.
6. Numerical Simulation
Consider f(t) = A exp(2pii×10t)+Φ, where A > 0, ξ0 = 10 is the frequency, and
Φ is the standard Gaussian white random process. By taking β = 0.05, we realize
f for 20, 000 times with the sampling rate 142.02Hz over a period of length 57.68
seconds; that is, for each realization, we sample 8, 192 points from f . According to
the theorem, when α is about n−2β ≈ 0.41, asymptotically the SST Sn,ξ converges
to a normal distribution. We choose h to be the Gaussian window, and choose
α ∈ {0.02, 0.1, 0.4, 0.8, 1.5} and ξ ∈ {0, 5, 10, 15}. In the null case, the QQ plots
of 1, 000 realizations of <S(h,α)Φ (0, ξ) against the standard normal distribution with
different ξ and α are shown in Figure 2. It is clear that when α is sufficiently large,
21
the distribution of <S(h,α)Φ (0, ξ) gets closer to Gaussian for different ξ. The results
of =S(h,α)Φ (0, ξ) and other combinations of <S(h,α)Φ (0, ξ) and =S(h,α)Φ (0, ξ) have the
same behavior, but not shown here. In the non-null case when A = 1, the QQ
plots of 1, 000 realizations of S
(h,α)
f+Φ (0, ξ) against the standard normal distribution
with different ξ and α are shown in Figure 3. Like the results in the null case, it is
clear that when α is sufficiently large like α = 0.4, the distribution of <S(h,α)f+Φ (0, ξ)
is close to Gaussian for different ξ, while when ξ = ξ0, the mean is not zero, as is
predicted by Theorem 4.4. Another interesting finding is that when ξ = 10, which
is equal to the frequency ξ0 = 10 of f(t), the distribution of S
(h,α)
f+Φ (0, ξ) is close to
Gaussian even when α is smaller than the theoretical value explored in this paper.
This fact is related to the behavior of SST when α is much smaller, which is not
fully captured by our current theory, and we will develop a relevant theoretical
result in the future work.
Next, we demonstrate the proposed oscillatory signal detection algorithm. We
follow the same signal setup as the above. We divide the signal into segments
of length 1,419 sampling points so that each segment is of the same length as
the chosen Gaussian window. The block size is 11 sampling points, which is the
rounded number of 14191/3. Over each segment, we take one time grid, which is
chosen to be the middle point of the segment. On the frequency axis, we take
a grid every 2.5 Hz. Note that this is a conservative choice so that the SST’s
over different points on the grid are as “independent” as possible. We repeat the
block bootstrapping for 5, 000 times to determine the threshold, where we take
0.05 as our significant level. We realize f for 1, 000 times with different A ≥ 0,
that is, A = 0.1(k − 1), where k = 1, . . . , 10, and plot the simulated rejection rate
in Figure 4. The Matlab code to reproduce figures in this section is available in
http://hautiengwu.wordpress.com/.
7. Discussion and Conclusion
We provide a theoretical support for the nonlinear-type TF analysis algorithm,
the SST, from a statistical inference perspective. In particular, we extend the
existing quotient distribution of proper complex normal random variables to the
improper case, and quantify the asymptotic distribution of the SST at a given
frequency entry. While there are a multitude of available nonlinear-TF analysis
algorithms, to the best of our knowledge, this is the first work providing an ex-
tensive quantification of the asymptotic distribution. This result sets the stage
for further analysis of SST and other nonlinear-type TF analysis algorithms. In
particular, we provide several analytic tools to handle the main challenges when
studying a nonlinear-type TF analysis algorithm. Specifically, in order to handle
the nonlinearity involved in the SST, a careful change of variables and construction
of the associated M -dependent random process is given. Observe that one ma-
jor challenge in nonlinear frequency domain analysis lies in the lack of systematic
dependence measures, such as strong mixing conditions [49] and physical depen-
dence measures [57]. In this article, we adopted a highly nontrivial M -dependent
approximation scheme in the frequency domain and successfully combined it with
the nonlinear kernel regression technique in time series analysis to derive the as-
ymptotic distribution of the STFT-based SST. The analysis developed is directly
applied to study the CWT-based SST. We remark that while the bounds in the
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Figure 2. The QQ plot of S
(h,α)
Φ (0, ξ) (null case), against the
standard normal distribution with different ξ and α, where h is
the Gaussian window. The x-axis is the quantiles of the standard
normal distribution, and the y-axis is the quantiles of S
(h,α)
Φ (0, ξ)
with 1, 000 realizations of Φ.
proof are sufficient for our purpose, they might not be optimal, particularly when
η → 0. We need a different approach to handle the degeneracy of the covariance
structure in this case, and will explore this in future work. In addition to SST, there
are many other nonlinear-type TF analysis algorithms, for example, reassignment
[2], concentration of frequency and time [16], synchrosqueezed wave packet trans-
form [59], synchrosqueezing S-transform [28], second-order SST [40], and bilinear
TF analysis tools like Cohen and Affine classes [20]. The current work sheds light
on constructing a systematic approach to the study of statistical properties of those
algorithms. Yet another future work is to fully understand the distribution of SST
on the TF domain (e.g. for various ξ and t) so that an inference can be carried
out on the TF representation level. Important applications include detecting how
many oscillatory components are present inside a noisy signal, at which times such
components exist, and establishing a more principled approach to denoise a noisy
signal with the nonlinear-type TF analysis approach. The oscillatory signal detec-
tion algorithm proposed in Section 5.5 is a special case of this direction. Since in
practice noise is usually not Gaussian and not white, yet another direction is to
understand how nonlinear-type TF analysis behaves on signals with non-Gaussian
and non-white (or even nonstationary) random processes as the background noise.
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Figure 3. The QQ plot of S
(h,α)
A exp(2pii×10t)+Φ(0, ξ), where A = 1
(the non-null case), against the standard normal distribution with
different ξ and α, where h is the Gaussian window. The x-axis is
the quantiles of the standard normal distribution, and the y-axis
is the quantiles of S
(h,α)
exp(2pii×10t)+Φ(0, ξ) with 1, 000 realizations of
Φ.
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Appendix A. Notation and a simulation example
We prepare a table summarizing commonly used symbols in the following proofs
for the convenience of readers.
Symbol Meaning
f signal Ae2piiξ0t with frequency ξ0 > 0 and amplitude A ≥ 0
α bandwidth of SST
Eα,ξ(ω) piαe
|ξ−ω|2/α
W
(h)
η
[
Φ(ht,η) Φ((h
′)t,η
]>
for window h
W
(h1,h2)
η,η′
[
Φ((h1)t,η) Φ((h
′
1)t,η) Φ((h2)t,η′) Φ((h
′
2)t,η′)
]>
for windows h1 and h2
Σ(h)η Augmented covariance matrix of W
(h)
η
Σ
(h1,h2)
η,η′ Augmented covariance matrix of W
(h1,h2)
η,η′
µ
(h)
ξ0,η
Ahˆ(ξ0 − η)ei2piξ0t
[
1 i2piξ0
]>
for window h
µ
(h1,h2)
ξ0,η,η′
[
µ
(h1)>
ξ0,η
µ
(h2)>
ξ0,η′
]>
for windows h1 and h2
U
(h)
ξ0,η
µ
(h)
ξ0,η
+ W
(h)
η for window h
U
(h1,h2)
ξ0,η,η′ µ
(h1,h2)
ξ0,η,η′ + W
(h1,h2)
η,η′ for windows h1 and h2
Yα,η Y
(h,α,ξ)
f+Φ (t, η)
Yα,η Y
(h,α,ξ)
f+Φ (t, η)
Table SI.2. Summary of symbols
See Figure SI.1 for an illustration of the SST when applied to a simulated signal.
Compared with the ground truth shown in the left middle bottom subplot, the
time-varying frequency of each component is clearly captured by the SST in the
signal’s TFR. This demonstrates the capability of the SST to extract dynamical
information even in significantly noisy signals. Note that the TFR structure of
a noisy signal exhibits a curious “texture”, and this texture structure also exists
in the background of the TFR of a non-null signal shown in the right middle top
subplot in Figure SI.1.
Appendix B. Generalized Random Process
An ordinary random process is a family (Xt)t∈T of random variables defined on
a common probability space (Ω,F ,P) and taking values in a common measurable
space; see for example [30]. A generalized random process (GRP) is the extension of
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Figure SI.1. Illustration of the adaptive harmonic model and the
synchrosqueezing transform (SST). Left top: the first oscillatory
component s1(t) = A1(t) cos(2piϕ1(t)) (top). Left middle top: the
second oscillatory component s2(t) = A2(t) cos(2piϕ2(t)). The re-
spective time-varying amplitudes Ai(t) of s1 and s2 are superim-
posed as black envelopes for each. Note that s1(t) 6= 0 only for
t > 3, s2(t) 6= 0 only for t < 8 sec. Left middle bottom: plots
of the time-varying frequency ϕ′1(t) of s1 (solid) and ϕ
′
2(t) of s2
(dashed). Left bottom: the clean signal s = s1 +s2. Right top: the
noisy signal f that is the sum of s and a realization of the Gaussian
white noise, denoted as ξ(t). The signal to noise ratio is 1.83dB,
which is defined as 20 log10
(SD(noise)
SD(s)
)
, where SD means standard
deviation. Right middle top: the time-frequency representation
(TFR) determined by the STFT-based SST of the noise signal f .
Compared with the ground truth shown in the left middle bottom
subplot, it is clear that the time-varying frequency of each compo-
nent is captured in the TFR. Right middle bottom: the realized
Gaussian white noise ξ(t) in f . Right bottom: STFT-based SST
of the Gaussian white noise ξ(t). Clearly, there is an interesting
“texture” structure in the TFR.
this idea to the distribution setting. In particular, letM(Ω,X ) denote the collection
of random variables defined on (Ω,F ,P) and taking values in the measurable space
X . Then a linear function Φ : S → M(Ω,X ) that is continuous in the sense
of finite-dimensional distributions is called a generalized random process (GRP);
see [22]. Such a process is said to be wide-sense stationary (WSS) if there exists a
function m : S → C and positive-definite function BΦ : S × S → C satisfying
m(φ) = EΦ(φ)
BΦ(φ, ψ) = E[(Φ(φ)−m(φ))(Φ(ψ)−m(ψ))]
SI.3
If Φ is a wide-sense stationary generalized random process (GRP) with mean
m(φ) = EΦ(φ), the covariance functional BΦ of Φ is defined by
(SI.1) BΦ(φ, ψ) := E[(Φ(φ)−m(φ))(Φ(ψ)−m(ψ))] = Cov(Φ(φ),Φ(ψ))
for any test functions φ, ψ ∈ S. For use later, we introduce the pseudocovariance
as
(SI.2) PΦ(φ, ψ) := E[(Φ(φ)−m(φ))(Φ(ψ)−m(ψ))] = BΦ(φ, ψ) .
Here, we use the linearity of Φ and the fact that Φ(ψ) − m(ψ) = Φ(ψ)−m(ψ).
Notice that because of the complex conjugation, BΦ is a sesquilinear form on test
functions, and this form is Hermitian.
A GRP is called stationary if for any test functions φ1, . . . , φn, and any h ∈ C,
the random vectors (Φ(φ1 ◦ τh), . . . ,Φ(φn ◦ τh)) and (Φ(φ1), . . . ,Φ(φn)) have the
same distribution, where φk ◦ τh(t) = φk(t+h) is translation by h. It turns out [22]
that for any stationary GRP Φ, there exists a functional B0 with the property that
(SI.3) BΦ(φ, ψ) = B0(φ ∗ ψ?),
where ∗ denotes convolution and ψ?(t) := ψ(−t). In fact, B0 is the Fourier trans-
form of a unique positive tempered measure µ, which lets us write
(SI.4) BΦ(φ, ψ) =
∫ ∞
−∞
φ̂(ξ)ψ̂(ξ) dµ(ξ)
for any φ, ψ ∈ S. We call dµ the power spectrum of the GRP Φ. For ease of notation
in what follows, we define the associated pseudocovariance functional PΦ by
(SI.5) PΦ(φ, ψ) = BΦ(φ, ψ¯) =
∫ ∞
−∞
φ̂(ξ)ψ̂(−ξ) dµ(ξ).
Note that the above framework could be reduced to the case where Φ is an ordinary
random process with covariance function C(s) = E[Φ(t)Φ(t+ s)], but we proceed
below using the more general framework.
An ordinary random process may be thought of as the measurements of some
quantity at a sequence of instants. On the other hand, a GRP Φ describes a random
process that cannot be measured precisely at each instant, so that Φ(ψ) is a random
variable describing the measurement of some quantity when it is measured by an
instrument that is characterized by the measurement function ψ, commonly taken
to be a Schwartz function. This provides a more general framework that takes into
account the inability to measure physical quantities instantaneously.
To illustrate the above ideas, we provide examples in the form of lemmas we will
use to prove the main results of the paper. First, we prove Lemma 4.2, which we
state again here for completeness.
Lemma B.1 (Lemma 4.2). When the window h has the property that hˆ is real-
valued and even, we have Wt,η ∼ CN2(0,Γη, Cη), where
Γη =
[
γ0(0) 0
0 4pi2γ2(0)
]
(SI.6)
Cη =
[
ν0(2η) 2pii[2ην0(2η)− ν1(2η)]
2pii[2ην0(2η)− ν1(2η)] −4pi2[2ην1(2η)− ν2(2η)]
]
,
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where
γk(s) :=
∫ ∞
−∞
ξkhˆ(ξ − s)hˆ(ξ) dξ , νk(s) :=
∫ ∞
−∞
ξkhˆ(ξ)hˆ(s− ξ) dξ
for s ∈ R and k ≥ 0.
Proof. It is a straightforward calculation, but we provide a slightly more general
proof with results that we will need for later analysis. Take ψ1 = ht,η or (h
′)t,η,
ψ2 = ht,η′ or (h
′)t,η′ , where η may be different from η′. Recall that (SI.4) the
covariance is Cov(Φ(ψ1),Φ(ψ2)) =
∫∞
−∞ ψˆ1(ξ)ψˆ2(ξ)dξ, and the pseudocovariance is
given by P (Φ(ψ1),Φ(ψ2)) =
∫∞
−∞ ψˆ1(ξ)ψˆ2(−ξ)dξ. By a direct expansion and the
fact that
F(ht,η)(ξ) = hˆ(η + ξ)e−2piiξt
F((h′)t,η)(ξ) = 2pii(η + ξ)hˆ(η + ξ)e−2piiξt,
we have
BΦ(ht,η, ht,η′) =
∫ ∞
−∞
hˆ(η + ξ)hˆ(η′ + ξ) dξ = γ0(η′ − η)
BΦ(ht,η, (h
′)t,η′) = −2pii
∫ ∞
−∞
(η′ + ξ)hˆ(η + ξ)hˆ(η′ + ξ) dξ = −2piiγ1(η′ − η)
BΦ((h
′)t,η, ht,η′) = −2piiγ1(η − η′)
and
BΦ((h
′)t,η, (h′)t,η′) = 4pi2
∫ ∞
−∞
(η + ξ)(η − ξ)hˆ(ξ)hˆ(η′ + ξ) dξ
= 4pi2[γ2(η
′ − η)− (η′ − η)γ1(η′ − η)] .
When η′ = η, we get Γη since γ1(0) = 0. Similarly, with equation (SI.5), we have
PΦ(ht,η, ht,η′) =
∫ ∞
−∞
hˆ(η + ξ)hˆ(η′ − ξ) dξ = ν0(η′ + η)
PΦ(ht,η, (h
′)t,η′) = 2pii
∫ ∞
−∞
(η′ − ξ) hˆ(η + ξ)hˆ(η′ − ξ) dξ
= 2pii[(η′ + η)ν0(η′ + η)− ν1(η′ + η)].
Similarly, we have
PΦ((h
′)t,η, (h′)t,η′) = −4pi2
∫ ∞
−∞
(η + ξ)(η′ − ξ) hˆ(η + ξ)hˆ(η′ − ξ) dξ
= −4pi2[(η′ + η)ν1(η′ + η)− ν2(η′ + η)].
Again, when η′ = η, we get Cη, and the result follows.

We need the following lemma when we control the covariance between different
η’s.
Lemma B.2. Fix t ∈ R, η, η′ > 0, and η′ 6= η and define a complex random vector
W
(h,h)
η,η′ :=
[
Φ(ht,η) Φ((h
′)t,η) Φ(ht,η′) Φ((h′)t,η′)
]> ∈ C4 .
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The covariance matrix of W
(h,h)
η,η′ is[
Γη Γη,η′
Γ∗η,η′ Γη′
]
∈ C4×4,
where Γη and Γη′ are defined in Proposition 4.3 and
Γη,η′ :=
1
2
√
pi
e−3pi
2(η′−η)2
[
1 −pii(η′ − η)
−pii(η′ − η) pi2
(
(η′ − η)2 + 12pi2
)]
,
and the pseudocovariance matrix of W
(h,h)
η,η′ is[
Cη Cη,η′
C>η,η′ Cη′
]
∈ C4×4,
where Cη is defined in Proposition 4.3 and
Cη,η′ :=
1
2
√
pi
e−3pi
2(η′+η)2
[
1 pii(η′ + η)
pii(η′ + η) −pi2
(
(η′ + η)2 − 12pi2
)]
.
Proof. It is a straightforward calculation. By plugging h(x) = 1√
2pi
e−x
2/2 into the
proof of Lemma, we obtain
BΦ(h
(1)
t,η , h
(1)
t,η′) = γ0(η
′ − η) = 1
2
√
pi
e−3pi
2(η′−η)2
BΦ(h
(1)
t,η , (h
′)(1)t,η′) = −2piiγ1(η′ − η) =
−√pi
2
i(η′ − η)e−3pi2(η′−η)2
BΦ((h
′)(1)t,η , h
(1)
t,η′) = −2piiγ1(η − η′) =
−√pi
2
i(η′ − η)e−3pi2(η′−η)2
BΦ((h
′)(1)t,η , (h
′)(1)t,η′) = 4pi
2[γ2(η
′ − η)− (η′ − η)γ1(η′ − η)]
=
pi3/2
2
(
(η′ − η)2 + 1
2pi2
)
e−3pi
2(η′−η)2 .
Similarly, we have
PΦ(h
(1)
t,η , h
(1)
t,η′) = ν0(η
′ + η) =
1
2
√
pi
e−3pi
2(η′+η)2
PΦ(h
(1)
t,η , (h
′)(1)t,η′) = 2pii[(η
′ + η)ν0(η′ + η)− ν1(η′ + η)]
=
√
pi
2
i(η′ + η)e−3pi
2(η′+η)2
PΦ((h
′)(1)t,η , (h
′)(1)t,η′) = −4pi2[(η′ + η)ν1(η′ + η)− ν2(η′ + η)]
= −pi
3/2
2
[
(η′ + η)2 − 1
2pi2
]
e−3pi
2(η′+η)2 .

We also need the following auxiliary lemma for when we construct the M -
dependent complex Gaussian random vector.
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Lemma B.3. Fix t ∈ R, η > 0, η′ > 0 and M > 0 in the definition of h in Lemma
4.6. Define
γ˜k(t) :=
∫ ∞
−∞
ξkhˆ(ξ)hˆ(t− ξ)ψ(t− ξ) dξ
ν˜k(t) :=
∫ ∞
−∞
ξkhˆ(ξ)hˆ(t− ξ)ψ(t− ξ) dξ(SI.7)
γ˘k(t) :=
∫ ∞
−∞
ξkhˆ(ξ)ψ(ξ)hˆ(t− ξ)ψ(t− ξ) dξ
ν˘k(t) :=
∫ ∞
−∞
ξkhˆ(ξ)ψ(ξ)hˆ(t− ξ)ψ(t− ξ) dξ
for k = 0, 1, 2, . . .. We then have
BΦ(ht,η, ht,η) = γ˜0
BΦ((h
′)t,η, ht,η) = 0
BΦ((h
′)t,η, (h′)t,η) = 4pi2γ˜2(SI.8)
PΦ(ht,η, ht,η) = ν˜0(2η)
PΦ(ht,η, (h
′)t,η) = 2pii[2ην˜0(2η)− ν˜1(2η)]
PΦ((h
′)t,η, (h′)t,η′) = −4pi2[2ην˜1(2η)− ν˜2(2η)]
and
BΦ(ht,η, ht,η′) = γ˘0(η
′ − η)
BΦ(ht,η, h
′
t,η′) = −2piiγ˘1(η′ − η)
BΦ(h
′
t,η, h
′
t,η′) = 4pi
2[γ˘2(η
′ − η)− (η′ − η)γ˘1(η′ − η)] ,(SI.9)
PΦ(ht,η, ht,η′) = ν˘0(η
′ + η)
PΦ(ht,η, (h
′)t,η′) = 2pii[(η′ + η)ν˘0(η′ + η)− ν˘1(η′ + η)] ,
PΦ((h
′)t,η, (h′)t,η′) = −4pi2[(η′ + η)ν˘1(η′ + η)− ν˘2(η′ + η)].
Proof. This is again proved by a direct calculation. We provide the calculation for
the sake of completeness.
BΦ(ht,η, ht,η′) =
∫ ∞
−∞
hˆ(η + ξ)ψ(η + ξ)hˆ(η′ + ξ)ψ(η′ + ξ) dξ
= γ˘0(η
′ − η)
BΦ(ht,η, (h
′)t,η′) = −2pii
∫ ∞
−∞
(η′ + ξ)hˆ(η + ξ)ψ(η + ξ)hˆ(η′ + ξ)ψ(η′ + ξ) dξ
= −2piiγ˘1(η′ − η)
BΦ((h
′)t,η, ht,η′) = −2piiγ˘1(η − η′)
and
BΦ((h
′)t,η, (h′)t,η′) = 4pi2
∫ ∞
−∞
(η + ξ)(η − ξ)hˆ(ξ)hˆ(η′ + ξ)ψ(η′ + ξ) dξ
= 4pi2[γ˘2(η
′ − η)− (η′ − η)γ˘1(η′ − η)] ,
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Similarly, with equation (SI.5), we have
PΦ(ht,η, ht,η′) =
∫ ∞
−∞
hˆ(η + ξ)ψ(η + ξ)hˆ(η′ − ξ)ψ(η′ − ξ) dξ
= ν˘0(η
′ + η)
PΦ(ht,η, (h
′)t,η′) = 2pii
∫ ∞
−∞
(η′ − ξ) hˆ(η + ξ)ψ(η + ξ)hˆ(η′ − ξ)ψ(η′ − ξ) dξ
= 2pii[(η′ + η)ν˘0(η′ + η)− ν˘1(η′ + η)] ,
and
PΦ((h
′)t,η, (h′)t,η′) = −4pi2
∫ ∞
−∞
(η + ξ)(η′ − ξ) hˆ(η + ξ)ψ(η + ξ)hˆ(η′ − ξ)ψ(η′ − ξ) dξ
= −4pi2[(η′ + η)ν˘1(η′ + η)− ν˘2(η′ + η)].

Appendix C. Some useful lemmas
If g : Cn → Cn is a bijective real-analytic mapping, we may find the complex
Jacobian of g−1 by a direct CR-calculus computation [32], which we expound below.
Lemma C.1 (Jacobian for ratio distribution). Let g : (C\{0})×C→ (C\{0})×C
be defined by gQ(z1, z2) = (z1, z2/z1). Then the complex Jacobian determinant of
g−1Q (z, q) is |z|2.
Proof. Writing g−1Q (z, q) = (g
−1
Q,1(z, q), g
−1
Q,2(z, q)) = (z, zq), by [32] we compute the
complex Jacobian matrix at (z, q) to be
(SI.10)

∂g−1Q,1/∂z ∂g
−1
Q,1/∂q ∂g
−1
Q,1/∂z¯ ∂g
−1
Q,1/∂q¯
∂g−1Q,2/∂z ∂g
−1
Q,2/∂q ∂g
−1
Q,2/∂z¯ ∂g
−1
Q,2/∂q¯
∂g−1Q,1/∂z ∂g
−1
Q,1/∂q ∂g
−1
Q,1/∂z¯ ∂g
−1
Q,1/∂q¯
∂g−1Q,2/∂z ∂g
−1
Q,2/∂q ∂g
−1
Q,2/∂z¯ ∂g
−1
Q,2/∂q¯
 =

1 q 0 0
0 z 0 0
0 0 1 q¯
0 0 0 z¯
 .
Taking determinants, we obtain the desired result. 
Remark. In this case it happens that the usual relationship det JR = |det JC|2
between real and complex Jacobians, JR and JC (see [12]), still holds. However, since
gQ and its inverse are not holomorphic, we cannot apply this usual relationship.
Lemma C.2 (Jacobian for synchrosqueezing integrand). Fix η > 0, α > 0 and
ξ > 0. Consider a complex change of variables gY : C2 \ {(0, z2) : z2 ∈ C} →
C2 \ {(0, z2) : z2 ∈ C} defined by
(SI.11) gY (z1, z2) =
(
z1
piα
e
− 1α
∣∣∣ξ−η+ z22piiz1 ∣∣∣2 , z2
2piiz1
)
.
By defining
(SI.12) Eα,ξ(ω) := piαe
|ξ−ω|2/α ,
the Jacobian of g−1Y (y, ω) is
(SI.13) detJ(y, ω) = 4pi2|y|2E4α,ξ(ω) .
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Proof. By a direct verification, gY is a bijective mapping from C2\{(0, z2) : z2 ∈ C}
to itself, with inverse g−1Y (y, ω) = (g
−1
Y,1(y, ω), g
−1
Y,2(y, ω)) defined by
(SI.14)
z1 = g
−1
Y,1(y, ω) = piαe
|ξ−ω|2/αy
z2 = g
−1
Y,2(y, ω) = 2pi
2iαe|ξ−ω|
2/α(η − ω)y .
The complex Jacobian has the same form as (SI.10), but with gQ,1 and gQ,2 replaced
by gY,1 and gY,2 respectively. After expansion, we obtain
J(y, ω) = Eα,ξ(ω)Mα,ξ(y, ω) ,(SI.15)
where Mα,ξ(y, ω) is
(SI.16)
1 c1y(ω¯ − ξ) 0 c1y(ω − ξ)
c2(η − ω) c2y(−1 + c1(η − ω)(ω¯ − ξ)) 0 c1c2y(η − ω)(ω − ξ)
0 c1y¯(ω¯ − ξ) 1 c1y¯(ω − ξ)
0 −c1c2y¯(η − ω¯)(ω¯ − ξ) −c2(η − ω¯) −c2y¯(−1 + c1(η − ω¯)(ω − ξ))
 ,
c1 := 1/α and c2 = 2pii. We directly compute detMα,ξ(y, ω) = 4pi
2|y|2, which
does not depend on α, ξ and ω. We then have the conclusion that det J(y, ω) =
4pi2|y|2E4α,ξ(ω).

Remark. Note that gY is not a holomorphic function of its second argument, but a
real-analytic diffeomorphism from the underlying set R4\{(0, 0, x3, x4) : x3, x4 ∈ R}
to itself under the usual identification of z1 and z2 with x1 + ix2 and x3 + ix4,
respectively.
When we evaluate the covariance structure in Theorem 4.5 and the M -dependent
approximation in Lemma 4.7, we need to find the joint density of random variables
Y
(h,α,ξ)
f+Φ (t, η) and Y
(h,α,ξ)
f+Φ (t, η
′) defined in (33). To achieve this goal, we need the
following lemma whose proof follows the same line as Lemma C.2 but with a more
tedious calculation. For the sake of completeness, we provide details below.
Lemma C.3. Fix η, η′ > 0, η 6= η′, α > 0 and ξ > 0. Consider a complex change
of variables gY1Y2 : C4 \ {z1z3 = 0} → C4 \ {z1z3 = 0} defined by
gY1Y2(z1, z2, z3, z4) =
(
z1
piα
e
− 1α
∣∣∣ξ−η1+ z22piiz1 ∣∣∣2 , z2
2piiz1
,
z3
piα
e
− 1α
∣∣∣ξ−η2+ z42piiz3 ∣∣∣2 , z4
2piiz3
)
.
The complex Jacobian determinant of gY1Y2 is
(SI.17) det J(y1, ω1, y2, ω2) = 16pi
4|y1|2|y2|2E4α,ξ(ω1)E4α,ξ(ω2) ,
where Eα,ξ is defined in (SI.12).
Proof. We see that gY1Y2 is bijective from C4 \ {z1z3 = 0} to itself with inverse
given by
(SI.18) g−1Y1Y2(y1, ω1, y2, ω2) = (g
−1
Y,1(y1, ω1), g
−1
Y,2(y1, ω1), g
−1
Y,1(y2, ω2), g
−1
Y,2(y2, ω2)) ,
where gY,1 and gY,2 are defined in (SI.14). The complex Jacobian of g
−1
Y1Y2
is an 8×8
block-diagonal matrix whose main diagonal blocks are 4 × 4 matrices of the form
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Eα,ξ(ωj)Mα,ξ(yj , ωj) for j = 1, 2, where Eα,ξ and Mα,ξ are the same as in (SI.12)
and (SI.16). Thus, the the complex Jacobian of g−1Y1Y2 becomes
J(y1, ω1, y2, ω2) =
[
Eα,ξ(ω1)Mα,ξ(y1, ω1) 0
0 Eα,ξ(ω2)Mα,ξ(y2, ω2)
]
,(SI.19)
and so we have det J(y1, ω1, y2, ω2) = 16pi
4|y1|2|y2|2E4α,ξ(ω1)E4α,ξ(ω2). 
Lemma C.4. For k ∈ N, there exist m ∈ (0, 1) so that
(SI.20) mmax{1, ex2xk+3} ≤ 1F1
(
k
2
+ 2;
1
2
;x2
)
≤ m−1 max{1, ex2xk+3}
when x ∈ R+.
Proof. By [42, p.323 (13.2.13)], we have
(SI.21) 1F1
(
k
2
+ 2;
1
2
;x2
)
= 1 +O(x2)
when x→ 0 for all k ∈ N. We also have the following asymptotical approximation
of the confluent hypergeometric function [42, p.328 (13.7(i))]:
(SI.22) 1F1
(
k
2
+ 2;
1
2
;x2
)
= ex
2
xk+3(1 +O(x−2))
when x→∞ for any k ∈ N. Moreover, by [42, p.331 (13.9.2)], 1F1
(
k
2 + 2;
1
2 ;x
2
)
> 0
for all x ≥ 0. Hence, by the control of 1F1
(
k
2 + 2;
1
2 ;x
2
)
when x → 0 and x → ∞
and the smoothness of 1F1
(
k
2 + 2;
1
2 ;x
2
)
, we see that m ≤ 1F1(
k
2 +2;
1
2 ;x
2)
max{1, ex2xk+3} ≤ m−1
for all x > 0 for some universal constant 0 < m < 1. This concludes the proof. 
Appendix D. Proofs for Section 3
D.1. Proof of Theorem 3.1 about complex Gaussian quotient density.
Proof of Theorem 3.1. Let Σ =
[
Γ C
C Γ
]
∈ C4×4, which is invertible by the as-
sumption of nondegeneracy. The joint density of (Z1, Q), where Q = Z2/Z1, is
evaluated from (10) and Lemma C.1 by changing variables via gQ:
(SI.23) fZ1,Q(z, q) = |z|2fZ(g−1Q (z, q)) =
|z|2e− 12µ∗Σ−1µ
pi2
√
det Σ
e−
1
2g
∗Σ−1g+<(µ∗Σ−1g),
g := zq ∈ C2. The density of Q is then obtained by evaluating the marginal
distribution of (Z1, Q). Integrating over z in the polar form z = re
iθ, where r > 0
and θ ∈ [0, 2pi), gives us
(SI.24) fQ(q) =
e−
1
2µ
∗Σ−1µ
pi2
√
det Σ
∫ 2pi
0
∫ ∞
0
r3e−
1
2 r
2e∗Σ−1e+r<(µ∗Σ−1e) dr dθ ,
where
e := eiθq.
Using the fact that C = C∗ by complex symmetry, it follows that det Σ = det Γ det P.
Also recall by block matrix inversion:
(SI.25) Σ−1 =
[
P−1 −P−1R
−R>P−1 P−1
]
.
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Due to the appearance of conjugation in e, the phase eiθ plays an essential role,
which leads to the following quantities:
e∗Σ−1e = 2A(θ, q) ∈ R(SI.26)
µ∗Σ−1e = 2Bµ(θ, q) ∈ R .
Recall that due to the nondegeneracy of Σ, det Σ = det Γ det P implies that P and Γ
are both invertible. Also, note that P is Hermitian, so q∗P−1q is real. As a result,
q∗P−1q and q>P−1q in the expansion of e∗Σ−1e are equivalent, and this fact leads
to the first equality in (SI.26).
By hypothesis, Σ−1 is a positive-definite Hermitian, so A(θ, q) > 0 and the
substitution r = t/
√
A(θ, q) is permissible. We then recognize the Hermite function
H−4 with the help of equation (13):
fQ(q) =
e−
1
2µ
∗Σ−1µ
pi2
√
det Γ det P
∫ 2pi
0
1
A(θ, q)2
∫ ∞
0
t3 exp
(
−t2 + 2t Bµ(θ, q)√
A(θ, q)
)
dt dθ
=
e−
1
2µ
∗Σ−1µ
pi2
√
det Γ det P
∫ 2pi
0
6
A(θ, q)2
H−4
(
−Bµ(θ, q)√
A(θ, q)
)
dθ.
Finally, observe that A(θ+pi, q) = A(θ, q) and Bµ(θ+pi, q) = −Bµ(θ, q), which lets
us break up the domain of integration and apply (15) to obtain equation (16).
When µ = 0, the hypergeometric function in the integrand of (16) reduces to
1F1(2; 1/2; 0) = 1/12. When C = 0, the function A(θ, q) becomes q
∗Γ−1q. As a
result, when µ = 0 and C = 0, we see that fQ◦(z) = (pi det Γ)
−1(q∗Γ−1q)−2. 
D.2. Proof of Theorem 3.2. We need the following two lemmas to finish the
proof. Recall that we have fQ◦(q) = (pi det Γ)
−1(q∗Γ−1q)−2.
Lemma D.1. Follow the notation in Theorem 3.1. In general fQ◦ satisfies fQ◦(q) =
fQ◦(q). Moreover, when Γ is diagonal, fQ◦(q) = fQ◦(−q).
Proof. By a direct expansion, we have the symmetry fQ◦(q) = fQ◦(q). Denote gij
to be the (i, j)-th entry of Γ−1 for i, j = 1, 2. For q = (1, q) ∈ C2, where q ∈ C, we
have
q∗Γ−1q = g11 + (g12q + g21q) + g22|q|2 = g11 + 2<(g12q) + g22|q|2,
and if Γ−1 is diagonal, then <(g12q) = 0. Thus, when Γ−1 is diagonal, we obtain
another symmetry fQ◦(q) = fQ◦(−q). 
Lemma D.2. Suppose Q = Z2/Z1, where Z = (Z1, Z2) ∼ CN2(µ,Γ, C). Let
b := ‖Γ−1/2µ‖. Denote M := P−1/2C∗ Γ−1/2 and N := Γ−1/2CP−1Γ1/2. We have the
following lower bound control of fQ:
(SI.27)
12e−(1+‖M‖
2+‖N‖)b2H−4(
√
1 + ‖M‖2 + ‖N‖b)
(1 + ‖M‖2 + ‖N‖)2
√
det Γ−1P
fQ◦(q) ≤ fQ(q) .
Proof. The bound comes from a straightforward expansion. By a direct expansion
of (10), we have
fZ(z) =
1
pi2
√
det Σ
e−[(z−µ)
∗P−1(z−µ)−<(z−µ)>R>P−1(z−µ)] ,
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where z ∈ C2. Let u = Γ−1/2(z − µ). Note that by the definition of P, we have
Γ1/2P−1Γ1/2 = I + M∗M. Thus, we have
−(z − µ)∗P−1(z − µ) + <[(z − µ)>R>P−1(z − µ)] = −‖u‖2 − ‖Mu‖2 + <(u>Nu).
Combining Cauchy-Schwarz with the inequality −|w| ≤ <(w) ≤ |w| and submulti-
plicativity of matrix norms, we have
−(‖M‖2 + ‖N‖)‖u‖2 ≤ −‖Mu‖2 + <(u>Nu).
Adding −‖u‖2 throughout, exponentiating, and adjusting constants, this gives us
ce−(1+‖M‖
2+‖N‖)‖u‖2 ≤ fZ(z) ,
where c = (pi2
√
det ΓP)−1. On the other hand, by the triangle inequality we also
have
‖u‖2 ≤ (‖Γ−1/2z‖+ ‖Γ−1/2µ‖)2 ,
so we may apply this to the previous string of inequalities to obtain
ce−(1+‖M‖
2+‖N‖)(‖Γ−1/2z‖+‖Γ−1/2µ‖)2 ≤ fZ(z) .
We may now change variables as in the proof of Theorem 3.1 and integrate to get
c
∫ 2pi
0
∫ ∞
0
r3e−(1+‖M‖
2+‖N‖)(ar+b)2 dr dθ ≤ fQ(q) ,
where for brevity we have set a = ‖Γ−1/2e‖ (with e as in the proof of Theorem 3.1)
and b = ‖Γ−1/2µ‖. By expanding out the exponent and performing a substitution
for r, this gives us
6c
∫ 2pi
0
e−(1+‖M‖
2+‖N‖)b2
(1 + ‖M‖2 + ‖N‖)2a4H−4(
√
1 + ‖M‖2 + ‖N‖b) dθ ≤ fQ(q) .
Finally, since a2 = e∗Γ−1e = q∗Γ−1q does not depend on θ, this reduces to the
desired inequality. 
We may now prove the desired proposition.
Proof of Proposition 3.2. We will finish the proof by considering various situations.
When C = 0 : We start with expanding the density
fQ◦(q) =
1
pi det Γ(q∗Γ−1q)−2
=
1
pi det Γ(g11 + 2<(g12q) + g22|q|2)2 ,
where gij denotes the (i, j)-th entry of Γ
−1 for i, j = 1, 2. Since Γ is assumed to be
Hermitian and positive definite, we have det Γ−1 = g11g22 − |g12|2 > 0. It follows
that neither g11 nor g22 is zero and that g11g22 > |g12|2. Moreover, since Γ−1 is
a Hermitian, positive-definite matrix, we are assured that g11, g22 > 0. Writing
g12 = |g12|eiτ for some τ ∈ [0, 2pi), and converting the above density to polar form
by setting q = reiθ, we notice that
2<(g12q) = 2<(|g12|rei(τ+θ)) = 2|g12|r cos (τ + θ).
Since q∗Γ−1q is positive, we know g11 + 2|g12|r cosσ + g22r2 > 0.
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With the above preparation, we now show the first claim. For β ≥ 0, in the
polar coordinate we have
E[|Q◦|β ] = 1
pi det Γ
∫ 2pi
0
∫ ∞
0
r1+β
(g11 + 2|g12|r cos (θ + τ) + g22r2)2 dr dθ.(SI.28)
By the reverse triangle inequality, we have
E[|Q◦|β ] ≤ 1
pi det Γ
∫ 2pi
0
∫ ∞
0
r1+β
(g11 − 2|g12|r + g22r2)2 dr dθ(SI.29)
=
2
det Γ
∫ ∞
0
r1+β
(g11 − 2|g12|r + g22r2)2 dr .(SI.30)
Note that since |g12| < g1/211 g1/222 due to the positive definiteness of Γ, we have
g11 − 2|g12|r + g22r2 > (rg1/222 − g1/211 )2 ≥ 0. Since g22 > 0, we have E|Q◦|β < ∞
when β < 2. Since |E(Q◦)β | ≤ E[|Q◦|β ], we conclude that |E(Q◦)β | < ∞ when
0 ≤ β < 2. When β = 2, a similar argument gives us
E[(Q◦)2] =
1
pi det Γ
∫ 2pi
0
∫ ∞
0
r3ei2θ
(g11 + 2|g12|r cos (θ + τ) + g22r2)2 drdθ,
but the r integral diverges by the p-test.
For the second claim, applying Fubini’s theorem, we change the order of inte-
gration and make the substitution σ = θ + τ to obtain
EQ◦ =
1
pi det Γ
∫ 2pi
0
∫ ∞
0
r2eiθ
(g11 + 2|g12|r cos (θ + τ) + g22r2)2 dr dθ
=
1
pi det Γ
∫ ∞
0
∫ 2pi+τ
τ
r2ei(σ−τ)
(g11 + 2|g12|r cosσ + g22r2)2 dσdr .
Now, the integrand is a periodic function of σ that is being integrated over its full
period, so the result is the same if we integrate over any other interval of length
2pi. We choose (0, 2pi) for this purpose to obtain
(SI.31) EQ◦ =
e−iτ
pi det Γ
∫ ∞
0
r2
∫ 2pi
0
eiσ
(g11 + 2|g12|r cosσ + g22r2)2 dσdr.
We now digress for a moment to point out that the contour integral
(SI.32) − 4i
∫
γ
z2
(bz2 + 2az + b)2
dz,
where γ is the unit circle oriented counterclockwise, may be reparametrized by
letting z = eiσ. This then implies that 2 cosσ = z + z−1 by Euler’s identity, and
if we also let a = g11 + g22r
2 and b = 2|g12|r, our reparametrized contour integral
is precisely the innermost integral in (SI.31). So it suffices to determine the value
of (SI.32), which we do now.
If b = 0, expression (SI.32) is seen to be the integral of a function with a remove-
able singularity at the origin over a smooth closed contour; by Cauchy’s theorem,
this integral is then zero.
Otherwise, b > 0. In this case the function p(z) = z2 + 2(a/b)z + 1 satisfies
p(0) 6= 0 and p(z) = z2p(1/z), which shows that if z0 is a root of p(z), then so is
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1/z0. Moreover, p(z¯) = p(z), because Γ
−1 is Hermitian so its diagonal entries are
real. Hence for some real x in the unit disk, the residue theorem gives us
(SI.33)
∫
γ
z2
(bz2 + 2az + b)2
dz =
1
b2
∫
γ
z2
(z − x)2(z − 1/x)2 dz =
−4piix3
b2(x2 − 1)3 .
Now, the roots of z2 + 2(a/b)z + 1 occur at
(SI.34) z± = −a
b
±
√
a2
b2
− 1,
and the arithmetic-geometric mean inequality implies that
(SI.35)
a
b
=
g11 + g22r
2
2|g12|r ≥
2
√
g11g22r2
2|g12|r =
√
g11g22
|g12| > 1 ,
where the final inequality follows from the fact that det Γ−1 > 0. So z+ is the root
in the unit disk, and plugging this in for x above we have
(SI.36)
∫
γ
z2
(bz2 + 2az + b)2
dz =
−pibi
2(a2 − b2)3/2 .
Consequently, equation (SI.31) reduces to
EQ◦ =
−4e−iτ |g12|
det Γ
∫ ∞
0
r3
((g11 + g22r2)2 − 4|g12|r2)3/2
dr
=
−4g21
g22 det Γ
1
(4g11g22 − 4|g12|2)(SI.37)
=
−g21
g22 det Γ det Γ−1
=
−g21
g22
,
where the r integral can be done with the substitution of u = r2 and the obvious
trigonometric substitutions arising later.
For the third claim, note that since C = 0, we have R = 0 and P = Γ¯. Thus,
(SI.38) A(θ, q) = A(q) = q∗Γ−1q = g11 + 2<[g12q] + g22|q|2 = g11 + g22|q|2
since Γ is diagonal. Clearly, we have the symmetry that A(q) = A(−q) under this
condition. On the other hand, B(θ, q) = <[eiθµ∗Γ−1q]. By a direct expansion,
since µ = (µ1, 0), we have
(SI.39) µ∗Γ−1q = µ¯1(g11 + g12q) = g11µ¯ ,
where the last equality comes from the assumption that Γ is diagonal. Thus,
B(θ, q) = B(θ) = <[eiθg11µ¯1]. As a result, fQ(q) is reduced to
fQ(q) =
e−
1
2µ
∗Σ−1µ
pi2
√
det Σ
∫ pi
0
1F1
(
2;
1
2
;
Bµ(θ)
2
A(q)
)
dθ
1
A(q)2
,(SI.40)
and hence
EQ =
e−
1
2µ
∗Σ−1µ
pi2
√
det Σ
∫ pi
0
[ ∫
C
1F1
(
2;
1
2
;
Bµ(θ)
2
A(q)
)
q
A(q)2
dq
]
dθ = 0 .(SI.41)
by the symmetry of A(q). We thus finish the claim.
When C 6= 0 : In this case, we prove various things under different conditions of C.
First, since E|Q◦|2 diverges, by the lower bound of fQ by fQ◦ shown in Lemma D.2,
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we know that E|Q|2 and E(Q2) also blow up. When β < 2, note by Lemma C.4,
we have
(SI.42) 1F1
(
2;
1
2
;
Bµ(θ, q)
2
A(θ, q)
)
≤ m−1
{(Bµ(θ, q)2
A(θ, q)
)3/2
e
Bµ(θ,q)
2
A(θ,q) , 1
}
.
Moreover, by the Cauchy-Schwartz inequality, we have
Bµ(θ,q)
2
A(θ,q) ≤ µ∗Σ−1µ. Hence,
we have
(SI.43) e
Bµ(θ,q)
2
A(θ,q)
− 12µ∗Σ−1µ ≤ 1.
Denote the eigenvalues of Σ to be λ1 ≥ λ2 ≥ λ3 ≥ λ4 > 0 due to the positive
definite assumption. We thus have µ∗Σ−1µ ≥ λ−11 ‖µ‖2, and hence e−
1
2µ
∗Σ−1µ ≤
e−
1
2λ
−1
1 ‖µ‖2 . As a result, we have
E|Q|β ≤ e
− 12λ−11 ‖µ‖2
pi2λ24
∫
C
∫ pi
0
|q|β
A(θ, q)2
dθdq(SI.44)
By (SI.26) we have A(θ, q) = 12e
∗Σ−1e ≥ 12‖e‖2λ−11 , which leads to
(SI.45) E|Q|β ≤ e− 12λ−11 ‖µ‖2 2λ
2
1
piλ24
∫
C
|q|β
(1 + |q|2)2 dq < 0 ,
where we use the fact that ‖e‖2 = 2‖q‖2 = 2(1 + |q|2) and β < 2. We thus finish
the claim.

Appendix E. Proofs for Section 4
E.1. Proof of Proposition 4.4.
Proof. We control the terms related to µ in Theorem 3.1. By (16), we have
f
Q
(h)
f+Φ(t,η)
(q) =
e−
1
2µ
∗Σ−1η µ
pi2
√
det Ση
∫ pi
0
1F1
(
2;
1
2
;
Bµ(θ, q)
2
A(θ, q)
)
1
A(θ, q)2
dθ ,(SI.46)
where µ = f(t)hˆ(η − ξ0)
[
1 2piiξ0
]>
and q =
[
1 2piq
]>
, and
f
Q
(h)
Φ (t,η)
(q) =
1
pi2
√
det Ση
∫ pi
0
1
A(θ, q)2
dθ ,(SI.47)
since 1F1
(
2; 12 ; 0
)
= 1. Because 1F1
(
2; 1/2;x2
)
= 1 + O(x2) as x → 0, there exists
a C > 0 such that when η →∞, we have∣∣∣∣∣fQ(h)f+Φ(t,η)(q)− e−
1
2µ
∗Σ−1η µ
pi2
√
det Ση
∫ pi
0
1
A(θ, q)2
dθ
∣∣∣∣∣ ≤ Ce−
1
2µ
∗Σ−1η µ
pi2
√
det Ση
∫ pi
0
Bµ(θ, q)
2
A(θ, q)3
dθ
since
Bµ(θ,q)
2
A(θ,q) ≤ µ∗Σ−1η µ ≤ λ−14 ‖µ‖2 → 0 by the Cauchy-Schwartz inequality, where
λη,1 and λη,4 are the largest and smallest eigenvalues of Σ
(h)
η respectively. Now we
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control the integrand by a direct expansion:∣∣∣∣∫ pi
0
Bµ(θ, q)
2
A(θ, q)3
dθ
∣∣∣∣ ≤ µ∗Σ−1η µ∫ pi
0
1
A(θ, q)2
dθ
≤ λ−14 ‖µ‖2
∫ pi
0
λ21
‖q‖4 dθ
=
λ21pi
λ4
‖µ‖2‖q‖−4 = O(e−8pi2(η−ξ0)2) ,
where we use the fact that ‖q‖−4 = (1 + 4pi2|q|2)−2 ≤ 1. Note that since the
norm of the pseudocovariance matrix is controlled by O(η2e−4pi
2η2) when η is suf-
ficiently large by Corollary 4.3, λ1 < 2/
√
pi and λ4 > 1/4
√
pi by a trivial bound.
The result follows by the fact that e
− 1
2
µ∗Σ−1η µ
pi2
√
det Ση
is bounded. Indeed, since the norm
of the pseudocovariance matrix is controlled by O(η2e−4pi
2η2) by Corollary 4.3, we
have µ∗Σ−1η µ = O(e
−4pi2η2) and hence the boundedness. A similar bound controls
the difference between e
− 1
2
µ∗Σ−1η µ
pi2
√
det Ση
∫ pi
0
1
A(θ,q)2 dθ and fQ(h)Φ (t,η)
(q) with the same error
rate, and we get the desired bound. Since the density of the non-null reassign-
ment rule converges pointwisely to the density of the null one, by the Riesz-Scheffe´
theorem, we obtain the statement of convergence in distribution.
When η = ξ0, by (24), we have
(SI.48) Ω
(h)
f+Φ(t, ξ0)
a.s.
= ξ0 − 1
2pii
(
Φ((h′)t,ξ0)
f(t) + Φ(ht,ξ0)
)
since hˆ(0) = 1. When ξ0 is sufficiently large, the pseudocovariance is small by
Corollary 4.3. Therefore, by Theorem 3.2(iii) and a similar perturbation bound
like the above, we know that
Φ((h′)t,ξ0 )
f(t)+Φ(ht,ξ0 )
has a mean bounded by Ce−8pi
2ξ20 for
some C > 0. We thus finish the proof. 
E.2. Proof of Theorem 4.4. To prove the Theorem, we need the following Lemma
evaluating the density of Z
(h)
α,ξ0,η
:=
[
Yα,η Ωη
]>
.
Lemma E.1. Suppose Assumptions 4.1 and 4.2 hold. For η > 0, α > 0, and ξ > 0,
the density function of Z
(h)
α,ξ0,η
:=
[
Yα,η Ωη
]> ∈ C2 is
f
Z
(h)
α,ξ0,η
(y, ω) =
4|y|2E4α,ξ(ω)√
det Σ
exp
[
− 1
2
(
g−1Y (y, ω)− µ(h)ξ0,η
)∗
Σ−1η
(
g−1Y (y, ω)− µ(h)ξ0,η
)]
,
(SI.49)
where gY is defined in Lemma C.2,
(SI.50) µ
(h)
ξ0,η
:= Ahˆ(ξ0 − η)ei2piξ0t
[
1 i2piξ0
]>
,
and Eα,ξ(ω) is defined in (SI.12).
Proof. Consider the complex change of variables gY : C2 \ {(0, z2) : z2 ∈ C} →
C2 \ {(0, z2) : z2 ∈ C} discussed in Lemma C.2 to build Z(h)α,ξ0,η from the Gaussian
random vector U
(h)
ξ0,η
:= µ
(h)
ξ0,η
+ W
(h)
η , where W
(h)
η =
[
Φ(ht,η) Φ((h
′)t,η)
]>
. By
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recalling the density function of W
(h)
η , we know that the density function of U
(h)
ξ0,η
satisfies
f
U
(h)
ξ0,η
(z) =
1
pi2
√
det Ση
exp
[
− 1
2
(
z − µ(h)ξ0,η
)∗
Σ(h)−1η
(
z − µ(h)ξ0,η
)]
,(SI.51)
where Σ(h)η =
[
Γη Cη
Cη Γη
]
is the augmented covariance matrix shown in Lemma 4.3.
Therefore, with |det J(y, ω)| evaluated in Lemma C.2, we have the claim that
(SI.52) f
Z
(h)
α,ξ0,η
(y, ω) = |det J(y, ω)|f
U
(h)
ξ0,η
(gY
−1(y, ω)) .

Lemma E.2. Suppose Assumptions 4.1 and 4.2 hold. For η > 0 and A > 0.
Denote Σ(h)η to be the augmented covariance matrix of the complex random vector
W
(h)
η =
[
Φ(ht,η) Φ((h
′)t,η)
]>
. Denote λη,1 ≥ λη,2 ≥ λη,3 ≥ λη,4 to be the
eigenvalues of Σ(h)η . When η → 0, we have
(SI.53) λη,3  η2, λη,4  η6, and hence det Σ(h)η  η8.
For u = eiθ
[
1 2piiw
]> ∈ C2, where θ ∈ [0, 2pi) and w = reiφ ∈ C, we have
u∗Σ(h)−1η u 
3 sin2(θ)
4pi11/2
η−6 + 8
√
pir2 cos2(θ + φ)η−2
+ 32pi5/2r2 sin2(θ + φ) + 4
√
pi cos2(θ)(SI.54)
when η → 0. In particular, for µ(h)ξ0,η defined in (SI.50), we have
µ
(h)∗
ξ0,η
Σ(h)−1η µ
(h)
ξ0,η
 A2hˆ(ξ0 − η)2
[3 sin2(2piξ0t)
4pi11/2
η−6
+ 8
√
piξ20 cos
2(2piξ0t)η
−2
]
(SI.55)
when η → 0.
Proof. Denote the eigendecomposition of Ση as UDU
∗, where U ∈ U(4) and D is a
diagonal matrix. To quantify λη,3 and λη,4 when η is small, by a direct expansion,
U and D are well approximated by
U1 =

1 0 0 1
0 1 1 0
−1 0 0 1
0 −1 1 0
 and D1 = diag(163 pi11/2η6, 2pi3/2η2, 12√pi , 1√pi)
up to a negligible error. As a result, λη,3 and λη,4 approach zero at the rate of η
2
and η6 when η → 0 respectively, and hence det Σ(h)η → 0 at the rate of η8 as well.
For u∗Σ(h)−1η u, we use the fact that Σ
(h)
η can be well approximated by U1D1U
∗
1
via approximating the eigenstructure. By a direct expansion,
(SI.56) U∗1u =
[
2i sin(θ) 4piir cos(θ + φ) −4pir sin(θ + φ) 2 cos(θ)]> ,
so u∗Σ(h)−1η u is approximated by u
∗U1D1U∗1u =
3 sin2(θ/2)
4pi11/2
η−6+4
√
pi(|w|2+<(eiθw2))η−2+
4pi5/2(|w|2−<(eiθw2))+4√pi cos2(θ/2). The argument for µ(h)∗ξ0,ηΣ(h)−1η µ
(h)
ξ0,η
follows
by inserting ω = ξ0 and θ = 2piξ0t. Note that since ξ0 is positive, the phase φ = 0.
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Thus, when the η−6 term is zero, η−2 term is not zero. We thus conclude the proof
of µ
(h)∗
ξ0,η
Σ(h)−1η µ
(h)
ξ0,η
. 
Proof of Theorem 4.4. The density function of Yα,η comes from the standard step
of marginalizing Ω
(h)
f+Φ(t, η) from fZ(h)α,ξ0,η
(y, ω) shown in Lemma E.1. First, denote
(SI.57) ω :=
[
1 2pii(η − ω)]>
so that we have g−1Y (y, ω) = yEα,ξ(ω)ω. Note that ω depends on η, but we use it
to simplify the notation. Therefore, if we write y = reiθ in the polar coordinate for
r > 0 and θ ∈ [0, 2pi), the density function f
Z
(h)
α,ξ0,η
(y, ω) shown in (SI.49) becomes
f
Z
(h)
α,ξ0,η
(reiθ, ω) = cηr
2E4α,ξ(ω) exp[−r2E2α,ξ(ω)Aη(θ, ω) + 2rEα,ξ(ω)Bξ0,η(θ, ω)− Cξ0,η] ,
where
cη := 4(det Σ
(h)
η )
−1/2
Aη(θ, ω) :=
1
2
[
eiθω
e−iθω¯
]∗
Σ(h)−1η
[
eiθω
e−iθω¯
]
(SI.58)
Bξ0,η(θ, ω) :=
1
2
<
(
µ
(h)∗
ξ0,η
Σ(h)−1η
[
eiθω
e−iθω¯
])
Cξ0,η :=
1
2
µ
(h)∗
ξ0,η
Σ(h)−1η µ
(h)
ξ0,η
.
Note that
[
eiθω
e−iθω¯
]
is the augmented vector of eiθω. Since Σ(h)η is positive definite
and ‖ω‖2 = 1 + 4pi2|ω|2 ≥ 1, for all ω ∈ C we have
λ−1η,1 ≤ ‖ω‖2λ−1η,1 ≤ Aη(θ, ω) ≤ ‖ω‖2λ−1η,4 .(SI.59)
Similarly, we know that Cξ0,η > 0 in the non-null case. This bound gives us a rough
idea of Aη(θ, ω) and is a reasonably good bound when η is not close to zero. When
η is close to zero, due to the degeneracy of Σ(h)η , λη,4 is closer to zero and the upper
bound is bad. A more precise bound described in Lemma E.2 is needed later when
we control the moments. Note that the definition of Aη and Bξ0,η here mirrors that
of (17) in Theorem 3.1, since by a direct expansion we have
Aη(θ, ω) := ω
∗P−1ω −<
(
e2iθω>R>P−1ω
)
,(SI.60)
Bξ0,η(θ, ω) := <
[
eiθ
(
µ
(h)∗
ξ0,η
− µ(h)>ξ0,η R>
)
P−1ω
]
.
Here, recall that the expansion of Bξ0,η(θ, ω) depends on the fact that P
−1R is
symmetric. In some parts of the proof, it is more convenient to work with (SI.60).
We have for any k-th absolute moment, where k ∈ N,
(SI.61) E|Yα,η|k =
∫ ∞
0
∫ 2pi
0
∫
C
rkf
Z
(h)
α,ξ0,η
(reiθ, ω) dω r dθ dr .
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Since the integrand is nonnegative, Tonelli’s theorem allows us to reorder the inte-
gration and have
E|Yα,η|k = cηe−Cξ0,η
∫
C
E4α,ξ(ω)
∫ 2pi
0
∫ ∞
0
rk+3
× e−r2E2α,ξ(ω)Aη(θ,ω)+2rEα,ξ(ω)Bξ0,η(θ,ω) dr dθ dω .(SI.62)
Here, the term involving Eα,ξ(ω) defined in (SI.12) comes from the Jacobian as-
sociated with the change of variable. We now change it back to a more trackable
form. Note that Eα,ξ(ω) > 0, and by (SI.59), Aη(θ, ω) > 0. By changing variables
by letting
(SI.63) r =
t
Eα,ξ(ω)
√
Aη(θ, ω)
,
we have
E|Yα,η|k = cηe−Cξ0,η
∫
C
E4α,ξ(ω)
∫ 2pi
0
1
Ek+4α,ξ (ω)A
k/2+2
η (θ, ω)
×
[ ∫ ∞
0
tk+3e
−t2+ 2Bξ0,η(θ,ω)√
Aη(θ,ω)
t
dt
]
dθ dω ,(SI.64)
which can be converted to the confluent hypergeometric function (13) via
E|Yα,η|k = cηe−Cξ0,η
∫
C
1
Ekα,ξ(ω)
∫ 2pi
0
Γ(k + 4)
A
k/2+2
η (θ, ω)
×H−k−4
(
−Bξ0,η(θ, ω)√
Aη(θ, ω)
)
dθ dω
= cηe
−Cξ0,η
√
piΓ(k + 4)
2k+3Γ(k+52 )
∫
C
1
Ekα,ξ(ω)
∫ pi
0
1
A
2+k/2
η (θ, ω)
(SI.65)
× 1F1
(
k
2
+ 2;
1
2
;
B2ξ0,η(θ, ω)
Aη(θ, ω)
)
dθ dω ,
where the second equality holds since Aη(θ+pi, ω) = Aη(θ, ω), and Bξ0,η(θ+pi, ω) =
−Bξ0,η(θ, ω). To bound E|Yα,η|k, we apply Lemma C.4. Note that
B2ξ0,η
(θ,ω)
Aη(θ,ω)
is
smooth on θ and ω, and
B2ξ0,η
(θ,ω)
Aη(θ,ω)
≥ 0 since Aη(θ, ω) > 0 and Bξ0,η(θ, ω) ∈ R. By
Lemma C.4, the above culminates in the inequality
mmax
{(B2ξ0,η(θ, ω)
Aη(θ, ω)
)(k+3)/2
e
B2ξ0,η
(θ,ω)
Aη(θ,ω) , 1
}
≤ 1F1
(
k
2
+ 2;
1
2
;
B2ξ0,η(θ, ω)
Aη(θ, ω)
)
(SI.66)
≤m−1 max
{(B2ξ0,η(θ, ω)
Aη(θ, ω)
)(k+3)/2
e
B2ξ0,η
(θ,ω)
Aη(θ,ω) , 1
}
.
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Then, plug this bound to (SI.65) to obtain the bound:
mKcη
∫
C
∫ pi
0
G(θ, ω)
Ekα,ξ(ω)A
2+k/2
η (θ, ω)
dθ dω(SI.67)
≤E|Yα,η|k ≤ m−1Kcη
∫
C
∫ pi
0
G(θ, ω)
Ekα,ξ(ω)A
2+k/2
η (θ, ω)
dθ dω ,
where
K :=
√
piΓ(k + 4)
2k+3Γ(k+52 )
(SI.68)
G(θ, ω) := max
{(B2ξ0,η(θ, ω)
Aη(θ, ω)
)(k+3)/2
e
B2ξ0,η
(θ,ω)
Aη(θ,ω)
−Cξ0,η , e−Cξ0,η
}
.(SI.69)
We now control the integration in the upper and lower bounds.
Absolute moments for the null case: In this case Cξ0,η = 0 and Bξ0,η(θ, ω) = 0,
so we have
G(θ, ω) = e−Cξ0,η = 1 .
Note that in the null case, m = 1 in (SI.66). By the definition of Eα,ξ(ω), we have∫
C
∫ pi
0
1
Ekα,ξ(ω)
1
A
(k+4)/2
η (θ, ω)
dθ dω
=
1
pikαk−1
∫
C
[ ∫ pi
0
1
A
(k+4)/2
η (θ, ω)
dθ
] 1
α
e−k|ω−ξ|
2/αdω .(SI.70)
By (SI.59), when η > 0 is away from 0, we have a trivial bound
(SI.71)
piλ
(k+4)/2
4
2(1 + 4pi2|η − ω|2)(k+4)/2 ≤
∫ pi
0
1
A
(k+4)/2
η (θ, ω)
dθ ≤ 2piλ
(k+4)/2
1
(1 + 4pi2|η − ω|2)(k+4)/2 ,
where we use the fact that 12ω
∗Γ−1η ω ≤ Aη(θ, ω) = ω∗P−1ω−<
(
e2iθω>R>P−1ω
) ≤
2ω∗Γ−1η ω in (SI.60) when η is sufficiently large, since R is negligible by Corollary
4.3. Thus, when η is away from 0, the problem is simply reduced to bound∫
C
1
(1 + 4pi2|η − ω|2)(k+4)/2
1
α
e−k|ω−ξ|
2/αdω ,(SI.72)
which is an approximation of identity of 1
(1+4pi2|η−ω|2)(k+4)/2 at ξ when α is small.
As a result, when η is away from 0,
(SI.73)
c′′η :=
∫
C
[ ∫ pi
0
1
A
(k+4)/2
η (θ, ω)
dθ
] 1
α
e−k|ω−ξ|
2/αdω ∼ 1
(1 + 4pi2|η − ξ|2)(k+4)/2 ,
where we use the notation that for x, y > 0, x ∼ y if there exist c1 ≥ c0 > 0
independent of η so that c0x ≤ y ≤ c1x.
When η → 0, the control is different. For the lower bound, we can simply use
the lower bound shown in (SI.71). But the upper bound in (SI.71) is not sharp
enough, since cη is of order η
−3 by Lemma E.2. We thus need to carefully control
the degeneracy of Ση. we will split the integral domain in (SI.70) into two pieces:
[0, pi) = I1 ∪ I2 ,(SI.74)
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where
I1 = [η
5/2, pi − η5/2) ,
I2 = {[0, η5/2) ∪ (pi − η5/2, pi)} .
Write η−ω = reiφ. By Lemma E.2, when θ ∈ I1, Aη(θ, ω) is lower bounded by
3 sin(θ)2
4pi11/2
η−6; when θ ∈ I2, Aη(θ, ω) is lower bounded by 8
√
pir2 cos2(θ + φ)η−2 +
32pi5/2r2 sin2(θ + φ) + 4
√
pi cos2(θ) ≥ 2√pi(r2 + 1). Indeed, since θ ∈ I2, we have
cos2(θ) > 1/2, and for any φ, 8
√
pir2 cos2(θ + φ)η−2 + 32pi5/2r2 sin2(θ + φ) ≥
8
√
pir2 cos2(θ + φ) + 8
√
pir2 sin2(θ + φ) ≥ 2√pir2. By putting the above bounds
together, over I1, we have∫
C
∫
I1
1
A
(k+4)/2
η (θ, ω)
dθ
1
α
e−k|ω−ξ|
2/αdω
≤
∫
C
∫
I1
1
[sin2(θ)η−6](k+4)/2
dθ
1
α
e−k|ω−ξ|
2/αdω
≤pi
∫
C
η(k+4)/2
1
α
e−k|ω−ξ|
2/αdω ≤ pi
2
k
η(k+4)/2 ,(SI.75)
where we use the trivial bound sin2(θ)η−6 ≥ η−1 that ∫C e−k|ω−ξ|2/αdω = piαk . Over
I2, we have ∫
C
∫
I2
1
A
(k+4)/2
η (θ, ω)
dθ
1
α
e−k|ω−ξ|
2/αdω
≤ 1
(2
√
pi)(k+4)/2
∫
C
∫
I2
1
(1 + |η−ω|2)(k+4)/2 dθ
1
α
e−k|ω−ξ|
2/αdω
≤ η
5/2
(2
√
pi)(k+4)/2
∫
C
1
(1 + |η−ω|2)(k+4)/2
1
α
e−k|ω−ξ|
2/αdω
≤ 2η
5/2
(2
√
pi)(k+4)/2(1 + |η−ξ|2)(k+4)/2k ,(SI.76)
where in the last inequality we use the same approximation of identity argument
like (SI.72) when α is sufficiently small. We conclude that when η → 0, we have
c′′η = c2η
5/2 for all k ≥ 1 for some c2 > 0 independent of η.
As a result, in the null case we have
(SI.77) E|Yα,η|k  α−k+1 ,
when α is sufficiently small, where the implied constant is upper bounded by
cηc
′′
η = O(η
−1/2) when η → 0. We remark that this trivial bound might not
be optimal, but this bound is sufficient for our purpose.
Absolute moments for the non-null case: In this case, we need to control
the impact of the “signal strength” A and the window effect hˆ(ξ0−η) in Bξ0,η(θ, ω)
and Cξ0,η. Note that due to the positive definiteness of Ση, we have a simple control
(SI.78)
B2ξ0,η(θ, ω)
Aη(θ, ω)
− Cξ0,η ≤ 0 .
due to the Cauchy-Schwartz. Therefore, the max term in (SI.67) can be simply
bounded by max{C2ξ0,η, e−Cξ0,η} from above and e−Cξ0,η from below. Therefore,
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the lower bound of E|Yα,η|k can be achieved by the same argument of that for the
null case with an extra constant e−Cξ0,η . We now control the upper bound.
We claim that when η is sufficiently large, this bound is sufficient for our purpose.
Indeed, since the eigenvalues of Ση are of order 1 and Ahˆ(ξ0 − η) is small when η
is away from ξ0, both max{C2ξ0,η, e−Cξ0,η} and e−Cξ0,η are close to 1. Even when
η ∼ ξ0, both C2ξ0,η and e−Cξ0,η are of order 1. Hence, when η is sufficiently large, the
finite absolute k-th moment in the non-null case follows from the same argument
as that in the null case.
However, when η → 0, this bound is not sharp enough due to the degeneracy
of Ση for our purpose. Specifically, we want the implied constant in E|Yα,η|k to be
at least integrable when η → 0, but it cannot be achieved by applying the simple
bound in (SI.78). We thus need more than the Cauchy-Schwartz inequality. Before
exploring the Cauchy-Schwartz inequality, note that while Cξ0,η depends on η and
A via A2hˆ(ξ0 − η)2, since ξ0 and A > 0 are both fixed, A2hˆ(ξ0 − η)2 is of order 1
when η → 0. Recall the following fact regarding the Cauchy-Schwartz inequality –
for generic u, v ∈ C4, if we write z = u− u
∗Σ−1η v
v∗Σ−1η v
v, which is perpendicular to v with
related to Σ−1η , we have
|u∗Σ−1η v|2
v∗Σ−1η v
− u∗Σ−1η u = −z∗Σ−1η u. This leads to
(SI.79)
[<(u∗Σ−1η v)]2
v∗Σ−1η v
− u∗Σ−1η u = −z∗Σ−1η u−
[=(u∗Σ−1η v)]2
v∗Σ−1η v
≤ −z∗Σ−1η u .
In general, z∗Σ−1η u = 0 and =(u∗Σ−1η v) = 0 can happen. However, in our setup we
do not work with generic vectors but those with structures inherited from the map
(ω, θ) → eiθω = eiθ [1 2pii(η − ω)]>, and µ(h)ξ0,η is a special case of eiθω scaled
by Ahˆ(ξ0 − η). Specifically, the map is smooth from C × [0, 2pi] → C4, which has
a low dimensional range so that when eiθω 6= µ(h)ξ0,η, eiθω is not parallel to µ
(h)
ξ0,η
.
For example, even in a very special case when Ahˆ(ξ0 − η) 6= 1, θ = 2piξ0t mod 2pi
and ω = ξ0, the vector ω is not parallel to µ
(h)
ξ0,η
. To specifically quantify this fact,
note that for the fixed η, when (µ
(h)
ξ0,η
− ω)∗Σ−1η (µ(h)ξ0,η − ω) ≥ η2Cξ0,η, we have
B2ξ0,η
(θ,ω)
Aη(θ,ω)
− Cξ0,η ≤ −ηCξ0,η, and hence
G(θ, ω) ≤ max
{
((1− η)Cξ0,η)(k+3)/2e−ηCξ0,η , e−Cξ0,η
}
≤ C(k+3)/2ξ0,η e−ηCξ0,η .
On the other hand, when (µ
(h)
ξ0,η
− ω)∗Σ−1η (µ(h)ξ0,η − ω) < η2Cξ0,η, we claim that
Aη(θ, ω), Bξ0,η(θ, ω) and Cξ0,η are close, and henceB
2
ξ0,η
(θ, ω) is close toAη(θ, ω)Cξ0,η.
Indeed, z = (µ
(h)
ξ0,η
− ω)/η ∈ C4 satisfies z∗Σ−1η z ≤ Cξ0,η. By a direct calcula-
tion, |Aη(θ, ω) − Bξ0,η(θ, ω)| =
∣∣η<[z∗Σ−1η µ(h)ξ0,η] + η2z∗Σ−1η z∣∣ ≤ (η + η2)Cξ0,η and
|Cξ0,η−Bξ0,η(θ, ω)| =
∣∣ηz∗Σ−1η µ(h)ξ0,η∣∣ ≤ ηCξ0,η. Therefore, when η is small, we have
(SI.80)
B2ξ0,η(θ, ω)
Aη(θ, ω)
≤ (1 + 8η)Aη(θ, ω) ≤ 2Aη(θ, ω) ,
where we use the facts that Bη(θ, ω) ≤ Aη(θ, ω) + (η + η2)Cξ0,η and Aη(θ, ω) ≥
(1 − 3η − η2)Cξ0,η ≥ Cξ0,η/2. Similarly we have the lower bound
B2ξ0,η
(θ,ω)
Aη(θ,ω)
≥
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(1− 8η)Aη(θ, ω) ≥ Aη(θ, ω)/2. As a result,
G(θ, ω) ∼ max{Aη(θ, ω)(k+3)/2, e−Cξ0,η} = Aη(θ, ω)(k+3)/2 ,(SI.81)
where the last equality holds since Aη(θ, ω) ≥ λ−1η,1 = O(1) and e−Cξ0,η = O(e−η
−2
)
by (SI.55). Define
(SI.82) N :=
{
(ω, θ)
∣∣ (ω − µ(h)ξ0,η)∗Σ−1η (ω − µ(h)ξ0,η) < η2Cξ0,η} ⊂ C× [0, 2pi) .
We have ∫
C
∫ pi
0
G(θ, ω)
Ekα,ξ(ω)A
2+k/2
η (θ, ω)
dθ dω(SI.83)
≤
∫
N c
C
(k+3)/2
ξ0,η
e−ηCξ0,η
Ekα,ξ(ω)A
2+k/2
η (θ, ω)
dθ dω +
∫
N
1
Ekα,ξ(ω)A
1/2
η (θ, ω)
dθ dω .
Next, we control N. By the same argument and with the same notation as that for
Lemma E.2, we have
(SI.84) U∗1 (ω − µ(h)ξ0,η) =

2i sin(θ)− 2iAhˆ(ξ0 − η) sin(2piξ0t)
4piir cos(θ + φ)− 4piiξ0Ahˆ(ξ0 − η) cos(2piξ0t)
−4pir sin(θ + φ) + 4piξ0Ahˆ(ξ0 − η) sin(θ + φ)
2 cos(θ)− 2Ahˆ(ξ0 − η) cos(2piξ0t)
 .
By Lemma E.2, Cξ0,η is of order η
−6 when 2piξ0t is not an integer multiple of pi,
or it will be smaller. Assume the worst case hold so that Cξ0,η = c3η
−6 for some
c3 > 0 independent of η. We mention that the same argument holds when Cξ0,η is
smaller and the bound will be better, but here the worst bound is sufficient for our
purpose. When (ω, θ) ∈ N , by a direct expansion we have
(SI.85)
3
4pi11/2
η−6| sin(θ)−Ahˆ(ξ0 − η) sin(2piξ0t)|2 < η2Cξ0,η = c3η−4 ,
and hence
(SI.86) | sin(θ)−Ahˆ(ξ0 − η) sin(2piξ0t)| ≤ c4η
for some constant c4 > 0 independent of η. When Ahˆ(ξ0 − η) sin(2piξ0t) ∈ [−1, 1],
the worst case happens when Ahˆ(ξ0 − η) sin(2piξ0t) is close to 1 or −1; that is,
|(θ − 2piξ0t) mod 2pi|2/2 ≤ c4η .(SI.87)
Note that when Ahˆ(ξ0 − η) sin(2piξ0t) is away from 1 and −1, the bound is better
like |(θ − 2piξ0t) mod 2pi|/2 ≤ c4η, but we consider the worst bound here, which
is sufficient for our purpose. Therefore, when (ω, θ) ∈ N , we have |(θ − 2piξ0t)
mod 2pi| = O(√η), and hence N ⊂ C × I, where I is centered at 2piξ0t mod 2pi
with the length of order
√
η. We mention that when Ahˆ(ξ0 − η) sin(2piξ0t) is away
from [−1, 1], which happens when Ahˆ(ξ0 − η) is large, N is an empty set. As a
SI.23
result, we have∫
N c
C
(k+3)/2
ξ0,η
e−ηCξ0,η
Ekα,ξ(ω)A
2+k/2
η (θ, ω)
dθ dω +
∫
N
1
Ekα,ξ(ω)A
1/2
η (θ, ω)
dθ dω(SI.88)
≤
∫
C
∫ pi
0
C
(k+3)/2
ξ0,η
e−ηCξ0,η
Ekα,ξ(ω)A
2+k/2
η (θ, ω)
dθ dω +
∫
C
∫
I
1
Ekα,ξ(ω)A
1/2
η (θ, ω)
dθ dω .
By (SI.55), we have ηCξ0,η ≥ c4η−1 for some constant c4 > 0 independent of η.
Therefore, C
(k+3)/2
ξ0,η
e−ηCξ0,η ≤ c5 for some constant c5 independent of η. Thus, the
first integral can be controlled by the same way as that of the null case. For the
second integral, we bound it by∫
C
∫
I
1
A
1/2
η (θ, ω)
e−k|ω−ξ|
2/α dθ dω ≤
√
2
∫
C
∫
I
1
C
1/2
ξ0,η
dθ e−k|ω−ξ|
2/αdω(SI.89)
≤C−1/2ξ0,η |I|
∫
C
e−k|ω|
2/αdω = c6
k
α
η7/2
for a constant c6 > 0 independent of η. As a result, we conclude that in the non-null
case,
(SI.90) E|Yα,η|k  α−k+1
when α is sufficiently small, where the implied constant is O(η−1/2) when η → 0.
Moments and mean: To finish the proof, we calculate the k-th moment EY kα,η
when k ∈ N:
EY kα,η =Kcηe−Cξ0,η
∫
C
E4α,ξ(ω)
∫ 2pi
0
eikθ
[ ∫ ∞
0
rk+3
× e−E2α,ξ(ω)Aη(θ,ω)r2e2Eα,ξ(ω)Bξ0,η(θ,ω)r dr
]
dθ dω .
Note that the only difference between EY kα,η and E|Yα,η|k in (SI.62) is the phase
eikθ. Therefore, by the same derivation of (SI.65), by (13), EY kα,η becomes
Kcηe
−Cξ0,η
∫
C
1
Ekα,ξ(ω)
∫ pi
0
eikθ
A
2+k/2
η (θ, ω)
× 1F1
(
k
2
+ 2;
1
2
;
B2ξ0,η(θ, ω)
Aη(θ, ω)
)
dθ dω(SI.91)
when k is even, and
K ′cηe−Cξ0,η
∫
C
1
Ekα,ξ(ω)
∫ pi
0
eikθBξ0,η(θ, ω)
A
5/2+k/2
η (θ, ω)
× 1F1
(
k + 5
2
;
3
2
;
B2ξ0,η(θ, ω)
Aη(θ, ω)
)
dθ dω(SI.92)
when k is odd, where K ′ :=
√
piΓ(k+4)
2k+3Γ( k+42 )
.
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In the null case, since Bξ0,η(θ, ω) = Cξ0,η = 0, clearly we have EY kα,η = 0 for all
η > 0 when k is odd. When k is even,
EY kα,η =Kcη
∫
C
1
Ekα,ξ(ω)
∫ pi
0
eikθ
A
2+k/2
η (θ, ω)
dθ dω .(SI.93)
When k is even, since eikθ = −eik(θ+pi/2) when θ ∈ [0, pi/2], we have
(SI.94)
∫ pi
0
eikθ
A
2+k/2
η (θ, ω)
dθ =
∫ pi/2
0
eikθ
[ 1
A
2+k/2
η (θ, ω)
− 1
A
2+k/2
η (θ + pi/2, ω)
]
dθ .
To bound this integral, we use (SI.60). When η is sufficiently large, we have
(SI.95) |Aη(θ, ω)− ω∗P−1ω| ≤ |ω>Γ−1CP−1ω| = O(e−4pi2η2‖ω‖) ,
which leads to
(SI.96)
∣∣∣ 1
A
2+k/2
η (θ, ω)
− 1
A
2+k/2
η (θ + pi/2, ω)
∣∣∣ = O( e−4pi2η2
(1 + |η − ω|2)(k+4)/2
)
by the same approximation like that of (SI.71) and a direct binomial expansion,
and hence
EY kα,η = O(e−4pi
2η2) .(SI.97)
In the non-null case, we have a similar bound when η − ξ0 is sufficiently large.
Indeed, by (SI.60), since µ
(h)
ξ0,η
= Ahˆ(ξ0 − η)ei2piξ0t
[
1 i2piξ0
]>
, when |η − ξ0| is
sufficiently large, we have |Bξ0,η(θ, ω)| = O(e−(ξ0−η)
2/2‖ω‖). Therefore, we have
(SI.98)
B2ξ0,η(θ, ω)
Aη(θ, ω)
= O(e−(ξ0−η)
2
) ,
which by [42, p.323 (13.2.13)] leads to
1F1
(
k
2
+ 2;
1
2
;
B2ξ0,η(θ, ω)
Aη(θ, ω)
)
= 1 +O(e−(ξ0−η)
2
)(SI.99)
1F1
(
k + 5
2
;
3
2
;
B2ξ0,η(θ, ω)
Aη(θ, ω)
)
= 1 +O(e−(ξ0−η)
2
) .
By the same argument as that in the null case, we get the claim. Indeed, when k
is odd, write∫ pi
0
eikθ
A
2+k/2
η (θ, ω)
1F1
(
k
2
+ 2;
1
2
;
B2ξ0,η(θ, ω)
Aη(θ, ω)
)
dθ
=
∫ pi/2
0
eikθ
[ 1F1(k2 + 2; 12 ; B2ξ0,η(θ,ω)Aη(θ,ω) )
A
2+k/2
η (θ, ω)
−
1F1
(
k
2 + 2;
1
2 ;
B2ξ0,η
(θ+pi/2,ω)
Aη(θ+pi/2,ω)
)
A
2+k/2
η (θ + pi/2, ω)
]
dθ ,
which is controlled by O(e−(ξ0−η)
2
). The same lines hold for the even k.
Now we discuss the special non-null case when k = 1; in other words, we study
the mean of the Yα,η. The proof techniques are the same as the above, so we
only sketch the proof by indicating each key steps. First, assume η = ξ0 and
ξ = ξ0. In this case, Bξ0,η(θ, ω) = A<
[
eiθ
( [
1 −2piiξ0
] − [1 2piiξ0] R>)P−1 [10
] ]
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and Aη(θ, ω) =
[
1 0
]
P−1
[
1
0
]
. By the assumption that ξ0 is sufficiently large, R
>
is negligible. Therefore, by the same perturbation argument as the above, we have
Aη(θ, ω) ∼ 12 and Bξ0,η(θ, ω) ∼ 12A cos θ. Therefore, when α is sufficiently small,
we have ∫
C
1
Eα,ξ(ω)
∫ pi
0
eikθBξ0,η(θ, ω)
A3η(θ, ω)
1F1
(
3;
3
2
;
B2ξ0,η(θ, ω)
Aη(θ, ω)
)
dθ dω
∼ A
2
∫ pi
0
cos2(θ)1F1
(
3;
3
2
;
A cos2(θ)
2
)
dθ
which is strictly positive of order 1, and the magnitude increases as A increases.
Next, we study the case when η = ξ0, but |ξ − ξ0| is sufficiently large. In this
case, due to the assumption that ξ0 is sufficiently large, by the same perturbation
argument, we have Aη(θ, ω) =
[
1 2pii(ξ − ξ0)
]
P−1
[
1
2pii(ξ − ξ0)
]
∼ 12−4pi2(ξ−ξ0)2
and Bξ0,η(θ, ω) = A<
[
eiθ
( [
1 −2piiξ0
] − [1 2piiξ0] R>)P−1 [10
] ] ∼ A<[eiθ( 12 −
4pi2ξ0(ξ − ξ0)]. In this case, we have∫
C
1
Eα,ξ(ω)
∫ pi
0
eiθBξ0,η(θ, ω)
A3η(θ, ω)
1F1
(
3;
3
2
;
B2ξ0,η(θ, ω)
Aη(θ, ω)
)
dθ dω
∼ A(1/2− 4pi
2ξ0(ξ − ξ0))
(1/2− 4pi2(ξ − ξ0)2)3
∫ pi
0
[cos2(θ) + i sin(2θ)]
× 1F1
(
3;
3
2
;
A2(1/2− 4pi2ξ0(ξ − ξ0))2 cos2(θ)
1/2− 4pi2(ξ − ξ0)2
)
dθ
=
A(1/2− 4pi2ξ0(ξ − ξ0))
(1/2− 4pi2(ξ − ξ0)2)3
∫ pi
0
cos2(θ)
× 1F1
(
3;
3
2
;
A2(1/2− 4pi2ξ0(ξ − ξ0))2 cos2(θ)
1/2− 4pi2(ξ − ξ0)2
)
dθ ,
where the last equality holds since cos2(pi − θ) = cos2(θ) but sin(2(pi − θ)) =
− sin(2θ). Since A2(1/2−4pi2ξ0(ξ−ξ0))2 cos2(θ)1/2−4pi2(ξ−ξ0)2 ∼ A2ξ0 cos2(θ) when ξ−ξ0 is sufficiently
large, we know that
∫ pi
0
cos2(θ)1F1
(
3; 32 ;
A2(1/2−4pi2ξ0(ξ−ξ0))2 cos2(θ)
1/2−4pi2(ξ−ξ0)2
)
dθ is of order
1. As a result, when ξ − ξ0 is sufficiently large, we have EYα,η = O( 1(ξ−ξ0)5 ).
In the other cases, either null or non-null, we have a trivial bound |EY kα,η| ≤
E|Yα,η|k. When k is even, since
1F1
(
k
2 +2;
1
2 ;
B2ξ0,η
(θ,ω)
Aη(θ,ω)
)
A
2+k/2
η (θ,ω)
> 0, we have |EY kα,η| <
E|Yα,η|k due to the oscillation eikθ. Finally, it is trivial to see the finite variance
since Var(Yα,η) = E|Yα,η|2−|EYα,η|2 ≤ E|Yα,η|2. Note that since |EYα,η| is of order
1, Var(Yα,η) is of order α
−1 as claimed. 
E.3. Proof of Lemma 4.6.
Proof. By a direct calculation, the covariance of Vη and Vη′ is diagonal and the
associated pseudocovariance is zero when |η − η′| > 4M . By Gaussianity, we con-
clude that Vη and Vη′ are independent. The same argument holds for ∂tV
(h)
f+Φ(t, η)
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and and ∂tV
(h)
f+Φ(t, η
′). Since Ωη and Ωη′ are transforms of independent random
vectors, they are independent. A similar argument holds for Yα,η and Yα,η′ . 
E.4. Proof of Lemma 4.7. Lemma 4.7 is the key for the M -dependence argument
for the asymptotical behavior of SST. At the first glance, the statement is intuitively
clear. However, due to the nonlinear structure of the transform, it is not clear how
the error term is controlled. Since the error term is critical for the asymptotical
analysis of SST, with the above preparations, below we provide a careful analysis.
To quantify how similar Var(Yα,η) and Cov(Yα,η,Yα,η) are when the truncation
M is sufficiently large, we have to study the joint structure of Yα,η and Yα,η. We
prepare the following lemmata.
Lemma E.3. For η > 0, ξ > 0 and α > 0, we have
Eφ(Yα,η) =
1
pi2
√
detΣ(h)η
∫∫
e−
1
2Q
∗Σ(h)−1η Q
 p+ µ1
Eα,ξφ
(
1
2pii
q+µ2
p+µ1
)
k dpdq ,
where φ(x) is either |x|k or xk for some k ∈ N, µ1 = Ahˆ(ξ0 − η)ei2piξ0t, µ2 =
i2piµ1, Q =
[
p q
]> ∈ C2 and the integrand domain is p ∈ C\{−µ1} and q ∈ C.
Particularly, we have
Var(Yα,η) =
1
pi2
√
detΣ(h)η
∫∫
e−
1
2Q
∗Σ(h)−1η Q
∣∣∣∣∣∣ p+ µ1Eα,ξ( 12pii q+µ2p+µ1) − EYα,η
∣∣∣∣∣∣
2
dpdq ,
Proof. The proof is by a straightforward change of variable. Define U
(h)
ξ0,η
:= µ
(h)
ξ0,η
+
W
(h)
η , where W
(h)
η =
[
Φ(ht,η) Φ(h
′)t,η
]>
and µ
(h)
ξ0,η
= Ahˆ(ξ0−η)ei2piξ0t
[
1 i2piξ0
]>
=[
µ1 µ2
]>
. Then, by Lemma C.2, we have
Eφ(Yα,η) = 4pi2
∫
C\{0}
φ(x)
∫
C
|x|2E4α,ξ(ω)fUξ0,η (g−1Y (x, ω))dωdx ,
where gY is defined in (SI.14). Set
p := xEα,ξ(ω)− µ1, q := 2piiωxEα,ξ(ω)− µ2 ,(SI.100)
which is equivalent to ω = q+µ22pii(p+µ1) and x =
p+µ1
E
(
q+µ2
2pii(p+µ1)
) . Here, note that since x
is not defined at 0 and Eα,ξ(ω) is nonzero, p ∈ C\{−µ1} and q ∈ C. By denoting
Q =
[
p q
]>
, we have the claim, since the Jacobian of changing (x, ω) to (p, q) is
(2pi)−2|x|−2E−4α,ξ(ω). The special case of variance follows immediately. 
Lemma E.4. For η > 0, ξ > 0 and α > 0, we have
EYα,η = EYα,η +O(α−1e−M
2
) ,
where the implied constant is O(η−1/2) when η → 0.
Proof. The proof is a direct calculation based on the derivations in the proof of
Proposition 4.4. We follow the same notations there. Since the proof is similar,
we provide the main ingredients and skip detail derivations. By (SI.92), we have
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EYα,η. By the same derivation like that of (SI.92), we also have EYα,η expanded
like
K ′cηe−Cξ0,η
∫
C
s
Eα,ξ(ω)
∫ pi
0
eiθBξ0,η(θ, ω)
A3η(θ, ω)
1F1
(
3;
3
2
;
B2ξ0,η(θ, ω)
4Aη(θ, ω)
)
dθ dω ,
where cη, Aη(θ, ω), Bξ0,η(θ, ω) and Cξ0,η are defined in the same way as (SI.58) with
h replaced by h. Thus, |EYα,η−EYα,η| is controlled by controlling
∣∣cηe−Cξ0,η − cηe−Cξ0,η ∣∣,∣∣∣Bξ0,η(θ,ω)A3η(θ,ω) − Bξ0,η(θ,ω)A3η(θ,ω) ∣∣∣ and
∣∣∣∣B2ξ0,η(θ,ω)Aη(θ,ω) − B2ξ0,η(θ,ω)Aη(θ,ω)
∣∣∣∣ and taking the smoothness of
1F1
(
3; 32 ;x
)
when x > 0 into account. As a result, an inequality like (SI.67) is
achieved, and with the same trick like (SI.70), we are done with the proof. 
Proof of Lemma 4.7. Suppose the joint density function of random variables Yα,η
and Yα,η is fYα,η,Yα,η . We have
Cov(Yα,η,Yα,η) =
∫∫
fYα,η,Yα,η (y1, y2)
× (y1 − EYα,η)(y2 − EYα,η)∗dy1dy2.(SI.101)
Step 1: We start from evaluating the joint density of (Yα,η,Yα,η) by applying
Lemma C.3; that is, take gY1Y2 : C4 \ {z1z3 = 0} → C4 \ {z1z3 = 0} defined in
Lemma C.3 to build the density function of
Zα,η =
[
Yα,η Qη Yα,η Qη
]> ∈ C4
from the gaussian vector U
(h,h)
ξ0,η,η
:= µ
(h,h)
ξ0,η
+ W
(h,h)
η,η ∈ C4, where
µ
(h,h)
ξ0,η
= ei2piξ0t
[
hˆ(ξ0 − η) i2piξ0hˆ(ξ0 − η) hˆ(ξ0 − η) i2piξ0hˆ(ξ0 − η)
]>
and
W(h,h)η,η =
[
Φ(ht,η) Φ((h
′)t,η) Φ(ht,η) Φ((h′)t,η′)
]> ∈ C4
with the augmented covariance matrix Σ(h,h)η,η . By the change of variable and Lemma
C.3, we have
fZα,η (y1, ω1, y2, ω2) =16pi
4|y1|2|y2|2E4α,ξ(ω1)E4α,ξ(ω2)(SI.102)
× f
U
(h,h)
ξ0,η,η
(g−1(y1, ω1, y2, ω2))
and hence the density function fYα,η,Yα,η (y1, y2) by marginalizing out ω1 and ω2.
Step 2: We study the relationship between Σ(h,h)η,η and Σ
(h)
η by exploring the
perturbed eigenstructure of Σ(h,h)η,η . Define
(SI.103) Σ4,0 :=
[
I
I
]
Σ(h)η
[
I I
]
.
Note that Σ4,0 and Σ
(h,h)
η,η have a simple relationship:
(SI.104) PΣ(h,h)η,η P
> = Σ4,0 + E4 ,
where P is a permutation matrix mapping [x1, x2, x3, x4, x5, x6, x7, x8]
> ∈ C8 to
[x1, x2, x5, x6, x3, x4, x7, x8]
> ∈ C8, and
(SI.105) E4 :=
[
0 E˜2
E˜2 E˘2
]
,
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and E˜2 and E˘2 are of order O(e
−M2). Denote the eigendecomposition of Σ(h)η
as U2D2U
∗
2 , where U2 ∈ U(4) and D2 is diagonal. Clearly, due to the non-zero
pseudocovariance, Σ(h)η has four distinct eigenvalues. Σ4,0 is clearly of rank 4 and
has 4 distinct non-zero eigenvalues. A (non-unique) eigendecomposition of Σ4,0
naturally becomes U˜4,0D4,0U˜
∗
4,0, where
(SI.106) U˜4,0 :=
1√
2
[
U2 U2
−U2 U2
]
∈ U(8), D4,0 :=
[
0 0
0 2D2
]
.
Next, based on the eigendecomposition of Σ4,0, apply the perturbation calculation
of the eigensystem problem [54] to approximate the eigenvalues and eigenvectors of
the eigendecomposition
Σ(h,h)η,η = U4D4U
∗
4 .(SI.107)
By [54, (3.7d)], we get the first order approximation of eigenvalues of Σ(h,h)η,η when
M is sufficiently large after a direct expansion; that is,
(SI.108) D4 = D4,0 +
[
Λ′1 0
0 Λ′2
]
,
where Λ′1 and Λ
′
2 are of order e
−M2 . Indeed, up to error of order e−2M
2
, Λ′2 can be
approximated by the following eigenvalue problem [54, (3.7d)]:
(SI.109)
1√
2
[
U∗2 −U∗2
]
E4
1√
2
[
U2
−U2
]
Γ2 =
1
2
U∗2 (E˘2 − 2E˜2)U2Γ2 = Γ2Λ′1 .
Therefore, the eigenvalue deviation, Λ′1, is of order γ˘0 + γ0 − 2γ˜0 = O(e−M
2
)
and Γ2 ∈ U(4). Note that γ˘0 + γ0 − 2γ˜0 =
∫
hˆ(1 + ψ2 − 2ψ) > 0, where we
remind the reader that ψ is defined in Definition 4.5. To bound the eigenvector
derivative of Σ(h,h)η,η from that of Σ4,0 when M is sufficiently large, we apply [54,
(2.3),(2.5),(3.9a),(3.9b),(3.11),(3.5)]. To this end, we need to handle the non-unique
eigendecomposition since the zero eigenvalue of Σ4,0 has a multiplicity exceeding
1. Suppose U4 is perturbed from an eigenvector matrix U4,0 of Σ4,0, and U4,0 and
U˜4,0 are related by Γ4; that is, U4,0 = U˜4,0Γ4 [54, (2.5)], where
(SI.110) Γ4 =
[
Γ2 0
0 I
]
is calculated directly by [54, (3.7)]. Hence, the form of U4,0 is confirmed to be
(SI.111) U4,0 :=
1√
2
[
U2Γ2 U2
−U2Γ2 U2
]
∈ U(4) .
The eigenvector derivative, denoted as U ′, comes from evaluating U−14,0U
′ [54, (2.3)],
which can be evaluated by carrying out [54, (3.9a),(3.9b),(3.11),(3.5)] sequentially.
As a result, we have
(SI.112) U4 = U4,0 + U4,0
[
B C
C˜ D
]
,
where B,C, C˜ and D are of order O(γ0 − γ˘0) = O(e−M2) when M is sufficiently
large. Note that since PΣ(h,h)η,η P
> and Σ4,0 are both Hermitian,
[
B C
C˜ D
]
can be
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approximated up to the first order error by an anti-Hermitian matrix. Specifically,
by [54, (3.9b)],
(SI.113) C˜ = −(2D2)−1U∗2 E˘2U2Γ2 +O(e−2M
2
).
Note that while by [54] we can write done a more precise error term, since we only
care about the exponentially small error caused by M , the bound found here is
sufficient. Thus, we have
(SI.114) U4 =
1√
2
[
U2(Γ2 + Γ2B + C˜) U2(I + Γ2C +D)
−U2(Γ2 + Γ2B − C˜) U2(I − Γ2C +D)
]
.
Step 3: We now carry out some change of variables in order to compare the co-
variance structure of Cov(Yα,η,Yα,η) and Var(Yα,η). First, run a change of variable
by mapping g−1Y1Y2(y1, ω1, y2, ω2)− µ
(h,h)
ξ0,η
∈ C4 to (a, b, c, d) ∈ C4; that is,
y1 = (a+ µ1)Eα,ξ
( b+ µ2
2pii(a+ µ1)
)−1
(SI.115)
y2 = (c+ µ3)Eα,ξ
( d+ µ4
2pii(c+ µ3)
)−1
.
A direction CR calculation shows that this transform has the Jacobian (2pi)−4|y1|−2|y2|−2E−4α,ξ(ω1)E−4α,ξ(ω2).
Note that y1 and y2 are not defined at 0, and Eα,ξ(ω1) and Eα,ξ(ω2) are both
nonzero. The expansion of Cov(Yα,η,Yα,η) in (SI.101) therefore becomes∫∫ {∫∫
16pi4|y1|2|y2|2E4α,ξ(ω1)E4α,ξ(ω2)
× fUξ0,η (g−1Y1Y2(y1, ω1, y2, ω2))dω1dω2
}
(SI.116)
× (y1 − EYα,η)(y2 − EYα,η)∗dy1dy2
=
1
pi4
√
det(Σ(h,h)η,η )
∫∫∫∫
e−F4(a,b,c,d)G(a, b)G˜(c, d)∗dadbdcdd ,
where F4(a, b, c, d) :=
1
2u
∗Σ(h,h)−1η,η u, u :=
[
a b c d
]
,
(SI.117) G(a, b) := (a+ µ1)E
−1
α,ξ
( 1
2pii
b+ µ2
a+ µ1
)
− EYα,η
and
(SI.118) G˜(c, d) := (c+ µ3)E
−1
α,ξ
( 1
2pii
d+ µ4
c+ µ3
)
− EYα,η .
Since E−1α,ξ(z) behaves like a Gaussian function centered at ξ, G is a smooth function
over (C\{−µ1}) × C. When a → −µ1 and b + µ2 6= 0, b+µ2a+µ1 → ∞ and G(a, b) →
0 − EYα,η = −EYα,η. When a → ∞, b+µ2a+µ1 → 0 and G(a, b) → ∞ linearly. Note
that
u∗Σ(h,h)−1η,η u = u
∗P>(PΣ(h,h)−1η,η P
>)Pu(SI.119)
= (Pu)∗JJ>(PΣ(h,h)−1η,η P
>)JJ>Pu ,
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where PΣ(h,h)−1η,η P
> is used to enhance the eigenstructure relationship between
Σ(h,h)η,η and Σ
(h)
η discussed above and
(SI.120) J =
1√
2
[
I4 I4
I4 −I4
]
∈ O(8)
is chosen to pair parameters representing “highly correlated” random variable pairs,
(Qη, Qη) and (Yα,η, Yα,η). By denoting p =
a+c√
2
, q = b+d√
2
, ζ = a−c√
2
and υ = b−d√
2
,
we see that
(SI.121) J>Pu =
[
p q p¯ q¯ ζ υ ζ¯ υ¯
]>
.
Clearly, this is a change of variable by a rotation, and after this pairing step,
Cov(Yα,η,Yα,η) becomes
1
pi4
√
det(Σ(h,h)η,η )
∫∫∫∫
e−F˜4(p,q,ζ,υ)G
(p+ ζ√
2
,
q + ν√
2
)
G˜
(p− ζ√
2
,
q − ν√
2
)∗
dpdqdζdυ ,
(SI.122)
where
(SI.123) F˜4(p, q, ζ, υ) :=
1
2
[
Q Υ
]∗
J>(PΣ−14 P
>)J
[
Q Υ
]>
,
Q :=
[
p q
]>
and Υ :=
[
ζ υ
]>
. To continue, note that by (SI.114), we have
(SI.124) U∗4 J =
[
C˜∗U∗2 (I +B
∗)Γ∗2U
∗
2
(I +D∗)U∗2 C
∗Γ∗2U
∗
2
]
.
As a result, F˜4(p, q, ζ, υ) can be rewritten as
1
2
[
‖Λ′1−1/2(C˜∗U∗2Q+ (I +B∗)Γ∗2U∗2 Υ)‖2(SI.125)
+ ‖(2D2 + Λ′2)−1/2((I +D∗)U∗2Q+ C∗Γ∗2U∗2 Υ)‖2
]
=
1
2
[
‖Λ′1−1/2C˜∗U∗2Q‖2 + ‖Λ′1−1/2(I +B∗)Γ∗2U∗2 Υ‖2
+ ‖(2D2 + Λ′2)−1/2(I +D∗)U∗2Q‖2
+ ‖(2D2 + Λ′2)−1/2C∗Γ∗2U∗2 Υ‖2
+ <(Q∗U2C˜Λ′1−1(I +B∗)Γ∗2U∗2 Υ)
+ <(Q∗U2(I +D)(2D2 + Λ′2)−1C∗Γ∗2U∗2 Υ)
]
,
where < means taking the real part.
Step 4: Finally, we apply the asymptotic expansion. Note that when M is suf-
ficiently large, Λ′1 is sufficiently small and we would expect that an integration
against ζ and υ behaves like an approximation of identity at Υ = 0 with a control-
lable error term. To precisely carry out this step, we view the augmented vector
Υ ∈ C4 as a real 4-dim variable, and set
(SI.126) (I +B∗)Γ∗2U
∗
2 Υ 7→ x := [x1, x2, x3, x4]> ∈ R4
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as a change of variable, which is nothing but a rotation of R4 ⊂ C4 in C4 with a
“small” dilation perturbation via (I +B∗) Note that
(SI.127) T :=
1
2

1 0 1 0
0 1 0 1
−i 0 i 0
0 −i 0 i

maps Υ to (<ζ,<υ,=ζ,=υ), so (I + B∗)Γ∗2U∗2 Υ = (I + B∗)Γ∗2U∗2T−1(TΥ). By
noting that the |detT | is 1/4, we get that the Jacobian of (SI.126) is 14 det(I +B).
Therefore, the integration against dζdυ over C2 becomes an integration against
1
4 det(I + B)dx over R
4. Also, ‖Λ′1−1/2(I + B∗)Γ∗2U∗2 Υ‖2 in (SI.125) becomes
‖Λ′1−1/2x‖2, and G
(
p+ζ√
2
, q+ν√
2
)
in (SI.122) becomes
G
(p+ e>1 U2Γ2(I +B∗)−1x√
2
,
q + e>2 U2Γ2(I +B
∗)−1x√
2
)
,
where ei ∈ R4 is a unit vector with 1 in the i-th entry, i = 1, . . . , 4. The other
terms are expanded in the same way and (SI.122) becomes
det(I +B)
4pi4
√
det(Σ(h,h)η,η )
∫∫
e−
1
2
[
‖Λ′1−1/2C˜∗U∗2Q‖2+‖(2D2+Λ′2)−1/2(I+D∗)U∗2Q‖2
]
(SI.128)
×
{∫
R4
e−
1
2‖Λ′1−1/2x‖2Hp,q(x)dx
}
dpdq ,
where
Hp,q(x) := e
− 12‖(2D2+Λ′2)−1/2C∗(I+B∗)−1x‖2e−
1
2<(Q∗U2C˜Λ′1−1x)
× e− 12<(Q∗U2(I+D)(2D2+Λ′2)−1C∗(I+B∗)−1x)(SI.129)
×G
(p+ e>1 U2Γ2(I +B∗)−1x√
2
,
q + e>2 U2Γ2(I +B
∗)−1x√
2
)
× G˜
(p− e>1 U2Γ2(I +B∗)−1x√
2
,
q − e>2 U2Γ2(I +B∗)−1x√
2
)∗
is a smooth function. Note that ‖Λ′1−1/2x‖2 = x>Λ′1−1x is of order e−M
2‖x‖2
by the previous calculation, so we can now apply the approximation of identity at
x = 0. To do so, we check the property of Hp,q(x). Note that (2D2+Λ
′
2)
−1/2C∗(I+
B∗)−1 is of order e−2M
2
and U2(I+D)(2D2 +Λ
′
2)
−1C∗(I+B∗)−1 is of order e−M
2
.
Also note that C˜Λ′1
−1
is of order 1 since both C˜ and Λ′1 are of order e
−M2 and by
(SI.109) and (SI.113) we have
(SI.130) C˜Λ′1
−1
=
1
4
D−12 U
∗
2 E˘2(E˘2 − 2E˜)−1U2Γ2
up to error of order O(e−M
2
). Also, the G and G˜ functions are smooth and both
grow up to∞ linearly when ‖x‖ → ∞. Therefore, the Hessian of H at 0 is of order
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1. As a consequence, we have the following approximation of identity:∫
R4
e−
1
2‖Λ′1−1/2x‖2Hp,q(x)dx(SI.131)
= 4pi2
√
det(Λ′1)
[
Hp,q(0) +
1
2
tr(Λ′1∇2Hp,q(0)) +O(‖Λ′1‖2)
]
= 4pi2
√
det(Λ′1)Hp,q(0)(1 +O(α
−4e−3M
2
)) ,
where the last equality holds when α is small. Also note that ∇2Hp,q(0) is bounded
for any pairs of p, q. As a result, (SI.122) becomes
det(I +B)(1 +O(α−4e−3M
2
))
pi2
√
det(2D2 + Λ′2)
∫∫
e−
1
2
[
‖Λ′1−1/2C˜∗U∗2Q‖2+‖(2D2+Λ′2)−1/2(I+D∗)U∗2Q‖2
]
×G
( p√
2
,
q√
2
)
G˜
( p√
2
,
q√
2
)∗
dpdq ,(SI.132)
where we use the fact that
1
√
det(Λ′1)
pi2
√
det(Σ
(h,h)
η,η )
= 1
pi2
√
det(2D2+Λ′2)
. Note that ‖Λ′1−1/2C˜∗U∗2Q‖2
is controlled by O(e−M
2‖Q‖2) since Λ′1 is of order e−M
2
and C˜ is of the same order.
Also note that
√
det(2D2 + Λ′2) = 4
√
det(D2) +O(e
−2M2). On the other hand, by
Lemma E.4, we have
EYα,η = EYα,η +O(α−1e−M
2
) .
Also, µ3 = µ1 + O(e
−M2) and µ4 = µ2 + O(e−M
2
), and if |η − ξ0| ≤ M , µ3 = µ1
and µ4 = µ2. By plugging these approximations into (SI.132) and by another
asymptotical expansion, we have
1 +O(α−4e−M
2
)
4pi2
√
det(D2)
∫∫
e−
1
2‖(2D2)−1/2U∗2Q‖2
∣∣∣∣G( p√2 , q√2
)∣∣∣∣2 dpdq ,
which by another change of variable becomes
1 +O(α−4e−M
2
)
pi2
√
det(D2)
∫∫
e−
1
2Q
∗Σ−12 Q |G(p, q)|2 dpdq
=
1
pi2
√
det(D2)
∫∫
e−
1
2Q
∗Σ−12 Q |G(p, q)|2 dpdq +O(α−5e−M2)(SI.133)
since ‖D−1/22 U∗2Q‖2 = Q∗Σ(h)−1η Q and Var(Yα,η)  α−1 when α is small by Propo-
sition 4.4. Note that the implied constant depends on η and is of order η4 when
η → 0 by Proposition 4.4. By comparing this formula with that of Var(Yα,η) shown
in Lemma E.3, we have the first claim that
|Cov(Yα,η,Yα,η)−Var(Yα,η)| = O(α−5e−M2),
where the implied constant depends on η and is of order η−1/2 when η → 0. By
exactly the same argument, we have the second claim that
|Cov(Yα,η,Yα,η)−Var(Yα,η)| = O(α−5e−M2) ,
where the implied constant depends on η and is of order η−1/2 when η → 0 The
third and fourth claims follow essentially the same line while taking η 6= η′ into
account, like the proof of the covariance structure of Yα,η. We omit the details here.
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E.5. Proof of covariance-related theorems. Below we develop a unified frame-
work for the proofs of the covariance statements in Theorems 4.3, 4.5 and 4.6. Since
the proofs of Theorems 4.3, 4.5 and 4.6 share a great portion of common steps, we
provide a general master theorem to cover the main statement, and apply this
master theorem to prove each statement. This hinges on the following result.
Theorem E.1 (Covariance after a change of variables). Let W ∼ CN4(µ,Γ, C)
and W◦ ∼ CN4(µ,Γ◦, C◦), and denote Σ and Σ◦ to be the augmented covariance
matrices respectively. Suppose the 8× 8 positive-definite Hermitian matrices (with
the implied 4 × 4 block structure), Σ and Σ◦, smoothly depend on parameters
η, η′ > 0 such that
(SI.134) ‖Σ−1 − Σ◦−1‖ = O((η + η′)2e−(η−η′)2) as |η − η′| → ∞ .
Suppose that g is a real-analytic diffeomorphism defined almost everywhere on C4
with ith component function gi, satisfying some mild integrability conditions to be
discussed below. Then
(SI.135) Cov(g2(W), g4(W)) = O((η + η
′)2e−(η−η
′)2).
as |η − η′| → ∞, provided that for i = 2, 4, the quantities E[gi(W)] and E[gi(W◦)]
are both O((η + η′)2e−(η−η
′)2) as well.
Proof. Let E = Σ−1 − Σ◦−1, and let J(y) denote the complex Jacobian of g−1 at
the point y, so that by a change of variables, we have
fg(W)(y) = |J(y)|fW(g−1(y)).
Define C := Cov(g2(W), g4(W)) and C◦ := Cov(g2(W◦), g4(W◦)) so that
C =
∫
C4
(y2 − E[g2(W)])(y4 − E[g4(W)])
× |J(y)| exp
(
−1
2
(g−1(y)− µ)∗Σ−1(g−1(y)− µ)
)
dy
C◦ =
∫
C4
(y2 − E[g2(W◦)])(y4 − E[g4(W◦)])
× |J(y)| exp
(
−1
2
(g−1(y)− µ)∗Σ◦−1(g−1(y)− µ)
)
dy,
where the integrals are understood to be over C4 with the usual cartesian coor-
dinates. For brevity, define ∆ = C − C◦, u = g−1(y) − µ, and Ei = E[gi(W)],
E◦i = E[gi(W◦)] for i = 2, 4.
We show that |∆| is exponentially small. Expanding the first two factors in the
integrands and combining integrals, we see that to bound |∆| it is enough to bound
terms of the following forms:
(a) y2y4 |J(y)| e− 12u∗Σ◦−1u
[
e−
1
2u
∗Eu − 1
]
(b) y4 |J(y)| e− 12u∗Σ◦−1u
[
E◦2 − E2e−
1
2u
∗Eu
]
(c) y2 |J(y)| e− 12u∗Σ◦−1u
[
E◦4 − E4e−
1
2u
∗Eu
]
(d) |J(y)| e− 12u∗Σ◦−1u
[
E2E4e−
1
2u
∗Eu − E◦2E◦4
]
.
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Now, since E is seen to be Hermitian, there is some V ∈ U(8) that diagonalizes
it as E = VΛEV∗ . Since ‖ΛE‖ = ‖E‖ = O
(
(η′ + η)2e−(η
′−η)2), write ΛE = (η′ +
η)2e−(η
′−η)2Λ so that the norm of Λ is O(1). Denote the diagonal entries of Λ by
λ1 ≥ · · · ≥ λ8, and suppose that only the first k of these are positive. Since zero is
not an eigenvalue, the last ` = 8 − k must be negative. We remark now that E is
not necessarily negative-definite, so we must consider two cases based on the sign
of the eigenvalues when developing the desired bounds.
To this end, let V+ ∈ C8×k and V− ∈ C8×` be matrices whose columns are the
eigenvectors associated with positive and negative eigenvalues, respectively, and
define Λ+ ∈ Ck×k and Λ− ∈ C`×` to be the diagonal matrices with λ1, . . . , λk and
λ8−`+1, . . . , λ8 as their diagonal entries, respectively. We may now write
u∗EWu = (η + η′)2e−(η−η′)2
(
u∗V+Λ+V+∗u + u∗V−Λ−V−∗u).
Defining Ω± = g(im(V±)), we may split ∆ into parts as
∆ = (∆+a + ∆
−
a ) + (∆
+
b + ∆
−
b ) + (∆
+
c + ∆
−
c ) + (∆
+
d + ∆
−
d ),
where each subscript corresponds to the integrand type in the list above indexed
with the same letter.
Since the proof for the other terms is analogous, below we only discuss the bounds
for ∆−a and ∆
+
a . In particular, we have
∆±a :=
∫
Ω±
y2y4 |J(y)| e− 12u∗Σ◦−1u
[
e
1
2u
∗Eu − 1
]
dy.
Case 1: (∆−a ). Using the fact that u
∗V−Λ−V−∗u = 0 when u /∈ Ω−, we can enlarge
the integration range to all of C4 (except for perhaps a measure zero subset) and
expand u∗EWu to obtain
∆−a =
∫
y2y4 |J(y)| e− 12u∗Σ◦−1u
[
e
1
2 (η+η
′)2e−(η−η
′)2u∗V−Λ−V−∗u − 1
]
dy.
Since the associated eigenvalues are negative on Ω−, we apply the inequality |e−x−
1| ≤ x for x ≥ 0 to the bracketed factor above to obtain
|∆−a | ≤
∫
|y2y4| |J(y)|1
2
(η′ + η)2e−(η
′−η)2e−
1
2u
∗Σ◦−1u|u∗V−Λ−V−∗u| dy
≤ 1
2
(η + η′)2e−(η−η
′)2
∫
|y2y4| |J(y)|e− 12u∗Σ◦−1u‖Λ−‖‖u‖2 dy,
where the second inequality arises by applying Cauchy-Schwarz to the expression
|u∗V−Λ−V−∗u|. If this integral is finite, then we have ∆−a = O
(
(η+η′)2e−(η−η
′)2
)
;
however, whether or not this occurs depends on the specific form of g.
Case 2:(∆+a ). In this case, we have
∆+a =
∫
y2y4 |J(y)|e− 12u∗Σ◦−1u+ 12 (η′+η)2e−(η
′−η)2u∗V+Λ+V+∗u
×
[
1− e− 12 (η′+η)2e−(η
′−η)2u∗V+Λ+V+∗u
]
dy.
Note that u∗Σ◦−1u− 12 (η + η′)2e−(η−η
′)2u∗V+Λ+V+∗u > 0 for all u when |η′ − η|
is sufficiently large, because Σ◦−1 is positive definite and the eigenvalues in Λ+
are of order O(1). By a similar argument as above, we conclude that |∆+a | =
O
(
(η + η′)2e−(η−η
′)2
)
.
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The eigenvalue bound in these arguments works similarly for the terms of ∆
corresponding to b, c, d, with a minor tweak to deal with the expectations. For
example, for ∆b we have
|E◦2 − E2e−E | ≤ |E◦2 − E2|+ |E2 + E2e−E |(SI.136)
≤ |E◦2 − E2|+
1
2
(η + η′)2e−(η−η
′)2 |E2|‖Λ±‖‖u‖2.
Putting all this together, when |η − η′| is large, ∆ may be bounded above as
|∆| ≤ O
(
(η + η′)2e−(η−η
′)2(I2,4,u + I4,u + I2,u + Iu)
)
(SI.137)
+
(|E◦4 − E4|I4 + |E◦2 − E2|I2 + |E◦2E◦4 − E2E4|I) ,
where for i = 2, 4 we denote
Ii,j,u =
∫
C4
|yiyj | |J(y)| e− 12u∗Σ◦−1u‖u‖2 dy(SI.138)
Ii =
∫
C4
|yi| |J(y)| e− 12u∗Σ◦−1u dy ,
with the understanding that an empty index i corresponds to the deletion of yi from
the corresponding integrand. Assuming all the integrands are finite, this shows us
that the decay between mean terms is important as well. Indeed, consider the
expansion
C − C◦ = (E[g2(W)g4(W)]− E[g2(W◦)g4(W◦)])(SI.139)
+ (E[g2(W)]E[g4(W)]− E[g2(W◦)]E[g4(W◦)]) .
If we know about the rate of convergence to zero in the latter term, we can obtain
asymptotics for ∆. 
With the master theorem, Theorem E.1, we now finish the proof of the covariance
statements in Theorems 4.3, 4.5 and 4.6. We consider two particular choices of g
in order to obtain asymptotic for
Cov(Q
(h)
f+Φ(t, η), Q
(h)
f+Φ(t, η)) and Cov(Yα,η, Yα,η′)(SI.140)
as |η − η′| → ∞. Since the augmented covariance matrix Σ(h,h)η,η′ of the underlying
complex gaussian is the same in both cases, we begin by analyzing how fast Σ(h,h)
decays to a simpler matrix, Σ◦η,η′ , where
Σ
(h,h)
η,η′ =

Γη Γη,η′ Cη Cη,η′
Γ∗η,η′ Γη′ C
>
η,η′ Cη′
Cη Cη,η′ Γη Γη,η′
C∗η,η′ Cη′ Γ
>
η,η′ Γη′
(SI.141)
Σ◦η,η′ =

Γη 0 Cη 0
0 Γη′ 0 Cη′
Cη 0 Γη 0
0 Cη′ 0 Γη′
 ,(SI.142)
where we use the notation in Lemmata 4.2 and B.2. Also take
(SI.143) µ
(h,h)
ξ0,η,η′ = Ae
2piiξ0t(hˆ(ξ0−η), 2piiξ0hˆ(ξ0−η), hˆ(ξ0−η′), 2piiξ0hˆ(ξ0−η′))>.
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Now notice that when both η, η′ →∞, we have∥∥µ(h,h)ξ0,η,η′∥∥2 = A2(1 + 4pi2ξ20)(e−4pi2(ξ0−η)2 + e−4pi2(ξ0−η′)2)→ 0,
and if |η − η′| → ∞ at the same time, then this is O((η + η′)e−(η−η′)2).
Conversely, when |η′ − η| is sufficiently large, at least one of η > 0 or η′ > 0 is
sufficiently large. Also, since η and η′ are both positive, in this case e−(η
′+η)2 is
bounded above by e−(η
′−η)2 . In this case, every entry in the matrix
E := Σ
(h,h)
η,η′ − Σ◦η,η′ =

0 Γηη′ 0 Cηη′
Γ∗ηη′ 0 Cηη′ 0
0 Cηη′ 0 Γηη′
Cηη′ 0 Γ
>
ηη′ 0
(SI.144)
is of order (η+ η′)2e−(η−η
′)2 , and so its norm is of the same order. So in this sense,
Σ is well-approximated by Σ◦η,η′ .
We now show that the norm of Σ
(h,h)−1
η,η′ − Σ◦−1η,η′ is exponentially small. Let
P to be a permutation matrix mapping [x1, x2, x3, x4, x5, x6, x7, x8]
> ∈ C8 to
[x1, x2, x5, x6, x3, x4, x7, x8]
> ∈ C8 (so that we necessarily have P> = P−1), so
that PΣ◦η,η′P
> is a block-diagonal matrix with each nonzero block depending
on only one of η, η′. Because both Σ(h,h)η,η′ and Σ
◦
η,η′ are Hermitian and positive-
definite, we may write the unitary diagonalizations PΣ
(h,h)
η,η′ P
> = UDU∗ and
PΣ◦η,η′P
> = U◦D◦U◦∗. It follows that
P (Σ
(h,h)−1
η,η′ − Σ◦−1η,η′ )P> = UD−1U∗ − U◦D◦−1U◦∗(SI.145)
= U(D−1 − U∗U◦D◦−1U◦∗U)U∗.
A direct but slightly tedious calculation (eased by the block-diagonal structure)
ensures that, in this particular case, PΣ◦η,η′P
> has distinct eigenvalues for distinct
η, η′ > 0, so by Section 3.1 in [54], we may write
U = U◦(I +A)(SI.146)
D = D0 + Λ
′(SI.147)
for some A and Λ′ of order (η+η′)2e−(η−η
′)2 . As a sanity check, notice that directly
expanding UDU∗ with the above two equations gives us
UDU∗ = U◦D◦U◦∗ +O
(
(η + η′)2e−(η−η
′)2
)
,(SI.148)
which agrees with our intuition, because the off-diagonal blocks of PΣ
(h,h)
η,η′ P
> are
very small and so PΣ
(h,h)
η,η′ P
> is “essentially” block diagonal.
Proceeding, we expand (SI.146) and (SI.147) in the expression
D−1 − U∗U◦D◦−1U◦∗U
=D−1 − (I +A)∗D◦−1(I +A)(SI.149)
= (D−1 −D◦−1)− (D◦−1A+A∗D◦−1 +A∗D◦−1A)
= (D−1 −D◦−1) +O
(
(η + η′)e−(η−η
′)2
)
.
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Moreover, we have
D−1 −D◦−1 = D−1(I − (D◦ + Λ′)D◦−1) = D−1Λ′D◦−1,(SI.150)
which is of order (η+η′)2e−(η−η
′)2 if D−1 and D◦−1 are O(1) as |η−η′| → ∞. But
this is indeed the case, because the matrices PΣ
(h,h)−1
η,η′ P
> and PΣ◦−1η,η′P
> are both
seen to converge to (4
√
pi)−1diag(2, 1, 2, 1, 2, 1, 2, 1) in the limit.
Putting this all together, we have shown that as |η − η′| → ∞,
‖Σ−1η,η′ − Σ◦−1η,η′ ‖ = ‖P (Σ−1η,η′ − Σ◦−1η,η′ )P>‖ = O
(
(η + η′)2e−(η−η
′)2
)
as desired.
With this in mind, we show that the necessary integrals in the proof of E.1 are
finite for each of the two transformations considered in the remainder of the paper.
For the following two corollaries, Σ
(h,h)
η,η′ , Σ
◦
η,η′ , and µ will are as in the above.
Corollary 1: Proof of Theorem 4.3. Let Ω = C4 \{z ∈ C4 : z1z3 = 0} and introduce
the change of variables gQ1Q2 : Ω→ Ω defined by
gQ1Q2(z1, z2, z3, z4) = (z1, z2/z1, z3, z4/z3).
Clearly, gQ1Q2 is a real-analytic diffeomorphism with inverse given by
g−1Q1Q2(y1, y2, y3, y4) = (y1, y1y2, y3, y3y4),
and by (SI.10) we have |J(y)| = |y1|2|y3|2.
Proposition 3.2 assures us that Ei and E◦i are both O((η + η′)2e−(η−η
′)2 as
|η − η′| → ∞ for i = 2, 4, so all that remains is to verify that the integrals in the
proof of Theorem E.1 all converge. To this end, notice that for all i, j ∈ {2, 4}, we
have
|Ii,j,u| ≤
∫
C4
|yiyj | |J(y)| e− 12λ‖u‖2‖u‖2 dy,(SI.151)
where λ is the smallest eigenvalue of Σ◦−1η,η′ , which is positive because Σ
◦−1
η,η′ is pos-
itive definite for all values of η, η′ > 0 (in fact, λ → 2√pi as η, η′ → ∞). The
particular form of g−1 here causes both J(y) and ‖u‖2 to be quadratic polynomials
in y1, . . . , y4, and since the ‖u‖2 is manifestly positive, we see that the above inte-
gral is dominated by a Gaussian and is hence finite. Finiteness of Ii and I follows
similarly.
Corollary 2: the covariance statement in Theorem 4.5. To show that Cov(Yα,η, Yα,η′)
is continuous when η > 0 and η′ > 0, note that EYα,η depends continuously on
η > 0, EYα,η′ depends continuously on η′ > 0, and 1√
det Σ
(h,h)
η,η′
, Σ
(h,h)−1
η,η′ , and
µ
(h,h)
ξ0,η,η′ depend continuously on η > 0 and η
′ > 0. As a result, Cov(Yα,η, Yα,η′) is
continuous when η > 0 and η′ > 0. A similar argument holds for Cov(Yα,η, Yα,η′).
Next we show the bound of Cov
(
Yα,η, Yα,η′
)
in (36). The proof for Cov
(
Yα,η, Yα,η′
)
follows the same line. Let Ω = C4 \{z ∈ C4 : z1z3 = 0}, Σ and Σ◦ be as in (SI.141),
µ as in (SI.143), and gY1Y2 and its Jacobian as in Lemma C.3.
This time, it is Proposition 4.4 which assures us that Ei and E◦i are both O((η+
η′)2e−(η−η
′)2 as |η − η′| → ∞ for i = 2, 4, and again all that remains is to verify
the integrals in the proof of Theorem E.1 all converge. Again considering (SI.151),
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we notice this time that the form of g−1Y1Y2 and its Jacobian are more complicated.
However, for large ‖y‖ we have
E4α,ξ(y2)E
4
α,ξ(y4)e
−λ‖u‖2 = O(e−|y2|
2−|y4|2)e−λO(|y1|
2e−|y2|
2
+|y2|2+|y3|2e−|y4|2+|y4|2)
= O(e−λ ‖y‖
2
),
so that the required integral is finite. Finiteness of Ii and I follows similarly.
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