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Abstract
It is conjectured that the game domination number is at most 3n/5
for every n-vertex graph which does not contain isolated vertices. It
was proved in the recent years that the conjecture holds for several
graph classes, including the class of forests and that of graphs with
minimum degree at least two. Here we prove that the slightly bigger
upper bound 5n/8 is valid for every isolate-free graph.
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AMS subject classification: 05C69, 05C57
1 Introduction
The domination game and the corresponding graph invariant γg(G) was in-
troduced by Bresˇar, Klavzˇar, and Rall in 2010 [5]. This game has been
studied in many further papers, see e.g. [2, 16, 25, 26, 27, 29, 30, 31, 32].
The notion also inspired the introduction of the total domination game
[8, 15, 19, 20, 21, 22, 23, 24], connected [1, 9], fractional [14], and disjoint [13]
domination games, Z-, L-, LL-games [3] on graphs, transversal game [10, 11]
and domination game on hypergraphs [12].
In this paper, we prove that γg(G) ≤ 5n/8 holds for every isolate-free
graph G.
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Standard definitions. We consider simple undirected graphs. The vertex
set and edge set of a graph G are denoted by V (G) and E(G) respectively.
For a vertex v ∈ V (G), the closed neighborhood N [v] contains v and its
neighbors. For a set S ⊆ V (G), the analogous notation N [S] =
⋃
v∈S N [v]
is used. Then, the degree of v is d(v) = |N [v]| − 1. If d(v) = 0 then v is an
isolated vertex and it is a leaf if d(v) = 1. The notations δ(G) and ∆(G)
stand for the minimum and maximum vertex degree in G. If δ(G) ≥ 1 then
the graph is isolate-free. Pn and Cn respectively denote the path and cycle
of order n. Note that P1 corresponds to an isolated vertex.
A vertex dominates itself and its neighbors. A set D ⊆ V (G) is a domi-
nating set if every vertex is dominated by at least one vertex from D. Equiv-
alently, D is a dominating set if N [D] = V (G). The minimum cardinality of
a dominating set is the domination number γ(G) of the graph.
Domination game. The domination game, which was introduced by Bresˇar,
Klavzˇar, and Rall in [5], is played on a graph G by Dominator and Staller
who alternately select (play) a vertex from V (G). In the ith move, the choice
of vi is legal if for the vertices v1, . . . , vi−1 which have been played so far
N [vi] \
i−1⋃
j=1
N [vj ] 6= ∅
holds; that is if vi dominates at least one new vertex. The game ends with
the ith move vi if
⋃i
j=1N [vj ] = V (G). In this case, we also say that i is
the value of the game. Dominator wants to minimize the value of the game,
while Staller’s goal is just the opposite. If Dominator starts the game and
both players play optimally (according to their goals) the value of the game
is the game domination number γg(G) of the graph G.
If Staller is the first to play in the domination game, we call it Staller-
start game and the analogous graph invariant is denoted by γ′g(G). It was
proved in [25] that |γg(G)− γ
′
g(G)| ≤ 1 holds for every graph G.
3/5-conjecture. One of the central topics related to the domination game
is the 3/5-conjecture posed by Kinnersley, West, and Zamani [25].
Conjecture 1. If G is an isolate-free graph of order n, then γg(G) ≤ 3n/5.
First, the conjecture was verified for forests of caterpillars [25]. Then, the
3n/5 upper bound was proved for the class of forests which do not contain
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leaves at a distance four apart [6]. The latter result was extended for a
larger subclass of forests in [30]. A bit later, Marcus and Peleg uploaded
a manuscript to the arXiv [28] where they propose a proof for the entire
class of forests.1 On the other hand, Conjecture 1 was proved for graphs
of minimum degree at least two [18]. As it turned out, graphs of minimum
degree δ(G) ≥ 3 admit a better upper bound as γg(G) ≤ 0.5574n always
holds under this condition [7]. Graphs that satisfy Conjecture 1 with equality
were investigated in [4, 17].
Efforts were also made to establish upper bounds on γg(G) which are
valid for every isolate-free graph. The first such general upper bound, namely
⌈7n/10⌉, was proved in [25] and later it was improved to 2n/3 in [7]. The
main contribution of the present manuscript is Theorem 1, which states that
γg(G) ≤ 5n/8 holds for every isolate-free G.
Our approach. We prove the upper bound 5n/8 by using a potential func-
tion argument. For each possible state of the game, we assign colors and
numerical weights to the vertices such that the sum of the weights strictly
decreases with each move of the domination game and equals zero when the
game ends. The main goal is to prove that Dominator’s greedy strategy en-
sures an appropriate lower bound on the average decrease of the potential
function.
Structure of the paper. The manuscript is organized around the proof
of the general upper bound 5n/8. In Section 2, we make some preparations
by introducing terminology and stating some basic facts related to it. Then,
Section 3 is devoted to the proof of the main theorem. In the short concluding
section, we put some remarks on the Staller-start version of the game.
2 Preliminaries
In this section, we define some basic notions and state some observations
which will be used in the proof of the main theorem.
Definition 1. Given a graph G and a set D ⊆ V (G), the residual graph
GD is obtained by assigning colors to the vertices and deleting some edges
1The proof is quite long and involved. It seems that the authors do not plan to submit
it to a journal.
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according to the following rules:
• A vertex v is white if v /∈ N [D].
• A vertex v is blue if v ∈ N [D] and N [v] 6⊆ N [D].
• A vertex v is red if N [v] ⊆ N [D].
• GD contains only those edges from G that are incident to at least one
white vertex.
If GD is fixed, we denote by W , B, and R the set of white, blue, and
red vertices, respectively. By definition, these are disjoint vertex sets and
moreover, D ⊆ R and W ∪ B ∪ R = V (G) hold. It is clear that if D is the
set of vertices which have been played in a domination game so far then, in
the residual graph GD, a vertex v belongs to W if it is not dominated; v ∈ B
if v is already dominated but can be played as it has some undominated
neighbors; v ∈ R if it is dominated and cannot be played in the continuation
of the game. Since only the white vertices must be dominated in the later
moves of the game, the edges inside B ∪ R do not effect the continuation.
Therefore, GD contains all information that is needed for the next moves in
the game. Remark further, that all red vertices are isolated in GD, but we
keep them by technical reasons.
In a residual graph GD, the white-degree dW (v) of a vertex v is the number
of its white neighbors. Analogously, we sometimes refer to the blue-degree
dB(v) = |B ∩ N(v)| or to the white-blue-degree dWB(v) = dW (v) + dB(v)
of a vertex. The maximum of white-degrees over the sets of white and blue
vertices, respectively, are denoted by ∆W (W ) and ∆W (B). For i ≥ 0, Wi
stands for the set of white vertices with dW (v) = i. Similarly, for j ≥ 1, Bj
denotes the set of blue vertices having white-degree j. A blue leaf in GD is
a vertex from B1.
In the proof, we split the game into four phases, the exact definitions of
which will be given in Section 3. Namely, we will have Phase 1, 2, 3, and 4
(in this order) such that some of them might be skipped. In the latter case,
the length of the phase is zero. Making a difference between the phases will
simplify the proof as we then can prove properties that are satisfied by the
residual graph at the end of a phase, and these have consequences for the
structure in later phases. We will use two different potential functions in the
proof: f(GD) will be defined for Phase 1 and 2, while F (GD) will be used in
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Phase 3 and 4. One more subtle distinction concerns the blue vertices in GD.
We say that a blue vertex v is light blue if it becomes blue during Phase 1,
and it is dark blue otherwise (i.e., if v is white at the end of Phase 1 and
becomes blue later).
Observation 1. Let G be a graph and D ⊆ V (G). The following statements
are true for the residual graph GD.
(i) A vertex v of GD can be (legally) played, if and only if v ∈ W ∪ B.
(ii) If D ⊆ D′ ⊆ V (G) and a vertex v is red in GD, it remains red in
GD
′
. If v is light blue in GD, then it is either light blue or red in GD
′
.
Similarly, if v is dark blue in GD, then it is either dark blue or red in
GD
′
.
(iii) If v is a white vertex in GD, then none of its neighbors are red and,
consequently, dWB(v) equals the degree of v in G. In particular, if
v ∈ W and dWB(v) = 1 in G
D, then v is a leaf in G.
(iv) If v ∈ R, then v is an isolated vertex in GD.
(v) D is a dominating set of G if and only if R = V (G) (or equivalently,
W = ∅) in GD.
A component of GD which consists of one white and two blue vertices is
a BWB-component, a component with one white and one light blue vertex
is a WB+-component, and a component with one white and one dark blue
vertex is a WB−-component. Sometimes we use the notation GDi that refers
to the residual graph obtained after the ith move vi in the game if i ≥ 1. For
i = 0, GD0 denotes the residual graph G∅ that is just the graph G so that all
of its vertices are white.
3 Proof of the upper bound
We prove the following theorem here:
Theorem 1. Let G be an isolate-free graph of order n. Then,
γg(G) ≤
5
8
n.
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Proof. We assign the following weights to the vertices of a residual graph:
Type of v f(v)
White 5
Light blue 4
Dark blue 3
Red 0
The weight of GD is defined as the sum of the weights assigned to its vertices
that is,
f(GD) =
∑
v∈V (GD)
f(v).
This function f(GD) will be used as a potential function in Phase 1 and 2.
By Observation 1 (i), (ii), and (v), f(GD) strictly decreases with each move
of the domination game and equals 0 when the game is over. Starting with
GD and supposing that the next move is v in the game, s(v) denotes the
decrease in the potential function. That is, s(v) = f(GD)− f(GD∪{v}). We
assume throughout the proof that Dominator follows the strategy of playing
a vertex v from GD for which the decrease in the potential function is the
largest. We prove that this greedy strategy ensures that, under an arbitrary
strategy of Staller, the average decrease of the potential function in a move
is at least 8.
3.1 Phase 1
Phase 1 starts with the first move of the game if there exists a leaf in a
component of order at least 3. It finishes with the ith move if i is the smallest
even integer such that GDi does not contain three consecutive white vertices,
one of them being a leaf in G. If such an even i does not exist, then the
game (and the phase) finishes with Dominator’s move in Phase 1. Recall
that every blue vertex which arises in this phase is a light blue vertex with
a weight of 4. In particular, in each residual graph obtained after the end of
Phase 1, every P3-subgraph that is incident to a leaf of G contains at least
one vertex which is either light blue or red. Therefore, we get the following
claim.
Claim 1. If GD is a residual graph in Phase i of the game so that i ≥ 2 and
v is a white vertex with dWB(v) = 1, then either v has a light blue neighbor
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or v has a white neighbor u such that each vertex in N [u] \ {v, u} is light
blue.
Claim 2. In Phase 1, every move of Staller decreases f(GD) by at least 5
and every move of Dominator decreases f(GD) by at least 11.
Proof. If Staller plays a white vertex, it becomes red and f(GD) decreases
by at least 5. If she plays a light blue vertex v, it dominates at least one white
vertex u. Since v is recolored red and u is recolored blue or red, we have
s(v) ≥ (4− 0)+ (5− 4) = 5. Note that, in Phase 1, every blue vertex is light
blue. On the other hand, by definition of Phase 1, Dominator can play a white
vertex v which has a white neighbor u that is a leaf in G and, further, v has
another white neighbor u′. Then, playing v results in the following changes
in the residual graph: v and u become red as N [u] ⊂ N [v]; u′ becomes light
blue or red as u′ ∈ N [v]. It follows that s(v) ≥ 2(5 − 0) + (5 − 4) = 11.
Dominator may play a vertex of different type but, as he follows a greedy
strategy, his every move v in Phase 1 results in s(v) ≥ 11. ()
Claim 3. If Phase 1 consists of p1 moves, then f(G
D) decreases by at least
8p1 during this phase.
Proof. If p1 is even then, by Claim 2, the decrease is at least 11p1/2+5p1/2 =
8p1. If p1 is odd, then the decrease is at least 11(p1 + 1)/2 + 5(p1 − 1)/2 =
8p1 + 3. ()
3.2 Phase 2
After the end of Phase 1, every vertex which turns blue becomes a dark blue
vertex with weight 3, but we keep the light blue color and the higher weight
of those vertices which were already blue at the end of Phase 1. If the first
phase finishes with GD, the next move belongs to Phase 2 if there is a vertex
v such that f(GD)− f(GD∪{v}) ≥ 11. (Otherwise, Phase 2 is skipped and its
length is 0.) Phase 2 finishes with the ith move if i is the smallest even integer
such that there is no vertex v with the property f(GDi)− f(GDi∪{v}) ≥ 11.
Claim 4. If Phase 2 consists of p2 moves, then f(G
D) decreases by at least
8p2 during this phase.
Proof. In Phase 2, by definition, every move of Dominator decreases f(GD)
by at least 11. Concerning a move of Staller, if she plays a white vertex, it
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becomes red and the decrease is at least 5; if she plays a blue vertex v with
a white neighbor u, then v becomes red and u becomes dark blue or red. It
is also true in the latter case that s(v) ≥ (3− 0) + (5− 3) = 5. Then, if p2 is
even, the total decrease during Phase 2 is at least 11p2/2 + 5p2/2 = 8p2. If
p2 is odd, then it is at least 11(p2 + 1)/2 + 5(p2 − 1)/2 = 8p2 + 3. ()
Now, we prove two additional claims that describe some structural prop-
erties of GD at the end of Phase 2 and some properties that remain valid in
the continuation of the game. GD[W ] denotes the subgraph induced by the
white vertices in GD.
Claim 5. Let GD be the residual graph obtained at the end of Phase 2. Then,
it satisfies the following properties:
(i) ∆W (W ) ≤ 2 and ∆W (B) ≤ 3;
(ii) Every component of GD[W ] is isomorphic to P1 or P2 or to Ck with
k ≥ 4;
(iii) There is no edge between the vertices of W0 and B3.
Proof. Since Phase 2 finishes with GD, the decrease s(v) in f(GD) is at
most 10 for every v ∈ V (G).
(i) If there is a white vertex v with dW (v) ≥ 3 in G
D then, after playing
it, v becomes red and its white neighbors become dark blue or red. This
gives s(v) ≥ 5 + 3(5 − 3) = 11 that is a contradiction. Similarly, if there
exists a blue vertex u with more than three white neighbors then s(u) would
be at least 3 + 4(5− 3) = 11.
(ii) ∆W (W ) ≤ 2 implies that each component of G
D[W ] is a path or a
cycle. First, assume that there is a path component Pj = v1v2 . . . vj for an
integer j ≥ 3. In GD∪{v2}, the vertices v1 and v2 become red and v3 becomes
dark blue or red. This gives s(v2) ≥ 2 · 5 + 2 = 12 that is a contradiction.
Further, if there exists a component which is a 3-cycle, playing any vertex u
from it all the three vertices are recolored red and s(u) ≥ 3·5, a contradiction
again.
(iii) Suppose that the vertices v ∈ W0 and u ∈ B3 are adjacent and let u1
and u2 be the further white neighbors of u. Consider G
D∪{u}. In this residual
graph v and u are red, while u1 and u2 are dark blue or red. We may infer
s(u) ≥ 5 + 3 + 2 · 2 = 12 that is a contradiction. ()
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Claim 6. Let GD be an arbitrary residual graph obtained in Phase 3 or
Phase 4. Then, it satisfies the following properties:
(i) ∆W (W ) ≤ 2 and ∆W (B) ≤ 3;
(ii) If v belongs to W0 in G
D, then it has at least one neighbor from B1∪B2.
In particular, if v ∈ W0, then either v has a blue leaf neighbor in G
D
or GD∪{v} contains a blue leaf.
Proof. Let GD
∗
be the residual graph obtained at the end of Phase 2.
(i) Since no new white vertices appear during the game and a new blue
vertex may arise only from a white vertex, Claim 5 (i) clearly implies the
statement.
(ii) Recall first that d(z) ≥ 1 is supposed for every vertex z of G and
that, by Observation 1 (iii), dWB(z) = d(z) holds in the residual graph for
each white vertex z. As follows, each vertex v from W0 has at least one blue
neighbor in GD. Consider the three cases according to the status of v at the
end of Phase 2. If v belongs toW0 in G
D∗ then, by Claim 5 (iii), all neighbors
of it are blue vertices of white-degree 1 or 2 in GD
∗
. This remains true in
GD. Suppose now that v belongs to W1 and its only white neighbor is u in
GD
∗
. Since v ∈ W0 holds in G
D, here u must be blue having only one white
neighbor, namely v. Thus, u ∈ B1 and the statement is true for v. Finally,
suppose that v ∈ W2 in G
D∗ that is v belongs to a white cycle component of
GD
∗
[W ]. Then, in GD
∗
, both white neighbors v1 and v2 have white-degree 2.
Since v ∈ W0 in G
D, here both v1 and v2 are blue and may have white-degree
at most 2. As they remain adjacent to v in the new residual graph, v has a
neighbor from B1 ∪ B2 in G
D. Finally, observe that if v ∈ W0 and it has a
neighbor z′ from B2 in G
D, then z′ becomes a blue leaf in GD∪{v}. ()
3.3 Phase 3
After the end of Phase 2, we use a new potential function F (GD). To define
it, we first introduce some notations. Consider the residual graph GD
∗
and
the corresponding GD
∗
[W ] obtained at the end of Phase 2. Let us denote
by X1, . . . , Xℓ the vertex sets of the cycle components in G
D∗ [W ]. The cycle
induced by Xi will be called X-cycle and denoted by C(Xi), for 1 ≤ i ≤ ℓ.
Note that, by Claim 5 (i) and (ii), W2 = X1 ∪ · · · ∪ Xℓ, while W1 and
W0 contain, respectively, the vertices from the P2- and P1-components of
GD
∗
[W ].
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We fix the term ‘X-cycle’ and the notation X1, . . . , Xℓ at the end of
Phase 2 and use it later, even if some (or all) vertices from Xi become blue or
red. We say that an X-cycle C(Xi) is closed in a residual graph G
D if all of
its edges are present in GD. Remark that a closed X-cycle may contain blue
vertices, but cannot contain red vertices and blue leaves. An X-cycle C(Xi)
is open in GD if there is a vertex v ∈ Xi which is a blue leaf in a component
of order at least four, and it is finished if all the vertices are red except those
that belong to BWB-components. We say that C(Xi) is finished with a move
of the game if it was open before the move and finished after it. If C(Xi)
is a 4-, 5-, or 6-cycle, it is possible that C(Xi) directly turns from closed to
finished. It cannot happen if |Xi| ≥ 7.
In a residual graph GD, we denote the number of open X-cycles by x(GD),
and the number of BWB- and WB+-components by c3(G
D) and c2(G
D),
respectively. From the beginning of Phase 3, we use the following potential
function:
F (GD) =

 ∑
v∈V (GD)
f(v)

− x(GD)− c2(GD)− 3c3(GD)
= f(GD)− x(GD)− c2(G
D)− 3c3(G
D).
We also introduce the notation S(v) = F (GD)− F (GD∪{v}). Technically, for
the residual graph GD
∗
obtained after the last move of Phase 2, we calculate
both values to use f(GD
∗
) in Phase 2 and F (GD
∗
) in Phase 3. It is clear
that f(GD
∗
) ≥ F (GD
∗
). Remark that the number of BWB-, and WB+-
components decreases if and only if a vertex is played from such a special
component. With this move F (GD) decreases by at least 8. Concerning the
decrease in x(GD), we prove the following claim.
Claim 7. Let GD be a residual graph from Phase 3 and suppose that a vertex
v is played in GD.
(i) If v ∈ W or v is a blue vertex from an X-cycle, then x(GD) may
decrease by at most 1.
(ii) For i = 1, 2, 3, if v ∈ Bi, then x(G
D) may decrease by at most i.
Proof. At the end of Phase 2, an X-cycle C(Xi) consists of white vertices of
white-degree 2 that cannot be adjacent to the vertices of a different X-cycle.
Then, in GD, each blue vertex u ∈ Xi is adjacent to either one or two white
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vertices from Xi and to none of the vertices outside Xi. A white vertex
z ∈ Xi has exactly two neighbors from the cycle C(Xi) and, additionally,
it may have some outer blue neighbors, but these neighbors never belong to
other X-cycles. As follows, playing a vertex from Xi cannot cause changes in
the colors of vertices from Xj , if j 6= i. Also, if a vertex y ∈ Xj is adjacent to
a blue vertex y′ which is outside the X-cycles, y′ remains blue (and connected
to y) after playing any v ∈ Xi. This proves part (i).
Concerning (ii), it is enough to consider a vertex v ∈ Bi which is outside
the X-cycles. Playing v changes the colors of the white neighbors u1, . . . , ui of
v and may change the colors of the blue neighbors of u1, . . . , ui. On the other
hand, observe that a blue neighbor zj ∈ N [uj ] becomes red only if N [zj ] ⊆
{u1, . . . , ui} holds in G
D. Therefore, if an X-cycle C(Xk) does not contain
a vertex from u1, . . . , ui, then the colors of the vertices in N [Xk] remain
unchanged in GD∪{v}. We may conclude that only the X-cycles incident to
u1, . . . , ui can be finished with the move v. ()
We say that a component of GD is special if it is of order 2 or a BWB-
component.
Claim 8. If there is a blue leaf in a non-special component of GD, then there
exists a vertex v such that S(v) ≥ 11.
Proof. Suppose that u is a blue leaf in a non-special component and adjacent
to the white vertex u′ in GD. We prove the claim by considering three cases
depending on the white-degree of u′.
Case 1. dW (u
′) = 2.
Let v = u′ and observe that, in GD∪{u
′}, vertices u and u′ are red and the
two white neighbors of u′ belong to B ∪ R. Since a white vertex is played,
Claim 7 implies that at most one X-cycle may be finished with this move.
Hence, S(u′) ≥ 3 + 5 + 2 · 2− 1 = 11.
Case 2. dW (u
′) = 1.
Let v be the white neighbor of u′. In GD∪{v} all the three vertices u, u′
and v are red and at most one X-cycle becomes finished. Then, we have
S(v) ≥ 3 + 2 · 5− 1 = 12.
Case 3. dW (u
′) = 0.
Since it is a non-special component, either u′ is adjacent to at least three
blue leaves (including u) and then S(u′) ≥ 5 + 3 · 3 − 1 = 13 holds, or u′
has a neighbor z from B2 ∪ B3. In the latter case, if z ∈ B2, then S(z) ≥
3+5+3+(5−3)−2 = 11; if z ∈ B3, then S(z) ≥ 3+5+3+2(5−3)−3 = 12.
()
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Claim 9. Suppose that the number of open X-cycles decreases by a move v
in the residual graph GD.
(i) If it is Staller’s move, then S(v) ≥ 6;
(ii) If it is Dominator’s move, then S(v) ≥ 11;
Proof. (i) Assume that C(Xi) is open in G
D and finished in GD∪{v}. We
consider the following cases.
Case 1. No new BWB-component arises in Xi.
Since C(Xi) is open, G
D contains a component K of order at least 4 which
intersects Xi. Then, K∩Xi includes at least one white vertex and at least two
blue leaves. If no new BWB-component arises and C(Xi) becomes finished,
all vertices from K ∩ Xi turn red. On the other hand, by Claim 7, x(G
D)
may decrease by at most 3 in one move of the game. Therefore, we have
S(v) ≥ 5 + 2 · 3− 3 = 8.
Case 2. A new BWB-component arises in Xi.
Assume first that x(GD) decreases by 1 or 2 when C(Xi) becomes finished.
In this case, to finish C(Xi), at least one white vertex u from Xi truns blue
or red. If u becomes red, c3(G
D) increases, and x(GD) falls, the decrease in
the potential function is at least 5+3−2 = 6. If u becomes blue, a neighbor
v was played. In GD∪{v}, v is red and u is blue or red. A similar calculation
as before shows that S(v) ≥ 3 + (5− 3) + 3− 2 = 6.
It remains to prove that the inequality holds if three X-cycles, say C(Xi),
C(Xj), and C(Xk), are finished with the move v. Then, by Claim 7, v must
be a vertex from B3 which does not belong to any X-cycles. If at least one
new BWB-component arises in Xi ∪ Xj ∪ Xk, Case 1 can be applied for
an appropriate X-cycle and the estimation follows. If all the three X-cycles
become finished without getting a new BWB-component, then a calculation
similar to the previous one gives S(v) ≥ 3 + 3(5 − 3) + 3 · 3 − 3 = 15. This
finishes the proof of (i).
(ii) As an open X-cycle must contain a blue leaf in a non-special com-
ponent, Claim 8 and Dominator’s greedy choice directly implies S(v) ≥ 11.
()
We want to prove that the average decrease in F (GD) is at least 8 over the
moves in Phase 3. But it is possible that Staller’s move gives only S(v) = 5
and Dominator’s move gives S(v) = 10 in Phase 3. Thus, the following claim
is crucial to our final estimation.
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Claim 10. If Staller plays a vertex v so that F (GD) decreases by exactly
5, then Dominator can select a vertex as his next move which decreases
F (GD∪{v}) by at least 11.
Proof. Suppose that Staller plays a vertex v in GD such that S(v) = 5.
Then, v does not belong to a special component of GD and further, Claim 9
implies that no X-cycles are finished with this move v. First, we prove that
either a blue leaf remains in a non-special component ofGD∪{v} or the residual
graph contains a closed X-cycle with at least one blue vertex.
Case 1. Vertex v is white.
In this case, S(v) = 5 implies that each neighbor of v is from B2 ∪B3. That
is, v ∈ W0 in G
D and it does not have a blue leaf neighbor. Then, by Claim 6
(ii), GD∪{v} contains a blue leaf u that was a neighbor of v in GD. Assume
now that u is a blue leaf in a special component K of GD∪{v}. If K is a
BWB- or a WB+-component, then c3 or c2 would increase with this move
and S(v) would be at least 6. It remains to prove that u cannot belong to
a WB−-component. Assuming this situation, the white vertex z from the
WB−-component has only one neighbor in GD∪{v} which is dark blue. By
Claim 1, it is not possible. Hence, the claim is verified for the first case.
Case 2. Vertex v is blue.
To comply with S(v) = 5, v must be a dark blue leaf in GD and its white
neighbor u cannot be from W0. Suppose first that u has only one white
neighbor u′. Then, u is a dark blue leaf in GD∪{v} and does not belong to a
WW- or WB+-component in GD∪{v}. If u is in a special component BWB,
then c3 increases by one in this move and then, S(v) = 8, a contradiction. If
u and u′ form a WB−-component in GD∪{v} then, by applying Claim 1 for
u′ in GD, we get that v was a light blue vertex and S(v) = 4 + (5 − 3) = 6.
This contradiction proves the statement for dW (u) = 1. Suppose now that
dW (u) = 2 that is u is from an X-cycle C(Xi) where the neighbors u1 and
u2 are white. In G
D∪{v}, vertex u is blue. Hence, if C(Xi) is still closed in
GD∪{v}, then it is a closed X-cycle with a blue vertex. If C(Xi) is open then,
by definition, it contains a blue leaf in a non-special component. Since C(Xi)
contains adjacent white vertices, it cannot be a finished X-cycle in GD and
since it does not become finished with the move v, it cannot be a finished
X-cycle in GD∪{v} either.
Now, we can complete the proof of the claim. If a blue leaf remains
in a non-special component of GD∪{v}, Claim 8 directly implies the present
statement. Now suppose that GD∪{v} contains a closed X-cycle C(Xi) with
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a blue vertex z ∈ Xi such that |Xi| ≥ 7. Since the cycle is closed, both
neighbors of z are white. Let z1 and z2 be these neighbors. If z1 ∈ W0 then,
after playing z, vertices z, z1 turn red, z2 turns blue or red and moreover,
C(Xi) becomes open. It follows that F (G
D∪{v}) decreases by at least 3 +
5 + 2 + 1 = 11. If z1 ∈ W1 in G
D∪{v}, then let z′1 be its white neighbor.
After playing z′1, both z1 and z
′
1 are recolored red and the X-cycle becomes
open. This gives S(z′1) ≥ 2 · 5 + 1 = 11 again. For smaller X-cycles, where
|Xi| = 4, 5, 6, it might happen that C(Xi) becomes finished and not open
after the moves z or z′1. In these cases either a new BWB-component arises
or more vertices turn red than counted above. It is easy to check that the
estimations on S(z) and S(z′1) remain valid. ()
Claim 11. If Phase 3 consists of p3 moves, then F (G
D) decreases by at least
8p3 during this phase.
Proof. We know that every move of Staller decreases F (GD) by at least
5 and, by definition, every move of Dominator decreases it by at least 10.
Claim 10 implies that each move vi of Staller and the next move vi+1 of
Dominator together decrease F (GD) by at least 16. Remark that we have
S(v) ≥ 10 for the first move v of Phase 3 and further, by Claim 10, the last
move u of Staller results in S(v) ≥ 6. If p3 is even, we obtain that F (G
D)
decreases by at least 10+16 · p3−2
2
+6 = 8p3. If p3 is odd, then the entire game
finishes with Dominator’s move in the Phase 3. For this case, the bound can
be proved similarly. ()
Claim 12. Let GD be the residual graph obtained at the end of Phase 3.
Then, it satisfies the following properties:
(i) Every X-cycle is finished and, in particular, W2 = ∅;
(ii) W1 = ∅;
(iii) B2 ∪ B3 = ∅;
(iv) No white vertex has more than two blue neighbors.
Proof. Since Phase 3 finishes with GD, the decrease S(v) in F (GD) is at
most 9 for every v ∈ V (G).
(i) Suppose first that the X-cycle C(Xi) is closed in G
D. We consider the
following three cases.
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Case 1. All vertices from Xi are white that is, Xi ⊆ W2.
If C(Xi) is a 4-cycle, then for any v ∈ Xi, vertex v becomes red and the two
white neighbors become blue in GD∪{v}. Moreover, a new BWB-component
arises and C(Xi) becomes finished. Consequently, S(v) ≥ 5+2·2+3 = 12 that
is a contradiction. If the length of C(Xi) is at least 5, select an arbitrary
u ∈ Xi and observe that C(Xi) is an open cycle in G
D∪{u}. This implies
S(v) ≥ 5 + 2 · 2 + 1 = 10, a contradiction again.
Case 2. There exists a vertex v ∈ Xi ∩W0.
Since the cycle is closed, the two neighbors of v, say v1 and v2, belong to B2.
Consider GD∪{v1} and observe that v and v1 become red and the other white
neighbor u of v1 becomes blue or red. In particular, if the cycle is finished
with this move, then either a new BWB-component arises or u also turns
red. In the former case, we infer S(v1) ≥ 3+5+(5−3)+3−1 = 12, while for
the latter one we conclude S(v1) ≥ 3+2 · 5− 1 = 12. If C(Xi) is not finished
in GD∪{v1}, it becomes open and we get S(v1) ≥ 3 + 5 + (5 − 3) + 1 = 11.
Each subcase yields a contradiction.
Case 3. There exist two adjacent vertices u and v such that u ∈ Xi ∩W1
and v ∈ Xi ∩ (W1 ∪W2).
In GD∪{v}, the vertices u and v become red. Thus, even if C(Xi) becomes
finished and not open with this move, S(v) ≥ 2 · 5 = 10, a contradiction.
The above cases cover all possibilities for a closed X-cycle. Hence, it is
enough to prove that C(Xi) is not open in G
D. By definition, an open X-
cycle contains a blue-leaf in a non-special component and, by Claim 8, there
exists a vertex v such that S(v) ≥ 11. This contradiction and the observation
that a finished cycle cannot contain two adjacent white vertices complete the
proof of (i).
(ii) By (i), we infer W = W0 ∪W1. So, if W1 6= ∅, we may choose two
adjacent vertices, say v and u, from it. As also follows from (i), the number
of open cycles cannot decrease when v is played. Moreover, u and v turn red.
Therefore, we have S(v) ≥ 2 · 5 = 10, a contradiction.
(iii) By (i) and (ii), all white vertices belong to W0 in G
D. Assume that a
vertex v is contained in B2 ∪B3. Then, all the two or three white neighbors
of v have white-degree 0 and consequently, they are red vertices in GD∪{v}.
It follows that S(v) ≥ 3 + 2 · 5 = 13 that is a contradiction again.
(iv) According to (i)-(iii), every non-red vertex of GD is a blue leaf or a
white vertex being adjacent only to blue leaves. In other words, GD consists
of star-components, each of which contains only one white vertex. If there
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is a white vertex v which is adjacent to at least three blue leaves, then this
component becomes red in GD∪{v} and we have S(v) ≥ 5 + 3 · 3 = 14. This
contradiction establishes (iv). ()
3.4 Phase 4
Phase 4 starts when Phase 3 ends, but the game is not over. Phase 4 finishes
when the game ends.
By Claim 6 and 12, the residual graph GD may contain only the following
types of components at the beginning of Phase 4: WB−, WB+, BWB, an
isolated red vertex. As follows, playing any (legal) vertex v in the game,
exactly one component becomes red. It means S(v) = 5 + 3 = 8, S(v) =
5 + 4 − 1 = 8, and S(v) ≥ 5 + 2 · 3 − 3 = 8 if v belongs to a WB−-, WB+-,
and BWB-component respectively. So, either Staller or Dominator plays a
vertex, F (GD) decreases by at least 8 with each move.
Claim 13. If Phase 4 consists of p4 moves, then F (G
D) decreases by at least
8p4 during this phase.
3.5 Completion of the proof
We supposed throughout the proof that Dominator chooses a vertex which
results in the maximum achievable decrease in the value of the potential
function. For Staller’s moves we did not suppose anything but legality. As
the game starts with f(G∅) = 5n and finishes with F (GD) = 0, Claims 3, 4,
11 and 13 imply that Dominator can ensure
5n ≥ 8p1 + 8p2 + (f(G
D∗)− F (GD
∗
)) + 8p3 + 8p4,
where GD
∗
denotes the residual graph obtained at the end of Phase 2 and pi
denotes the number of vertices played in Phase i, for i = 1, . . . 4. Recall that
f(GD
∗
) − F (GD
∗
) ≥ 0. Thus, for the total length p = p1 + p2 + p3 + p4, we
have
γg(G) ≤ p ≤
5
8
n.
This completes the proof of Theorem 1.
16
4 Remark on the Staller-start game
Already Theorem 1 and the inequality |γg(G) − γ
′
g(G)| ≤ 1 imply that
γ′g(G) ≤
5n
8
+ 1 holds for the Staller-start domination game, if G is isolate-
free. On the other hand, it is easy to get a bit better estimation by the
modification of the proof of Theorem 1. If Staller starts the game, we may
consider her first move v0 as the 0
th move in the game and declare that it
belongs to Phase 1. Then, in the residual graph G{v0}, the vertex v0 is red
and, since G is isolate-free, at least one further vertex is recolored light blue
or red. We conclude s(v0) ≥ 5 + 1 = 6. In the continuation, we may follow
the line of the proof presented in Section 3 and get that the p + 1 moves
in the Staller-start domination game fulfill 5n ≥ 6 + 8p. Therefore, every
isolate-free graph G satisfies
γ′g(G) ≤ p+ 1 ≤
5n+ 2
8
.
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