Abstract. We study a nonoverlapping domain decomposition method for the harmonic Maxwell equations with a new kind of interface condition. Using Fourier analysis we derive suitable families of transmission conditions in R 3 that involve second order tangential differential operators and that guarantee convergence for both propagative and evanescent modes. Such families depend upon parameters that are chosen to optimize the convergence rate of the corresponding iterative algorithm. We then propose iterative solvers for the Maxwell equations based on a domain decomposition procedure where such conditions are enforced on the interface. Some numerical results for a two-domain decomposition show the effectiveness of the optimized interface conditions. Key words. domain decomposition methods, harmonic Maxwell system, optimized interface conditions AMS subject classifications. 65N55
Introduction.
The numerical solution of the time-harmonic Maxwell system over a large three-dimensional domain is a difficult task. The linear system resulting from the finite element approximation is complex and the matrix is neither Hermitian nor definite. To construct an efficient iterative method to solve this system, domain decomposition can be used. We concentrate on nonoverlapping domain decomposition methods (see, for instance, [9] ). The idea is to decompose the domain into several nonoverlapping subdomains and to solve in parallel the local problems. This procedure leads to an iterative method that converges to the solution of the original problem if the solutions in the subdomains are related by means of suitable boundary conditions at the interface. The performance of the method depends drastically on the choice of this interface conditions.
The earliest nonoverlapping domain decomposition method for the time-harmonic Maxwell system was introduced in [4] with an interface condition of Robin type. For this algorithm it is proved that the local solutions converge to the corresponding restrictions of the global solution weakly in the spaces of complex vector functions of L 2 with curl in L 2 . In his Ph.D. thesis, Chevalier [2] proposed a modification of the Robin interface condition by adding a second order differential operator along the interface. For this new algorithm there is not an accurate convergence analysis. In [3] an interface condition involving a second order tangential operator is analyzed and some numerical results are given for a model problem with conditions of radiative type on the whole boundary. A Fourier analysis shows that, for the interface conditions used in these three algorithms, the iteration map is not a contraction in the presence of evanescent modes.
The use of a second order interface operator arises naturally since the Fourier analysis shows that the exact interface conditions involve a pseudodifferential operator and second order tangential derivatives. By approximating the pseudodifferential operator we identify two families of interface conditions that lead to iteration maps that are contractive for both propagative and evanescent modes. The first family depends on a complex parameter p ∈ C, while the second one depends on two parameters, one real (r ∈ R) and one purely imaginary (iq, q ∈ R). We will refer in what follows to the first family as symmetric interface conditions and to the second as unsymmetric interface conditions. The parameters p ∈ C and r, q ∈ R can then be optimized, namely, they can be chosen to optimize the convergence rate of the corresponding iterative procedure, as done by Gander, Magoulès, and Nataf for the Helmholtz equation (see [5] ).
The paper is organized as follows. In section 2 the model problem in R 3 is solved by means of an additive Schwarz method in a very general framework: using Fourier analysis, we derive two families of interface conditions which guarantee convergence for both propagative and evanescent modes. An optimization is then performed on the parameters describing such families. In section 3 the proposed domain decomposition algorithms are detailed for a two-domain decomposition at both the continuous and the discrete level. In section 4 the algorithms are validated by some numerical tests. Finally, in section 5, a survey of the nonoverlapping domain decomposition algorithms for the harmonic Maxwell system that previously appeared in literature is given: the interface conditions in these algorithms can be easily included in the general framework we introduce in section 2 and are compared numerically with the conditions we propose.
Optimized interface conditions for a model problem in R
3 . The harmonic solutions of Maxwell equations are complex valued fields E and H such that the fields
satisfy the Maxwell system. The positive number ω is called the pulsation of the harmonic wave. E and H satisfy the time-harmonic equations
where J is the amplitude of the applied current density.
The model problem we consider is the second order time-harmonic Maxwell equation obtained from (1) by eliminating either the magnetic field H or the electric filed E. It reads
where, for the sake of simplicity in notations, we have normalized both the electric permittivity ε and the magnetic permeability μ (i.e., ε = μ = 1). When u stands for the electric field, F := −iωJ; on the other hand, if u is the magnetic field, F := curl J.
We present the analysis in the domain Ω = R 3 with the radiation condition
where r = |x|, n = x/|x|.
We decompose the domain in two nonoverlapping subdomains Ω B := R 2 ×(−∞, 0) and Ω T := R 2 × (0, +∞) and we set Γ := Ω B ∩ Ω T . Since, as is well known in domain decomposition literature, an iterative algorithm of Schwarz type without overlap does not converge when Dirichlet interface conditions are used, we consider the following iterative algorithm with more general interface conditions: given u 0 B and u
Here S B and S T are two linear operators acting in the tangential direction on the interface and u
It is then easy to see that if ker(S B + S T ) = {0}, we recover at convergence the solution of the single domain problem.
Since the problems involved are linear, it is enough to analyze the convergence to the zero solution for the homogeneous system. Note that since curl curl
We perform a partial Fourier transform in the x and y directions, which we denote with F, and we call k 1 and k 2 the corresponding dual variables. The transform F is defined as
Then we obtain
where σ L denotes the symbol of the operator S L . The general solutions of −
− ω 2 denotes the root of the characteristic equation which is either real and positive or purely imaginary. Since the radiation conditions exclude growing solutions as well as incoming modes at infinity we obtain that
From the transformed divergence-free conditions −ik 1 
thus, for λ = 0,
This means that we can write
. In fact we can prove the following result.
Proof. This result can be found in [2] . We include here the proof for completeness. We consider the case L = B but the proof is analogous for L = T . Since
Remark 1. We recall that for a function q :
It is then easy to see that
Since the third components in the above expressions vanish identically, we can express the action of one iteration of the algorithm (6), in terms of U B and U T , as
and
we can write
T . Since the matrices M B and M T share the same spectrum as a function of k 1 and k 2 , we can define the convergence rate of the algorithm as being the spectral radius of M B (or, equivalently, M T ), namely,
Thus, the sequence (U 
Notice that choosing
, and the algorithm converges in two iterations. Unfortunately, due to the presence of the square root in the symbol, this choice corresponds to nonlocal operators S L which cannot be used in practice in the real domain where computations take place. To overcome this problem we approximate λ by the symbol of a local operator. The easiest solution to avoid an increase in the order of the interface operator is to replace λ with a constant. In other words, we take λ L = p L ∈ C independent of k 1 and k 2 for L = B, T . In this way S L is the second order operator
where curl Γ is the surface scalar curl operator and − − → curl Γ the surface vector curl operator. In the remaining part of the section we present two suitable choices for such parameters.
Remark 2. Another choice would be to approximate λ(|k|) by means of a low order truncation of its Taylor expansion that is given by
Such expansion is a suitable approximation only for small values of |k|. Moreover, since λ(|k|) takes positive real values for |k| > ω, a purely imaginary approximation as the one provided by this expansion is not efficient: when λ(|k|) is real the numerators and denominators in (7) are complex conjugated numbers and ρ(M B ) = ρ(M T ) = 1.
Symmetric interface conditions.
The most natural choice is to take p B = p T = p ∈ C, which amounts to use the same operator in the interface condition on both subdomains: we thus refer to this choice as symmetric interface conditions. With this assumption, owing to (7), the sequence (U 
On one hand, for evanescent modes (|k| 2 > ω 2 ), we have that
On the other hand, for propagative modes (|k| 2 < ω 2 ), we similarly have
if and only if Im p > 0.
Notice, however, that for |k| 2 = ω 2 the convergence rate ρ(p, |k|) = 1 for all p ∈ C. This analysis leads us to consider algorithm (4) with the second order interface conditions
on Γ. The complex parameter p is chosen with Re p, Im p ∈ R + . In the following we call
The best choice of p is the one that gives a minimal spectral radius. As we have noted before, if |k| 2 = ω 2 , then ρ(p, |k|) = 1 for all p ∈ C + . However, following [5] , we can restrict ourselves to consider spatial frequencies such that |k| ∈ I := (m, ω − ) ∪ (ω + , M), where ω − and ω + are parameters to be chosen such that ω − < ω < ω + , where m denotes the smallest value of |k| relevant to the subdomain and where M is the largest value of |k| supported by the numerical grid. This largest frequency is of order π/h. Hence we choose p opt as being the solution of the optimization problem
that coincides with the one analyzed in [5] , whose solution is given by
and provides the convergence rate
Unsymmetric interface conditions.
Another opportunity stems from the expression of matrices M B and M T in (7) and from the fact that λ is either real and positive or purely imaginary: choosing one parameter real and positive and the other one purely imaginary (with positive imaginary part), the reduction factor is strictly smaller than 1 for all modes. To fix the ideas, if we take, for instance, p B = r ∈ R + , and p T = i q, q ∈ R + , the reduction factor is given by
(and we claim that the inverse choice provides the same result). We immediately have for propagative modes
as well as for evanescent modes
The algorithm we are thus led to consider is based on the following interface conditions on Γ (recall that (iq)
As this choice entails the use of different operators in the construction of matching conditions on the two sides of the interface, we refer to it as unsymmetric interface conditions.
Again, the best choice of the parameters p B = r and p T = iq is the one that gives a minimal convergence rate. Once again, if |k| 2 = ω 2 , then ρ(r, q, |k|) = 1 for each r, q ∈ R. However, in this case, owing to (12) and (13), an optimization procedure for the parameters can be performed separately on the two intervals I 1 = (m, ω − ) and I 2 = (ω + , M), where m, M, ω − , and ω + are the ones introduced in the previous section. The min-max problem we are dealing with is thus decoupled and reads
which has an elegant analytical solution, given by the following lemma.
Lemma 2. The solution of the minimization problem (15) is given by
for propagative modes,
for evanescent modes, and the optimal reduction factor of the algorithm is given by
for evanescent modes. Proof. We outline the solution for propagative modes, the solution for evanescent ones being similar. With the change of variables
we are led to study
where
x+q is monotone increasing for x ∈ I − , ϕ(0, q) = −1, and lim x→∞ ϕ(x, q) = 1, the maximum of the modulus is attained on the boundary of the interval. The min-max problem reduces thus to
We thus have that the optimal parameter for propagative modes belongs to the interval (x 0 , x 1 ) and is given by
For evanescent modes, in a similar way, the change of variable x := |k| 2 − ω 2 reduces to study the min-max problem on R + × I + , where
, whose solution is given by
So far, a simple algebra leads to the expression of the optimal reduction factor (16).
We report in Figure 1 the convergence rates ρ(p opt , |k|) and ρ(r opt , q opt , |k|) for ω = 2π. In the solid line we show the convergence rate as a function of |k| of the symmetric algorithm for p = p opt , and in the dashed line, the convergence rate of the unsymmetric algorithm for r = r opt and q = q opt . Notice that in both cases it is less than or equal to one and it is equal to one only for |k| = ω. We recall that the optimization has been done separately for the symmetric and the unsymmetric algorithm.
3. Two-domain decomposition. In the following we consider a bounded domain Ω ⊂ R 3 and the boundary value problem
We decompose the domain Ω in two nonoverlapping subdomains Ω l , l = 1, 2. We set Γ = Ω 1 ∩ Ω 2 and for simplicity we assume that Γ ∩ Γ R = ∅. Let us set
We consider the following iterative procedure:
where either p 1 = p 2 = p opt , or p 1 = r opt , and p 2 = iq opt , according to the choice of symmetric or unsymmetric interface conditions. By introducing the new variables
on Γ;
Weak formulation.
We are interested in the finite elements approximation of the bidomain problem (20), so we will consider its weak formulation. First we need to introduce some functional spaces.
Let Σ be a connected subset of ∂Ω
where t denotes a tangent vector to ∂Σ. We consider the spaces
The variational formulation of the boundary value problems will be set in the space
We also need the space
Notice that from the assumption Γ
To give the variational formulation of (20) we will decompose v ∈ V l in the following way:
l . Owing to the Green formula,
we are led to consider the bilinear form in H(curl Γ ; Γ),
and the linear form
The weak formulation of (20) reads
The new variables λ j l introduced in (21) must be intended in the following sense: λ j l ∈ (H 0 (curl Γ ; Γ)) such that for all q ∈ H 0 (curl Γ ; Γ)
Hence the weak formulation of (21) reads
Finite elements discretization.
We will employ a curl-conforming finite element approximation of the problem. We can use the first family of Nédélec finite elements in a tetrahedral mesh or in a hexaedral mesh (see [7, 1, 6] ). Other possibles choices are the finite element families introduced and analyzed by Nédélec in [8] .
Let {T h } h>0 be a regular family of finite element meshes of Ω of elements of maximum diameter h such that each K ∈ T h is contained either in Ω 1 or in Ω 2 . We denote T l,h the restriction of T h to Ω l , l = 1, 2.
Let P k , k ≥ 1, be the space of polynomials of degree less than or equal to k, and denote by P * k the space of homogeneous polynomials of degree k. We set
To discuss finite elements built on hexaedra, we also need the polynomial space Q n1,n2,n3 := {polyomials of maximum degree n 1 in x 1 , n 2 in x 2 , and n 3 in x 3 }.
If {T h } h>0 is a family of tetrahedral meshes, we employ the finite element spaces
On the other hand, if {T h } h>0 is a family of hexaedral meshes, then the curl-conforming finite element space that we employ is given by
Now we consider the spaces
A mesh T l,h of Ω l induces a mesh on Γ in the sense that the faces of the elements in T l,h that lie on Γ obey the usual finite elements meshing constraints. Since we have matching grids in the interface, T 1,h and T 2,h induce the same partition of Γ. the corresponding basis of Y h . For simplicity we assume that these bases are such that q i = w N l −n+i,τ for i = 1, . . . , n, l = 1, 2. We consider the matrices R l , l = 1, 2, and S with entries
Moreover we consider the matrices
where 0 denotes the n×(N l −n) matrix with all zero entries and I is the n×n identity matrix. B 1 and B 2 are the trace operators of domains Ω 1 and Ω 2 on the interface Γ.
Finally let us consider the vectors
Then, the discrete analogous of algorithm (22) reads as follows.
for l = 1, 2, and then set
l f l this algorithm can be rewritten as
which is a fixed-point iteration to solve the linear system ⎡
The linear system (24) can now be solved by a more efficient Krylov subspace method. This corresponds to use the optimized Schwarz method as a preconditioner for the Krylov subspace method.
Algorithm 2. Solve (24) using GMRES.
Notice that when the GMRES method is applied to the linear system (24), each multiplication of the matrix
by a vector requires the solution of two local problems of the type R l x = b, l = 1, 2.
Numerical experiments.
In this section we validate the interface conditions proposed in the previous sections by means of some numerical tests. For the implementation we have used MATLAB 6.5. We compare the performance of the two type of interface conditions for both Algorithm 1 and 2.
The computational domain throughout this section will be
in which we consider the following problem:
We take ω = 2π. The function F is chosen such that the exact solution u is the gradient of the function Ψ = x(2 − x)y(1 − y)z(1 − z)e iω(y+z)/2 . We employ curl-conforming linear finite elements in a uniform hexahedral mesh and we perform the computations with the optimized parameters p opt , r opt , and q opt as defined in the previous sections.
Influence of the mesh size.
In this first series of tests we decompose Ω into two equal subdomains,
In Table 1 we report the number of iterations required to achieve an increment vector (in the case of Algorithm 1) or a residual vector (in the case of Algorithm 2) of norm less than 10 −8 . We compare the four algorithms for different mesh sizes. In Figure 2 we report the convergence histories of the four algorithms for a fixed mesh size, and in Figure 3 we report the convergence histories of each algorithm with respect to the mesh size.
The most efficient method is the Krylov one with symmetric interface condition. The speed-up of the Krylov accelerations is remarkable for both symmetric and unsymmetric interface conditions (no wonder in that). 
4.2.
Influence of the position of the interface. In the previous tests the two subdomains were symmetric with respect to the interface. In the second series of tests we compare the performance of the four algorithms when the position of the interface changes. We choose h = 1/12, and we consider three different positions of the interface, at x = 1/3, x = 2/3, and x = 4/3, yielding the following decompositions:
We report in Table 2 the iteration counts for the four algorithms. Only the Krylov algorithm with symmetric interface conditions shows a significative increase in the number of iterations.
5.
Other interface conditions used in domain decomposition methods for the harmonic Maxwell system. In this section we give a brief survey of other interface conditions proposed in literature for the harmonic Maxwell system, always in the framework of nonoverlapping domain decomposition methods. We apply to these interface conditions the analysis we made in section 2 and we note that for all of them the iterative procedure (6) fails to converge, in the presence of evanescent modes. We will keep throughout this section the notation used in section 2. Despres-Joly-Roberts [4] . The earliest nonoverlapping domain decomposition algorithm for Maxwell system was proposed in [4] , where the interface operator is given by
In [4] , the authors, considering a decomposition into an arbitrary number of subdomains and a boundary condition of radiative type at finite distance, show that the proposed algorithm converges weakly in H(curl, Ω j ) (j = 1, . . . , N) to the solution of the single domain problem and that u n j and curl u n j × n converge to u j and curl u j × n, respectively. The convergence properties of this algorithm depend heavily on the boundary condition, as it allows control of the energy on the outer boundaries by means of the energy on the inner ones.
For the interface operator (26) the Fourier analysis shows that the iterative procedure (6) converges only for propagative modes, while for the evanescent ones the convergence rate is exactly 1.
In fact, in this case we have M B = M T = N 2 , where
, and the eigenvalues of N are
If |k| 2 < ω 2 , then λ = i ω 2 − |k| 2 and
On the other hand, if |k| 2 > ω 2 , then λ is real and
Thus, the algorithm (4) with the interface conditions proposed in [4] does not converge for evanescent modes. However, the boundary condition (a radiation at finite distance) considered by the authors does not allow evenescent modes to come into the system: thus, the above result is not in contradiction with their work.
Chevalier [2] . To improve the convergence of the algorithm introduced in [4] , Chevalier proposed in his thesis [2] the use of the interface operator
ζ ∈ C being a complex parameter to be tuned, which consists in adding to the previous interface conditions a space derivative of second order in the direction tangential to the interface, following what is done in the literature for Helmholtz equations (see, for instance, [2] and [5] ).
In [2] there is neither an accurate analysis of the algorithm nor a clear tuning of the parameter ζ, and we show here that, different from the case of the Helmholtz equation, the use of the second order transmission condition does not guarantee convergence for evanescent modes. In fact, we have again
If λζ = ±1, a) ; hence the eigenvalues of N are
It is now easy to observe that when λ is real |μ − | = 1, and the algorithm does not converge for evanescent modes.
Collino-Delbue-Joly-Piacentini [3] . The Fourier analysis in section 2 (Lemma 1 and Remark 1) shows that the operator linking n × u × n to curl u × n is
where T is a pseudodifferential operator corresponding, in the Fourier space, to the multiplication by λ(|k|) = |k| 2 − ω 2 : due to its nonlocality, this operator cannot be used in practice.
Another interface condition, based on a zeroth order Taylor expansion of the function λ(|k|) in the neighborhood of |k| = 0, has then been proposed in [3] , where the interface operators are given by
Taking α = −1 this interface condition coincides with our symmetric interface conditions for p = i β ω . If β ∈ R, then Re p = 0 and we have from section 2.1 that ρ = 1 for evanescent modes.
Notice, however, that the authors assume ω 2 − |k| 2 ∼ ω, which amounts to taking into account, at once, only propagative modes, and, among them, only the ones with very small space frequency. Our approach differs a fortiori from this latter one, since we do not impose any restriction on the spatial frequency |k| 2 .
Numerical experiments. In Figure 4 we compare the convergence history of the iterative procedure with the following interface conditions: optimized symmetric (i.e., (8) with p T = p B given by (10)), optimized unsymmetric (i.e., (8) with p B = r and p T = iq, r given in (17) and q given in (18)), the interface condition (26), and the one introduced by Chevalier (27) with ζ = i/2ω. We apply them to the model problem (25) and also to a similar one with a radiation condition on the whole boundary is very slow. In this case the fastest one is the one that uses the optimized unsymmetric interface conditions. Finally, in Figure 5 we compare the convergence histories for the different interface conditions when the Krylov algorithm is applied to problem (25). Notice that neither of the interface conditions (26) and (27) has been previously used in such a framework. All algorithms converge, and the ones with optimized conditions are faster. In this case the fastest one is the one that uses the optimized symmetric interface conditions. 6. Conclusions. We proposed and analyzed two families of second order interface conditions to be used in the framework of nonoverlapping domain decomposition methods for the time-harmonic Maxwell equations. These conditions have been derived by means of a Fourier analysis: the first family depends on a complex parameter, while the second family depends on two real parameters. These parameters have been chosen to optimize the convergence rate of the method. The resulting interface operators have been applied to two different algorithms in the case of a two-domain decomposition: the first algorithm is an iterative procedure of fixed point type and the second one is a Krylov subspace method. The numerical solution of some test problems has been addressed to validate the two algorithms: in both cases we obtained a convergent method. In particular, the Krylov subspace procedure, based on GMRES iterations, appears to be very efficient. Finally, we compared these optimized
