We study solutions v of the parabolic system of PDE
Introduction
A doubly nonlinear evolution is a flow that may involve a time derivative of a nonlinear function of a quantity of interest. These types of flows arise in various physical models for phase transitions as detailed in the monograph [45] . Notable examples include the Stefan problem, which concerns a classical model of phase transition in solid-liquid systems [18, 19, 31, 37, 40] ; the Hele-Shaw and Muskat problems, which involve the dynamics of two immiscible viscous fluids [9, 34, 35, 38] ; the flow of an incompressible fluid through a porous medium [1, 13] ; and the study of interfacial (Gibbs-Thomson) effects that occur during phase nucleation, growth and coarsening [8, 22, 23, 32, 46] . In this paper, we will consider doubly nonlinear evolutions that are also parabolic systems.
In what follows, we will focus on solutions v : U × (0, T ) → R m of PDE systems of the form ∂ t (Dψ(v)) = divDF (Dv).
(1.1)
Here U ⊂ R n is a bounded domain with smooth boundary, T > 0, and ψ : R m → R and F : M m×n → R are convex. We will denote M m×n as the space of m × n matrices with real entries and v = (v 1 Carrying out the derivatives, we may also write In particular, we see that the system (1.1) is a type of quasilinear system of parabolic PDE.
The principle assumptions that we will make in this work are that there are constants θ, λ, Θ, Λ > 0 such that
for each w 1 , w 2 ∈ R m and
for each M 1 , M 2 ∈ M m×n . Here we are using the notation M · N := tr(M t N ) and |M | := (M · M ) 1/2 for each M, N ∈ M m×n . In other words, ψ and F will always assumed to be (at least) continuously differentiable, uniformly convex and to grow quadratically. We also point out that these assumptions require Dψ and DF to be globally Lipschitz mappings which are therefore differentiable almost everywhere on R m and M m×n , respectively. Our central results involve the regularity of weak solutions whose definition is postponed until later in this work (Definition 3.1). We remark that our definition of weak solution requires more integrability than what is typically asked of a mapping v : U × (0, T ) → R m to be a solution of (1.1) (such as in [1, 13, 45] ). Nevertheless, we show in the appendix how to construct weak solutions for given initial and boundary conditions with a natural implicit time scheme. So while our result may not apply to the widest class of solutions of (1.1), it holds for a class of solutions that exist and arise in a most natural way. Theorem 1. Assume ψ ∈ C 2 (R m ) and F ∈ C 2 (M m×n ) and that (1.2) and (1.3) hold. Suppose v is a weak solution of (1.1). Then there is an open subset O ⊂ U × (0, T ) whose complement has Lebesgue measure 0 for which Dv is Hölder continuous in a neighborhood of each point in O.
Our approach to proving Theorem 1 is as follows. First, we will derive two integral identities for weak solutions which provides us with some local energy estimates. Next, we will establish that every appropriately bounded sequence of solutions of the system (1.1) has a subsequence that converges strongly to another weak solution (1.1). Then we will exploit this compactness to argue that certain integral quantities decay as they would for solutions of the linearization of (1.1). Finally, we will use versions of Lebesgue's differentiation theorem and Campanato's criterion with parabolic cylinders (instead of Euclidean balls) to obtain partial Hölder continuity of the gradients of weak solutions.
It turns out that it is also possible to establish a certain fractional time differentiability of Dv. This property can be used to demonstrate that the set O in the statement of Theorem 1 can be selected to be lower dimensional. We state the following refinement of Theorem 1 postponing the definition of Parabolic Hausdorff measure P s (0 ≤ s ≤ n + 2) until the final section of this paper (Definition 4.5). We only note here that the Lebesgue outer measure on R n+1 is absolutely continuous with respect to P n+2 , which means that the following assertion improves Theorem 1.
Theorem 2. Assume ψ ∈ C 2 (R m ) and F ∈ C 2 (M m×n ) and that (1.2) and (1.3) hold. Suppose v is a weak solution of (1.1) and O = {(x, t) ∈ U × (0, T ) : Dv is Hölder continuous in some neighborhood of (x, t)}.
Then there is β ∈ (0, 1) for which
We note that partial regularity statements such as what is claimed above are quite natural to consider for systems. Even in the stationary case of (1.1), weak solutions u : U → R m of −div(DF (Du)) = 0 may fail to be regular at some points [11, 21, 29] . We also note that Theorems 1 and 2 have already been established for the gradient flow system
which corresponds to (1.1) when ψ(w) = 1 2 |w| 2 [7] . In more recent work [14, 15] , the stronger assertion P n−δ (U × (0, T ) \ O) = 0 for some δ > 0 was verified. It is also worth mentioning that partial Hölder continuity has been established for weak solutions when restricted to the parabolic boundary of U × (0, T ) [4, 5] .
Observe that if we set w = Dψ(v), w formally satisfies the system
for ζ ∈ M m×n and w ∈ R m ; ψ * is the Legendre transform of ψ. Using the results of F. Duzaar and G. Mingione [14] , we would be able to conclude that Dw is partially Hölder continuous if (1.4) is uniformly parabolic. That is, if
for all ζ, ξ ∈ M m×n , w ∈ R m , and for some ε > 0. Since Dv = D 2 ψ * (w)Dw, we would essentially be in position to deduce Theorem 2 provided that D 2 ψ * is Hölder continuous. It is possible to find ψ and F for which (1.5) holds. This is the case, for example, when (1.5) is a scalar equation (m = 1). This is also the case when ψ(w) = 
|M |
2 , which was studied in detail in [42] . However, (1.5) does not hold for every ψ ∈ C 2 (R m ) and F ∈ C 2 (M m×n ) satisfying (1.2) and (1.3), respectively. A simple class of examples for which (1.5) fails can be found for n = 1 so that M m1 can be identified with R m . For any two symmetric m × m positive definite matrices B and C such that CB −1 is not positive definite, (1.5) does not hold for
Consequently, it is worthwhile to study the doubly nonlinear parabolic system (1.1) as it is written and not always change variables to put it in the form (1.4).
We also note that we only consider doubly nonlinear evolutions that are uniformly parabolic, which is a subset of the class of doubly nonlinear evolutions that are degenerate parabolic systems. We anticipate that our arguments can be extended to address the regularity of solutions to degenerate systems as has been done for doubly nonlinear parabolic equations. In our context, a doubly nonlinear parabolic equation corresponds to m = 1 so that the system (1.1) reduces to a single PDE
for a scalar function v : U × (0, T ) → R. For many examples of ψ and F that satisfy suitable regularity, convexity and compatible growth conditions, there is a local Hölder estimate for solutions [27, 33, 44] . For example, Hölder regularity has been shown in various contexts for the particular case
(1.6) [28, 43] . It would be very interesting to pursue the regularity of systems which have growth and convexity properties analogous to (1.6). Finally, we remark that equation (1.1) is known as a doubly nonlinear parabolic system of the first type. A doubly nonlinear parabolic system of the second type is of the form
(1.7)
We believe this terminology is due to A. Visintin [45] . The main difference between (1.1) and (1.7) is that (1.1) is quasilinear while (1.7) is fully nonlinear. Nevertheless, solutions of both systems exhibit partial regularity. In recent work [24] , we have proved analogs of Theorem 1 and 2 for solutions of (1.7).
Formal computations
Our first task will be to briefly derive two simple, yet important integral identities for solutions of (1.1). They each imply useful local energy estimates. We will establish these identities first for smooth solutions (1.1) and then in the following section we will prove them for weak solutions. In fact, the corresponding estimates dictate the spaces that one may expect weak solutions to belong to; so these estimates actually guide much of the analysis to follow.
Proof. By direct computation, we have
Now suppose O is the m × n matrix of zeros. Notice that we have
Consequently, upon subtracting ψ(0)+Dψ(0)·w from ψ(w) and subtracting
, we may assume without any loss of generality that
With this assumption and (1.2),
Analogous inequalities hold for F and DF , as well.
Proof. We choose φ = η 2 and argue similar to how we did in deriving (2.4). In particular, using (1.2), (1.3) and (2.2) and integrating (2.5) from [0, t] leads to
Therefore, the conclusion holds with
min{θ, λ} .
Weak Solutions
In view of estimates (2.4) and (2.6) and the natural divergence structure of (1.1), we are lead to a notion of weak solution of (1.1) as specified below. After providing this definition, we will make some crucial observations about the integrability of weak solutions and show that weak solutions satisfy the identities (2.1) and (2.5). Then we will establish that weak solutions have a compactness property, which will be vital to our proof of Theorem 1.
As mentioned in the introduction, our definition of weak solution definition demands more integrability that what is typically required of solutions to doubly nonlinear parabolic systems (such as those considered in [1, 45] ). Instead of Definition 3.1, one could merely ask that a mapping v :
We chose not to do so primarily in view of the identity (2.5) and the corresponding energy bound (2.6); these observations are crucial to our proofs of Theorems 1 and 2. Moreover, weak solutions as defined above exist. In Appendix A, we show how to construct a weak solution of an initial value problem associated with (1.1) which satisfies the Dirichlet boundary condition via a natural implicit time scheme.
Estimates
We will now proceed to derive some continuity and estimates of weak solutions. As usual, we will denote H −1 (V ; R m ) for the continuous dual space to
and
Proof. In view of (3.
is bounded and hence has a weakly convergent subsequence (Dv(·, t k j )) j∈N . It is routine to check that the weak limit of this subsequence must be Dv(·, t). Since this limit is independent of the subsequence, it follows that Dv(·, t k )
in the sense of distributions on (0,
In particular, (3.5) holds for almost every t ∈ (0, T ) (Chapter 3, Lemma 1.1 of [41] ). It follows that
for almost every t ∈ [t 0 , t 1 ]. In view of (3.1), we deduce (3.4).
We can also use elliptic regularity results to conclude some integrability of the Hessian
Below we use the notation
In particular, equation (1.1) holds almost everywhere in U × (0, T ).
Proof. In view of (3.1) and the Lipschitz continuity of Dψ :
weakly in U for almost every t ∈ (0, T ).
loc (U ) estimates (Proposition 8.6 in [20] or Theorem 1, Section 8.3 of [17] ) for uniformly elliptic Euler-Lagrange equations imply
for almost every t ∈ (0, T ). Here C is a constant that is independent of v. The assertion (3.6) now follows from integrating the above inequality locally in time. Now that we have also established (3.6), we can integrate by parts in (3.2) to get
The conclusion of the previous lemma sets up an application of the interpolation of Lebesgue spaces and the Gagliardo-Nirenberg-Sobolev inequality to improve the space time integrability of the gradient of weak solutions. We refer also to Lemma 5.3 in [15] for a more general result.
c (U ) and r ∈ (2, 2 * ). Here we are using the notation
. By the interpolation of the Lebesgue spaces and the Gagliardo-Nirenberg-Sobolev inequality, there is a constant C 0 depending only on r and n such that
.
Here we have suppressed the time dependence of Dv and D 2 v; however, we note that the above inequality holds for almost every t ∈ (0, T ). Now we select r such that
Namely, we choose r = 2 + 4 n ∈ (2, 2 * ) to get
The assertion then follows for n ≥ 3 by recalling
, invoking Lemma 3.3 and integrating locally in time. For n = 2, a similar computation can be made
for x, y ∈ V and almost every t ∈ [t 0 , t 1 ]. It then follows that
Integrating over y ∈ V gives
Integral identities
We now show that identities (2.1) and (2.5) hold for weak solutions of (1.1).
is absolutely continuous and (2.1) holds for almost every t ∈ [0, T ].
(ii)
is absolutely continuous and (2.5) holds for almost every t ∈ [0, T ].
We have already remarked in our proof of Lemma 3.2 that v :
dx is an absolutely continuous function. By Lemma 3.3, we also have that equation (1.1) holds almost everywhere in U × (0, T ) for weak solutions. Using virtually the same formal computations we made when deriving (2.1), we can show that (2.1) holds almost everywhere in (0, T ). We conclude assertion (i).
2. So we are left to prove assertion (ii). To this end, we let u ∈ C ∞ c (U ) be a function that is supported in V and suppose initially that u ≥ 0. For a given w ∈ L 2 (V ; R m ), we also define
Note that Φ is proper, convex and lower-semicontinuous on L 2 (V ; R m ). Moreover, a routine computation shows 
for almost every t ∈ (0, T ). In particular,
3. For u ∈ C ∞ c (U ) that is not necessarily nonnegative, we may write u = u
) is a nonnegative, radial function that satisfies B 1 (0) η(z)dz = 1 and η := −n η(·/ ). Moreover, for all > 0 sufficiently small, (u ± ) ∈ C ∞ (U ). Thus (3.10) holds with (u + ) and (u − ) . Subtracting the resulting equalities actually gives
Therefore, sending → 0 + allows us to recover (3.10) for u without making any restrictions on the sign of u. In particular, (3.9) holds for any u ∈ C ∞ c (U ). 4. Now let η ∈ C ∞ c (U ) be nonnegative and η| V ≡ 1. We will use this function to show that v : (0, T ) → H 1 (V ; R m ) is continuous. Recall that we have already shown that this mapping is weakly continuous in (3.3). Moreover, (3.9) implies that (0,
By parts 2 and 3 of this proof,
for almost every t ∈ (0, T ). From part 4 of this proof,
for every t ∈ (0, T ). Combining these limits completes a proof of (2.5). Finally, we note that if (2.5) holds then f is absolutely continuous as each term in (2.1) aside from the time derivative belongs to
Corollary 3.6. Every weak solution of (1.1) in U × (0, T ) satisfies inequalities (2.4) and (2.6).
Fractional time differentiability
In part 4 of the proof of Proposition 3.5, we showed that for each weak solution v of (
is continuous for every V ⊂⊂ U . This strengthened our previous assertion (3.3). Now we will build on these observations and establish a type of fractional time differentiability of Dv. The following estimate will be crucial to our proof of Theorem 2.
Proposition 3.7. Assume v is a weak solution of (1.1) in U × (0, T ), and let p > 2 be the exponent in (3.8) . For each open V ⊂⊂ U and [t 0 , t 1 ] ∈ (0, T ), there is a constant C such that
Proof. Let u ∈ C ∞ c (U ) be a nonnegative function satisfying u ≡ 1 on V . We have from (3.9) that
By the uniform convexity of
Here C 0 depends on Λ and Du L ∞ (U ;R n ) . We can also use (3.1) to conclude
for a constant C 1 depending on Λ, Θ and u
Combining (3.12), (3.13) and (3.14) gives
This computation establishes (3.11) for positive h. A similar argument establishes (3.11) for negative h. We leave the details to the reader.
It now follows fairly routinely that Dv is fractionally differentiable with respect to time as exhibited in (3.16) below. The following assertion can be found in Proposition 3.4 [14] or Proposition 2.19 of [15] .
there is constant κ = κ(p, β, n, t 0 , t 1 , V ) > 0 such that
Here C is the constant in (3.11).
Compactness
Now we will discuss the compactness properties of weak solutions. Roughly speaking, we will show that any "bounded" sequence of weak solutions to systems of the form (1.1) has a subsequence that converges "strongly" to another weak solution of this type of system. Our mail tools will be the identities (2.1) and (2.5), the energy estimates (2.4) and (2.6) and a compactness result due to J. P. Aubin [3] .
k∈N is a sequence of weak solutions of
in U × (0, T ) and assume
Then there is a subsequence (v
and v
Moreover, there is ψ ∈ C 1 (R m ) that satisfies (1.2) and F ∈ C 1 (M m×n ) that satisfies (1.3) for which v is a weak solution of (1.1) in U × (0, T ).
Proof. 1. By hypothesis, we have that
for each k ∈ N. As noted above, we may assume without loss of generality that ψ k satisfies (2.2). Upon making this assumption, we have that the sequence (Dψ k 2) . Similarly, there is a subsequence (F k j ) j∈N and
Also note by (3.17) that there is v ∈ L 2 ((0, T ); H 1 (U ; R m )) and a subsequence of (v
. In view of Corollary 3.6, v also satisfies (3.1). If we can establish (3.18) for each open V ⊂⊂ U and an interval [t 0 , t 1 ] ⊂ (0, T ), we can then pass to the limit in
It would then follow that v is necessarily a weak solution of (1.1) in U × (0, T ). Thus, we focus on proving (3.18); along the way we will also verify (3.19). We finally note that since ∂U is smooth, it suffices to verify (3.18) for V with smooth boundary ∂V .
2. By Corollary 3.6 and our assumptions on ψ k and
This bound implies that v
2 (V ; R m ) with compact embedding, there is a further subsequence (not relabeled) such that
This compactness is due to a well known result of J. P. Aubin [3] ; see also [39] for an extended discussion.
We also have (up to a subsequence) that
Combined with (3.22), we can send k = k j → ∞ in (3.20) to find
3. We will now use the identity (2.1). Suppose φ ∈ C ∞ c (U × (0, T )) is supported in V × (t 0 , t 1 ) and is nonnegative. Then for t, s ∈ [t 0 , t 1 ]
On the other hand, we can use equation (3.24) to derive the identity
A proof of this identity can be made similar to the one given above for Proposition 3.5. Therefore,
Consequently, t 1 ) ; M m×n ) and that ξ = DF (v). In view of (3.24) and the arbitrariness of V and [t 0 , t 1 ], we conclude that v is a weak solution of (1.1) in U × (0, T ).
4. By (3.21) and (3.22), v
We have from part (ii) of Proposition 3.5 that
On the other hand, since v is a weak solution
for each t ∈ (0, T ). It is now routine to check using the uniform convexity of ψ k j and F k j , (3.22) and (3.23 
In particular, we conclude (3.19). 5. With these strong convergence assertions and (3.25), we have that the sequence of functions
is uniformly equicontinuous. Indeed, the arguments we made above imply that
and so is uniformly integrable. Combined with the pointwise conver-
Recalling (3.23) and that F is uniformly convex, we finally deduce (3.18).
Partial regularity
In this section, we will complete the main goal of this work which is to verify Theorems 1 and 2. In order to establish Theorem 1, we will use the ideas that go into proving Proposition 3.9 to deduce a local Hölder regularity criterion for weak solutions. Then we will use a standard Poincaré inequality and Lebesgue differentiation to show almost everywhere Hölder regularity of the spatial gradient of weak solutions. As for Theorem 2, we will employ a more refined Poincaré inequality that is based on the fractional time differentiability of weak solutions that was asserted in Corollary 3.8.
A local regularity criterion
Let us denote a parabolic cylinder of radius r > 0 centered at (x, t) as
and the average of w over Q r = Q r (x, t) as
A quantity that will be of great utility to us is
Here v is a weak solution of (1.1) in U × (0, T ) and Q r = Q r (x, t) ⊂ U × (0, T ) with r > 0. We will now derive an important decay property of E.
Lemma 4.1. Assume v is a weak solution of (1.1) in U × (0, T ). For each L > 0, there are , ϑ, ρ ∈ (0, 1/2) for which
Proof. 1. We will argue by contradiction. If the assertion is false, there is L 0 > 0 and
Define the sequence of mappings
Here
, and
We are now using the notation a k := (v) Qr k ∈ R m , M k := (Dv) Qr k ∈ M m×n ; and in view of (4.1), these sequences are bounded. Without any loss of generality, we assume
2. Observe that for each y ∈ R n , w → ψ k (y, w) is uniformly convex and satisfies (1.2). Moreover, 
for each [t 0 , t 1 ] ⊂ (−1/2, 1/2) and R ∈ (0, 1). Moreover,
Recall that the weak formulation of (4.4) is
for each φ ∈ C c (Q 1 ; R m ). Passing to the limit as k = k j → ∞ gives that w is a weak solution of the linear evolution equation
in Q 1 in the sense of Definition 3. 
for each nonnegative η ∈ C ∞ c (Q 1 ). Here C = C(λ, Λ, θ, Θ). Let Q R := Q R (0, 0) for R ∈ (0, 1) and choose h so small that 0 < |h| < 1 − R ≤ dist(Q R , ∂Q 1 ). We define the time difference quotient 
for 0 < |h| < 1 − R. It follows that we have improved integrability of some of the derivatives of w:
). We can derive the same estimates for the spatial difference quotients
for (y, s) ∈ Q R . Here i = 1, . . . , n and {e 1 . . . , e n } is the standard basis in R n . Consequently, we can conclude Dw y i ∈ L 2 loc (Q R ; M m×n ) for each i = 1, . . . , n. In particular, we have that each of the second derivatives of w are locally square integrable on Q 1 . Furthermore, we can proceed by induction to conclude that space-time derivatives of w of all orders are locally square integrable on Q 1 which implies that w ∈ C ∞ (Q; R m ). 4. A close inspection of our justification that w is smooth leads us to conclude that we can pointwise bound the higher order space-time derivatives of w by the integral Q 1 (|w| 2 + |Dw| 2 )dyds. Using this fact and (4.6), we then conclude that there is a constant C 1 , that depends only on n, θ, Θ, λ and Λ, such that
Here Q ϑ := Q ϑ (0, 0). Let us now choose ϑ k ≡ ϑ ∈ (0, 1/2) so small that C 1 ϑ 2 ≤ 1/4. In view of (4.5), we have for all sufficiently large j
However, it is readily verified that inequality (4.2) implies that the left hand side of (4.8) is larger than 1/2 for all k ∈ N. Therefore, we have the desired contradiction.
We now seek to iterate the conclusion of Lemma 4.1. First let us recall a basic fact about the integral averages of v. Observe for τ ∈ (0, 1] and Q r = Q r (x, t) ⊂ U × (0, T ),
Similarly we have
11)
Proof. We will use mathematical induction on k. Let us first consider the base case k = 1. By Lemma 4.1 and (4.11), we have E(x, t, ϑr) ≤ E(x, t, r). We also have from (4.9) that
Similarly, we can employ (4.10) to conclude |(Dv) Q ϑr | < L. Therefore, we have established (4.12) for k = 1. Now suppose that (4.12) holds for k = 1, 2, . . . , j ≥ 1. In view of (4.9), we can employ the triangle inequality to deduce
In nearly the same fashion, we can use (4.10) to deduce |(Dv) Q ϑ j+1 r | < L. As
Corollary 4.3. Assume v is a weak solution of (1.1) in U × (0, T ). Let L > 0 and suppose there are (x, t) ∈ U × (0, T ) and r > 0 as in (4.11). Then there exist C ≥ 0, ρ 1 ∈ (0, ρ), α ∈ (0, 1) and a neighborhood O ⊂ U × (0, T ) of (x, t) such that
Proof. Let R ∈ (0, r) and choose k ∈ N such that ϑ
(4.14)
These inequalities can be derived similarly as we did for (4.9) and (4.10); they are also proved in Corollary 4.9 of [25] . Letting f = v i in (4.14) and f = Dv i in (4.13) and summing over i = 1, . . . , m gives
In view of Corollary 4.2,
Recall that (v) Qr(y,s) , (Dv) Qr(y,s) , and E(y, s, r) are all continuous functions of (y, s) ∈ U × (0, T ) and r > 0. Therefore, there exists ρ 1 , ρ 2 ∈ (0, ρ) and a neighborhood O of (x, t) such that (4.11) holds for all (y, s) ∈ O and r ∈ (ρ 1 , ρ 2 ). As a result, we can repeat the same computation above to conclude
for (y, s) ∈ O and R ∈ (0, ρ 1 ).
Partial regularity
We are finally in position to prove Theorem 1 and 2. We will start with Theorem 1, which asserts the almost everywhere Hölder continuity of weak solutions.
Proof of Theorem 1. We first claim that the set of points (x, t) for which the following limits hold
has full Lebesgue measure in U × (0, T ). This is evident for the first two limits by a version of Lebesgue's differentiation theorem for parabolic cylinders [26] .
As for the third limit, recall Poincaré's inequality on a cylinder Q r = Q r (x, t) ⊂ U ×(0, T ): there is a constant C 0 such that
in the Poincaré inequality above gives
Again we invoke Lebesgue differentiation [26] to conclude lim r→0 + E(x, t, r) = 0 on a set of full Lebesgue measure. It now follows that for Lebesgue almost every (x, t) ∈ U × (0, T ) there are L, r > 0 such that (4.11) holds. At any such (x, t) ∈ U × (0, T ), we can then apply the conclusion of Corollary 4.3. In particular, there is a neighborhood O ⊂ U × (0, T ) and ρ 1 > 0 such that E(y, s, R) ≤ CR α for Q R = Q R (y, s) ⊂ U × (0, T ) with (y, s) ∈ O and R < ρ 1 . Therefore,
By Campanato's criterion [6, 10] , Dv is Hölder continuous in a neighborhood of (x, t). Consequently, the set O of points (x, t) for which there is a neighborhood of (x, t) such that Dv is Hölder continuous has full Lebesgue measure. By definition, O is open. This concludes a proof of Theorem 1.
Remark 4.4. The above argument also shows that v is Hölder continuous in a neighborhood of (x, t). Indeed
Let us recall the definition of parabolic Hausdorff measure.
The s-dimensional parabolic Hausdorff measure of G is defined
Moreover, the parabolic Hausdorff dimension of G is the number
We note that P s is an outer measure on R n × R for each s ∈ [0, n + 2]. While there are many important properties of (general) Hausdorff measure (as detailed in [17] and [36] ), we will only make use of one fact about parabolic Hausdorff measure that is based on a Poincaré inequality for fractionally differentiable functions. The Poincaré inequality we have in mind is as follows, we will omit a proof of this inequality as it is stated and proved in Lemma 2.16 of [15] .
for each open V ⊂⊂ U and interval [t 0 , t 1 ] ⊂ (0, T ). Then there is a constant C 0 such that for every Q r = Q r (x, t) ⊂ U × (0, T ),
The crucial fact about parabolic Hausdorff measure is as follows. Versions of this assertion which can be found in Proposition 3.3 of [14] , Proposition 4.2 in [30] , Theorem 3 in section 2.4.3 of [17] , so we will not provide a proof. Proposition 4.7. Let γ ∈ (0, 1), and suppose w ∈ L 2 loc (U × (0, T )) satisfies (4.16). Then
We will combine these facts with our previous estimates to fashion a fairly simple proof of Theorem 2. Before proceeding to the proof, we will need to verify a local version of inequality (2.6).
Lemma 4.8. Assume v is a weak solution of (1.1) on U × (0, T ). There is a constant C depending only on θ, λ, Θ, and Λ such that
Proof. Fix A ∈ M m×n and φ ∈ C ∞ c (U × (0, T )). As we computed (2.5), we find
for almost every t ∈ (0, T ). And setting φ = η 2 for η ≥ 0 gives
(4.18) the same way that we derived (2.6).
We conclude (4.17) by choosing η(y, τ ) = η 0 (y) · η 1 (τ ) and A = (Dv) Q 2r (x,t) in (4.18).
Proof of Theorem 2. Choose β as in (3.15) and select > 0 so small that
Let us also recall our definition of O O = {(x, t) ∈ U × (0, T ) : Dv is Hölder continuous in some neighborhood of (x, t)}.
It suffices to show P n+2−2β (G i ) = 0 for i = 1, 2, 3. Observe by (4.15) and (4.17) lim sup
for any (x, t) ∈ U × (0, T ). By Lemma 3.3 and Corollary 3.8, w = v i x j satisfies (4.16) with γ = β + for each i = 1, . . . , m and j = 1, . . . , n. Here we are using the inclusion H 1 loc (U ) ⊂ H σ loc (U ) (0 < σ < 1), which is proved in Proposition 2.2 of [12] . Therefore,
In view of Proposition 4.7, we conclude
It follows that P n+2−2β (G 1 ) = 0. Likewise, we can also conclude P n+2−2β (G 3 ) = 0. The conclusion P n+2−2β (G 2 ) = 0 follows similarly as v i satisfies (4.16) for every γ ∈ (0, 1) and i = 1, . . . , m.
A Dirichlet problem
Assume ψ ∈ C 2 (R m ) and F ∈ C 2 (M m×n ) satisfy (1.2), (1.3) and (2.2). For a given g ∈ H 1 (U ; R m ), we will show that a weak solution of the initial value problem
exists. In particular, the solution v we construct solution will also be a weak solution of (1.1). We also acknowledge that the existence of a solution to (A.1) has already been established in various contexts such as [1, 13, 45] . We have added this appendix because we will require more integrability of our weak solutions (see (A.6) below). Note that any smooth solution v of (A.1) satisfies
for each t ≥ 0. It follows that
for a constant C depending only on θ, λ, Θ and Λ. The identity
also holds for any smooth solution v of (A.1). Integrating this identity gives
for each t ≥ 0. Using standard manipulations, we can also deduce
for some constant C only depending on θ, Θ, λ and Λ. Inequalities (A.3) and (A.5) leads us to define weak solutions analogously to Definition 3.1.
As we argued for weak solutions of (1.1), we can deduce that (A.2) and (A.4) hold for weak solutions of (A.1). It follows of course that (A.3) and (A.5) also are valid for weak solutions of (A.1). Moreover, we can verify
similar to how we argued in part 4 of Proposition 3.5. Therefore, it makes sense to prescribe the initial condition (A.8).
One way of constructing a weak solution to (A.1) is to use the following implicit time scheme. Let N ∈ N, set τ = T /N and v 0 = g, then find v k ∈ H Proof. Choosing w = v k in (A.10) gives
Summing over k = 1, . . . , j ≤ N we find
Consequently, we can now employ elementary manipulations to derive (A.11). Selecting w = v k − v k−1 in (A.10) gives
Summing over k = 1, . . . , j ≤ N gives
It is now routine to conclude (A.12).
We will now use (A.11) and (A.12) to show that (A.1) has a weak solution. Consequently, there is at least one weak solution of (1.1) in U × (0, T ) that is partially regular as described in Theorems 1 and 2. . Therefore, we are only left to verify that v also satisfies (A.6).
To this end, we define with compact embedding, there we can pass to the limit along a subsequence (u N j ) j∈N (that will not be labeled) to find a u such that u N j → u in C([0, T ]; L 2 (U ; R m )) (by Aubin's compactness theorem [3] ) and ∂ t u N j ∂ t u in L 2 (U × (0, T ); R m ). In particular, we note that u satisfies (A.6).
In order to conclude, it suffices to show v ≡ u. To see this, we recall (A.12) and compute
