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Identifying and locating-dominating codes have been widely studied in circulant graphs of type Cn(1, 2, . . . , r),
which can also be viewed as power graphs of cycles. Recently, Ghebleh and Niepel (2013) considered identification
and location-domination in the circulant graphs Cn(1, 3). They showed that the smallest cardinality of a locating-
dominating code in Cn(1, 3) is at least ⌈n/3⌉ and at most ⌈n/3⌉ + 1 for all n ≥ 9. Moreover, they proved that the
lower bound is strict when n ≡ 0, 1, 4 (mod 6) and conjectured that the lower bound can be increased by one for
other n. In this paper, we prove their conjecture. Similarly, they showed that the smallest cardinality of an identifying
code in Cn(1, 3) is at least ⌈4n/11⌉ and at most ⌈4n/11⌉+1 for all n ≥ 11. Furthermore, they proved that the lower
bound is attained for most of the lengths n and conjectured that in the rest of the cases the lower bound can improved
by one. This conjecture is also proved in the paper. The proofs of the conjectures are based on a novel approach which,
instead of making use of the local properties of the graphs as is usual to identification and location-domination, also
manages to take advantage of the global properties of the codes and the underlying graphs.
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1 Introduction
Let G = (V,E) be a simple, undirected graph with the vertex set V and the edge set E. The open
neighbourhood N(G;u) of u ∈ V consists of the vertices adjacent to u, i.e., N(G;u) = {v ∈ V | uv ∈
E}. The closed neighbourhood N [G;u] of u ∈ V is defined as N [G;u] = N(u) ∪ {u}. Regarding
the open and closed neighbourhoods, if the underlying graph is known from the context, then we can
simply write N(G;u) = N(u) and N [G;u] = N [u]. A nonempty subset C ⊆ V is called a code, and
its elements are called codewords. The identifying set (or the I-set or the identifier) of u is defined as
I(G,C;u) = N [G;u] ∩ C; if the graph G or the code C is known from the context, then we can again
write I(G,C;u) = I(G;u) = I(C;u) = I(u).
Let C be a code inG. A vertex u ∈ V is covered or dominated by a codeword of C if the identifying set
I(C;u) is nonempty. The code C is dominating in G if all the vertices of V are covered by a codeword of
C, i.e., |I(C;u)| ≥ 1 for all u ∈ V . The code C is identifying in G if C is dominating and for all distinct
u, v ∈ V we have
I(C;u) 6= I(C; v).
The definition of identifying codes is due to Karpovsky et al. [9], and the original motivation for studying
such codes comes from fault diagnosis in multiprocessor systems. The concept of locating-dominating
codes is closely related to the one of identifying codes. We say that the code is locating-dominating in
G if C is dominating and for all distinct u, v ∈ V \ C we have I(C;u) 6= I(C; v). The definition of
locating-dominating codes was introduced by Slater [12, 14, 15]. The original motivation for locating-
dominating codes was based on fire and intruder alarm systems. An identifying or locating-dominating
code with the smallest cardinality in a given finite graph G is called optimal. The number of codewords
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in an optimal identifying and locating-dominating code in a finite graph G is denoted by γID(G) and
γLD(G), respectively.
In this paper, we focus on studying identifying and locating-dominating codes in so called circulant
graphs. For the definition of circulant graphs, we first assume that n and d1, d2, . . . , dk are positive integers
and di ≤ n/2 for all i = 1, . . . , k. Then the circulant graph Cn(d1, d2, . . . , dk) is defined as follows: the
vertex set is Zn = {0, 1, . . . , n− 1} and the open neighbourhood of a vertex u ∈ Zn is
N(u) = {u± d1, u± d2, . . . , u± dk},
where the calculations are done modulo n. Previously, in [1, 2, 3, 5, 6, 11, 13, 17], identifying and locating-
dominating codes have been studied in the circulant graphsCn(1, 2, . . . , r) (r ∈ Z, r ≥ 1), which can also
be viewed as power graphs of cycles of length n. (In Remark 17 in the end of Section 4, we discuss some
problems occurring in the paper [11].) For various other papers on the subject, see the online bibliogra-
phy [10]. Recently, in [4], Ghebleh and Niepel studied identification and location-domination in Cn(1, 3).
Regarding locating-dominating codes, they showed that γLD(Cn(1, 3)) = ⌈n/3⌉ if n ≡ 0, 1, 4 (mod 6)
and ⌈n/3⌉ ≤ γLD(Cn(1, 3)) ≤ ⌈n/3⌉+ 1 if n ≡ 2, 3, 5 (mod 6). Furthermore, they stated the following
conjecture, which we prove in Section 4.
Conjecture 1. If n is an integer such that n ≥ 13 and n ≡ 2, 3, 5 (mod 6), then we obtain that
γLD(Cn(1, 3)) = ⌈n/3⌉+ 1.
Concerning identifying codes, Ghebleh and Niepel [4] claimed that ⌈4n/11⌉ ≤ γID(Cn(1, 3)) ≤
⌈4n/11⌉ + 1 if n ≡ 8 (mod 11) and γID(Cn(1, 3)) = ⌈4n/11⌉ if n 6≡ 8 (mod 11). However, the
constructions given in their paper are erroneous as is shown in Section 3. Moreover, we prove that
γID(Cn(1, 3)) = ⌈4n/11⌉ + 1 for n ≡ 2, 5, 8 (mod 11) when n is large enough. Thus, we prove the
following conjecture stated in [4].
Conjecture 2. If n is an integer such that n ≥ 19 and n ≡ 8 (mod 11), then we have γID(Cn(1, 3)) =
⌈4n/11⌉ + 1.
In [4], Ghebleh and Niepel also stated as an open question what happens regarding identification and
location-domination in Cn(1, d) with d > 3. These questions have been considered in our papers [7]
and [8].
The proofs of the lower bounds presented in [4] are based on a concept of share. In Section 2, we give
the definition of share and also present the method for obtaining lower bounds based on the concept. As
we shall see, the share is a local property of a graph. The proofs in [4] are as well based on local properties
of the graph (which is typical for identification and location-domination). However, in this paper, we
introduce a new approach which enables us to also make use of the global properties of the graph. This
new approach is applied to identifying codes in Section 3 and to locating-dominating codes in Section 4.
2 Lower bounds using share
LetG = (V,E) be a simple, connected and undirected graph. Assume that C is a code inG. The following
concept of the share of a codeword has been introduced by Slater in [16]. The share of a codeword c ∈ C
is denoted by s(c) and defined as
s(C; c) = s(c) =
∑
u∈N [c]
1
|I(C;u)|
.
The notion of share proves to be useful in determining lower bounds of identifying and locating-dominating
codes (as explained in the following paragraph).
Assume that G is a finite graph and D is a dominating code in G, i.e., N [u] ∩ D is non-empty for all
u ∈ V . Then it is easy to conclude that
∑
c∈D s(D; c) = |V |. Assume further that s(D; c) ≤ α for all
c ∈ D. Then we have |V | ≤ α|D|, which immediately implies
|D| ≥
1
α
|V |.
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Assume then that for any identifying code C in G we have s(C; c) ≤ α for all c ∈ C. By the afore-
mentioned observation, we then obtain the lower bound |V |/α for the size of an identifying code in G. In
other words, by determining the maximum share for any identifying code, we obtain a lower bound for the
minimum size of an identifying code. The same technique obviously applies also to locating-dominating
codes. However, for our purposes, it is not enough to just consider the maximum share, but we need to use
a more sophisticated method by determining an upper bound for the share of a codeword on average. The
averaging process is done by introducing a shifting scheme to even out the shares among the codewords.
In [4], Ghebleh and Niepel obtain the lower bounds γID(Cn(1, 3)) ≥ ⌈4n/11⌉ and γLD(Cn(1, 3)) ≥
⌈n/3⌉ using a similar technique. In their paper, it is shown that for any identifying code in Cn(1, 3) the
share of a codeword is on average at most 11/4 and for any locating-dominating at most 3. These obser-
vations then lead to the previous lower bounds. In our paper, we study the maximum average share more
carefully and show that the values 11/4 and 3 can be achieved only for specific patterns of codewords and
non-codewords. Then the improved lower bounds are obtained studying the global codeword distributions
in the graphs based on these specific patterns.
3 Identifying codes in Cn(1, 3)
Let us first consider constructions of identifying codes in Cn(1, 3). As stated in the introduction, the code
constructions given in [4] are erroneous. For example, in the paper, it is claimed that for a positive integer
q the code Bq = {11i+ j | 0 ≤ i ≤ q − 1 and j ∈ {0, 4, 5, 6}} is identifying in C11q(1, 3). However, this
is not the case since I(Bq; 0) = I(Bq;n − 1) = {0}. Notice that the constructions given for the lengths
other than n ≡ 0 (mod 11) are based on Bq and, hence, these constructions also have some problems. In
most cases, the constructions can be fixed as is shown in Theorem 3. However, in Theorem 8, we show
that there does not exist an identifying code in Cn(1, 3) with ⌈4n/11⌉ codewords for n ≡ 2, 5 (mod 11)
when n is large enough. Recall that in [4] it is claimed that such codes exist. In the following theorem, we
give the general upper bounds and constructions for identifying codes in Cn(1, 3).
Theorem 3. Let n be an integer such that n ≥ 11. If n ≡ 2, 5, 8 (mod 11), then we have ⌈4n/11⌉ ≤
γID(Cn(1, 3)) ≤ ⌈4n/11⌉+ 1, and otherwise γ
ID(Cn(1, 3)) = ⌈4n/11⌉.
Proof: Let n, q and r be integers such that n = 11q + r, q ≥ 0 and 0 ≤ r < 11. Recall first that any
identifying code in Cn(1, 3) has at least ⌈4n/11⌉ codewords by [4]. For the constructions, we first define
a code
Cq = {11i+ j | 0 ≤ i ≤ q − 1 and j ∈ {0, 1, 4, 5}}.
Let then A be the following set of vertices: A = {3, 4, . . . , 11q − 4}. In Table 1, we have listed the
identifying sets I(Cq;u) and their reductions modulo 11 for all u ∈ A depending on the remainder when
u is divided by 11. Comparing the identifying sets I(Cq ;u) (mod 11), we immediately observe that
I(Cq;u) 6= I(Cq ; v) for all u, v ∈ A and u 6≡ v (mod 11). Moreover, if u ≡ v (mod 11) and u 6= v,
then I(Cq ;u) 6= I(Cq; v) asN [u]∩N [v] = ∅. This implies that Cq is an identifying set in C11q(1, 3) since
it is straightforward to verify that I(Cq ;u) are also non-empty and unique for all u ∈ {0, 1, 2, 11q−3, 11q−
2, 11q− 1}. Similarly, it can be shown that the codes given in Table 2 are identifying in Cn(1, 3). Observe
that the cardinalities of the identifying codes are also given in the table. Therefore, as the cardinalities meet
the ones given in the claim, the proof is concluded.
The general constructions given in the previous theorem can be improved for certain lengths n. These
smaller identifying codes are given in Table 3. It is straightforward to verify that these codes are indeed
identifying. Observe also that the codes are optimal, i.e., attain the lower bound ⌈4n/11⌉.
In what follows, we concentrate on improving the lower bound of γID(Cn(1, 3)) for n ≡ 2, 5, 8
(mod 11). For the rest of the section, assume first that C is an identifying code in the circulant graph
Cn(1, 3). For the lower bound on |C|, we introduce a shifting scheme to even out the share among the
codewords as explained in Section 2. The rules of the shifting scheme are illustrated in Figure 1. In addi-
tion to the rules shown in the figure, we also have rules which are obtained by reflecting the figures over the
line passing vertically through the codeword c. For example, corresponding to Figure 1(a), we also have
the symmetrical rules R1.1’ and R1.2’. In what follows, we describe more carefully how share is shifted
by the rules:
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u ∈ A (mod 11) I(Cq;u) I(Cq ;u) (mod 11)
0 {u, u+ 1} {0, 1}
1 {u− 1, u, u+ 3} {0, 1, 4}
2 {u− 1, u+ 3} {1, 5}
3 {u− 3, u+ 1} {0, 4}
4 {u− 3, u, u+ 1} {1, 4, 5}
5 {u− 1, u} {4, 5}
6 {u− 1} {5}
7 {u− 3} {4}
8 {u− 3, u+ 3} {0, 5}
9 {u+ 3} {1}
10 {u+ 1} {0}
Tab. 1: Identifying sets I(Cq;u) and their reductions modulo 11 for all u ∈ A
n identifying code C |C|
11q Cq 4q = ⌈4n/11⌉
11q + 1 Cq ∪ {11q} 4q + 1 = ⌈4n/11⌉
11q + 2 Cq ∪ {11q, 11q+ 1} 4q + 2 = ⌈4n/11⌉+ 1
11q + 3 Cq ∪ {11q, 11q+ 1} 4q + 2 = ⌈4n/11⌉
11q + 4 Cq ∪ {11q, 11q+ 1} 4q + 2 = ⌈4n/11⌉
11q + 5 Cq ∪ {11q, 11q+ 1, 11q + 2} 4q + 3 = ⌈4n/11⌉+ 1
11q + 6 Cq ∪ {11q, 11q+ 1, 11q + 2} 4q + 3 = ⌈4n/11⌉
11q + 7 Cq ∪ {11q, 11q+ 1, 11q + 3} 4q + 3 = ⌈4n/11⌉
11q + 8 Cq ∪ {11q, 11q+ 1, 11q + 2, 11q + 3} 4q + 4 = ⌈4n/11⌉+ 1
11q + 9 Cq ∪ {11q, 11q+ 1, 11q + 2, 11q + 3} 4q + 4 = ⌈4n/11⌉
11q + 10 Cq ∪ {11q, 11q+ 1, 11q + 3, 11q + 4} 4q + 4 = ⌈4n/11⌉
Tab. 2: Identifying codes in Cn(1, 3) for n = 11q + r and their cardinalities
n identifying code C |C|
13 {0, 1, 4, 7, 8} ⌈4n/11⌉ = 5
16 {0, 1, 4, 7, 10, 11} ⌈4n/11⌉ = 6
24 {0, 1, 2, 6, 9, 10, 15, 16, 19} ⌈4n/11⌉ = 9
27 {0, 1, 2, 6, 9, 12, 13, 18, 19, 22} ⌈4n/11⌉ = 9
35 {0, 1, 6, 9, 10, 15, 16, 19, 24, 25, 26, 30, 34} ⌈4n/11⌉ = 13
Tab. 3: Identifying codes in Cn(1, 3) for certain lengths n improving the general constructions
Solving conjectures on codes for location in circulant graphs 5
c
1/12 (R1.1)1/24 (R1.2)
c 3/24 (R2.2)
3/24 (R2.1)
c 1/24 (R3.2)
1/24 (R3.1)
1/24 (R3.3)
c
3/24 (R4.3)
3/24 (R4.1)
3/24 (R4.2)
c
3/24 (R5)
c
3/24 (R6)
c
1/12 (R7)
(c)
(b)
(d)
(e)
(f)
(a)
(g)
Fig. 1: The rules of the shifting scheme illustrated. The black dots represent codewords, the white dots represent
non-codewords, and the grey dots can be either codewords or non-codewords. In the figures (a), (b) and (e), at least
one of the vertices marked with a white square is a codeword. Notice that the edges of the circulant graph are omitted
in the figure.
• Let c be a codeword such that its surroundings are as in Figure 1(a). In other words, {c−1, c, c+1} ⊆
C, {c − 4, c − 3, c − 2, c + 2, c + 4} ∩ C = ∅ and at least one of c + 3 and c + 5 is a codeword.
Now 1/12 units of share is shifted from c to c+ 1 by the rule R1.1 and 1/24 units of share to c− 1
by the rule R1.2. Symmetrically, if c is a codeword such that its surroundings are as Figure 1(a)
when it is reflected over the line passing vertically through c, i.e., we have {c − 1, c, c + 1} ⊆ C,
{c− 2, c − 4, c+ 2, c+ 3, c + 4} ∩ C = ∅ and at least one of c − 5 and c − 3 is a codeword, then
1/12 units of share is shifted from c to c − 1 by the rule R1.1’ and 1/24 units of share to c + 1 by
the rule R1.2’.
• If c is a codeword such that its surroundings are as in Figure 1(b), then 3/24 units of share is shifted
to c + 4 from c by the rule R2.1 and from c+ 1 by the rule R2.2. In the symmetrical case, we have
the analogous rules R2.1’ and R2.2’.
• If c is a codeword such that its surroundings are as in Figure 1(c), then 1/24 units of share is shifted
from c to c + 1 by the rule R3.1, to c + 4 by the rule R3.2 and to c + 7 by the rule R3.3. In the
symmetrical case, we have the analogous rules R3.1’, R3.2’ and R3.3’.
• If c is a codeword such that its surroundings are as in Figure 1(d), then 3/24 units of share is shifted
to c+ 11 from c by the rule 4.1, from c+ 1 by the rule R4.2 and from c+ 4 by the rule R4.3. In the
symmetrical case, we have the analogous rules R4.1’, R4.2’ and R4.3’.
• If c is a codeword such that its surroundings are as in Figure 1(e), then 3/24 units of share is shifted
from c to c+ 3 by the rule R5. In the symmetrical case, we have the analogous rule R5’.
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• If c is a codeword such that its surroundings are as in Figure 1(f), then 3/24 units of share is shifted
from c to c+ 1 by the rule R6. In the symmetrical case, we have the analogous rule R6’.
• If c is a codeword such that its surroundings are as in Figure 1(g), then 1/12 units of share is shifted
from c to c+ 1 by the rule R7. In the symmetrical case, we have the analogous rule R7’.
The modified share of a codeword c ∈ C, which is obtained after the shifting scheme has been applied, is
denoted by s¯(c). The usage of the shifting scheme is illustrated in the following example.
Example 4. Consider the identifying code Cq in C11q(1, 3). Observe first that we have s(11i) = 1 +
3 · 1/2 + 1/3 = 17/6 = 11/4 + 1/12, s(11i + 1) = 1 + 2 · 1/2 + 2 · 1/3 = 8/3 = 11/4 − 1/12,
s(11i+ 4) = 1 + 2 · 1/2 + 2 · 1/3 = 11/4− 1/12 and s(11i + 5) = 1 + 3 · 1/2 + 1/3 = 11/4 + 1/12
when 0 ≤ i ≤ q − 1. By the shifting scheme, 1/12 units of share is shifted from each codeword 11i with
0 ≤ i ≤ q − 1 to 11i + 1 according to the rule R7 and 1/12 units of share is shifted from 11i + 5 to
11i + 4 according to the rule R7’. Thus, after shifting scheme has been applied we have s¯(c) = 11/4 for
all c ∈ Cq .
Let u be a vertex in Cn(1, 3). We say that the consecutive vertices u, u + 1, . . . , u + 8 form a pattern
P (resp. P ′) if {u + 2, u + 3} ⊆ C and {u, u + 1, u + 4, u + 5, u + 6, u + 7, u + 8} ∩ C = ∅ (resp.
{u+ 5, u+ 6} ⊆ C and {u, u+ 1, u+ 2, u+ 3, u+ 4, u+ 7, u+ 8} ∩C = ∅). Furthermore, we say that
a codeword c ∈ Zn belongs to a pattern P (resp. P ′) if c is one of the codewords u + 2 or u + 3 (resp.
u + 5 or u + 6) for some pattern P (resp. P ′). Observe that all the codewords in the identifying code Cq
belong to some pattern P or P ′. In what follows, we first show that after the shifting scheme has been
applied the averaged share s¯(c) ≤ 65/24 = 11/4− 1/24 for any c ∈ C unless the codeword c belongs to
some pattern P or P ′ when we have s¯(c) ≤ 11/4. Recall that in [4] Ghebleh and Niepel have shown using
similar (albeit simpler) methods that on average the share of a codeword is at most 11/4. Their method is
based on a close study of connected components of codewords. Our refinement of the upper bound, which
is based on recognizing the codewords achieving the upper bound of 11/4 units of share, is essential to
improving the lower bound for the lengths n ≡ 2, 5, 8 (mod 11) (as is shown later).
In what follows, we present two auxiliary lemmas for obtaining an upper bound on s¯(u); in the first one,
we consider codewords receiving share according to some rule and, in the second one, we study codewords
not receiving any share. In the following lemma, we begin by presenting an upper bound on s¯(u) when u
is a codeword receiving share according to some rule.
Lemma 5. Let C be an identifying code in Cn(1, 3) and u ∈ C be a codeword such that u receives share
according to the previous rules. If u belongs to some pattern P or P ′, then we have s¯(u) ≤ 11/4, and
otherwise s¯(u) ≤ 65/24 = 11/4− 1/24.
Proof: Let C be an identifying code in Cn(1, 3) and u ∈ C be a codeword such that u receives share
according to some rule. The proof now divides into different cases depending on which rule(s) are applied
to u.
Suppose first that share is shifted to u according to the rule R1.1. Observe first that |I(u + 1)| ≥ 3 and
|I(u+ 3)| ≥ 2 since u+ 2 or u+ 4 belongs to C. Therefore, we have s(u) ≤ 3 · 1/2 + 2 · 1/3 ≤ 13/6 =
11/4− 7/12. Furthermore, since {u− 2, u− 1} ⊆ C and at least one of u+2 and u+4 is a codeword, we
obtain that in addition to the rule R1.1, u can receive share only according to the rules R1.2’, R4.1, R4.2
and R4.3. Therefore, s¯(u) ≤ s(u) + 1/12 + 1/24 + 3 · 3/24 ≤ 8/3 = 11/4 − 2/24 and we are done.
If u receives share according to the symmetrical rule R1.1’, then we are again done since the reasoning is
analogous to the considered case.
Suppose that u receives share according to the rule R1.2; the case with the symmetrical rule R1.2’ is
analogous. Now, as u− 1 /∈ C, {u+ 1, u+ 2} ⊆ C, and at least one of u + 4 and u+ 6 is a codeword, it
is straightforward to check that (in addition to R1.2) u can receive share only according to the rule R1.1’.
However, the case where u receives share according to the rule R1.1’ has already been considered above.
Hence, we may assume that share is received only according to the rule R1.2. Thus, as |I(u+ 3)| ≥ 3, we
obtain that s(u) ≤ 1+2·1/2+2·1/3 = 8/3 = 11/4−1/12. Therefore, s¯(u) ≤ s(u)+1/24 ≤ 11/4−1/24
and we are done.
Suppose that u receives share according to the rules R2.1 and R2.2 (the case with the rules R2.1’ and
R2.2’ is analogous). Observe that since u + 2 or u + 4 is a codeword, at least one of the vertices u + 1
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and u + 3 is adjacent to 3 codewords as otherwise I(u + 1) = I(u + 3). Therefore, we obtain that
s(u) ≤ 3 ·1/2+2 ·1/3 = 13/6 = 11/4−7/12. Furthermore, comparing the surroundings of u to the ones
in other rules, it can be deduced that (besides the rules R2.1 and R2.2) u can receive share only according
to the rules R2.1’ and R2.2’. This implies that s¯(u) ≤ s(u) + 4 · 3/24 = 11/4− 2/24 and we are done.
Suppose that u receives share according to the rule R3.1 (the case with R3.1’ is analogous). Now
it straightforward to check that u cannot receive share according to any other rule. Furthermore, we have
s(u) = 1+2 ·1/2+2 ·1/3 = 8/3 = 11/4−2/24. Therefore, we have s¯(u) ≤ s(u)+1/24 = 11/4−1/24
and we are done.
Suppose that u receives share according to the rule R3.2 (the case with R3.2’ is analogous). Nowwe have
s(u) ≤ 1+2 ·1/2+2 ·1/3 = 11/4− 2/24 as |I(u− 3)| = |I(u)| = 3. Therefore, if share is not shifted to
u by any other rule, then we are immediately done since s¯(u) ≤ s(u)+1/24 ≤ 11/4−1/24. Furthermore,
it is straightforward to verify that in addition u can only receive share according to the rule R3.3’. Then
u− 4, u− 3, u+ 3, u + 6 and u + 7 are codewords and s(u) ≤ 1 + 1/2 + 3 · 1/3 = 5/2 = 11/4− 1/4.
Therefore, we have s¯(u) ≤ s(u) + 2 · 1/24 ≤ 11/4− 4/24 and we are done.
Suppose that u receives share according to the rule R3.3 (the case with R3.3’ is analogous). Observe first
that if u+2 and u+4 are both non-codewords, then a contradiction follows as I(u−1) = I(u+1) = {u}.
Hence, we may assume that u+2 or u+4 is a codeword. Therefore, one of the I-sets I(u+1) and I(u+3)
contains at least 3 codewords. Thus, we have s(u) ≤ 1+2 ·1/2+2 ·1/3≤ 11/4− 2/24. Observe that the
rule R3.2’ is the only other rule according to which u can receive; in particular, notice that share cannot be
received by the rule 3.3’ since u+2 or u+4 is a codeword. Furthermore, the case where share is received
according to the rule R3.2’ has already been considered above.
Suppose that u receives share according to the rules R4.1, R4.2 and R4.3 (the case with R4.1’, R4.2’ and
R4.3’ is analogous). Observe first that u + 1, u + 2 or u + 4 belongs to C since I(u − 3) 6= I(u + 1).
This implies that s(u) ≤ 3 · 1/2 + 2 · 1/3 ≤ 13/6 = 11/4 − 7/12. Furthermore, if u receives no
share according to any other rule or receives share according to the rule 1.1, then we are immediately
done as in the case of the rule R1.1. The only other possibility for u to receive share is according to
the rules R4.1’, R4.2’ and R4.3’. However, in this case, the vertices u − 2, u − 1, u, u + 1 and u + 2
are all codewords. This implies that s(u) ≤ 2 · 1/2 + 1/3 + 2 · 1/4 = 11/6. Therefore, we have
s¯(u) ≤ s(u) + 6 · 3/24 ≤ 49/20 = 11/4− 1/6 = 11/4− 4/24 and we are done.
Suppose that u receives share according to the rule R5 (the case with R5’ is analogous). Now u cannot
receive share according to any other rule. Furthermore, as u + 2 or u + 4 is a codeword, we obtain
that s(u) ≤ 3 · 1/2 + 2 · 1/3 = 13/6 = 11/4 − 7/12. Therefore, we are immediately done since
s¯(u) ≤ s(u) + 3/24 ≤ 11/4− 11/24.
Suppose that u receives share according to the rule R6 (the case with R6’ is analogous). Now it straight-
forward to verify that u does not receive share according to any other rule. Furthermore, as |I(u)| = 3 and
|I(u+ 3)| ≥ 3, we immediately obtain that s(u) ≤ 3 · 1/2+ 2 · 1/3 = 13/6 = 11/4− 14/24. Hence, we
are immediately done since s¯(u) ≤ s(u) + 3/24 ≤ 11/4− 1/24.
Suppose that u receives share according to the rule R7 (the case with R7’ is analogous). Again u cannot
receive according to any other rule. Observe first that u+3 and u+4 are codewords since I(u−1) 6= I(u)
and I(u − 3) 6= I(u + 1). Therefore, as |I(u)| ≥ 3 and |I(u + 3)| ≥ 3, we immediately obtain that
s(u) ≤ 1+2 ·1/2+2 ·1/3 = 8/3 = 11/4− 2/24. Thus, we have s¯(u) ≤ s(u)+1/12 ≤ 11/4. However,
now this is enough since u belongs to a pattern P ′. Thus, in conclusion, the claim follows.
In the following lemma, we give an upper bound on s¯(u) when u is a codeword not receiving share
according to any rule.
Lemma 6. Let C be an identifying code in Cn(1, 3) and u ∈ C be a codeword such that u does not
receive share according to any of the previous rules. If u belongs to some pattern P or P ′, then we have
s¯(u) ≤ 11/4, and otherwise s¯(u) ≤ 65/24 = 11/4− 1/24.
Proof: Let C be an identifying code in Cn(1, 3) and u ∈ C be a codeword such that u does not receive
share according to the rules. Observe first that if u+ 2 is a codeword, then we are immediately done since
at least two of the I-sets I(u − 1), I(u + 1) and I(u + 3) consists of at least three codewords implying
s¯(u) ≤ s(u) ≤ 1+2 ·1/2+2 ·1/3 = 8/3 = 11/4−2/24. The same argument also applies for u−2 ∈ C.
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Hence, we may assume that u− 2 and u+ 2 do not belong to C. Now the proof divides into the following
cases depending on the number of codewords in I(u):
• Suppose first that |I(u)| = 1, i.e., I(u) = {u}. The previous observation taken into account, we
now know that u − 3, u − 2, u − 1, u + 1, u + 2 and u + 3 are non-codewords. Therefore, as
I(u) 6= I(u − 1) and I(u) 6= I(u + 1), we obtain that u − 4 and u + 4 belong to C. Furthermore,
since I(u−3) 6= I(u−1) = {u−4, u} and I(u+3) 6= I(u+1) = {u, u+4}, we have |I(u−3)| ≥ 3
and |I(u + 3)| ≥ 3. Hence, we have s¯(u) ≤ s(u) ≤ 1 + 2 · 1/2 + 2 · 1/3 = 11/4− 2/24 and we
are done.
• Suppose then that |I(u)| = 2. Now we have a further split into the cases with I(u) = {u− 3, u} and
I(u) = {u, u+1} (the cases with I(u) = {u+3, u} and I(u) = {u−1, u} are analogous). Consider
first the case with I(u) = {u−3, u}. If now u+4 ∈ C, then |I(u−3)| ≥ 3 and |I(u+3)| ≥ 3 since
I(u− 3) 6= I(u) and I(u+1) 6= I(u+3) and we are done as s¯(u) ≤ s(u) ≤ 1+2 · 1/2+2 · 1/3 =
11/4− 2/24. Hence, we may assume that u+4 /∈ C. Therefore, as I(u− 1) 6= I(u+1) = {u}, we
have u−4 ∈ C. Furthermore, since I(u+2) 6= ∅, I(u+1) 6= I(u+3) and I(u+2) 6= I(u+4), we
obtain respectively that u+5, u+6 and u+7 belong to C. Now 3/24 units of share is shifted from u
to u+7 according to the rule R4.3. Thus, we have s¯(u) ≤ s(u)−3/24 ≤ 1+3 ·1/2+1/3−3/24 =
11/4− 1/24.
For the other case, suppose that I(u) = {u, u + 1}. Observe first that u + 4 belongs to C since
I(u) 6= I(u + 1). It suffices to assume that u − 4 /∈ C since otherwise s¯(u) ≤ s(u) ≤ 3 ·
1/2 + 2 · 1/3 = 13/6 = 11/4 − 7/12 and we are done. If now u − 5 /∈ C, then u + 5 ∈ C as
I(u+2) 6= I(u−2) = {u} and 1/12 units of share is shifted from u to u+1 according to the rule R7.
Therefore, s¯(u) ≤ s(u)− 1/12 ≤ 1+3 ·1/2+1/3−1/12 = 11/4 and we are done since u belongs
to a pattern P ′. Hence, we may assume that u− 5 is a codeword. If u+ 5 is a codeword, then 3/24
units of share is shifted from u to u+1 according to the rule R6 and we are again done since s¯(u) ≤
s(u)−3/24 ≤ 1+3 ·1/2+1/3−3/24 = 11/4−1/24. Hence, we may assume that u+5 /∈ C. If at
least one of u+6 and u+8 is a codeword, then 3/24 units of share is shifted from u to u+4 according
to the rule R2.1 Thus, we have s¯(u) ≤ s(u)− 3/24 ≤ 1+ 3 · 1/2+ 1/3− 3/24 = 11/4− 1/24 and
we are done. Hence, we may assume that u+6 and u+8 do not belong toC. If u+7 ∈ C, then 1/24
units of share is shifted from u to u+1, u+4 and u+7 according to the rules R3.1, R3.2 and R3.3,
respectively. Therefore, we have s¯(u) ≤ s(u)− 3 · 1/24 ≤ 1+3 · 1/2+1/3− 3/24 = 11/4− 1/24
and we are done. Hence, we may assume that u + 7 is a non-codeword. Thus, since I(u + 6) 6= ∅,
I(u + 5) 6= I(u + 7) and I(u + 6) 6= I(u + 8), we obtain respectively that u + 9, u + 10 and
u+ 11 belong to C. Now 3/24 units of share is shifted from u to u+ 11 according to the rule R4.1.
Therefore, we are again done since s¯(u) ≤ 11/4 − 1/24. This concludes the proof of the current
case.
• Suppose then that |I(u)| = 3. Observe first that if for some v ∈ N(u) we have |I(v)| ≥ 3, then we
are immediately done since s¯(u) ≤ s(u) ≤ 1+2 ·1/2+2 ·1/3 = 11/4−2/24. Now, for |I(u)| = 3,
we have the following essentially different cases (others are analogous): I(u) = {u− 3, u, u+ 3},
I(u) = {u − 1, u, u + 3}, I(u) = {u, u + 1, u + 3} and I(u) = {u − 1, u, u + 1}. For future
considerations, recall that the vertices u − 2 and u + 2 do not belong to C. Consider first the case
with I(u) = {u − 3, u, u+ 3}. By the previous observation, we may assume that u − 4 and u + 4
do not belong to C. However, this implies a contradiction since I(u− 1) = I(u+ 1) = {u}.
Consider then the case with I(u) = {u− 1, u, u+ 3}. By the previous observation, we may assume
that u− 4, u+ 4 and u+ 6 are non-codewords. Thus, since I(u− 3) 6= I(u+ 1) = {u}, u− 6 is a
codeword. If u+5 or u+7 is a codeword, then 3/24 units of share is shifted from u to u+3 by the
rule R2.1. Therefore, we are done as s¯(u) ≤ s(u)−3/24 ≤ 1+3 ·1/2+1/3−3/24 = 11/4−1/24.
Hence, we may assume that u + 5 and u + 7 do not belong to C. Thus, since I(u + 5) 6= ∅,
I(u + 4) 6= I(u + 6) and I(u + 5) 6= I(u + 7), we obtain respectively that u + 8, u + 9 and
u+ 10 belong to C. Now 3/24 units of share is shifted from u to u+ 10 according to the rule R4.2.
Therefore, we are again done since s¯(u) ≤ 11/4− 1/24.
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Suppose then that I(u) = {u, u + 1, u + 3}. By the previous observation, we may assume that
u + 4 and u + 6 are non-codewords. If u − 4 ∈ C, then we are immediately done since s¯(u) ≤
s(u) ≤ 3 · 1/2 + 2 · 1/3 = 13/6 = 11/4 − 7/12. Hence, we may assume that u + 4 /∈ C. Now
u + 5 or u + 7 belongs to C as otherwise I(u + 2) = I(u + 4) = {u + 1, u + 3}. Therefore,
3/24 units of share is shifted from u to u + 3 according to the rule R5. Thus, we are done as
s¯(u) ≤ s(u)− 3/24 ≤ 1 + 3 · 1/2 + 1/3− 3/24 = 11/4− 1/24.
Finally, suppose that I(u) = {u−1, u, u+1}. Now at least one of u−5 and u+5 is a codeword since
I(u−2) 6= I(u+2). Without loss of generality, we may assume that u+5 ∈ C. Then 1/24 and 1/12
units of share is shifted from u to u− 1 and u+1 according to the rules R1.2 and R1.1, respectively.
Therefore, we are done since s¯(u) ≤ s(u)−1/24−1/12≤ 1+3 ·1/2+1/3−3/24 = 11/4−1/24.
• Suppose then that |I(u)| = 4. The proof now divides into the following essentially different cases:
I(u) = {u−1, u, u+1, u+3} and I(u) = {u−3, u, u+1, u+3}. In the former case, we may first
assume that u− 4 and u+ 4 are non-codewords by a similar argument as in the previous case. Then
1/24 and 1/12 units of share is shifted from u to u−1 and u+1 according to the rules R1.2 and R1.1,
respectively. Therefore, we are done since s¯(u) ≤ s(u)−1/24−1/12≤ 1+3 ·1/2+1/4−3/24 =
11/4− 3/24.
Suppose now that I(u) = {u−3, u, u+1, u+3}. By the previous observations, we may assume that
u−4, u+4 and u+6 are non-codewords. Now u+5 or u+7 belongs toC since I(u+2) 6= I(u+4).
Therefore, 3/24 units of share is shifted from u to u+3 according to the rule R5. Thus, we are done
as s¯(u) ≤ s(u)− 3/24 ≤ 1 + 3 · 1/2 + 1/4− 3/24 = 11/4− 3/24.
• Finally, suppose that |I(u)| = 5, i.e., I(u) = {u−3, u−1, u, u+1, u+3}. Now we are immediately
done since s¯(u) ≤ s(u) ≤ 1+3 ·1/2+1/5 = 27/10 = 11/4−1/20≤ 11/4−1/24. This concludes
the proof of the claim.
In conclusion, the previous lemmas state that any codeword c not belonging to a pattern P or P ′ has
s¯(c) ≤ 11/4 − 1/24. In the following lemma, we consider the case where C is an identifying code such
that no codeword belongs to one of the patterns.
Lemma 7. Let C be an identifying code in Cn(1, 3) such that no codeword of C belongs to a pattern P or
P ′. Then the following results hold:
• If n = 11q1 + 2 with q1 ≥ 5, then |C| ≥ 4q1 + 2 = ⌈4n/11⌉+ 1.
• If n = 11q2 + 5 with q2 ≥ 3, then |C| ≥ 4q2 + 3 = ⌈4n/11⌉+ 1.
• If n = 11q3 + 8 with q3 ≥ 1, then |C| ≥ 4q3 + 4 = ⌈4n/11⌉+ 1.
Proof: Let C be an identifying code in Cn(1, 3) such that no codeword of C belongs to a pattern P or
P ′. Denote n = 11q + r, where q is a nonnegative integer and r is an integer such that 0 ≤ r < 11. By
Lemmas 5 and 6, we know that s¯(c) ≤ 65/24 for all c ∈ C. Therefore, we obtain that
n =
∑
c∈C
s(c) =
∑
c∈C
s¯(c) ≤
65
24
|C|.
This further implies that
|C| ≥
24
65
n =
24
65
(11q + r) = 4q +
4q + 24r
65
.
The rest of the proof now divides into the following cases:
• If n = 11q1 + 2 with q1 ≥ 5, then |C| ≥ 4q1 + (4q1 + 24 · 2)/65 ≥ 4q1 + 68/65. Therefore, we
have |C| ≥ ⌈4q1 + 68/65⌉ = 4q1 + 2 = ⌈4n/11⌉+ 1.
• If n = 11q2 + 5 with q2 ≥ 3, then |C| ≥ 4q2 + (4q2 + 24 · 5)/65 ≥ 4q2 + 132/65. Therefore, we
have |C| ≥ ⌈4q2 + 132/65⌉ = 4q2 + 3 = ⌈4n/11⌉+ 1.
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• If n = 11q3 + 8 with q3 ≥ 1, then |C| ≥ 4q3 + (4q3 + 24 · 8)/65 ≥ 4q3 + 196/65. Therefore, we
have |C| ≥ ⌈4q3 + 196/65⌉ = 4q3 + 4 = ⌈4n/11⌉+ 1.
In the following theorem, we improve the lower bound on γLD(Cn(1, 3)) for lengths n such that n is
large enough and n ≡ 2, 5, 8 (mod 11).
Theorem 8. Let n be a positive integer such that n = 11q1 + 2 with q1 ≥ 5, n = 11q2 + 5 with q2 ≥ 3,
or n = 11q3 + 8 with q3 ≥ 1. Now we have
γID(Cn(1, 3)) ≥
⌈
4n
11
⌉
+ 1.
Proof: Let C be an identifying code in Cn(1, 3). Recall that if no codeword of C belongs to a pattern P
or P ′, then the claim immediately follows by Lemma 7. Hence, we may assume that there exist codewords
of C belonging to a pattern P or P ′. Observe that if u + 2 and u + 3 are codewords belonging to a
pattern P , then u − 2, u − 1, u + 9 and u + 10 belong to C since I(u + 1) 6= I(u + 5) = {u + 2},
I(u+ 2) 6= I(u+ 3) = {u+ 2, u+ 3}, I(u + 6) 6= I(u+ 4) = {u+ 3} and I(u+ 7) 6= ∅, respectively.
Analogously, it can be shown that if u+ 5 and u+ 6 are codewords belonging to a pattern P ′, then u− 2,
u − 1, u + 9 and u + 10. Suppose first that all the codewords belong to a pattern P or P ′. The previous
observation implies that the code is formed by consecutive repetitions of P and P ′. (Indeed, if u + 2 and
u + 3 are codewords belonging to a pattern P , then the codewords u − 2 and u − 1 as well as u + 9
and u + 10 belong to patterns P ′.) Observe that consecutive patterns P and P ′ form a segment of length
11 (with 4 codewords) similar to the identifying code Cq given in Theorem 3. However, as now n is not
divisible by 11, the identifying code C cannot entirely be formed by the segments of length 11. Thus, we
obtain that all the codewords cannot belong to a pattern P or P ′. In other words, after a (finite) repetition
of patterns P and P ′, a codeword not belonging to the patterns has to appear. In what follows, we first
show that the end of the repetition of the patterns P and P ′ implies a drop of strictly more than 3/4 units of
share in the sum
∑
c∈C s¯(c) compared to the average share of 11/4, i.e.,
∑
c∈C s¯(c) <
11
4 |C| −
3
4 . Based
on this observation, we then show that the original lower bound of ⌈4n/11⌉ can be improved by one.
Suppose first that the repetition of the patterns ends with a pattern P . More precisely, let u− 7 and u− 6
be codewords belonging to a pattern P , and assume that the next codeword to the right does not belong to
a pattern P ′. Recall that due to the pattern P the vertices u− 9, u− 8, u− 5, u− 4, u− 3, u− 2 and u− 1
are non-codewords. Now u and u+1 belong to C since I(u− 3) 6= I(u− 5) = {u− 6} and I(u− 2) 6= ∅,
respectively. By the assumption that u (and u+ 1) do no belong to a pattern P ′, we can deduce that u+ 2
or u+ 3 is a codeword of C. These two cases are considered in the following:
(A1) Suppose first that u + 2 ∈ C. If u + 3 ∈ C, then no share is shifted to u according to any rule and
we have s¯(u) ≤ s(u) ≤ 2 · 1/2 + 3 · 1/3 = 2 = 11/4− 3/4. Furthermore, by Lemmas 5 and 6, we
have s¯(u + 1) ≤ 11/4 − 1/24. Therefore, we are done since s¯(u) + s¯(u + 1) < 2 · 11/4 − 3/4.
Hence, we may assume that u + 3 does not belong to C. Now at least one of u + 4 and u + 6 is
a codeword since I(u − 1) 6= I(u + 3). Now we have s(u) ≤ 3 · 1/2 + 2 · 1/3 = 11/4 − 7/12
and similarly s(u + 2) ≤ 11/4 − 7/12. Moreover, it is straightforward to verify that u and u + 2
can receive share only according to the rules R1.2 and R1.1, respectively. Therefore, we obtain that
s¯(u) + s¯(u+ 2) ≤ (s(u) + 1/24)+ (s(u+ 2)+ 1/12) ≤ 2 · 11/4− 25/24 < 2 · 11/4− 3/4. This
concludes the first case of the proof.
(A2) Suppose then that u + 2 /∈ C and u + 3 ∈ C. Observe first that u + 4 or u + 7 is a codeword
since otherwise I(u + 2) = I(u + 4) = {u + 1, u + 3} (a contradiction). Suppose first that u + 4
is a codeword. Observe then that |I(v)| ≥ 3 for all v ∈ {u, u + 1, u + 3, u + 4}. Therefore, we
have s(v) ≤ 1 + 1/2 + 3 · 1/3 for all v ∈ {u, u + 1, u + 3, u + 4}. It is straightforward to verify
that u and u + 1 do not receive share according to any rule. Moreover, either u + 3 or u + 4 can
receive share according to the rules R4.1’, R4.2’ and R4.3’. Furthermore, if this happens for one of
the vertices, say v, then we have s¯(v) ≤ 11/4 − 1/24 by the previous lemmas and the other one
does not receive share according to the rules. Thus, all the previous combined, we are done since
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s¯(u) + s¯(u + 1) + s¯(u + 3) + s¯(u + 4) ≤ 4 · 11/4− 3 · 1/4− 1/24 < 4 · 11/4− 3 · 1/4. Hence,
we may assume that u+ 4 /∈ C and u+ 7 ∈ C.
Suppose that u + 6 is a codeword. Then it is straightforward to verify that u + 3 can receive share
only according to the rules R2.1’ and R2.2’. Therefore, since s(u+ 3) ≤ 1/2 + 4 · 1/3 = 11/6, we
obtain that s¯(u+3) ≤ s(u+3)+2 ·3/24 ≤ 11/4− 16/24. Thus, we are done as s¯(u)+ s¯(u+1)+
s¯(u+3)+ s¯(u+6) ≤ 3(11/4−1/24)+11/4−16/24 = 4 ·11/4−19/24< 4 ·11/4−3/4. Hence,
we may assume that u+6 /∈ C. Suppose then that u+5 or u+9 is a codeword; denote the codeword
by v. Now we have s(u+3) ≤ 2 ·1/2+3 ·1/3. Moreover, u+3 can receive only 3/24 units of share
according to the rule R5. Therefore, we obtain that s¯(u)+ s¯(u+1)+ s¯(u+3)+ s¯(u+7)+ s¯(v) ≤
4(11/4− 1/24)+11/4− 15/24 = 4 · 11/4− 19/24 < 4 · 11/4− 3/4. Hence, we may assume that
u+5 and u+9 are both non-codewords. Now u+8 is a codeword since I(u+5) 6= ∅. Furthermore,
at least one of u + 10 and u + 12 is a codeword, say v, since I(u + 5) 6= I(u + 9). Now we have
s(u + 3) ≤ 3 · 1/2 + 2 · 1/3 = 11/4 − 14/24 and as above u + 3 can receive only 3/34 units of
share according to the rule R5. Moreover, we have s(w) ≤ 1 + 2 · 1/2 + 2 · 1/3 = 11/4 − 2/24
for any w ∈ {u + 1, u + 7, u + 8} and none of the codewords receive share according to any rule.
Furthermore, we have s¯(u) ≤ 11/4−1/24 and s¯(v) ≤ 11/4−1/24 by Lemmas 5 and 6 since neither
of the vertices u and v belongs to a pattern P or P ′. Thus, combining the previous observation, we
obtain that s¯(u)+ s¯(u+1)+ s¯(u+3)+ s¯(u+7)+ s¯(u+8)+ s¯(v) ≤ 2(11/4− 1/24)+ 3(11/4−
2/24)+ (11/4− 14/24+ 3/24) = 6 · 11/4− 19/24 < 6 · 11/4− 3/4. This concludes the proof of
the current case.
Suppose then that the repetition of the patterns ends with a pattern P ′. More precisely, let u − 4 and
u − 3 be codewords belonging to a pattern P ′, and assume that the next codeword to the right does not
belong to a pattern P . Recall that due to the pattern P ′ the vertices u− 9, u− 8, u− 7, u− 6, u− 5, u− 2
and u− 1 are non-codewords. Now u and u+ 1 belong to C since I(u− 3) 6= I(u− 4) = {u− 4, u− 3}
and I(u− 2) 6= I(u− 6) = {u− 3}, respectively. By the assumption that u (and u+ 1) do no belong to a
pattern P , we can deduce that one of the vertices u+ 2, u+ 3, u+ 4, u+ 5 and u+ 6 is a codeword of C.
The proof now divides into the following five cases:
(B1) Suppose that u + 2 ∈ C. Now we have s(u) ≤ 1/2 + 4 · 1/3 = 11/4− 22/24. Furthermore, u can
receive share only according to the rules R4.1’, R4.2’ and R4.3’. Obviously, if u receives no share,
then we are immediately done as s¯(u) ≤ s(u) ≤ 11/4 − 22/24 ≤ 11/4 − 3/4. Hence, we may
assume that share is shifted to u according to the rules R4.1’, R4.2’ and R4.3’. This implies that u+7,
u+10 and u+11 are codewords. Therefore, we have s(u+1) ≤ 3 · 1/2+ 2 · 1/3 = 11/4− 14/24
and u + 1 cannot receive share according to any rule. Thus, we are done since s¯(u) + s¯(u + 1) ≤
(11/4− 22/24 + 3 · 3/24) + (11/4− 14/24) = 2 · 11/4− 27/24 ≤ 2 · 11/4− 3/4.
(B2) Suppose that u+2 /∈ C and u+3 ∈ C. Now we have s(u) ≤ 3·1/2+1/3+1/4 = 11/4−16/24 and
similarly s(u+1) ≤ 11/4− 16/24 (as I(u+2) 6= I(u+4)). Hence, as neither u nor u+1 receives
share according to any rule, we obtain that s¯(u)+ s¯(u+1) ≤ s(u)+s(u+1) ≤ 2(11/4−16/24)<
2 · 11/4− 3/4. Thus, we are done.
(B3) Suppose that u+2, u+3 /∈ C and u+4 ∈ C. Nowwe have s(u) ≤ 2·1/2+3·1/3 = 2 = 11/4−3/4.
Furthermore, u does not receive share according to any rule. Therefore, as u + 1 does not belong
to any pattern P or P ′, we are done since s¯(u) + s¯(u + 1) ≤ (11/4 − 3/4) + (11/4 − 1/24) =
2 · 11/4− 19/24 < 2 · 11/4− 3/4.
(B4) Suppose that u + 2, u + 3, u + 4 /∈ C and u + 5 ∈ C. Observe first that u + 7 ∈ C since
I(u+ 4) 6= I(u+ 2) = {u+ 1, u+ 5}. Now we have s(u) ≤ 1 + 2 · 1/2 + 2 · 1/3 = 11/4− 2/24
and s(u + 1) ≤ 3 · 1/2 + 2 · 1/3 = 11/4 − 14/24. Furthermore, neither u nor u + 1 receives
share according to any rule. Moreover, at least one of u+ 6, u+ 8 and u+ 11, say v, is a codeword
since I(u + 6) 6= I(u + 8). Observe that if v = u + 6 or v = u + 8, then v does not belong to
any pattern P or P ′. Assuming u + 6 and u + 8 do not belong to C, then v = u + 11 does not
belong to P or P ′. Therefore, we are done as s¯(u) + s¯(u + 1) + s¯(u + 5) + s¯(u + 7) + s¯(v) ≤
(11/4− 2/24) + (11/4− 14/24) + 3(11/4− 1/24) = 5 · 11/4− 19/24 < 5 · 11/4− 3/4.
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(B5) Finally, suppose that u + 2, u + 3, u+ 4, u + 5 /∈ C and u + 6 ∈ C. Observe first that u + 7 ∈ C
since I(u+4) 6= I(u+2) = {u+1}. This implies that s(u) ≤ 3 · 1/2+2 · 1/3 = 11/4− 14/24. It
is also straightforward to verify that u can only receive 3/24 units of share according to the rule R6’.
Therefore, we have s¯(u) ≤ s(u) + 3/24 ≤ 11/4− 11/24. Furthermore, since I(u+6) 6= I(u+7),
we know that at least one of u+8, u+9 and u+10 has to be a codeword. Suppose first that u+8 ∈ C.
Now we have s(u + 6) ≤ 3 · 1/2 + 2 · 1/3 = 11/4− 14/24 (as I(u + 5) 6= I(u + 9)), and u + 6
can only receive 1/24 units of share according to the rule R1.2. (In particular, notice that if share is
shifted to u + 6 according to the rules R4.1’, R4.2’ or R4.3’, then I(u + 5) = I(u + 9) implying
a contradiction.) Thus, we have s¯(u) + s¯(u + 6) ≤ (11/4 − 11/24) + (11/4 − 14/24 + 1/24) ≤
2 · 11/4− 1< 2 · 11/4− 3/4. Hence, we may assume that u+8 /∈ C. Suppose then that u+9 ∈ C.
Now we have s(u+7) ≤ 3 ·1/2+2 ·1/3 = 11/4−14/24, and u+7 cannot receive share according
to any rule. Therefore, we are done as s¯(u) + s¯(u + 7) ≤ (11/4 − 11/24) + (11/4 − 14/24) =
2 · 11/4− 25/24 < 2 · 11/4− 3/4. Hence, we may assume that u+ 9 /∈ C and u+ 10 ∈ C.
Suppose first that u + 11 ∈ C. Now we have s(u + 7) ≤ 3 · 1/2 + 2 · 1/3 = 11/4 − 14/24,
and u + 7 can receive share only according to the rule R6 (3/24 units). Therefore, we are done
since s¯(u) + s¯(u + 7) ≤ (11/4 − 11/24) + (11/4 − 14/24 + 3/24) = 2 · 11/4 − 22/24 <
2 · 11/4 − 3/4. Hence, we may assume that u + 11 /∈ C. Suppose then that u + 12 ∈ C or
u + 14 ∈ C. This implies that s(u + 10) ≤ 3 · 1/2 + 2 · 1/3 = 11/4 − 14/24. Furthermore,
u + 10 receives share according to the rules R2.1 (3/24 units) and R2.2 (3/24 units), and it can
possibly receive share also by the rules R2.1’ (3/24 units) and R2.2’ (3/24 units). If no share is
shifted to u+10 according to the rules R2.1’ and R2.2’, then we are done since s¯(u) + s¯(u+10) ≤
(11/4 − 11/24) + (11/4 − 14/24 + 2 · 3/24) = 2 · 11/4 − 19/24 < 2 · 11/4 − 3/4. Hence, we
may assume that u + 10 receives share also according to the rules R2.1’ and R2.2’. This implies
that u + 13, u + 14 and u + 19 are codewords of C. Observe that the codewords u + 1, u + 6,
u+ 10, u+ 13, u+ 14 and u+ 19 do not belong to any pattern P or P ′. In particular, u+ 19 does
not belong to P or P ′ since u + 15 /∈ C. Thus, all the previous taken into account, we obtain that
s¯(u) + s¯(u + 1) + s¯(u + 6) + s¯(u + 7) + s¯(u + 10) + s¯(u + 13) + s¯(u + 14) + s¯(u + 19) ≤
(11/4−11/24)+(11/4−14/24+4 ·3/24)+6(11/4−1/24) = 8 ·11/4−19/24< 8 ·11/4−3/4.
Hence, we may assume that u+ 12 /∈ C and u+ 14 /∈ C.
Suppose that u + 13 /∈ C. Now u + 15, u + 16 and u + 17 belong to C since I(u + 12) 6= ∅,
I(u+13) 6= I(u+11) = {u+10} and I(u+14) 6= I(u+12) = {u+15}, respectively. Furthermore,
at least one of the vertices u+18, u+19 and u+21, say v, is a codeword since I(u+14) 6= I(u+18).
Thus, if v = u+ 18, v = u+ 19, or v = u+ 21 and v does not belong to P or P ′, then we are done
as s¯(u)+ s¯(u+1)+ s¯(u+6)+ s¯(u+7)+ s¯(u+10)+ s¯(u+15)+ s¯(u+16)+ s¯(u+17)+ s¯(v) ≤
(11/4−11/24)+8(11/4−1/24) = 9 ·11/4−19/24< 9 ·11/4−3/4 (none of the other codewords
either belong to a pattern P or P ′). Hence, we may assume that v belongs to a pattern P or P ′. This
implies that u + 18, u + 19 /∈ C and v = u + 21. Now u + 20 also belongs to the pattern P and
the codewords u+ 15, u+ 16 and u+ 17 form a case symmetrical to the case (B1). Hence, we may
assume that u + 13 ∈ C. Now u + 17 ∈ C because I(u + 14) 6= I(u + 12). It is straightforward
to verify that u + 13 can now receive share only according to the rules R3.3 (1/24 units) and R3.2’
(1/24 units). If u+15 is a codeword, then s(u+13) ≤ 2 ·1/2+3 ·1/3 = 11/4−3/4. Furthermore,
if u+16 ∈ C, then we have s(u+13) ≤ 1+ 1/2+ 3 · 1/3 = 11/4− 6/24. Thus, in both cases, we
have s¯(u+13) ≤ s(u+13)+2 ·1/24≤ 11/4−4/24. Therefore, all the previous taken into account,
we are done since s¯(u)+ s¯(u+1)+ s¯(u+6)+ s¯(u+7)+ s¯(u+10)+ s¯(u+13)+ s¯(u+17) ≤ (11/4−
11/24)+(11/4−4/24)+5(11/4−1/24) = 7·11/4−20/24< 7·11/4−3/4 (none of the codewords
belong to a pattern P or P ′). Hence, we may assume that u+15 and u+16 are non-codewords. Now
u+18 and u+19 belong to C since I(u+15) 6= ∅ and I(u+16) 6= I(u+14) = {u+13, u+17},
respectively. Therefore, we have s¯(u)+ s¯(u+1)+ s¯(u+6)+ s¯(u+7)+ s¯(u+10)+ s¯(u+13)+ s¯(u+
17)+ s¯(u+18)+ s¯(u+19) ≤ (11/4−11/24)+8(11/4−1/24) = 9 ·11/4−19/24< 7 ·11/4−3/4
(again none of the codewords belong to a pattern P or P ′). Thus, in conclusion, we achieve a drop
of more than 3/4 units of share in the sum
∑
c∈C s¯(c) in all the cases compared to the average share
of 11/4, i.e.,
∑
c∈C s¯(c) <
11
4 |C| −
3
4 .
In the previous detailed case analysis, we have achieved a drop of more than 3/4 units of share in the
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sum
∑
c∈C s¯(c). In what follows, we show how this implies the improved lower bound. The proof now
splits into the following cases depending on the remainder when n is divided by 11:
• Suppose first that n = 11q1 + 2 with q1 ≥ 5. By the previous considerations, we now have
n =
∑
c∈C
s(c) =
∑
c∈C
s¯(c) <
11
4
|C| −
3
4
.
This implies that
|C| >
4
11
(
n+
3
4
)
= 4q1 + 1.
Thus, we have |C| ≥ 4q1 + 2 = ⌈4n/11⌉+ 1.
• Suppose then that n = 11q2 + 5 with q2 ≥ 3. As in the previous case, we obtain that
|C| >
4
11
(
n+
3
4
)
= 4q2 + 2 +
1
11
.
Thus, we have |C| ≥ 4q2 + 3 = ⌈4n/11⌉+ 1.
• Finally, suppose then that n = 11q3 + 8 with q3 ≥ 1. As in the previous case, we obtain that
|C| >
4
11
(
n+
3
4
)
= 4q3 + 3 +
2
11
.
Thus, we have |C| ≥ 4q3 + 4 = ⌈4n/11⌉+ 1.
Thus, in conclusion, we have shown that γID(Cn(1, 3)) ≥ ⌈4n/11⌉+ 1 for n = 11q1 + 2 with q1 ≥ 5,
n = 11q2 + 5 with q2 ≥ 3, and n = 11q3 + 8 with q3 ≥ 8.
Recall the general constructions of Theorem 3, the constructions for the specific lengths in Table 3
and the improved lower bound of Theorem 8. Combining all these results, we know the exact values of
γID(Cn(1, 3)) for all the lengths n except for n = 46. In the open case n = 46, we have 17 = ⌈4n/11⌉ ≤
γID(Cn(1, 3)) ≤ ⌈4n/11⌉+1 = 18 by the general lower and upper bounds. Using an exhaustive computer
search, it can be shown that there does not exist an identifying code in C46(1, 3) with 17 codewords, i.e.,
γID(C46(1, 3)) = 18. The method of the exhaustive search is briefly explained in the following remark.
Remark 9. Let C be a code in C46(1, 3) with 17 codewords. Without loss of generality, we may assume
that 8 of the codewords belong to {0, 1, . . . , 22} and the rest 9 codewords belong to {23, 24, . . . , 45}.
Observe that if C is an identifying code in C46(1, 3), then the vertices in {3, 4, . . . , 19} have a unique
identifying set among the codewords in {0, 1, . . . , 22} and the vertices in {26, 27, . . . , 42} have a unique
identifying set among the codewords in {23, 24, . . . , 45}. Using a computer search, we obtain that there
exist 1919 codes C1 ⊆ {0, 1, . . . , 22} with |C1| = 8 such that I(C1;u), where u ∈ {3, 4, . . . , 19}, are all
non-empty and unique, and 23137 codes C2 ⊆ {23, 24, . . . , 45} with |C2| = 9 such that I(C2;u), where
u ∈ {26, 27, . . . , 42}, are all non-empty and unique. By an exhaustive search, we obtain that no union of
such codes C1 and C2 is an identifying code in C46(1, 3). Therefore, by the previous observation, there
does not exists an identifying code in C46(1, 3)with 17 codewords. Hence, we have γ
ID(C46(1, 3)) = 18.
The following theorem summarizes the results of the section and gives the exact values of γID(Cn(1, 3))
for all lengths n ≥ 11. The exact values of γID(Cn(1, 3)) for the lengths n smaller than 11 have been
determined in [4].
Theorem 10. Let n be an integer such that n ≥ 11. Now we have the following results:
• Assume that n ≤ 37. If n ≡ 8 (mod 11), then we have γID(Cn(1, 3)) = ⌈4n/11⌉ + 1, and
otherwise γID(Cn(1, 3)) = ⌈4n/11⌉.
• Assume that n ≥ 38. If n ≡ 2, 5, 8 (mod 11), then we have γID(Cn(1, 3)) = ⌈4n/11⌉+ 1, and
otherwise γID(Cn(1, 3)) = ⌈4n/11⌉.
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4 Locating-dominating codes in Cn(1, 3)
In this section, we consider locating-dominating codes in the circulant graph Cn(1, 3). For the rest of the
section, assume that C is a locating-dominating code in Cn(1, 3). Recall that we have γ
LD(Cn(1, 3)) =
⌈n/3⌉ if n ≡ 0, 1, 4 (mod 6) and ⌈n/3⌉ ≤ γLD(Cn(1, 3)) ≤ ⌈n/3⌉+ 1 if n ≡ 2, 3, 5 (mod 6) by [4].
Moreover, it is conjectured that γLD(Cn(1, 3)) = ⌈n/3⌉+ 1 if n ≡ 2, 3, 5 (mod 6) (see Conjecture 1).
In what follows, we prove the stated conjecture by increasing the lower bound on γLD(Cn(1, 3)) for the
lengths n ≡ 2, 3, 5 (mod 6). The basic idea of the proof is similar to the one in the case of identifying
codes. In what follows, we show that the average share of a codeword is now at most 17/6 unless the
codeword belongs to a specific pattern of codewords and non-codewords (namely, the pattern S3 which is
defined later) when the average share is at most 3. However, for making the proof more convenient and
illustrative, the technical organization of the proof is somewhat different.
In the following proofs, we use several different patterns consisting of codewords and non-codewords.
In the illustrations of the patterns, the letter x denotes a codeword, the letter o denotes a non-codeword
and the symbol ∗ means that the vertex can be either a codeword or a non-codeword. For example, the
pattern S1 is defined as follows: x ∗ oooxxoooo ∗ x. We say that a pattern is in Cn(1, 3) if there exists
such a consecutive segment of codewords and non-codewords in the graph. Moreover, if a pattern is in the
graph, then we say that a codeword belongs to the pattern if it is the underlined codeword of the pattern.
Observe that there exists a symmetrical version of each pattern. For example, the symmetrical version of
the pattern S1 is x ∗ ooooxxooo ∗ x. As in the case of identifying codes, we could use a notation S1′ for
the symmetrical version of S1. However, for simplicity, this notation is omitted and we denote both the
original and the symmetric pattern by S1.
In the following proposition, we consider the share s(c) of a codeword c ∈ C. In particular, we show
that s(c) ≤ 17/6 in most of the cases and determine the exact situations when s(c) ≥ 3.
Proposition 11. Let n ≥ 14 and C be a locating-dominating code in Cn(1, 3). For all c ∈ C, we have
either s(c) ≤ 17/6 or s(c) ∈ {3, 37/12, 10/3}.Moreover, the following statements hold:
• s(c) = 3 if and only if c belongs to a pattern S1 or S3 (defined below).
• s(c) = 37/12 if and only if c belongs to a pattern S4 (defined below).
• s(c) = 10/3 if and only if c belongs to a pattern S6 (defined below).
Proof: Let c be a codeword in C. The proof now divides into three parts depending on whether |I(c)| ≥ 3,
|I(c)| ≥ 2 or |I(c)| = 1.
• Suppose first that |I(c)| ≥ 3. Observe that there exists at most one vertex u in N [c] such that
|I(u)| = 1, and the other vertices are covered by at least two codewords. Hence, we immediately
obtain that s(c) ≤ 1 + 3 · 1/2 + 1/3 = 17/6.
• Assume then that |I(c)| = 2. If all the vertices v ∈ N [c] have |I(v)| ≥ 2, then we get s(c) ≤
5/2 < 17/6. Therefore, it is enough to consider the case where there is at least one vertex v ∈ N [c]
with |I(v)| = 1. There cannot be more than one such vertex. Indeed, such a vertex must be a non-
codeword, and if there were two, say u and w, then I(u) = I(w), which is not possible. Moreover,
if there is one vertex v ∈ N [c] such that |I(v)| ≥ 3, we have s(c) ≤ 17/6. Therefore, s(u) = 3 if
and only if all the vertices in N [c] have the size of the I-sets equal to 2 except one equal to 1. Next
we analyze this case more carefully.
– Let first c−3 ∈ I(c) (the case c+3 goes analogously). If I(c−1) = {c} (resp. I(c+1) = {c}),
then c + 4 (resp. c − 4) belongs to C implying |I(c + 3)| ≥ 3 (resp. |I(c − 3)| ≥ 3). If
I(c+ 3) = {c}, then |I(c− 3)| ≥ 3 (since I(c− 1) 6= I(c+ 1) = {c}). In all cases, the share
is at most 17/6.
– Assume then that c−1 ∈ I(c) (the case c+1 is analogous). If I(c−3) = {c}, then |I(c+3)| ≥
3. If I(c+3) = {c}, then |I(c−1)| ≥ 3. In these cases s(c) ≤ 17/6.Therefore, we can assume
that I(c + 1) = {c} and |I(c − 3)| = |I(c+ 3)| = 2. Due to c+ 3, we must have c+ 6 ∈ C.
Now either c − 4 or c − 6 belong to C (if both we are done). Moreover, we may assume that
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c − 4 /∈ C as otherwise |I(c − 1)| ≥ 3 implying s(c) ≤ 17/6. Therefore, it is enough to
consider the case c− 6 ∈ C. Consequently, we have the pattern:
x ∗ oooxxoooo ∗ x,
where c is denoted by the underlined codeword x. Both of the unknowns cannot be non-
codewords because then I(c − 2) = I(c + 2) and c − 2, c + 2 /∈ C. Moreover, we have
c− 7 ∈ C since otherwise I(c− 2) = I(c− 4). This leads to the following two patterns when
s(c) = 3:
S1 xxxoooxxoooo ∗ x
S3 xxooooxxooooxx
.
• Let then |I(c)| = 1. If there is no vertex v ∈ N(c) such that |I(v)| = 1, then it is easy to check that
s(c) ≤ 17/6 as at least one I-set has at least three codewords. Consequently, let us assume that such
v exists (clearly only one such vertex is possible). Without loss of generality, we may assume that v
is either c− 1 or c− 3.
– Let us assume first that v = c − 1. Due to c + 1, we must have c + 4 ∈ C. Moreover, since
I(c + 1) 6= I(c + 3), we get c + 6 ∈ C. As I(c + 2) 6= ∅ (resp. c − 2), we have c + 5 ∈ C
(reps. c− 5 ∈ C). In order to have I(c− 1) 6= I(c− 3) we must have c− 6 ∈ C. In addition,
c− 7 ∈ C, since I(c− 2) 6= I(c− 4). This leads to s(c) = 10/3 and the only way to achieve
this is by the pattern:
S6 xxxooooxoooxxx .
– Suppose then that v = c− 3. In order to have I(c− 3) 6= I(c− 1), we must have c + 2 ∈ C.
Also c − 5 ∈ C because I(c − 2) cannot be the empty set. Moreover, c + 4 ∈ C due to
I(c− 1) 6= I(c+ 1).We also have c+ 6 ∈ C to get I(c+ 1) 6= I(c+ 3). Now s(c) = 37/12
and it comes from the pattern:
S4 oxooooxoxox ∗ x .
Next we show that shifting the shares among codewords gives us the situation where the share of each
vertex is (after the shifting) less than 17/6 or equal to 3. Moreover, the share is equal to 3 if and only if
we have the case of pattern S3. The share of a vertex v ∈ C after shifting is denoted by s¯(v). We do the
shifting using the following three shifting rules and their symmetric counterparts (where the pattern is read
from right to left):
5/12 (R1)
(b)
(a)
(c)
c
c
c
7/12 (R2)
1/3 (R3)
Fig. 2: The black nodes are codewords and white are non-codewords. The gray node can be a codeword or a non-
codeword. The edges of the circulant graph are omitted in the figure.
• R1: The vertex c gives 5/12 units of share to c− 5.
• R2: The vertex c gives 7/12 units of share to c+ 4.
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• R3: The vertex c gives 1/3 units of share to c+ 2.
Notice that if a vertex receives shares by any of the rules, it cannot receive more share by another rule
(including its symmetric counterpart).
Proposition 12. Let C be a locating-dominating code in Cn(1, 3) where n ≥ 14. Then we have s¯(c) ≤
17/6 for all c ∈ C unless c belongs to a pattern S3 when s¯(c) = 3.
Proof: If in the code C there are only codewords with share at most 17/6, then there is nothing to do. Let
us now consider the other cases:
• Let there be a codeword c with s(c) = 3 in the pattern S1. By the rule R1, we shift 5/12 units of
share to c − 5. Notice that s(c − 5) ≤ 13/6. Consequently, we have s¯(c) = 31/12 < 17/6 and
s¯(c− 5) ≤ 31/12.
• If there is a codeword c with share s(c) = 37/12 in the pattern S4. Using the rule R3 we shift
1/3 units of share to c + 2. The share s(c + 2) ≤ 29/12. Therefore, s¯(c) = 11/4 < 17/6 and
s¯(c+ 2) ≤ 11/4.
• Let there be a codeword c with share s(c) = 10/3 in the pattern S6. Now R2 shifts 7/12 units of a
share to c+ 4 with s(c+ 4) ≤ 13/6. Consequently, s¯(c) = 11/4 and s¯(c+ 4) ≤ 11/4.
Before our main theorem on locating-dominating codes, let us give the following technical lemma.
Lemma 13. Let n > 17 be an integer such that n ≡ 3 (mod 6) or n ≡ 2 (mod 3), and let C be a
locating-dominating code in Cn(1, 3). If there is no pattern S3, then |C| > ⌈n/3⌉.
Proof: By Proposition 12, after shifting the shares and knowing there is no S3 we have s¯(c) ≤ 17/6 for
all c ∈ C. Hence,
n =
∑
i∈C
s(i) =
∑
i∈C
s¯(i) ≤
17
6
|C|.
The proof divides now into the following cases:
• if n = 6k + 3, we have |C| ≥ 2k + 1 + 2k+117 > 2k + 1
• and if n = 3k + 2, we have |C| ≥ k + k+1217 and as n > 17, k > 5, which gives |C| > k + 1.
Theorem 14. Let n > 17. Then
γLD(Cn(1, 3)) =


⌈n
3
⌉
if n ≡ 0, 1, 4 (mod 6)
⌈n
3
⌉
+ 1 otherwise
Proof: Let n > 17. For n ≡ 0, 1, 4 (mod 6) the result for locating-dominating codes is given in [4].
We need to prove that for n ≡ 2, 3, 5 (mod 6) the bound ⌈n/3⌉ is not attainable. On the other hand, in
[4] there are constructions of cardinality ⌈n3 ⌉ + 1 given in these cases. We will write n = 6k + r with
r ∈ {2, 3, 5}. Notice that for r = 2, 5, we can write n in the form 3l+2, which implies n ≡ 2 (mod 6) for
l ≡ 0 (mod 2) and n ≡ 5 (mod 6) otherwise. By Lemma 13 we know that if there is no S3 patterns, then
the bound is not attainable. Assume then than there is a pattern S3. Note that these patterns S3 can overlap
each other. We denote by P6 the pattern xxoooo. Therefore, we can divide overlapping S3-patterns into
non-overlapping patterns P6.
Without loss of generality, we can assume that the vertices 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 form two pat-
terns P6 and s(7) = 3, that is, 0, 1, 6, 7, 12, 13 ∈ C. As n 6≡ 0 (mod 6), we cannot have only patterns P6
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in the graph. Therefore, we can assume that there are t consecutive patterns P6 starting in 0 (to the right)
and that there is no pattern P6 on the vertices n− 6, n− 5, n− 4, n− 3, n− 2, n− 1. We want to prove
that the sum of all the shares of codewords is strictly less than 3|C| for n = 6k + 3 and strictly less than
3|C| − 1 for n = 6k + 2 and n = 6k + 5. This will imply the lower bounds as we shall see.
• Let n = 6k+3. Since there is no pattern P6 on the vertices n−6, n−5, n−4, n−3, n−2, n−1, the
vertex 1 does not have the surroundings of the pattern S3. Therefore, s¯(1) < 3 by Proposition 12.
Hence, we have
n =
∑
i∈C
s(i) =
∑
i∈C
s¯(i) < 3|C| ⇔ 6k + 3 < 3|C|
⇔ 2k + 1 < |C|.
Consequently, |C| ≥ 2k + 2 = ⌈n/3⌉+ 1.
• Now, let n ≡ 2, 5 (mod 6). It is easy to check that s(1) ≤ 3 and s(0) ≤ 3.We will try to find such
vertices, say b of them, that their shares (after the shifting by the above rules) is less than 3b− 1− ε
for some ε > 0.
– Let first s(1) = 3. This implies that n− 5 ∈ C and n− 3, n− 2, n− 1 are not codewords (due
to patterns S1 and S3). If s(0) = 3, then we get a pattern P6 on the vertices n− 6, n− 5, n−
4, n−3, n−2, n−1, hence, as we assumed there was no such pattern, s(0) < 3. Consequently,
n− 4 ∈ C. In addition, n− 6 ∈ C due to I(n− 1) 6= I(n− 3). This implies that s(0) ≤ 7/3.
The share of n − 4 is then at most 13/6, hence we have that the share of 0 and n − 4 (before
the shifting by the rules) drops from 2 · 3 by at least −2/3 − 5/6 = −3/2. Only the rule R1
applies here and it can give to n− 4 the amount of 5/12. Therefore, the total drop in shares is
at least −3/2 + 5/12 = −13/12 (which is enough as we try to have drop of −1− ε). Hence,
∑
i∈C
s(i) =
∑
i∈C
s¯(i) ≤ 3|C| − 13/12.
– Suppose then that s(1) < 3. In what follows, we study vertices n− 1, n− 2, etc., and different
variants of possible codewords among them in order to find the codewords whose shares drop
enough (of course, excluding the cases s(1) = 3).
We start by consider separately the cases n− 1 ∈ C and n− 1 /∈ C.
(i) Suppose first that n − 1 ∈ C. We divide further the study into two cases n − 2 ∈ C and
n− 2 /∈ C. Let n− 2 ∈ C. Now s(1) ≤ 2 and s(0) ≤ 2. Therefore, the drop of the vertices 0
and 1 is−2 compared to 2 ·3 and since no rules gives these vertices any additional share, we are
done. Assume then that n−2 /∈ C. Now s(1) ≤ 13/6 and s(0) ≤ 17/6. Thus s(0)+s(1) ≤ 5.
If s(0)+s(1) < 5, then the drop is−1−ε and no rules give extra share to them, so we are done.
If s(0)+ s(1) = 5, then we have n− 5 ∈ C and n− 4, n− 3, n− 2 /∈ C and s(n− 1) ≤ 13/6.
The drop among the vertices 0,1 and n− 1 is altogether −11/6. The rules R1 and R2 can give
at most 7/12 to the vertex n− 1 (not both at the same time), and the codewords 0 and 1 do not
receive share according to any rule. Therefore, the total drop is at least−11/6+7/12 = −5/4.
Hence we have ∑
i∈C
s¯(i) ≤ 3|C| −
5
4
.
(ii) Let then n − 1 /∈ C. Notice that in this case no rules give any additional share to vertices
0 and 1. In the following, we consider the cases depending on which of the vertices in {n −
5, n − 4, n − 3, n − 2} are codewords. If there are three (or four) codewords in that set, it is
easy to compute that s(0) + s(1) ≤ 29/6. Hence the drop of the vertices 0 and 1 is at least
−7/6. Recall that the rules give no extra here. Consequently,
∑
i∈C
s¯(i) ≤ 3|C| − 7/6.
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The remaining cases are listed below. Notice that since s(1) < 3, the case where n−5, n−4 ∈
C and n − 3, n − 2 /∈ C and also the case where n − 5 ∈ C and n − 4, n − 3, n − 2 /∈ C
can be excluded. Furthermore, the case n − 4 ∈ C and n − 5, n − 3, n − 2 /∈ C is excluded
because in that case I(n − 2) = I(2) = {1} and 2, n− 2 /∈ C which is impossible since C is
locating-dominating. In the table below, we have all the other cases:
Case pattern s(1) s(0) ≤ s(p) ≤ drop
Case 1 ooxxox
0
xooooxx
7
5/2 2 −3/2
Case 2 xox
p
oox
0
xooooxx
7
8/3 17/6 2 −1/2−1
Case 3 xooxox
0
xooooxx
7
8/3 13/6 −7/6
Case 4 oox
p
oox
0
xooooxx
7
17/6 17/6 17/6 −1/3−1/6
Case 5 oxx
p
oox
0
xooooxx
7
17/6 13/6 8/3 −1−1/3
Case 6 ooox
p
ox
0
xooooxx
7
17/6 13/6 8/3 −1−1/3
Case 7 oxoxox
0
xooooxx
7
17/6 2 −7/6
In all the cases except Case 4, we have a drop strictly smaller than −1 and the rules do not give
any extra share to the vertex marked by p (the vertices 0 and 1 did not get any as mentioned
earlier). To examine Case 4 more carefully, we study the vertices n− 9, n− 8, n− 7 and n− 6
and codewords among them. The cases where the codewords among these four vertices are
as follows {oooo, xoxo, xooo, ooxo, oxxo, oxoo} are forbidden in a locating-dominating code.
Indeed, the first four combinations give I(n − 5) = ∅ and the two last ones give I(n − 6) =
I(n− 4). All the other cases are studied in the following table. In Case 4.6 we have added one
more codeword, namely, the p0 (which necessarily must be a codeword).
Case pattern s(1) s(0) s(n− 3)
∑
s(pi) ≤ drop
Case 4.1 xxxxooxoox
0
xooooxx 17/6 8/3 23/12 −19/12
Case 4.2 xxxoooxoox
0
xooooxx 17/6 17/6 13/6 −7/6
Case 4.3 xxox
p
ooxoox
0
xooooxx 17/6 8/3 5/2 2 −2
Case 4.4 xoxxooxoox
0
xooooxx 17/6 8/3 23/12 −19/12
Case 4.5 oxxxooxoox
0
xooooxx 17/6 8/3 2 −3/2
Case 4.6 x
p0
x
p1
x
p2
ooooxoox
0
xooooxx 17/6 17/6 17/6 2 ∗ 8/3 + 17/6 −1/2−5/6
Case 4.7 xoox
p
ooxoox
0
xooooxx 17/6 8/3 5/2 5/2 −3/2
Case 4.8 oxox
p
ooxoox
0
xooooxx 17/6 8/3 8/3 7/3 −3/2
Case 4.9 ooxxooxoox
0
xooooxx 17/6 8/3 2 −3/2
Case 4.10 ooox
p
ooxoox
0
xooooxx 17/6 8/3 8/3 8/3 −7/6
Notice that the vertices 0, 1 and n−3 cannot receive any extra share from the rules. In addition,
the codewords marked by p also do not receive share by the rules. Now let us consider the
special case Case 4.6. The vertices p2 and p1 do not receive share from the rules. If the vertex
p0 does not receive extra share, then the drop is enough. However, the vertex p0 can get a share
from the left by the rules R1 or R2. Suppose first that p0 (the vertex n − 10) receives 5/12
units of share by the rule R1 from the vertex n− 15. But then the vertices n− 14 and n− 15
belong to C and thus s(p2) ≤ 8/3, s(p1) ≤ 7/3 and s(p0) ≤ 13/6. Hence the new drop
(taking into account the vertices 0, 1, n − 3, p0, p1 and p2) is at least −7/3. So even with the
extra share the drop is enough −7/3 + 5/12 = −23/12. Assume then that p0 gets extra share
7/12 by the rule R2 from n− 14 (which belongs to C). Now s(p2) ≤ 8/3, s(p1) ≤ 17/6 and
s(p0) ≤ 13/6. Consequently, the drop of the six vertices is at least −11/6 and with the extra
share −11/6 + 7/12 = −5/4, which is enough.
In all the cases studied above, we get that the drop of the share is strictly more than 1. Recall that
we consider the cases n ≡ 2, 5 (mod 6). We write n as 3k + 2, which implies n ≡ 2 (mod 6) for
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k ≡ 0 (mod 2) and n ≡ 5 (mod 6) otherwise. Therefore, we have, for some ε > 0:
n =
∑
i∈C
s¯(i) ≤ 3|C| − 1− ε ⇔ 3k + 2 + 1 + ε ≤ 3|C|
⇔ k + 1 +
ε
3
≤ |C|
⇒
|C|∈N
k + 2 ≤ |C|
This implies that |C| ≥ ⌈n/3⌉+ 1.
By exhaustive search we find the optimal locating-dominating codes for n = 14, 15, 17, which are the
remaining values after the previous theorem and the small values determined in [4]. An optimal code for
n = 14, 15 is {0, 1, 2, 9, 10, 11} and for n = 16 it is {0, 1, 7, 8, 12, 13, 14}.
Theorem 15. We have γLD(C14(1, 3)) = γ
LD(C15(1, 3)) = 6 and γ
LD(C17(1, 3)) = 7.
The following theorem summarizes the results of the section and gives the exact values of γLD(Cn(1, 3))
for all lengths n ≥ 13. The exact values of γLD(Cn(1, 3)) for the lengths n smaller than 13 have been
determined in [4].
Theorem 16. Let n be an integer such that n ≥ 13. If n ≡ 0, 1, 4 (mod 6), then γLD(Cn(1, 3)) = ⌈n/3⌉,
and otherwise γLD(Cn(1, 3)) = ⌈n/3⌉+ 1.
In [11], locating-dominating codes in the circulant graphs Cn(1, 2, . . . , r), where r is positive integer,
have been considered. However, the results regarding location-domination given in the paper have some
problems as presented in the following remark.
Remark 17. In [11], it is claimed that C is a locating-dominating code in Cn(1, 2, . . . , r) if and only if
the following conditions hold for all sets {k, k + 1, . . . , k + (2r + 1)} (k ∈ Zn) of consecutive vertices:
(1) at least one of the vertices k and k + (2r + 1) belongs to C and (2) there exist at least two codewords
of C in {k, k + 1, . . . , k + (2r + 1)}. However, this characterization is erroneous. Indeed, for example,
the code {0, 1, 2, 5, 6, 11} is locating-dominating in C15(1, 2, 3). However, the above conditions are not
met when we choose k = 3 as both k = 3 and k + (2 · 3 + 1) = 10 do not belong to the code. Thus,
as the given characterization is erroneous, the other results in [11] based on that one also have problems.
For more information regarding locating-dominating codes in Cn(1, 2, . . . , r), which can also be viewed
as power graphs of cycles, the interested reader is referred to the paper [3].
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