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a b s t r a c t
We are concerned with the existence of positive solutions for second-order superlinear
semipositone Sturm–Liouville boundary value problems on general time scales. In
particular, we unify and generalize semipositone results of this type in the continuous and
discrete cases to quantum and arbitrary time scales, and then introduce a related second-
order multi-point semipositone problem that is new on all time scales.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let T be any time scale (a nonempty closed subset of the real line R). We are interested in the second-order time scale
semipositone boundary value problem with Sturm–Liouville boundary conditions or multi-point conditions as in(
py∆
)∇
(t)+ λf (t, y(t)) = 0, t ∈ (a, b]T, (1.1)
αy(a)− β (py∆) (a) = 0, γ yσ (b)+ δ (py∆) (b) = 0, or (1.2)
αy(a)− β (py∆) (a) = n∑
i=1
φi
(
py∆
)
(ti), γ yσ (b)+ δ
(
py∆
)
(b) =
n∑
i=1
ψi
(
py∆
)
(ti), (1.3)
where λ > 0,
p : [a, σ (b)]T → (0,∞), p ∈ C[a, σ (b)]T, (1.4)
α, β, γ , δ ∈ [0,∞), βγ + αδ + αγ
∫ σ(b)
a
∆τ
p(τ )
> 0, (1.5)
and the continuous function f : (a, b]T × [0,∞) → R is semipositone, i.e., f (t, y) need not be positive for all t ∈ (a, b]T
and all y ≥ 0. Note that problem (1.1), (1.2) is a generalization to time scales of the problem when T is restricted to R in
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Anuradha, Hai and Shivaji [1], and when T is restricted to Z in Bai and Xu [2]. To see this, let T = qZ for any q > 1 be the
quantum set investigated by Kac and Cheung [3], and set
Dqx(t) = x(t)− x(t/q)
t − t/q and Dqx(t) =
x(qt)− x(t)
qt − t .
Then we can consider the related quantum (q-difference) time scale semipositone problems
Dq
(
pDqy
)
(t)+ λf (t, y(t)) = 0, t ∈ (a, b]q, (1.6)
αy(a)− β (pDqy) (a) = 0, γ y(qb)+ δ (pDqy) (b) = 0, or
αy(a)− β (pDqy) (a) = n∑
i=1
φi
(
pDqy
)
(ti), γ y(qb)+ δ
(
pDqy
)
(b) =
n∑
i=1
ψi
(
pDqy
)
(ti).
The quantum problem (1.6) and the multi-point problem (1.1), (1.3) are not discussed in [1] or [2], and thus our results
related to (1.2) are new for quantum time scales, and the multi-point conditions in (1.3) are new for T = R and T = Z as
well as for general time scales.
For more general information concerning dynamic equations on time scales, introduced by Aulbach and Hilger [4] and
Hilger [5], see the papers by Atici and Guseinov [6] and Boey and Wong [7–9], and the excellent texts by Bohner and
Peterson [10,11]. Throughout this paper we assume a working knowledge of time scales and time scale notation.
Recently there has been growing interest in second-order multi-point boundary value problems on time scales. Bohner
and Luo [12] consider the singular multipoint problem
y∆∇ = f (t, y, y∆)+ e(t), t ∈ (a, b]T,
y∆(a) = 0, yσ (b) =
m−2∑
i=1
aiy(ξi),
while recently Luo [13] considers the singularm-point eigenvalue problem
(py∆)∇(t)+ λf (t, y(t)) = 0, t ∈ (0, 1]T,
y(0) =
m−2∑
i=1
aiy(ξi), γ y(1)+ δ(py∆)(1) =
m−2∑
i=1
bi(py∆)(ξi).
In related papers, Anderson [14] and Anderson and Ma [15] consider the second-order multi-point problem
(
py∇
)∆
(t)− q(t)y(t)+ h(t)f (t, y(t)) = 0, t1 < t < tn,
αy(t1)− βp(t1)y∇(t1) =
n−1∑
i=2
aiy(ti), γ y(tn)+ δp(tn)y∇(tn) =
n−1∑
i=2
biy(ti);
see also DaCunha, Davis and Singh [16], and Peterson, Raffoul, and Tisdell [17]. We note that these papers have boundary
conditions different from (1.2) and (1.3), and they do not consider the semipositone case where the nonlinearity f is allowed
to be negative.
The outline of the paper is as follows. In Section 2 we shall present the Green function associated with the boundary
value problem (1.1), (1.2), as well as some upper and lower bounds on the Green function. The criteria for the existence of
a positive solution of (1.1), (1.2) will be offered in Section 3. To illustrate the results, we include an example in Section 4.
Finally, we extend the technique and results to the multi-point boundary value problem (1.1), (1.3).
2. Preliminaries
We first construct the Green function for the second-order boundary value problem
− (py∆)∇ (t) = u(t), t ∈ (a, b]T, (2.1)
with boundary conditions (1.2). The techniques here are similar to those found in Erbe and Peterson [18] and Atici and
Guseinov [6]. Define the constant d via
d := βγ + αδ + αγ
∫ σ(b)
a
∆τ
p(τ )
. (2.2)
Then we have the following.
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Lemma 2.1. Assume (1.4) and (1.5). Then the nonhomogeneous boundary value problem (2.1), (1.2) has a unique solution y for
which the formula
y(t) =
∫ b
a
G(t, s)u(s)∇s, t ∈ [a, σ (b)]T
holds, where the Green function G(t, s) is given by
G(t, s) = 1
d

(
β + α
∫ s
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
: a ≤ s ≤ t ≤ σ(b),(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
s
∆τ
p(τ )
)
: a ≤ t ≤ s ≤ σ(b),
(2.3)
for all t, s ∈ [a, σ (b)]T, where d is given in (2.2).
Proof. Set y(t) = ∫ ba G(t, s)u(s)∇s. Using (2.3) we then have
y(t) = 1
d
∫ t
a
(
β + α
∫ s
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
u(s)∇s
− 1
d
∫ t
b
(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
s
∆τ
p(τ )
)
u(s)∇s
and (
py∆
)
(t) = −γ
d
∫ t
a
(
β + α
∫ s
a
∆τ
p(τ )
)
u(s)∇s+ α
d
∫ b
t
(
δ + γ
∫ σ(b)
s
∆τ
p(τ )
)
u(s)∇s.
Clearly αy(a)− β (py∆) (a) = 0. Checking the other boundary condition, we have
γ yσ (b)+ δ (py∆) (b) = γ δ
d
∫ σ(b)
b
(
β + α
∫ s
a
∆τ
p(τ )
)
u(s)∇s
− γ
d
∫ σ(b)
b
(
β + α
∫ σ(b)
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
s
∆τ
p(τ )
)
u(s)∇s.
Note that
∫ σ(t)
t h(s)∇s = (σ (t)− t) hσ (t); using this, we see that
γ yσ (b)+ δ (py∆) (b) = [γ δ
d
(
β + α
∫ σ(b)
a
∆τ
p(τ )
)
uσ (b)− γ δ
d
(
β + α
∫ σ(b)
a
∆τ
p(τ )
)
uσ (b)
]
(σ (b)− b)
= 0.
Thus both boundary conditions in (1.2) are satisfied. Lastly, we have(
py∆
)∇
(t) = −γ
d
(
β + α
∫ t
a
∆τ
p(τ )
)
u(t)− α
d
(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
u(t) = −u(t)
using the definition of d in (2.2). The proof is complete. 
Lemma 2.2. Assume (1.4) and (1.5). Then the Green function G(t, s) in (2.3) satisfies
g(t)G(s, s) ≤ G(t, s) ≤ G(s, s), t, s ∈ [a, σ (b)]T,
where g is given by
g(t) = min
t∈[a,σ (b)]T
{
δ + γ ∫ σ(b)t ∆τp(τ )
δ + γ ∫ σ(b)a ∆τp(τ ) ,
β + α ∫ ta ∆τp(τ )
β + α ∫ σ(b)a ∆τp(τ )
}
∈ [0, 1]. (2.4)
Proof. Taking the delta derivative of the Green function with respect to t , we have
G∆t (t, s) = 1
dp(t)

−γ
(
β + α
∫ s
a
∆τ
p(τ )
)
: a ≤ s ≤ t < σ(b),
α
(
δ + γ
∫ σ(b)
s
∆τ
p(τ )
)
: a ≤ t < s ≤ σ(b).
(2.5)
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Clearly G(t, s) is increasing in t on [a, s)T and decreasing in t on [s, σ (b))T. Thus G(t, s) ≤ G(s, s). Now
G(t, s)
G(s, s)
=

δ + γ ∫ σ(b)t ∆τp(τ )
δ + γ ∫ σ(b)s ∆τp(τ ) : s ≤ t,
β + α ∫ ta ∆τp(τ )
β + α ∫ sa ∆τp(τ ) : t ≤ s,
≥

δ + γ ∫ σ(b)t ∆τp(τ )
δ + γ ∫ σ(b)a ∆τp(τ ) : s ≤ t,
β + α ∫ ta ∆τp(τ )
β + α ∫ σ(b)a ∆τp(τ ) : t ≤ s,
≥ g(t)
for all t, s ∈ [a, σ (b)]T. The result follows. 
The following theorem of Krasnosel’skii [19] will be used to prove the main result. Note however that we could easily
adjust our analysis to use another fixed point theorem, such as Guo’s fixed point theorem [20].
Theorem 2.3. Let B = (B, ‖ · ‖) be a Banach space, and let C ⊂ B be a cone in B. AssumeΩ1,Ω2 are bounded open subsets of
B with 0 ∈ Ω1,Ω1 ⊂ Ω2, and let
S : C ∩ (Ω2 \Ω1)→ C
be a continuous and completely continuous operator such that, either
(a) ‖Su‖ ≤ ‖u‖, u ∈ C ∩ ∂Ω1, and ‖Su‖ ≥ ‖u‖, u ∈ C ∩ ∂Ω2, or
(b) ‖Su‖ ≥ ‖u‖, u ∈ C ∩ ∂Ω1, and ‖Su‖ ≤ ‖u‖, u ∈ C ∩ ∂Ω2.
Then S has a fixed point in C ∩ (Ω2 \Ω1).
3. Existence results
We are now ready to establish the existence of at least one positive solution for the boundary value problem (1.1), (1.2)
satisfying (1.4) and (1.5). To begin, we list the conditions which we shall use later as follows:
(C1) f : (a, b]T × [0,∞)→ R is continuous;
(C2) there exist t1, t2 ∈ (a, b)T such that
lim
y→∞
f (t, y)
y
= ∞
uniformly on [t1, t2]T;
(C3) there existsM > 0 such that f (t, y) ≥ −M for all t ∈ (a, b]T and all y ≥ 0.
We remark that (C2) is a superlinear type of condition, whereas (C3) allows f (t, y) to be semipositone. The next lemma
is needed in the derivation of the main result.
Lemma 3.1. Let y1 be the unique positive solution of the boundary value problem
− (py∆)∇ (t) = 1, t ∈ (a, b]T, (3.1)
with boundary conditions (1.2). Then,
y1(t) ≤ L · g(t), t ∈ [a, σ (b)]T, (3.2)
where g is given in (2.4) and
L = b− a
d
(
β + α
∫ σ(b)
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
a
∆τ
p(τ )
)
. (3.3)
Proof. Using the expression of the Green function in (2.3), we have for t ∈ [a, σ (b)]T,
y1(t) =
∫ b
a
G(t, s)∇s
= 1
d
∫ t
a
(
β + α
∫ s
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
∇s+ 1
d
∫ b
t
(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
s
∆τ
p(τ )
)
∇s
≤ 1
d
∫ t
a
(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
∇s+ 1
d
∫ b
t
(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
∇s
= 1
d
∫ b
a
(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
∇s
≤ 1
d
(
β + α
∫ σ(b)
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
a
∆τ
p(τ )
)
g(t)
(∫ b
a
∇s
)
.
Since
∫ b
a ∇s = b− a, the conclusion is immediate. 
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We shall now apply Theorem 2.3 to obtain ourmain result. Let the Banach space B = C[a, σ (b)]T be equippedwith norm
‖u‖ = sup
t∈[a,σ (b)]T
|u(t)|.
Define a cone C ⊂ B as
C := {u ∈ B | u(t) ≥ g(t)‖u‖ for t ∈ [a, σ (b)]T} . (3.4)
Theorem 3.2. Let (C1)–(C3) be satisfied and let r be a given positive real number. If
0 < λ ≤ min
{
r
kr‖y1‖ ,
r
LM
}
, (3.5)
where
kr = sup
t∈(a,b]T,0≤y≤r
f (t, y)+M, (3.6)
then the boundary value problem (1.1), (1.2) has a positive solution y∗.
Proof. Let x(t) = λMy1(t), where y1 is the unique positive solution of (3.1), (1.2).We shall show that the following boundary
value problem(
pu∆
)∇
(t)+ λF (t, u(t)− x(t)) = 0, t ∈ (a, b]T, (3.7)
αu(a)− β (pu∆) (a) = 0, γ uσ (b)+ δ (pu∆) (b) = 0, (3.8)
where
F(t, z) =
{
f (t, z)+M : z ≥ 0,
f (t, 0)+M : z ≤ 0,
has a positive solution. Thereafterwe shall obtain a positive solution for the boundary value problem (1.1), (1.2). The problem
(3.7), (3.8) is equivalent to the fixed point equation
u(t) = Su(t), t ∈ [a, σ (b)]T,
where the operator S : B→ B is defined by
Su(t) := λ
∫ b
a
G(t, s)F(s, u(s)− x(s))∇s, t ∈ [a, σ (b)]T. (3.9)
We shall prove, by Theorem 2.3, that S has a fixed point in our cone C .
First, since f is continuous, it follows from standard arguments that S is continuous and completely continuous. Next, we
claim that S(C) ⊆ C . Let u ∈ C . Then, by Lemma 2.2 we get for t ∈ [a, σ (b)]T,
Su(t) = λ
∫ b
a
G(t, s)F(s, u(s)− x(s))∇s ≤ λ
∫ b
a
G(s, s)F(s, u(s)− x(s))∇s,
and so
‖Su‖ ≤ λ
∫ b
a
G(s, s)F(s, u(s)− x(s))∇s. (3.10)
Now, using Lemma 2.2 again and (3.10), we obtain for t ∈ [a, σ (b)]T,
Su(t) = λ
∫ b
a
G(t, s)F(s, u(s)− x(s))∇s ≥ λg(t)
∫ b
a
G(s, s)F(s, u(s)− x(s))∇s ≥ g(t)‖Su‖.
This shows that S(C) ⊆ C .
Let Ω1 = {u ∈ B | ‖u‖ < r}. We shall prove that ‖Su‖ ≤ ‖u‖ for u ∈ ∂Ω1 ∩ C . Let u ∈ ∂Ω1 ∩ C . Then, ‖u‖ = r . By
definition, we find for t ∈ [a, σ (b)]T,
Su(t) = λ
∫ b
a
G(t, s)F(s, u(s)− x(s))∇s ≤ λkr
∫ b
a
G(t, s)∇s = λkry1(t) ≤ λkr‖y1‖ ≤ r,
where we have used (3.5) in the last inequality. Therefore, we get ‖Su‖ ≤ r = ‖u‖ for u ∈ ∂Ω1 ∩ C .
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Let K be a positive real number such that
1
2
λK
(
inf
t∈[t1,t2]T
g(t)
)(
sup
t∈[a,σ (b)]T
∫ t2
t1
G(t, s)∇s
)
> 1. (3.11)
In view of (C2), there exists J > 0 such that for all z ≥ J and t ∈ [t1, t2]T,
F(t, z) = f (t, z)+M ≥ Kz. (3.12)
Now, set
R = r +max
{
2λML, 2J
(
inf
t∈[t1,t2]T
g(t)
)−1}
. (3.13)
Let Ω2 = {u ∈ B | ‖u‖ < R}. We shall prove that ‖Su‖ ≥ ‖u‖ for u ∈ ∂Ω2 ∩ C . Let u ∈ ∂Ω2 ∩ C . Then, ‖u‖ = R. Using
Lemma 3.1 and the fact that u ∈ C , we get for t ∈ [a, σ (b)]T,
x(t) = λMy1(t) ≤ λML · g(t) ≤ λML · u(t)R .
This implies for t ∈ [a, σ (b)]T,
u(t)− x(t) ≥
(
1− λML1
R
)
u(t) ≥
(
1− λML1
R
)
Rg(t),
and, noting (3.13), it follows for t ∈ [t1, t2]T that
u(t)− x(t) ≥
(
1− λML1
R
)
R
(
inf
t∈[t1,t2]T
g(t)
)
≥ 1
2
R
(
inf
t∈[t1,t2]T
g(t)
)
≥ J. (3.14)
Hence, by (3.12) and (3.14), we see that for t ∈ [t1, t2]T,
F(t, u(t)− x(t)) ≥ K(u(t)− x(t)) ≥ 1
2
KR
(
inf
t∈[t1,t2]T
g(t)
)
. (3.15)
Applying (3.15) and (3.11), we find
‖Su‖ = λ sup
t∈[a,σ (b)]T
∫ b
a
G(t, s)F(s, u(s)− x(s))∇s
≥ λ sup
t∈[a,σ (b)]T
∫ t2
t1
G(t, s)F(s, u(s)− x(s))∇s
≥ 1
2
λKR
(
inf
t∈[t1,t2]T
g(t)
)
sup
t∈[a,σ (b)]T
∫ t2
t1
G(t, s)∇s
≥ R.
This shows that ‖Su‖ ≥ R = ‖u‖ for u ∈ ∂Ω2 ∩ C .
It now follows from Theorem 2.3 that S has a fixed point u∗ ∈ C with r ≤ ‖u∗‖ ≤ R. Further, using (3.5) and Lemma 3.1,
we get for t ∈ [a, σ (b)]T,
u∗(t) ≥ g(t)‖u∗‖ ≥ r · g(t) ≥ λML · g(t) ≥ λMy1(t) = x(t).
Therefore,
y∗(t) := u∗(t)− x(t) ≥ 0, t ∈ [a, σ (b)]T. (3.16)
We shall prove that y∗ is in fact a positive solution of the boundary value problem (1.1), (1.2). To see this, we have for
t ∈ [a, σ (b)]T,
Su∗(t) = u∗(t),
or
λ
∫ b
a
G(t, s)[f (s, u∗(s)− x(s))+M]∇s = u∗(t),
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which, noting that y1(t) =
∫ b
a G(t, s)∇s, gives
λ
∫ b
a
G(t, s)f (s, u∗(s)− x(s))∇s+ λMy1(t) = u∗(t),
or equivalently
λ
∫ b
a
G(t, s)f (s, u∗(s)− x(s))∇s = u∗(t)− x(t),
and hence
λ
∫ b
a
G(t, s)f (s, y∗(s))∇s = y∗(t).
The proof is complete. 
4. Example
We shall illustrate our results through an example. Consider the boundary value problem (1.1), (1.2) on the time scale
T = {2k}k∈Z ∪ {0}, (4.1)
with
a = 0, b = 1, f (t, y) = (y− p)(y− q)t(1− t), (4.2)
where p, q are fixed real numbers with p < q and q > 0.
Clearly, f fulfills (C1) and (C2) for any t1, t2 ∈ (0, 1)T. We shall obtain the constants M (in (C3)) and kr (in (3.5)). There
are 3 cases to consider.
Case 1: p < 0 and |p| < q.
Let c(t) = t(1− t) and h(y) = (y− p)(y− q). Then, f (t, y) = c(t) · h(y). Clearly,
sup
t∈(0,1]T
c(t) = c
(
1
2
)
= 1
4
and
inf
y≥0 h(y) = h
(
p+ q
2
)
= −1
4
(q− p)2 < 0.
Therefore, we have for all t ∈ (0, 1]T and all y ≥ 0,
f (t, y) ≥ c
(
1
2
)
· h
(
p+ q
2
)
= − 1
16
(q− p)2
and so
M = 1
16
(q− p)2. (4.3)
Next, for a given r > 0, we shall compute
kr = sup
t∈(0,1]T,0≤y≤r
c(t)h(y)+M
=

c
(
1
2
)
· h(r)+M, r > q
c
(
1
2
)
· h(q)+M, 0 < r ≤ q
=
{1
4
(r − p)(r − q)+M, r > q
M, 0 < r ≤ q.
(4.4)
Case 2: p < 0 and |p| ≥ q.
In this case, we find for all t ∈ (0, 1]T and all y ≥ 0,
f (t, y) ≥ c
(
1
2
)
· h(0) = 1
4
pq,
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and so
M = −1
4
pq. (4.5)
The constant kr is the same as in (4.4).
Case 3: p ≥ 0.
Here, we get the constantM as in (4.3). For all t ∈ (0, 1]T and all y ≥ 0, we have
kr = sup
t∈(0,1]T, 0≤y≤r
c(t)h(y)+M
= c
(
1
2
)
max{h(0), h(r)} +M
=

c
(
1
2
)
max{h(0), h(r)} +M, r > q
c
(
1
2
)
h(0)+M, 0 < r ≤ q
=

1
4
max{pq, (r − p)(r − q)} +M, r > q
1
4
pq+M, 0 < r ≤ q.
(4.6)
Hence, applying Theorem 3.2, we see that the boundary value problem (1.1), (1.2), with (4.1), (4.2), has a positive solution
y∗ if
0 < λ ≤ min
{
r
kr‖y1‖ ,
r
LM
}
, (4.7)
whereM and kr for the above 3 cases are given in (4.3)–(4.6), and y1 is the unique positive solution of (3.1), (1.2).
5. Multi-point problem
In this section we extend boundary value problem (1.1), (1.2) to the related multi-point problem(
py∆
)∇
(t)+ λf (t, y(t)) = 0, t ∈ (a, b]T, (5.1)
αy(a)− β (py∆) (a) = n∑
i=1
φi
(
py∆
)
(ti), γ yσ (b)+ δ
(
py∆
)
(b) =
n∑
i=1
ψi
(
py∆
)
(ti), (5.2)
where (1.4) and (1.5) still hold; the points ti ∈ (a, b)T for i ∈ {1, 2, . . . , n} with t1 < t2 < · · · < tn; the scalar constants φi
and ψi are in [0,∞) for i ∈ {1, . . . , n}; and λ ∈ (0,∞).
For the remainder of the paper set
D := d
[
d− α
n∑
i=1
ψi + γ
n∑
i=1
φi
]
. (5.3)
Lemma 5.1. Let u ∈ Cld[a, b]T. If D 6= 0, then the nonhomogeneous dynamic equation (2.1)with boundary conditions (5.2) has
a unique solution ζ for which the formula
ζ (t) =
∫ b
a
G(t, s)u(s)∇s+ A(u)
(
β + α
∫ t
a
∆τ
p(τ )
)
+ B(u)
(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
(5.4)
for t ∈ [a, σ (b)]T holds, where the function G(t, s) is the Green function (2.3), and the functionals A and B are defined by
A(u) := 1
D
∣∣∣∣∣∣∣∣∣
n∑
i=1
ψi
∫ b
a
p(ti)G∆t (ti, s)u(s)∇s γ
n∑
i=1
ψi
n∑
i=1
φi
∫ b
a
p(ti)G∆t (ti, s)u(s)∇s d+ γ
n∑
i=1
φi
∣∣∣∣∣∣∣∣∣ , (5.5)
B(u) := 1
D
∣∣∣∣∣∣∣∣∣
n∑
i=1
ψi
∫ b
a
p(ti)G∆t (ti, s)u(s)∇s −d+ α
n∑
i=1
ψi
n∑
i=1
φi
∫ b
a
p(ti)G∆t (ti, s)u(s)∇s α
n∑
i=1
φi
∣∣∣∣∣∣∣∣∣ . (5.6)
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Proof. If y is a solution of (2.1) with boundary conditions (5.2), then
y(t) =
∫ b
a
G(t, s)u(s)∇s+ A
(
β + α
∫ t
a
∆τ
p(τ )
)
+ B
(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
for some constants A and B. Taking the delta derivative and multiplying by p yields
(py∆)(t) =
∫ b
a
p(t)G∆t (t, s)u(s)∇s+ Aα − Bγ ,
where we have used (2.5). Plugging in boundary points a and bwe see that
−Aα
n∑
i=1
φi + B
(
d+ γ
n∑
i=1
φi
)
=
n∑
i=1
φi
∫ b
a
p(ti)G∆t (ti, s)u(s)∇s
and
A
(
d− α
n∑
i=1
ψi
)
+ Bγ
n∑
i=1
ψi =
n∑
i=1
ψi
∫ b
a
p(ti)G∆t (ti, s)u(s)∇s,
respectively. Solving this system of equations for A and B yields (5.5) and (5.6), respectively. 
Lemma 5.2. Let u ∈ Cld[a, b]T with u ≥ 0. If
D 6= 0, A(u) > 0, and B(u) > 0,
the unique solution ζ as in (5.4) of the time scale boundary value problem (2.1), (5.2) satisfies
g(t)‖ζ‖ ≤ ζ (t) ≤ ‖ζ‖, t ∈ [a, σ (b)]T,
where g is given in (2.4).
Proof. Using (5.4) and Lemma 2.2, we see that
ζ (t) ≤
∫ b
a
G(s, s)u(s)∇s+ A(u)
(
β + α
∫ σ(b)
a
∆τ
p(τ )
)
+ B(u)
(
δ + γ
∫ σ(b)
a
∆τ
p(τ )
)
for all t ∈ [a, σ (b)]T. Moreover, for all t ∈ [a, σ (b)]T, we have
ζ (t) ≥
∫ b
a
g(t)G(s, s)u(s)∇s+ A(u)
(
β + α ∫ ta ∆τp(τ )
β + α ∫ σ(b)a ∆τp(τ )
)(
β + α
∫ σ(b)
a
∆τ
p(τ )
)
+ B(u)
(
δ + γ ∫ σ(b)t ∆τp(τ )
δ + γ ∫ σ(b)a ∆τp(τ )
)(
δ + γ
∫ σ(b)
a
∆τ
p(τ )
)
≥ g(t)
[∫ b
a
G(s, s)u(s)∇s+ A(u)
(
β + α
∫ σ(b)
a
∆τ
p(τ )
)
+ B(u)
(
δ + γ
∫ σ(b)
a
∆τ
p(τ )
)]
≥ g(t)‖ζ‖.
The result follows. 
Lemma 5.3. Assume
D 6= 0, A(1) > 0, B(1) > 0, β > 0, δ > 0.
Let y1 be the unique positive solution of the boundary value problem
− (py∆)∇ (t) = 1, t ∈ (a, b]T, (5.7)
with boundary conditions (5.2). Then,
y1(t) ≤ L · g(t), t ∈ [a, σ (b)]T, (5.8)
where g is given in (2.4) and
L =
(
b− a
d
+ A(1)
δ
+ B(1)
β
)(
β + α
∫ σ(b)
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
a
∆τ
p(τ )
)
. (5.9)
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Proof. Using the expressions in (2.3) and (5.4), we have
y1(t) =
∫ b
a
G(t, s)∇s+ A(1)
(
β + α
∫ t
a
∆τ
p(τ )
)
+ B(1)
(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
= 1
d
∫ t
a
(
β + α
∫ s
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
∇s+ 1
d
∫ b
t
(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
s
∆τ
p(τ )
)
∇s
+ A(1)
(
β + α
∫ t
a
∆τ
p(τ )
)
+ B(1)
(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
≤ 1
d
∫ t
a
(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
∇s+ 1
d
∫ b
t
(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
∇s
+ A(1)
(
β + α
∫ t
a
∆τ
p(τ )
)
+ B(1)
(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
= 1
d
∫ b
a
(
β + α
∫ t
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
∇s+ A(1)
(
β + α
∫ t
a
∆τ
p(τ )
)
+ B(1)
(
δ + γ
∫ σ(b)
t
∆τ
p(τ )
)
≤ 1
d
(
β + α
∫ σ(b)
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
a
∆τ
p(τ )
)
g(t)
(∫ b
a
∇s
)
+ g(t)A(1)
δ
(
β + α
∫ σ(b)
a
∆τ
p(τ )
)(
δ + γ
∫ σ(b)
a
∆τ
p(τ )
)
+ g(t)B(1)
β
(
δ + γ
∫ σ(b)
a
∆τ
p(τ )
)(
β + α
∫ σ(b)
a
∆τ
p(τ )
)
.
Since
∫ b
a ∇s = b− a, the conclusion is immediate. 
Theorem 5.4. Let (C1)–(C3) be satisfied and let r be a given positive real number. Assume
D 6= 0, A(1) > 0, B(1) > 0, β > 0, δ > 0.
If
0 < λ ≤ min
{
r
kr‖y1‖
,
r
LM
}
, (5.10)
where
kr = sup
t∈(a,b]T, 0≤y≤r
f (t, y)+M, (5.11)
then the boundary value problem (5.1), (5.2) has a positive solution y∗.
Proof. The proof is similar to that of Theorem 3.2. 
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