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Abstract
We present an algorithm that—given a set of clauses S saturated under some semantic reﬁnements of the
resolution calculus—automatically constructs a Herbrand model M of S. M is represented by a set of
atoms with equality and disequality constraints interpreted over the ﬁnite tree algebra, hence the problem
of evaluating ﬁrst-order formulae in M is decidable.
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1. Introduction and motivation
Automated model (or counter-example) building is a crucial issue in Automated Deduction and
numerous methods have been proposed for extracting automatically models from satisﬁable sets
of clauses. Of course, since ﬁrst-order logic is undecidable there can be no ‘‘universal’’ model
building procedure. Existing works on the subject restrict either the class of considered formulae
(see for example [8,10]) or the class of models to be constructed: for example numerous systems
for building automatically ﬁnite models of ﬁrst-order theories have been designed [31,34].
Among these approaches, methods based on saturation play a crucial role, in particular because
they can be easily combined with existing provers. Their basic principle can be described as follows.
Assume given a set of clauses S and a (refutationally complete) set of inference rules R
and compute a saturated clause set R1ðSÞ from S. R is usually some complete reﬁnement of the
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resolution calculus, possibly with simpliﬁcation rules, such as demodulation, subsumption, elim-
ination of tautologies, etc. Computation of R1ðSÞ is done by starting from the set S and applying
repeatedly the rules in R until no new clauses can be deduced (in practice R1ðSÞ may be obtained
as the output of an existing prover, in the case in which it terminates without detecting a con-
traction). Then, if R1ðSÞ is ﬁnite, try to extract automatically a model of R1ðSÞ. Obviously, the
last step is the most crucial and diﬃcult part from the model building point of view. No general
algorithm exists, and speciﬁc techniques have to be developed according to the class of clause sets S
and to the calculus R. Several works have been published on this subject, and, so far, saturation-
based methods have been developed (for speciﬁc classes of clause sets) for the following calculi:
hyper-resolution [10], ordered resolution [23,24,32], positive ordered paramodulation [9,25].
Note that extracting models from saturated clause sets may seem useless to some readers (since
saturated clause sets are already known to be consistent due to refutational completeness of the
proof procedure). However, models give much more information about the formula at hand than
just proving its consistency. In particular they allow to illustrate the restrictive role of each hy-
pothesis in the statement of a theorem. They may also allow to detect (and hopefully to correct)
wrong intuitions about formal speciﬁcations (thus allowing for example to correct errors in
programs or in mathematical ‘‘proofs’’). Note that for some applications, the construction of
models of satisﬁable statements is explicitly needed (for example for diagnosis).
In the present paper, we extend the results cited above by providing a saturation-based model
building method for a large class of semantic resolution reﬁnements (strictly including hyper-
resolution). Semantic resolution [30] is a reﬁnement of the resolution rule, based on the use of a
(given) interpretation I . Its basic principle is, roughly speaking, to prevent the application of the
resolution rule between clauses that are all true in I . In this paper, we restrict ourselves to a
particular class of interpretations: we assume that I can be described by ﬁrst-order equational
constraints interpreted in the ﬁnite tree algebra. Those interpretations are called eq-interpretations
(a formal deﬁnition will be given in the paper). The class of semantic resolution reﬁnements we
consider is exactly those reﬁnements where I is an eq-interpretation.
Then, we deﬁne a new class of clause sets that we call non-I -factorizable andwe provide amethod
to extract automaticallymodels from such clause sets S, provided that they are saturated w.r.t. toR,
where R is a semantic reﬁnement based on an eq-interpretation. Simpliﬁcation rules such as sub-
sumption are not used to prune the search space, but condensing [18] is taken into account (we refer
to [19] for examples of clause sets belonging to the class of non-I -factorizable clauses).
Our method may be considered as an extension of the one described in [10]. The main origi-
nality of our approach is twofold. Firstly, we consider a much larger class of interpretations (only
settings were considered in [10]) (informally speaking, a setting is a Herbrand interpretation which
for any predicate symbol P , assigns all ground instances of P ð~xÞ to true, or all ground instances of
Pð~xÞ to false, see [20] for more details). Secondly, the class of considered clauses is signiﬁcantly
extended, since clauses that are not valid in I are not required to be decomposed, i.e., the literals
occurring in a clause in R1ðSÞ not validated by I may share variables. Note that the existence of
decomposed clauses was very crucial in [10] in order to deﬁne the model extraction algorithm.
Indeed, it allows to ‘‘split’’ the problems at hand into two subproblems by decomposing the
clauses (i.e., S [ fX _ Y g is replaced by S [ fXg, or S [ fY g, which is correct only if X ; Y do not
share variables). This feature is also used in [9,25] (actually, splitting is not performed explicitly
because it is proved that both branches lead to a model, thus no backtracking is needed, see also
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Section 3). In this paper, we show how to get rid of this decomposition property (i.e., distinct
literals share no variable), which may be obviously restrictive for practical applications, by taking
advantage of the expressive power of equational constraints.
This result has two important consequences. First, it provides a new way of extracting models
from saturated clause sets. This method may be used as a post-processing step when a theorem
prover (based on semantic resolution) terminates without detecting a contradiction in order to
obtain a model when it is required. The only requirement is that the clause set must be non-I -
factorizable and that the underlying interpretation must be an eq-interpretation. This is obviously
the case if hyperresolution is used, because in this case the underlying interpretation I maps any
atom to false. In this case, I may be described by the trivial equivalence pðx1; . . . ; xnÞ ¼ false iﬀ
true, hence is a very particular case of eq-interpretation (see below for the formal deﬁnition of eq-
interpretations). Second, since the model built by our algorithm is an eq-interpretation, this im-
plies that any non-I -factorizable set of clauses for which semantic resolution terminates has an
eq-model. In particular, any model building method which is complete w.r.t. the class of eq-model
(see for example [4,22]) terminates on such set of clauses.
2. Basic deﬁnitions
In this section, we brieﬂy review the deﬁnitions that are necessary for the understanding of our
work. We slightly adapt some deﬁnitions in order to better suit our purpose. We assume the
reader is familiar with the usual notions in Logic and Automated Deduction (see for example
[12,18,20]) and with resolution-based theorem proving (including semantic resolution [30]).
2.1. Syntax
Let R be a set of function symbols, let X be a set of relational symbols and let V be a set of
variables. We assume that R;X;V share no element. Each symbol f occurring in R or in X is
associated to a natural number, called the arity of f . The set of terms built on the signature R;V is
inductively deﬁned as follows:
• If x is a variable, then x is a term.
• If f is a function symbol of arity n and t1; . . . ; tn are terms then f ðt1; . . . ; tnÞ is a term.
Terms of the form f ðt1; . . . ; tnÞ where n ¼ 0 are to be read as f (constant symbols).
A literal is either of the form pðt1; . . . ; tnÞ where p is a relational symbol of arity n and t1; . . . ; tn
are terms (in this case the literal is said to be positive) or of the form :pðt1; . . . ; tnÞ where
pðt1; . . . ; tnÞ is a positive literal (negative literal). Two literals are said to be complementary iﬀ they
are of the form A;:A. The complement of a literal L is denoted by Lc (i.e., Lc is the literal with the
same atom as L and with opposite sign).
A clause is a ﬁnite set of literals.  denotes the empty clause. A unit clause is a clause containing
exactly one literal. For the sake of clarity, we will often denote a clause as a disjunction, e.g., if
L1; . . . ; Ln are literals, then L1 _    _ Ln denotes the clause fL1; . . . ; Lng. Similarly, if C is a clause
and L is literal, then L _ C will denote the clause C [ fLg.
If C is a clause, then VarðCÞ denotes the set of variables occurring in C.
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In order to simplify notations, we often denote literals (positive or negative) using expressions
such as Lðt1; . . . ; tnÞwhere L denotes either a relational symbol or the negation of a relational symbol.
A substitution r is a function, mapping each variable x to a term xr. As usual, substitutions can
be extended to any expression (term, literal, and clause) using the conditions:
• If f ðt1; . . . ; tnÞ is a term, then f ðt1; . . . ; tnÞr¼def f ðt1r; . . . ; tnrÞ.
• If pðt1; . . . ; tnÞ is a positive literal, then pðt1; . . . ; tnÞr¼def pðt1r; . . . ; tnrÞ.
• If :pðt1; . . . ; tnÞ is a negative literal, then ð:pðt1; . . . ; tnÞÞr¼def:pðt1r; . . . ; tnrÞ.
• If C is a clause, then Cr¼def fLr jL 2 Cg.
The domain of a substitution r is the set of variables x such that xr 6¼ x (it is usually assumed to be
ﬁnite). The composition of two substitutions r and h is denoted by rh (r is applied ﬁrst, then h). A
substitution r is said to be more general than h iﬀ there exists r0 such that h ¼ rr0.
In this paper, a substitution r will often be denoted as a set fxi ! xir j i 2 ½1::ng, where
fx1; . . . ; xng is the domain of r.
Expressions (terms, clauses, etc.) not containing variables are called ground. A substitution r is
said to be ground iﬀ for any x in the domain of r, xr is ground.
Throughout this paper, ¼: denotes a special relational symbol (in inﬁx notation) used to denote
syntactic equality (see Section 4). We use ¼: instead of ¼ as in [3] in order to avoid confusion
between the meta-level and object level. The reader should note that ¼: is diﬀerent from usual
(semantic) equality.
A substitution r is said to be a uniﬁer of a conjunction of equations
Vn
i¼1 ti¼: si iﬀ for all
i 2 ½1::n, tir ¼ sir. A substitution r is a most general uniﬁer (m.g.u.) of a conjunction of equations
P if r is a uniﬁer of P and if r is more general than any uniﬁer of P. It is well known that m.g.u.s
are unique up to renaming. Thus, we write mguðPÞ to denote a (arbitrarily chosen) m.g.u. of P.
As usual,~t denotes a vector of terms. For example f ð~tÞ denotes a term of the form f ðt1; . . . ; tnÞ,
where~t ¼ ðt1; . . . ; tnÞ and ð9~xÞ/ denotes a formula of the form ð9x1; . . . ; xnÞ/ where~x ¼ ðx1; . . . ; xnÞ.
If~t ¼ ðt1; . . . ; tnÞ and~s ¼ ðs1; . . . ; snÞ, we often write~t¼: ~s for the formula
Vn
i¼1 ti¼: si. Similarly, if Lð~tÞ
and L0ð~sÞ are two literals then Lð~tÞ¼: L0ð~sÞ denotes either ? (if L 6¼ L0) or~t¼: ~s.
2.2. Semantics
An interpretation I is a function mapping each relational symbol P of arity n to a set of tuples
of ground terms (all the interpretations we consider are Herbrand interpretations).
An interpretation I validates:
• a ground positive literal pðt1; . . . ; tnÞ iﬀ ðt1; . . . ; tnÞ 2 IðpÞ;
• a ground negative literal :pðt1; . . . ; tnÞ iﬀ ðt1; . . . ; tnÞ 62 IðpÞ;
• a ground clause C iﬀ there exists L 2 C such that I validates L;
• a non-ground clause C iﬀ for all ground substitutions r of domain VarðCÞ, I validates Cr.
We write I  E iﬀ I validates E (in this I is said to be a model of E).
2.3. Resolution
We need to recall some basic deﬁnitions about the resolution calculus (see [29,18] for details).
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First, we deﬁne the usual notions of factoring and condensing.
Deﬁnition 1 (I -factorization). Let I be an interpretation. Let C be a clause of the
form
Wn
i¼1 Lð~tiÞ _ R (with nP 2) such that I 2C and such that h ¼ mguð
Vn
i¼2~t1 ¼~tiÞ. The
clause D ¼ Lð~t1Þh _ Rh is an I -factor of C. The substitution h is called a I -factoring substitution
of C.
In case Rh  R, we say that D is a disconnected I -factor of C. Otherwise, D is called a connected
I -factor of C.
Deﬁnition 2. A clause C is called condensed if there exists no factor of C which is a subclause of C.
If C0 is a condensed factor of C s.t. C0  C then C0 is called a condensation of C. Clearly, con-
densations are unique up to renaming (see [16]). Thus, we denote by CondðCÞ the condensed
normal form of C.
Clearly, a clause C is equivalent to its condensation, i.e., we have
CondðCÞ  C:
As is well known, replacing clauses by their condensed normal form does not aﬀect refutational
completeness (but may improve termination behavior [8]).
The following deﬁnition is adapted from [30]. As it was done in [29], we combine factorization
and (binary) resolution.
Deﬁnition 3 (semantic resolution). Let I be an interpretation.
Let fE1; . . . ;En;Cg be a set of clauses satisfying the following conditions:
• C contains at least n literals L1ð t1!Þ; . . . ; Lnð tn!Þ, i.e., C must be of the form
C ¼
_n
i¼1
Lið ti!Þ _ R:
• For all i 2 ½1::n, Ei is of the form
Ei ¼
_ki
j¼1
Lci ðsij!Þ _ Ri:
• h ¼ mguðVni¼1 Vkij¼1 sij!¼ ti!Þ.
• I 2Eih for 16 i6 n.
• I 2Rh.
The clause
Cond Rh [
[n
i¼1
Rih
 !
is a I -resolvent of fE1; . . . ;En;Cg.
For any set of clauses S, we denote by ResI ðSÞ the set of I -resolvents of (pairwise variables
disjoint copies of) clauses in S.
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We introduce the following resolution operator:
• Res0I ðSÞ ¼ S;
• Resiþ1I ðSÞ ¼ ResIðResiI ðSÞÞ [ ResiI ðSÞ;
• Res1I ðSÞ ¼
S1
i¼1 Res
i
I ðSÞ.
By soundness and refutational completeness of the semantic resolution method (with condensing),
we have
S is unsatisfiable iff  2 Res1I ðSÞ:
We recall the important concept of subsumption:
Deﬁnition 4. A clause C subsumes a clause D (we write C6 subD) iﬀ there exists a substitution r
such that Cr  D. A set S subsumes a set S 0 (S6 subS 0) iﬀ for all clauses D 2 S0, there exists C 2 S
such that C6 subD.
3. Overview of the model building process
Before entering in the technical details, we give a brief informal overview of the model building
process. This section is intended to give a taste of the method and to help the reader to better
understand the technicalities in the proof of Theorem 2. It should also explain why we need to
consider constrained clauses instead of standard clauses (the formal deﬁnition of constrained
clauses will be introduced in Section 4).
We consider a satisﬁable set of clauses S and an interpretation I . We assume that Res1I ðSÞ is
ﬁnite (i.e., semantic resolution terminates on S). Our goal is to deﬁne an algorithm constructing a
modelM of S, or more precisely, constructing a representation of a model ofM (constructing the
model itself is not possible in general since it is a inﬁnite object). The principle of our method is
roughly similar to the one given in [10] for positively decomposed clauses.
If all non-unit clauses in Res1I ðSÞ are either valid in I or subsumed by a unit clause in Res1I ðSÞ,
then we can modify the interpretation I in order to obtain a representation of a model M of S.
This is done in the following way. We interpret an atom A as true (resp. false) if A (resp. :A) is an
instance of a unit clause in Res1I ðSÞ. If both conditions are false, i.e., if neither A nor :A is an
instance of a unit clause in Res1I ðSÞ, then A is simply interpreted in the same way as in I . It can be
shown that M Res1I ðSÞ.
Otherwise, Res1I ðSÞ contains at least one clause C false in I that is non unit. W.l.o.g. we assume
that C is minimal according to 6 sub (i.e., there is no D 2 S such that D6 subC and CisubD). C is
of the form L [ R (for some literal L and for some non empty clause R). Then, we deﬁne a
transformation on Res1I ðSÞ in order to obtain a new set of clauses S0 satisfying the condition above
(i.e., such that any non-unit clauses in Res1I ðSÞ is either valid in I or subsumed by a unit clause in
Res1I ðSÞ) and such that Res1I ðSÞ is a logical consequence of S 0 (thus by the previous construction,
we may obtain a model of Res1I ðSÞ). In [10], the transformation was deﬁned in the following way:
C was assumed to be decomposed, i.e., distinct literals in C do not share variables and the clause C
was simply replaced by a (arbitrarily chosen) literal L in C. This was possible thanks to appro-
priate syntactic criteria, also guaranteeing termination. These criteria impose that any variable
occurring at a depth p in a positive literal also occurs at a depth p0 P p in a negative literal of the
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same clause. This had two important consequences: ﬁrst, the depth of the clauses cannot increase
during the hyperresolution process hence only a finite number of distinct clauses can be generated,
and every positive clause has to be ground hence must be (trivially) decomposed. The reader
should consult [8,10] for details. Note that in [10], only positive clauses were assumed to be de-
composed, due to the fact the underlying interpretation I was the empty interpretation (i.e., the
interpretation mapping any ground atom to false) since hyperresolution was used. In this case, C
must be positive, since I 2C. In our case, C is not always positive, depending on the interpretation
I , but the reasoning is similar. It was proven that this process preserves the satisfiability of
Res1I ðSÞ. Intuitively speaking, this is due to the fact that Res1I ðSÞ is saturated w.r.t. semantic
resolution and factorization. Indeed, if there exists a refutation of Res1I ðSÞ [ fLg, then there must
be a derivation of R from Res1I ðSÞ: it suﬃces to replace the clause L in the refutation by the clause
L _ R. Indeed, since L and R do not share variable, what we obtain is a derivation of a clause of the
form Rr1 _    _ Rrn, where ri are renamings of the variables in R by distinct variables. Thus, by
factorization, we get a clause equivalent to R (modulo renaming). Thus R must occur in Res1I ðSÞ
and C is subsumed, which is impossible by deﬁnition of C. Note that this property does not hold if
L and R share variables. Repeated application of this technique eliminates all non unit clauses
from Res1I ðSÞ, thus allowing to obtain a model of S in ﬁnite time.
Unfortunately, this technique is not applicable if clauses are not decomposed. For example, let
us consider the set
Res1I ðSÞ¼deffpðxÞ _ rðxÞ;:pðxÞ _ :qðxÞg;
[fqðaÞ; rðaÞ; pðbÞ;:rðbÞg:
Assume that I is the empty interpretation (i.e., an interpretation satisfying no atom). Then
pðxÞ _ rðxÞ is not valid in I and non-unit. But Res1I ðSÞ [ fpðxÞg is not satisﬁable. Note that if
pðxÞ _ rðxÞ were replaced by the decomposed clause pðxÞ _ rðyÞ, then the clause rðyÞ would be
deduced from pðxÞ _ rðyÞ, :pðxÞ _ :qðxÞ, and qðaÞ by resolution (by resolving pðxÞ _ rðyÞ and
:pðxÞ _ qðxÞ, we get rðyÞ _ qðxÞ. Then, by resolving rðyÞ _ qðxÞ with :qðaÞ, we obtain rðyÞ.) and
pðxÞ _ rðyÞ would be subsumed by rðyÞ. However, clauses are not decomposed here, hence the
variable x may be instantiated (here it is instantiated by x! a).
In order to safely add the literal pðxÞ, we need to add constraints on x insuring that pðxÞ cannot
be refuted. As we shall see, it is suﬃcient to add constraints ensuring that rðxÞ is not uniﬁable with
a literal in Res1I ðSÞ. The intuitive idea is that if there exists a refutation of S [ fpðxÞrg then there
must be a derivation of rðxÞr from S. This last property is not always true (because pðxÞr may
occur several times in the refutation), but gives the main idea of the proof. Here, we simply add
the constraint x a on the literal pðxÞ. Thus we obtain a constrained clause (the formal deﬁnition
will be given in the next section) denoted as follows: ½pðxÞ :] x a. Intuitively speaking, the
meaning of such a clause is that the atom pðxÞ is true if x is not syntactically equal to a.
In this case, the obtained model may be described by the following set of constrained clauses:
½pðxÞ : x a;:pðxÞ _ :qðxÞ; qðaÞ; rðaÞ; pðbÞ;:rðbÞf g:
Note that pðxÞ _ rðxÞ may be deleted, because any instance of this clause is subsumed either by
½pðxÞ : x a (if x 6¼ a) or by rðaÞ (if x ¼ a).
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This idea can be made purely automatic. However, it requires to consider constrained
clauses (i.e., clauses with equational constraint attached to them) instead of standard clauses.
In some cases, it could be possible to get rid of such constraints, by replacing negative
constraints by positive ones. For instance, in the last example, the Herbrand universe is fa; bg
hence the formula ð8xÞðx¼: aÞ _ ðx¼: bÞ holds. Therefore, the constraint x a may be replaced
by x¼: b (since we have a 6¼ b). Thus, the constrained clause ½pðxÞ : x a may be replaced by
½pðxÞ : x¼: b hence by pðbÞ. But this process cannot be used in a systematic way: indeed, as
soon as Res1I ðSÞ contains non-linear terms, one may generate disequations between variables,
that cannot be eliminated (except of course if the Herbrand universe is ﬁnite). For example,
½pðx; yÞ : x y cannot be expressed by a ﬁnite set of clauses (see [5,7,17] for more details about
this problem).
These remarks loosely introduce the basic principle of our algorithm and explain why we need
to consider constrained clauses instead of clauses. Notice that as in [3] constraints do not belong
to the initial set of clauses, but are automatically introduced into the clauses by the method. The
following section contains all the necessary deﬁnitions. Then, in Section 5, we shall give a formal
and complete description of the model building process, together with the corresponding cor-
rectness and termination proofs.
4. Constrained clausal logic
In this section, we recall some deﬁnitions and notions concerning constrained clausal logic (see
[3–5,7] for more details). We only recall here the results and deﬁnitions that are necessary for the
understanding of our work. Moreover, we give no proof. The interested reader should refer to the
above papers for additional explanations.
We start by recalling some basic deﬁnitions about equational constraints.
Deﬁnition 5. The set of first-order formulae is inductively deﬁned as follows:
• > and ? are equational formulae (they denote true and false, respectively).
• If t1; . . . ; tn are terms and p is a relational symbol of arity n then pðt1; . . . ; tnÞ is a ﬁrst-order for-
mula.
• If t and s are terms then t¼: s is a an equational formula.
• If / is an equational formula then :/ is an equational formula.
• If /;w are equational formulae then ð/ _ wÞ; ð/ ^ wÞ are equational formulae.
• If / is an equational formula and x is a variable, then ð8xÞ/ and ð9xÞ/ are equational formulae.
Formulae of the form >, ?, pðt1; . . . ; tnÞ, and t¼: s are said to be atomic.
A ﬁrst-order formula / is said to be an equational formula iﬀ all atomic formulae occurring in /
are of the form >, ?, or t¼: s.
In the following, ﬁrst-order formulae (and in particular equational formulae) will be denoted by
Greek letters: /;w; v; n; . . . A variable is said to be free in a formula / iﬀ one of the following
condition holds:
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• / ¼ pðt1; . . . ; tnÞ and x occurs in t1; . . . ; tn.
• / ¼ ðt¼: sÞ and x occurs in t or in s.
• / ¼ ðwHw0Þ, where H 2 f_;^g and x is free in w or in w0.
• / ¼ :w and x is free in w.
• / ¼ ð9yÞw or / ¼ ð8yÞw and x is free in w and x 6¼ y.
The set of variables that are free in a formula / is denoted by Varð/Þ.
Deﬁnition 6. The application of a substitution r to an equational formula / is inductively deﬁned
as follows:
• ðt¼: sÞr¼def ðtr¼: srÞ.
• ð:/Þr¼def:ð/rÞ.
• ð/HwÞr¼def ð/rHwrÞ.
• ½ðQxÞ/r¼def ðQxÞð/r0Þ, where yr0 ¼ yr if y 6¼ x and yr ¼ y if y ¼ x.
Let / be a ﬁrst-order formula. Let r be a ground substitution such that any free variable in /
occurs in the domain of r. Let I be an interpretation. r is said to be a solution of / in I iﬀ one of
the following conditions holds:
• / ¼ pðt1; . . . ; tnÞ and I  pðt1; . . . ; tnÞr.
• / ¼ ðt¼: sÞ and tr ¼ sr, i.e., tr and sr are syntactically identical. Notice that this is not usual
equality, since terms are uninterpreted. For example the formula f ðaÞ¼: gðaÞ is false regardless
of the interpretation of a; f ; g as soon as f and g denotes distinct symbols (see for example [5]
for details).
• / ¼ >.
• / ¼ ð:wÞ and r is not a solution of w.
• / ¼ ðw _ w0Þ and r is a solution of w or of w0.
• / ¼ ðw ^ w0Þ and r is a solution of w and w0.
• / ¼ ð8xÞw and for all terms t, fx! tgr is a solution of w.
• / ¼ ð9xÞw and there exists a term t such that fx! tgr is a solution of w.
We write I  /r if r is a solution of / in I . Note that if / is equational, then the set of solutions
of / is independent of I . Consequently, the set of solutions of an equational formula / is simply
denoted by Sð/Þ.
Note that ¼: is not the standard equality predicate, since it is interpreted as syntactic equality
on the Herbrand universe (t s holds if t; s are distinct ground terms).
Example 1.
/ ¼ ð9y; zÞðx¼: f ðy; zÞ ^ y z ^ ð8uÞz gðuÞÞ
is an equational formula. The substitution r : fx! f ðgðaÞ; aÞg is a solution of /.
Note that r0 : fx! f ða; aÞg and r00 : fx! f ða; gðaÞÞg are not solutions of /, because in the ﬁrst
case, we have a ¼ a (thus the conditions x¼: f ðy; zÞ and y z cannot hold) and in the second case,
gðaÞ is an instance of gðuÞ.
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It is well known that the problem of checking whether an equational formula / has solutions or
not is decidable [5] though non-elementary [33]. Thus, in the sequel, we assume an algorithm is
given that, for any formula /, decides whether / has solutions or not. We make no particular
assumption about this algorithm, i.e., we use it as a ‘‘black box’’.
At ﬁrst glance, the high complexity of equational formulae may seem to render them useless as
a model representation tool. Fortunately the non-elementary complexity is only a upper bound,
and there are many cases for which the evaluation of equational formula is actually much easier.
For example prenex formulae of the form ð8!Þð9!ÞM are ‘‘only’’ NP-complete [28] and there are
some cases in which equational formulae are of polynomial complexity [6] (for example if the
formula contains no disequation in conjunctions). From a practical point of view, experiments
seem to show that most evaluation problems arising in practice may be solved in reasonable time.
In [21] a system for solving equational formulae is described. This software is freely available on
the WEB: see ‘‘www-leibniz.imag.fr/ATINF/Nicolas.Peltier/ECS/ECS-ENG.html’’ for details.
Deﬁnition 7. A constrained clause (or c-clause for short) is a pair ½C : / such that C is a clause
(in the standard sense) and / an equational formula. A c-clause ½C : / is validated by an in-
terpretation I iﬀ for all substitutions r 2 Sð/Þ, Cr is validated by I . This is denoted by
I  ½C : /.
Example 2. Here are four examples of c-clauses:
Note that c-clauses 1 and 2 are equivalent to the clauses pðxÞ _ :pðf ðxÞÞ and qðx; gðx; zÞÞ_
:qðgðx; zÞ; xÞ, respectively. In contrast, clause 3 cannot be expressed by a ﬁnite number of stan-
dard clauses (if the Herbrand universe is inﬁnite). It is equivalent to the infinite set of ground
clauses
qðt; sÞ _ :qðs; tÞ j tf 6¼ sg:
Clause 4 is actually a tautology because the constraint x¼: f ðxÞ has no solution. Indeed, we have
Sðx¼: f ðxÞÞ ¼ ; thus—according to Deﬁnition 7—I  ½rðxÞ : x¼: f ðxÞ for all I .
Remark 1. If / ¼ >, then ½C : / is true in an interpretation I iﬀ for all ground substitutions r, we
have I  Cr, thus iﬀ I  C. Therefore, a clause C may be seen as an abbreviation for a c-clause
of the form ½C : >.
Note that clauses with unsatisﬁable constraints are always true, hence can be ignored (they are
tautologies).
According to Deﬁnition 7, a c-clause is unsatisﬁable iﬀ its clausal part is empty and if its
constraint part has a solution. Such c-clauses are called empty and are denoted by the symbol 
( is unique up to equivalence).
A c-literal is a pair of the form ½L : / where L is a literal and / an equational formula.
1 ½pðxÞ _ :pðf ðyÞÞ : x¼: y
2 ½qðx; yÞ _ :qðy; xÞ : ð9zÞy¼: gðx; zÞ
3 ½qðx; yÞ _ :qðy; xÞ : x y
4 ½rðxÞ : x¼: f ðxÞ
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A c-clause is said to be unit iﬀ its clausal part is unit. If S is a set of c-clauses, then we denote by
UnitðSÞ the set of unit c-clauses occurring in S.
If ½C : / is a c-clause and r a substitution, then ½C : /r¼def ½Cr : /r.
Remark 2.Note that a c-clause ½C : /may be seen as the representation of a set of ground clauses
fCr jr 2 Sð/Þg.
Deﬁnition 8. We write ½C : / v ½D : w iﬀ for all r 2 Sð/Þ, there exists h 2 SðwÞ such that
Dh  Cr.  denotes as usual set inclusion between ground clauses. A c-clause C is said to be an
instance of a c-clause D iﬀ C v D. If C v D and D v C then C and D are equivalent.
Note that the above relations are decidable due to the decidability of the validity problem for
equational formulae. More formally, we have the following:
Lemma 1. There exists an algorithm for checking whether ½C : / v ½D : w (where ½C : /; ½D : w
are c-clauses).
Proof 1. Let C ¼ ½fLið~tiÞ j i 2 ½1::ng : / and D ¼ ½fL0jð~sjÞ j j 2 ½1::mg : w. Let ~x and ~y be the
vectors of variables occurring in C;D, respectively. Let Gnm be the set of functions c from ½1::m to
½1::n such that L0j ¼ LcðjÞ. We denote by FðC;DÞ the following formula:
ð8~xÞ :/ _ ð9~yÞðw ^
_
c2Gnm
m^
i¼1
~sj¼: ~tcðjÞÞ
" #
:
It is clear that ½C : / v ½D : w iff FðC;DÞ is valid. Moreover, this last condition is decidable [5]. 
An eq-interpretation (see for example [3,4]) is a Herbrand interpretation that can be represented
by equational formulae. More formally, an interpretation I is said to be a eq-interpretation iﬀ
there exists a function !I mapping each relational symbol P of arity n to an equational formula
!I ðP Þ of free variables ðx1; . . . ; xnÞ satisfying the following condition:
I  pðt1; . . . ; tnÞ () fx1 ! t1; . . . xn ! tng 2 Sð!IðPÞÞ:
We note !I  !J iﬀ for all predicate symbols p, !I ðpÞ  !J ðpÞ.
Example 3. Here is an example of an eq-interpretation I (on the set of predicate symbols p; q; r of
arity 1,2,1, respectively):
• !IðpÞ ¼ ð9yÞx1¼: f ðyÞ.
• !IðqÞ ¼ ðx1 x2Þ.
• !IðrÞ ¼ ð9yÞðx2¼: f ðyÞ ^ y x1Þ.
The ﬁrst line, for example, means that pðx1Þ is true in I iﬀ there exists a term y such that x1 ¼ f ðyÞ.
The atoms
pðf ðaÞÞ; qða; bÞ; rða; f ðbÞÞ; rðb; f ðaÞÞ
are true in I . The atoms
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pðaÞ; qða; aÞ; rða; aÞ; rða; f ðaÞÞ
are false in I .
Remark 3. Eq-interpretations are inﬁnite in general, since their domain is the Herbrand universe
(i.e., the set of all terms). In this paper, we show how to construct automatically—in some cases—
eq-interpretations satisfying some sets of clauses. But, as already observed in [10], speaking of
algorithms constructing interpretations (and/or models) is of course an abuse of language: what a
computer program can build is only a particular representation of an interpretation. In case the
interpretation is ﬁnite, this is not problematic, since the interpretation can be denoted explicitly,
for example by giving its truth table. In our case, however, since the interpretations we build are
inﬁnite, they cannot be explicitly denoted. Consequently we must provide a convenient way of
representing them.
Fortunately, there is a very natural way of representing eq-interpretations, which is directly
suggested by the above deﬁnition: it suﬃces to denote any interpretation I by the corresponding
function !I . Note that !I maps predicate symbols to ﬁrst-order equational formulae, hence is a
finite object, which can be easily manipulated by a computer. As we shall see, providing the
function !I is suﬃcient to evaluate any ﬁrst-order formula into the interpretation I . Thus !I may
be seen has a convenient way of representing I .
Following lemma shows that an eq-interpretation I is isomorphic to the corresponding func-
tion !I .
Lemma 2. Let I ;J be two eq-interpretations. I ¼ J iff !I  !J .
Proof 2. (1) Assume that for all predicate symbols p, we have !I ðpÞ  !J ðpÞ.
Let pðt1; . . . ; tnÞ be a ground atom. We have
I  pðt1; . . . ; tnÞ () fxi ! ti j i 2 ½1::ng 2 Sð!I ðpÞÞ
and
J  pðt1; . . . ; tnÞ () fxi ! ti j i 2 ½1::ng 2 Sð!J ðpÞÞ:
Since !I ðpÞ  !J ðpÞ, we have Sð!IðpÞÞ ¼ Sð!J ðpÞÞ, thus I  pðt1; . . . ; tnÞ iﬀ J  pðt1; . . . ; tnÞ.
Therefore I ¼ J .
(2) Conversely if I ¼ J , we show in a similar way that Sð!I ðpÞÞ ¼ Sð!J ðpÞÞ. Therefore !I and
!J are identical up to equivalence.
In the following, we identify eq-interpretations I with the operator !I . In particular, we always
assume that the function !I is provided with any eq-interpretation I and that any algorithm
intended to construct an eq-interpretation I actually returns the corresponding operator !I . 
An interpretation I is said to be an eq-model of S iﬀ I  S and I is an eq-interpretation.
A key property of eq-interpretations is the following:
Theorem 1. Let I be an eq-interpretation. Let F be a first-order formula of free variables x1; . . . ; xn.
There exists a first-order formula UþI ðFÞ of free variables x1; . . . ; xn such that, for any substitution r
of domain fx1; . . . ; xng, we have
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I  Fr () r 2 SðUþI ðFÞÞ:
Proof 3. See [4]. In order to be self-contained, we include the algorithm computing UþI ðFÞ from
!I and F (the reader should consult [4] for additional examples and explanations).
Let M be a partial eq-interpretation and F a formula.
UþMðFÞ and U(MðFÞ are equational formulae deﬁned as follows:
• If F is of the form pð~tÞ, then
UþMðFÞ¼def ð9~xÞ~t¼: ~x ^ !MðpÞ;
U(MðFÞ¼def ð9~xÞ~t¼: ~x ^ :!MðpÞ;
where~x are the free variables in !MðpÞ. UþMðpð~tÞÞ formalizes the idea that pð~tÞ is evaluated to true
(resp. false) on ground terms~tg such that~tg 2 MðP Þ (resp.~tg 62 MðpÞ).
• If F is of the form F 1 _ F 2:
UþMðFÞ¼def UþMðF 1Þ _ UþMðF 2Þ;
U(MðFÞ¼def U(MðF 1Þ ^ U(MðF 2Þ:
• If F is of the form F 1 ^ F 2:
UþMðFÞ¼def UþMðF 1Þ ^ UþMðF 2Þ;
U(MðFÞ¼def U(MðF 1Þ _ U(MðF 2Þ:
• If F is of the form ð9xÞF 1:
UþMðFÞ¼def ð9xÞUþMðF 1Þ;
U(MðFÞ¼def ð8xÞU(MðF 1Þ:
• If F is of the form ð8xÞF 1:
UþMðFÞ¼def ð8xÞUþMðF 1Þ;
U(MðFÞ¼def ð9xÞU(MðF 1Þ:
• If F is of the form :F 1:
UþMðFÞ¼def U(MðF 1Þ;
U(MðFÞ¼def UþMðF 1Þ: 
The reader should note that the formula UþI ðFÞ is unique up to equivalence. Moreover, the last
theorem implies that the evaluation problem is decidable for eq-interpretations.
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Remark 4. The function UþI can be extended to clauses in a straightforward way, simply by re-
placing sets of literals by disjunction.
Remark 5. Note that not any satisﬁable ﬁrst-order formula has an eq-model (see for instance
Examples 12 and 13). However, several decidable classes of formulae admits eq-models: for
example any formula having an interpretation representable by ﬁnite sets of atoms (possible
non-ground) has an eq-model. This is the case for the Bernays–Sch€onﬁnkel class (prenex for-
mula with preﬁx 9!8!), for the classes PVD and KPOD [19], OCC1N [8,11], for several classes
coming from translation from modal propositional logics into ﬁrst-order classical logic (for
instance the class GF ( [13,15]), or for the recent class BU [14]. Of course, our method applies to
all these classes. Note that the existence of an eq-model is not a prerequisite of our method: in
contrast, our results guarantee that such a model exists for certain saturated sets of clauses (see
Theorem 2).
We now deﬁne a constrained semantic resolution calculus (adapted from the one originally
deﬁned in [2]). The following deﬁnition may be seen as an extension of Deﬁnition 3 to clauses with
constraints.
Deﬁnition 9 (semantic c-resolution). Let I be an eq-interpretation.
Let fE1; . . . ;En;Cg be a set of c-clauses satisfying the following conditions:
• C is of the form
C ¼
_n
i¼1
Lið ti!Þ _ R : w
" #
:
• For all i 2 ½1::n, Ei of the form
Ei ¼
_ki
j¼1
Lci ðsij!Þ _ Ri : /i
" #
:
• The equational formula v¼defw ^Vni¼1ð/i ^Vkij¼1 sij¼: ti ^ :UþI ðEiÞÞ ^ :UþI ðRÞ must have at least
one solution.
The c-clause
R _
_n
i¼1
Ri : w ^
n^
i¼1
/i ^
k^i
j¼1
sij¼: ti
 !" #
is a c-I -resolvent of fE1; . . . ;En;Cg.
For any set of clauses S, we denote by CResI ðSÞ the set of c-I -resolvents of (pairwise variables
disjoint copies of) c-clauses in S.
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We introduce the following c-resolution operator:
• CRes0I ðSÞ ¼ S.
• CResiþ1I ðSÞ ¼ CResI ðCResiI ðSÞÞ [ CResiI ðSÞ.
• CRes1I ðSÞ ¼
S1
i¼1 CRes
i
I ðSÞ.
Note that CRes1I is a purely deductive operator: it does not take into account simpliﬁcation rules
such as deletion of tautologies or subsumption.
Note that the deﬁnition of the c-I -resolution rule is very similar to the one of the standard se-
mantic resolution rule, except that the use of uniﬁcation (between the terms ti and sij) is replaced by
adding of the corresponding equation ti¼: si into the constraint part of the resolvent. The conditions
:UþI ðEiÞ and :UþI ðRÞ express that Ei and R must be false in I (which is a necessary condition for
applying the semantic resolution rule). The reader should notice that these conditions are not
necessary for soundness (the rule remains sound iﬀ the conditions :UþI ð. . .Þ are replaced by> in the
above deﬁnition). From a practical point of view, this has the advantage of allowing us to discard
these conditions (or some part of it) if they are to diﬃcult to solve (due to the high complexity of the
constraint solving process). However, these conditions strengthen the constraints on the variables
occurring in the clauses, thus discarding some instances and may help to prune the search space.
Lemma 3. Let I be an interpretation. C-I -resolution is sound and refutationally complete.
Proof 4. See [2]. 
We now introduce the following lemma, that will be used on many occasions in the sequel.
Lemma 4. Let S ¼ f½C1 : /1 ^ w1; . . . ; ½Cn : /n ^ wng be a set of c-clauses and let ½R : v 2
CRes1I ðSÞ.
By definition, v must be of the form j ^Vqi¼1 wkiri, where ð8i 2 ½1::qÞki 2 ½1::n and the ri are
variable-disjoint renamings of ½Ci : /i.
Let S0 ¼ f½C1 _ R1 : /1 ^ w01; . . . ; ½Cn _ Rn : /n ^ w0ng be a set of c-clauses such that 8i6 n;UþI ð½Ri :
/i ^ w0iÞ ¼? and j ^
Vq
i¼1 w
0
ki
rki has a solution. Note that the first condition implies that the c-clauses
½Ri : /i ^ w0i (i 2 ½1::n) are false in I , i.e., that for any solution r 2 Sð/i ^ w0iÞ we have I 2Rir.
Then, there exists in CRes1I ðS 0Þ a clause of the form
Rk1r1 _    _ Rknrn _ R : j ^
q^
i¼1
w0kirki
" #
:
Proof 5. ½R : v is deduced from S by m applications of the resolution rule. The proof is by in-
duction on m.
• Base case: m ¼ 0. In this case, we must have ½R : v 2 S. Thus, the proof is immediate.
• Inductive case: mP 1. Assume that the property holds for all natural numbers strictly smaller
than m. We consider the ﬁrst step in the derivation.
W.l.o.g. we assume that a clause C : ½R0 : c is deduced by c-I -resolution from a set of c-clauses
f½Cki : /ki ^ wki  j i 2 ½1::q0g and q06 q.
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By deﬁnition, c must be of the form a ^Vq0i¼1 wkirki where a is the uniﬁcation condition. a must
occur in the conjunction j, i.e., j ¼ a ^ b. Since 8i6 n;UþI ð½Ri : /i ^ w0iÞ ¼? and j ^
Vq
i¼1 w
0
ki
ri
has a solution, there exists an I -c-resolvent ½R0 _Wq0i¼1 Rkirki : a ^Vq0i¼1 w0ki  of f½Ci _ Ri : /i^
w0i j j 2 ½1::q0; i ¼ kjg.
Then, ½R : v is obtained from S [ f½R0 : cg by m( 1 applications of the c-I -resolution rule. By
induction hypothesis, a c-clause of the form
Rkq0þ1 _    _ Rkq _
_q0
i¼1
Rki _ R : n
2
4
3
5;
where
n ¼ b ^ a ^
q^
i¼q0þ1
w0ki ^
q^0
i¼1
w0ki
may be derived from
R0 _
_q0
i¼1
Rki : a ^
q^0
i¼1
w0ki
2
4
3
5
8<
:
9=
; [ Ci _ Ri : /i ^ w0i
h i
j i
n
> q0
o
:
Since ½R0 _Wq0i¼1 Rki : a ^Vq0i¼1 w0ki  can be derived from f½Cki : /ki ^ wki  j i 2 ½1::q0g, this means that
_n
i¼1
Ri _ R : a ^ b ^
n^
i¼1
w0i
" #
2 CRes1I ðS 0Þ:
Moreover, we have j ¼ a ^ b. 
We introduce some further notation: if S is a set of c-clauses and L a c-literal, ccðS;L;RÞ denotes
the set of c-clauses ½C : / in S such that any c-literal occurring in C is an instance of L and such
that ½ : / is deductible from S [ ½R : /. More formally:
Deﬁnition 10. Let S be a set of c-clauses. Let ½L : / be a c-literal and let R be a clause. We denote
by ccðS; ½L : /;RÞ the set of c-clauses ½C : w 2 S such that:
• For any L0 2 C we have ½L0 : / v ½L : /.
• ½ : w 2 CRes1I ðS [ f½R : wgÞ.
• C ¼ Lr1 _    _ Lrn, where ri are disjoint renaming of L.
The following lemma states an easy consequence of Lemma 4. It deserves to be mentioned,
because it will be of special use in the following.
Lemma 5. Let I be an eq-interpretation. Let S be a set of clauses. Let ½C _ L : / be a c-clause in S
such that I 2 ½L : /. Let S [ ½C : / be unsatisfiable then ccðS; ½L : /;CÞ is non-empty.
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Proof 6. Since S [ ½C : / is unsatisﬁable, so is the set of c-clauses S 0 ¼ S n f½C _ L : /g[ f½C : /g
(this is immediate since ½C _ L : / is a logical consequence of ½C : /). Thus there exists a clause
½ : w 2 CRes1I ðS0Þ such that w is satisﬁable.
Then, we simply apply Lemma 4, with the following parameters:
• wi ¼ w0i ¼ true for all i 2 ½1::n.
• C1 ¼ C, /1 ¼ /.
• f½C2 : /2; . . . ; ½Cn : /ng is the set of c-clauses occurring in S n f½C _ L : /g.
• R1 ¼ L, Ri ¼  if i 2 ½2::n.
• R ¼ , v ¼ w.
Then we have, by deﬁnition:
• S0 ¼ f½C1 : /1 ^ w1; . . . ; ½Cn : /n ^ wng.
• ½R : v 2 CRes1I ðSÞ.
• S ¼ f½C1 _ R1 : /1 ^ w01; . . . ; ½Cn _ Rn : /n ^ w0ng.
• 8i6 n;UþI ð½Ri : /i ^ w0iÞ ¼? (this is immediate because I 2 ½L : /, thus UþI ð½R1 : /1 ^ w01Þ ¼
UþI ð½L : /Þ ¼? and Ri ¼? if i > 1).
Applying Lemma 4, we deduce that there exists in CRes1I ðSÞ a clause of the form
C0 ¼ Rk1r1 _    _ Rknrn _ R : j ^
q^
i¼1
w0kirki
" #
;
where SðjÞ 2 Sð/riÞ for 16 i6 n. v ¼ j ^
Vq
i¼1 wkiri  j.
Since Rki ¼  if ki 6¼ 1 and since wi ¼ > for all i 2 ½1::n, it is clear that any c-literal in C0 must
be of the form ½Lri : j where SðjÞ  Sð/riÞ for some i 2 ½1::n (note that C0 may be empty).
Moreover, we have
 : j½    : /½  2 CRes1I ðS [ C : /½ Þ: 
Example 4. Let I be the empty interpretation. Let S ¼
Clearly, the empty clause is derivable from S:
Now consider the clause set S 0 ¼
1 :pðxÞ
2 pðaÞ _ pðbÞ _ qðbÞ
3 :qðbÞ
1 :pðxÞ _ rðxÞ
2 pðaÞ _ pðbÞ _ qðbÞ
3 :qðbÞ
4 pðbÞ _ qðbÞ resolution 1,2
5 qðbÞ resolution 4,1
6  resolution 5,3
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S0 is almost identical to S, except that a literal rðxÞ is added to the ﬁrst clause. Following the proof
of Lemma 4, we reconstruct the derivation leading from S to the empty clause, but we now start
from S 0 instead of S. We obtain:
We obtain a clause rðaÞ _ rðbÞ only containing instances of rðxÞ. Notice that this clause is
equivalent to the clause ½rðxÞ _ rðyÞ : x¼: a ^ y¼: b.
5. Semantic resolution and model building
The next deﬁnition formalizes the notion of saturated set. Intuitively speaking, a set of clauses S
is said to be I -saturated, iﬀ the condensed normal form of any clause that can be derived from S
by the I -resolution rule belongs to S.
Deﬁnition 11. Let I be an eq-interpretation. A set of clauses S is said to be I -saturated iﬀ the
following condition holds: for all C 2 Res1I ðSÞ, we have
CondðCÞ 2 S:
We now deﬁne the notion of I -factorizable clause set.
Deﬁnition 12. Let S be a set of clauses and let I be an interpretation.
A set of clauses S is said to be non-I -factorizable iﬀ for any clause C in S, C does not have any
connected I -factor.
We give examples of I -factorizable and non I -factorizable clause sets.
Example 5. Let I be the empty interpretation (i.e., the interpretation mapping each relational
symbol to the empty set). The clause set:
is non-I -factorizable.
Indeed:
• Clause 1 does not have any factoring substitution (since :pðx; yÞ and :pðy; xÞ are both valid in
I ).
• Clause 2 has only one factoring substitution: r ¼ fx! a; y ! bg. Moreover, we have
ðrða; bÞ _ rðx; yÞÞr ¼ rða; bÞ  rða; bÞ _ rðx; yÞ
1 :pðx; yÞ _ :pðy; xÞ
2 pða; bÞ _ pðx; bÞ _ pða; yÞ _ rða; bÞ _ rðx; yÞ
3 qðxÞ _ qðf ðyÞÞ _ pðx; yÞ _ pðf ðyÞ; yÞ
4 rðx; y; uÞ _ rðy; x; uÞ _ qðuÞ
4 pðbÞ _ qðbÞ _ rðaÞ resolution 1,2
5 qðbÞ _ rðaÞ _ rðbÞ resolution 4,1
6 rðaÞ _ rðbÞ resolution 5,3
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and
ðpðx; bÞ _ pða; yÞÞr ¼ pða; bÞ:
• Clause 3 has only one factoring substitution h ¼ fx! f ðyÞg. Moreover we have
qðxÞh ¼ qðf ðyÞÞ and pðx; yÞh ¼ pðf ðyÞ; yÞ.
• Clause 4 has only one factoring substitution: c ¼ fx! yg (or equivalently fy ! xg) and
qðuÞc ¼ qðuÞ.
On the other hand, the clause set
fpðx; yÞ _ pðy; xÞ _ rðx; yÞg
is I -factorizable, since rðx; yÞfx! yg ¼ rðx; xÞ 6¼ rðx; yÞ.
Some particular case deserves to be mentioned: if the clauses are Krom (a clause is Krom iﬀ it
contains only two literals) or decomposed (a clause is said to be decomposed iﬀ distinct literals
that are not valid in the interpretation I share no variables), then the clause set must be non I -
factorizable. Now, we are in position to express the main result of our paper.
Theorem 2. Let I be an eq-interpretation. Let S be a finite set of clauses such that:
• S is I -saturated.
• S is non-I -factorizable.
• S does not contains .
Then S admits an eq-model.
Proof 7. The proof is constructive, i.e., we provide an algorithm for computing an eq-model of S.
The rest of the section is devoted to the proof of the theorem. Readers that are only interested by the
algorithm may consult Fig. 1 instead, and skip this section entirely.
Note that the proof follows exactly the outline provided in Section 3. We ﬁrstly need to in-
troduce some deﬁnitions. 
Deﬁnition 13. A c-clause C is said to be E-dominated by a clause D iﬀ C is of the form
C ¼ R : / ^
n^
i¼1
/n
" #
;
where:
• D is equivalent to a c-clause of the form ½R [Sni¼1 Ri : /.
• For all i 2 ½1::n, E contains a c-clause equivalent to ½Ri : /i.
A set of c-clauses S 0 is said to be E-dominated by S, iﬀ any c-clause occurring in S 0 is E-
dominated by a clause in S. If I is an eq-interpretation, a set of c-clauses S 0 is said to be I -
dominated by S iﬀ there exists a set (denoted by ES0) such that S ES0-dominates S0 and for all
C 2 ES0 , I 2C.
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Proposition 1. S is I -dominated by S.
Proof 8. The proof follows immediately from Deﬁnition 13. 
Deﬁnition 14. Let ½C : /; ½D : w be two c-clauses. We write ½C : / ,c ½D : w iﬀ C  D and
Sð/Þ  Sðð9~xÞwÞ, where~x are the variables in w not occurring in /.
In case C - D or Sð/Þ - Sðð9~xÞwÞ, we write C .c D.
Example 6. For instance, we have ½pðxÞ _ qðxÞ : x¼: a .c ½pðxÞ _ qðyÞ : x¼: y.c ½pðxÞ _ qðyÞ_
rðx; yÞ : >.
For proof-technical reasons, we need to introduce a new concept of subsumption.
Deﬁnition 15. A c-clause ½C : / is said to be I -covered by a set of c-clauses S0 iﬀ there exists n c-
clauses ½C1 : /1; . . . ; ½Cn : /n 2 S 0 such that the following conditions hold:
• For any solution r of / such that I 2Cr, there exists i 2 ½1::n and ri 2 Sð/iÞ such that
Ciri  Cr.
• For any i 2 ½1::n, Ci ,c C.
A c-clause ½C : / is said to be strictly I -covered by a set of c-clauses S 0 (we write S0 /I C) iﬀ S0 I -
covers ½C : / and does not contain a clause equivalent to ½C : /.
Fig. 1. The model building procedure.
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Example 7. Let I be the interpretation mapping each ground atom to false (empty interpretation).
The clause pðxÞ _ rðxÞ subsumes pðaÞ _ rðaÞ _ qðaÞ, but the set fpðxÞ _ rðxÞg does not I -cover
pðaÞ _ rðaÞ _ qðaÞ.The set
f½pðxÞ _ rðyÞ : x y; qðx; yÞ : x¼: y½ g
I -covers the clause pðxÞ _ rðyÞ _ qðx; yÞ.
Note that the I -covering relation is decidable, via the use of constraint solving (see [3]).
From now, we assume given a ﬁnite set of c-clauses S! satisfying the following conditions:
• S! is saturated.
•  62 S!.
• S! is I -dominated by S.
As already explained in Section 3, we distinguish two cases, according to the form of S!.
Deﬁnition 16. A set of c-clauses S! is said to be I -irreducible iﬀ for any non unit c-clause C 2 S!
we have
S! /I C:
5.1. S! is I -irreducible
In this case, we show that an eq-model of S! can be directly extracted from S! and I . The
extraction algorithm is described in details by the following deﬁnition.
Deﬁnition 17. Let S be a set of c-clauses. We denote by MIðSÞ the eq-interpretation deﬁned as
follows. For any relational symbol P and for any vector of ground terms ~t, we have
pð~tÞ 2 MIðP Þ iﬀ:
• pð~tÞ is an instance of a unit c-clause in S.
• or iﬀ~t 2 IðP Þ and :pð~tÞ is not an instance of a unit c-clause in S.
Lemma 6. MIðS!Þ  S!.
Proof 9. LetM¼MIðS!Þ. Let C ¼ ½
Wn
i¼1 Lið ti!Þ : / be a c-clause in S!. Assume thatM2C. Let
C be the smallest (w.r.t. .c) c-clause having this property.
We have either:
• n ¼ 1 (C is a unit c-clause.) Then 8r 2 Solð/Þ;M L1ðrð t1!ÞÞ (by deﬁnition of M).
• n > 1. We have S! /I C. Let r 2 Solð/Þ. By Deﬁnition 15, two cases may occur.
0 Either there exists a c-clause D 2 S! such that D .c C and ½Cr : > v D. But then by deﬁni-
tion of D, we must have M D thus M Cr.
0 Or Cr is true in I . In this case, there exists q 2 ½1::n such that Lqr is true in I .
Let J ¼ fq jq 2 ½1::n j I  Lqrg. Since M2Cr, we have M2fLqr jq 2 Jg. By deﬁnition of
M this means that for any q 2 J , Lqrc is an instance of a unit c-clause C0q ¼ ½Lcqð~sqÞ : wq
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occurring in S. Since I 2Lqr whenever q 62 J , this implies that the resolution rule is applicable
between C and fC0q jq 2 Jg, leading to a c-clause C00 ¼ ½
W
i2½1::nnJ Lið ti!Þ : / ^
V
q2J tq
!¼
~sq ^ wq. We have M2C00 (since M2C and M C0q) and C00 .c C. But this contradicts
the deﬁnition of C. 
5.2. S! is not I -irreducible
In this case, we shall deﬁne a function d that transforms S! into a set of c-clauses dðS!Þ such
that:
• dðS!Þ satisﬁes the same condition as S! (i.e., dðS!Þ is saturated, I -dominated by S and satisﬁ-
able).
• Any model of dðS!Þ is also a model of S!.
• dðS!Þ is ‘‘simpler’’ than S! in some sense to be made precise.
Then, by starting from S and applying repeatedly the function d we will obtain in ﬁnite time a set
of c-clauses which is I -irreducible, from which we have shown that an eq-model can be imme-
diately extracted.
For any c-clause ½C : /, we denote by CLitð½C : /Þ the multiset of c-literals occurring in ½C : /,
i.e.,
CLitð½C : /Þ ¼def f½L : / jL 2 Cg:
Note that CLitðCÞ may contains more than one occurrence of the same literal (up to equivalence).
For instance, we have CLitð½pðx; yÞ _ pðy; xÞ : x yÞ ¼ f½pðx; yÞ : x y; ½pðy; xÞ : x yg. Clearly,
½pðx; yÞ : x y and ½pðy; xÞ : x y are equivalent.
Given two c-clauses C and D we write C ,e D iﬀ CLitðCÞ  CLitðDÞ.
Since S! is not I -irreducible, there exists at least a non-unit c-clause ½L _ R : / such that S!
½L _ R : /. W.l.o.g. we assume that ½L _ R : / is chosen in such a way that:
• ½L : / is a minimal (according to the ordering v) c-literal occurring in a non-unit c-clause in S!
not I -covered by S!.
• ½L _ R : / is a minimal (according to the ordering ,e) non-unit c-clause C 2 S! such that
½L : / 2 CLitðCÞ and S! C.
5.2.1. Deﬁnition of d
Let E be the set of unit c-clauses L0 2 S! such that L0 is an instance of ½L : /. Let
w¼def / ^
^
L0:n½ 2E
ð8~uÞL0 L ^ U(I ðL _ RÞ;
where~u is the vector of variables in L0 (i.e., w is obtained from / by adding constraints ensuring
that L is not subsumed by c-clauses in E and that L _ R is false in I ).
We deﬁne
dðS!Þ ¼defCRes1I ðS! [ ½R : wÞ:
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Example 8. Let I be the empty interpretation (i.e., the interpretation mapping each ground atom
to false) and let S be the following set of clauses:
S ¼ ½pðx; yÞ _ qðx; yÞ : >;
½:rðx; yÞ _ :qðx; yÞ : >;
½rðx; xÞ : >;
½pða; xÞ : >;
½pðx; xÞ : >:
It is clear that S is saturated (note that the clause ½:qðx; yÞ : x¼: y is not derivable since it is true in
I , since by deﬁnition I maps any negative atom to >). We consider the clause ½pðx; yÞ _ qðx; yÞ : >
(which is minimal and not valid in I ). We choose the c-literal ½qðx; yÞ : >. The equational formula
w is obtained by adding to the constraint part of the c-clause ½qðx; yÞ : > conditions preventing
pðx; yÞ to be subsumed by a unit c-clause in S. We obtain
qðx; yÞ : ð8x0Þðx x0 _ y x0Þ ^ ð8x00Þðx a _ y x00Þ ;
hence (after simpliﬁcation, see for example [5])
qðx; yÞ : x y ^ x a½ :
S [ f½qðx; yÞ : x y ^ x ag is satisﬁable.
We have to show that dðS!Þ is satisﬁable and that dðS!Þ is I -dominated by S.
5.2.2. dðSÞ is satisﬁable
Since CRes1I is correct, it suﬃces to show that the set of c-clauses S
0 ¼ S! [ ½R : w is satisﬁable.
Note that if an empty c-clause ½ : n is deducible from S! [ ½R : /, there exists, according to
Lemma 4, a derivation from S! of a c-clause of the form ½Lr1 _    _ Lrk : n where r1; . . . ; rn are
renamings of the variables in ½L _ R : / and where SðnÞ  Sð/riÞ, for all i 2 ½1::n.
We denote by ðCÞ the following condition: any clause C 2 ccðS; ½L : /;RÞ is I -covered by
UnitðS!Þ (see Deﬁnition 10 for the deﬁnition of ccðS; ½L : /;RÞ).
We distinguish two cases.
(1) (C) holds. Assume that S0 is unsatisﬁable. Then, there exists a refutation of S 0. Hence (ac-
cording to Lemma 4 and 5), there exists a derivation from S! leading to a c-clause of the form
½Lr1 _    _ Lrn : n, where ri are renamings of the variables occurring in ½L : / and where
SðnÞ  SðwriÞ (8i 2 ½1::n). Since S! is saturated, we have Condð½Lr1 _    _ Lrn : nÞ 2 S! (possi-
bly modulo a renaming of the variables). Since any c-literal in ½Lr1 _    _ Lrn : n is an instance of
½L : /, this property also holds for Condð½Lr1 _    _ Lrn : nÞ. Since ðCÞ hold, and since
½R : w v ½R : / any ground instance of Condð½Lr1 _    _ Lrn : nÞ (hence of ½Lr1 _    _ Lrn : n)
must be subsumed by a clause in E.
Let r be a solution of n. There exists i6 n such that Lrir is an instance of a clause in E. By
deﬁnition of w, this means that r 62 SðwriÞ, which is impossible since r must be a solution of n and
SðnÞ  SðwriÞ.
Therefore, we conclude that S 0 is satisﬁable.
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We give below two examples illustrating the construction in the case where ðCÞ holds.
Example 9. Let I be the interpretation mapping each ground atom to false. Let S! ¼
½pðxÞ _ qðx; yÞ : >;
½:qða; xÞ : >;
½:qðb; cÞ _ :qðb; dÞ : >;
½pðaÞ : >;
½pðbÞ : >:
S! is I -saturated. We choose the literal ½L : / ¼ ½pðxÞ : > with R ¼ qðx; yÞ.
Here condition ðCÞ is satisﬁed. Indeed, there is no non-unit clause containing only instances of
½pðxÞ : >. The set of unit clauses is
f½pðaÞ : >; pðbÞ : >½ g:
Thus, we obtain the condition
x a ^ x b
and the clause ½qðx; yÞ : x a ^ x b. Consequently the new set of clauses is
dðS!Þ ¼ S! [ f qðx; yÞ : x a ^ x b½ g:
Example 10. Now, we slightly modify the clause set of Example 9, by adding to S! the clause
½:qðb0; cÞ _ :qðb00; dÞ : >. We immediately note that—in contrast to the previous case—
S! [ f½qðx; yÞ : x a ^ x bg is unsatisﬁable. But in this case S! is not I -saturated anymore. In
order to obtain a I -saturated set, we need to add to S! the clause ½pðb0Þ _ pðb00Þ : > (obtained by
I -resolution from ½pðxÞ _ qðx; yÞ : > and ½:qðb0; cÞ _ :qðb00; dÞ : >). Thus we get
½pðxÞ _ qðx; yÞ : >;
½:qða; xÞ : >;
½:qðb; cÞ _ :qðb; dÞ : >;
½pðaÞ : >;
½pðbÞ : >;
½:qðb0; cÞ _ :qðb00; dÞ : >;
½pðb0Þ _ pðb00Þ : >:
Then, we observe that ½pðxÞ : > is not minimal any more. Indeed, the clause ½pðb0Þ _ pðb00Þ : >
only contains strict instances of ½pðxÞ : >. Therefore, we cannot choose the literal ½pðxÞ : > and we
must choose (for example) one of the literal pðb0Þ or pðb00Þ instead.
This gives us either S! [ fpðb0Þg or S! [ fpðb00Þg
(2) (C) does not hold. This means that there exists in ccðS!; ½L : /;RÞ a c-clause C such that C is
not subsumed by UnitðS!Þ. By deﬁnition of ccðS!; ½L : /;RÞ CLitðCÞ contains only instances of
½L : /.
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Since ½L : / is minimal (w.r.t. v) any c-literal occurring in CLitðCÞmust be equivalent to ½L : /.
But then, since ½L _ R : / is minimal (w.r.t. ,e), any c-literal in CLitð½L _ R : /Þ must be equiv-
alent to ½L : /.
Assume that S 0 is unsatisﬁable.
Since S! is dominated, there exists a clause L _ R _ R1 _    _ Rn 2 S such that
ð8i 2 ½1::nÞ½Ri : /i 2 ES! , / ¼
Vn
i¼1 /i and I 2 ½Ri : /i. Moreover, any c-literal in CLitð½L _ R : /Þ
is equivalent to ½L : /. Thus, there exists a substitution r such that Lr 2 Rr. Let r be the most
general substitution having this property. Since I 2 ½L : /, we must have I 2L _ R. Moreover,
since we have I 2 ½Ri : /i thus I 2Ri. Thus r is an I -factoring substitution of the clause
L _ R _ R1 _    _ Rn. Since S is non-I -factorizable, this means that
Wn
i¼1 Rir ¼
Wn
i¼1 Ri. Thus we
also have
Vn
i¼1 /ir ¼
Vn
i¼1 /i.
Hence /r ¼ / and ½Lr _ Rr : /r  ½Rr : /.
Let r0 be the restriction of r to the variables occurring in L. We have Sð/r0Þ 2 Sð/Þ
and Sð/rÞ 2 Sð/r0Þ. But /r ¼ /, hence /  /r0. Thus ½L _ R : /r0  ½Lr0 _ Rr0 : /r0 
½Lr0 _ Rr0 : /  ½Rr0 : /.
Since C 2 ccðS!; ½L : /;RÞ, ½ : j 2 CRes1I ðS! [ ½R : /Þ, and C is equivalent to a c-clause of
the form ½C0 : j. Moreover, C0 ¼ Lr1 _    _ Lrn where r1; . . . ;rn are renamings of L. But we have
shown that any c-literal in ½C0 : j is equivalent to ½L : /. Consequently ½Lri : j  ½Lri : /ri. This
implies that /ri  ð9~xiÞj, where ~xi is the vector of variables in j not occurring in Lri. But the
renamings r1; . . . ;rn are disjoint, thus j  wr1 ^    ^ /rn. Since ½ : j 2 CRes1I ðS! [ ½R : /Þ, we
conclude that ½ : /1r0r1 _    _ /0nr0rn 2 CRes1I ðS! [ ½R : /r0Þ. Moreover /1r0r1 _    _ /0nr0rn
is satisﬁable, since /r0 is satisﬁable.
Let L0 2 R such that Lr0 ¼ L0r. We have ½L : /  ½L0 : /, thus ½Lr0 : /  ½L0r0 : /. But
½Lr : / ¼ ½Lr0 : /, hence ½L0r0 : /  ½L0r : /. Therefore we have Lr0 2 Rr0. But then
½R : /r0  ½Rr0 : /r0  ½Lr0 _ Rr0 : /. Hence S is unsatisﬁable, which is impossible.
We give below an example illustrating the construction of dðS!Þ in this case.
Example 11. Let I be the empty interpretation. We consider the following clause set S! ¼
½pðx; yÞ _ pðy; xÞ : >;
½pðx; xÞ : >;
½:pða; bÞ : >;
½pðb; aÞ : >:
We choose the literal ½pðx; yÞ : > of the ﬁrst clause. Here ðCÞ does not holds since
½pðx; yÞ _ pðy; xÞ : > contains two c-literals that are equivalent to ½pðx; yÞ : > (and this clause is
not I -covered).
The set of unit clauses occurring in S! are ½pðx; xÞ : >, ½:pða; bÞ : >, and ½pðb; aÞ : >. Thus, we
get the condition ðx yÞ ^ ðx b _ y aÞ. The new set of clauses is
dðS!Þ ¼ S! [ f½pðy; xÞ : ðx yÞ ^ ðx b _ y aÞg:
Clearly dðS!Þ is satisﬁable.
Now, in order to illustrate all the diﬀerent possibilities, we investigate what happens if we
slightly modify the set of clauses S!.
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(1) Firstly, we add to S! the clause: :pðc; dÞ _ :pðc0; dÞ. In this case S! [ f½pðy; xÞ :
ðx yÞ ^ ðx b _ x aÞg is not satisﬁable. However, since S! is I -saturated it must also contain the
resolvent pðd; cÞ _ pðd; c0Þ (obtained from pðx; yÞ _ pðy; xÞ and :pðc; dÞ _ :pðc0; dÞ). This clause
contains strict instances of the c-literal pðx; yÞ : >½ , therefore pðx; yÞ is not minimal anymore. Thus
we must choose the clause pðd; cÞ _ pðd; c0Þ instead of pðx; yÞ : >½ .
Hence dðS!Þ will be either S [ fpðd; cÞg or S [ fpðd; c0Þg.
(2) Now if we add to S! the clause :pðx; yÞ _ :pðy; xÞ, then the c-literal pðx; yÞ : >½  would still be
minimal and, nevertheless, the set S! [ f½pðy; xÞ : ðx yÞ ^ ðx b _ x aÞg is unsatisﬁable. But in this
case, it is clear that S! is itself unsatisﬁable, since it contains both :pðx; yÞ _ :pðy; xÞ and pðx; xÞ.
5.2.3. dðSÞ is I -dominated by S
Now, we show that dominance is preserved under application of d, i.e., that dðS!Þ is I -domi-
nated by S if S! is I -dominated by S.
By deﬁnition, there exists a set ES! such that such that S ES!-dominates S! and for all C 2 ES! ,
I 2C.
Let S! be a set of c-clauses such that S! is I -dominated by S. Let S0 ¼def dðS!Þ. We show that dðS!Þ
is I -dominated by S. Let C be a c-clause in CRes1I ðS0Þ. C is obtained from S0 by a derivation of
length k. The proof is by induction on k. By deﬁnition of d, S 0 is of the form S! [ f½R : / ^ wg
where ½P _ R : / 2 S!, where I 2 ½P : w. Let ES0 ¼defES! [ f½P : wg.
(1) k ¼ 0. If C 2 S!, the proof is immediate, since S! is I -dominated by S. Otherwise
C ¼ ½R : / ^ w. Then there exists a clause Z _ P 0 _ R0 2 S ES-dominating ½P _ R : /. Then
Z _ P 0 _ R0 ES0-dominates ½R : /.
(2) k > 0. Let D the last c-clause deduced in the derivation. D is deduced by c-I -resolution from
C ¼ ½Wni¼1 Lið ti!Þ _ R : w and fEi ¼ ½Wkii¼1 Lci ðsij!Þ _ Ri : /i j i ¼ 1; . . . ; ng.
D must be of the form ½R _Wni¼1 Ri : v where v ¼ w ^Vni¼1ð/i ^Vkij¼1 sij¼: tiÞ.
By induction hypothesis, C;E1; . . . ;En are E0S-dominated. Thus, there exist in S, some clauses
C0;E01; . . . ;E
0
n E
0
S-dominating C;E1; . . . ;En, respectively.
By deﬁnition, we deduce that we must have C0 ¼ ½Wni¼1 Lið ti!Þ _ R _Wqi¼1 C00i : a, and
E0i ¼ ½
Wki
i¼1 L
c
i ðsij!Þ _ Ri _
Wqi
j¼1 E
00
ij : ai, where the following conditions hold:
• ð8i 2 ½1::qÞ½C00i : bi 2 ES0 .
• ð8i 2 ½1::n; 8j 2 ½1::qiÞ; ½E00ij : b0ij 2 ES0 .
• a ^Vni¼1 bi ¼ w.
• ð8i 2 ½1::nÞai ^
Vqi
j¼1 b
0
ij ¼ /i.
The c-I -resolution rule may be applied on C0;E01; . . . ;E0n yielding a clause of the form
D0 : R _
_n
i¼1
Ri _
_q
i¼1
C00i _
_n
i¼1
_qi
j¼1
E00ij : v
0
" #
;
where
v0 ¼ a ^
n^
i¼1
ai ^
k^i
j¼1
sij¼: ti
 !
:
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Clearly, D0 ES0-dominates D. Moreover, since S is I -saturated, there exists in S a c-clause
equivalent to D0.
Thus dðS!Þ is I -dominated.
As a corollary, this implies that S 0 ¼ dðS!Þ is ﬁnite.
Indeed, any c-clause in S0 is of the form: R :
Wn
i¼1 /ihi
 
where there exists a clause
Z1h1 _    _ Znhn _ R 2 S such that ½Zi : /i 2 ES0 . Since the number of c-clauses in Res1I ðSÞ is ﬁnite
(up to condensing), there exists (up to equivalence) a ﬁnite number of distinct formulae
Wn
i¼1 /ihi
(the number of possible substitutions h and the number of possible c-literals are both ﬁnite).
Therefore, the number of c-clauses in S0 is bounded.
5.3. Termination of the model building process
According to the previous results, we can construct a sequence of ﬁnite sets of c-clauses sat-
isfying I obtained by repeated application of d:
S0; dðS0Þ; dðdðS0ÞÞ; . . . ; dnðS0Þ . . .
We denote by Si the set d
iðSÞ. Note that the sequence ðSiÞmay be ﬁnite (if there exists some natural
number n such that Sn is I -irreducible) or inﬁnite (if there is no such n).
If the sequence is ﬁnite, then, we may construct ðSiÞ hence we obtain a model of S0 in ﬁnite time
(hence a model of S). We now prove that the sequence ðSiÞ is ﬁnite.
Assume that ðSiÞ is inﬁnite. Let Ci ¼ ½R : w the c-clause chosen at step i during the construction
of ðSiÞ (see the deﬁnition of d above). We denote by /ðn; SÞ the cardinality of the set of c-clauses in
S that are of length n. mi is the maximal length of the c-clauses S in Si such that there exists j > i
and C0 2 Sj such that C I -dominates C0.
For any natural number i we denote by ji the smallest integer j such that j > i and 9C0 2 Sj,
9C 2 Si such that C I -dominates C0 and jCj ¼ mi.
Let j > i. Since any c-clause added in Sj during the construction of ðSjÞ is I -dominated by a c-
clause in Si, we have ð8nPmiÞ/ðn; SiÞP/ðn; SjÞ. Moreover, we have /ðmi; SiÞ > /ðmi; SjiÞ and
mj6mi (since j > i). Thus, it is possible to construct an inﬁnite sequence of natural numbers ðjiÞ
such that the pair ðmji ;/ðmji ; SjiÞÞ strictly decreases.
Obviously, this is impossible and the sequence is ﬁnite.
Thus, one can construct (in ﬁnite time) a representation of an eq-model of S.
Remark 6. It is interesting to compare the conditions in Theorem 2 to the criteria given in
[10,19].
The conditions in [10,19] ensure that the hyperresolution rule terminates on the set of clauses
at hand. In our case, we assume that I -semantic resolution terminates (since S is ﬁnite and I -
saturated). Therefore, no syntactic termination criterion is needed. On the other hand, in
[10,19], the termination criteria also ensured—as a side-eﬀect—that the considered clauses are
decomposable, i.e., that distinct literals occurring in the same positive clause share no variables.
Obviously, this implies that the considered clause set is I -factorizable (if I is the empty in-
terpretation), but the converse does not hold. Thus the condition in Theorem 2 strictly sub-
sumes this last condition.
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6. Summary of the model building algorithm
In this section, we give a clearer summary of the model building algorithm that can be extracted
from theproof ofTheorem2.This algorithm is presented inpseudo-code inFig. 1.Note that if< is an
ordering andE a set, thenmin<ðEÞ denotes a arbitrarily chosen element ofE that is minimal w.r.t.<.
Theorem 2 can be reformulated as follows:
Theorem 3. Let S be a satisfiable set of clauses and let I be an eq-interpretation. If S is non-I -
factorizable and I -saturated, then EQMB terminates on S. Moreover EQMBðSÞ is an eq-model of S.
Note that EQMB may be seen as an extension of the model building procedure ARMs in [10]
only applies to decomposed clauses).
Extension to I -factorizable sets
EQMB can be straightforwardly extended to clause sets that are I -factorizable. It suﬃces to
choose the literal ½L : / in such a way that:
• Either S! contains no c-clause C such that CLitðCÞ contains only renamings of ½L : /.
• Or the clause dominating C in S is non-I -factorizable.
In this way, I -factorizability is only checked locally, i.e., on the clauses on which it is really needed.
Note that theproof of correctness and termination canbe carried out exactly in the proof ofTheorem
2. But, in this case EQMBmay get stuck, because we cannot ensure that there always exist a minimal
literal having the desired properties. In this case, the algorithm cannot safely proceed, because there
is no literal ½L : / available meeting the desired requirement. Of course we can always proceed by
choosing the literal arbitrarily, but in this case, we cannot guarantee that S0 ¼ S [ f½R : wg will be
satisﬁable. Thus it may be the case that S is satisﬁable but that S 0 is not. In this case CRes1I ðS0Þ will
contains. Of course, if it is the case, we can backtrack and try to ﬁnd another literal. But even if it is
done, it may be the case that there exist no subclause ½R : / such that S [ f½R : wg is satisﬁable.
In this case, we have no idea how to extract an eq-model. Other techniques—diﬀerent from the
one of the present paper—have to be developed for this purpose. Actually, we do not even know
whether there is an eq-model or not (though we know that the set of clauses is satisﬁable).
In any case, the algorithm always terminates. if S is I -factorizable it will eventually construct
an eq-model of S and S is not I -factorizable it will either construct an eq-model of S or fail,
because S will become unsatisﬁable at some point.
7. Discussion
To conclude, we emphasize some important limitations of Theorem 2 and mention some
possible extensions.
Firstly, one could try to extend this theorem (and the corresponding model construction al-
gorithm) to the case in which the constrained part of the clauses in S may be diﬀerent from >.
Unfortunately, this is not possible, as evidenced by the following example.
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Example 12. Let S be the following set of c-clauses (on the signature R ¼ f0; succg).
½:pðx; yÞ _ :pðy; xÞ : x y;
½pðx; yÞ _ pðy; xÞ : x y:
It is clear that the c-resolution terminates on S. S is satisﬁable (the interpretation
pðsuccið0Þ; succjð0ÞÞ () i < j is a model of S). However, S admits no eq-model on the signature
f0; succg, as we now prove:
Indeed, assume that S has an eq-model I . I may be represented by a set of unit c-clauses SI
whose constraint are conjunctions of disequations in solved normal form (see [3,5]).
Let p be the maximal size (i.e., number of symbols) of the terms in SI . Let t1; t2 the terms
succpþ1ð0Þ and succ2pþ1ð0Þ. We have t1 6¼ t2 hence either I  pðt1; t2Þ, or I  pðt2; t1Þ. Assume that
I  pðt1; t2Þ (the other case is symmetric). Then I  :pðt2; t1Þ. Thus, there exists a unit c-clause L
in SI such that pðt1; t2Þ v L. The clausal part of L is of the form pðsuccnðxÞ; succmðyÞÞ, with n6 p,
m6 p (y and x may be identical). I  :pðt2; t1Þ hence pðt2; t1Þ6vL.
If x  y, then we must have n ¼ m thus pðt2; t1Þ v L which is impossible. Therefore, we have
x 6 y. Therefore pðt2; t1Þ v pðsuccnðxÞ; succmðyÞÞ. Let r¼def fx! succ2pþ1(nð0Þ; y ! succpþ1(mð0Þg.
Let u s be a disequation in the constraint part of L (u must be a variable, since L is in normal
form). Thus we have u  x or u  y. If s contains no variable, then we have r 2 Sðu sÞ (indeed, u
contains strictly more symbols than s, by deﬁnition of p). Therefore s must contain at least one
variable. Since pðt2; t1Þ6vL, the substitution r0 ¼def fx! succ2pþ1(nð0Þ; y ! succpþ1(mð0Þg must be a
solution of u¼: t. Thus, we have ur ¼ tr. Obviously, this is possible only if u is x and t contains
only the variable y. But then, the depth of ur is 2p þ 1( n and the depth of tr is d þ p þ 1( m
where d is the depth of t. If 2p þ 1( n ¼ d þ p þ 1( m we deduce that p6 d þ n, which is im-
possible since p is strictly greater than the number of symbols in L (thus we must strictly greater
than d þ n, since L contains at least d þ n symbols).
Note that the interpretation of P can be expressed by constraints in the algebra of terms with
integer exponents (see for example [26] or [27]). It suﬃce to use the formula
pðx; yÞ () ð9n;mÞx¼: succnð0Þ ^ y¼: succmð0Þ ^ n < m:
Another natural extension is to extend this result to sets that are I -factorizable. However, the
following example shows that Theorem 2 does not hold anymore in this case.
Example 13. Let S ¼def
Eðx; xÞ;
Eðx; yÞ _ :EðsuccðxÞ; succðyÞÞ;
:Eð0; succðxÞÞ;
:EðsuccðxÞ; 0Þ;
Eðx; yÞ _ :pðx; yÞ _ :pðy; xÞ;
pðx; yÞ _ pðy; xÞ:
We ﬁrst show that this formula admits no eq-model on the signature f0; succg. It is clear that the
interpretation of E is syntactic equality one the Herbrand universe, thus S is equivalent to the set
fEðx; xÞ; ½:Eðx; yÞ : x y; pðx; xÞ; ½:pðx; yÞ _ :pðy; xÞ : x y; pðx; yÞ _ pðy; xÞg which does not have
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any eq-model, as shown previously. However, the hyperresolution rule (a particular case of se-
mantic resolution) terminates on S provided that condensing is used to discard redundant clauses.
Indeed, the only new clauses that are generated are Eðx; yÞ _ pðx; yÞ _ pðy; xÞ, Eðx; yÞ _ Eðy; xÞ_
pðx; yÞ _ pðy; xÞ, or Eðx; xÞ _ pðx; xÞ.
Notice that simpliﬁcation rules such as subsumption are not considered in our approach.
Extending our algorithm to this case is an important line of future research since the adding of
such simpliﬁcation rule makes termination of the resolution calculus much more likely. In order to
simplify matters, one could start by considering restrictions of the subsumption rule. For example,
one might consider the case of unit subsumption (i.e., if the subsuming clause must be unit). We
conjecture that Theorem 2 still holds in that case. Other restricted form of subsumption could also
be considered in the future.
Not considering the subsumption rule for deleting clauses and pruning the search space may
seem very restrictive, since it may appear diﬃcult to obtain a ﬁnite saturated set of clauses under
such a restriction. It should be remarked, however, that the use of condensing and semantic
condition greatly decreases the search space. Actually, semantic resolution (with condensing but
without deletion of subsumed clauses) has been proven to be a decision procedure for some in-
teresting classes of ﬁrst-order logic (see [8,11,19] for details, and [10] for the corresponding model
building procedure). Our results apply in particular to all these cases, and extend the algorithm in
[10] to non-decomposed clause sets.
Another important extension would be to consider ﬁrst-order logic with equality. Of course, it
is always possible to encode equality axioms into predicate logic and to use semantic resolution
for testing satisﬁability, but this would not be useful, because semantic resolution will almost
never terminate if the axioms of equality are added into the clause set. Consequently, it would be
more interesting to modify the algorithm presented in the present paper in order to deal with
speciﬁc rules for handling equational literals, such as the paramodulation or superposition rules.
The calculus in [1] could be used for this purpose. We would face the following diﬃculties:
• First, we would have to adapt the results in this paper (in particularly the key Lemma 4) to the
new calculus (using reﬁnements of the paramodulation rule instead of resolution). This is not
obvious, and requires further investigation.
• Second, we would have to adapt the notion of eq-interpretation to the case with equality. Indeed,
since eq-interpretations are deﬁned on the set of ground terms, equality is implicitly interpreted as
syntactic identity between terms. This is obviouslymuch too restrictive if wewant to handle clause
sets containing equational literals (for example an equation of the form a ¼ b would have no
eq-model, since a¼: b does not hold !). A more interesting possibility would be to consider equa-
tional formulae interpreted on a congruence relation deﬁned by a ﬁnite set of (possible non-
ground) equations. But additional syntactic restrictions are needed in order to ensure that the
validity problem remains decidable (see for example [7] for more details on this problem).
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