Temporal data mining is the activity of finding interesting correlations or patterns in large temporal data sets. On the other hand, utility mining aims at identifying the itemsets with high utilities. In 2006, Tseng et al. introduced the temporal utility mining which is extended from both temporal association rule mining and utility mining. In this study, we investigated the incremental utility mining which can identify all high temporal utility itemsets in a specified time period on an incremental transaction database. Two efficient algorithms, Incremental Utility Mining (IUM) and Fast Incremental Utility Mining (FIUM), were proposed. The experimental results also showed that both algorithms are efficient.
INTRODUCTION
In traditional association rule mining model, the products of transactions are treated as items. Association rule mining identifies relationship among a set of items frequently purchased together. Apriori [1] is the most famous algorithm for finding association rules. Some researchers continued to improve it afterward, such as [2] , [3] , [4] , [5] , [6] .
However, in many applications, mining temporal association patterns from the most recent data is also important. The concept of incremental mining was introduced by Cheung et al. [7] in 1996. FUP Algorithm was proposed to solve such problem. Afterward, there were many researches on incremental sequential pattern mining aimed at the cases of incremental databases [8] , [9] , [10] , [11] , [12] , [13] .
Utility mining [14] is the research which discusses the quantity of items. Utility is defined as how useful or valuable an item is. Utility mining identifies high utility itemsets that own a large portion of the total utility in the transaction database. By combining the concept of temporal data mining and utility mining, Tseng et al. [15] introduced THUI-Mine algorithm for finding temporal high utility itemsets from data streams.
In this paper, we investigated the incremental utility mining which can identify all high temporal utility itemsets in a specified time period on an incremental transaction database. This study proposed two novel algorithms, Incremental Utility Mining (IUM) Algorithm and Fast Incremental Utility Mining (FIUM) Algorithm, which can discover all high temporal utility itemsets.
The rest of this paper is organized as follows. Section 2 overviews the related works. Section 3 describes the proposed algorithms. Performance studies are given in Section 4. Finally, we conclude in Section 5 with a summary of our work.
RELATED WORKS 2.1 Utility Mining
Let I = {i 1 , i 2 , …, i n } be a set of all items, DB be a transaction database. The external utility of item i k ∈ I, s(i k ), is the value associated with item i k in the utility table. The external utility reflects how useful an item is. For example, in Table 1 , the external utility of item A, s(A), is 5. Table 1. An example of utility table and transaction table   Item  Profit(＄  TID  A  B  C  D  A  5  T 1  0  0  3  5  B  1  T 2  1  2  0  0  C  1 3  T 3  0  3  1  0  D  5 0  T 4  5  0  1  0  T 5  1  0  0  2  T 6  0  0  1  2  T 7  3  1  0  1  T 8  1  0  3  3  T 9  0  5  0  0  T 10  0  1  1  0 The utility of item i k ∈ I in transaction T p , u(i k , T p ), is the quantitative measure of utility for item i k in transaction T p . For example, in Table 2 , u(A,T 4 ) = 5×5 = 25. Let u(X, T p ) be the utility of itemset X in transaction T p . For example, u({ABD}, T 7 ) = 3×5 + 1×1 + 1×50 = 66. Let u(X) be the utility of itemset X, which is the sum of the utilities of X in all transaction containing X. For example, X = {A, B}, u(X) = u(X, T 2 ) + u(X, T 7 ) = 25 + 16 = 41.
Let u be the minimum threshold, the utility mining is to find all itemset with utility will be greater than or equal to u. However, the downward closure property does not hold for the utility mining. That is, a high utility itemset may contain some low utility itemsets. In Table 1 , we assume that the minimum utility threshold is 100. The itemset {ACD} is a high utility itemset, because u({ACD}) = 194. The itemset {AC} is a sub-itemset of {ACD}, and u({AC}) = 82. Therefore, it is a difficult work to find efficiently all high utility itemsets, and it's also a challenge to restrict the size of the candidate set.
Although the downward closure property does not hold in the utility model. Liu et al. [16] , [17] proposed the Two-Phase algorithm to set up the transaction-weight utility which can comply with the transaction-weight downward closure property. The definition as follows: The transaction utility of transaction T i , denoted as tu(T i ), is the sum of utilities of all items in T i . The transaction-weighted utilization of an itemset X, denoted as twu(X), is the sum of the transaction utilities of all the transactions containing X. For example, in Table 2 In addition, Li et al. [18] proposed the share framework to develop FSM-algorithm which takes advantage of the level closure property to discover all high share itemsets. And then Li et al. [19] proposed an Enhanced FSM-algorithm to improve the performance of FSM-algorithm. Li et al. also proposed the ShFSM-algorithm to efficiently lower the number of useless candidates.
Temporal Data Mining
Temporal data mining searches for interesting correlations or patterns in large sets of temporal data. Chang et al. [18] introduced research for temporal association rule mining. Traditional association rule algorithms can't find the temporal association rules in the particular periods.
Temporal association rules mining doesn't consider the utility of every item. Temporal utility mining is a research which is extended from temporal association rules mining and utility mining. Tseng et al. [20] introduced an efficient algorithm, THUIMine, to finding temporal high utility itemsets from data streams. THUI-Mine was based on the principle of Two-Phase algorithm
[21], and was extended by SWF-algorithm to be applicable in incremental database. The method can effective reduce the number of 2-itemset candidates, and used the same way to generate k-itemset (k ≥ 2) candidates.
PROPOSED ALGORITHMS
Let {i 1 , i 2 , …, i m } be a set of all items, DB be the original transaction database segmented into n partitions {P 1 , P 2 , ..., P n }. Let u(X) bs the utility of itemset X. The transaction-weighted utilization of an itemset X, denoted as twu(X), is the sum of the transaction utilities of all the transactions containing X. The high temporal utility itemsets are the itemsets with utilities greater than or equal to a specified threshold in particular periods. That is, the high temporal utility itemsets are the high utility itemsets for particular periods. The incremental utility mining is to find all high temporal utility itemsets. The definitions of other notations used in this paper are given in Table 3 . Table 3 . Definitions of notations
Partition database from P i to P j , where i<j.
s Utility threshold in each partition.
High temporal utility itemsets in P i to P j .
RU k
High transaction-weight utility itemsets in partition k.
C k p
The candidate p-itemsets in partition k.
I.u
The utility of itemset I.
I.twu
The transaction utility of itemset I.
pcoun The number of partitions. I.start The starting partition when I was added to C k p .
db +
The added portion of an on-going transaction database.
IUM and FIUM Algorithms
In this section, the paper proposes two efficient algorithms, Incremental Utility Mining (IUM) Algorithm and Fast Incremental Utility Mining (FIUM) Algorithm, for incremental utility mining. IUM-Algorithm is based on the Two-Phase algorithm [17] , [18] and FIUM-Algorithm is based on the ShFSM-algorithm [19] . The detail of IUM-Algorithm is shown in Figure 1 .
In Figure 1 , the IUM-Algorithm first finds the 1-itemset from the first partition P 1 of the original transaction database, and then it determines whether the utilities of the 1-itemsets or the transaction-weight utilities of the 1-itemsets are greater than or equal to the minimum utility threshold. If the transaction-weight utilities of the 1-itemsets are greater than or equal to the minimum utility threshold, those itemsets are saved in RU 1 1 . If the utilities of the 1-itemsets are greater than or equal to the minimum utility threshold, those itemsets are saved in LU [1, 1] 1 . In fact, the transaction-weight utility of an itemset is always greater than or equal to its utility. Moreover we have that LU [1, 1] 1 ⊆ RU 1 1. The 1-itemsets in RU 1 1 will be used to generate the level 2 candidates, denoted as C 1 2 , which are based on Candidate-gen Algorithm. Like the previous steps, the 2-itemsets in C 1 2 with high utilities and high transaction-weight utilities will be saved in LU [1, 1] 2 and RU 1 2 , respectively. The process continues until no candidate is generated in P 1 . LU [1, 1] will be saved and evaluated in the phase of P 2 .
Algorithm: IUM INPUT: {P 1 ,P 2 ,…,P n } = database D, s = utility threshold in each partition OUTPUT: LU [1,n] = High temporal utility itemsets in P 1 to P n . 01 LU [1, 0] 1 =ψ, for p=1,2,…,n 02 for each P k , k=1,2,…,n 03 { 04 C k 1 = 1-item sets in P k 05 LU 
p //output high utility itemset in P 1 to P n . 15 }
Figure 1. The procedure of IUM-Algorithm
In the temporal database db [1, 2] , which is the union of the partitions P 1 and P 2 , the threshold for itemsets carried out from the previous phase (that is, the itemsets in LU [1, 1] ) is threshold×2 and for newly identified itemsets is original threshold. In the same way, the algorithm will find the1-itemset from the partition P 2 , and then it determines whether the utilities of the 1-itemsets or the transaction-weight utilities of the 1-itemsets are greater than or equal to the minimum utility threshold. If the transaction-weight utilities of the 1-itemsets are greater than or equal to the minimum utility threshold, those itemsets are saved in RU 2 1 . If the utilities of the 1-itemsets are greater than or equal to the minimum utility threshold, those itemsets are saved in LU [1, 2] 1 . Consequently, the algorithm will find the results of LU [1, 2] and RU 2 .
Repeating the process for all partitions, finally, the algorithm will output the result of LU [1,n] which is the set of all high temporal utility itemsets in db [1,n] . If the value of I.start of itemset I in LU [1,n] is k, we also have that I is a high utility itemset for db [k,n] which is the partition database from P k to P n . If we want to know which itemsets are also high utility in the original transaction database D, we just need to calculate the utility values of itemsets in LU [1,n] . That is, the itemsets in LU [1,n] are the candidates of high utility itemsets in D.
The procedure of FIUM-Algorithm is similar to IUM-Algorithm. The difference between two algorithms is the generation of candidates. FIUM-Algorithm also used the transaction-weight downward closure property to prune the candidates. In the step of the candidate generation for p-itemsets, IUM-Algorithm joins two candidates of RU 
An Example for Incremental Utility Mining Algorithm
To illustrate how IUM-Algorithm works, we use the sample database in Table 4 . In Table 4 (A), the database is first divided into three partitions {P 1 , P 2 , P 3 }. Every partition has three transactions. The utility of each item is listed in Table 4 (B). Table 4 (C) lists the transaction-weight utility of each transaction. Table 5 lists the high temporal utility itemsets and high transaction-weight utility itemsets of the temporal database. In Partition P 1 , 1-itemsets {A, B, C, D, E} are found in Table 4 (A).
The utility value and transaction-weight utility (twu) are calculated for each candidate itemset. We assume that minimum utility threshold is 120. Since there are three partitions, the utility threshold for P 1 is 120/3 = 40. In P 1 (or denoted as db [1, 1] ), I.start = 1 for each itemset. Itemsets with utility or twu greater then 40 are selected. We can find LU [1, 1] 1 ={C} marked by "★", RU In the phase of P 1 , LU [1, 1] = {C, AC, BC, CD, CE, ACD, ACE, BCE, CDE, ACDE} will be saved and evaluated in the phase of P 2 .
In the temporal database db [1, 2] , which is the union of the partitions P 1 and P 2 , the threshold for itemsets carried out from the previous phase is 40+40 = 80 and for newly identified itemsets is 40. For example, LU [1, 1] = {C, AC, BC, CD, CE, ACD, ACE, BCE, CDE, ACDE} is held in db [1, 2] , and the threshold for itemsets in LU [1, 1] is 80. Item C has C.start = 1, utility = 120+15 = 135, and twu = 162+33 = 195. Both utility and twu of C are greater than 80. Therefore, C is a high temporal utility itemset and a high transaction-weight utility itemset in db [1, 2] .
On the other hand, we find that item A has A.start = 2, utility =9, and twu = 91. Since item A does not occur in LU [1, 1] and the twu of A is greater than the threshold 40, A is a high transactionweight utility itemset in db [1, 2] . We can find LU [1, 2] 1 ={C, E}, RU Consequently, we can find LU [1, 2] 2 = {AE, BC, BD, BE, DE}, RU 2 2 = {AB, AE, BC, BD, BE, CD, DE}, LU [1, 2] 3 = {ABE, ADE, BCE, BDE}, RU 2 2 = {ABE, ABD, ADE, BCE, BDE}, LU [1, 2] 4 = {ABDE}, and RU 2 4 = {ABDE}. Therefore, LU [1, 3] = {C, E, AE, BC, BD, BE, DE, ABE, ADE, BCE, BDE, ABDE}.
In the temporal database db [1, 3] , which is the union of db [1, 2] and partition P 3 , the thresholds for itemsets carried out from partition P 1 and P 2 are 40+40+40 =120 and 40+40 = 80, respectively. The threshold for newly identified itemsets is 40. In conclusion, we can discover the final result LU [1, 3] = {C, E, BC, BE, CD, CE, DE, ABC, ABE, ACE, BCD, BCE, BDE, CDE, ABCE, BCDE}.
EXPERIMENTAL STUDIES 4.1 Experimental environment
All experiments were performed on a Pentium IV 3.40GHz CPU with 2 GB RAM and Microsoft Windows XP PC. IUMAlgorithm and FIUM-Algorithm were coded in Microsoft Visual C++ 6.0 and the experiment datasets were generated by IBM Data Generator [20] . The parameters of datasets were shown in Table 6 . 
Performance on IUM-Algorithm and FIUM-Algorithm
In this section, the experiments first performed on the two datasets by IUM-Algorithm and FIUM-Algorithm. Tables 7 shows the generation of candidates for two algorithms in two datasets with different utility threshold u, where u = α × the total utility value of Partition 1. The number of candidates of IUMAlgorithm and FIUM-Algorithm are the same in every partition. The right 3 columns of Table 7 (A) and Table 7 (B) list the numbers of the temporal high utility itemsets which start in each partition. Some temporal high utility itemsets generated from Partition 1 and some generated from Partition 2 and Partition 3.
Because of the utilities of candidates which were generated from Partition 1 can not accumulate enough values to rise to transcend the minimum partition threshold, those candidates will be pruned in the first partition. Some new high temporal itemsets were generated from Partition 2 and Partition 3, because the utilities of those itemsets were greater than or equal to the minimum partition thresholds in Partition 2 and Partition 3. Another reason is that there are some new items which never occur in Partition 1, but the utilities of these new itemsets were greater than or equal to the minimum partition threshold. 
CONCLUSIONS
The study proposed novel incremental utility mining methods, IUM-Algorithm, and FIUM-Algorithm, which can discover temporal high utility itemsets. The algorithms can efficiently identify all high temporal utility itemsets that users will be interested in particular periods when the new transaction data are added into the original transaction database. The algorithm not only can find the temporal high utility itemsets for particular time periods, but also can find the high utility itemsets for the entire transaction database. In fact, the high temporal utility itemsets are the candidates of high utility itemsets.
Incremental utility mining strives for finding high temporal utility itemsets that drive large portions of utility in a particular period. However, it does not indicate how often such itemsets appear in the period. In the future, the temporal utility-frequent mining can be more investigated.
