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REDUCING ESSENTIAL EIGENVALUES IN THE BOUNDARY OF
THE NUMERICAL RANGE
NORBERTO SALINAS AND MARIA VICTORIA VELASCO
Abstract. We examine a purely geometric property of a point in the boundary
of the numerical range of a (Hilbert space) operator that implies that such a point
is a reducing essential eigenvalue of the given operator. Roughly speaking, such
a property means that the boundary curve of the numerical range has infinite
curvature at that point (we must exclude however linear verteces because they may
be reducing eigenvalues without being reducing essential eigenvalues). This result
allows us to give an elegant proof of a conjecture of Joel Anderson: A compact
perturbation of a scalar multiple of the identity operator can not have the closure of
its numerical range equal to half a disk (neither equal to any acute circular sector).
In this note, we examine a purely geometric property of a point in the boundary of
the numerical range of a (Hilbert space) operator which implies that such a point is
a reducing essential eigenvalue of the given operator (see Theorem 1.7 and Corollary
1.8). Roughly speaking, such a property means that the boundary curve of the
numerical range has infinite curvature at that point (we must exclude however linear
verteces because they may be reducing eigenvalues without being reducing essential
eigenvalues). This result allows us to give an elegant proof of a conjecture of Joel
Anderson (see [1], [7], [8]):
A compact perturbation of a scalar multiple of the identity operator can not
have the closure of its numerical range equal to half a disk (neither equal
to any acute circular sector).
Indeed, there are two non-smooth points in the boundary of such a convex set
that have infinite curvature and that are not linear verteces. So they are reducing
essential eigenvalues (from Corollary 8) which is not possible for a multiple of the
identity operator.
The above mentioned theorem also proves in the affirmative a strengthening of
a conjecture of Mathias Hu¨bner [6]: such points (of infinite curvature) are in the
essential spectrum of the given operator.
1. Reducing Essential Eigenvalues and the Numerical Range
In this section, we recall some basic facts about the numerical range of an operator
on Hilbert space, and the notion of reducing essential eigenvalues.
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Definition 1.1. Let T be an operator acting on a (fixed) Hilbert space H. The
numerical range and the state numerical range of T are defined, respectively, as
follows
W (T ) := {(〈Tx, x〉 : x ∈ H, ‖x‖ = 1},
Ws(T ) := {φT : φ ∈ S(C
∗(T ))},
where C∗(T ) denotes the C∗-algebra generated by T and the identity operator I on
H. Also, we used the notation S(A) for the state-space of the C∗-algebra A.
Remark 1.2. (a) We recall [10] that W (T ) is always convex, and Ws(T ) = W (T ).
(b) The problem of determining the class of bounded convex sets of the form W (T )
for some operator T on H is still open (an easy cardinality argument shows
that there are many bounded convex sets which are not in that class). In [1] it
is shown that W (T ) is always a borel subset of C, and in [8] it is proved that
the components of W (T ) in the boundary of W (T ) must be either singletons or
conic arcs. On the other hand, it is not even known whether W (T ) can be the
union of the open unit disk and a non-trivial open arc in its boundary.
Definition 1.3. Let λ be a point in the boundary of a convex subset C of the
complex plane (with non-empty interior). We say that λ is of infinite curvature if,
after a suitable rotation and translation which identifies λ with zero, we can choose
the real axis as supporting line for C (in which case, we shall say that C is in standard
position) and then
lim
Reα→0
Imα→0
α∈C
| Imα|
Re2 α
=∞.
For convenience sake, we adopt the convention that C is in standard position if it is
contained in the upper-half plane, and the point of the boundary under study is the
origin. If the real axis is the only tangent line to the boundary of C, then we call the
origin a point of infinite lefthand curvature whenever
lim
Reα→0−
Imα→0
α∈C
| Imα|
Re2 α
=∞,
and we call the origin a point of infinite righthand curvature whenever
lim
Reα→0+
Imα→0
α∈C
| Imα|
Re2 α
=∞.
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Remark 1.4. (a) Obviously, in order to show that a point is of infinite curvature,
the suitable rotation will not be unique in general. Of course, this will not be an
obstacle for deducing later some analitic properties that such a points may satisfy.
Moreover, it should be noticed that the property of having infinite curvature depends
only on the graph of the function defined by the boundary of C near λ = 0. Indeed,
let C be in a standard position. Then it is easily shown that λ is of infinite curvature
precisely when
lim
α→0
α∈∂C
Imα
Re2 α
=∞.
(b) Of course, a linear vertex in the boundary of a convex set C (i.e., a point λ
in ∂C such that C can be written as the convex hull of λ and another convex set
C ′ 6= C) is a point of infinite curvature of C. In fact, it readily follows that even a
corner in the boundary of a convex set is a point of infinite curvature. (We recall [7]
that a point λ in the boundary of a convex set C is called a corner if C is a subset of
a convex set C ′ where λ is a linear vertex). But, it is easy to come up with examples
of points of infinite curvature where the boundary is continuously differentiable.
(c) To have infinite lefthand curvature means that C, and more precisely the graph
given by ∂C, has infinite curvature on the left of zero, while to have infinite righthand
curvature means that the curvature on the right of zero is infinite. It is also clear
that a point may be of infinite onesided curvature but not of infinite curvature.
For instance, this is the case for the origin in the convex set C := A ∪ B where
A := {α ∈ C : −1 ≤ Reα ≤ 0, 0 ≤ Imα ≤ 1} and B := {α ∈ C : (Reα)3/2 ≤
Imα ≤ 1, 0 ≤ Reα ≤ 1}.
Definition 1.5. A point λ is called an reducing approximate eigenvalue of an oper-
ator T if there exists a sequence un of unit vectors in H such that
lim
n→∞
‖(T − λI)un‖+ ‖(T
∗ − λI)un‖ = 0.
If in addition un tends weakly to zero, then λ is called a reducing essential eigenvalue.
The set of all reducing approximate eigenvalues of the operator T will be denoted by
R(T ) and the set of reducing essential eigenvalues by Re(T ).
A point λ ∈ C is called a normal essential eigenvalue of T if λ is in Re(T ) and
every time that an orthonormal sequence un satisfies ‖(T −λI)un‖ → 0, we also have
‖(T ∗ − λI)un‖ → 0.
Remark 1.6. (a) The properties and characterizations of R(T ) and Re(T ) were
already discussed in [9]. In particular, λ belongs to R(T ) if, and only if, there exist a
∗-homomorphism φ : C∗(T )→ C such that φT = λ and, analogously, λ is in Re(T ) if
and only if there exist a ∗-homomorphism φ : C∗(T )→ C such that φ(C∗(T )∩K) = 0
and φT = λ. (Here, we are employing the usual notation K for the ideal of compat
operators) Thus, R(T ) (resp. Re(T )) is contained in the intersection of σ(T ) (resp.
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σe(T )) and the complex conjugate set of σ(T
∗) (resp. σe(T
∗)).
(b) Let R00(T ) be the set of finite multiplicity reducing eigenvalues of T which
are isolated points of R(T ). Here, by a finite-dimensional reducing eigenvalue of T
we mean a complex number λ such that null(T − λI) ∩ null(T ∗ − λI) is a non
trivial finite dimensional subspace. Then, it is shown in [9], Theorem 6.1, that
R(T ) = Re(T ) ∪R00(T ), where the union (of course) is disjoint.
Theorem 1.7. (a) Let 0 ∈ ∂Ws(T ) be a point of infinite curvature and consider
Ws(T ) in standard position. If un is a sequence of unit vectors in H such that
〈Tun, un〉 → 0 then ‖Tun‖ → 0 and ‖T
∗un‖ → 0.
(b) Let 0 ∈ ∂Ws(T ) be a point of infinite righthand (resp. lefthand) curvature and
consider Ws(T ) in standard position. If un is a sequence of unit vectors in H
such that 〈Tun, un〉 → 0 where, for all n, 〈Tun, un〉 is not zero and is contained
in a segment of end points given by zero and some α0 in Ws(T ) with Reα0 > 0
(resp. Reα0 < 0), then ‖Tun‖ → 0 and ‖T
∗un‖ → 0.
Proof. First of all we will stablish some inequalities which will be useful to our pur-
poses. We begin by observing that from the condition Ws(T ) ⊂ {λ ∈ C : Imλ ≥ 0}
we obtain the following elementary but important inequality:
Im〈Tu, u〉 ≥ 0, for all u in H.
Also, given arbitrary vectors u, z in H and an arbitrary α ∈ C, we have:
〈T (u+ αz), u + αz〉 = 〈Tu, u〉+ α〈Tu, z〉 + α〈Tz, u〉 + |α|2〈Tz, z〉.
Since Im〈T (u± αz), u± αz〉 ≥ 0, we see that
| Im[α〈Tu, z〉 + α〈Tz, u〉]| ≤
Im[〈Tu, u〉+ |α|2〈Tz, z〉] ≤ |〈Tu, u〉| + |α|2‖z‖2‖T‖.(1.1)
Consequently,
| Im〈T (u+ αz), u+ αz〉| ≤ 2 Im[〈Tu, u〉+ |α|2〈Tz, z〉] ≤
2(|〈Tu, u〉|+ |α|2‖T‖‖z‖2).(1.2)
On the other hand,
|Re〈T (u+ αz), u+ αz〉| ≥
|Re[α〈Tu, z〉+ α〈Tz, u〉]| − |Re〈Tu, u〉| − |α|2|Re〈Tz, z〉| ≥
|Re[α〈Tu, z〉+ α〈Tz, u〉]| − |〈Tu, u〉| − |α|2|‖T‖‖z‖2.(1.3)
Now we treat the case where zero is a point of infinite curvature in ∂Ws(T ), i.e.,
assertion (a). Let un be a sequence of unit vectors in H such that 〈Tun, un〉 → 0.
We may write (uniquely) Tun = δnun + βnvn and T
∗un = δnun + γnwn, where vn
and wn are unit vectors orthogonal to un, and βn, γn, δn, are given respectively by
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δn := 〈Tun, un〉, βn := 〈Tun, vn〉 and γn := 〈Twn, un〉, for all n = 1, 2, . . . . Also, by
multiplying by an appropriate complex number of modulus one, if needed, we may
assume that Re〈vn, wn〉 ≥ 0 for all n. Let τn be a complex number with |τn|=1 and
such that |τnβn+τnγn| = |βn|+|γn|, n = 1, 2, . . . . Let rn := |δn|
1
2 if δn 6= 0 and rn :=
1
n
otherwise. We define αn := rnτn, for all n. Since |αnβn + αnγn| = rn(|βn| + |γn|),
there exist suitable complex numbers ηn with |ηn| = 1 such that αnβn + αnγn =
rn(|βn|+ |γn|)ηn, for all n. Let zn := vn+wn. Since 〈Tun, zn〉 = βn(1+ 〈vn, wn〉) and
〈Tzn, un〉 = γn(1 + 〈vn, wn〉) we obtain:
αn〈Tun, zn〉+ αn〈Tzn, un〉 = (αnβn + αnγn)(1 + 〈vn, wn〉) =
rn(|βn|+ |γn|)ηn(1 + 〈vn, wn〉)
Hence, from (1.1) we deduce that
rn(|βn|+ |γn|)| Im[ηn(1 + 〈vn, wn〉)]| ≤ |δn|+ 4rn
2‖T‖
so, we obtain:
(|βn|+ |γn|)| Im[ηn(1 + 〈vn, wn〉)]| → 0.(1.4)
We claim that also
(|βn|+ |γn|)|Re[ηn(1 + 〈vn, wn〉)]| → 0.(1.5)
To prove this claim we define xn := un+αnzn whenever Im[αn〈Tun, zn〉+αn〈Tzn, un〉] ≥
0 and xn := un − αnzn otherwise. Now we consider two particular cases:
(i) In the case that Re〈Txn, xn〉 = 0 for all n it follows from (1.3) that rn(|βn| +
|γn|)|Re[ηn(1+〈vn, wn〉)]| ≤ |δn|+4rn
2‖T‖. Thus (|βn|+|γn|)|Re[ηn(1+〈vn, wn〉)]| →
0, as desired.
(ii) Assume now that Re〈Txn, xn〉 6= 0 for all n. Also Im〈Txn, xn〉 6= 0 because the
curvature at λ = 0 is infinite so that the only real point ofW (T ) is zero. Furthermore,
it follows that
µn :=
| Im〈Txn, xn〉|
Re2〈Txn, xn〉
→ ∞,
since 〈Txn, xn〉 → 0 with ‖xn‖ → 1 . Therefore by (1.2)
|Re〈Txn, xn〉| =
(
| Im〈Txn, xn〉|
µn
) 1
2
≤
(
2(|δn|+ 4rn
2‖T‖)
µn
) 1
2
.
However by (1.3)
|Re〈Txn, xn〉| ≥ rn(|βn|+ |γn|)|Re ηn(1 + 〈vn, wn〉)]| − |δn| − 4rn
2‖T‖.
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Hence,
rn(|βn|+ |γn|)|Re[ηn(1 + 〈vn, wn〉)]| ≤(
2(|δn|+ 4rn
2‖T‖)
µn
) 1
2
+ |δn|+ 4rn
2‖T‖
and so (|βn|+ |γn|)|Re[ηn(1 + 〈vn, wn〉)]| → 0, as desired.
Thus, from (i) and (ii), the above claim follows. Therefore, by (1.4), we see that
(|βn|+ |γn|)|(1 + 〈vn, wn〉)| = (|βn|+ |γn|)|ηn(1 + 〈vn, wn〉)| =
(|βn|+ |γn|)
(
Re2[ηn(1 + 〈vn, wn〉)] + Im
2[ηn(1 + 〈vn, wn〉)]
) 1
2 → 0.
But |1 + 〈vn, wn〉| ≥ 1 because Re〈vn, wn〉 ≥ 0, for every n. Thus |βn| + |γn| → 0
which means precisely that ‖Tun‖ → 0 as well as ‖T
∗un‖ → 0, so that (a) is proved.
In order to prove (b), assume for example that zero is a point of infinite righthand
curvature (the case of infinite lefthand curvature may be handled similarly). Let
α0 be in Ws(T ) such that Reα0 > 0. Also Imα0 > 0 since otherwise zero would
not be a point of infinite righthand curvature. Let εn be a sequence of positive
real numbers such that εn → 0 and let un be a sequence of unit vectors in H such
that 〈Tun, un〉 = εnα0. As in the proof of (a), we write Tun = δnun + βnvn and
T ∗un = δnun + γnwn, where vn and wn are as before. However, in this case we have
the following additional information δn = εnα0. Let zn := vn + wn and M be a
constant greater than |α0||Re〈Tzn,zn〉|
Reα0
(take for instance M = 5|α0|‖T‖
Reα0
). We define again
αn := rnτn, for every n, where τn is as before but now rn :=
(
|δn|
M
) 1
2
. Then,
|αn|
2|〈Tzn, zn〉| = εn
|α0||Re〈Tzn, zn〉|
M
< εnReα0 = Re〈Tun, un〉
so that
Re〈Tun, un〉+ |αn|
2 Re〈Tzn, zn〉 > 0.
On the other hand, for every n, there exists a complex number ηn with |ηn| = 1 such
that
αn〈Tun, zn〉+ αn〈Tzn, un〉 =
(
|δn|
M
) 1
2
(|βn|+ |γn|)ηn(1 + 〈vn, wn〉).
Now we define xn := un + αnzn if Re ηn(1 + 〈vn, wn〉) > 0 and xn := un − αnzn
otherwise. Then, Re〈Txn, xn〉 > 0. Consequently, since there are not positive real
numbers in Ws(T ) we deduce that Im〈Txn, xn〉 6= 0 for all n. Also, again because
zero is a point of infinite righthand curvature and 〈Txn, xn〉 → 0 with ‖xn‖ → 1, it
follows that | Im〈Txn,xn〉|
Re
2〈Txn,xn〉
→∞. Then, by proceding as above in the corresponding part
of the proof of (a), we deduce that (|βn| + |γn|)|Re[ηn(1 + 〈vn, wn〉)]| → 0. On the
other hand, from (1.2) we obtain (|βn| + |γn|)| Im[ηn(1 + 〈vn, wn〉)]| → 0. Therefore
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we conclude that (|βn| + |γn|)|ηn(1 + 〈vn, wn〉)| → 0 and so |βn| + |γn| → 0. This
proves that ‖Tun‖ → 0 and ‖T
∗un‖ → 0.
Assertion (a) in the next corollary constitutes an improvement of the main result in
[6]. Also assertion (b) shows in particular that points of infinite one-sided curvature of
∂Ws(T ) which are not of infinite curvature are reducing essential eigenvalues. Finally
the assertion (c) improves [7] , Corollary 4.
Corollary 1.8. (a) If λ is either a point of infinite curvature or a point of infinite
one-sided curvature of ∂Ws(T ), then λ ∈ R(T ).
(b) If λ is a point of infinite one-sided curvature in ∂Ws(T ) but it is not a linear
vertex, then λ ∈ Re(T ).
(c) If λ is a point of infinite curvature in ∂Ws(T ), but it is not a linear vertex of
W (T ), then λ is a normal essential eigenvalue of T .
Proof. Part (a) is an immediate consequence of the the definition of R(T ) and The-
orem 1.7. In order to prove (b) and (c) we first claim that a point λ in W (T )
which is not a linear vertex belongs to Re(T ). To show the claim we consider
T decomposed in the (direct) sum T = A ⊕ B, acting on H = H⊥
0
⊕ H0 where
H0 := Ker(T −λI)∩Ker(T
∗−λI). Since A and B are the restriction of T to H⊥
0
and
H0 respectively, it is clear that λ is not a reducing eigenvalue of A so, in particular
λ /∈ R00(A). Notice that it is easily proved that W (T ) = Convhull({λ},W (A)) (see
also [8]). Hence λ must be either in ∂W (A) or in the complement of Ws(A). In the
first case, W (T ) = W (A). The second alternative is not possible since, in that case, λ
would be a linear vertex of Ws(T ) which contradicts our working assumption. Since
λ is a point of infinite curvature in ∂Ws(A) we deduce, from (a), that λ ∈ R(A).
Because λ /∈ R00(A), we conclude that λ ∈ Re(A). Consequently λ ∈ Re(T ) and the
claim is shown. To complete the proof of the theorem we merely observe that if un
is a orthonormal sequence such that ‖(T − λI)un‖ → 0 then 〈Tun, un〉 → λ. Hence,
as a consequence of Theorem 1.7, we see that also ‖(T − λ)∗un‖ → 0.
The following result proves a strengthening of a conjecture of Mathias Hu¨bner [6].
Corollary 1.9. Assume that λ is a point of infinite one-sided curvature of ∂Ws(T ),
for some operator T , and suppose that there is only one tangent line to ∂Ws(T ) at
the point λ. Then λ ∈ Re(T ). If, in addition, λ is a point of infinite curvature of
Ws(T ) then λ is a normal essential eigenvalue of T .
Proof. It follows immediately from part (c) of the previous corollary because λ can
not be a linear vertex of ∂Ws(T ).
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2. Joint Reducing Essential Eigenvalues and the Joint Numerical
Range
Now, we shall find a mild extension of the last corollary to n-tuples.
Definition 2.10. Let T = (T1, T2, . . . , Tn) be an n-tuple of operators acting on H.
The joint numerical range and the joint state numerical range of T are defined,
respectively, as follows:
W (T) := {(〈T1x, x〉, 〈T2x, x〉, . . . , 〈Tnx, x〉) : x ∈ H, ‖x‖ = 1},
Ws(T) := {(φT1, φT2, . . . , φTn) : φ ∈ S(C
∗(T))},
where C∗(T) denotes the C∗-algebra generated by T and the identity operator I on
H.
Remark 2.11. (a) Ws(T) is always convex but, in general, Ws(T) = W (T) only for
n = 1. Indeed, for n > 1 the above equality does not always hold and W (T) is not
convex in general [3].
(b) If λ is an extreme point of ∂Ws(T), for a given n-tuple of operators T, then
λ ∈ W (T). Indeed, the proof of this fact uses a standard argument: let Σλ be the
subset of S(C∗(T)) consisting of those states φ on C∗(T) such that φ(T) = λ. Since
Σλ is compact and convex in the w
∗-topology, there exists an extreme point ψ in
Σλ. Using the fact that λ is an extreme point of W (T), it readily follows that ψ is a
pure state of C∗(T). By Glim’s Lemma (see [4] and [5]), we obtain that ψ is in the
w∗-closure of the set of vector states of C∗(T). Thus, evaluating at T, we conclude
that λ ∈W (T), as desired.
(c) In the next theorem we use the notions of joint reducing approximate point
spectrum and of joint reducing essential spectrum of an n-tuple of operators. These
are the natural extension to n-tuples of the corresponding notions for single operators.
Theorem 2.12. Given an n-tuple T = (T1, · · ·Tn) of operators acting on H, assume
that λ = (λ1, · · · , λn) ∈ ∂Wa(T) satisfies λj is a point of one-sided infinite curvature
of ∂Ws(Tj), for 1 ≤ j ≤ n. Then λ ∈ R(T). If, furthermore, λ is not a linear vertex
of ∂W (T), then λ ∈ Re(T). If, in addition, λj is a point of infinite curvature of
∂Ws(Tj), for 1 ≤ j ≤ n, then λ is a joint normal essential eigenvalue for T.
Proof. The proof consits of a repeated application of Corollary 1.8, by projecting in
each coordinate. We should point out that under the present hypotheses, λ is an
extreme point of W (T).
Remark 2.13. (a) It would be interesting to weaken the hypotheses of Corollary
1.8. For example, is it possible to simply assume that λ is a point of upper-infinite
curvature in ∂Ws(T ) (in the sense that we replace lim by lim sup in the definition of
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infinite curvature)?
(b) We recall that the m-th matricial range of an operator T on H is the set of
m ×m matrices of the form φ(T), where φ : C∗(T) → Mm is a unital completely
positive linear map (see, for instance, [2]). Would it be possible to define a notion of
points of infinite matricial curvature in the boundary of the matricial range of T, so
that to be able to conclude that such points are actually in the approximate reducing
matricial spectrum of T (those φ(T) for which φ is actually a *-homomorphism)?
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