Abstract Switch-like behaviour in dynamical systems may be modelled by highly nonlinear functions, such as Hill functions or sigmoid functions, or alternatively by piecewise-smooth functions, such as step functions. Consistent modelling requires that piecewise-smooth and smooth dynamical systems have similar dynamics, but the conditions for such similarity are not well understood. Here we show that by smoothing out a piecewise-smooth system one may obtain dynamics that is inconsistent with the accepted wisdom -so-called Filippov dynamics -at a discontinuity, even in the piecewise-smooth limit. By subjecting the system to white noise, we show that these discrepancies can be understood in terms of potential wells that allow solutions to dwell at the discontinuity for long times. Moreover we show that spurious dynamics will revert to Filippov dynamics, with a small degree of stochasticity, when the noise magnitude is sufficiently large compared to the order of smoothing. We apply the results to a model of a dry-friction oscillator, where spurious dynamics (inconsistent with Filippov's convention or with Coulomb's model of friction) can account for different coefficients of static and kinetic friction, but under sufficient noise the system reverts to dynamics consistent with Filippov's convention (and with Coulomb-like friction).
behaviour and bifurcations that are not possible in smooth systems. The study of how dynamical systems theory can incorporate discontinuities has been the subject of much recent research (see e.g. [7, 13] and references therein). The extent to which any piecewise-smooth system can be considered as an approximation to a smooth system, or vice versa, remains an open question. Here we show that smoothing a discontinuity can result in unexpected dynamics, which can be further understood by considering the response of the system to noise.
The problem of how to model switch-like behaviour in dynamical systems is one of considerable complexity. As well as certain unobvious difficulties in relating smooth and piecewise-smooth approximations, physical applications show that switches are particularly prone to effects of hysteresis, time-delay, and noise. In the seemingly elementary mechanics problem of dry-friction between rigid bodies, there remain numerous viewpoints as to the optimum way to improve upon Coulomb's simple discontinuous contact laws, see for example [10, 21, 29, 45] . Akay considered vibrations due to friction and their effect on friction dynamics [2, 6] . The effects of surface roughness and stochastic motions on the friction force have been studied experimentally [16, 31, 34] . The problem has also been studied theoretically, with de Gennes proposing the study of dry-friction on surfaces subjected to external white noise vibrations [19] , and this has been extended via a path integral approach to account for basic stick-slip motion [3, 4] . The likely sources of noise in electronics, and ways to minimise its effects through regularisation, are of particular interest in the control literature [8, 40, 43] . While many piecewise-smooth approaches to switching dynamics follow Filippov's approach [7, 17, 30] , attempts to relate their properties to smooth models [11, 41] raise the question of how general the approach is, and while alternative views have certainly been expressed [1, 22, 24, 26] , a definitive answer to how closely smooth and piecewise-smooth systems approximate each other remains lacking. Here we show how dynamics outside the Filippov convention for piecewise-smooth systems can arise, and how it can be understood in the presence of perturbations due to noise.
In short, the standard 'Filippov' approach involves restricting the form of a set of differential equations at a discontinuity, to being a linear interpolation of its two forms immediately either side of the discontinuity. As Filippov showed [17] , the equations then have solutions that are sufficiently unique to represent a deterministic dynamical system (with the exception of certain singularities [25] ). The physical significance of the Filippov convention has been proven repeatedly in application to electronic control, stick-slip and other mechanical behaviours, and various biological models (see e.g. [7, 40, 43, 44] and references therein). In [26] it was shown that spurious dynamics, which lies outside the scope of the Filippov approach, can not only be introduced analytically into a deterministic model, but persists when a system is smoothed out or subjected to random perturbations.
The aim here is to study the effect of random perturbations more closely and more rigorously, by focussing on the effect of white noise. We study what happens to dynamics near a discontinuity when the governing equations are smoothed out and when noise is added. These two perturbations are motivated by various practical and theoretical considerations. In control applications, the regularisation of a discontinuous switch by smoothing is utilised to avoid wear and instability [40] . In mechanics it is often unclear whether a smooth or discontinuous model is more appropriate [26, 29] . Mathematically, though one can smooth out a discontinuity and show topological equivalence to classes of slow-fast systems [41] , this does not take into account spurious dynamics beyond the Filippov model. On the problem of noise, it has recently been shown that stochastic solutions can reduce to the deterministic Filippov solution in the zero noise limit [12, 39] , again assuming a priori the absence of effects that defy the Filippov convention.
The present paper shows that spurious dynamics predicted in [26] can be understood through stochastic dynamics. In the presence of noise, smoothing out the discontinuity can create local potential wells where the solutions may dwell for extremely long times, even in regions where (2.1) predicts an immediate escape. We show that the robustness of such spurious dynamics depends on the relative length-scales of the perturbations due to noise and due to smoothing.
The systems of interest are defined in §2, and for convenience our main analytical results are then summarised in §3. In §4 we obtain a local approximation, from which one-dimensional Fokker-Planck equations are derived in §5. The implied escape times and probability density functions used to describe sliding and crossing dynamics, respectively, are studied asymptotically in §6, with some details of calculations included in an Appendix. In §7 we apply these results to a dry-friction oscillator, showing that spurious sliding dynamics can be used to model disparity of the static and kinetic friction coefficients, quantifying its robustness to noise. Closing remarks, including suggestions for further work, are made in §8.
Description of the problem
To investigate the dynamics of a piecewise-smooth system whose switching surface is a manifold in R n , we first note that with a suitable choice of coordinates x ∈ R n , the switching surface is a coordinate plane, say y = 0 (where y is a component of the vector x). The system may then be written aṡ
and we assume f − and f + are smooth functions. In the remainder of this section we summarise the approach for solving (2.1), and state our main results concerning the effect of perturbations.
As described by Filippov [17] , there are two important, fundamental scenarios for the dynamics near the switching surface: sliding and crossing, illustrated in Fig. 1 . These two behaviours form a foundation for the study of piecewise-smooth dynamical systems. Other scenarios, such as a repelling form of sliding (see [17, 25, 27, 28] ), or tangencies between the vector field and the switching surface (see [7, 17, 30, 38] ), are not considered here.
Of the two scenarios in Fig. 1 , sliding is usually assumed to be the most novel. When both of the vector fields f ± point toward the switching surface, they constrain solutions of (2.1) to evolve along y = 0. The velocity of this evolution is conventionally given by a convex combination of f + and f − . The diverse applications of sliding include frictional stick-slip models [7, 13] , sliding-mode control [42] , and prey-switching in animal predation [14, 30, 35] . The crossing scenario occurs when the components of f − and f + normal to y = 0 have the same sign, as in Fig. 1 (ii), then solutions of (2.1) are assumed to cross y = 0 instantaneously.
We then consider two perturbations of (2.1) motivated by general modelling considerations. First we make (2.1) continuous by supposing that the jump between
(ii) sliding crossing Fig. 1 Filippov dynamics in the system (2.1) near y = 0 in two dimensions. Panel (i) shows an attracting sliding region, where the vector field points toward the switching surface y = 0 from both sides, and on y = 0 the flow follows the sliding vector field, defined as the tangent vector to y = 0 given by a convex combination of f + and f − (bold arrow). Panel (ii) shows a crossing region, where the vector field points through y = 0 and the flow crosses instantaneously.
f + and f − takes place within the region |y| ≤ ε for some small ε > 0. Specifically we writeẋ .3) demands that the y-component of F changes direction inside the region |y| < ε, giving Fig. 2(i) . From the crossing scenario of Fig. 1 (ii), the continuity condition implies that the y-component of F has the same sign at y = −ε and y = ε. This sign may be constant throughout |y| < ε, as in Fig. 2 (ii.a), or it may change within |y| < ε, as in Fig. 2 (ii.b). The two cases lead to qualitatively different dynamics, the former resembling the crossing of the piecewise-smooth model in Fig. 1(i) , while the latter exhibits a form of sliding that is inconsistent with Filippov dynamics. In general, the y component of F may change sign many times in |y| < ε, but the simplest cases given in Fig. 2 are sufficient to initiate a study of spurious dynamics and its robustness to noise. These scenarios are also sufficient to investigate a novel cause of stiction in the dry-friction model of §7.
The second perturbation we consider is the addition of noise, in the form
where W(t) represents a standard vector Brownian motion, 0 < κ ≪ 1 is the noise amplitude, and D is an n × n matrix that represents the strength of the noise in different directions. This models the effect of random external white noise, assuming it is uniform in x and is not, for example, skewed or amplified near y = 0. Alternative formulations, such as coloured noise or an x-dependent noise amplitude, would be interesting extensions for future work. Fig. 2 Sketches of the system (2.2) in two dimensions. Panel (i) shows a smoothing Fig. 1(i) , where a bold curve shows the locus of sliding-like dynamics. Panels (ii.a) and (ii.b) show different smoothings of Fig. 1(ii) . In panel (ii.a) the smoothing function F is linear, resulting in crossing-like dynamics consistent with Filippov dynamics. In panel (ii.b), the first component of F changes sign twice within the region |y| < ε, creating spurious sliding-like dynamics (of both attracting and repelling types).
As we shall see, if we consider (2.4) with κ sufficiently large relative to ε, the effect of noise tends to push solutions outside the discontinuity neighbourhood |y| < ε, and hence beyond the influence of F . For both sliding and crossing we then recover Filippov's solution, albeit with a small degree of stochasticity. These results are consistent in outcome, if different in set-up, to [39] . However, if κ is relatively small and we consider a nonlinear smoothing function F , the dynamics of (2.4) may be vastly different to that predicted under Filippov's convention. For instance for Fig. 2 (ii.b), solutions to (2.2) are trapped near y ≈ 0 for a long period of time, whereas Filippov's convention suggests that solutions cross the region |y| < ε in a small time of order ε. This extra time implies that a crossing region may exhibit unexpected dynamics. However, if κ is sufficiently large relative to ε then noise can dominate these spurious smoothing effects, and then Filippov dynamics is restored.
The purpose of this paper is to quantify and formalise these observations, which were suggested in [26] relying partly on heuristic arguments. Our asymptotic methods are based on the assumption that κ and ε are small. We calculate the probability that |y(t)| is less than ε in order to determine the influence of the smoothing function F on the evolution of the system. We also calculate the mean escape time of solutions from an O(r) neighbourhood of the switching surface, where ε ≪ r ≪ 1. By restricting our analysis to a small neighbourhood we are able to reduce the necessary calculations to one dimension.
Summary of mathematical results
We are interested in what happens when a solution of (2.1) arrives at some point on the switching surface y = 0, when the perturbations of smoothing in (2.2) and noise in (2.4) are taken into account. Assuming that the solution has reached y = 0 in the perturbed model, and setting this point as the origin of coordinates, we study forward evolution of (2.4) for positive times t ≤ O(r), with
This implies x(t) = O(r) because the drift of (2.4) is bounded in an O(r) neighbourhood.
It is helpful to treat sliding and crossing scenarios ( Fig. 1 ) separately. Here we summarise our main results in each case. The precise assumptions made for each result are stated in later sections.
The dynamics depends on the magnitude of the noise amplitude κ relative to the size of the smoothing region ε. If the origin belongs to a point on the switching surface where the Filippov convention predicts sliding, we calculate the probability P |y(t)| ≤ ε x(0) = 0 that a solution remains in the region |y| ≤ ε after time t. We find:
1. Suppose the origin belongs to an attracting sliding region of (2.1) and κ ≫ √ ε.
Then for times in the intermediate range
In this scenario, noise dominates over smoothing. Solutions spend the majority of time evolving outside the neighbourhood of the switching surface, in |y(t)| ≥ ε. If lim ε,κ→0 κ √ ε = ∞, then, as with stochastically perturbed sliding motion [39] , in the zero noise limit we recover Filippov's sliding solution. Note that we require t > O(κ 2 ) so that the system has sufficient time to settle to a quasi-steady-state distribution about y = 0. We require t ≤ O(r) to ensure
2. Suppose the origin belongs to an attracting sliding region and κ ≪ √ ε. Then for t ≤ O(r) we have
In this scenario, we find that evolution occurs primarily in the ε neighbourhood of the (smoothed out) switching surface, |y(t)| ≤ ε. Therefore different choices of the smoothing function F in (2.2) lead to qualitatively different forward evolution.
The derivation of the above results are based on a steady-state approximation to the density of the y-component of the solution about y = 0. This approximation is ineffective or difficult to interpret when the origin belongs to a crossing region, because the piecewise-smooth vector field directs solutions away from y = 0. For this reason, when Filippov's method predicts crossing we study the mean time for escape from |y| < r, given by
We find:
, and the vector field points in the direction of increasing y, then
where a + > 0 is the y-component of f + (0). Note, in the absence of both smoothing and noise, the forward orbit of the origin reaches y = r in a time Here, the vector field points to the left for part of |y| ≤ ε, and the noise is highly unlikely to drive solutions through this section and into y > ε in an O(r) time. Thus different smoothings of the piecewise-smooth system will lead to different dynamics, and may exhibit solutions that dwell near the discontinuity for large times at a crossing region, constituting spurious sliding dynamics.
It is not profitable to study T in a sliding scenario because escape from |y| < r is extremely unlikely to occur over an O(r) time frame, regardless of the relative size of ε and κ and the nature of the smoothing function.
Reduction to one dimension and scaling
Under assumptions that are stated below, the dynamics of (2.4) in the y-direction is described by a one-dimensional stochastic differential equation.
As explained in §3, we consider x(t) = O(r), and therefore we can write (2.4) as
Since the right-hand side of (4.1) depends only on y ε to leading order, we are able to perform an analysis of the stochastic dynamics in y independently of the remaining components of x. The y-component of (4.1) is The noise in (4.2) is a sum of n independent Brownian motions, equivalent to a single Brownian motion of amplitude |B| + O(r). Let us absorb |B| into the value of κ, and define
Then, neglecting O(r) terms, (4.2) becomes
The smoothing of the system over an O(ε) spacial and temporal scale suggests the scalingỹ
with which (4.4) becomes
Equation (4.6) is the reduced system that we analyse in the next two sections. The signs of a − and a + determine whether dynamics at the origin of the unperturbed system (2.1) involves sliding (or attracting or repelling type) or crossing. Ignoring tangencies, we have the classification:
It is sufficient for our purposes to consider only the lower row of this table.
5 Steady-state approximations and the mean escape time
Steady-state approximations
The Fokker-Planck equation for (4.6) (see e.g. [36, 18] ) is
where p(ỹ,t) denotes the transitional probability density function of (4.6). For a steady-state density, p(ỹ,t) = pss(ỹ), the left-hand side of (5.1) is zero. Assuming pss vanishes asỹ → ±∞, if pss exists it must be given by
where
represents a potential function, and K is a normalisation constant. By (4.3) we can write
Consequently (5.2) is normalisable only if a − > 0 and a + < 0, corresponding to sliding as in Fig. 3(i) . The reduced system (4.6) has a steady-state density exactly when the origin corresponds to a attracting sliding region of (2.1).
In all other cases (i.e. crossing or repelling sliding), (4.6) does not have a steady-state density because for |ỹ| > 1 the drift directs solutions away fromỹ = 0 on at least one side. However, V may have a local potential well, as in Fig. 3(iii) , or perhaps many potential wells. For Fig. 3(iii) , if the noise amplitude is sufficiently small, then with high probability solutions become trapped in the well for a relatively long period of time. For an initial condition in the well, after a brief transient phase, the probability density function p takes a near-steady-state form for which probability leaks out of the well on a long time-scale. In this scenario it is more useful to consider the mean escape time from the region |ỹ| ≤ 1.
Mean escape time
We letT denote the mean escape time for (4.6), defined as The first condition in (5.7) simply corresponds to fixingỹ(t) = 0. The second condition in (5.7) represents absorption atỹ =r. It is a standard exercise to demonstrate that the boundary value problem (5.1) with (5.7), implies that the mean escape time is given bỹ
see for instance [36, 18] . Since (4.6) is one-dimensional and time-independent, we can obtain an explicit expression forT . By integrating (5.1) over all positive time and solving the resulting ordinary differential equation, we obtaiñ
where H(v) is the Heaviside function, and C is given by
(5.10)
Formulae similar to (5.9) are derived in [36, 18, 20, 37] . For convenience we provide a derivation of (5.9) in Appendix A.1.
6 Asymptotics for the occupation probability and the mean escape time
Sliding
Here we suppose a − > 0 and a + < 0 and investigate the steady-state probability density function pss given by (5.2). Ifỹ(t) is distributed according to (5.2), then
From (5.4) we determine
Dividing (6.1) through by its numerator gives
In the caseκ ≫ 1, we can then simply use e
(6.4)
The caseκ ≪ 1 requires a more detailed argument to obtain a bound on P.
. Then from (6.3),
Therefore forκ ≪ 1 we have
We now interpret (6.4) and (6.6) for the original system (2.4). An O(r) error in the coefficients of (4.6) relates to an O(r) error in the potential V . Consequently an O(r) error does not contribute additively to P, rather it appears in the coefficients of the terms in (6.4) and (6.6). Hence this error appears as higher order contributions in both cases, and we have (3.2) and (3.3) of §3. A formal demonstration of this argument is beyond the scope of this paper.
For the caseκ ≫ 1, in view of (6.4), the system (4.6) behaves like Brownian motion of amplitudeκ with piecewise-constant drift, for which the correlation time is O(κ 2 ) [39] . Therefore (4.6) settles to the steady-state density on an O(κ 2 ) timescale, and for this reason we assume t > O(κ 2 ) for the result (3.2). No lower bound on t is given for (3.3), corresponding toκ ≪ 1, because in this case for very short times, although (4.6) will have not settled to steady-state, solutions will reside inside the smoothing region |ỹ| < 1 with high probability.
Crossing
Here we suppose a − , a + > 0, and analyse the asymptotics ofT as given by (5.9). When a − , a + > 0, straight-forward bounding arguments applied to (5.10) (see Appendix A.2 for details) reveal that C is exponentially small (a simple upper bound is C ≤ 2a
). This is because terms involving C relate to escape throughỹ = −1, which is highly unlikely. Indeed, terms involving C constitute high order contributions in the manipulations that follow, and do not appear in our final results. Hence for simplicity here we take C = 0, with which (5.9) is given byT = 2
To evaluate (6.7) asymptotically, we split the two-dimensional domain of integration into four pieces: (6.8)
e.κ is not small, via explicit integration and applying simple bounds we find that the first three double integrals of (6.8) are at most O(κ 2 ), and becausẽ r ≫κ 2 from (3.1), these are dominated by the fourth double integral: > 0. The potential V (ỹ) then has a well (as in Fig. 3 (iii)), with a local minimum atỹ 1 and a local maximum atỹ 2 . For simplicity supposẽ y 2 > 0, so that solutions must pass through the well in order to reachỹ =r. This is sensible because for crossing we expect solutions to originate from negative y, at least locally.
We can evaluate (6.7) asymptotically by treatingκ and 1 r as independent small parameters. The result depends on the relative size ofκ and 1 r as the limit is taken. For instance, if we takeκ → 0, the maximum contribution to the integral comes from the point at which V (v) − V (u) attains its maximum (the point (u, v) = (ỹ 1 ,ỹ 2 )). Alternatively, if we take 1 r → 0, the size of the domain of integration tends to infinity and the maximum contribution relates to (u, v) far from (0, 0).
Let us consider (6.8) and evaluate the four double integrals separately, assuming as above that A(ỹ) has two zeros
∂ỹ .
The point (u, v) = (ỹ 1 ,ỹ 2 ) lies in the domain of integration of the second integral. A straight-forward application of Laplace's method (see Appendix A.3) yields
(6.11) Repeating (6.9), we find that the fourth double integral is given by
where here the O(κ 2 ) term in (6.9) is of higher order than the error term given in (6.12). The remaining two double integrals of (6.8) only provide higher order contributions that may be absorbed into the error term of (6.11). This can be verified via a combination of explicit integration and Laplace's method.
In summary, whenκ ≪ 1, the term (6.11) appears because there is a potential well. This term corresponds to a large increase in the mean escape time due to solutions becoming trapped in the well. In contrast, the term (6.12) corresponds to the time taken by purely following the vector field f + , and arises independently to the nature of the smoothing function. We can therefore writẽ
where S is a Stokes multiplier (see e.g. [23, 5, 9] ) whose value is S = 1 if V has a potential well , 0 if V has no potential well . (6.14)
For V to have a potential well, the values ofỹ 1 andỹ 2 must be real and lie inside the neighbourhood of the switching surface given by −1 <ỹ 1 < 1 and 0 <ỹ 2 < 1. The last step is to interpret (6.10) and (6.13) for the original system (2.4). For the caseκ ≫ 1, as in the previous section, we note that the O(r) error in the coefficients of (4.6) relate to an O(r) error in the potential V . In (6.9) this leads to an O(r) error in the coefficient of the leading order term. That is, (6.15) where the ε is present because t = εt, and we therefore have (3.5) . For the casẽ κ ≪ 1, equation (6.13) indicates thatT is exponentially large. Since the reduced system (4.6) only applies for t ≤ O(r), however, we can conclude only that T > O(r), giving the statement (3.6). As in the previous subsection, more detailed results are beyond the scope of this paper.
7 Example: a dry-friction oscillator
Modelling assumptions
To demonstrate the effect of the results above, let us consider a toy model of a dry-friction oscillatorz +ż + z + F(ż + 1) = 0 , (7.1)
as shown in Fig. 4 , where z denotes the time-dependent horizontal displacement of a block of unit mass, relative to a belt moving at unit speed to the left. The block is subject to a damping coefficient and a spring constant which are both unity, and to a velocity-dependent dry-friction force F due to the contact of the block with the belt. The oscillator is a prototypical model useful for studying frction dynamics in diverse mechanical systems [33, 15] . Fig. 4 The friction oscillator. A block is subject to linear spring and damping forces, and sits on a belt moving at constant unit speed to the left. The spring extension is z(t).
z(t)
We let y =ż + 1 denote the velocity of the block relative to the belt, with which (7.1) may be written as the first order systeṁ
The simplest Coulomb model of the friction force is
for some constant α > 0. For (7.2) with (7.3), y = 0 is a switching surface which, in the standard Filippov convention, is an attracting sliding region for 1 − α < z < 1 + α, and a crossing region for z < 1 − α and z > 1 + α, see Fig. 5 . Sliding corresponds to a mechanical sticking phase, in which the relative speed remains at y = 0 for an interval of time, and crossing corresponds to instantaneous switch between slip-to-the-left and slip-to-the-right. The friction model (7. 3) neglects any dependence of the contact force F on the speed, i.e. the absolute value of y. Our only concern here is the value for y ≈ 0, specifically the difference between the kinetic friction force F = ±α when sgn(y) = ±1, and the static friction force when y = 0, at which the value of (7.3) is ambiguous. To resolve this, let us consider a well-defined perturbation of (7.3) where
with α > 0 and µ ≥ 0. This provides a continuous change in the friction force across y = 0 by spreading the jump out across a region |y| ≤ ε for small ε. For µ > 1 2 , F has turning points at ys = ±ε 1+µ 3µ , (i.e. F ′ (ys) = 0). We also let 5) and note that
. A sketch of F is shown in Fig. 6 . For µ > Let us now consider the effect of random errors in the model, represented by white noise, κ dW dt , added to the force on the block, and assume that the noise amplitude κ is small. The oscillator is then described by the following system of stochastic differential equations:
With x = (y, z), the system (7.6) is of the form (2.4).
Calculations for transitions from stick to slip
To consider the escape of the system from a neighbourhood of y = 0, let us consider an initial state (y, z) = (0, z 0 ). For (7.6), the leading order approximation to dynamics orthogonal to the switching surface, derived in general in §4, and valid over short times, is given by
Integrating to find the potential (5.3) gives
Below we use the results of §5.2 and §6.2 to determine the mean time for escape from a neighbourhood of y = 0. We do not calculate the probability density function in the sliding region, but remark that, for this model, it coincides with Filippov's convention in the zero noise limit.
We instead consider the region z 0 < 1−α, where Filippov's convention predicts crossing. The potential V has turning points where φ vanishes, namely at u = u i , defined by
which can have up to three real solutions u 1 , u 2 , u 3 . Two turning points coalesce at
which lie inside |u| < 1 for µ > 1/2, and which correspond to the maxima and minima of F in (7.4), noting z
forms a breakaway point at which the block is released from sticking into rightward slip, i.e. from u = 0 into u > 0.
For z (+) 0 ≤ z < 1 − α, and parameter values of physical interest, there are two roots of (7.10), u 1 and u 2 , that we label such that −1 < u 1 ≤ u 2 < 1, and for which
, about which the second term of (6.13) is approximated, has a maximum at {u, v} = {u 1 , u 2 }. Specifically, in (6.13) we have
Numerical computations
By simply substituting (7.12)-(7.13) into (5.9) and (6.13) we obtain, respectively, the exact and asymptotic values of the mean escape time T ≈ εT . In Fig. 7 and Fig. 8 we plot these for different values of the noise amplitude κ and smoothing parameter µ, fixing the size of the smoothing region as ε = 0.01, the friction strength as α = 1, and considering escape to a distance r = 0.1. With these values, the dynamics found on y = 0 corresponds to:
-sliding (Fig. 2(i) ) for 0 < z < 2, -crossing (Fig. 2(ii.a) ) for z < z
0 , -spurious sliding (Fig. 2(ii.b) ) for z 2 . This outcome is in stark contrast to that predicted when the Filippov convention is applied to the discontinuous system (7.2)-(7.3), for which escape to a distance r from y = 0 occurs in a time T = O(r) for all z < 0. For larger noise amplitudes the mean escape time is small, simplyT ≈ r/z throughout the crossing region, consistent with Filippov dynamics. In (ii), with µ = 1/2, the escape time is only weakly dependent on the noise amplitude (in fact the asymptotic value is κ-independent), and is small (compared to values in (i)) and therefore consistent with Filippov dynamics.
The key features of Fig. 7 are understood as follows. When µ = 3 in Fig. 7(i) , the friction force F has two prominent turning points (see Fig. 6 ). These create a potential well in the function V (v)−V (u) at the point (u, v) = (ỹ 1 ,ỹ 2 ), which exists for z 0 in the range z 0 , or more powerfully by uniform approximation [9] for arbitrary z 0 ). In Fig. 7 (ii) for which µ = 1/2, the friction force has no turning points, so the function V (v) − V (u) has no potential well, therefore the Stokes multiplier is zero everywhere, and the escape time is dominated by the κ-independent second term in (6.13). In both Fig. 7 and Fig. 8 , the exact and asymptotic calculations are shown to be in close agreement for ε = 0.01. More generally, of course, the accuracy of the asymptotic approximation depends on the orders of ε and r, as indicated in (6.13).
More importantly, by (6.13) we conclude that exponentially large escape times occur only when the noise amplitude κ and smoothing stiffness ε satisfy κ −ε/ log(ε) ≈ 0.05 . (7.14) This improves on an estimate of κ ε made in [26] , which heuristically considered general sources of error of size κ, instead of the specific white noise considered here.
Discussion
We have shown rigoroualy that smoothing a discontinuous system can lead to dynamics that is starkly at odds with what Filippov's method would predict from the discontinuous system. For instance, solutions to a smoothed system may remain trapped near a switching surface when Filippov's convention indicates that solutions to the original system head away from the surface. However, if the smoothed system is also subject to noise, the resulting stochastic dynamics may be practically independent of the nature of the smoothing function. If the noise amplitude is sufficiently large it dominates the deterministic smoothing. Indeed, in many applications additional modelling assumptions may have the effect of smoothing a switching surface out over a range of phase space that is small relative to uncertainties and randomness. We can think of the noise as acting as a second level of smoothing. In this case noise inhibits non-Filippov solutions and the use of Filippov's convention is justified. This is extremely beneficial because, from a modelling perspective, one typically has little knowledge about the nature of the smoothing function.
In order to quantify this behaviour we introduced equation (2.1) to describe a general Filippov system near a smooth switching surface. The stochastic differential equation (2.4) is the result of smoothing (2.1) within a distance ε of the switching surface and adding white Gaussian noise of amplitude κ. We used asymptotic methods to study forward evolution from a point on the switching surface over a short time-frame.
If the noise amplitude κ is large relative to the range of the smoothing ε, specifically κ ≫ √ ε, then the solutions to (2.4) behave like Filippov solutions to (2.1). When the initial point lies on an attracting sliding region, the fraction of time spent within a distance ε of the switching surface is small (3.2), and therefore the effect of the smoothing function F on the dynamics may be neglected. When the initial point lies on a crossing region, to leading order, the mean time taken for solutions to escape a small neighbourhood of the switching surface is independent of F (3.5). Overall, in this scenario the noise suppresses dynamics generated by F . Alternatively, if κ ≪ √ ε then the nature of the smoothing function F may have a significant effect on the dynamics. When the initial point lies on an attracting sliding region, the fraction of time spent within a distance ε of the switching surface is near 1 (3.3). Consequently, forward evolution is primarily determined by F . In the case of crossing, if the smoothing creates a potential well near the switching surface, then dynamics may become stuck in the well with high probability (3.6). Overall, in this scenario the behaviour of F is important to the dynamics. We expect that the effect of smoothing and noise on forward evolution from a repelling sliding region (see [28, 25] ) will be analogous to that for crossing, except that solutions may escape a neighbourhood of the switching surface on both sides. Furthermore, the smoothing function F may generate a potential well regardless of whether we are considering a region of crossing, attracting sliding, or repelling sliding.
In §7 we applied these results to the dry-friction oscillator. For a Coulomb-like piecewise-smooth model with a step-function in the friction force, Filippov's convention for sliding and crossing dynamics can be applied. We showed that forming a continuous friction model with a cubic characteristic leads to very different dynamics. Via the stochastic analysis the cubic function was shown to give rise to a potential well, where the system could linger at the discontinuity and thus exhibit spurious sticking in regions where Coulomb's (and Filippov's) model would predict immediate passage through the switching surface. Such spurious dynamics fits qualitatively with the experimental observation that static and kinetic friction coefficients are often unequal [29, 21, 45] .
The particular stochastic formulation (2.4) was, in part, chosen for simplicity. If the white noise is substituted for coloured noise (which may be more physically realistic) then the reduction of the system to one dimension that was achieved in §4 is not possible. However, basic Monte-Carlo simulations reveal that coloured noise induces the same qualitative behaviour when the correlation time is short. The effects of coloured noise with long correlation times on dynamics near the switching surface remain to be investigated. One may also consider what happens if noise is enhanced near the switching surface, perhaps because it stems from the discontinuity itself, as with measurements taken by a relay control system. It remains to determine whether such "state noise" will typically dominate the influence of the smoothing function.
A Supplementary calculations
A.1 Derivation of (5.9)
The probability that a solution to (4.6), starting fromỹ = 0, eventually escapes [−r,r], is 1. Consequently integration of (5.1) with respect tot over [0, ∞) yields where we have chosen the limits of integration to automatically satisfy R(r) = 0. The requirement R(−r) = 0 implies that C is given by (5.10). By (5.8) we haveT = r −r R(u) du, and the expression (5.9) follows from reversing the order of integration.
A.2 Bounding C for (6.7)
Here we derive an upper bound for C (5.10). Given any ∆ > 0, we have gives the result in the text.
A.3 The double integral (6.11)
The double integral is independent of 1 r , so we simply evaluate it asymptotically inκ. Since the maximum of the exponent is attained at (u, v) = (ỹ 1 ,ỹ 2 ), we employ the integral substitution:
This yields (A.9) Note V ′′ (ỹ) = −A ′ (ỹ).
