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Abstract In this paper, we first show the existence of solutions to the following system of
nonlinear equations

a11x1 + a12x2 + a13x3 + · · ·+ a1nxn = b11
1
x1
+ b12
1
x2
+ b13
1
x3
+ · · ·+ b1n
1
xn
,
a21
1
x1
+ a22
x2
x1
+ a23
x3
x1
+ · · ·+ a2n
xn
x1
= b21x1 + b22
x1
x2
+ b23
x1
x3
+ · · ·+ b2n
x1
xn
,
a31
x1
x2
+ a32
1
x2
+ a33
x3
x2
+ · · ·+ a3n
xn
x2
= b31
x2
x1
+ b32x2 + b33
x2
x3
+ · · ·+ b3n
x2
xn
,
· · · · · ·
an1
x1
xn−1
+ an2
x2
xn−1
+ an3
x3
xn−1
+ · · ·+ an,n−1
1
xn−1
+ ann
xn
xn−1
= bn1
xn−1
x1
+ bn2
xn−1
x2
+ bn3
xn−1
x3
+ · · ·+ bn,n−1xn−1 + bnn
xn−1
xn
,
where n ≥ 3 and aij, bij , 1 ≤ i, j ≤ n, are positive constants. Then, we make use of this result
to obtain the large deviation principle for the occupation time distributions of continuous-time
finite state Markov chains with finite lifetime.
1
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1 Introduction and main results
In a series of fundamental papers (see [1, 2, 3, 4]), Donsker and Varadhan developed the large
deviation theory for the occupation time distributions of Markov processes. By virtue of Dirichlet
forms, Fukushima and Takeda derived the Donsker-Varadhan type large deviation principle for
a general, not necessarily conservative symmetric Markov processes (see [5], [6, Section 6.4] and
the references therein). The motivation of this work is to generalize some results of Donsker-
Varadhan and Fukushima-Takeda to not necessarily conservative and not necessarily symmetric
Markov processes.
We denote E = {1, 2, . . . , n} for n ≥ 2. Let X = ((Xt)t≥0, (Pi)i∈E) be a continuous-time
Markov chain with the state space E. Denote by ζ the lifetime of X and denote by Q = (qij)i,j∈E
the Q-matrix of X . We assume that Q satisfies the following conditions:
(1) 0 < −qii <∞, i ∈ E.
(2) qij > 0, i, j ∈ E, i 6= j.
(3)
∑
j∈E qij ≤ 0, i ∈ E.
In this paper, we will derive the large deviation principle for the occupation time distributions of
X .
We discover that the large deviations for X rely heavily on the existence of solutions to the
following system of nonlinear equations

a11x1 + a12x2 + a13x3 + · · ·+ a1nxn = b11
1
x1
+ b12
1
x2
+ b13
1
x3
+ · · ·+ b1n
1
xn
,
a21
1
x1
+ a22
x2
x1
+ a23
x3
x1
+ · · ·+ a2n
xn
x1
= b21x1 + b22
x1
x2
+ b23
x1
x3
+ · · ·+ b2n
x1
xn
,
a31
x1
x2
+ a32
1
x2
+ a33
x3
x2
+ · · ·+ a3n
xn
x2
= b31
x2
x1
+ b32x2 + b33
x2
x3
+ · · ·+ b3n
x2
xn
,
· · · · · ·
an1
x1
xn−1
+ an2
x2
xn−1
+ an3
x3
xn−1
+ · · ·+ an,n−1
1
xn−1
+ ann
xn
xn−1
= bn1
xn−1
x1
+ bn2
xn−1
x2
+ bn3
xn−1
x3
+ · · ·+ bn,n−1xn−1 + bnn
xn−1
xn
,
(1.1)
where n ≥ 3 and aij , bij, 1 ≤ i, j ≤ n, are constants. It is a bit surprising to us that (1.1) turns
out to be undiscussed to date. In the next section, we will prove the following result.
Theorem 1.1 Suppose that n ≥ 3 and aij , bij , 1 ≤ i, j ≤ n, are positive constants. Then, there
exists a positive solution (x1, x2, . . . , xn) to (1.1).
As a direct consequence of Theorem 1.1, we obtain the following result.
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Theorem 1.2 Suppose that n ≥ 2 and β(i) > 0, 1 ≤ i ≤ n. Then, there exist α(i) > 0, 1 ≤ i ≤ n,
such that ∑
j∈E
qij
α(j)
α(i)
β(j) =
∑
j∈E
qji
α(i)
α(j)
β(j), ∀i ∈ E. (1.2)
The proof of Theorem 1.2 will be given in the next section.
Remark 1.3 (a) Denote by A the diagonal matrix with Aii = α(i), 1 ≤ i ≤ n, Aij = 0 if i 6= j,
and denote by β = (β(1), . . . , β(n))T . Hereafter T denotes transpose. Then, we can rewrite (1.2)
as follows
A−1QAβ = AQTA−1β. (1.3)
Theorem 1.2 implies that for any vector β > 0 there exists a positive diagonal matrix A such that
(1.3) holds.
(b) If the matrix Q is symmetric, then it is easy to see that α(i) ≡ 1, 1 ≤ i ≤ n, provide a solution
to (1.2). When Q is non-symmetric, Theorem 1.2 seems to be a new result in the literature.
In Section 3 of this paper, we will make use of Theorem 1.2 to obtain the large deviation
principle for X . Define the normalized occupation time distribution Lt, t > 0, by
Lt(A) =
1
t
∫ t
0
1A(Xs)ds, A ⊂ E.
Let u be a function on E. We write u = (u(1), . . . , u(n))T and denote u > 0 if u(i) > 0 for each
i ∈ E. For i ∈ E, we have Qu(i) =
∑
j∈E qiju(j). Let µ be a measure on E. We define
I(µ) := − inf
u>0
∫
E
Qu
u
dµ = − inf
u>0
∑
i∈E
Qu(i)
u(i)
µ({i}).
Denote by P1(E) the set of all probability measures on E.
Theorem 1.4 For each open set G of P1(E),
lim inf
t→∞
1
t
logPi(Lt ∈ G, t < ζ) ≥ − inf
µ∈G
I(µ), ∀i ∈ E. (1.4)
For each closed set K of P1(E),
lim sup
t→∞
1
t
logPi(Lt ∈ K, t < ζ) ≤ − inf
µ∈K
I(µ), ∀i ∈ E. (1.5)
By setting G = K = P1(E) in Theorem 1.4, we get
Corollary 1.5 For i ∈ E,
lim
t→∞
1
t
logPi(t < ζ) = sup
µ∈P1(E)
{
inf
u>0
∑
i∈E
∑
j∈E
qijµ({i})u(j)
u(i)
}
.
3
2 Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.1.
We first consider the case that n = 3.
We define four continuous functions f1, f2, f3, F with the domain D3 := {x = (x1, x2, x3) ∈
R3|xi > 0, 1 ≤ i ≤ 3} by
f1(x) = (a11x1 + a12x2 + a13x3)−
(
b11
1
x1
+ b12
1
x2
+ b13
1
x3
)
,
f2(x) =
(
a21
1
x1
+ a22
x2
x1
+ a23
x3
x1
)
−
(
b21x1 + b22
x1
x2
+ b23
x1
x3
)
,
f3(x) =
(
a31
x1
x2
+ a32
1
x2
+ a33
x3
x2
)
−
(
b31
x2
x1
+ b32x2 + b33
x2
x3
)
,
F (x) = f 21 (x) + f
2
2 (x) + f
2
3 (x).
It is easy to see that the function F has a minimum value at some point x∗ = (x∗1, x
∗
2, x
∗
3) ∈ D3.
In the following, we will prove that
f1(x
∗) = f2(x
∗) = f3(x
∗) = 0.
Since F has a minimum value at x∗, we have
∂F
∂x1
(x∗)=f1(x
∗)c11−f2(x
∗)c12+f3(x
∗)c13=0, (2.1)
∂F
∂x2
(x∗)=f1(x
∗)c21+f2(x
∗)c22−f3(x
∗)c23=0, (2.2)
∂F
∂x3
(x∗)=f1(x
∗)c31+f2(x
∗)c32+f3(x
∗)c33=0, (2.3)
where cij , 1 ≤ i, j ≤ 3, are positive constants. If f3(x
∗) = 0, then we obtain by (2.1) and (2.2)
that f1(x
∗) = f2(x
∗) = 0. Similarly, if f1(x
∗) = 0 or f2(x
∗) = 0, we also have
f1(x
∗) = f2(x
∗) = f3(x
∗) = 0.
Thus, to prove the existence of solutions to (1.1), we need only show that there is a contradiction
if
f1(x
∗) ∗ f2(x
∗) ∗ f3(x
∗) 6= 0. (2.4)
Suppose that (2.4) holds. If f1(x
∗) > 0, then we obtain by (2.3) that either f2(x
∗) < 0 or
f3(x
∗) < 0. Further, we obtain by (2.1) and (2.2) that both f2(x
∗) < 0 and f3(x
∗) < 0. Similarly,
we can show that if f1(x
∗) < 0, then f2(x
∗) > 0 and f3(x
∗) > 0. Therefore, to prove the existence
of solutions to (1.1), we need only show that neither of the following two cases can happen:
Case (i). f1(x
∗) > 0, f2(x
∗) < 0 and f3(x
∗) < 0.
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Case (ii). f1(x
∗) < 0, f2(x
∗) > 0 and f3(x
∗) > 0.
Case (i) cannot happen. Suppose that
f1(x
∗) = (a11x
∗
1 + a12x
∗
2 + a13x
∗
3)−
(
b11
1
x∗1
+ b12
1
x∗2
+ b13
1
x∗3
)
> 0,
f2(x
∗) =
(
a21
1
x∗1
+ a22
x∗2
x∗1
+ a23
x∗3
x∗1
)
−
(
b21x
∗
1 + b22
x∗1
x∗2
+ b23
x∗1
x∗3
)
< 0,
f3(x
∗) =
(
a31
x∗1
x∗2
+ a32
1
x∗2
+ a33
x∗3
x∗2
)
−
(
b31
x∗2
x∗1
+ b32x
∗
2 + b33
x∗2
x∗3
)
< 0.
In the following, we will show that there exist sufficiently small positive numbers δ1 and δ2 such
that x∗1 − δ1 > 0, x
∗
2 − δ2 > 0,
x∗
1
x∗
2
= δ1
δ2
, and
f1(x
∗) > f1(x
∗
1 − δ1, x
∗
2 − δ2, x
∗
3) > 0,
f2(x
∗) < f2(x
∗
1 − δ1, x
∗
2 − δ2, x
∗
3) < 0,
f3(x
∗) < f3(x
∗
1 − δ1, x
∗
2 − δ2, x
∗
3) < 0.
Define δ =
x∗
2
x∗
1
, δ2 = δδ1, and
γ1 = f1(x
∗), γ2 = −f2(x
∗), γ3 = −f3(x
∗).
Then, it is sufficient to show that there exists a positive number δ1 such that
δ1 < x
∗
1, δδ1 < x
∗
2,
0 < f1(x
∗)− f1(x
∗
1 − δ1, x
∗
2 − δ2, x
∗
3) ≤
γ1
2
,
0 < f2(x
∗
1 − δ1, x
∗
2 − δ2, x
∗
3)− f2(x
∗) ≤
γ2
2
,
0 < f3(x
∗
1 − δ1, x
∗
2 − δ2, x
∗
3)− f3(x
∗) ≤
γ3
2
,
i.e.,
δ1 < min
{
x∗1,
x∗2
δ
}
,
0 < (a11 + a12δ)δ1 +
(
b11 +
b12
δ
)(
1
x∗1 − δ1
−
1
x∗1
)
≤
γ1
2
,
0 < (a21 + a23x
∗
3)
(
1
x∗1 − δ1
−
1
x∗1
)
+
(
b21 +
b23
x∗3
)
δ1 ≤
γ2
2
,
0 < (a32 + a33x
∗
3)
(
1
δ
)(
1
x∗1 − δ1
−
1
x∗1
)
+
(
b32 +
b33
x∗3
)
δδ1 ≤
γ3
2
.
Obviously, there exists a positive number δ1 satisfying all the above conditions. For this δ1, we
have that F (x∗1 − δ1, x
∗
2 − δ2, x
∗
3) < F (x
∗), which contradicts that F reaches its minimum at x∗.
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Case (ii) cannot happen. Suppose that
f1(x
∗) = (a11x
∗
1 + a12x
∗
2 + a13x
∗
3)−
(
b11
1
x∗1
+ b12
1
x∗2
+ b13
1
x∗3
)
< 0,
f2(x
∗) =
(
a21
1
x∗1
+ a22
x∗2
x∗1
+ a23
x∗3
x∗1
)
−
(
b21x
∗
1 + b22
x∗1
x∗2
+ b23
x∗1
x∗3
)
> 0,
f3(x
∗) =
(
a31
x∗1
x∗2
+ a32
1
x∗2
+ a33
x∗3
x∗2
)
−
(
b31
x∗2
x∗1
+ b32x
∗
2 + b33
x∗2
x∗3
)
> 0.
In the following, we will show that there exist sufficiently small positive numbers δ1 and δ2 such
that
x∗
1
x∗
2
= δ1
δ2
, and
f1(x
∗) < f1(x
∗
1 + δ1, x
∗
2 + δ2, x
∗
3) < 0,
f2(x
∗) > f2(x
∗
1 + δ1, x
∗
2 + δ2, x
∗
3) > 0,
f3(x
∗) > f3(x
∗
1 + δ1, x
∗
2 + δ2, x
∗
3) > 0.
Define δ =
x∗
2
x∗
1
, δ2 = δδ1, and
γ1 = −f1(x
∗), γ2 = f2(x
∗), γ3 = f3(x
∗).
Then, it is sufficient to show that there exists a positive number δ1 such that
0 < f1(x
∗
1 + δ1, x
∗
2 + δ2, x
∗
3)− f1(x
∗) ≤
γ1
2
,
0 < f2(x
∗)− f2(x
∗
1 + δ1, x
∗
2 + δ2, x
∗
3) ≤
γ2
2
,
0 < f3(x
∗)− f3(x
∗
1 + δ1, x
∗
2 + δ2, x
∗
3) ≤
γ3
2
,
i.e.,
0 < (a11 + a12δ)δ1 +
(
b11 +
b12
δ
)(
1
x∗1
−
1
x∗1 + δ1
)
≤
γ1
2
,
0 <
(
b21 +
b23
x∗3
)
δ1 + (a21 + a23x
∗
3)
(
1
x∗1
−
1
x∗1 + δ1
)
≤
γ2
2
,
0 <
(
b32 +
b33
x∗3
)
δδ1 + (a32 + a33x
∗
3)
(
1
δ
)(
1
x∗1
−
1
x∗1 + δ1
)
≤
γ3
2
.
Obviously, there exists a positive number δ1 satisfying all the above conditions. For this δ1, we
have that F (x∗1 + δ1, x
∗
2 + δ2, x
∗
3) < F (x
∗), which contradicts that F reaches its minimum at x∗.
We now consider the general case that n ≥ 4.
We define (n+1) continuous functions f1, f2, . . . , fn, F with the domainDn := {x = (x1, x2, . . . , xn) ∈
Rn|xi > 0, i = 1, 2, . . . , n} by
f1(x) = (a11x1 + a12x2 + · · ·+ a1nxn)
6
−(
b11
1
x1
+ b12
1
x2
+ · · ·+ b1n
1
xn
)
,
f2(x) =
(
a21
1
x1
+ a22
x2
x1
+ · · ·+ a2n
xn
x1
)
−
(
b21x1 + b22
x1
x2
+ · · ·+ b2n
x1
xn
)
,
· · · · · ·
fn(x) =
(
an,1
x1
xn−1
+ an,2
x2
xn−1
+ · · ·+ an,n
xn
xn−1
)
−
(
bn,1
xn−1
x1
+ bn,2
xn−1
x2
+ · · ·+ bn,n
xn−1
xn
)
,
F (x) =
n∑
i=1
f 2i (x).
The function F has a minimum value at some point x∗ = (x∗1, x
∗
2, . . . , x
∗
n) ∈ Dn. In the following,
we will prove that
fi(x
∗) = 0, ∀i ∈ {1, 2, . . . , n}.
Since F has a minimum value at x∗, we have
∂F
∂xi
(x∗) = 0, ∀i ∈ {1, 2, . . . , n}.
It follows that 

f1(x
∗)c11 − f2(x
∗)c12 + f3(x
∗)c13 + · · ·+ fn(x
∗)c1n = 0,
f1(x
∗)c21 + f2(x
∗)c22 − f3(x
∗)c23 + · · ·+ fn(x
∗)c2n = 0,
· · · · · ·
f1(x
∗)cn−1,1 + · · ·+ fn−1(x
∗)cn−1,n−1 − fn(x
∗)cn−1,n = 0,
f1(x
∗)cn1 + f2(x
∗)cn2 + · · ·+ fn(x
∗)cnn = 0,
where cij, 1 ≤ i, j ≤ n, are positive constants. Note that there is exactly one minus sign in the
first (n− 1) equations and there is no minus sign in the last equation.
Case (a). Suppose that f1(x
∗) = 0. We consider the following (n + 1) continuous functions
with the domain D¯n−1 = {(x2, . . . , xn) ∈ R
n−1|xi > 0, i = 2, . . . , n}:
f¯i(x2, . . . , xn) := fi(x
∗
1, x2, . . . , xn), i = 1, . . . , n,
F¯ (x2, . . . , xn) := F (x
∗
1, x2, . . . , xn).
Since F has a minimum value at x∗ ∈ Dn, F¯ has a minimum value at (x
∗
2, . . . , x
∗
n) ∈ D¯n−1. Then,
we have
∂F¯
∂xi
(x∗2, . . . , x
∗
n) = 0, i = 2, . . . , n,
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which together with f¯1(x
∗
2, . . . , x
∗
n) = f1(x
∗) = 0 implies that

f¯2(x
∗
2, . . . , x
∗
n)c¯22 − f¯3(x
∗
2, . . . , x
∗
n)c¯23 + f¯4(x
∗
2, . . . , x
∗
n)c¯24 + · · ·+ f¯n(x
∗
2, . . . , x
∗
n)c¯2n = 0,
f¯2(x
∗
2, . . . , x
∗
n)c¯32 + f¯3(x
∗
2, . . . , x
∗
n)c¯33 − f¯4(x
∗
2, . . . , x
∗
n)c¯34 + · · ·+ f¯n(x
∗
2, . . . , x
∗
n)c¯3,n = 0,
· · · · · ·
f¯2(x
∗
2, . . . , x
∗
n)c¯n−1,2 + · · ·+ f¯n−1(x
∗
2, . . . , x
∗
n)c¯n−1,n−1 − f¯n(x
∗
2, . . . , x
∗
n)c¯n−1,n = 0,
f¯2(x
∗
2, . . . , x
∗
n)c¯n2 + f¯3(x
∗
2, . . . , x
∗
n)c¯n3 + · · ·+ f¯n(x
∗
2, . . . , x
∗
n)c¯nn = 0,
where c¯ij , 1 ≤ i, j ≤ n, are positive constants. Thus, we obtain by following the same argument
for the (n− 1) case that
f¯i(x
∗
2, . . . , x
∗
n) = 0, i = 2, . . . , n.
Therefore,
fi(x
∗) = 0, ∀i ∈ {1, 2, . . . , n}.
Case (b). Suppose that
∏n
i=2 fi(x
∗) = 0. By symmetry, we can assume without loss of
generality that fn(x
∗) = 0. Now we consider the following (n+ 1) continuous functions with the
domain D¯n−1 = {(x1, . . . , xn−1) ∈ R
n−1|xi > 0, i = 1, . . . , n− 1}:
f¯i(x1, . . . , xn−1) := fi(x1, . . . , xn−1, x
∗
n), i = 1, . . . , n,
F¯ (x1, . . . , xn−1) := F (x1, . . . , xn−1, x
∗
n).
Since F has a minimum value at x∗ ∈ Dn, F¯ (x1, . . . , xn−1) has a minimum value at (x
∗
1, . . . , x
∗
n−1) ∈
D¯n−1. Then, we have
∂F¯
∂xi
(x∗1, . . . , x
∗
n−1) = 0, i = 1, . . . , n− 1,
which together with f¯n(x
∗
1, . . . , x
∗
n−1) = fn(x
∗) = 0 implies that

f¯1(x
∗
1, . . . , x
∗
n−1)c¯11 − f¯2(x
∗
1, . . . , x
∗
n−1)c¯12 + f¯3(x
∗
1, . . . , x
∗
n−1)c¯13 + · · ·+ f¯n−1(x
∗
1, . . . , x
∗
n−1)c¯1,n−1 = 0,
f¯1(x
∗
1, . . . , x
∗
n−1)c¯21 + f¯2(x
∗
1, . . . , x
∗
n−1)c¯22 − f¯3(x
∗
1, . . . , x
∗
n−1)c¯23 + · · ·+ f¯n−1(x
∗
1, . . . , x
∗
n−1)c¯2,n−1 = 0,
· · · · · ·
f¯1(x
∗
1, . . . , x
∗
n−1)c¯n−2,1 + · · ·+ f¯n−2(x
∗
1, . . . , x
∗
n−1)c¯n−2,n−2 − f¯n−1(x
∗
1, . . . , x
∗
n−1)c¯n−2,n−1 = 0,
f¯1(x
∗
1, . . . , x
∗
n−1)c¯n−1,1 + f¯2(x
∗
1, . . . , x
∗
n−1)c¯n−1,2 + · · ·+ f¯n−1(x
∗
1, . . . , x
∗
n−1)c¯n−1,n−1 = 0,
where c¯ij, 1 ≤ i, j ≤ n−1, are positive constants. Thus, we obtain by following the same argument
for the (n− 1) case that
f¯i(x
∗
1, . . . , x
∗
n−1) = 0, i = 1, . . . , n− 1.
Therefore,
fi(x
∗) = 0, ∀i ∈ {1, 2, . . . , n}.
Case (c). Suppose that
∏n
i=1 fi(x
∗) 6= 0. We will show that there is a contradiction. By
symmetry, we need only consider four different subcases as follows.
Case (c1). Suppose that
f1(x
∗) > 0, fi(x
∗) < 0, i = 2, 3, . . . , n.
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Similar to the case that n = 3, we can find positive numbers δ1, δ2, . . . , δn−1 such that
x∗1 − δ1 > 0, x
∗
2 − δ2 > 0, . . . , x
∗
n−1 − δn−1 > 0,
δi
δ1
=
x∗i
x∗1
, i = 2, 3, . . . , n− 1,
and
f1(x
∗) > f1(x
∗
1 − δ1, x
∗
2 − δ2, . . . , x
∗
n−1 − δn−1, x
∗
n) > 0,
f2(x
∗) < f2(x
∗
1 − δ1, x
∗
2 − δ2, . . . , x
∗
n−1 − δn−1, x
∗
n) < 0,
· · · · · ·
fn(x
∗) < fn(x
∗
1 − δ1, x
∗
2 − δ2, . . . , x
∗
n−1 − δn−1, x
∗
n) < 0.
It follows that
F (x∗1 − δ1, x
∗
2 − δ2, . . . , x
∗
n−1 − δn−1, x
∗
n) < F (x
∗),
which contradicts that F reaches its minimum at x∗.
Case (c2). Suppose that for 2 ≤ i ≤ n− 1,
f1(x
∗) > 0, f2(x
∗) > 0, . . . , fi(x
∗) > 0,
fi+1(x
∗) < 0, . . . , fn(x
∗) < 0.
We fix x∗1, . . . , x
∗
i−1 and x
∗
n. Similar to the case that n = 3, we can find positive numbers δi, · · · , δn−1
such that
x∗i − δi > 0, . . . , x
∗
n−1 − δn−1 > 0;
δj
δi
=
x∗j
x∗i
, j = i+ 1, . . . , n− 1,
and
f1(x
∗) > f1(x
∗
1, . . . , x
∗
i−1, x
∗
i − δi, . . . , x
∗
n−1 − δn−1, x
∗
n) > 0,
· · · · · ·
fi(x
∗) > fi(x
∗
1, . . . , x
∗
i−1, x
∗
i − δi, . . . , x
∗
n−1 − δn−1, x
∗
n) > 0,
fi+1(x
∗) < fi+1(x
∗
1, . . . , x
∗
i−1, x
∗
i − δi, . . . , x
∗
n−1 − δn−1, x
∗
n) < 0,
· · · · · ·
fn(x
∗) < fn(x
∗
1, . . . , x
∗
i−1, x
∗
i − δi, . . . , x
∗
n−1 − δn−1, x
∗
n) < 0.
It follows that
F (x∗1, . . . , x
∗
i−1, x
∗
i − δi, . . . , x
∗
n−1 − δn−1, x
∗
n) < F (x
∗),
which contradicts that F reaches its minimum at x∗.
Case (c3). Suppose that
f1(x
∗) < 0, fi(x
∗) > 0, i = 2, 3, . . . , n.
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Similar to the case that n = 3, we can find positive numbers δ1, δ2, . . . , δn−1 such that
δi
δ1
=
x∗i
x∗1
, i = 2, 3, . . . , n− 1,
and
f1(x
∗) < f1(x
∗
1 + δ1, x
∗
2 + δ2, . . . , x
∗
n−1 + δn−1, x
∗
n) < 0,
f2(x
∗) > f2(x
∗
1 + δ1, x
∗
2 + δ2, . . . , x
∗
n−1 + δn−1, x
∗
n) > 0,
· · · · · ·
fn(x
∗) > fn(x
∗
1 + δ1, x
∗
2 + δ2, . . . , x
∗
n−1 + δn−1, x
∗
n) > 0.
It follows that
F (x∗1 + δ1, x
∗
2 + δ2, . . . , x
∗
n−1 + δn−1, x
∗
n) < F (x
∗),
which contradicts that F reaches its minimum at x∗.
Case (c4). Suppose that for 2 ≤ i ≤ n− 1,
f1(x
∗) < 0, f2(x
∗) < 0, . . . , fi(x
∗) < 0,
fi+1(x
∗) > 0, . . . , fn(x
∗) > 0.
We fix x∗1, . . . , x
∗
i−1 and x
∗
n. Similar to the case that n = 3, we can find positive numbers δi, . . . , δn−1
such that
δj
δi
=
x∗j
x∗i
, j = i+ 1, . . . , n− 1,
and
f1(x
∗) < f1(x
∗
1, . . . , x
∗
i−1, x
∗
i + δi, . . . , x
∗
n−1 + δn−1, x
∗
n) < 0,
· · · · · ·
fi(x
∗) < fi(x
∗
1, . . . , x
∗
i−1, x
∗
i + δi, . . . , x
∗
n−1 + δn−1, x
∗
n) < 0,
fi+1(x
∗) > fi+1(x
∗
1, . . . , x
∗
i−1, x
∗
i + δi, . . . , x
∗
n−1 + δn−1, x
∗
n) > 0,
· · · · · ·
fn(x
∗) > fn(x
∗
1, . . . , x
∗
i−1, x
∗
i + δi, . . . , x
∗
n−1 + δn−1, x
∗
n) > 0.
It follows that
F (x∗1, . . . , x
∗
i−1, x
∗
i + δi, . . . , x
∗
n−1 + δn−1, x
∗
n) < F (x
∗),
which contradicts that F reaches its minimum at x∗.
Proof of Theorem 1.2.
Case n = 2.
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Note that now equations (1.2) become
q12
α(2)
α(1)
= q21
α(1)
α(2)
.
Hence we can obtain a solution to (1.2) by defining α(2)
α(1)
=
√
q21
q12
.
Case n = 3.
Equations (1.2) are equivalent to

q12
α(2)
α(1)
β(2) + q13
α(3)
α(1)
β(3) = q21
α(1)
α(2)
β(2) + q31
α(1)
α(3)
β(3),
q21
α(1)
α(2)
β(1) + q23
α(3)
α(2)
β(3) = q12
α(2)
α(1)
β(1) + q32
α(2)
α(3)
β(3),
q31
α(1)
α(3)
β(1) + q32
α(2)
α(3)
β(2) = q13
α(3)
α(1)
β(1) + q23
α(3)
α(2)
β(2).
(2.5)
Multiplying the first two equations by β(1)/β(3) and β(2)/β(3), respectively, and then adding
them up, we obtain the third equation. Define
α(2)
α(1)
= x1,
α(3)
α(1)
= x2.
Thus, the first two equations of (2.5) become{
a11x1 + a12x2 = b11
1
x1
+ b12
1
x2
,
a21
1
x1
+ a22
x2
x1
= b21x1 + b22
x1
x2
,
(2.6)
where aij, bij , 1 ≤ i, j ≤ 2, are positive constants.
We define three continuous functions f1, f2, F with the domain D2 := {x = (x1, x2) ∈ R
2|x1 >
0, x2 > 0} by
f1(x) = (a11x1 + a12x2)−
(
b11
1
x1
+ b12
1
x2
)
,
f2(x) =
(
a21
1
x1
+ a22
x2
x1
)
−
(
b21x1 + b22
x1
x2
)
,
F (x) = f 21 (x) + f
2
2 (x).
It is easy to see that the function F has a minimum value at some point x∗ = (x∗1, x
∗
2) ∈ D2.
Then, we have
∂F
∂x1
(x∗) = 2f1(x
∗)
(
a11 +
b11
(x∗1)
2
)
− 2f2(x
∗)
(
b21 +
b22
x∗2
+
a21
(x∗1)
2
+
a22x
∗
2
(x∗1)
2
)
= 0,
∂F
∂x2
(x∗) = 2f1(x
∗)
(
a12 +
b12
(x∗2)
2
)
+ 2f2(x
∗)
(
a22
x∗1
+
b22x
∗
1
(x∗2)
2
)
= 0.
Since all the coefficients of the above equations are positive, we must have
f1(x
∗) = 0, f2(x
∗) = 0.
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Hence there exists a positive solution (x1, x2) to (2.6) and therefore there exist α(i) > 0, 1 ≤ i ≤ 3,
such that (1.2) holds.
Case n ≥ 4.
Note that the last equation of (1.2) is implied by the first (n − 1) equations. If we define
α(i)/α(1) = xi−1 for i = 2, 3, . . . , n, then equations (1.2) become equations of the type (1.1).
Therefore, the proof is completed by Theorem 1.1.
3 Proof of Theorem 1.4
Let φ > 0 be a function on E. We define
Lφt =
φ(Xt)
φ(X0)
exp
(
−
∫ t
0
Qφ
φ
(Xs)ds
)
· 1{t<ζ}, t ≥ 0.
(Lφt )t≥0 is a supermartingale ofX . The upper bound (1.5) can be proved by following the standard
argument (see [1]). In the following, we will focus on the proof of the lower bound (1.4).
Define
M0 := {µ ∈ P1(E) : µ({i}) > 0, ∀i ∈ E}.
Let G be an open subset of P1(E). Denote by m the measure on E satisfying
m({i}) =
1
n
, i ∈ E.
If δ > 0 is small enough, then (1 − δ)µ + δm ∈ G ∩M0 for each µ ∈ G. From the definition of
I(µ), we find that
I((1− δ)µ+ δm) ≤ (1− δ)I(µ) + δI(m).
Hence lim supδ→0[I((1−δ)µ+δm)] ≤ I(µ). Since µ ∈ G is arbitrary, infµ∈G I(µ) ≥ infµ∈G∩M0 I(µ)
and thus infµ∈G I(µ) = infµ∈G∩M0 I(µ). Therefore, to prove (1.4), we need only prove that
lim inf
t→∞
1
t
logPi(Lt ∈ G, t < ζ) ≥ − inf
µ∈G∩M0
I(µ), ∀i ∈ E. (3.1)
Let f be a function on E. We define
P φt f(i) = Ei(L
φ
t f(Xt)) = Ei
(
f(Xt)φ(Xt)
φ(X0)
exp
(
−
∫ t
0
Qφ
φ
(Xs)ds
)
· 1{t<ζ}
)
, t ≥ 0.
The generator of the semigroup (P φt )t>0 is given by
Lφf =
Q(fφ)
φ
−
Qφ
φ
f.
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That is, for any i ∈ E, we have
Lφf(i) =
Q(fφ)(i)
φ(i)
−
Qφ(i)
φ(i)
f(i) =
∑
j∈E
qijφ(j)
φ(i)
f(j)−
∑
j∈E qijφ(j)
φ(i)
f(i).
Then, the matrix associated with Lφ, denoted by Qφ = (qφij)i,j∈E, is given by
qφij =
qijφ(j)
φ(i)
, i, j ∈ E, i 6= j; qφii = −
∑
j 6=i
qijφ(j)
φ(i)
, i ∈ E. (3.2)
Denote by Xφ the Markov chain associated with Lφ. By (3.2) and the assumption that
qij > 0, i, j ∈ E, i 6= j, we find that X
φ is an ergodic Markov chain. Hence Xφ has a unique
invariant distribution, which is denoted by νφ. Note that
Pi(Lt ∈ G, t < ζ) = E
φ
i
(
φ(X0)
φ(Xt)
exp
(∫ t
0
Qφ
φ
(Xs)ds
)
;Lt ∈ G
)
.
By the ergodicity of Xφ, we obtain that
lim inf
t→∞
1
t
logPi(Lt ∈ G, t < ζ) ≥ sup
φ>0,νφ∈G
∫
E
Qφ
φ
dνφ, ∀i ∈ E. (3.3)
We define
Π := {µ ∈ P1(E) : µ = νφ for some φ > 0}.
If we can prove the following claim
M0 = Π, (3.4)
then we obtain by (3.3) that
− inf
µ∈G∩M0
I(µ) = − inf
µ∈G∩M0
{
− inf
u>0
∫
E
Qu
u
dµ
}
= sup
µ∈G∩M0
{
inf
u>0
∫
E
Qu
u
dµ
}
= sup
φ>0,νφ∈G
{
inf
u>0
∫
E
Qu
u
dνφ
}
≤ sup
φ>0,νφ∈G
∫
E
Qφ
φ
dνφ
≤ lim inf
t→∞
1
t
logPi(Lt ∈ G, t < ζ),
and thus (3.1) is proved.
In the following, we will prove claim (3.4). Let µ ∈M0. We write
dµ = hdm,
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where h is a function on E satisfying h(i) > 0 for each i ∈ E. To show that µ ∈ Π, it is sufficient
to show that there exists a function φ > 0 such that∫
E
(Lφf)hdm = 0, ∀f.
Note that ∫
E
(Lφf)hdm = 0, ∀f
⇔
∑
i∈E
(Lφf(i))h(i) = 0, ∀f
⇔
∑
i∈E
[∑
j∈E
qijφ(j)
φ(i)
f(j)−
∑
j∈E qijφ(j)
φ(i)
f(i)
]
h(i) = 0, ∀f
⇔
∑
j∈E
∑
i∈E
qjiφ(i)
φ(j)
f(i)h(j) =
∑
i∈E
∑
j∈E qijφ(j)
φ(i)
f(i)h(i), ∀f
⇔ φ(i)
∑
j∈E
qji
h(j)
φ(j)
=
h(i)
φ(i)
∑
j∈E
qijφ(j), ∀i ∈ E
⇔ φ2(i)
∑
j∈E
qji
h(j)
φ(j)
= h(i)
∑
j∈E
qijφ(j), ∀i ∈ E.
Hence, to show that µ ∈ Π, it is sufficient to show that there exist φ(i) > 0, 1 ≤ i ≤ n, such that
h(i)
∑
j∈E
qijφ(j) = φ
2(i)
∑
j∈E
qji
h(j)
φ(j)
, ∀i ∈ E. (3.5)
For i ∈ E, we define
β(i) =
√
h(i), α(i) =
φ(i)
β(i)
.
Then, equations (3.5) become equations (1.2). Since the existence of solutions to equations (1.2)
is guaranteed by Theorem 1.2, the proof is complete.
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