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Abstract
In the paper we develop new methods for calculating the two well-known topological
indices, the degree-distance and the Gutman index. Firstly, we prove that the Wiener
index of a double vertex-weighted graph can be computed from the Wiener indices of
weighted quotient graphs with respect to a partition of the edge set that is coarser than
Θ∗-partition. This result immediately gives a method for computing the degree-distance
of any graph. Next, we express the degree-distance and the Gutman index of an arbitrary
phenylene by using its hexagonal squeeze and inner dual. In addition, it is shown how
these two indices of a phenylene can be obtained from the four quotient trees. Further-
more, reduction theorems for the Wiener index of a double vertex-weighted graph are
presented. Finally, a formula for computing the Gutman index of a partial Hamming
graph is obtained.
1 Introduction
In this paper, we study methods for calculating the degree distance and the Gutman index
of a graph. These graph invariants are important degree- and distance-based topological
indices. The degree distance of a connected graph G, denoted by DD(G), is defined as
DD(G) =
∑
{u,v}⊆V (G)
(deg(u) + deg(v))d(u, v)
and was firstly introduced in 1994 [4]. However, a similar concept was invented five years
earlier by H. Schultz (see [25]) and therefore, the degree distance is sometimes referred to
as the Schultz index. The Gutman index of a connected graph G, denoted by Gut(G),
was introduced in [8] and it is defined in the following way:
Gut(G) =
∑
{u,v}⊆V (G)
deg(u)deg(v)d(u, v).
Both topological indices are special variations of the well known Wiener index, which was
introduced in 1947 by H. Wiener [27] as
W (G) =
∑
{u,v}⊆V (G)
d(u, v).
In fact, the Gutman index and the degree distance are special cases of weighted Wiener
indices. Therefore, our results are stated in a general way.
The degree-distance and the Gutman index were extensively studied in the past. For
example, some recent research on the degree-distance can be found in [10, 15, 28] and
on the Gutman index in [20, 24]. Moreover, both indices were studied and compared
in [3, 5, 6, 9]. In addition, paper [14] provides some methods for computing these two
indices on partial cubes. Furthermore, recently some generalizations using the Steiner
distance were introduced [7, 22, 23].
The paper is organized in six sections. The following section states some basic defini-
tions and preliminary results.
We continue with a cut method for computing the degree-distance of a graph. Note
that a cut method is a powerful tool for investigating distance-based topological indices
[19]. In [12] a cut method for computing the degree-distance of a benzenoid system was
developed. Therefore, in section 3 we generalize this result such that it can be applied for
any connected graph by using quotient graphs with respect to a partition coarser than Θ∗-
partition. In addition, our result holds for the Wiener index of a double vertex-weighted
graph and is analogous to Theorem 2.1 from [18], which can be applied to calculate
the Wiener index of a weighted graph. In section 4, the mentioned theorems are used for
computing the degree-distance and the Gutman index of phenylenes. More precisely, these
indices of an arbitrary phenylene are expressed by using its hexagonal squeeze and inner
dual. Such result is already known for the Wiener index of a phenylene [17]. Moreover,
it is shown how these two indices of a phenylene can be obtained from the four quotient
trees.
In [21] some reduction theorems for calculating the Wiener index of a weighted graph
were proposed. In section 5, we apply a similar method to obtain such theorems also for
the Wiener index of a double vertex-weighted graph, which can then be used also for the
degree-distance. As an example, we calculate the degree-distance and the Gutman index
of an infinite family of graphs that were firstly considered in [18].
Finally, in section 6 we show an inequality for the Wiener index of a weighted graph
and apply it for the Gutman index. In particular, the equality holds if and only if the
graph is a partial Hamming graph. Note that similar results are known for the Wiener
index [16] and for the degree-distance [12].
2 Preliminaries
All the graphs considered in this paper are simple and finite. For a graph G, the set of
all the vertices is denoted by V (G) and the set of edges by E(G). Moreover, we define
dG(u, v) to be the usual shortest-path distance between vertices u, v ∈ V (G) and also
sometimes write d(u, v) instead of dG(u, v) if there is no confusion. Furthermore, for any
u ∈ V (G) the open neighbourhood N(u) is defined as the set of all the vertices that are
adjacent to u. The degree of u, denoted by deg(u), is defined as the cardinality of the set
N(u). Finally, we set N [u] = N(u) ∪ {u}.
If G is a graph, we say that a function w : V (G)→ R+ is a weight. A pair (G,w) is then
called a vertex-weighted graph or shortly a weighted graph. Moreover, if a, b are weights,
then the triple (G, a, b) is called a double vertex-weighted graph.
The Wiener index of a connected weighted graph (G,w) can be defined in two different
ways (see [14]):
W∗(G,w) =
∑
{u,v}⊆V (G)
w(u)w(v)d(u, v),
W+(G,w) =
∑
{u,v}⊆V (G)
(w(u) + w(v))d(u, v).
However, since the first definition is more common, we usually write W (G,w) instead of
W∗(G,w) and call it the Wiener index of a weighted graph. Obviously, the Gutman index
and the degree distance are just special cases of these two weighted indices.
The Wiener index of a connected double vertex-weighted graph (G, a, b), introduced in
[12], is defined as:
W (G, a, b) =
∑
{u,v}⊆V (G)
(a(u)b(v) + a(v)b(u)) d(u, v).
Obviously, W+(G, a) is exactly W (G, a, b) if we take b ≡ 1.
Two edges e1 = u1v1 and e2 = u2v2 of graph G are in relation Θ, e1Θe2, if
d(u1, u2) + d(v1, v2) 6= d(u1, v2) + d(u1, v2).
Note that this relation is also known as Djokovic´-Winkler relation. The relation Θ is
reflexive and symmetric, but not necessarily transitive. We denote its transitive closure
(i.e. the smallest transitive relation containing Θ) by Θ∗. It is easy to observe that any
two edges in an odd cycle are in Θ∗ relation. Moreover, any two diametrically opposite
edges in an even cycle are in Θ relation.
Let E = {E1, . . . , Ek} be the Θ
∗-partition of the set E(G). Then we say that a
partition {F1, . . . , Fr} of E(G) is coarser than E if each set Fi is the union of one or more
Θ∗-classes of G.
Suppose G is a graph and F ⊆ E(G). The quotient graph G/F is a graph whose vertices
are connected components of the graph G \ F , such that two components C1 and C2 are
adjacent in G/F if some vertex in C1 is adjacent to a vertex of C2 in G.
The following theorem gives a method for computing the Wiener index of a weighted
graph.
Theorem 2.1 [18] Let G be a connected graph. If {F1, . . . , Fk} is a partition coarser
than the Θ∗-partition, then
W (G,w) =
k∑
i=1
W (G/Fi, wi),
where wi : V (G/Fi) → R
+ is defined by wi(C) =
∑
x∈V (C)w(x) for all connected compo-
nents C of the graph G \ Fi.
The Cartesian product G1✷ · · ·✷Gk of graphs G1, . . . , Gk has the vertex set V (G1)×· · ·×
V (Gk), two vertices (u1, . . . , uk) and (v1, . . . , vk) being adjacent if they differ in exactly
one position, say in ith, and uivi is an edge of Gi.
LetH andG be two graphs. A function ℓ : V (H)→ V (G) is called an embedding of H into
G if ℓ is injective and, for any two vertices u, v ∈ V (H), ℓ(u)ℓ(v) ∈ E(G) if uv ∈ E(H). If
such a function ℓ exists, we say that H can be embedded in G. An embedding ℓ of graph
H into graph G is called an isometric embedding if for any two vertices u, v ∈ V (H) it
holds dH(u, v) = dG(ℓ(u), ℓ(v)). Moreover, subgraph H of a graph G is called an isometric
subgraph if for each u, v ∈ V (H) it holds dH(u, v) = dG(u, v).
A Hamming graph is the Cartesian product of complete graphs and a partial Hamming
graph is any isometric subgraph of a Hamming graph. In the particular case where all
the factors are K2’s we speak of hypercubes and partial cubes, respectively. Partial cubes
constitute a large class of graphs with a lot of applications and includes, for example,
many families of chemical graphs (benzenoid systems, trees, phenylenes, cyclic phenylenes,
polyphenyls). Partial Hamming graphs and in particular partial cubes were studied and
characterized in many papers (for example, see [11]).
For an edge ab of a graph G, let Wab be the set of vertices of G that are closer to a than to
b. We write 〈S〉 for the subgraph of G induced by S ⊆ V (G). Moreover, a subgraph H of
G is called convex if for arbitrary vertices u, v ∈ V (H) every shortest path between u and
v in G is also contained in H . The following theorem proved by Djokovic´ and Winkler
puts forth two fundamental characterizations of partial cubes:
Theorem 2.2 [11] For a connected graph G, the following statements are equivalent:
(i) G is a partial cube.
(ii) G is bipartite, and 〈Wab〉 and 〈Wba〉 are convex subgraphs of G for all ab ∈ E(G).
(iii) G is bipartite and Θ = Θ∗.
Is it also known that if G is a partial cube and E is a Θ-class of G, then G \ E has
exactly two connected components, namely 〈Wab〉 and 〈Wba〉, where ab ∈ E. For more
information about partial cubes see [11].
The canonical embedding of a connected graph G is defined as follows: Let the Θ∗-classes
of G be E1, E2, . . . , Ek. Let αi : V (G) → V (G/Ei) be the map sending any u ∈ V (G)
to the component of G \ Ei that contains it. The canonical embedding α : V (G) →
G/E1✷ · · ·✷G/Ek is defined by
α(u) = (α1(u), . . . , αk(u))
for any u ∈ V (G). It is well known that the canonical embedding is irredundant isometric
embedding, see [11]. Here irredundant means that every factor graphG/Ei, i ∈ {1, . . . , k},
has at least two vertices and that each vertex of G/Ei appears as a coordinate of some
vertex α(u), where u ∈ V (G).
3 The degree distance via unification of Θ∗-classes
The main goal of this section is to find a formula for calculating the degree distance of a
graph. However, we present a result in a more general setting, i.e. by proving it for the
Wiener index of a double vertex-weighted graph. Some chemical applications are given
in the next section.
Let G be a connected graph and {F1, . . . , Fr} a partition coarser than the Θ
∗-partition.
For any u ∈ V (G) and i ∈ {1, . . . , r} we denote by ℓi(u) the connected component of the
graph G \ Fi which contains u. The result of the following lemma was proved in [18]. A
complete proof can also be found in [26].
Lemma 3.1 [18, 26] Let G be a connected graph. If {F1, . . . , Fr} is a partition coarser
than the Θ∗-partition, then for any u, v ∈ V (G) it holds
dG(u, v) =
r∑
i=1
dG/Fi(ℓi(u), ℓi(v)).
The following theorem is the main result of the section.
Theorem 3.2 If (G, a, b) is a connected double vertex-weighted graph with a partition
{F1, ..., Fr} coarser than Θ
∗-partition, then
W (G, a, b) =
r∑
i=1
W (G/Fi, ai, bi),
where ai : V (G/Fi) → R
+ is defined by ai(C) =
∑
x∈V (C) a(x) and bi : V (G/Fi) → R
+ is
defined by bi(C) =
∑
x∈V (C) b(x) for all connected components C of the graph G \ Fi.
Proof. By the definition and Lemma 3.1 we obtain
W (G, a, b) =
∑
{u,v}∈V (G)
(a(u)b(v) + a(v)b(u))dG(u, v)
=
∑
{u,v}∈V (G)
(a(u)b(v) + a(v)b(u))
(
r∑
i=1
dG/Fi(ℓi(u), ℓi(v))
)
=
r∑
i=1

 ∑
{u,v}∈V (G)
(a(u)b(v) + a(v)b(u))dG/Fi(ℓi(u), ℓi(v))

 .
Let X, Y be two arbitrary distinct connected components of G \ Fi. Obviously, for any
x, x′ ∈ V (X) and y, y′ ∈ V (Y ) it holds dG/Fi(ℓi(x), ℓi(y)) = dG/Fi(ℓi(x
′), ℓi(y
′)). Moreover,
∑
x∈V (X)
∑
y∈V (Y )
(a(x)b(y) + a(y)b(x)) =
∑
x∈V (X)
a(x)
∑
y∈V (Y )
b(y) +
∑
y∈V (Y )
a(y)
∑
x∈V (X)
b(x)
= ai(X)bi(Y ) + ai(Y )bi(X).
Therefore,
W (G, a, b) =
r∑
i=1

 ∑
{X,Y }∈V (G/Fi)
(ai(X)bi(Y ) + ai(Y )bi(X))dG/Fi(X, Y )


=
r∑
i=1
W (G/Fi, ai, bi),
which finishes the proof. 
In the rest of the section we present some consequences of the previous theorem.
Firstly, the obtained result can be used to compute W+(G, a) for a connected weighted
graph.
Corollary 3.3 Let (G, a) be a connected weighted graph with a partition {F1, ..., Fr}
coarser than Θ∗-partition. It holds
W+(G, a) =
r∑
i=1
W (G/Fi, ai, bi)
where ai : V (G/Fi) → R is defined by ai(C) =
∑
x∈V (C) a(x) and bi : V (G/Fi) → R
+ is
defined by bi(C) = |V (C)| for all connected components C of the graph G \ Fi.
Proof. If we set b ≡ 1 in Theorem 3.2, we quickly get the obtained formula. 
Finally, we are able to calculate the degree distance of an arbitrary graph G.
Corollary 3.4 If G is a connected graph with a partition {F1, ..., Fr} coarser than Θ
∗-
partition, then
DD(G) =
r∑
i=1
W (G/Fi, ai, bi),
where ai : V (G/Fi)→ R is defined by ai(C) =
∑
x∈V (C) deg(x) and bi : V (G/Fi)→ R
+ is
defined by bi(C) = |V (C)| for all connected components C of the graph G \ Fi.
If G is a partial cube and E1, . . . , Ek are the Θ-classes of G, we know that the graph
G \ Ei has exactly two connected components for any i ∈ {1, . . . , k} and these two
components will be denoted by C1i and C
2
i . Moreover, for any i ∈ {1, . . . , k} and j ∈ {1, 2}
we define Aj(Ei) =
∑
x∈V (Cj
i
) a(x) and Bj(Ei) =
∑
x∈V (Cj
i
) b(x). The next result follows
directly from Theorem 3.2 and generalizes Lemma 4.2 from [12] where it was stated just
for trees.
Corollary 3.5 If (G, a, b) is a double vertex-weighted partial cube and if E1, . . . , Ek are
the Θ-classes of G, then
W (G, a, b) =
k∑
i=1
(A1(Ei)B2(Ei) + A2(Ei)B1(Ei)) .
4 Applications to phenylenes
In this section, we apply Corollary 3.4 and Theorem 2.1 to obtain the relationships between
the degree-distance and the Gutman index of a phenylene with the weighted Wiener
indices of its hexagonal squeeze and the inner dual. Moreover, it is described how the two
indices can be computed from four weighted quotient trees which enables us to compute
the indices in linear time.
Firstly, we need to introduce some additional notation. Let H be the hexagonal
(graphite) lattice and let Z be a cricuit on it. Then a benzenoid system is induced by the
vertices and edges of H, lying on Z and in its interior. Let B be a benzenoid system.
A vertex shared by three hexagons of B is called an internal vertex of B. A benzenoid
system is said to be catacondensed if it does not possess internal vertices. Otherwise it is
called pericondensed. Two distinct hexagons with a common edge are called adjacent. The
inner dual of a benzenoid system B, denoted as ID(B), is a graph which has hexagons
of B as vertices, two being adjacent whenever the corresponding hexagons are adjacent.
Obviously, the inner dual of a catacondensed benzenoid system is always a tree.
Let B be a catacondensed benzenoid system. If we add rectangles between all pairs
of adjacent hexagons of B, the obtained graph G is called a phenylene. We then say that
B is a hexagonal squeeze of G and denote it by HS(G) = B, see Figure 1.
By Theorem 2.2 it follows that any benzenoid system or a phenylene is a partial cube.
An elementary cut C of a benzenoid system or a phenylene G is a line segment that starts
at the center of a peripheral edge of G, goes orthogonal to it and ends at the first next
peripheral edge of G. By C we usually also denote the set of edges that are intersected
Figure 1. A benzenoid system B with its inner dual and a phenylene G such that
B = HS(G).
by the corresponding elementary cut. Elementary cuts in benzenoid systems have been
described and illustrated by numerous examples in several earlier articles. The main
insight for our consideration is that every Θ-class of a benzenoid system or a phenylene
coincides with exactly one of its elementary cuts.
Let G be a phenylene, B = HS(G), and T = ID(B). Firstly, we introduce four
different weights in the following way. The weights ω1, ω2 : V (B)→ R
+ are defined as
w1(u) = 4deg(u)− 6,
w2(u) = deg(u)− 1
for any u ∈ V (B). Moreover, the weights ω3, ω4 : V (T )→ R
+ are defined as
w3(x) = 2deg(x) + 12,
w4(x) = 6
for any x ∈ V (T ).
Theorem 4.1 If G is a phenylene, B = HS(G), and T = ID(B), then it holds
DD(G) = W (B,w1, w2) +W (T, w3, w4),
Gut(G) = W (B,w1) +W (T, w3).
Proof. Let F1 be the set of all the edges of G that correspond to the edges of the
hexagonal squeeze B (the edges of all the hexagons of G). Moreover, let F2 = E(G) \ F1.
Since the sets F1, F2 are both unions of elementary cuts of G, it is obvious that the
partition {F1, F2} is a partition coarser than Θ-partition. Therefore, by Corollary 3.4 we
have
DD(G) = W (G/F1, a1, b1) +W (G/F2, a2, b2),
where ai, i ∈ {1, 2}, represents the sum of all the degrees in the corresponding connected
components of the graph G \ Fi, and bi, i ∈ {1, 2}, represents the number of vertices in
the corresponding connected components of the graph G \ Fi.
We also notice that G/F1 ∼= B and G/F2 ∼= T . Furthermore, the connected compo-
nents of G \ F1 are either vertices (the vertices of degree 2 in G, which correspond to
vertices of degree 2 in B) or edges (composed of two vertices of degree 3 in G, which
correspond to vertices of degree 3 in B). Therefore,
a1(u) =
{
6; deg(u) = 3
2; deg(u) = 2
, b1(u) =
{
2; deg(u) = 3
1; deg(u) = 2
for any u ∈ V (B). Obviously, a1 ≡ w1 and b1 ≡ w2.
On the other hand, the connected components of G \ F2 are the hexagons of G, each
of them corresponds to exactly one vertex from T . Therefore,
a2(x) =


18; deg(x) = 3
16; deg(x) = 2
14; deg(x) = 1
, b2(x) = 6
for any x ∈ V (T ). Obviously, a2 ≡ w3 and b2 ≡ w4, which completes the proof for the
degree distance.
For the Gutman index we consider the same partition {F1, F2} of the set E(G). By
Theorem 2.1 we obtain
Gut(G) =W (G/F1, a1) +W (G/F2, a2),
where ai, i ∈ {1, 2}, represents the sum of all the degrees in the corresponding connected
components of the graph G \ Fi. Since a1 ≡ w1 and a2 ≡ w3, the proof is complete. 
Another way to compute the degree distance and the Gutman index of a phenylene is
by using four weighted quotient trees, which are defined in the following way.
Let G be a phenylene and B the hexagonal squeeze of G. The edge set of B can be
naturally partitioned into sets E ′1, E
′
2, and E
′
3 of edges of the same direction. Denote
the sets of edges of G corresponding to the edges in E ′1, E
′
2, and E
′
3 by E1, E2, and E3,
respectively. Moreover, let E4 = E(G)\(E1∪E2∪E3) be the set of all the edges of G that
do not belong to B. The quotient graph Ti, 1 ≤ i ≤ 4, is then defined in the standard way
as the graph G/Ei. In a similar way we can define the quotient graphs T
′
1, T
′
2, T
′
3 of the
hexagonal squeeze B. It is known that for any benzenoid system its quotient graphs are
trees, see [1]. Obviously, a tree T ′i is isomorphic to Ti for i = 1, 2, 3 and T4 is isomorphic
to the inner dual of B. Therefore, all quotient graphs T1, T2, T3, T4 are trees.
Now we extend a quotient tree Ti, i ∈ {1, 2, 3, 4}, to a double vertex-weighted tree
(Ti, ai, bi) as follows:
• for C ∈ V (Ti), let ai(C) be the sum of all the degrees of vertices in the connected
component C of G \ Ei;
• for C ∈ V (Ti), let bi(C) be the number of vertices in the component C of G \ Ei.
Everything is prepared for the following theorem.
Theorem 4.2 If G is a phenylene and (Ti, ai, bi), i ∈ {1, 2, 3, 4}, are the corresponding
double vertex-weighted quotient trees, then it holds
DD(G) =W (T1, a1, b1) +W (T2, a2, b2) +W (T3, a3, b3) +W (T4, a4, b4),
Gut(G) =W (T1, a1) +W (T2, a2) +W (T3, a3) +W (T4, a4).
Proof. It is clear the each set Ei, i ∈ {1, 2, 3, 4}, is the union of some elementary cuts of
G. Therefore, the partition {E1, E2, E3, E4} is a partition coarser than Θ-partition. The
theorem now follows by Corollary 3.4 and Theorem 2.1. 
By the same reasoning as in [1] we can show that the double vertex-weighted quotient
trees of a phenylene can be computed in linear time with respect to the number of vertices.
Moreover, it was shown in [2, 12] that the Wiener index of any weighted tree or double
vertex-weighted tree can be computed in linear time with respect to the number of vertices
of a tree. Therefore, we easily obtain the following corollary.
Corollary 4.3 If G is a phenylene with n vertices, then the degree distance of G and the
Gutman index of G can be computed in O(n) time.
For an example, we consider phenylene G from Figure 1. The double vertex-weighted
quotient trees for G are depicted in Figure 2.
Figure 2. The double vertex-weighted quotient trees of phenylene G.
We next compute the quantities (note that this can be done by using Corollary 3.5):
W (T1, a1, b1) = 5208,W (T2, a2, b2) = 2976,W (T3, a3, b3) = 4416,W (T4, a4, b4) = 5784.
Therefore, the degree distance of G is the sum
DD(G) = 5208 + 2976 + 4416 + 5784 = 18384.
Analogously, to compute the Gutman index we first calculate:
W (T1, a1) = 6484,W (T2, a2) = 3600,W (T3, a3) = 5520,W (T4, a4) = 7252.
Finally, the Gutman index of G is the sum
Gut(G) = 6484 + 3600 + 5520 + 7252 = 22856.
5 Reduction theorems for connected double vertex-
weighted graphs
We prove results analogous to the result from [21] for calculating the weighted Wiener
index by a special reduction. To state the theorems, some additional definitions are
needed.
If G is a graph, then vertices x and y are in relation R if N(x) = N(y). Obviously, R is
an equivalence relation on V (G). The R-equivalence class containing x will be denoted
with [x]R.
Let G be a connected graph, c ∈ V (G) and C = [c]R. We define a new graph G
′ with
G′ = G \ (C \ {c}). For any weight w : V (G) → R+ we define w′ : V (G′) → R+ in the
following way: ω′(c) =
∑
x∈C ω(x) and ω
′(x) = w(x) for any x /∈ C. The next theorem
was recently obtained.
Theorem 5.1 [21] Let (G,w) be a connected weighted graph, c ∈ V (G), and C = [c]R =
{c1, . . . , ck}. Then
W (G,w) = W (G′, w′) +
∑
{ci,cj}⊆C
2w(ci)w(cj).
Finally, we can state the main theorem of the section.
Theorem 5.2 Let (G, a, b) be a connected double vertex-weighted graph, c ∈ V (G), and
C = [c]R = {c1, . . . , ck}. Then
W (G, a, b) = W (G′, a′, b′) +
∑
{ci,cj}⊆C
2(a(ci)b(cj) + a(cj)b(ci)).
Proof. If |C| = 1, (G′, ω′) = (G, ω), hence the result is trivial. Let c1 = c and k ≥ 2.
Then, we obtain
(i) dG(ci, x) = dG(cj , x) holds for any ci, cj ∈ C and x /∈ C,
(ii) dG(x, y) = dG′(x, y) holds for any vertices x, y ∈ V (G) \ C,
(iii) dG(ci, cj) = 2 holds for any ci, cj ∈ C, i 6= j.
Using these facts we can compute the Wiener index of (G, a, b) as follows:
W (G, a, b) =
∑
{x,y}⊆V (G)
(a(x)b(y) + a(y)b(x))dG(x, y)
=
∑
x/∈C
k∑
i=1
(a(ci)b(x) + a(x)b(ci)) dG(ci, x)
+
∑
{x,y}⊆V (G)\C
(a(x)b(y) + a(y)b(x))dG(x, y)
+
∑
{ci,cj}⊆C
(a(ci)b(cj) + a(cj)b(ci))dG(ci, cj)
=
∑
x/∈C
(
b(x)
k∑
i=1
a(ci)dG(ci, x) + a(x)
k∑
i=1
b(ci)dG(ci, x)
)
+
∑
{x,y}⊆V (G)\C
(a(x)b(y) + a(y)b(x))dG(x, y)
+
∑
{ci,cj}⊆C
(a(ci)b(cj) + a(cj)b(ci))dG(ci, cj).
Therefore, applying properties (i), (ii), and (iii) we deduce
W (G, a, b) =
∑
x∈V (G′)\{c}
(b′(x)a′(c) + a′(x)b′(c)) dG′(c, x) +
+
∑
{x,y}⊆V (G′)\{c}
(a′(x)b′(y) + a′(y)b′(x))dG′(x, y) +
+
∑
{ci,cj}⊆C
2(a(ci)b(cj) + a(cj)b(ci))
= W (G′, a′, b′) +
∑
{ai,aj}⊆C
2(a(ai)b(aj) + a(aj)b(ai))
and the proof is complete. 
Corollary 5.3 Let (G, a, b) be a connected double vertex-weighted graph and let a(ci) = k1
and b(ci) = k2 for all ci ∈ C, k1, k2 ∈ R
+. Then
W (G, a, b) =W (G′, a′, b′) + 2k1k2|C|(|C| − 1).
In a similar way as before, we can introduce relation S in the following way, see [21].
If G is a graph, then vertices x and y are in relation S if NG[x] = NG[y]. Obviously, S is
an equivalence relation on V (G) and the S-equivalence class containing x will be denoted
with [x]S. Analogously as before we can define (G
′, a′, b′) for any double vertex-weighted
graph (G, a, b) and c ∈ V (G). The arguments in the proof of the next theorem are parallel
to the proof of Theorem 5.2, the only difference is that dG(ci, cj) equals one whenever ci, cj
are two distinct vertices from C = [c]S.
Theorem 5.4 Let (G, a, b) be a connected double vertex-weighted graph, c ∈ V (G), and
C = [c]S = {c1, . . . , ck}. Then
W (G, a, b) =W (G′, a′, b′) +
∑
{ci,cj}⊆C
(a(ci)b(cj) + a(cj)b(ci)).
In the rest of the section we use the obtained results on a family of graphs Gn, n ≥ 2,
where n is the number of vertical layers, see Figure 3. These graphs where introduced
in [18], where the Wiener index was computed. Later, the obtained result was corrected
in [21]. First, we determine the Θ∗-classes of Gn, which are denoted by E1, . . . , En−1, see
Figure 3.
Figure 3. Graph Gn, n ≥ 2, and the subgraphs Gn \Ei, i ∈ {1, . . . , n− 1}.
Moreover, let F1 = E1 and F2 =
⋃n−1
i=2 Ei. The graph Gn \ F2 is depicted in Figure 4. In
addition, Figures 5 and 6 show quotient graphs (Gn/F1, a1, b1) and (Gn/F2, a2, b2), where
the weights are defined as in Corollary 3.4.
Figure 4. The graph Gn \ F2, where F2 =
⋃n−1
i=2 Ei.
The Wiener indices of graphs (Gn/F1, a1, b1) and (Gn/F1, a1) can be computed directly.
The results are
W (G/F1, a1, b1) = 84n
2 + 354n− 152,
Figure 5. The graph (Gn/F1, a1, b1).
Figure 6. The graph (Gn/F2, a2, b2), where F2 =
⋃n−1
i=2 Ei.
W (G/F1, a1) = 110n
2 + 404n− 196.
To simplify the calculation of the Wiener indices of graphs (Gn/F2, a2, b2) and (Gn/F2, a2),
we use Corollary 5.3 exactly (n−2)-times. Thus, we get the double vertex-weighted path
on (2n− 3) vertices and we denote it by (P, a(n−2), b(n−2)), see Figure 7.
Figure 7. Path (P, a(n−2), b(n−2)) obtained by performing special reductions.
To computeW (P, a(n−2), b(n−2)), we take into account separately the contributions of pairs
of vertices such that
• both vertices have weights (6, 3),
• both vertices have weights (10, 3),
• one vertex has weights (6, 3) and the other (10, 3),
• one vertex has weights (21, 8) and the other (6, 3) or (10, 3) or (21, 8).
Therefore, we get the next result
W (P, a(n−2), b(n−2)) = (6 · 3 + 3 · 6)
n−3∑
i=1
i∑
j=1
(2j) + (10 · 3 + 3 · 10)
n−4∑
i=1
i∑
j=1
(2j)
+ 2 · (6 · 3 + 3 · 10)
n−3∑
i=1
i∑
j=1
(2j − 1)
+ 2 · (21 · 3 + 8 · 6)
n−2∑
j=1
(2j − 1) + 2 · (21 · 3 + 8 · 10)
n−3∑
j=1
(2j)
+ (21 · 8 + 8 · 21)(2n− 4)
= 64n3 + 16n2 − 402n+ 228.
Hence, by Corollary 5.3 we obtain
W (Gn/F2, a2, b2) =W (P, a
(n−2), b(n−2)) + 24(n− 2) = 64n3 + 16n2 − 378n+ 180.
Finally, by Corollary 3.4 one can calculate
DD(Gn) =W (Gn/F1, a1, b1) +W (Gn/F2, a2, b2) = 64n
3 + 100n2 − 24n+ 28.
Similarly, one can quickly get the Gutman index of Gn. We obtain
W (P, a(n−2)) = 62
n−3∑
i=1
i∑
j=1
(2j) + 102
n−4∑
i=1
i∑
j=1
(2j)
+ 2 · (6 · 10)
n−3∑
i=1
i∑
j=1
(2j − 1)
+ 2 · (21 · 6)
n−2∑
j=1
(2j − 1) + 2 · (21 · 10)
n−3∑
j=1
(2j)
+ 212 · (2n− 4)
=
2
3
· (128n3 − 731n+ 438).
Hence, by Theorem 5.1 we get
W (Gn/F2, a2) = W (P, a
(n−2)) + 24 · (n− 2) =
2
3
· (128n3 − 695n+ 366).
Lastly, by Theorem 2.1 we obtain
Gut(Gn) =W (Gn/F1, a1) +W (Gn/F2, a2) =
2
3
· (128n3 + 165n2 − 89n+ 72).
6 The Wiener index of weighted partial Hamming
graphs
In this section, we show how the Wiener index of a weighted partial Hamming graph can
be easily computed. Naturally, the obtained result can be applied also for the Gutman
index.
The following well known result will be needed and it was already used in [16]. For
the sake of completeness, we give the proof anyway.
Lemma 6.1 If G is a connected graph, then G is a partial Hamming graph if and only
if all the quotient graphs with respect to Θ∗-classes of G are complete.
Proof. The backward implication is obvious and it follows from the definition of the
canonical isometric embedding.
Let G be a partial Hamming graph and let γ : G →
∏m
j=1Kij be an isometric em-
bedding into the Cartesian product of complete graphs Kij . Discard all the factors which
contain only one vertex and the unused vertices in each factor. We get an irredundant
embedding of a graph G into a product of complete graphs. Therefore, by Theorem 5.3
from [13], this embedding is the canonical isometric embedding, so the quotient graphs of
G with respect to Θ∗-classes of G are all complete. 
We are ready to prove the main theorem of this section, which generalizes a similar
result from [16]. In the rest of the section, the Θ∗-classes of a connected graph G will be
denoted by E1, . . . , Ek, k ∈ N. Moreover, for any i ∈ {1, . . . , k}, we denote the connected
components of the graph G \ Ei by C
1
i , . . . , C
ri
i .
Theorem 6.2 If (G,w) is a connected weighted graph, then
W (G,w) ≥
1
2
k∑
i=1
ri∑
j=1
w(Cji )w
c(Cji ),
where w(Cji ) =
∑
x∈V (Cj
i
) w(x) and w
c(Cji ) =
∑
x∈V (G)\V (Cj
i
)w(x) for any i ∈ {1, . . . , k}, j ∈
{1, . . . , ri}. Moreover, the equality holds if and only if G is a partial Hamming graph.
Proof. Let α = (α1, . . . , αk) be the canonical isometric embedding for graph G. By the
definition and Lemma 3.1 we have
W (G,w) =
∑
{u,v}⊆V (G)
w(u)w(v)dG(u, v)
=
∑
{u,v}⊆V (G)
w(u)w(v)
(
k∑
i=1
dG/Ei(αi(u), αi(v))
)
=
k∑
i=1
∑
{u,v}⊆V (G)
w(u)w(v)dG/Ei(αi(u), αi(v)).
In the rest of the proof, we introduce notation
wc(u) =
∑
x∈V (G)
αi(u)6=αi(x)
w(x)
for any u ∈ V (G). Since dG/Ei(αi(u), αi(v)) ≥ 1 for all u, v ∈ V (G) with αi(u) 6= αi(v),
i ∈ {1, . . . , k}, we deduce
W (G,w) ≥
k∑
i=1
∑
{u,v}⊆V (G)
αi(u)6=αi(v)
w(u)w(v)
=
1
2
k∑
i=1
∑
u∈V (G)
w(u)wc(u)
=
1
2
k∑
i=1
ri∑
j=1
∑
u∈Cj
i
w(u)wc(u).
Obviously, for any u, v ∈ V (Cji ) it holds w
c(u) = wc(v). Hence,
W (G,w) ≥
1
2
k∑
i=1
ri∑
j=1
w(Cji )w
c(Cji ).
Obviously, the equality holds if and only if dG/Ei(αi(u), αi(v)) = 1 for all u, v ∈ V (G)
with αi(u) 6= αi(v), i ∈ {1, . . . , k}, which is satisfied when all the quotient graphs with
respect to Θ∗ relation are complete graphs. By Lemma 6.1, this is fulfilled if and only if
G is a partial Hamming graph. 
It is worth mentioning that the previous result can also be derived from Theorem 2.1 and
Lemma 6.1.
Corollary 6.3 If G is a connected graph, then
Gut(G) ≥
1
2
k∑
i=1
ri∑
j=1
deg(Cji )deg
c(Cji ),
where deg(Cji ) =
∑
x∈V (Cj
i
) deg(x) and deg
c(Cji ) =
∑
x∈V (G)\V (Cj
i
) deg(x) for any i ∈
{1, . . . , k}, j ∈ {1, . . . , ri}. Moreover, the equality holds if and only if G is a partial
Hamming graph.
For an example, consider the family of graphs Hn, n ≥ 2, where n denotes the number
of inner faces, see Figure 8. It is clear that |V (Hn)| = 2n+ 1 holds for any n ≥ 2. Figure
8 also illustrates all n graphs Hn with removed Θ
∗-classes and in Figure 9 we can see their
quotient graphs.
Figure 8. Graph Hn and its subgraphs Hn \ Ei, i ∈ {1, 2, ..., n}.
Figure 9. Quotient graphs Hn/Ei, i ∈ {1, 2, ..., n}.
All the quotient graphs with respect to Θ∗ relation are complete, and therefore, by
Lemma 6.1, Hn is a partial Hamming graph for any n ≥ 2. Moreover, using Corollary
6.3, we can calculate the closed formula for the Gutman index of Hn in the following way.
Gut(Hn) =
1
2
n∑
i=1
ri∑
j=1
deg(Cji )deg
c(Cji )
=
1
2
[
(3n− 1)(3n+ 1) + (3n− 1)(3n+ 1) + 2(6n− 2)
]
+
n−1∑
i=1
[
(2 + 6i)(6(n− i− 1) + 4)
]
= 6n3 + 9n2 − 4n + 1.
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