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ABSTRACT
Image quality index corresponds to amount of degradation in an image.
Structural Similarity Index(SSIM) is one such image quality index consid-
ered under this project. The statistical parameters required for the com-
putation of SSIM are dened in spatial domain. The computations in-
volved can be reduced when performed in compressed or reduced do-
main. In addition, as many image processing applications are based on
compressed data, reconstructing inferior quality image for quality mea-
surement can also be avoided. Compressed data can be achieved either
at processing level (image compression algorithms) or at acquisition level
(compressive sampling). A new algorithm called CM-SSIMwas proposed
to compute the SSIM from the compressed data. This is done through re-
constructing data from reduced dimension to appropriate basis system
and dening statistical parameters associated with the basis system. The
proposed algorithm is validated by performing correlation analysis be-
tween the DMOS with acutal SSIM and CM-SSIM. The correlation factors
considered for analysis are pearson, spearman and kendall tau. The re-
sults conrms that the proposed algorithm exist a good relationship with
the DMOS & actual SSIM and would be suitable for future real-time sys-
tems.
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1
Introduction
High resolution image can be eectively preservedwith relatively small number
of coecients when represented on an appropriate basis. This representation
gives reduction in storage, processing and transmission. Since natural images
are compressible in appropriate basis, sampling scene with millions of pixels
to obtain HD images and then compressing it, results in ineective use of sen-
sors.In general, Sampling images/signals follow Shannon theoremwhich states
that sampling ratemust be at least twice the bandwidth of the signal. Images are
not naturally band limited and its sampling rate is decided by spatial resolution.
However acquisition system use anti-aliasing low pass lter before sampling to
band limit it, where Shannon theorem plays a crucial role.
In recent times a theory has been proposed called,Compressive sampling which
asserts that certain signal can be recovered from far few samples than suggested
byNyquist rate. The criteria are signal should be compressible in a certain trans-
form domain and sampling method has to satisfy property of incoherence with
the transform used. This concept was adopted in this work, for the computation
of image quality index.
1
Representation in Compressed Domain
Data compression is possible either at the sensing level or at processing level.
The data can be sampled completely and then concisely represented in appropri-
ate space(Image Compression Algorithms). Otherwise, it can be directly sensed
in the compressed form(CS theory). When represented in the reduced dimen-
sion, whether a data suers any information loss or not, have to be analyzed by
some experiments.
In this experiment an image is taken and transformed to Discrete Cosine Trans-
form (DCT) domain. The reconstruction is done by taking only few percent of
the total coecients. SSIM was computed between the actual and the recon-
structed image. The result shows that, image reconstructed with upto ve per-
cent of the coecients, have good visual quality.
Figure 1.1: DCT Coecients and SSIM
In the next experiment, a sparse signal was taken and represented in the re-
duced dimension(by CS theory, which is approximately one fourth of its actual
dimension). The mean square error was computed between the actual and the
reconstructed signal. This experiments was repeated several times and the box
plot corresponding to MSE was plotted.
Figure 1.2: MSE on Reconstructed Signal
From the box plot, it can be observed that most of theMSE obtained are of value
zero. This ensures that projection of data into a reduced dimension and retriev-
ing it back, doesn’t aect the nature of the data.
The fact that signal when represented in reduced/compressed domain can be
exactly reconstructed without any loss of information is adopted in the com-
pressed measurement of quality index.
1.1 Literature Review
The literature survey has been mainly focused on compressive sensing theory
and its emerging techniques. The following are some of the papers referred for
the literature survey.
In this paper[8], the author provides a new approach to develop a structure
based image quality index. The problem associated with the existing error vis-
ibility methods, necessity of human visual system(HVS) based metrics and de-
tailed mathematical derivation for structural similarity index were given. The
Table 1.1: Literature Survey
Domain Authors HighlightsAdvantages Disadvantages
Compressive
Sampling
E. Candes and M. Wakin[1] Introduction to CS Practical complexitiesnot mentioned
Duarte-Carvajalino J.M. and
Sapiro G[2]
Joint optimization
algorithm
Works for
trained data sets.
Mark A. Davenport,
Michael B. Walkin
and Richard G. Baraniuk[3]
Procedure for
learning in
compressed domain.
No details
on setting
parameters
Jingming Sun, Shu Wang
and Yan Dong[5]
Development of
Structured
sampling matrix
Require
more number of
measurements
SSIM
Z. Wang, A. C. Bovik,
H. R. Sheikh,
and E. P. Simoncelli[8]
Complete explanation
with mathematical
support
Usage of some
constants are
undened
Mathematical
Modelling of
SSIM
Sumohana S. Channappayya,
Alan Conrad Bovik[13]
, and Robert W. Heath
Mathematical proof
for SSIM
in DCT domain
Range of the constants
are undened.
Xuejun Dong and Haitao Li[6] Statistical analysisof wavelets
Mathematical
explanations are
not elaborate
experimental results shows that the proposed index exhibit perfect relationship
with the objective score (MOS).
The author of this paper[1] has provided a basic introductory part to compres-
sive sampling theory. A new sampling technique was proposed and theoreti-
cally proven to be eective than the classicalNyquist-Shannon samplingmethod.
Few practical applications are mentioned, but constraints involved in hardware
implementation are not considered. In Overall, even though it didn’t provide
the complete idea, the essence of the whole theory is clearly dened.
In this paper [5], author provides a new structure based sampling matrix called
sparse block circulantmatrix to reduce hardware and computation complexities.
Even though i.i.d. Gaussian and Bernoulli matrix satisfy restricted isometric
property and aids perfect reconstruction, its high unstructured nature makes
both the projection and reconstruction expensive. Structured samplingmatrices
are practically more economical and involves less complicated hardware. The
simulation result validates SBCM reduce the computational burden but keeps
the similar reconstruction accuracy as randommatrices in signal reconstruction.
In this paper[3], author provides theoretical results for learning in the com-
pressed domain. This report focuses on the detection and estimation problem
in the compressed domain. The author demonstrate procedures to solve for a
variety of signal detection and estimation problem given with the compressed
data without going for its exact reconstruction. The application of compressive
sampling in statistical inference tasks are also mentioned.
This paper[2] elaborate on emerging techniques in the eld of compressive sam-
pling especially in optimizing sampling matrix. A framework was introduced
for the joint design and optimization of over-complete dictionary alongwith the
sensing matrix to a set of training images. The results shows that joint optimiza-
tion outperforms existing techniqueswhich are based on independent optimiza-
tion.
In this article[16], author proposes a new approach to develop a simple, compact
and economical digital cameras based on compressive sampling. As this new
exible architecture captures data directly in the compressed form, it is suitable
and cost ecient for HD image/video applications.
In the theory of compressive sampling, maximal incoherence is achieved by tak-
ing randommeasurementmatrices. But structuredmatrices like toeplitz and cir-
culant are practically more realizable. This paper[17]introduces fast algorithms
to recover the signal from the incomplete structured matrices. Experimental re-
sults validates that structured matrices are fast and ecient for signal encoding
and decoding.
1.2 Motivation of the Project
High denition image/video transmission demands huge amount of data to be
transmitted. As transmission channels have restricted bandwidth, the data com-
pression became inevitable. The forward transform make use of convenient ba-
sis (like Discrete Fourier Transform(DFT), Discrete Cosine Transform(DCT) and
DiscreteWavelet Transform(DWT)) to represent data with few number of coe-
cients and compressed data was transmitted. In the receiver end, inverse trans-
form was done to restore the original signal. The SSIM was actually dened in
the spatial domain, and ifwemathematicallymodel the required parameters(for
SSIM)in frequency domain itself (i.e. Fourier, DCT or wavelets etc.) then for the
received inferior quality image, doing inverse transform can be avoided.
In emerging sensing applications, the demanding Nyquist rate is so high that
we end up in far too samples[19]. And realizing such systems requires huge
amount of sensors and memory, which is practically costlier and complicated.
Due to the advent of compressive sampling, we may soon expect new sens-
ing architectures[16] which are capable of obtaining the compressed data. This
technique reduce memory requirements, but involves complex circuitry. The
CS sensing procedure follows randomized sampling and smart decoding tech-
niques which pose a lot of challenges in analyzing and reconstructing the com-
pressed data.
The idea to nd image quality index givenwith the compresseddata is discussed
in this thesis.
1.3 Objective
• Mathematical modelling of SSIM in dierent dictionaries like DFT, DCT
and Wavelets.
• Understand and implement the concept of Compressive Sampling
• Analysis and statistical support for the proposed CM SSIM
1.4 Thesis Organisation
• Chapter 1: Introduction
• Chapter 2: Structural Similarity Index
• Chapter 3: Compressive Sampling
• Chapter 4: Compressed Measurement of SSIM
• Chapter 5: Results & Discussion
2
Structural Similarity Index
2.1 Image Quality Index
Images are subjected to various type of distortion during acquisition, process-
ing, transmission and so on. Depending upon the nature of degradation, the
visual quality may get aected in a dierent way. For quality assurance, image
quality assessment has to be done before being presented to the user.
Figure 2.1: Image Quality Assessment
Image quality assessment may be either subjective or objective. Under subjec-
tive analysis, an image and its dierent distorted versions were presented to the
users for rating and quality score was assigned. Even though this method is re-
liable, the process involved are inconvenient and time consuming. In order to
8
overcome this, we need to go for the algorithms which are capable of analyzing
images like a human eye (i.e. objective algorithms).
The formulation of objective algorithms are based on the statistical parameters
associated with an image. Under objective analysis, depends on the availabil-
ity of the reference image they are classied as full reference image quality in-
dex (FRIQ), reduced reference image quality index (RRIQ) and no reference im-
age quality index (NRIQ). Under this thesis, the FRIQ based objective algorithm
is adapted.In FRIQ algorithm a perfect version of an image is being compared
against its distorted version. In general, the perfect versions are obtained from
high quality acquisition devices and needmore resources than the distorted ver-
sions.
2.2 Structural Similarity Index
Structural Similarty Index is a FRIQ based algorithm. The quality index was
computed based on the degradation of structure between the two images. This
method have a good relationship with the subjective quality score.
Analysis between SSIM and MSE
The traditional full reference(FR) methods are mean square error and PSNR.
Though, they are all simple and mathematically convenient, its quality estima-
tion does not match well with humans. An experiment was conducted to gain
a better understanding over this issue. Dierent distorted versions of an im-
age was taken and compared with reference image, both MSE and SSIM were
computed.
From the results it is obvious that for the same value of MSE, their exist dier-
ent SSIM value. The reasons is MSE measures the amount of error introduced
whereas SSIM computes quality based on type of error introduced. For the same
Figure 2.2: Images taken for compartive analysis between SSIM and MSE
Table 2.1: Experimental Results (SSIM and MSE)
S.No MSE SSIM
Meanshift 144.22 0.9884
Contrast 144.22 0.9133
Blur 143.90 0.6940
JPEG 141.59 0.8697
amount of error depending upon its nature, visual quality may get aected in a
dierent way.
And a new paradigm of quality measure called similarity measure was devel-
oped, based on human visual system and proved to have better correlation with
the perceived quality measure.
2.3 Derivation of SSIM
The luminance of an object is given by the product of illumination and reectance.
Usually the structure of an object is independent of its illumination. So in order
to explore the structural similarity measure, eect of illuminance have to be sep-
arated out from an image. This is done by representing image with attributes
that are independent of average luminance and contrast.
Assume x and y be the two non negative images. Under this scheme, the sim-
ilarity measure is based on three components: mean, variance and structure.
Overall similarity index is given by
S(x , y) = f (l(x , y), c(x , y), s(x , y)) (2.1)
where x,y corresponds to reference and test image
l(x,y)=luminacne; c(x,y)=contrast; s(z,y)=contrast;
The luminance is dened interms of mean intensity of an image.
µ = 1/N
N−1∑
i=o
xi (2.2)
and luminance comparison is a function of µx and µy
l(x , y) =
2µxµy + c1
(µ2x + µ2y + c1)
(2.3)
The eect of luminance can be eliminated by subtracting themean term, and the
contrast comparison is a function of standard deviation σx and σy
c(x , y) =
(2σxσy + c2)
(σ2x + σ2y + c2)
(2.4)
In the above equations, c1 = (K1 ∗ L)2; c2 = (K2 ∗ L)2;
L-dynamic range of the pixel value;
K1  1and K2  1 are small constants.
Finally structural comparison is carried out, after normalizing x and y by its own
standard deviation. i.e. (x-µx)/σx and is given by
S(x , y) =
σxy + c3
(σxσy + c3)
(2.5)
Overall formula for the Structural similarity index is given by combining all the
above the parameters equations.
s(x , y) = l(x , y)αc(x , y)βs(x , y)γ (2.6)
here α ,β and γ are kept to adjust the importance of three parameters. (where
α ≥0;β ≥ 0;γ ≥ 0);
In order to further simplify the equation, α ,β and γ were taken as unity and
value of c3=c2/2;
s(x , y) =
(2µxµy + c1)
(µ2x + µ2y + c1)
(2σxy + c2)
(σ2x + σ2y + c2)
(2.7)
The values of the constants used are as follows,
• K1=0.01
• K2=0.03
• L=255 (for gray scale image)
Properties of SSIM
1. It is symmetric; S(x; y) = S(y; x)
2. The index value stays within unity; S(x; y) ≤ 1
3. Incase, if x and y are equal; S(x; y) = 1
2.4 SSIM Formulation In Dierent Dictionaries
The statistical parameters associated with the SSIM are mean, variance and co-
variance. When the image is transformed to the representation domain, the na-
ture of distribution changes depends on dictionary basis system. Hence, the
spacial domain mean, variance and covariance required for the computation of
SSIM have to dened in DFT, DCT and Wavelet domain.
It is a fact when an image is represented in appropriate basis system, the energy
associated with it doesn’t change. This is given by persevals theorem which as-
serts that energywill get preserved in both the domain. The energy conservation
theorem between spatial and frequency domain is given by
N−1∑
n=0
|x[n]|2 = 1/N
N−1∑
k=0
|X(k)|2 (2.8)
This property is applicable to domains which are represented by basis. Basis
are set of vectors which are orthogonal or orthonormal to each other. All the
transforms considered here, satisfy this property(i.e. unitary transforms).
2.4.1 Equivalent in DFT Domain
The fourier transform of a function is given by
Xk =
N−1∑
n=0
xne−2piikn/N (2.9)
DFT is an unitary transform and obeys the parseval theorem. Using this prop-
erty and above equation, the relation between spatial components in terms of
DFT coecients can be found out.
Equation for Mean, Variance and Covariance are as follows
µx =
∑n−1
i=0 x(i)
N
= X(0)(N) (2.10)
σ2x =
∑N−1
k=1 X(k)
2
(N − 1)2 (2.11)
σxy =
∑N−1
k=1 X(k)Y(k)
(N − 1)2 (2.12)
2.4.2 Equivalent in DCT Domain
In order to nd SSIM from DCT coecients, the spatial domain mean, variance
and covariance should be expressed in terms of DCT coecients.
DCT of a vector x  RN
X(k) =
n∑
i=0
λ(k)cos (2i + 1)pik2N x(i); (2.13)
DCT is a unitary transform and obeys the parseval theorem. Using this property
and above equation, the relation between spatial components in terms of DCT
coecients can be found out.
Equation for Mean, Variance and Covariance are as follows
µx =
∑n−1
i=0 x(i)
N
= X(0)√
(N)
(2.14)
σ2x =
∑N−1
k=1 X(k)
2
N − 1 (2.15)
σxy =
∑N−1
k=1 X(k)Y(k)
N − 1 (2.16)
2.4.3 Equivalent in Wavelet Domain
Wavelets are the functions of nite duration and varying frequency. More pre-
cisely, it consists of waves which begins at zero, increases and then decreases
back to zero. In wavelet transform, the data function is convoluted with the
shifted and stretched versions of a wavelet function along a given time or space
range. There are varieties of wavelets functions are available and were chosen
depends on application. In this work, Haar wavelet is chosen for the mathemat-
ical modelling. The Haar Wavelet is given by the function
f (n) =


 +1 if 0≤x≤(1/2)−1 if (1/2)≤ x ≤ 1
Applying the same for the Haar Wavelet( Refer [6] & [7] )
N−1∑
n=0
|x[n]|2 = 1/N

N/2J∑
j=1
|Sk |2 +
J∑
k=1
N/2k∑
j=1
|d j,k |2

 (2.17)
here d(j,k)corresponds to the jth coecient at the kth level of decomposition.
S(k)corresponds to kth coecient following J levels of decomposition.
Table 2.2: SSIM in Dierent Dictionary
Parameters DWT DCT DFT
Mean 1/N
∑N/2 j
j=1 |Sk |2 µx =
∑n−1
i=0 x(i)
N =
X(0)√
(N)
µx =
∑n−1
i=0 x(i)
N =
X(0)
(N)
Variance
∑J
k=1
∑N/2 j
j=1 |d j,k |2 σ2x =
∑N−1
k=1 X(k)
2
N−1 σ
2
x =
∑N−1
k=1 X(k)
2
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Compressive Sampling
3.1 Introduction
In general, image acquisition system follows Shannon-Nyquist theorem i.e. sam-
pling rate must be at least twice the bandwidth of the signal. Even though im-
ages are not band limited, while acquisition anti-aliasing low pass lters are
used before sampling and hence Shannon-Nyquist theorem plays an implicit
role.
In recent times a theory has been proposed called,Compressive sampling which
asserts that certain signal can be recovered from far few samples than suggested
byNyquist rate. Compressive sampling achieve dimensionality reduction at the
acquisition level i.e. the acquired data is directly obtained in the compressed
form. The criteria are signal should be compressible in a certain transform do-
main and samplingmethodhas to satisfy property of incoherencewith the trans-
form used. Implementation of CS theory further reduces our time and memory
complexities.
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3.2 Mathematical Background
Any problem can be summarized in the form
Am×n ∗ Xn×1 = Ym×1 (3.1)
Depending on nature of transformation A may be of any of the following
• Square Matrix
• Under determined form
• Over determined form
In compressive sampling, we deal with under determined set of linear equation,
i.e. too few equation and too many unknown. This set has innite number of
solutions. In order to solve it, some constraints have to be introduced. In case of
CS, solvers look for the sparsest solution set.
3.3 Sparsity and Incoherence
In order to apply compressive sampling[18], a signal has to be sparse in appro-
priate basis and the sampling protocol has to satisfy the property of incoherence
with the sampling matrix.
• Sparsity
• Incoherence
Sparsity A signal is said to be sparse, if it has few number of non-zero coe-
cients over a large space. Any signal can bemade into sparse form, by represent-
ing them in the appropriate basis. The dictionaries or basis which were chosen
should have energy compaction and de-correlation property thereby it takes of
the redundancy information and represent the signal concisely.
Let x  RN be an N pixels image ;
ψ= be an orthonormal basis
x =
N∑
i=1
fiψi(t) (3.2)
here f is the coecient of x in the basis ψ.A image is said to be sparse if most of
the coecients of are zero. Natural images are sparse when represented on an
appropriate basis like DFT, DCT and Wavelets
Incoherence The condition is sampling matrix should be as dierent from our
representation basis. Coherence measures the similarity between the two basis.
Lower value indicates smaller coherence and therefore the basis are maximally
incoherent i.e. the signal which is sparse in the representation basis have to be
dense in the sampling space. Lower coherence measurement matrix are pre-
ferred to reduce the number the measurements required.
CS theory requires sensing matrix and representation matrix should be maxi-
mally incoherent.
Φ = [Φ1 Φ2 . . . .. ΦN] be an mxN sampling matrix
Ψ be a sparse representation matrix
Coherence is given by φ and ψ is given by
µ(ψ, φ) = sqrt(N).max1≤k , j≤n | < ψk , φ j > | (3.3)
3.4 Sampling Matrix
The role of the sampling matrix is very signicant. It should be capable of rep-
resenting, say an N signal dimensional signal in a much reduced dimension
without losing the essential information present i.e. it should aid in perfect re-
construction of the signal.
The necessary condition that sampling matrix has to satisfy is restricted isomet-
ric property and null space property [20]. This properties ensures that the signal
can be represented within the column space of the total solution space; thereby
the reduction in dimension can be achieved by ignoring the information present
in the null space. This mathematical expression for RIP is given by
1 − δ ≤ ||φx2 − φx1 | || |x2 − x1 | | ≤ 1 + δ (3.4)
(1-δ) and (1+δ) are the lower andupper bounds. Satisfying the condition ensures
that in the compressed domain energy stays within bounded limits. (where δ is
a small value)
Figure 3.1: Restricted Isometric Property[19]
In equation 3.4, l2_normwas applied between the reduced and the actual signal.
It checks whether the signal stay within some restricted dimension or not.
An experiment was conducted to check for the condition in equation 3.4 for
random matrices. An N dimensional signal is projected into a M dimension
system by means of random gaussian measurement matrix. The L2-norm was
computed between the reduced and actual signal. The experiment was repeated
for several times.
Figure 3.2: L2 Norm Computation
Observing the results it is clear that norm value obtained are close to one. This
assures that the randommeasurement system preserves the dimension of a vec-
tor when projected to a lower dimension.
Reduced Dimension CS ensures that if the number of measurements(m) satis-
es the below condition, then reconstruction is exact.
m ≥ C ∗ µ2(ψ, φ) ∗ S ∗ lo gN (3.5)
3.5 Preliminary Implementation and Analysis
In this example a sparse signal was taken, then compressive sampling was ap-
plied to represent it in the reduced length. It was reconstructed by the use of
ll-minimization algorithm. The results conrms the ability of this technique to
derive the actual signal from the much reduced dimension.
Let x be an sparse signal of length N (on DCT domain). To apply CS, the com-
plete knowledge of the signal is not required, but a rough estimate on sparsity
of the signal in some representation basis is required.
φ was choosen to be of random gaussian. The coherence between the DCT mtx
and φ has to be computed. The reduced dimension can be computed from the
above equation 3.5.
The graph shows the original, reduced and reconstructed signal.
Figure 3.3: Preliminary Implementation of CS
Analysis
• From the graph it is clear that, sparse signal in the representation domain
got distributed in the reduced domain. This shows an incoherence between
the representation and sampling basis system.
• As randomsampling is adopted, for the same signal (at dierent instance)the
nature of distribution may be dierent.
3.6 Types of Sampling Matrix
In compressive sampling, thewidely preferred samplingmatrix are randomma-
trices (like i.i.d gaussian and bernoulli). These matrices satisfy restricted iso-
metric property and they are largely incoherent with any xed basis. But, it
suers from completely unstructured nature and costly to implement in hard-
ware. Construction of similar random matrices at the reconstruction site is not
possible, so during the transmission of compressed data, the complete informa-
tion of sampling matrix also have to be sent. This puts additional burden on the
data rate(bandwidth problem).
Figure 3.4: Types of sampling matrices
3.6.1 Structured Matrices
In order to reduce the computational burden and hardware complexities in-
volved with randommatrices, structured matrices are introduced. Toeplitz and
Circulant matrices are proven to satisfy restricted isometric property. But the
number of measurement required with structured matrices grows as the square
of sparsity of the signal. Still, researches are going on in reducing and optimiz-
ing the exact number of measurements required for structured matrices[5].
Advantages of Structured matrices over Random matrices
• It make use of fewer independent random variable and can be constructed
with less number of details/properties.
• Multiplicationwith Toeplitz orCirculantmatrices can be implementedwith
FFT algorithm.
• Support block based processing
4
Compressed Measurement of SSIM
4.1 Introduction
This chapter elaborate the methods adopted to represent the data in the com-
presseddomain and computation of SSIMgivenwith the compresseddata. Once
the data got projected into a lower dimension it can be either processed or re-
constructed. Here CM SSIM is done by reconstruction the data from the com-
pressed domain given the knowledge of appropriate basis and some properties
of the sampling matrix.
Figure 4.1: Compressed Processing
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4.2 Implementation of CS
In compressed sampling, randomized sampleswere obtained based on the spar-
sity of the signal on the appropriate basis. Here in our work, CS was imple-
mented considering sparsity of the signal in dierent dictionaries like discrete
fourier transform, discrete cosine transform and wavelet.
Number of random measurements required for the signal is given by,
m ≥ C ∗ µ2(ψ, φ)SlogN (4.1)
here S-sparsity; µ-Coherence; N-Actual Dimension; m-Reduced Dimension;
Minimumnumber ofmeasurement for exact signal recovery grows linearlywith
respect to S. Before implementation, some prerequisite test have to be done to
decide over number of random measurements and choice of sampling matrix.
4.2.1 Sparsity and Incoherence Test
Comparitive Analysis of Sparsity This test is done to estimate the capability of
the dictionary to sparsify any given image. Here some images were randomly
choosen from LIVE Database and transformed to DFT, DCT and Wavelet dic-
tionaries. Comparitive analysis were done to have the rough estimate over the
sparsity.
The sparsitywasmeasured in terms of percentage of coecients required to rep-
resent an image. From the results it can be inferred that compression capability
of DCT and DWT are superior to DFT. The number of measurements required
for CM SSIM DFT should be more than CM SSIM DCT & DWT.
Figure 4.2: Sparsity analysis between DFT, DCT and DWT
Incoherence In this experiment, coherence value was computed between ran-
domly generated gaussian matrices and circulant matrices with all the dictio-
nary basis. The random matrices generated are of type i.i.d gaussian and struc-
tured matrices are of random ciruclant matrices.
From the result 4.3 and 4.4 it is clear that DWT and DCT exhibit good inco-
herence with the structured matrices. And for the DFT based basis, random
gaussian matrices are preered.
Table 4.1: Sampling Matrix Selection
Dictionary Preferred Sampling Matrix
DCT, DWT RandomCiculant Matrices
DFT RandomMatrices(i.i.d Gaussian/ Bernoulli)
Figure 4.3: Coherence analysis(Random Circulant Matrices)
Figure 4.4: Coherence analysis (Random Gaussian Matrices)
4.3 CM SSIM
CM SSIM can be computed from compressed version of reference and test im-
age. Themethod adopted is to reconstruct the data from the reduced dimension
and compute SSIM based on dictionary coecients. As compressed data are
not available, test images were taken and projected to lower dimension by CS
theory(assuming sparse at dierent dictionary). In the below, the techniques
adopted to represent image in lower dimension and reconstruction are pro-
vided. The possibilities of processing in the compressed domain is also men-
tioned.
Figure 4.5: Projection: To Reduced Dimension
4.3.1 Representation in Reduced Dimension
This involves projecting a high dimension data(redundant data) into a much
lower dimension through random sampling. Knowledge of sparsity of the data
in dictionary space and incoherence value are required to x the dimension of
reduced representation.
A test/reference image is taken and transformed into appropriate basis system.
Nowdepends on the sparsity of an image in that basis and coherence valuewith
measurement matrix, it got projected into a reduced dimension. In practical
system, this process is done by random sampling (ex. DMD based sensors),
which directly acquire the compressed version of an image.
4.3.2 Processing in Compressed Domain
Manipulating data in the compresseddomain hasmany advantages. Manyprac-
tical application involves only detection and processing of data rather than com-
plete reconstruction. In application like face/language detection, or RADAR,
the interest lies in processing the signal and identifying patterns. Here, algo-
rithms can be developed to nd patterns based on compressed data. The prob-
lems in processing compressed data is that, the compressed domain is a space
formed by randomly generated basis and thereby it is dicult to dene statisti-
cal parameters associated with it (i.e. with every random acquisition the basis
changes).
4.3.3 Reconstruction
Though images are represented and processed in compressed domain, recon-
struction have to be done for human perception (ex. broadcasting).
The reconstruction is done on the reduced version of an test/reference image
given with the knowledge of representation and measurement basis system. L1
norm minimizers or convex optimizers are used in the reconstruction process.
The optimizers look for sparsest solution among the innite solution set. The
reconstructed sparse signal is in representation domain, and by using the table
2.2, CM SSIM can be computed.
Figure 4.6: CM SSIM
Requirement for reconstruction
• The dimension of the space changes with respect to the representation ba-
sis. In case, if the representation basis is not available, then blind estima-
tions have to be carried out.
• As random sampling protocol is adopted, complete knowledge or some
properties of the measurement matrix is required for reconstruction.
4.4 CM SSIMMATLAB GUI
A graphical user interface for the CM SSIM was made. User input to the GUI
are test and reference image. The GUI is provided with an option to compute
SSIM in dictionary space with or without the application of CS. In case of CM
SSIM, options are provided to choose for the type of sampling matrix.
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Correlation Analysis
A new algorithm was proposed to compute the compressed measurement of
Structural Similarity Index. To validate the performance and eciency, the CM
SSIM have to compared with standard SSIM algorithm and DMOS (subjective
score). The accuracy can be validated based on the correlation coecients ob-
tained. The correlation coecients considered for analysis are Pearson, Spear-
man and Kendall tau.
5.0.1 Image database for testing
Images required for the test analysiswere taken fromLIVEDatabaseRelease2[15].
The database have 29 reference image and their ve dierent set of distortion.
They are
• Guassian Blur
• White Noise
• Fast Fading
• Jpeg
• Jp2k
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This open source database provides orignial and its distorted images in a seper-
ate folder according to its type and distortion of dierent levels. Each distorted
image has been provided with a quality score called dierential mean opinion
score(DMOS).This was computed from the various qualitative score given by
group of people.
5.1 Correlation Test
5.1.1 Testing Parameters
While testing we calculate the correlation value between the DMOS value and
the value obtained from actual SSIM and proposed CM-SSIM. The test was done
for three dierent correlation factors. The result close to one shows the perfect
relationship between the existing and proposed work.
5.1.2 Pearson Correlation
PearsonCorrelation is ameasure of linear association between two variables and
is deonted by ρ.
ρX,Y =
cov(X,Y)
σXσY
(5.1)
It takes values from -1 to +1. The zero correlation indicates no association. The
value greater than zero indicates a positive association that is if one tends to in-
crease so does the value of other one. The values less than zero indiactes negative
association that is if one tends to increase the other decreases. Mathematically
it is given by ratio of covariance of two variable to product of their standard
deviations.
The pearson coecient was computed between the DMOS with the SSIM and
CM SSIM to measure the linear association. DMOS score increases with de-
crease in image quality, whereas CM SSIM increases with increases in image
quality. So values close to -1 represent a perfect linear relationship between
DMOS and CMSSIM.
5.1.3 Spearman Correlation
It measures the strength of linear association between the ranked variables. In
other words, it is a statistical measure of the monolithic relationship between
paired data. The variables Xi and Yi are converted to their ranks and correlation
can be computed by
rs =
∑n
i ((xi) − (xi))((yi) − (yi))√∑
i((xi) − (xi))2((yi) − (yi))2
(5.2)
• rs > 0 indicates a positive monolithic association between two variables.
• rs < 0 indicates a negative monolithic association between two variables.
• rs = 0 indicates no association between two variables.
The correlation results close to -1 indicates perfect monolithic accuracy between
the developed algorithm and the existing algorithm.
5.1.4 Kendall Tau Correlation
It is a non parametric measure of correlation between two ranked variables. Let
(x1, y1), (x2, y2), . . . (xn , yn) be a set of observation of the joint random varibles
X and Y respectively. Take any pair of observations (xi , yi), (x j , y j) and they are
said to be
• Concordant if xi > x j and yi > y j or xi < x j and yi < y j
• Discordant if xi > x j and yi < y j or xi < x j and yi > y j
• Neither Concordant or Discordant if xi = x j and yi = y j
The formula is given by
τ =
(Numbero f ConcordantPairs) − (Numbero f DiscordantPairs)
1/2n(n − 1) (5.3)
The coecient must be in the range -1 ≤ τ ≤ 1.
• Positive value (close to 1)indicates perfect agreement between the two rank-
ings.
• Negative value suggests disagreement between the two rankings
• Zero indicates no agreement
BoxPlot It is a graphical representation of a data points of an variable. This
plot give a better visual understanding over the data points deviation about its
median. The plot is preseneted in terms of rectangular boxes and each represents
a column vector. The median is represented by the central mark, and 25th and
75th percentiles are given by the edges. The line passing through the box is
called as whiskers, the end points of the whiskers represent the extreme points
of data-set excluding any outliers if present. The outliers are the values which
are about twice the standard deviation from the mean of the data set.
5.2 Results
Correlation analysis was between DMOS value with actual SSIM and SSIM in
DCT, DFT and DWT domain. From the results obtained it is concluded that
there exist a good relationship between proposed and actual work.
5.2.1 Boxplots for dierent correlation factors
To get an better understanding over distribution of data points, box plots for dif-
ferent correlation coecients were plotted.
Pearson Correlation
Figure 5.1: Box plot showing Pearson Correlation between DMOS with SSIM and CM-
SSIM (DFT,DCT and DWT) for Live Image Database
Spearman Correlation
Figure 5.2: Box plot showing Spearman Correlation between DMOS with SSIM and
CM-SSIM (DFT,DCT and DWT)for Live Image Database
Kendall Correlation
Figure 5.3: Box plot showing kendall correlation between DMOS with SSIM and CM-
SSIM (DFT,DCT and DWT) for Live Image Database
From the box plot results , it can be inferred the variations in correlation value
with DMOS are same for both SSIM and CMSSIM. This validates that CM-SSIM
would be preferable for computation of quality index.
5.2.2 Summary
All the statistical analysis carried out to justify the performance measure of the
proposed algorithm were described. The obtained correlation results were pre-
sented using tables and box plots to have better understanding and were ana-
lyzed.
6
Conclusion
6.1 Conclusion
From the results and analysis, we can conclude that the proposed algorithm is
useful for computing SSIM in the Fourier, Cosine andWavelet dictionaries. And
this is made more eective by the implementation of compressive sampling. In
overall, for future real time applications, proposed algorithm would be prefer-
able in terms of reduced memory and time usage.
6.2 Future Work
Even though compressive sampling is well provenmathematically, its hardware
realization involves lot of diculties. And future scope of this project is to make
this algorithm more suitable for real time hardware implementations. And an-
other scope is to develop a blind reconstruction algorithm given with the com-
pressed data.
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