Abstract Stochastic models have become the dominant means of approaching the problem of articulated 3D human body tracking, where approximate inference is employed to tractably estimate the high-dimensional (∼30D) posture space. Of these approximate inference techniques, particle filtering is the most commonly used approach. However filtering only takes into account past observations-almost no body tracking research employs smoothing to improve the filtered inference estimate, despite the fact that smoothing considers both past and future evidence and so should be more accurate. In an effort to objectively determine the worth of existing smoothing algorithms when applied to human body tracking, this paper investigates three approximate smoothed-inference techniques: particle-filtered backwards smoothing, variational approximation and Gibbs sampling. Results are quantitatively evaluated on both the HU-MANEVA dataset as well as a scene containing occluding clutter. Surprisingly, it is found that existing smoothing techniques are unable to provide much improvement on the filtered estimate, and possible reasons as to why are explored and discussed.
Introduction
In time-series data with noisy observations, filtering is the process of estimating (or tracking) the true state at time t given all the observations {y 1 , . . . , y t } that lead up to t, and smoothing is the process of using all future observations {y t+1 , . . . , y T } to correct the filtering estimate in light of the future evidence. Consequently, smoothing should provide a better estimate than filtering since it takes all available evidence into account. Hence it is common practice to use smoothed estimates in many fields such as signal processing and speech recognition. In contrast, research into articulated human body tracking is dominated by filtering. In generative (top-down) tracking where the observation is viewed as 'caused' by the true state, the most prevalent approach is particle filtering (Moeslund et al. 2006 ) which approximates the state with a set of weighted Monte Carlo samples called particles (Doucet et al. 2000) . However, research employing smoothed inference for body tracking is almost non-existent despite the existence of several smoothing algorithms for particle filters that have been shown to benefit other tracking fields (Doucet et al. 2002; Godsill et al. 2004 ; Klaas et al. 2006) , as well as alternative efficient approximate smoothed inference techniques such as variational and Gibbs sampling (Ghahramani and Jordan 1997) .
This paper investigates approximate smoothing techniques in order to ascertain their worth for 3D multi-view articulated human body tracking in both controlled and realistic environments, where the latter contains occluding objects such as tables and chairs. Such realistic scenes are rarely considered in human body tracking since occlusions produce observation 'errors' and thus often cause filtered tracking to fail for the duration of the occlusion. Our previous work (Peursum et al. 2007) showed that a strong motion model can minimise such failures, but this restricts tracking Fig. 1 Overview of the algorithms and data sets investigated in this paper. Both datasets are filtered with three filtering algorithms; each filtered result is passed on to the three smoothing algorithms to produce nine smoothing results, which are evaluated along with the three filtering results to modelled motions. In contrast, smoothing is applicable to any motion dynamics and has been reported to improve tracking estimates over filtering in other, lower-dimensional, tracking fields (Doucet et al. 2002; Godsill et al. 2004; Klaas et al. 2006) . This paper investigates smoothing in both 'clean' and cluttered environments to establish the conditions where smoothing is and isn't beneficial for high-dimensional human body tracking. Focus is given to smoothing in generative models rather than discriminative (bottom-up) models since although generative approaches are usually slower, they generalise well to different people and naturally handle missing/occluded observations, properties that are important in realistic scenes. In brief, this paper:
-Examines the issues of applying existing smoothing algorithms to generative articulated tracking and proposes the use of a mixture approximation to overcome these issues whilst retaining modest computational costs (i.e. no greater than filtering). -Quantitatively evaluates the performance of three popular smoothing algorithms based on three different filtering models and using two datasets (HUMANEVA-I/II and our own CLUTTER dataset) in multi-view environments. -Finds that, contrary to expectations and results in lowerdimensional problems (Doucet et al. 2002; Godsill et al. 2004; Klaas et al. 2006 ), smoothing does not provide much benefit to high-dimensional articulated tracking. Follow-up experiments indicate that dimensionality is the cause of the poor smoothing performance.
The three smoothed inference techniques investigated include forwards-backwards smoothing (FBS), variational approximation and Gibbs sampling. FBS is a natural choice for particle-filtered inference but one which has rarely been employed in articulated tracking (to our knowledge, the only other example is Sminchisescu and Jepson (2004) , who use a dynamic programming approach that is similar to FBS). Variational and Gibbs sampling have seen some use in body tracking but not as a means to smooth across time-for example, mean-field Monte Carlo proposed by Hua and Wu (2007) optimises the observation likelihood at each time t, but still uses a particle filter to propagate the posture across time. Moreover, in a generative model with a complex image-based observation likelihood that is costly to evaluate, it is computationally impractical to directly implement variational or Gibbs sampling for smoothed inference. To overcome this, we approximate the observation function P (y t |x t ) with a more manageable mixture of Gaussians based on a 'pre-processing' particle filter. This differs from Sminchisescu and Jepson (2004) , who approximated a handful of the maxima in the particle-filtered posterior P (x 1:T |y 1:T ) with a Gaussian mixture using gradient ascent optimisations involving costly evaluations of the true P (y t |x t ). Figure 1 gives an overview of this paper, depicting the algorithms investigated and their relationships. Tracking is evaluated on both the HUMANEVA-I and -II datasets (Sigal and Black 2006) and more difficult videos of meandering walking sequences in a realistic indoors scene containing occluding tables and chairs (henceforth referred to as the CLUTTER dataset). The latter videos are difficult for filtering-only approaches to handle due to the sub-optimal observations caused by frequent occlusions. This paper focuses on walking since it will lead to repeated occlusions in the CLUTTER dataset-although HUMANEVA contains other motions (e.g. throwing, boxing), this paper seeks to contrast the results of the two datasets (arising from the differences in the observing conditions) and so requires similar motions in both. A loose-fitting body model is employed for both datasets to minimise any reliance on a priori knowledge of the tracked person's shape and ensure the tracker generalises well to different people and clothing. To establish the effect of motion models on smoothing, three models are employed for the pre-processing filter, two using a 'generic' motion model and the third using a learned (motion-specific) motion model-in this case, of walking. The two generic models differ in that one is filtered with the standard particle filter (Doucet et al. 2000) and other with the annealed particle filter (Deutscher and Reid 2005) . For the third, a motion-specific model of walking is learned using the factored-state hierarchical hidden Markov model (FS-HHMM) of Peursum et al. (2007) . The three smoothedinference algorithms (FBS, variational, Gibbs) are then executed based on these three pre-processing filters.
The results of each technique are evaluated quantitatively and compared with one another as well as with filtered inference. Evaluation is based on the ground-truth position of critical points (head, elbows, hands, knees, feet, etc.) . Although the HUMANEVA dataset provides the ground truth of these points via motion capture markers, most video sequences typically have no associated motion capture data, including our CLUTTER dataset. Ground-truthing posture in such videos by manually defining 'virtual markers' (Bȃlan et al. 2005 ) is a labour-intensive and time-consuming task. To minimise the tedium, a small Matlab GUI utility was developed for hand-labelling virtual markers from video, accelerating the task so that each marker takes only 5-10 minutes to label in 500 frames (Peursum 2008) . The source code for this utility is available for download. 1 This paper is organised as follows. Section 2 summarises recent work in the field of body tracking to place this paper in context. Sections 3 and 4 describe the filtering and smoothing algorithms evaluated in this paper, followed by a description of the experimental setup in Sect. 5 and a discussion of the results and follow-up experiments in Sects. 6 and 7. Finally, Sect. 8 presents the conclusions.
Background and Related Work
Articulated human body tracking has received significant research attention over the past few years-a survey of work in the field up to early 2006 is provided by Moeslund et al. (2006) . This paper is concerned with fully-articulated 3D body tracking, where articulation covers all of the major body parts including the feet to produce a body model totalling 28 degrees of freedom. Most contemporary approaches to such 3D body tracking are in terms of a stochastic time-series framework where a human body model is explicitly defined as a kinematic tree of body parts whose joint angles evolve over time according to some motion dynamics system. The goal is to recover an estimate of the posture distribution via inference on the time-series probability model. The high dimensionality of the posture space means that approximate inference is necessary, and this usually takes the form of a sampling approach. Strategies for sampling and evaluating postures can be grouped into two broad categories: bottom-up (discriminative) models and top-down (generative) models.
Discriminative Approaches Discriminative models are typically more efficient than generative models since they employ 'limb detectors' to search for candidate body parts in the observed images and use these candidates in conjunction with the previous posture and kinematic constraints to infer the next posture. Thus sampling is strongly guided by the limb detectors towards good matches. Many discriminative approaches also mix in generative aspects, using the limb detector to define where a generative tracker should sample from. Lee et al. (2002) , Lee and Nevatia (2005) and Gupta et al. (2007) detect the face and torso before determining in a top-down manner the rest of the body's structure, whereas Sigal et al. (2004) detects all limbs and draw samples in the neighbourhood of these detections for a generative tracker. In addition, Sigal et al. (2004) models the dependencies among limbs so that the position of one limb can provide useful evidence for the position of another. For example, a person's arms will usually swing in synchronisation with their legs during walking. Thus the position of the legs can imply the likely position of the arms and vice-versa.
Pure discriminative approaches have also been taken. Elgammal and Lee (2004) learn a non-linear mapping between observed silhouettes and their equivalent 3D body postures. They first learn a mapping from silhouettes to a lowdimensional manifold that represents the 'path' that a given activity (e.g. walking) takes through the high-dimensional space of human posture. This embedded manifold is then mapped to 3D body postures. An observed silhouette can then be efficiently mapped to its body posture via the manifold, resulting in fast pose estimation. However, each learned manifold is specific to a particular viewpoint of an activity, so multiple manifolds must be learned to handle different viewpoints. A different approach is taken by Mün-dermann et al. (2007) and Cheng and Trivedi (2007) , who align a 3D visual hull body model to an observed visual hull constructed from silhouettes seen in multiple viewpoints in order to achieve viewpoint independence. Other researchers (Taycher et al. 2006; Sminichisescu et al. 2006 ) utilise statistical time-series models such as conditional random fields (CRFs) and maximum entropy Markov models (MEMMs) to perform tracking. However, failures in detecting the true limb or the full silhouette and the need to train limb detectors specific to the person being tracked means that discriminative approaches have difficulty with observation 'errors' (e.g. occlusion by scene objects) and do not generalise well to different people without retraining (Kanaujia et al. 2007 ).
Generative Approaches In contrast to discriminative methods, generative approaches evaluate 'guesses' of the state against the true observation in a predict-then-evaluate cycle, a method that is almost always implemented with a particle filter (Doucet et al. 2000) . Such an approach can generalise well to different people and is better able to handle poor observations than discriminative approaches. On the other hand, generative models require evaluating an observation likelihood which in many cases is an expensive projection of each 3D posture 'guess' onto the 2D image and evaluating the difference in a pixel-wise manner (Deutscher and Reid 2005; Peursum et al. 2007 ). An alternative approach is to calculate a 3D representation of the observation, typically a visual hull (Mikić et al. 2001; Caillette et al. 2005) . This can facilitate a faster observation evaluation but is offset by the visual hull's need for accurate full-body silhouettes from multiple views, which can be sensitive to errors in any one view.
Strong motion models are becoming an increasingly common method of focusing sampled predictions onto good areas of the posture space so as to reduce the number of particles needed to achieve accurate tracking. Such models also learn the conditional dependencies between limbs for a given motion, for similar reasons to the discriminative approach of Sigal et al. (2004) Peursum et al. (2007) employed a twolevel factored-state hierarchical HMM where the upper level defines the 'phase' (sub-sequence) of motion and the lower level defines the motion dynamics of the posture for each phase. Husz and Wallace (2007) proposed a hierarchical partitioned particle filter, a variant on the annealed particle filter of Deutscher and Reid (2005) , in conjunction with 'action primitives', which are motion sub-sequences similar to the phases of Peursum et al. (2007) . These action primitives are clustered with EM and PCA and new sub-sequences are compared against training primitives to determine which action is the best match in order to draw samples for the next posture. Along slightly different lines, other researchers incorporate the physics of walking (foot collisions with the ground, stride cycle length, etc.) (Brubaker et al. 2006; Brubaker et al. 2007; Vondrak et al. 2008) . This is used to strongly guide sampling as well as achieve a more aesthetically believable tracking result. Another way to incorporate a priori information on motion is through dimensionalityreduction methods, which attempt to find a low-dimensional manifold in the circa-30D body-motion space that represents most of the information of a given action. One of the earliest examples is work by Sidenbladh et al. (2000) , who learned a multi-variate PCA model of walking and showed that this could significantly outperform linear-Gaussian models. Urtasun et al. (2006) also uses PCA and later (Urtasun et al. 2005) a Gaussian process latent variable model (GPLVM) to find a mapping of walking and a golf swing onto a simpler manifold. Lee and Elgammal (2006) do a similar mapping onto a low-dimensional torus, then sample particles (representing silhouettes) from this torus and compare these samples against the observed silhouette via a similarity measure.
Smoothed Body Tracking Given that this paper is concerned with realistic scenes containing occluding clutter, we take the path of generative models with a projection-based observation likelihood. One of the few to consider smoothing for articulated tracking in a generative setting is Sminchisescu and Jepson (2004) . They use a complicated mix of particle filtering, second-order gradient ascent and variational methods to estimate the posture. Their system proceeds by extracting the eight most-likely (in terms of maximum a-posterior) particle trajectories from an initial particle filter. These trajectories are then optimised via Hessianbased (second-order) gradient ascent over the entire distribution P (x 1:T , y 1:T ) to produce a Gaussian mixture. This is then the input to a variational step that further refines the mixture. The final output is a Gaussian mixture that represents several modes of P (x 1:T |y 1:T ). The authors demonstrate tracking in a monocular view, a difficult task given the lack of depth information. However, the resulting optimised trajectories differ noticeably from one another even in their 2D projections, and it is not clear how to determine which is the best trajectory since the gradient ascent has ensured that all trajectories have high image likelihood. In addition, the algorithm's running time is not reported, although the complexity of the algorithm and the need to optimise over a projection-based observation function P (y t |x t ) suggests it is computationally expensive. Finally, given that the ground-truth was not available for comparison, it is also uncertain as to what extent the system provides for more accurate tracking (as opposed to smoother tracking, which the authors demonstrate).
Filtered Articulated Tracking
This paper employs three particle-based filtering models whose outputs will later be smoothed in Sect. 4. The three vary in their motion dynamics models and particle algorithms in order to investigate the effect of such differences on smoothing. Two of the three (Simple-PF and Simple-APF) use generic motion models in that the next posture is assumed to be distributed according to Gaussian diffusion of the current posture's joint rotations. They differ in that one model uses the standard particle filter (Doucet et al. 2000) whilst the other uses the annealed particle filter of Deutscher and Reid (2005) . The third filter (FSHHMM-PF) employs a motion-specific model that is learned from training data, with filtering via a standard particle filter. The motion model is built on a factored-state hierarchical hidden Markov model (FS-HHMM) to facilitate tractably modelling the non-linear dynamics of human motion. All three utilise the same body model and observation likelihood function.
Particle Filter with a Simple Model (Simple-PF)
Overview Particle filtering, also known as sequential Monte Carlo sampling (Doucet et al. 2000 ) is a popular technique for approximate filtered inference in a generative model due to its algorithmic simplicity and ability to model non-linear, non-Gaussian dynamics systems. Indeed, several special cases of the technique have been independently developed and introduced under various names, including the bootstrap filter in signal processing (Gordon et al. 1993 ) and CONDENSATION (Isard and Blake 1998) in computer vision.
Given a true, though unobservable, state x t , observations y t (t = {1..T }), first-order Markov dynamics P (x t |x 1:t−1 ) = P (x t |x t−1 ) and observation probability P (y t |x 1:t , y 1:t−1 ) = P (y t |x t ), the posterior distribution P (x t |y 1:t ) is approximated with N weighted samples (called particles) {x (i) t , w (i) t }, i = {1..N }. Particles (i) are independently propagated forward in time by sampling from an arbitrary proposal distribution Q(x t |x (i) t−1 , y t ) and updating the weights:
where ∼ means 'sampled from'. The algorithm has time complexity O(N T ), but the particles only approximate the filtering distribution since future observations have not been taken into account. The proposal distribution Q controls how efficient the particle filter is with its samples-a good Q will return samples in highly-weighted areas of the state space at t + 1. Setting Q = P (x (i) t |x (i) t−1 , y t ) is the optimal choice, ensuring that samples are selected based on knowledge from both the previous state and the current observation. Selecting this optimal Q reduces (2) to:
One issue with the optimal Q is that it is often difficult to directly evaluate P (y t |x (i) t−1 ) and one must instead evaluate P (y t , x t |x (i) t−1 ) dx t . However, in the case of the articulated models of this paper, the integration over x t is computationally intractable since x t is a 24-dimensional variable. Moreover, it can be difficult to sample from the optimal Q, especially given the multiple modality engendered by the imagebased observation. Thus in this paper Q is set to the transition probability P (x (i) t |x (i) t−1 ) for all models (Simple-PF, Simple-APF and FSHHMM-PF). Although this Q is suboptimal since the observation y t is not taken into account for sampling, it has the advantage of being easy to sample from and reduces (2) to a simple evaluation:
One issue for particle filters is that of degeneracy, where the weights of all but a few particles tend towards zero after a few transitions. This occurs since only a few particles will be consistently sampled from highly-weighted areas of the state space. Although the problem of degeneracy can be minimised by utilising the optimal Q, degeneracy cannot be completely avoided. Thus a common strategy is to regularly resample particles when the effective sample size (Doucet et al. 2000) drops below some threshold in order to multiply high-weight particles and discard low-weight particles. Resampling at every time t yields the Sequential Importance Resampler (SIR) algorithm.
Articulated Tracking with the Simple-PF For articulated tracking, this paper uses the state-space model of Fig. 2 , where x {d} t is the rotation for joint angle (d = {1..D}), v t is the tracked person's global position (pos x , pos y , pos z ), u t is the person's orientation in the scene and y t is the observed image. P (x t |x t−1 ) is modelled with generic motion dynamics where posture transitions are assumed to be Gaussian distributed about the previous posture x t−1 (i.e. Gaussian diffusion: x t = x t−1 + ε, where ε is zero-mean Gaussian noise). Note that it is more usual in the general tracking literature to include velocityẋ t into the state and implement a second-order (constant velocity) motion model so that predictions utilise the current velocity of the tracked object (i.e. x t = x t−1 +ẋ t−1 + ε x andẋ t =ẋ t−1 + ε v ). Indeed, Sidenbladh et al. (2000) and Poon and Fleet (2002) utilised such a second-order model for human body tracking. How- Fig. 2 Bayesian network of the model for generic (motion-agnostic) articulated tracking. The body pose {x t , v t , u t } is fully factored ever, later work by Bȃlan et al. (2005) showed that secondorder models actually perform worse in human body tracking than first-order (diffusion) approaches due to the highly non-linear nature of human motion. Such issues could be overcome by particle-filtered inference on a non-linear, nonGaussian model of human motion since the particle filtering framework is not restricted to linear Gaussian models. However, such a model (e.g. as implemented by this paper in Sect. 3.3) requires significantly more effort to construct than the Simple-PF. Hence this paper employs first-order Gaussian diffusion transition dynamics for the Simple-PF.
The Simple-PF also assumes that x t fully factorises into its component degrees of freedom (i.e. the covariance of each joint's rotations is diagonal), with variances set based on the maximum change in rotation over one frame. This greatly simplifies the task of manually specifying rotation variances and allows the model to generically represent any human motion, at the cost of a weak motion model and hence poor proposal distribution Q(x t |x t−1 ). To offset this weakness filtering is performed with 10,000 particles, a relatively large amount for a generative body tracker. More sophisticated generic approaches could have been used to make the model more efficient, such as dynamically adjusting the covariance (Sminchisescu and Triggs 2001) . However, this paper deals with articulated tracking in the presence of occluding objects, and the simpler model makes fewer assumptions that may prove to be invalid during times of occlusions and other problematic observations.
Annealed Particle Filter w/Simple Model
(Simple-APF)
Overview The annealed particle filter (APF), first proposed by Deutscher and Reid (2005) , is a variant of the SIR particle filter where initial particles generated from a particle filter prediction step at time t are iteratively perturbed and resampled based on an annealing schedule. The annealing causes the system to gradually cluster particles into peaks of the observation likelihood by weighting the likelihood:
where P (·) is the annealed likelihood at the -th annealing iteration ( = {1..L}). The monotonically increasing values of the annealing powers λ cause P (·) to become more peaked as the schedule progresses, thereby placing increasing emphasis on particles in more-likely parts of the observation. At each iteration , the particles are evaluated with (6), resampled to proliferate the best particles and then perturbed via Gaussian diffusion to search the neighbourhood around these best particles. The process is repeated until the annealing schedule is completed. In this way, the APF gradually focuses its search in the peaks of the observation likelihood at time t.
Articulated Tracking with the Simple-APF The Simple-APF uses the same generic motion model with independent (fully-factorised) joint rotations and Gaussian diffusion for posture transitions that the Simple-PF employs, (Fig. 2) . Similarly, 10,000 particles are used for APF inference but these are empirically split into 10 annealing layers of 1,000 particles each. In comparison with the Simple-PF, the Simple-APF will typically produce particle sets that are densely packed in the observation likelihood peaks and sparser elsewhere due to the iterative annealing.
Particle Filter with a Factored-State Hierarchical Hidden Markov Model (FSHHMM-PF)
Overview The FS-HHMM ( Fig. 3) is a two-level hierarchy (Peursum et al. 2007 ) that addresses the problem of compactly representing the non-linear dynamics of articulated human motion in a Bayesian setting. The model is parameterised as follows: Peursum et al. (2007) .
The FS-HHMM models a single human action (e.g. walking) by breaking it down into phases (sub-motions) that define a set of valid possible body configurations (postures) and their transitions. The discrete nature of the HHMM allows for learning arbitrary non-linear motion, an important factor since human motion is not well-modelled with linear dynamics (Bȃlan et al. 2005) . The phase q t facilitates factorising the body joint rotations-by assuming rotations are conditionally independent given the phase, a particular phase defines a transition regime for each rotation and collectively these regimes define the coordinated motion of the limbs for the sub-motion represented by the phase. Note that the FS-HHMM models body joint rotations with a discrete x t rather than the continuous x t of the Simple-PF and Simple-APF. As mentioned, this allows for learning arbitrary non-linear motion transition distributions (A nij and nj ), at the cost of some loss in accuracy due to discretisation.
Articulated Tracking with the FSHHMM-PF As with the Simple-PF and Simple-APF, the FSHHMM-PF utilises a particle filter for approximate inference,with a proposal distribution Q P (x t |x t−1 ). This Q is learned from training data of the motion being represented (e.g. walking) and so will channel particle-filtered sampling down good areas of the predicted posture space (assuming that the person is performing the modelled motion). Hence only 1,000 particles are needed to provide reliable body tracking, far fewer than the generic Simple-PF and Simple-APF models. For this paper, an FS-HHMM is trained with a single walking sequence of four steps along a straight line. This training data is sufficient to model and track most walking motions (including turns and pivoting).
Body Model and Observation Function
All three filtering models employ the same body model and observation function. This paper focuses on human pose tracking with generative Bayesian models where the observation function is projection-based to improve robustness to observation errors such as occlusions by scene objects (Peursum et al. 2007) . A loose-fitting body model is used to avoid the need to manually tune it to the specific physiques of the people being tracked.
Body Model This paper employs a 28-dimensional model of the human body (Fig. 4) , rooted at the pelvis and parameterised by 24 joint rotations and four global variables (x, y, z, orientation-body pitch is modelled at the pelvis so that it can be learned by the FSHHMM-PF) as well as a fixed scale. Scale applies to the entire body model since the relative length of each limb is fixed. Each body part is modelled with a cylinder whose sides are projected onto the 2D image and then joined with lines to produce the cardboard look for efficient projection (Sidenbladh et al. 2000) . The model is fairly loose-fitting so that any tracker based on it should generalise well to different people. Broad limits on joint rotations are enforced to constrain postures to those that are feasible for most human motions, but these limits are not specific to any particular motion. No effort is made to prevent body part intersection in 3D space.
Observation Likelihood Function
This uses an observation function P (y t |x t ) based on projecting x t onto the image y t and evaluating the difference between the two. Here, y t is a tuple consisting of the edges and foreground images. Foreground is extracted using a mixture of Gaussians background subtraction (Stauffer and Grimson 2000) and edges are extracted with a thresholded Sobel detector, with the foreground used as a mask on the edges. A modified version of the cost function of Deutscher and Reid (2005) is employed:
which calculates the 'distance' between y t and the foreground/edges projections of x t (see Peursum 2006 for details). For the particle-filtered models in this paper (i.e. Simple-PF and FSHHMM-PF), the observation probability P (y t |x t ) is then calculated via the exponential distribution and D:
where λ > 0 and D 0. The value of λ controls how sharply the distribution drops off with increasing values of D (i.e. increasing distance), hence a larger λ will more heavily penalise slightly incorrect particles. This is important since most particles will return similar values for D due to the high dimensionality of the state space. For example, if two particles only differ significantly in their elbow angles, 95% (27 of 28D) of the body model is still much the same, plus the forearm is not a large body part in the projection and may even be occluded in some views. For the APF, the observation probability is defined as follows (according to Deutscher and Reid 2005) :
where the APF's algorithm automatically sets λ, usually such that λ 1 so that slightly incorrect particles are heavily penalised. Notice that, unlike (9), this function is not a probability density since it does not integrate to 1.0 unless λ = 1. However, note also that since particles in this paper are weighted by P (y t |x t ) (see (5)) and then normalised, the proportionality constant multiplier λ in (9) is redundant since it will be normalised away. With this insight in mind, it is possible to see that (9) and (10) are effectively equivalent:
In other words, applying the annealing factor λ of the APF as a power is merely another way of writing the general form of the exponential distribution (disregarding the proportionality constant, which is redundant in the particle filter due to normalisation). Thus a suitable λ 1 could be chosen for the Simple-PF to define its observation probability and similar performance to the Simple-APF should result-this is precisely what is found in Sect. 6.1. Due to this equivalence, this paper will henceforth refer to λ as the annealing factor (rather than a more cumbersome term like 'exponential coefficient'). However, there is still an important difference between the particle filter and the APF in that the APF selects the value of λ dynamically for each annealing layer. This means that the APF is continually altering its definition of P (y t |x t ) between annealing layers and time instants-one can argue that this means the Simple-APF is not strictly a Bayesian model. Indeed, the authors themselves make note of this in (Deutscher et al. 2000) . The Simple-PF and FSHHMM-PF do not suffer from this problem since λ in (9) is fixed across all time instants, with values chosen empirically as λ = 8 and λ = 10 respectively (the Simple-PF's weak motion model necessitates more aggressive 'annealing').
Although the observation probability is heuristic in that it is constructed around the heuristic function D, most generative human body trackers are forced to utilise such heuristics due to the difficulty of constructing and learning an algebraic function that will produce a usable measure of similarity between the state and observation in arbitrary scenes. The consequence of using heuristics is that it creates an observation probability that cannot be trained and so will return erroneous results during unforeseen circumstances such as partial occlusions. Hence what this paper describes as 'observation errors' are in fact failures of D to properly account for the observation.
Smoothed Articulated Tracking

Issues of Existing Smoothing Techniques
As has been discussed, smoothed inference is rare in articulated tracking. Part of the reason for this is that the high dimensionality of the posture space means that approximate filtering is already a computationally expensive task, and smoothing only adds to this cost. However, over the past decade there has been increasing use in tracking and signal processing of efficient approximate smoothedinference techniques such as variational approximations, Markov Chain Monte Carlo (MCMC) methods and particle smoothing.
A variational approach to smoothed inference has great potential for articulated tracking since it has been shown to scale well to high dimensionality (Ghahramani and Jordan 1997) . MCMC methods such as Gibbs sampling (Andrieu et al. 2003) are also worthwhile exploring given their flexibility and typically polynomial (though difficult-tomeasure) convergence. Finally, the forward-filter backwardsmoother (Doucet et al. 2000) or two-filter smoother (Klaas et al. 2006) for particle filters would be obvious smoothing choices for existing particle-filtered methods. However, all of these approaches face obstacles when applied to articulated tracking in a generative model:
-Variational methods require the ability to take expectations and derivatives of the joint probability parameters. However, the observation likelihood function in a generative tracker is often implemented as a complex heuristic function. Such functions are difficult to express algebraically (precluding analytical solutions) and are computationally expensive to evaluate (making numerical methods such as gradient descent and MCMC integration impractical). -MCMC/Gibbs sampling also face difficulties with the high computational cost of the heuristic observation function. Efforts to obtain a faster observation function (e.g. Caillette et al. 2005 ) rely on extracting a 3D visual hull for the observation, but this requires multiple views and is sensitive to observation errors (e.g. occlusions by scene objects), thus robustness will suffer accordingly. -Particle smoothing algorithms do not require evaluations of the observation function but are limited to adjusting particle weights and so will not explore new parts of the posture space during smoothing. In addition, these algorithms have O(N 2 T ) complexity where N is the number of particles, which may be computationally impractical since N is usually quite large.
Most of the issues centre around the computational cost of executing the various smoothing algorithms. This paper proposes to facilitate efficient execution of variational and Gibbs methods by approximating the computationallycostly observation function with a mixture of Gaussians derived from a pre-processing particle filter. Particle smoothing is also implemented and shown to have a reasonable computational cost with respect to filtering for N 10,000 due to the high overheads that the projection-based observation likelihood adds to filtering. Note that this paper considers a smoothing algorithm to be "computationally feasible" if its runtime is comparable to, or less than, that of the pre-processing particle filter run on the same sequence. Complexity analysis (O-notation) is not suitable here since it does not indicate constant overheads and there is no way of comparing algorithms whose complexity terms differ.
Particle Smoothing
There are several methods that have been proposed to provide smoothed inference from a forward pass by a particle filter: the forwards-backwards smoother (FBS; Doucet et al. 2000) , smoothed distribution sampling, (SS; Doucet et al. 2002; Godsill et al. 2004) , maximum a-posteriori smoother (MAP; Doucet et al. 2002; Klaas et al. 2006 ) and two-filter smoother (TFS; Klaas et al. 2006) . While their details vary, all of these smoothing algorithms are essentially methods to re-weight the particles of the initial filtering pass to take into account the future data. The particles themselves are not adjusted towards better areas of the state space. Moreover, all are O(N 2 T ) complexity, although Klaas et al. (2006) describes an approximate technique using KD-trees that can reduce this to O ((N logN)T ) .
The FBS calculates new weights for the particles at each time t by considering the level of 'support' that each particle has in the future, where support is the mass of particles at time t + 1 that a particle x (i) t could (hypothetically) transition to, weighted by the probability of those transitions. This iterates from T − 1 . . . 1, carrying the smoothing backwards until all weights are smoothed. The SS approach is substantively similar to FBS, differing mainly in that the FBS re-weights the particles to estimate the smoothed distribution whereas SS samples particles trajectories from this smoothed distribution. Thus SS can be loosely viewed as a resampled version of FBS, consequently losing some of the smoothed distribution's information. The MAP smoother also resamples, but differs from SS in that it computes a Viterbi-like state path through the particle trellis and samples only the single most likely particle trajectory (in a MAP sense), and so discards even more of the distribution than SS.
In contrast to the other methods, the TFS approach involves a second, independent, particle filter that is run in reverse (from T to 1). The smoothed particle weights are calculated based on the mutual support between the two filters' particle sets, much like the FBS weight update. Unlike the other particle smoothing methods, the reverse run allows the TFS to explore parts of the state space not represented by the forward filter. However, the trajectories of the particles in the two filters must overlap somewhat in order for there to be reasonable support between particles in the two filters. Given that the reverse filter evolves independently of the forward filter, this overlap can be difficult to guarantee in highdimensional state spaces. In 28D human posture tracking it is possible that the reverse filter explores a local maxima of the state space that is entirely isolated from the forward filter at a given time t. In such a case, the mutual support between the two particle sets may not be very meaningful. Finally, the reverse filter is itself a significant processing overhead for generative trackers where the observation function is slow to evaluate. Due to the reduced information of SS and MAP and the potential issues of TFS, this paper employs FBS.
Mixture Approximation of P (y t |x t )
Motivation and Overview
The fact that particle smoothers do not shift the position of the filtering particles given the future evidence from smoothing is their main drawback. Ideally, smoothing would explore new areas of the state space that both past and future evidence indicates is promising (the TFS reverse filter ignores the past and so is no better than the forward filter). This is particularly important for posture tracking in realistic scenes, where posture failures caused by (say) an occluding chair tend to 'stick' until the occlusion ceases or the error becomes large enough to force the tracker to correct itself (Peursum et al. 2007 ). For particle smoothers, the gap between the failure and the correction is a void that cannot be filled since no particles exist in this space. This motivates the search for other smoothed inference algorithms that are not so restrictive.
Unfortunately, as described in Sect. 4.1, existing approximate inference techniques cannot be applied directly to generative pose tracking, mostly due to the computational cost of the observation function P (y t |x t ). This paper resolves this by approximating P (y t |x t ) with a more manageable functionP (y t |x t ). Since the observation function employed in this paper is based on heuristic edge and foreground comparisons between the projected body model and the observation, approximating the function in general (i.e. for any observation-model pairing) is not an easy task. However, a discrete approximation of P (y t |x t ) is available from particle filtering-to evaluate a particle i, P (y t |x (i) t ) must be calculated. In effect, each particle can be thought of as sampling from P (y t |x t ) with a weight equal to the function's probability at x (i) t . P (y t |x t ) could then be approximated with a Gaussian mixtureP (y t |x (i) t ) that is learned from these weighted samples:
where N is the Gaussian distribution and η k , μ k and k are the weight, mean and covariance for component k. In this paper, the covariance is held constant for all mixture components, hence the mixture is quite similar to kernel density estimation (KDE, also known as Parzen window density estimation). The main difference from KDE is that the mixture adjusts the weights for each component via learning. This is crucial since otherwise the approximation will not faithfully reflect the true observation probability distribution P (y t |x t ). A lesser difference is that mixture learning also shifts the component means about, although in practice the shifts are small and if one fixes the means (as in KDE) a very similar approximation is produced. To illustrate the need for adjusting the component/kernel weights, consider the case of kernel density estimation with Gaussian kernels, where each particle is the kernel for a component (i.e. μ k = x (i) t , K = N ). If each kernel is weighted by the observation probability of the particle that generated it, the probability of any given x t = x t is then: where
The problem with this definition is that the weights of closely-spaced components (e.g. components less than one standard deviation apart) will add up, causingP (y t |x
t ) at these closely-packed points and thus misrepresenting P (y t |x t ). Hence it is necessary to adjust the weights (and optionally shift the means) via Expectation-Maximisation (EM) in order to faithfully replicate the values of P (y t |x (i) t ) with the mixture. In comparison to the discrete particles, the continuous nature of the Gaussian mixture should be a better representation of the similarly-continuous P (y t |x t ), as depicted in Fig. 5 . In particular, the mixture will partially 'fill in' the voids between the discrete particles, providing a reasonable representation of the observation function's behaviour in the vicinity of the particles. The idea is that the mixture will facilitate a range of inference techniques and provide them with some flexibility in exploring the state space whilst remaining acceptably accurate to the true P (y t |x t ). Subsequent inference is then effectively a smoothing of the original particle filter used to generate the mixture.
Learning the Gaussian Mixture
Learning a Gaussian mixture model (GMM) via EM is a well-known procedure. Given data x i , i = {1..N } and Gaussians with K components whose means, covariances and weights are {μ k , k , η k }, k = {1..K}, the EM update equations for estimating a GMM are:
where it is preferred that K N for the sake of efficiency. For the particle-filtered samples, each x i x (i) t has an associated weight ρ i = P (y t |x (i) t ). This can be incorporated into the EM equations by reinterpreting the weights as representing the relative number of samples at each location x i . For example, the update for
as if there were ρ i -worth of data points at x i (where Z = N × j ρ j ). Since τ i,k is the weight for the assignment of x i to Gaussian k and ρ i is the weight of each x i , one will find that τ i,k always occurs together with ρ i . Hence it is convenient to define τ i,k = ρ i τ i,k . The update equations for the GMM approximationP (y t |x t ) at a given t thus become:
The usual practical issues arise in the approximation, including deciding how many components K to use, the initial value of each component's parameters and whether to place any constraints on the EM updates. Due to the high dimensionality of P (y t |x t ) (28D), this paper is fairly conservative in its choices to avoid causingP (y t |x t ) to become unrepresentative of the true P (y t |x t ). There is however a tradeoff between speed and faithfully representing P (y t |x t ). Hence Gaussian modes are chosen based on the distribution of samples (by weight), selecting all samples that are aboveaverage (i.e. ρ i 1 N j ρ j ) and using the corresponding value of x (i) t as the initial mean for each mode. The assumption is that below-average particles are in uninteresting areas of P (y t |x t ) and so can be safely ignored as seeds for mixture components. K is roughly the same as the filter's effective sample size at each time t, which in this paper is between 0.05N and 0.2N . As with particle resampling, the approach retains more mixture components during times of problematic observations such as when occlusions occur. These cause the effective sample size to increase (i.e. the distribution becomes more uniform) since all particles are somewhat in error according to P (y t |x t ) due to the occlusion. Conversely, fewer samples are retained with clean observations. This behaviour is desirable-during an occlusion, particles that are more probable according to P (y t |x t ) Fig. 6 (Color online) Example Gaussian (dashed red) and mixture of Gaussians (blue circles) fitted to a set of samples (crosses). Although each component of the mixture assumes independence among dimensions, the overall mixture still captures the covariance of the samples are often less accurate in truth since they have latched onto spurious edges and foreground (Peursum et al. 2007 ). Initialising EM with more components will thus include a broader range of particles, giving smoothing the chance to override the erroneous observation information with future data. Although there are fewer components than particles, the low weights of the below-average particles means that they can be modelled with the tails of the Gaussian components spawned from the above-average particles.
Another practical issue is the relative isolation of many samples in the high-dimensional (28D) space given that there are only 1,000-10,000 particles. Gaussian components that are assigned to relatively isolated samples by EM will have their covariance collapse towards zero. Even fairly densely-sampled areas are unlikely to always contain enough particles to properly characterise the covariance of the neighbourhood in the true P (y t |x t ). Hence this paper fixes the covariance of all components to a diagonal 29×29 matrix (i.e. each dimension within a component is independent) with each diagonal variance manually set to a reasonable value for the posture dimension it represents. Specifically, the 24 joint rotation variances are all set to 9 (in degrees, i.e. standard deviation is 3 • ) global position variances of {x = 400, y = 400, z = 100} (millimetres) and global orientation variance set to 25 (degrees). Note that although the 28 posture dimensions are assumed to be independent within each component of the mixture, dependencies between dimensions are still modelled by the overall mixture. To illustrate how this is possible, consider Fig. 6 , where each Gaussian component is diagonal but together they form a strongly covariant mixture.
Variational Smoothing
Replacing the heuristic P (y t |x t ) with its mixture approximationP (y t |x t ) facilitates the derivation of a variational approximation for Fig. 3 . Note that the Bayesian model for the FSHHMM-PF (Fig. 3) reduces to that of the Simple-APF and Simple-PF (Fig. 2) when there is only one phase q t . The difference between the two is that the Simple-PF/Simple-APF posture is continuous and has Gaussian diffusion transitions, whereas the FSHHMM-PF is discrete to allow for modelling arbitrary non-linear/non-Gaussian motion in its transition distributions. Therefore, rather than derive two sets of variational update equations for what is essentially the same model, we derive the approximation for the discrete FSHHMM-PF and reuse this for the Simple-PF/Simple-APF by quantising their filtered postures and hand-crafting a discrete generic transition model that replicates their Gaussian diffusion dynamics. This entails some loss of accuracy on the part of the continuous Simple-PF and Simple-APF, but the quantisation error is small when compared to errors caused by tracking failures due to occlusions and poor observations (Peursum et al. 2007 ). Moreover, the manual ground-truth obtained with virtual markers is only accurate to within about ±50 mm. The remainder of this section describes the changes made to the FSHHMM-PF model of Fig. 3 for the purposes of variational and Gibbs approximation. Figure 7a depicts the adjusted FS-HHMM used for variational approximation of posture, where P (y t |x t ) has been substituted with the mixture approximationP (y t |x t ). The model parameters differ slightly from that of the original FS-HHMM in Fig. 3 . Equations (7a)-(7e) remain unchanged. Additional parameters are:
Graphical Model with the Mixture
and (7g) and (7h) are changed to:
where s t in (22a) is the mixture component 'selector' expressed as a Boolean vector s (k) t k = {1..K} and η (k) t is the mixture weights (k is indexed as a superscript to reinforce the fact that mixture components (k) arise from particles (i)). The means for the 28 dimensions of each component k in the observation mixture are split across body joint angles x {d} t , global body position v {g} t , g ∈ {pos x , pos y , pos z } (the g factors are not explicitly shown in the figure) and global body orientation u t . Observation mixture means are thus defined asȳ }. This is due to the fact that these dimensions lie at the very root of the body model's kinematic tree (see Fig. 4 ) and so do not accumulate the uncertainties of nodes higher up in the tree. In other words, P (y t |v t , u t ) is non-zero only in a small area and so the dynamics dependencies are largely redundant. In fact, the assumption of the linear dynamics model for P (v t |v t−1 ) is actually detrimental since people do not move in a strictly linear fashion, but the dynamics will erroneously bias a variational approximation towards such linear motion. Instead, P (v t ) and P (u t ) are characterised by fitting a Gaussian to the particles of the pre-processing filter:
Variational Equations
Variational approximation proceeds by obtaining a lower bound on the log-likelihood of the true posterior P = P (x 1:T |y 1:T ) using a more tractable distribution Q(x 1:T ). This lower bound is achieved by varying Q to minimise the Kullback-Liebler (KL) divergence between P and Q, where KL is defined as: 1:T , u 1:T , s 1:T } in the FS-HHMM and E P f is the expectation of f with respect to the distribution P . For a more detailed introduction to variational approximation in the context of factored HMMs, the reader is referred to Ghahramani and Jordan (1997) . Note that the KL divergence can be interchanged with the variational free energy KL F (Sminchisescu and Jepson 2004) , which differs from KL only in that P F = P (x 1:T , y 1:T ) ∝ P. This is useful since it is usually algebraically easier to work with the joint probability and KL F does not change the minimum of the KL divergence. This can be shown by expanding the second term of (24):
where K = P(y 1:T ), a constant with respect to Q and hence it has no effect on the position of the KL minimum. In this paper, Q is essentially a mean-field version of P where almost all of the hidden states are assumed to be independent, as shown in Fig. 7b . However, the model does retain some structure from Fig. 7a, specifically cancel out in the KL divergence (since it exists in both P and Q), it also does not require an inference calculation since it is deterministic. From Peursum et al. (2007) , e t is:
The definition of the variational distribution Q is thus: t and u t in P. Note that i = {1..120} for x t since this paper quantises the joint rotations at 3 • intervals (3 × 120 = 360). Also note that the distributions for v t and u t are similar to the priors in P ((22e)-(22f)), differing in that they are parameterised by the variational θ(· μ ) and θ(· ) rather than (23a)-(23d).
For purpose-built models such as the FS-HHMM the derivation of the variational approximation is quite lengthy since the most basic 'building block' is the entire structure at a single time-slice t. Hence for the sake of brevity, the reader is referred to Peursum (2008) for details on deriving the variational update equations of the FS-HHMM model. Instead, the remainder of this section will describe the process of utilising the update equations found in (Peursum 2008) . Briefly, to derive the update equations one must plug (27) and the equivalent equation for the joint probability of P into the KL divergence (24), then take derivatives with respect to the various θ(·) parameters and solve for zero. This leads to a set of fixed-point update equations. Note that to do this, the dynamic Bayesian networks of Fig. 7 are being implicitly 'unrolled' across time to match the length of the observed sequence y 1:T , hence the list of θ(·) variables is also fixed (i.e. the variational updates are occurring on a fixed network).
These θ(·) are then optimised by iteratively evaluating all the fixed-point equations for each θ(·) one round at a time. Specifically, a single iteration round involves calculating the new value of each θ(·) in turn using the latest version of all the other θ(·)'s (i.e. use the new values of θ(·)'s that were updated earlier in the current iteration round). The order of updating the θ(·) variables is in terms of moving along the Bayesian network from top-to-bottom (q t before x t ) and left-to-right (t = 1 before t = 2, etc.), although convergence should occur regardless of the chosen ordering. Iterating these update rounds will then converge to a locally optimal solution, where convergence is monitored by calculating the KL divergence after each update iteration, and comparing this to the previous iteration's KL divergence.
Gibbs Smoothing
As with the variational approximation, Gibbs inference (Andrieu et al. 2003; Ghahramani and Jordan 1997) uses the model described in Sect. 4.4.1, with the Bayesian network of Fig. 7a . Gibbs sampling is one of the simplest Markov Chain Monte Carlo methods, and proceeds by implicitly unrolling the dynamic Bayesian network to a fixed network of length T to match the observed sequence y 1:T . Hidden states are then set to an initial value before repeatedly sampling new values for each state given its Markov blanket until N samples of the full joint distribution are drawn. Sampling occurs in rounds, where during round p a sample is drawn for each hidden state given the current value of the other states (whose value may have been updated earlier in round p, depending on the order of processing). Again, the order in which the states are processed is from top-to-bottom and left-to-right along the Bayesian network. Once all states have been sampled the process is repeated for round p + 1, continuing until p = N . The full set of sampled values over all rounds N then provides the sufficient statistics for the Gibbs estimate of each state-in the case of a discrete distribution this is the histogram of the samples and for a Gaussian it is the sample mean and covariance. See Peursum (2008) for details on the Gibbs sampling distributions necessary for Fig. 7a . Intuitively, Gibbs sampling works by drawing a new sample that is 'consistent' with the current values of states that can influence it (i.e. its Markov blanket). This consistency is then propagated along the network one link at a time, resulting in states concentrating their sampling in areas of the state space that 'make sense' given the state's location in the unrolled Bayesian network. Eventually this leads to the samples effectively being drawn from the true posterior P (x t |y 1:T ). Since the initial values may not be very consistent with each other, the Markov sampling chain usually requires time (called burn-in) to converge to sampling from P (x 1:T |y 1:T ). Thus the first 5%-10% of samples are typically excluded from the final Gibbs estimate. The number of burn-in samples needed to achieve convergence depends on the initial state values and the distributions being sampled from, and is difficult to estimate in advance.
In this paper, the number of Gibbs samples is set to 2,000 for the 1,000-particle FSHHMM-PF. Empirical tests showed that values larger than 2,000 do not significantly improve the Gibbs estimate, indicating that convergence has been reached. For the Simple-PF/Simple-APF (10,000 particles), 5,000 Gibbs samples are used. Although one would expect that the 10× difference in filtering particles would suggest the use of 20,000 Gibbs samples, the lower value of 5,000 is chosen so as to keep the computational runtime of Simple-PF/Simple-APF Gibbs smoothing in the same ballpark as the computational time of Simple-PF/Simple-APF filtering. Burn-in time for all filters is set to the first 5% of Gibbs samples. See Sect. 5.2 for details on initialisation.
Experimental Setup
The filtering and smoothing algorithms described in this paper were evaluated against twelve video sequences-seven HUMANEVA-I videos, two HUMANEVA-II sequences (Sigal and Black 2006) and three CLUTTER videos captured in scenes containing occluding tables and chairs. Each sequence is processed with 12 algorithms (Table 1) to produce 144 tracking results in total.
Test Scenes and Ground-Truth
Datasets Twelve video sequences of walking are used for test data, seven from the HUMANEVA-I dataset, two from the HUMANEVA-II dataset and three from CLUT-TER. The HUMANEVA sequences (Fig. 8) consists of several videos captured in tandem with marker-based motion capture, hence actors are restricted to moving on a 3 m × 3 m Table 1 Filtering and smoothing combinations (12 in total) employed for tracking in each video Fig. 8 Example screenshots of the two datasets used in this paper mat. Several actors are used, each with different physiques. Videos are captured at 640×480 resolution and 60 frames per second (fps)-HUMANEVA-I uses three colour cameras whereas HUMANEVA-II employs four colour cameras (this paper does not use the greyscale HUMANEVA videos). All views were used for tracking in this paper. Although the dataset contains various actions (walking, boxing, gesturing), this paper only considers the sections of video which contain walking motion where the actor walks in a circle for up to a minute. Ground-truth is provided by the marker-based motion capture, and this paper evaluates accuracy with most of the available joints (13 of 15 unique 3D joints-upper leg proximals were ignored due to difficulties in defining corresponding points on the body model that matched well).
The CLUTTER data set (Fig. 8 ) is captured in a 7 m × 6 m room monitored by four ceiling-mounted colour cameras, one in each corner. All views are used for tracking. The room contains a variety of furnishings and whitegoods. A table and chairs were placed in the center of the room to produce a reasonably cluttered home-like scene and three video sequences were captured where the placement of the occluding tables and chairs was changed for each sequence. Videos are captured at 384 × 288 resolution and 25 fps, with the room initially empty for background learning before the actor enters and walks through the cluttered scene for about a minute. No motion-captured ground-truth exists, hence the ground-truth was manually labelled using a GUI utility developed to minimise the tedium of the task (Peursum 2008) . 1 Evaluation of Error Although the various filtering and smoothing algorithms return a distribution of postures, for simplicity the mean posture is taken and compared against the ground-truth. In the case of particle filtering and FBS, this mean is the weighted mean of the particle set. For the variational and Gibbs approximations the mean of each joint rotation is calculated independently (due to the factorisation assumptions of the models in Figs. 2 and 3) .
In order to be consistent with other research based on the HUMANEVA dataset, the difference between the mean posture and ground-truth for a sequence is described in terms of the mean and variance of the 3D Euclidean error (in millimetres), 2 as defined in (3)- (6) of Sigal and Black (2006) . Since multiple views are employed the absolute 3D error is calculated. Note that for the CLUTTER dataset, the ground-truth obtained via virtual markers is itself uncertain due to the manual nature of the labelling-for the CLUTTER dataset this uncertainty is approximately ±50 mm.
Training and Initialisation
Filtering Both the Simple-PF and Simple-APF have their Gaussian diffusion parameters empirically defined. For 25 fps video, rotation variances are {6, 8, 4} (in degrees) of each joint's azimuth, elevation and roll respectively, position variances are {x = 300, y = 300, z = 100} and orientation variance 20 (also in degrees). Variances are scaled to accommodate the HUMANEVA dataset's 60 fps. The initial posture is also manually defined by the user.
For the FSHHMM-PF, the ground-truth posture from a single video sequence of a person taking four steps in a straight line is used to train a walking model. This is sufficient for the FSHHMM-PF to track a person through turns even though the training data does not contain these movements (Peursum et al. 2007 ). Training data is captured at 50 fps, and although the test data is captured at 25 fps the FSHHMM-PF can handle the difference in frame rates. The FSHHMM-PF also estimates the initial posture without human intervention.
Smoothing The variational and Gibbs inference approximations both require initialisation of their state. Rather than initialise randomly, both initialisations are extracted from the particles from the filtering step. For variational this involves calculating the distribution of each hidden state based on the particles, whereas for Gibbs sampling each state is set to the value of the most-likely particle at each time t. Good initialisation is important for both smoothing techniques, but for different reasons. In particular, the optimisation surface in variational approximation can have multiple local maxima (Corduneanu and Bishop 2001; Winn and Bishop 2005) and so initialisation will determine which local maxima is selected. This is very similar to the ExpectationMaximisation (EM) algorithm, given that both EM and variational can be viewed as optimising the KL divergence (Barber and Bishop 1998; Neal and Hinton 1998). For Gibbs sampling, good initial values are important in order to minimise the time taken for the Gibbs MCMC chain to reach convergence. Table 2 Mean error and standard deviation of error for each of the filtering algorithms on the seven HUMANEVA-I (HE-I), two HUMANEVA-II (HE-II) and three CLUTTER (Clu) sequences. All sequences are of walking (for HUMANEVA-II, only the frames with walking were used). HUMANEVA sequences are abbreviated as follows: HE-I A.S = HUMANEVA-I, Actor A, Walking Sequence S Fig. 9 Examples of tracking for each filter with corresponding error. All camera views are show 6 Results and Analysis 6.1 Filtering Performance Table 2 summarises the accuracy of each pre-processing filter (Simple-PF, Simple-APF and FSHHMM-PF) with respect to the ten sequences. Note that some of the Simple-APF sequences (HUMANEVA-I 2.1 and all CLUTTER) suffered from severe tracking failures where the person's body orientation becomes reversed over the course of about 10 frames (Fig. 10) . This brittleness of the Simple-APF arises because annealing discards much of the particle distribution to focus on one or two modes and selection of a poor mode can lead to severe tracking failures. Conversely, the Simple-PF does not suffer from the same issue. To avoid biasing the subsequent smoothing results against the Simple-APF, the frames during which the failures occur were excluded from the error calculation.
HumanEva Dataset For the HUMANEVA-I and -II sequences, the average filtering error across all sequences is {100 mm, 98 mm, 94 mm} for the Simple-PF, Simple-APF and FSHHMM-PF respectively. Of interest is that the FSHHMM-PF (with only 1,000 particles, an added error due to its discrete nodes, and trained on a walking model that contains no turns) is on par with the 10,000-particle Simple- Fig. 10 The Simple-APF experiences severe tracking failures in several sequences, such as this complete reversal of body orientation for HUMANEVA sequence 2.1 PF and Simple-APF despite the HUMANEVA actors continuously walking in a tight circle. Overall, the tracking accuracy of the three filters is comparable to the results of other recent body tracking systems tested with the HUMANEVA walking sequences.
Clutter Dataset As expected, accuracy is worse in the CLUTTER dataset, with the average error rising to {168 mm, 185 mm, 110 mm}. Here, the motion model of the FSHHMM-PF minimises the degradation in tracking by guiding track-ing when occlusions, poor contrast and/or low resolution cause the observations to become unreliable. In contrast, the generic models of the Simple-PF and Simple-APF cannot provide similar guidance and so erratic tracking and failures ensue.
Note that the Simple-PF and Simple-APF perform similarly to each other, confirming the findings of Bȃlan et al. (2005) that the APF does not perform much better than a standard PF with the same motion model. This seemingly contradicts Deutscher and Reid (2005) , who found that the PF was far less accurate. However, Deutscher did not 'anneal' the PF observation likelihood as this paper does-if λ is set to 1 in (9), the Simple-PF does indeed fail very quickly as Deutscher found. In contrast, given a λ = 10 Table 2 shows that the Simple-PF returns similar results to the Simple-APF. The APF's strategy of focusing on the peaks of the observation likelihood modes while discarding the rest of the distribution means that when observing conditions are poor it can follow a poor mode and have difficulty recovering when observations improve, hence the Simple-APF performs slightly better than the Simple-PF in the HUMANEVA sequences and worse in the CLUTTER sequences, in addition to occasionally experiencing the aforementioned body reversal tracking failures. Figure 12 shows the relative performance of the three smoothing algorithms for all three pre-processing filters. Contrary to expectations that incorporating additional evidence should lead to a better estimate, most of the smoothing results are often less accurate than the pre-processing filter that they are based upon. This is particularly noteworthy in the case of the CLUTTER sequences where the poor observation conditions cause temporary ambiguities in filtering that smoothing should have been able to improve on.
Smoothing Performance
To gain an insight into why smoothing performs so unexpectedly a closer look was taken at the tracking sequences that were output by the various algorithms. This inspection found that there are certain times when smoothing does improve tracking accuracy, but this is offset by other occasions where smoothing performs more poorly than filtering.
Where Smoothing Works Although in each sequence there are many frames in which smoothing outperforms filtering, most of these seem to be random fluctuations in accuracy. However, there are circumstances in which smoothing consistently improves upon the accuracy of filtering. In particular, smoothing is able to correct filtering 'lag'. This is where the filter lags behind the true motion when the person moves faster than the motion model predicts (e.g. as the person's leg swings forward during a stride). When such a lag occurs, only a few particles are able to keep up with the motion. Although these particles are highly-weighted they are not numerous enough to dominate the mean body posture used in error evaluation. This creates a lag effect in the filtered track that is often corrected by the filter a few frames later due to resampling and/or the motion slowing down enough to allow the particles to catch up (e.g. at the end of the leg swing).
Smoothing is able to overcome this lag since the filter has sampled at least some particles along the correct trajectory and so smoothing can downgrade the contribution of lagging particles since they have a low probability of transitioning to future states. In particular, FBS downgrades the weight of lagging particle whereas variational and Gibbs approximations never visit the lagging mixture components since they are unlikely transition targets given the future states. Figure 11 shows examples of this lag correction. Where Smoothing Fails The positive smoothing effect described above is only prevalent with the FSHHMM-PF when tracking in the CLUTTER sequences. Tracking in the HU-MANEVA sequences does not see as much benefit because filtering rarely lags behind the true motion given that the HUMANEVA frame rate is comparable to the FSHHMM-PF's training frame rate (60 fps vs 50 fps). In contrast, the CLUTTER sequences are at 25fps and so motion often outpaces the motion model's predictions. However, if no particle keeps up with the motion, the lag cannot be overcome since particles attempting to 'bridge the gap' will have a low weight and so are discarded during resampling. Since the frame-to-frame effective sample size is quite low at around 0.05-0.2, resampling is unavoidably frequent and will eliminate all but a few particles. In fact, in a 1,000-particle filter only one particle at time t can expect to have surviving 'descendents' at t + 3! This rate of degeneracy means that mode exploration is limited, hence errors lasting more than a couple of frames are not resolvable by smoothing. Unfortunately, such aggressive resampling is necessary since otherwise the filter will lose coherence and become inaccurate as particles explore the multitudes of distracting modes in the high-dimensional space.
In terms of filtering algorithms, the Simple-PF and Simple-APF do not realise smoothing benefits in the CLUT-TER sequences because the frequent occlusions produce observation ambiguities that result in the filters being unable to maintain a good tracking lock for very long. These same ambiguities also affect the FSHHMM-PF, but its strong motion model minimises the duration and magnitude of the resulting tracking failures. In fact, if filtered tracking fails with any of the three filtering algorithms and the filter does not quickly correct itself, resampling will ensure that the error becomes permanent. Smoothing will then often result in a lower accuracy than filtering because the smoother adjusts the filtered trajectory towards an erroneous future state and so propagates the error backwards in time. Whether or not this causes the smoother to produce poorer accuracy depends on the nature of the error.
In comparison to FBS, variational and Gibbs smoothed inference are less adept at correcting lag. This is not too surprising given that the former two are approximate smoothers based on another approximation-the observation mixturê P (y t |x t ), which is in turn based on a particle filter approximation. In cases where FBS is able to smooth a lag, the variational and Gibbs approximations instead may return postures with odd limb positioning (see Fig. 13 ). Such postures do not exist in the original filtered particle set; they arise due to the independence assumptions of the mixture approximation, which means that the joint rotations in variational and Gibbs inference are estimated independently. Thus odd joint combinations may occur, especially when the filter is shifting from one mode to another such as during lag. In . At frame 558 the smoothed calf rotation is carried over from Frame 557, whereas the thigh rotation better matches that of Frame 559. Considered independently, both joint angles have good support from the mixture approximationP (y t |x t ), but together they create an odd limb posture contrast, FBS smooths by adjusting the weights of entire particles, where the weights reflect the full body posture, and thus joint dependencies are enforced given the observation. Despite these handicaps, the variational and Gibbs approximations actually provide an improvement in accuracy for three FSHHMM-PF HUMANEVA sequences and is only significantly worse than FBS in two cases (also in the FSHHMM-PF; HE-I 1.1 and HE-I 1.2). Given the variability of the variational and Gibbs approximations' performances, it is likely that they are being limited by how well the mixture approximates the important areas of the true observation likelihood, which in turn is limited by the performance of the particle filter. Since the image-based observation likelihood will contain a high number of local maxima (Smith and Lovell 2006) , it is difficult to approximateP (y t |x t ) with a reasonable number of mixture components even if the particle filter visits several modes.
Follow-up Experiments
Effect of Dimensionality
In Sect. 6 smoothing only provided consistent improvements when there were at least some particles in the filter that follow the correct (though less-likely) mode and the ambiguity does not last so long that the particles are lost during resampling. Thus it is probable that the ineffectiveness of smoothing stems from an insufficient number of particles for the size of the 28D state space-the filter is simply unable to keep track of enough modes, especially given that the number of modes grows exponentially with dimensionality. Under this hypothesis, the FSHHMM-PF is able to gain more benefit from smoothing than the Simple-PF or Simple-APF since the former employs a strong motion model to sample particles from good areas of the state space. Such a motion model is implicitly channelling its particle sampling along a lower-dimensional manifold according to the model's training data, effectively performing a type of dimensionality reduction. Follow-up experiments were thus conducted to test the hypothesis that the 'curse of dimensionality' is the main factor behind the unimpressive smoothing results seen in this paper. The experiments are based on the same non-linear multi-modal synthetic model that Godsill et al. (2004) employed to demonstrate the worth of smoothing (a similar model was also used by Klaas et al. 2006) . The model's dynamics equation and observation emission equation is as follows:
where ν t and ω t are zero-mean Gaussian noise with covariances 10 and 1 respectively, and the initial x 1 is sampled from a zero-mean Gaussian with covariance 10. The square term in the observation equation (29) creates a dual modality where the observed y t fits ±x t equally well, and the strongly non-linear dynamics of (28) ensures that particles which are slightly incorrect can easily select the wrong mode. Filtering and FBS smoothing was performed with between 100 and 50,000 particles. The ground-truth x 1:T and sampled observations y 1:T with T = 100 are generated according to (28) and (29) for a 1D case as well as an analogous 3D case where x t and y t are three-element vectors. For simplicity the 3D case assumes a diagonal covariance with all variances set to 10. Variational and Gibbs sampling were not tested against this synthetic model since their ability to scale to high dimensionality given a well-behaved observation function with simple Gaussian noise has been previously demonstrated (see Ghahramani and Jordan 1997) . Figure 14a plots the root mean squared error (RMSE) of the filtered and FBS-smoothed trajectories for both the 1D and 3D cases. Only one run was conducted for each particular particle count hence the trend as particles increase is somewhat noisy, especially for the 3D case. Figure 14b uses the same data but depicts the ratio between the smoothed and filtered cases to indicate the relative improvement that smoothing provides. The behaviour of the 1D case is similar to that reported by Klaas et al. (2006) in that FBS is able to significantly improve upon filtering, with diminishing returns starting to occur beyond a certain number of particles (in this case, at around 500). For the 3D case smoothing is unable to provide any real improvement on filtering (and is sometimes worse than filtering) until at least 2,000 particles are used, at which point smoothing begins to increasingly improve upon filtering. However, this improvement is limited-for the 3D case smoothing is only 10% better than filtering when using 50,000 particles, in comparison to the more than 50% benefit that smoothing brings to the 1D case with just 500 particles.
This discrepancy can be explained by considering the difference in size of the two state spaces; if around 200 particles gives good results in a 1D case, one would expect that 200 3 = 8,000,000 particles is necessary to see a similar performance in the 3D case. Figure 14 seems to bear this ruleof-thumb out for both the particle filter and the associated smoother. Thus in Sect. 6 it is likely that smoothing is unable to benefit tracking since an impractically large number of particles would be necessary to properly explore the 28D state space. It would be interesting to see whether smoothing would be more effective with trackers that explicitly reduce dimensionality, such as that of Elgammal and Lee (2004) or Urtasun et al. (2006) .
Effect of Multi-Modality
Another possible explanation for the poor smoothing performance of Sect. 6 is that the experiments either had too few modes due to the use of multiple views, or the multimodality was too 'messy' since it was being produced by occlusions. In either case it could be argued that smoothing is presented with few viable opportunities to overcome Table 3 Results of monocular tracking with the simulated video poor filtering, hence the weak smoothing results. Therefore, a quasi-synthetic video was generated in which only a single monocular view is used to capture a person walking in a straight line at an angle away from the camera. Such a scenario will experience strong depth ambiguities since much of the person's motion (e.g. leg and arm swinging) will be along the depth axis. In order to eliminate other distracting sources of ambiguity, a real video was captured of a walking person and ground-truthed. This was then used to generate a synthetic video by animating the body model of Fig. 4 . This ensures that the body model can perfectly fit the observation (avoiding ambiguities caused by a loose fit) as well as removing background clutter. Moreover, the ground-truth was in fact the training data of the FSHHMM-PF downsampled to 25 fps (see Fig. 15 ), further reducing ambiguity caused by deviations from the expected motion model of the FSHHMM-PF. Thus the only significant sources of ambiguity should be due to depth and self-occlusions.
The Simple-PF and FSHHMM-PF were run against the animated sequence, along with all smoothing algorithms. The Simple-APF was not used since it would perform similarly to the Simple-PF. Table 3 lists the RMSE across all joints of the body model in terms of relative 3D error. Overall the trends are similar to Sect. 6, indicating that smoothing does not provide added benefit to monocular views with the algorithms employed. Note that the error of the Simple-PF is disappointingly high given the perfect observations and use of relative error.
The variational and Gibbs approximations are no more accurate than filtering, probably because the mixtureP (y t |x t ) is still attempting to approximate a 28D space with relatively few particles. These methods may find more success in lower-dimensional problems. The FSHHMM-PF does benefit from FBS smoothing, but as with Sect. 6 this is mostly in terms of correcting filtering lag (although the lag is more pronounced here due to the self-occlusions in a single view).
Depth ambiguities in the filtering step are minimal since the strong motion model of the FSHHMM-PF reduces the number of observation modes that the filter can visit.
In contrast to the FSHHMM-PF, the Simple-PF experiences significant depth ambiguities since the generic motion model places few constraints on the filter's evolution. The filter therefore has little difficulty finding highly-weightedthough often inaccurate-postures. Vondrak et al. (2008) found a similar effect when filtering with the APF in monocular views. Since the person does not turn and there is no other viewpoint, little evidence exists for smoothing to correct the filtering trajectories. Thus filtering and smoothing return similar results, with smoothing slightly less accurate.
One potential way to overcome this lack of evidence is the kinematic jump sampling of Sminchisescu and Triggs (2003) . This involves sampling particles from a predicted posture and the prediction's depth-ambiguous mirrors, thereby maintaining multi-modality for longer periods and hence providing smoothing with the chance to choose between competing modes. However, ambiguities caused by factors other than depth (e.g. occlusions, loose-fitting body models) are unlikely to be resolved by such an approach. General-purpose methods for maintaining multi-modality (Vermaak et al. 2003) in conjunction with a strong motion model may be a worthwhile alternative to explore. Table 4 shows the runtime of the experiments from Sects. 5 and 6. All algorithms are implemented in C++ and share a common set of video and image processing routines. No particular effort was made to optimise the code to increase performance. For example, object-oriented principles (information hiding, polymorphism), assertion checks and garbage collection were all extensively used, and no assembler or multi-threading was employed outside of the video decoding functions.
Time Efficiency of Algorithms
Note that the Simple-APF is faster than the Simple-PF for the variational and Gibbs approximations. This is due to the fact that duplicate particles are ignored during the construction of the mixture approximationP (y t |x t ), which significantly reduces the number of components for the Simple-APF since annealing crowds many particles together that become identical when the state space is quantised to 3 • intervals (see Sect. 4.4). The CLUTTER videos also process slightly faster than the equivalent HUMANEVA-I videos since the variance of particle weights is higher in CLUTTER due to it having more difficult scenes, hence fewer particles are retained as the seeds for components in the mixture.
For the 1,000-particle FSHHMM-PF, the overhead of smoothing is low for all algorithms (5%-20% extra computation time on top of filtering) since the constant cost of evaluating the observation likelihood during filtering dominates processing time. However, this gap largely disappears Table 4 Average runtimes per frame for filtering and smoothing algorithms. HUMANEVA-I video consists of three camera views at 640×480 whereas CLUTTER video comprises four views 384×284 (this only affects filtering runtime since smoothing does not use the video). Experiments were run on an Intel Core-2 6420 2.13 GHz with the 10,000-particle Simple-PF and Simple-APF. Even the variational approximation becomes a significant fraction of the filtering time due to the increased number of mixture components that the 10,000 particles generate. Although the smoothing efficiency is better than one would expect given that particle filtering is generally seen as being quite efficient (Klaas et al. 2006) , the fact that smoothing does not improve accuracy makes it difficult to recommend, at least with the filtering algorithms explored in this paper.
Conclusions
This paper has presented a study of three smoothed-inference algorithms (forward-backward smoothing, variational and Gibbs sampling) for 3D human body tracking in generative models. As part of the study, a method was introduced to facilitate the efficient execution of the latter two algorithms by approximating the observation likelihood with a mixture of Gaussians. Although it is generally expected that smoothing will improve upon the filtering estimate since smoothing incorporates future evidence, results in a multiview environment show that the smoothing algorithms provide no real improvement on the tracking accuracy of filtering and in fact can produce an increased error. Simulations with monocular views indicate that the same issues exist in single views despite depth ambiguities being a classic case of multi-modality that smoothing should be well suited to handling. The cause of the poor performance of smoothing can be traced to the high-dimensional nature of body tracking-as with earlier studies, smoothing on a lowdimensional signal is shown to significantly improve upon filtering, but when the dimensionality is increased then exponentially more particles are needed to support effective smoothing. In the high-dimensional state space of human posture this would require an impractically large number of particles. Thus for the filtering algorithms explored in this paper, smoothing does not significantly improve body tracking accuracy and the time spent on smoothing would be better spent on increasing the number of particles for filtering. Methods to overcome the difficulties facing smoothing in high-dimensional human body tracking are needed in order to take advantage of the benefits that smoothing can give during times of poor or ambiguous observations. In addition to investigating new approaches to smoothing and methods to maintain multi-modality in the filter, a more immediate possibility is to apply forward-backward particle smoothing to dimensionality-reducing body trackers, sidestepping the problem of high dimensionality altogether.
