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V pricˇujocˇem zakljucˇnem delu so uporabljene naslednje velicˇine in simboli:
Velicˇina / oznaka Enota
Ime kolicˇine Simbol kolicˇine Enota Simbol enote
hitrost v metri na sekundo m/s
sila F Newton N
elektricˇni naboj q Amper sekunda As
elektricˇno polje E - V/m
magnetno polje B Tesla T
masa m kilogram kg
napestost U Volt V
energija E Joule J
hitrost svetlobe c - -
Tabela 1: Velicˇine in simboli
Vektorji in matrike napisani s poudarjeno pisavo. Natancˇnejˇsi pomen sim-
bolov in njihovih indeksov je razviden iz ustreznih slik ali pa je pojasnjen v
spremljajocˇem besedilu, tam, kjer je simbol uporabljen.
xiii
xiv Seznam uporabljenih simbolov
Seznam okrajˇsav
FPGA – Field Programmable Gate Array
GUI – Graficˇni uporabniˇski vmesnik (ang. Graphical User Interface)
LV – ang. LabVIEW (program)
MADIE – ang. Medical Accelerator Device Integration Environment
MO – Glavni oscilator (ang. Master Oscillator)
NI – ang. National Instruments (podjetje)
OLE – ang. Object Linking and Embedding
OPC – ang. OLE for Process Control
PCI – ang. Peripheral Component Interconnect
PLC – ang. Programmable Logical Controller
PLL – Fazno sklenjena zanka (ang. Phase Locked Loop)
PXI – ang. PCI Extensions for Instrumentation
RF – Radijska frekvenca (ang. Radio Frequency)
SCADA – ang. Supervisory Control And Data Acquisition
TG – Cˇasovni generator (ang. Timing Generator)
TL – Sprozˇilna linija (ang. Trigger Line)
TM – Cˇasovni upravljalec (ang. Timing Manager)
TR – Cˇasovni sprejemnik (ang. Timing Receiver)
TS – Cˇasovni sistem (ang. Timing System)
VISA – ang. Virtual Instrument Software Architecture




V pricˇujocˇem zakljucˇnem delu je predstavljen cˇasovni kontrolni sistem (ang.
Timing Control System) za uporabo v pospesˇevalnikih delcev. Konkretni cˇasovni
sistem sestoji iz strojnega FPGA dela in iz nadzornega sistema narejnega v Lab-
VIEW okolju. Strukturno je razdeljen na generator ure in posˇiljatelja dogodkov
- cˇasovni generator in cˇasovni sprejemnik. Cˇasovni sprejemnik je konfiguriran
tako, da se na dolocˇene dogodke odzove z elektricˇnimi odzivi ali poda programski
odziv. Poudarjeno je tudi sledenje zahtevam za uporabo sistema v medicini.
Kljucˇne besede: cˇasovni kontrolni sistem, pospesˇevalnik, LabVIEW, cˇasovni




The thesis addresses medical particle accelerator timing control system. The
timing control system is made of hardware FPGA part and a control unit made
in LabVIEW environment. Structurally it is made out of two parts. The first
module is one Timing Generator which generates the clock and sends events.
The second module is one or more Timing Receivers which generates hardware
and software responses on received events. Medical standards are also taken into
special consideration when designing this system.
Key words: Timing Control System, Control System, Particle Accelerator, Lab-





Pospesˇevalnik delcev (tudi jedrski pospesˇevalnik) je naprava, ki izrablja elek-
tromagnetna polja za pospesˇvanje in vodenje delcev. Delce, ki imajo elek-
tricˇni naboj, lahko pospesˇujemo, ker jih pospesˇujemo s pomocˇjo elektricˇnega
polja. Ti delci so elektroni, protoni ali ioni (atomi, ki niso v elektricˇnem rav-
novesju). Pospesˇevalniki so jih zmozˇni pospesˇiti skoraj do hitrosti svetlobe
(c = 299792458m/s
.
= 3 · 108m/s). Pri pospesˇevalnikih namesto o hitrosti pogo-
steje raje govorimo o energiji. Cˇe poznamo maso delca, potem je med hitrostjo





pri cˇemer je m masa delca v mirovanju. O energiji govorimo zato, ker hitrost
zaradi relativisticˇnih vplivov ne narasˇcˇa vecˇ linearno glede na vnesˇeno energijo.
Energijo ponavadi podajamo v enoti elektronvolt (eV)1, pri cˇemer 1 eV predsta-
vlja energijo, ki jo ima elektron, ko ga pospesˇimo preko napetosti enega volta
[5].
Pospesˇevalniki delcev so bili v preteklosti najbolj v uporabi pri fizikalnih eks-
perimentih. V zadnjih letih je prisotna rast trga predvsem v medicini, natancˇneje
v protonski terapiji. Ocene kazˇejo, da bo trg medicinskih pospesˇevalnikov v letu
2020 vreden eno miljardo evrov [6] (po nekaterih drugih ocenah tudi do vecˇ deset
11 eV
.





Glavna naloga cˇasovnega sistema je sinhronizacija vseh (relevantnih) naprav ozi-
roma komponent, ki sestavljajo pospesˇevalnik delcev. Te naprave so lahko po-
razdeljene po izredno velikem pospesˇevalniku delcev (velikostni razred kilometri).
Cˇasovni sistem med seboj usklajuje vir delcev, pospesˇevanje delcev, ekstrakcijo
delcev za uporabo v eksperimentih in preostale elemente. Poleg tega se uporablja
za diagnosticiranje zˇarka, ko se meri lokacija in oblika zˇarka. Cˇasovni sistem se
uporablja tudi za diagnostiko (ang. logging) vseh dogodkov, ki se dogajajo v
pospesˇevalniku.
Poznamo vecˇ razlicˇnih izvedb cˇasovnih sistemov, ki so lahko zelo kompleksne.
V tej nalogi je opisana izvedba centraliziranega cˇasovnega sistema, ki med na-
pravami prenasˇa dogodke. Za lazˇje razumevanje je najprej opisano delovanje in
osnovne komponente pospesˇevalnika. Sledijo opisi strojnih in programskih speci-
fikacij sistema. V zadnjem delu je opis celotnega cˇasovnega sistema in razlozˇeno
je njegovo delovanje.
2 Teoreticˇna podlaga
Tehnologija pospesˇevanja delcev temelji na znanjih osnovne fizike. Osnovna sila,
na kateri sloni pospesˇevanje in vodenje delcev je Lorentzova sila, ki jo prikazuje
enacˇba 2.1.
F = q(E+ v ×B) (2.1)
Elektricˇno polje pospesˇuje delce v smeri elektricˇnega polja. Magnetno polje ukri-
vlja delce pravokotno na smer magnetnega polja in pravokotno na smer, v kateri
se delec giblje. Magnetno polje se uporablja za ukrivljanje trajektorije in fokusi-
ranje delcev.
2.1 Vrste pospesˇevalnikov
Pospesˇevalniki delcev se delijo na tri osnovne vrste: linearni, ciklotroni in sinhro-
troni pospesˇevalniki. Posamicˇna vrsta pospesˇevalnikov je opisana v naslednjih
razdelkih.
2.1.1 Linearni pospesˇevalnik
Linearni pospesˇevalnik (ang. linear accelerator - linac) pospesˇuje delce v ravni
liniji. V liniji so vsi elementi od vira delcev, pospesˇevalnega RF sistema, fokusirni
magneti in tarcˇe (vecˇ o osnovnih elementih pospesˇevalnikov v razdelku 2.2). Prvi
pospesˇevalniki v zgodovini so bili linearni, ti so danes v uporabi kot samostojni
pospesˇevalniki ali kot predpospesˇevalniki za vecˇje sinhotronske pospesˇevalnike.
7
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Na sliki 2.1 je slika linearnega pospesˇevalnika na Insˇtitutu Jozˇef Sˇtefan v Podgo-
rici. Linearni pospesˇevalniki dosegajo energije delcev do nekaj 100MeV, nekateri
celo do vecˇ GeV[7].
Slika 2.1: 2MeV pospesˇevalnik IJS v Podgorici [1]
2.1.2 Ciklotronski pospesˇevalnik
Ciklotronski pospesˇevalniki so bili prvi krozˇni pospesˇevalniki. Shematski prikaz
preprostega ciklotronskega pospesˇevalnika je na sliki 2.2.
Znotraj ciklotrona je homogeno magnetno polje (na sliki oznacˇeno z B, ki
gleda pravokotno v list), ki ukrivlja delce. Vir delcev je na sredini (moder krog
na sredini slike). Poleg tega sta v notranjosti elektrodi, ki sta vzbujani s spremi-
njajocˇo RF napetostjo (na sliki oznacˇena z U≈). Frekvenca napetosti se spreminja
2.1 Vrste pospesˇevalnikov 9
Slika 2.2: Shema ciklotronskega pospesˇevalnika [2]
kot je opisano v enacˇbi 2.2. B predstavlja jakost magnetnega polja, q predstavlja





Ko hitrost delcev narasˇcˇa, je radij krozˇenja vedno vecˇji, zato pri dolocˇeni
hitrosti zapustijo pospesˇevalnik [8]. Te delce lahko potem naprej pospesˇujemo ali
jih vodimo v tarcˇe.
2.1.3 Sinhotronski pospesˇevalnik
Sinhotronski pospesˇevalnik je v splosˇnem ukrivljen linearni pospesˇevalnik. Sesta-
vljen je iz RF komor, ki pospesˇujejo delce, iz magnetov, ki ukrivljajo zˇarek in iz
fokusirnih magnetov. Preprosta shema sinhotrona je prikazana na sliki 2.3. Po-
navadi ima sinhotronski popesˇevalnik sˇe predpospesˇevalnik (linac ali ciklotron),
ki injicira delce z zacˇetno energijo. To olajˇsa nacˇrtovanje sinhotrona, saj delce
pospesˇujemo samo od neke energije navzgor. S sinhotronskimi pospesˇevalniki so
znanstveniki pospesˇili delce do najvecˇjih energij, trenutno v CERN-u do 13TeV
[9].
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Slika 2.3: Shema preprostega sinhrotronskega pospesˇevalnika
2.2 Osnovni elementi pospesˇevalnika
Pospesˇevalniki so zgrajeni modularno. Sestavljeni so iz vecˇ locˇenih osnovnih
(preprostih) podsistemov. Vsak podsistem ima svojo nalogo. Pomembnejˇsi pod-
sistemi pospesˇevalnikov so opisani v naslednjih razdelkih.
2.2.1 Vir delcev
Naloga vira delcev je, da zagotovi nabite delce, ki jih nato pospesˇujemo. Ker
razlicˇni pospesˇevalniki pospesˇujejo razlicˇne delce, poznamo tudi vecˇ razlicˇnih vi-
rov delcev. V naslednjih odstavkih so opisani samo nekateri izmed najbolj pogo-
stih virov. Ti viri sˇe zdalecˇ niso vse mozˇne resˇitve, temvecˇ samo najbolj osnovne
in najbolj pogoste.
a) Najlazˇji nacˇin za pridobitev in pospesˇitev elektricˇno nabitega delca je s
pomocˇjo elektrostaticˇne napetosti. Plosˇcˇatemu kondenzatorju povecˇujemo
napetost. Ko je napetost na kondenzatorju dovolj velika, elektroni zacˇnejo
izstopati iz negativno nabite plosˇcˇe. Preko dielektrika potujejo proti pozi-
tivno nabiti plosˇcˇi. Te elektrone lahko usmerimo stran od kondenzatorja in
pospesˇujemo. Primer preboja kondenzatorja prikazuje slika 2.4.
b) Drugi nacˇin je s pomocˇjo plazme (ang. glow discharge). Elektricˇni tok tecˇe
skozi plin pod nizkim tlakom, plin ionizira in nastane plazma. Ob ionizaciji
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Slika 2.4: Primer pridobitve elektrona z elektrostaticˇno napetostjo
lahko locˇimo elektrone od atomskih jeder (ionov). Tako locˇene ione lahko
uporabimo kot delce v pospesˇevalniku.
c) Naslednji nacˇin je s pomocˇjo elektronskega topa. Tu je prisotna zˇarilna nitka v
mocˇnem elektrostaticˇnem polju znotraj kondenzatorja. Zaradi termicˇne spre-
membe v zˇarilni nitki nekateri elektroni izstopijo iz materiala. Ker so v elek-
trostaticˇnem polju, je za nekatere delce energijsko ugodneje, da potujejo proti
anodi, kot da potujejo ob zˇarilni nitki. Shematski prikaz je na sliki 2.5. Elek-
tronski top je v uporabi tudi v starih katodnih monitorjih (CRT).
Slika 2.5: Shematski prikaz elektronskega topa
d) Sˇe eden izmed nacˇinov je s pomocˇjo termicˇno ionizirajocˇega topa (ang. ther-
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moionic gun). V tem primeru imamo znova kondenzator z napetostjo, vendar
elektrone izbijamo s pomocˇjo pulzov laserske svetlobe v katodo (fotoelektricˇni
pojav). Sisteme, kjer je katoda postavljena direktno v RF polje, imenujemo
RF pusˇka.
2.2.2 Valovod
Valovod delcev je cev, po kateri delci potujejo. To je preprosta bakrena cev,
znotraj katere je vakuum. Baker se uporablja zato, ker dobro prevaja elektricˇni
tok, toploto in magnetno polje. Izraz valovod se uporablja zato, ker lahko delce,
ki potujejo skozi pospesˇevalnik opiˇsemo in obravnavamo tudi kot valove - posebno
pri velikih energijah.
2.2.3 Radiofrekvencˇni sistem
Radiofrekvencˇni (RF) sistem oziroma radiofrekvencˇne komore (tudi ang. kly-
stron) pospesˇujejo delce v pospesˇevalniku. V osnovi je to serija “kondenzatorjev”,
ki imajo na sredini odprtino in so vzbujani z visokofrekvencˇno izmenicˇno napeto-
stjo. Oblikovani so tako, da izkoriˇscˇajo valovne pojave pri visokih frekvencah. S
pravilnim valovnim vzbujanjem potem delce pospesˇujemo na nacˇin, da potujejo
po valu navzdol, kot to prikazuje slika 2.6. Sila na delec F1 je vecˇja kot sila na
Slika 2.6: Ilustracija potencialov in delcev znotraj RF sistema pospesˇevalnika
delec F2. Ker delce pospesˇujemo na tak nacˇin, jih na izhodu dobimo v grucˇah.
Delcev, ki so prevecˇ oddaljeni od idealne pozicije ne moremo pospesˇevati, zato
jih izgubimo. Delci, ki jih tekom pospesˇevanja nismo izgubili, so zdruzˇeni okrog
idealne lege za ta “val”.
2.2 Osnovni elementi pospesˇevalnika 13
2.2.4 Elektromagneti
Elektromagneti usmerjajo in fokusirajo zˇarek delcev. Usmerjevalni magneti so
prisotni na krivinah sinhotrona in v celotni notranjosti ciklotronu. V osnovi je
to dipolni elektromagnet. Nabit delec, ki potuje skozi magnetno polje, se zaradi
Lorentzove sile (enacˇba 2.1) ukloni, kot to kazˇe slika 2.7. Njegova trajektorija
znotraj homogenega magnetnega polja je krozˇnica (na sliki cˇrtkano). Ker vsi
delci nimajo enake hitrosti, se uklonijo drugacˇe, izgubimo fokus. Zaradi izgube
fokusa potrebujemo fokusirne magnete. Ti zˇarek zopet zdruzˇijo nazaj v eno grucˇo.
Slika 2.7: Shematski prikaz gibajocˇega elektrona v magnetnem polju in velicˇine,
ki nanj vplivajo
Fokusirne magnete uporabljamo v dva namena. Prvi namen je fokusiranje
zˇarka, ko izstopi iz uklonskega magneta. Drugi namen je zmanjˇsanje lateralne
disperzije zˇarka, ki se zgodi med pospesˇevanjem v RF komori zaradi trkov delcev
med seboj.
Grucˇo delcev fokusiramo tako, da potuje skozi kvadropolni magnet, prikazan
na sliki 2.8. Tak magnet fokusira zˇarek le v eni ravnini. Smer sile, ki deluje na
delec na neki lokaciji, prikazujejo zelene pusˇcˇice. Zato so fokusirni magneti vedno
prisotni v parih, v katerih so magneti eni na druge zavrteni za 90◦.
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Slika 2.8: Shematski prikaz kvadropolnega magneta, magnetnega polja v njem in
smer sile, ki bi delovala na pozitivno nabit delec (z zeleno)
2.2.5 Vakuumski sistem
Vakuumski sistem ustvarja vakuum znotraj pospesˇevalnika. Cˇe vakuuma ne bi
bilo, bi pospesˇevani delci trkali z delci plina znotraj cevi pospesˇevalnika. Po nekaj
tisocˇ krogih delcev po sinhrotronu, bi dobili izredno malo oziroma nicˇ delcev, ker
bi se vsi izgubili. Poleg tega je vakuum znotraj pospesˇevalnika zaradi zasˇcˇite.
Trki delcev z visokimi energijami povzrocˇajo ionizirajocˇe sevanje. To bi lahko
posˇkodovalo tako ljudi, kot tudi strukturo samega pospesˇevalnika.
2.2.6 Hladilni sistem
Hladilni sistem ohlaja napajalne linije. Ker po napajalnih linijah elektromagnetov
in RF komorah tecˇejo zelo veliki tokovi se le-te izredno segrevajo. Prikaz vodnikov
navitja z luknjami za hlajenje z vodo je prikazan na sliki 2.9. V praksi se te linije
ohlaja do temperatur, kjer materiali postanejo super prevodni. Tokovi so tako
veliki, da bi se baker pri normalni upornosti stopil. V primeru superprevodnika
se material veliko manj segreva. Poleg resˇitve, kjer hladilna tekocˇina tecˇe znotraj
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vodnikov, obstajajo resˇitve, kjer je na primer celoten RF sistem potopljen v tekocˇi
helij, ohlajen na 4K. Ta resˇitev je v uporabi na ESS.
Slika 2.9: Slika navitja elektromagneta z luknjami za hlajenje [3]
2.2.7 Kontrolni sistem
Kontrolni sistem poskrbi, da je vodenje vseh elemetov pospesˇevalnika pravilno
in usklajeno. Sestavljen je iz senzorjev, visoko zmogljivih A/D pretvornikov,
FPGA-jev, I/O modulov, PLCjev, cˇasovnih modulov, podatkovnih baz, omrezˇja
in drugih komponent. Bolj podroben opis krmilnega sistema je v poglavju 2.3.
2.2.8 Sˇcˇiti za ljudi
Sˇcˇiti za ljudi preprecˇujejo, da bi se ljudje, ki se nahajajo v blizˇini pospesˇevalnika,
posˇkodovali. Ob trku visokoenergijskih delcev v tarcˇe se sprosˇcˇa ionizirajocˇe se-
vanje. Poleg tega delci v sinhotronu oziroma ciklotronu sevajo, ko se spremeni nji-
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hova energija ob ukrivlanju. Nenazadnje pospesˇeni delci predstavljajo nevarnost
za cˇlovesˇko telo. Da se preprecˇi posˇkodbe, so pospesˇevalniki ponavadi zasˇcˇiteni z
betonsko strukturo, kot je to prikazano na sliki 2.10 s sivo barvo. Obenem so v
vmesnem prostoru dvojna vrata. Cˇe kdo pomotoma odpre prva vrata, se celotni
pospesˇevalnik izkljucˇi, sˇe preden bi ta oseba priˇsla v podrocˇje, ki bi bilo zanjo
nevarno.
Slika 2.10: Skica linearnega pospesˇevalnika z zasˇcˇito
2.2.9 Napajalni sistem
Napajalni sistem poskrbi za potrebno napajanje vseh elementov pospesˇevalnika.
Moduli pospesˇevalnika so energijsko izredno potratni.
Poleg tega je pri medicinskih pospesˇevalnikih zelo pomenbno ravnanje ob iz-
padu napajanja. Vsi kljucˇni sistemi imajo zagotovljeno dodatno neprekinjeno
napajanje (ang. Uninterruptible Power Supply - UPS ). Ob izgubi napajanja na-
redi sistem vse potrebno, da ne pride do posˇkodb ljudi in opreme. Hkrati se
shrani trenutno stanje obsevanja za potrebe nadaljnega obsevanja, da se katera
izmed tocˇk ne izpusti ali obseva dvakrat.
2.2.10 Akumulacijski obrocˇ
Akumulacijski obrocˇ je modul, v katerem lahko shranjujemo pospesˇene delce. V
principu je enak ciklotronu, brez RF polja, ki bi delce pospesˇeval. V nekem tre-
nutku usmerimo delce v obrocˇ in cˇe je znotraj skoraj vakuum, delci ne izgubljajo
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veliko energije. Tako jih lahko kasneje z zelo mahjnim vnosom energije pospesˇimo
nazaj na prejˇsnjo energijo.
2.3 Kontrolni sistemi
2.3.1 Namen kontrolnega sistema
Kotrolni sistem upravlja z moduli pospesˇevalnika. Centralni kontrolni sistem
posˇilja ukaze koncˇnim napravam pospesˇevalnika. Od njega je odvisno, kako po-
spesˇevalnik deluje, saj povezuje vse dele med seboj. Kontrolni sistem skrbi za
pravilno in sinhronizirano delovanje pospesˇevalnika.
Glavne enote kontrolnega sistema so nasˇtete in opisane v naslednjih razdelkih.
2.3.2 Cˇasovni sistem
Cˇasovni sistem je na podrocˇju pospesˇevalnikov zelo pomemben. Njegova naloga
je sinhronizacija naprav preko celotnega pospesˇevalnika. Odgovoren je za sin-
hronizacijo vseh naprav. Vsi cˇasovni zˇigi (ang. timestamps) dogajanja morajo
biti zaradi diagnosticiranja sinhroni. Pomembna je tudi sinhronizacija nekaterih
meritev, kot je recimo meritev zˇarka. Kolicˇino delcev v zˇarku moramo na primer
meriti takrat, ko zˇarek potuje skozi nasˇ merilnik. Cˇasovna sinhronizacija je med
drugim tudi zelo pomenbna pri kreiranju zˇarka, kjer mora biti elektronski top
izredno natancˇno usklajen z RF sistemom, ki nato delce pospesˇuje [10].
Njihova hitrost predstavlja najmanjˇso osnovno celico, pri kateri se lahko zgo-
dijo posamezni dogodki. Cˇasovni sistem skrbi za usklajeno in pravilno delovanje
celotnega pospesˇevalnika. Problem pri nacˇrtovanju takih sistemov je, da pona-
vadi vsaka stranka zˇeli imeti sistem zgrajen po lastnih specifikacijah. Cˇasovni
sistem pospesˇevalnika najbolj odlocˇa o dogajanju v pospesˇevalniku. Narocˇniki
sistema morajo vedno premisliti in izbrati med mozˇnostmi tehnologije izvedbe,
kompleksnosti izvedbe, zanesljivosti in tudi cene.
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Cˇasovni sistem je zgrajen iz enega cˇasovnega generatorja (ang. Timing Ge-
nerator - TG), ki distribuira uro po celotnem pospesˇevalniku. Poleg cˇasovnega
generatorja imamo sˇe cˇasovne sprejemnike (ang. Timing Receiver - TR), ki spre-
jemajo uro in se ob dolocˇenih trenutkih odzovejo z raznimi signali na svojih izho-
dih. Povezava med TG in TR je lahko narejena z opticˇnimi kabli ali navadnimi
elektricˇnimi vodniki. Shematski prikaz cˇasovnega sistema sinhotrona je na sliki
2.11. Viden je cˇasovni generator, razdelilno vozliˇscˇe (ang. fanout) in posamezni
cˇasovni sprejemniki.
Slika 2.11: Primer timing sistema sinhrotrona
Pri nacˇrtovanju cˇasovnega sistema se moramo odlocˇiti, kaj bomo prenasˇali
med generatorjem in sprejemniki in cˇe bomo omogocˇali dvosmerno komunika-
cijo. Lahko prenasˇamo samo uro, v tem primeru imamo distribuiran sistem.
Sprejemniki so fazno zaklenjeni (PLL) na uro generatorja, da delujejo v sinhro-
nizmu. V tem primeru je vsak posamezen sprejemnik konfiguriran tako, da ob
dolocˇenem trenutku izvede neko akcijo. Drug, bolj centraliziran sistem je, da
prenasˇamo dogodke in uro. V tem primeru na generatorju dolocˇimo vrstni red
dogodkov. Posamezen sprejemnik je konfiguriran tako, da se na dogodek odzove
z neko akcijo, oziroma da dolocˇenega dogodka sploh ne uposˇteva. Urin signal se
v prvem primeru prenasˇa neposredno, v drugem primeru se lahko uporabi pra-
vilno kodirane podatke o dogodku in za fazno zaklepanje cˇasovnika sprejemnika.
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Pri centraliziranem sistemu se ura prenasˇa tudi zato, da so vse enote med seboj
sinhronizirane. Na ta nacˇin imamo omogocˇeno odpravljanje napak, saj poznamo
natancˇen vrstni red dogodkov.
Potrebno je uposˇtevati, da je pospesˇevalnik lahko izredno velika naprava. Za-
kasnitev signala je priblizˇno 3 ns/m, kar je potrebno vzeti v racˇun pri nacˇrtovanju
cˇasovnega sistema. Na primer za LHC je obseg glavnega sinhotrona kar 27 ki-
lometrov [11]. Pri taki razdalji potrebuje signal 90µs za en obhod okrog po-
spesˇevalnika.
2.3.3 Meritve okoljskih parametrov
Meritve okoljskih parametrov (npr. temperatura, tlak, vlazˇnost) so obicˇajno
izvedene s programibilnimi logicˇnimi krmilniki (PLC). Ti podatki so pomenbni
za delovanje in konfiguriranje pospesˇevalnika. Hitrosti merjenja teh parametrov
so v rangu milisekund, saj se ne spreminjajo tako hitro.
2.3.4 Odpovedni sistem
Odpovedni sistem (ang. interlock) poskrbi, da se pospesˇevalnik pravilno zaustavi,
ko gre kaj narobe. Poskrbi, da vsi deli kontrolnega sistema dobijo informacijo o
napaki in pravilno zaustavijo celoten sistem glede na napako. Interlock poskrbi
za varno obratovanje pospesˇevalnika. To je posebej pomenbno predvsem pri me-
dicinskih aplikacijah, saj so lahko ogrozˇena cˇlovesˇka zˇivljenja.
2.3.5 Meritve zˇarka
O zˇarku, ki se nahaja v pospesˇevalniku lahko pridobimo sˇtiri informacije: o nje-
govem polozˇaju znotraj pospesˇevalnika, o sˇtevilu delcev (doza), o polozˇaju zˇarka
lateralno glede na smer gibanja in razprsˇenosti delcev.
Polozˇaj zˇarka znotraj pospesˇevalnika je znan zˇe zaradi samega pospesˇevanja.
Vemo, kdaj se je zgodila ekstrakcija delcev, z zgodovino RF vzbujanja je dolocˇena
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tocˇna lokacija, saj so delci prisotni na tocˇno dolocˇenem valu oziroma v njegovi
okolici.
Doza se meri z ionizacijskimi celicami (ang. ionization chambers). Celica
je zgrajena kot koaksialni kondenzator, skozi katerega potuje zˇarek. Notranjost
kondenzatorja je napolnjena s plinom, pod nizkim tlakom. Plosˇcˇi sta prikljucˇeni
na napetost v razredu kV. Zaradi trkov delcev zˇarka, ki potujejo skozi kondenza-
tor (ionizacije), zacˇne preko napetostnega vira tecˇi elektricˇni tok. Ker poznamo
lastnosti plina, dolzˇino celice, pospesˇevane delce, energijo delcev in tok, lahko
dolocˇimo dozo.
Polozˇaj delcev lateralno glede na smer gibanja (pozicija) se meri na zelo po-
doben nacˇin kot doza. Ionizacijska celica je tokrat predstavljena kot plosˇcˇati
kondenzator, kjer je ena izmed plosˇcˇ razdeljena na vecˇ trakov. Imamo dve celici,
eno v X in eno v Y smeri. Zˇarek usmerimo pravokotno v kondenzator in zopet
merimo tok, za vsak trak posebej. Po predstavitvi tokov za vse trakove, lahko
dolocˇimo pozicijo. To je prikazano na sliki 2.12.
Slika 2.12: Prikaz ionizacijskih celic v dveh smereh
3 Cˇasovni kotrolni sistem
3.1 Nacˇrtovalske zahteve
Nacˇrtovalske zahteve so okviri, znotraj katerih naprava mora delovati. Zahteve
podajajo “robne” pogoje za nacˇrtovalca izdelka. Izdelek mora biti znotraj predpi-
sanih vrednosti. Te zahteve predstavljajo vnaprejˇsnjo abstrakcijo pri izdelovanju
izdelka. Na podlagi zahtev nacˇrtovalec izbere ustrezne resˇitve (strojne in pro-
gramske), da bo zahtevam ugodeno in da bodo resˇitve karseda optimalne.
Podajalec zahtev je lahko izkusˇen nacˇrtovalec kar sam. Z zbiranjem zahtev
je naprava preucˇena na abstraktnem nivoju. Po tem, ko so vse zahteve znane, se
iˇscˇe konkretne resˇitve.
Nacˇrtovalske zahteve cˇasovnega sistema prihajajo iz fizikalnih zakonitosti po-
spesˇevalnikov in iz preteklih izkusˇenj izdelovanja cˇasovnih sistemov. V tem pri-
meru so podane tudi dovolj na sˇiroko, za morebitno kasnejˇso dodelavo produkta,
cˇe bi dolocˇena stranka imela to zˇeljo.
Nacˇrtovalske zahteve cˇasovnega sistema so podane v naslednjih tocˇkah.
1. sinhronizacija ure vseh TR
2. tresenje ure po celotnem sistemu pod 25 ps
3. dogodki se zgodijo na 10 ns (fevt = 100MHz)
4. vmesnik na viˇsje nivoje programske opreme - za kontrolo
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5. HW z dolgoletno podporo, mozˇnost nadomestinih modulov
6. mozˇnost oddaljenega nalaganja firmware-a v FPGA
7. posˇiljanje podatkov, neodvisno od posˇiljanja dogodkov, lahko z zakasnitvijo
8. TR mora biti sposoben nastavljati strojne/elektricˇne odzive na dogodke
9. logiranje (shranjevanje, vodenje evidence) prejetega dogodka in cˇas sprejetja
10. oddaljen nadzor nad celotnim sistemom
Da so vse nacˇrtovalske zahteve izpolnjene, so v sistemu uporabljene naslednje
implementacije oziroma sistemi, prikazani v tabeli 3.1.
Implementacija Nacˇrtovalske zahteve
Uporaba MRF timing modulov 1, 2, 5, 6, 7
Lastni firmware na FPGA modulih 1, 3, 6, 7
Uporaba LV z razvojnim okoljem MADIE 4, 6, 8, 9
Uporaba OPC daljinca, ki se povezuje na TG oziroma TR 9, 10
Tabela 3.1: Tabela, ki povezuje korake, ki so sprejeti, da se zadosti dolocˇenim
nacˇrtovalskim zahtevam
Sama implementacija in poglobljena razlaga, zakaj so uporabljene tocˇno
dolocˇene resˇitve, sta opisani v naslednjih poglavjih.
3.2 Razvojno okolje LabVIEW
Razvojno okolje LabVIEW (LV) je graficˇno programsko orodje [12], ki ga je raz-
vilo podjetje National Instruments (NI). V uporabi je tako v industriji, kot tudi v
raziskovalnih ustanovah. Z njim lahko graficˇno programiramo v slogu diagramov
poteka. LV omogocˇa preprosto izdelovanje graficˇnega vmesnika za koncˇnega upo-
rabnika. Njegova prednost je, da vsebuje veliko sˇtevilo programskih knjizˇnjic in
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gonilnikov za strojno opremo. Poleg tega NI nudi dolgoletno podporo programski
in strojni opremi, nudi sˇolanje in certificiranje programerjev, bazo primerov in sˇe
marsikaj. LV se v osnovi uporablja za meritve in zajem podatkov, podpori za
FPGA, ter VxWorks.
Sam proizvajalec programske opreme zagotavlja tudi module strojne opreme.
V primeru te magistrske naloge je to sistem PXI (PCI eXtension for Instrumen-
tation) [13]. Ta sistem omogocˇa, da razvijalci programske opreme izredno hitro
lansirajo svoje izdelke na trg in jim ni treba skrbeti za razvoj strojne opreme.
Poleg tega NI tudi zagotavlja petletno podporo za strojne komponente. Dolgo-
letna podpora za strojne komponente je bonus za narocˇnike izdelka. Narocˇniki
imajo zagotovilo, da bo izdelek podprt in zamenljiv sˇe zelo dolgo cˇasa.
LV omogocˇa izdelavo izvrsˇljivih programov (.exe na sistemu Windows). Vse-
buje orodja za konfiguracijo in izdelavo izvrsˇljivih programov. Na ta nacˇin stranka
dobi samo binarno datoteko, ki jo zaganja. Binarne datoteke vsebujejo vse
knjizˇnjice in odvisnosti, ki jih doticˇna aplikacija potrebuje. Edina pomanjkljivost
v tem primeru je, da mora imeti vsaka koncˇna naprava namesˇcˇen LV. Izvrsˇljive
datoteke namrecˇ niso samostojni programi, ampak potrebujejo LV za izvajanje.
3.3 Sistem MADIE
Sistem MADIE (Medical Accelerator Device Integration Environment) je okvir
(ang. framework) znotraj LV. Razvit je bil v podjetju Cosylab, d. d. in sluzˇi kot
osnova za vse aplikacije na podrocˇju medicinskih pospesˇevalnikov. Zgrajen je iz
vnaprej podanih kontrolnih servisov. Vsak programer nato dodaja svoje vticˇnike,
ki so specificˇni za posamezno aplikacijo. Ti vticˇniki so glavni del programa.
Servisi poskrbijo, da v ozadju tecˇe vse potrebno za nemoteno izvajanje apli-
kacije. Programer tako uporablja samo “cˇrne sˇkatle”, ki poskrbijo za osnovne
funkcije. Programerju tudi ni nujno potrebno vedeti, kaj poteka v ozadju. Sis-
tem v ozadju med drugim poskrbi za:
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• zaganjanje vseh servisov,
• komunikacijo med aplikacijami in kontrolnimi servisi,
• branje datotek,
• povezovanje z oddaljenim upravljalnikom preko OPC UA vmesnika,
• vodenje dnevniˇskih datotek,
• nadziranje neprekinjenega izvajanja (watchdog).
S pomocˇjo MADIE je razvoj novih aplikacij izredno poenostavljen in pohitren.
MADIE hkrati tudi poenoti delo vecˇih programerjev. Sˇe ena prednost sistema je
ta, da je koda vticˇnika prenosljiva med posameznimi aplikacijami. Na ta nacˇin
se lahko dele kode ponovno uporabi na nadaljnih projektih, kar lahko kasneje sˇe
dodatno pohitri razvoj.
Glavni servisi, ki sestavljajo okolje MADIE so opisani v naslednjih tocˇkah.
• Launcher je del razvojnega okolja, ki dinamicˇno zaganja vticˇnike in servise.
• Base Plugin je starsˇevski objekt vseh vticˇnikov. Skrbi za njihovo nepre-
kinjeno izvajanje (s pomocˇjo watchdog servisa).
• Messaging Service skrbi za prenos sporocˇil med posemeznimi servisi in
vticˇniki.
• UA Manager Service skrbi za zagon OPC strezˇnika in posˇiljanja podat-
kov preko omrezˇja. Obenem posreduje posameznim vticˇnikom sporocˇila,
na katera so prijavljeni. Vsi podatki, poslani preko tega servisa, zagotovo
pridejo do naslovnika, vendar je zakasnitev neznana.
• HDDS (High Speed Data Distribution Service), izredno hitro posˇilja po-
datke do koncˇnih tocˇk. Vsebino posˇlje tistemu, ki se na posamezno sporocˇilo
prijavi.
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• Watchdog Service neprenehoma nadzoruje odzivnost vseh delujocˇih ser-
visov in vticˇnikov.
• Logging Service zapisuje vse spremembe, ki se dogajajo v sistemu. Obe-
nem lahko vsak vticˇnik oziroma servis posreduje sporocˇilo logging servisu,
ki nato zabelezˇi sporocˇilo. Ima mozˇnost zapisovanja na disk ali posˇiljanja
preko HDDS.
• File Service skrbi za branje datotek iz vecˇih virov (lokalni disk, ftp, ...).
Cˇeprav branje datotek ni izredno zahtevno, je poseben servis v uporabi zato,
da program ne ustavi kakega kriticˇnega vticˇnika, medtem ko bere kaksˇno
datoteko, oziroma cˇaka na dostop do strojne opreme.
• OPC SV Manager+ je servis, ki skrbi za oddaljeno povezovanje na OPC
Server MADIE okvira. Ta servis je cˇisto samostojen. Uporablja se ga za za
oddaljeno povezovanje na OPC strezˇnik. Programer s pomocˇjo tega servisa
naredi uporabniˇski vmesnik, s katerim lahko uporabnik oddaljeno nastavlja
in spreminja delovanje naprave.
3.3.1 Konfiguracija
Vsak vticˇnik oziroma plugin vsebuje dve konfiguracijski datoteki.
Prva datoteka je config.ini, ki vsebuje konfiguracijo za doticˇni vticˇnik. V
tej datoteki so vpisani podatki, ki se lahko razlikujejo med posameznimi klica-
nji vticˇnika, oziroma glede na to, kje je vticˇnik uporabljen. To datoteko lahko
spreminja uporabnik, saj je to cˇisto obicˇajna tekstovna datoteka. Programer
mora uporabniku podati dokumentacijo, v kateri so zapisani pomeni parame-
trov/spremenljivk in kaksˇne so dovoljene vrednosti za vnos. Primer konfiguracije
za TR je prikazan spodaj.
[CTR]
Receiver_Configuration_Source = GUI
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Propagation_delay = 0
Druga datoteka je framework.ini, ki predstavlja konfiguracijo obvezno za
okvir. V tej datoteki programer ali uporabnik dolocˇi, na koliko cˇasa se bo dolocˇen
vticˇnik izvrsˇeval - klical v zanki.
3.3.2 Stanja Base Plugin vticˇnika
Base Plugin deluje kot avtomat stanj. Vsako stanje ima dolocˇeno nalogo oziroma
se pozˇene samo enkrat ob zagonu ali koncˇanju programa. Stanja in dogajanje so
razlozˇeni v tocˇkah spodaj.
• PREEINIT - alokacija spomina, prijava na OPC strezˇnik
• INIT - konfiguracija strojne opreme ob zagonu ali resetu
• STANDBY - konfiguracija ob resetu
• READY - konfiguracija stvari pred zacˇetkom normalnega izvajanja
• RUNNING - normalno delovanje
• DESTROY - ugasˇanje strojne opreme, sprostitev spomina, odjava od OPC
strezˇnika
Vsako stanje se ponavlja v zanki z dolocˇenim cˇasom, ki je dolocˇen v konfiguracijski
datoteki. Ponavlja se, dokler ne pride zunanji ukaz za spremembo stanja. Ob
spremembi gre v naslednje stanje, kjer se zopet ponavlja v zanki. Vsa ta stanja
(razen DESTROY) imajo sˇe Entering in Leaving stanja. Kot zˇe ime pove, je
to stanje, ki se izvrsˇi enkrat ob vhodu ali izhodu iz dolocˇenga stanja. Poleg
zgoraj nasˇtetih stanj imamo sˇe stanje FAIL, v katerega pride program, cˇe se v
kateremkoli stanju zgodi napaka (error).
Za prehode med stanji se uporabljajo vnaprej definirani ukazi, ki pridejo od
zunaj (preko OPC ali od Launcherja). Stanja in ukazi za prehode med stanji so
prikazani na sliki 3.1.
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Slika 3.1: Diagram stanj MADIE vticˇnika in komande za spremembo stanja
Poleg vseh teh stanj se ob vsakem klicu dolocˇenega servisa ali vticˇnika poklicˇe
funkcija ProcessUserCommand. Ta funkcija se klicˇe neglede na to, v katerem
stanju je vticˇnik. Funkcija ProcessUserCommand sprejme vrsto sporocˇil, ki cˇakajo
na obdelavo za doticˇni vticˇnik. Za vsak vticˇnik in ime sporocˇila nato programer
obdela in naredi potrebne odzive.
Primer funkcije ProcessUserCommand je prikazan na sliki 3.2. Prvi VI je
GetMessageName, ki iz prejetega sporocˇila izlocˇi ime sporocˇila. Cˇe je sporocˇilo
priˇslo preko OPC UA je ime sporocˇila OPCUAMonitorReadback. Naslednja funk-
cija GetMonitoredItem vrne ime OPC spremenljivke, na katero je vticˇnik prija-
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vljen in vrne tudi vredost te spremenljivke spravljeno v zgosˇcˇeni vrednosti (hash).
Na to se sporocˇilo obdela glede na ime. V primeru na sliki, je sporocˇilo neznano,
zato se ga samo shrani za primere razhrosˇcˇevanja.
Slika 3.2: Primer funkcije ProcessUserCommand
3.3.3 OPC UA
OPC UA je standardna kontrolna in sporocˇilna povezava med SCADA (Super-
visory Control And Data Acquisition) in napravo (vticˇnik). S pomocˇjo OPC
UA je vzpostavljena standardizirana povezava med napravami. Na ta nacˇin je
poenostavljeno krmiljenje naprav.
Vecˇ o OPC je napisano v dodatku A
3.3.4 Povezovanje oddaljenega daljinca
Kot je zˇe bilo omenjeno v razdelku 3.3, se preko OPC UA lahko oddaljeno po-
vezujemo in nastavljamo vse vticˇnike v MADIE sistemu. To delamo s pomocˇjo
objekta OPC SV Manager+.
Za povezavo na dolocˇen vticˇnik, moramo poznati njegovo ime, ime strezˇnika,
na katerega se povezujemo, in naslov strezˇnika. Vsi ti podatki so nastavljeni
v konfiguracijski datoteki za servis OPC UA Manager. Oddaljeno povezovanje
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je koristno, saj se lahko s pomocˇjo t.i. port forwarding povezujemo na sistem
kjerkoli iz interneta.
Spremenljivke, ki so skupne vsem MADIE vticˇnikom so:
• commandIn – komande za menjavo stanja vticˇnika,
• commandOut – odgovor na commandIn; vticˇnik pove, cˇe je bila komanda
sprejeta in kaksˇna je bila akcija,
• stateOut – trenutno stanje vticˇnika,
• healthStatus – nam pove zdravje (odzivnost) vticˇnika; mozˇni odgovori so
OK, pocˇasen odziv, brez odziva.
Poleg vseh teh sporocˇil, lahko vsak programer doda svoje. Vsa mozˇna







request for resending FPGA register values
CTR;UpdateTLFromGUI;String;read/write;
CTR;ErrorList;Array of String;read/write;Error list array
CTR;NotificationList;Array of String;read/write;
Notification list array
CTR;WarningList;Array of String;read/write;Warning list array
CTR;EVIDList;Array of String;read/write;List of Events IDs
CTR;PublishTLFromPlugin;Array of String;read/write;
Settings of each trigger line
CTR;PTDData;Array of UInt32;read/write;PTD data testing datapoint
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Spremenljivke so urejene v naslednjem vrstnem redu:
ImeVticˇnika;ImeSpremenljivke;TipSpremenljivke;Dostop;Komentar.
3.3.5 Belezˇenje dogajanja in napak
Za belezˇenje dogajanja v programu se uporablja servis Local Logger. Ta servis
poskrbi, da se sporocˇila vticˇnikov zberejo in shranijo na lokalni trdi disk. Shra-
njeni so v datoteki formata .csv, locˇeni z tabulatorji. CSV zapis se uporablja, ker
se lahko odpira s programi, ki omogocˇajo filtriranje podatkov (Microsoft Excel,
OpenOffice Calc).
Za lazˇjo uporabo servisa Local Logger sem naredil sˇe eno funkcijo, Log and
Report, ki poenostavi uporabo funkcij Local Logger-ja. Pomocˇ za to funkcijo je
na sliki 3.3. Funkcija vzame kot vhod spremenljivke:
• Params in – zbirka podatkov, ki jih zˇelimo zapisati (lahko je tudi prazna)
• Level – nivo logiranja (Debug, Info, Warning, Error, Off)
• CTR in – kazalec na objekt CTR
• Code – koda posamezne napake oziroma sporocˇila (vsaka informacija, ki jo
belezˇimo ima svojo kodo, da sporocˇilo lazˇje identificiramo)
Slika 3.3: Pomocˇ funkcije Log and Report
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Programer uporabi to funkcijo tam, kjer se mu zdi pomembno, da se informa-
cije belezˇijo, na primer ob prehodih stanj, prekinitvah, napakah v sistemu ali ko
dobi kaksˇno sporocˇilo od zunaj.
3.4 PXI
PXI (PCI eXtension for Instrumentation) je obstojna platforma za merjenje in
avtomatizacijo. Sestoji iz PC modula in iz vecˇ kartic, ki se povezujejo na PC.
Standard je bil narejen, ker se je v industriji pojavila potreba po napravah z visoko
ucˇinkovitostjo, funkcionalnostjo in zanesljivostjo. Poleg tega je sistem modularen
in enostaven za uporabo [4].
Osnovan je na osnovi PCI (Peripheral Component Interconnect) vodila, ki je
danes standard za povezovanje v namiznih racˇunalnikih. Poleg tega PXI omogocˇa
sˇe arhitekturo z mehanskimi, elektricˇnimi in programskimi znacˇilnostmi, ki so
primerne za testiranje, merjenje in uporabo v industrijski avtomatiki.
Sestavljen je iz ene PC enote in vecˇ utorov za dodatne kartice. Te kartice so
lahko AD in DA pretvorniki, povezovalni vmesniki, signalni generatorji, cˇasovni
kontrolerji in sˇe mnogo drugih. Eden izmed vecˇjih proizvajalcev strojne opreme
za PXI je National Instruments.
Slika razlicˇnih PXI platform razlicˇnih proizvajalcev je prikazana na sliki 3.4.
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Slika 3.4: Razlicˇne PXI platforme [4]
4 Uporabljene funkcije
V tem poglavju bom opisal nekatere funkcije, ki sem jih uporabil. Te funkcije so
zelo pomenbne in so odgovorne za osnovno delovanje sistema. Na njih se pogosto
sklicujem, zato menim, da potrebujejo posebno poglavje.
4.1 Gonilniki
Preden lahko zacˇnemo upravljati z neko napravo na osebnem racˇunalniku, po-
trebujemo zanjo gonilnike. Gonilniki predstavljajo vmesnik med operacijskim
sistemom in njegovo programsko opremo do fizicˇne, strojne opreme. V primeru
tega cˇasovnega sistema, gonilnike namestimo s pomocˇjo NI programa NI-VISA
Driver Wizard [14].
S pomocˇjo omenjenega programa lahko namestimo in konfiguriramo gonil-
nike za VISA (Virtual Instrument Software Architecture) naprave. Ime naprave,
naslove, na katerih lahko dostopamo do naprave, konfiguracijo prekinitev in sˇe
mnogo drugih stvari lahko nastavljamo preko cˇarovnika. Cˇarovnik ima tudi
mozˇnost uporabe Module Description File datoteke. To datoteko lahko posre-
duje zˇe sam proizvajalec strojne opreme. Na ta nacˇin je konfiguriranje strojne
opreme poenostavljeno.
Za dostopanje do strojne opreme v PXI je uporabljen VISA standard [15].
VISA nam omogocˇa vmesnik med strojno opremo in visokonivojskim program-
skim okoljem, kot je na primer LabVIEW (LV). S tem vmesnikom dobimo popoln
dostop do konfiguracije naprave, I/O in registrov. LV ima zˇe pripravljene funk-
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cije, s pomocˇjo katerih poiˇscˇemo napravo po imenu, shranimo njeno referenco
in jo tako kasneje uporabljamo za dostopanje do naprave. Primer iskanja VISA
naprave in shranjevanje njene reference je prikazan na sliki 4.1.
Slika 4.1: Iskanje VISA naprave glede na proizvajalca in ime modela
Funkciji za iskanje reference podamo ime proizvajalca (MRF) in ime naprave,
ki je v tem primeru PXI-EVR-230-CSL.
4.2 Branje registrov
Branje registrov poteka preko vgrajene LV funkcije VISA Move In 32. Pomocˇ,
ki jo za to funkcijo ponuja LV, je prikazana na sliki 4.2. Kot je vidno na sliki,
je potrebno funkciji podati, v katerem delu naslovov se nahaja nasˇa naprava
(PXI BAR2). Potrebno ji je podati VISA referenco nasˇe naprave (VISA Resource
Name). Podamo ji tudi naslov registra (Address), ki ga bomo prebrali, in sˇtevilo
zaporednih registrov, ki jih zˇelimo prebrati (N of elements). Uporabo NI funk-
cije za branje registrov lahko vidimo na sliki 4.3.
4.3 Pisanje v registre
Podobno kot branje registrov poteka pisanje v registre preko vgrajene LV funkcije
VISA Move Out 32. Ta funkcija premakne podatke iz lokalnega pomnilnika na
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Slika 4.2: Pomocˇ za funkcijo VISA Move In 32
Slika 4.3: Branje PXI registrov
dolocˇen naslov v napravi. Zopet je funkciji potrebno podati, v katerem delu
naslovov se nasˇa naprava nahaja, VISA referenco, naslov registra in podatke.
Uporaba te funkcije je vidna na sliki 4.4.
Slika 4.4: Pisanje PXI registrov
Na tem mestu je potrebno izpostaviti uporabo semaforjev [16]. Ker se znotraj
programa lahko istocˇasno zgodi, da program na dveh mestih dostopa do enega
kosa strojne opreme po istem vodilu, je smiselna uporaba binarnega semaforja.
Na sliki 4.1 je zˇe vidna uporaba semaforjev. Najprej semafor kreiramo, nato ga
pridobimo (zavzamemo). Cˇisto na koncu semafor sprostimo. Cˇe je semafor zˇe
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zaseden od katere druge funkcije, potem program pocˇaka na tem mestu, dokler
semafor ni sprosˇcˇen.
5 Implementacija cˇasovnega sistema
V podjetju Cosylab, d. d. se ukvarjamo predvsem s kontrolnimi sistemi po-
spesˇevalnikov. Eden izmed kljucˇnih sistemov pospesˇevalnika je cˇasovni sistem.
Coslyab je zˇe v preteklosti razvil vecˇ cˇasovnih sistemov za razlicˇne stranke med
drugim za MedAustrom, ESS, KHIMA in FAIR. Ti sistemi so bili razviti po
specificˇnih narocˇilih strank. Zato so se vodilni v podjetju odlocˇili razviti svoj
lasten cˇasovni kontrolni sistem, ki temelji na podlagi pridobljenega znanja. Tako
bi lahko trzˇili lasten produkt (ang. off the shelf solution). Ta produkt vsebuje
osnovne funkcionalnosti cˇasovnega sistema za pospesˇevalnik. Poleg tega je zgra-
jen modularno, da se ga za potrebe stranke lahko izredno hitro preoblikuje ter
nadgradi, vse po zˇeljah in dodatnih potrebah strank.
Nacˇrtovani cˇasovni sistem sestoji iz dveh enot:
• TG - Cˇasovni generator (ang. Timing Generator), generator ure in
posˇiljatelj dogodkov
• TR - Cˇasovni sprejemnik (ang. Timing Receiver), sprejemnik dogodkov, ki
se na dolocˇene odzove z vnaprej konfiguriranimi dejanji
Vsaka enota je sestavljena iz ene PXI platforme (vecˇ o PXI v razdelku 3.4).
PXI modul sestoji iz enega PC modula, ter iz enega (TG, TR) timing FPGA
modula. V sistemu je vedno samo en TG in eden ali vecˇ TR.
Posamezni PC moduli so med seboj povezani preko OPC UA (vecˇ o OPC
UA v dodatku A), oziroma fizicˇno preko etherneta. Poleg tega je vzpostavljena
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tudi povezava v internet. Na ta nacˇin se lahko oddaljeno povezˇemo z vsako
posamezno enoto in z njo upravljamo. Na njih tecˇe operacijski sistem Microsoft
Windows, znotraj katerega tecˇe LabVIEW. Shematski prikaz povezav je na sliki
5.1. Ethernet povezave so oznacˇene z cˇrnimi pusˇcˇicami. PXIe povezave med PC
in posametznim FPGA modulom so oznacˇene z zelenimi pusˇcˇicami.
Slika 5.1: Shematski prikaz celotnega sistema in povezav med posameznimi deli
Posamezni FPGA moduli so med seboj povezani preko opticˇnih vlaken. Po-
vezava je serijska. TG dela broadcast do vseh TR (broadcast - oddajanje sporocˇil
iz enega oddajnika vecˇ sprejemnikom, ob tem ni pomenbno kdo poslusˇa). Pa-
keti, ki se prenasˇajo od TG do TR, so dolgi 16 bitov in sestojijo iz 8 bitnega
dogodka (ang. event) ter 8 bitnega podatka (ang. data). Posamezni TR lahko
tudi komunicirajo nazaj do TG, vendar le eden naenkrat. Nazaj se posˇilja samo
8 biten podatek. Na sliki 5.1 so opticˇne povezave oznacˇene z rdecˇimi pusˇcˇicami.
Potrebno je sˇe obrazlozˇiti fanout modul. Le-ta skrbi, da se podatki iz enega TG
prenesejo vzporedno na vse TR (ang. broadcast). In tudi obratno, iz enega TR
na TG. Naloga fanout modula je tudi, da so pri prenosu sporocˇil od TG do TR na
vseh linijah enake zakasnitve. Tako ne pride do razlicˇnega cˇasa sprejetja paketov
v sistemu in se sinhronizacija ne izgubi (oziroma ne dobimo napake).
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Cˇasovno usklajevanje TG z vsemi TR poteka preko fazno sklenjene zanke
(ang. Phase Locked Loop - PLL) z glavnim oscilatorjem (master oscillator -
MO). Za vzpostavitev PLL poskrbijo paketi, ki se posˇiljajo. Vsi paketi, ki se
posˇiljajo med moduli so kodirani s kodo 8b/10b [17]. To je koda, ki nima DC
komponente in ima omejeno razprsˇenost (ang. disparity). V zaporednih prejetih
20 bitih razlika sˇtevila logicˇnih enic in nicˇel ni vecˇja kot 2. Nikoli ne nastopa
vecˇ kot pet zaporednih enic in nicˇel v vrsti. Ker signal nima DC komponente, je
kodiranje primerno za sinhronizacijo ure.
5.1 Cˇasovni sprejemnik
Cˇasovni sprejemnik (ang. Timing Receiver - TR) je sprejemna enota cˇasovnega
sistema. Njegova naloga je, da sprejema pakete, ki vsebujejo dogodke (event)
in podatke (data). Te pakete posˇlje TG preko opticˇne povezave. TR s pomocˇjo
paketov sklene fazno sklenjeno zanko (ang. Phase Locked Loop - PLL) z glavnim
oscilatorjem (master oscillator - MO).
TR se odzove ob sprejemu paketov. Tako generira strojne (elektricˇne - HW)
in programske (SW) odzive na posamezne pakete. Potrebno je poudariti, da so
strojni odzivi mnogo hitrejˇsi kot programski. Programski odzivi imajo neznano
zakasnitev.
TR je narejen tako, da izvaja naslednje operacije:
• generiranje HW in SW odzivov na dogodke,
• shranjevanje (logging) dogodkov in njihovega cˇasovnega zˇiga,
• sprejemanje in obdelovanje podatkov (data),
• avtomatske sinhronizacije ure z MO preko opticˇne povezave.
FPGA modul za TR je eden izmed Micro Research Finland (MRF) modulov.
Na FPGA je nalozˇena lastna koda (ang. firmware), ki je osnovana na originalni
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kodi proizvajalca. Lastna koda se uporablja zato, da se modul lahko optimizira
in po potrebi na zˇeljo in potrebe strank spremeni. MRF je znan in uveljavljen
proizvajalec strojne opreme za visokozmogljive cˇasovne sisteme.
Osnovne specifikacije FPGA dela TR modula so:
• sˇtirje TTL izhodi spredaj,
• deset izhodov zadaj (na povezovalno plosˇcˇo),
• tresenje urinega signala ≤ 25 ps.
Obenem ima FPGA tudi mozˇnost nastavlanja zakasnitve signala, ki se na-
stavlja z resolucijo 10 ns. V vecˇini primerov uporabljamo enako dolzˇino opticˇnih
vodnikov do vseh sprejemnikov, da imajo vsi enake zakasnitve. Ker so lahko
nekateri sprejemniki blizu generatorja, drugi pa zelo oddaljeni, lahko s pomocˇjo
interne zakasnitve signala na FPGA-ju prihranimo pri nakupu in prostoru za
shranjevanje opticˇnih vodnikov blizˇjih sprejemnikov.
5.1.1 LabVIEW program
Nivo viˇsje od FPGA tecˇe LabVIEW (LV) program, ki opravlja funkcijo nadzor-
nega sistema TR. Glavna funkcija tega programa je nastavitev FPGA-ja glede
na zˇeljeno funkcijo. LV program povezuje uporabnika z FPGA-jem. Tako lahko
uporabnik oddaljeno preko GUI daljinca (opisan v 5.1.2) nastavlja FPGA. Poleg
tega je LV zadolzˇen za zapisovanje dogodkov in podatkov, ki prispejo od TG.
Obdeluje in po potrebi podaja naprej prejete podatkovne pakete. Sam potek
programa in stanja, v katerih se kaj zgodi, je opisan v naslednjih odstavkih.
INIT. Najprej se izvede prijava na OPC DPE. Nato program zapiˇse zgosˇcˇeno
vrednost (ang. hashmap) parov ime registra - naslov registra. Program poiˇscˇe
VISA referenco PXIe FPGA modula in njegove registre nastavi tako, da se ne
odziva na nicˇ, razen na pisanje v registre (ang. disable device). Na koncu zapiˇse
same nicˇle v nastavitve odzivov za posamezne dogodke in onemogocˇi prekinitve.
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Slika 5.2: Generiranje zgosˇcˇene vrednosti poarov ime registra - naslov registra
Entering STANDBY. V tem stanju izvede konfiguracija registrov, cˇe je v
nastavitvah za TR nastavljeno, da se FPGA konfigurira iz JSON datoteke [18].
Entering RUNNING. V tem stanju program zazˇene dodatno nit prekini-




• se zgodi presezˇek kakega FIFO registra,
• TR izgubi opticˇno povezavo s TG.
RUNNING. Je glavni del programa. V tem stanju program shranjuje pri-
spele dogodke in podatke. Hkrati konfigurira in sprosˇcˇa programske odzive na
konfigurirane dogodke.
Leaving RUNNING. V tem stanju program izkljucˇi prozˇenje prekinitev in
ustavi prekinitveno rutino.
Prekinitvena rutina (ang. Interrupt Routine). Prekinitvena rutina tecˇe
samo takrat, kadar je program v stanju RUNNING. Tecˇe kot locˇena nit programa.
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Glavni program ima mozˇnost preknitveno rutino zagnati in jo tudi koncˇati. Preki-
nitvena rutina se izvaja v zanki. Cˇaka na to, da iz FPGA-ja po PXIe vodilu pride
prekinitev, prebere registre, ki so kljucˇni za to prekinitev, posreduje informacije
o prekinitvi in vrednosti registrov naprej glavnemu programu.
Process User Command. Ta funkcija se izvede ob vsakem klicu vticˇnika,
neglede na to, v katerem stanju je vticˇnik. Odzove se na naslednje OPC DPE:
• sprejme nastavitve za TL, ki jih je poslal uporabnik in jih zapiˇse v FPGA
registre,
• po potrebi prebere in posˇlje vse nastavitve TL, tako da uporabnik lahko
vidi in preveri, kako je nastavljen FPGA.
Potek glavnega programa je tudi predstavljen v diagramu poteka na sliki 5.3.
Slika 5.3: Diagram poteka glavnega programa TR
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5.1.2 GUI - nastavitev
Upravljanje TR lahko poteka preko GUI vmesnika. Kot je bilo zˇe povedano,
je TR del MADIE okvira, tako da TR poslusˇa OPC spremenljivke, na katere
je prijavljen. S pomocˇjo OPC servisa spremenljivke tudi posˇilja (konfiguracija
spremenljivk je v posebni datoteki, ki jo prebere OPC servis).
Za uporabo GUI-ja preko OPC-ja moramo najprej izvesti prijavo na OPC
strezˇnik. GUI-ju moramo povedati, na katerem naslovu se nahaja strezˇnik, kaksˇno
je ime strezˇnika in opcijsko, kateremu vticˇniku posˇiljamo podatke. Ime strezˇnika
potrebujemo, ker se na istem naslovu lahko nahaja vecˇ instanc MADIE okvira.
Ime vticˇnika potrebujemo, ker lahko vecˇ vticˇnikov poslusˇa iste OPC spremen-
ljivke. Prikaz uporabe vseh teh nastavitev je na sliki 5.4.
Slika 5.4: Prikaz prijave na OPC strezˇnik z imenom FW, ki se nahaja na naslovu
127.0.0.1:49580 in prikaz povezave na CTR vticˇnik
Po uspesˇni prijavi s pomocˇjo sporocˇil MADIE okvira konfiguriramo vticˇnik
TR in ga zazˇenemo, posˇljemo sporocˇilo stateOut s komandama CONF in START.
Zatem lahko preverimo konfiguracijo vticˇnika (cˇe je kot izvorna konfiguracijska
datoteka nastavljena receiver Configuration Source = File) oziroma rocˇno
nastavimo vticˇnik.
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Za vsako linijo (3 FP in 10 BP) lahko nastavimo naslednje mozˇnosti:
• Mode - kaj bo na izhodu; imamo 3 mozˇnosti: disabled, action table ali clock
output,
• Polarity - polariteta, normalna (active high) ali inverzna (active low),
• Action - vrsta signala na izhodu; ali bo to pulz dolzˇine Width in zakasnitve
Delay ali samo sprememba signala (Low → High oziroma High → Low),
• Width - aktivno polje samo cˇe je izbrana akcija pulz; nastavimo sˇirino pulza
ob sprejetem dogodku,
• Delay - nastavimo, koliko ciklov ure (1cc = 10 ns) po sprejetju dogodka se
bo na liniji zgodil odziv,
• Events - tu vpiˇsemo imena vseh dogodkov, za katere hocˇemo da se dolocˇena
linija odziva.
Primer konfiguracije je predstavljen na sliki 5.5.
Slika 5.5: Primer konfiguracije linij
Izhodi, ki imajo kot Mode nastavljen Disable, so onemogocˇeni in posivljeni,
da so jasno vidni samo izhodi, ki so konfigurirani.
Obenem je na desni strani vmesnika prisotna podvojena tabela, ki nam pove,
kako so dejansko nastavljeni registri TR. Ta tabela je zgrajena iz tako imeno-
vanega ping-pong odziva, ki ga vrne TR. Odziv dobimo v primeru, ko vnesemo
konfiguracijo za eno izmed linij ali pritisnemo gumb UPDATE. Slika celotne ta-
bele, ki nam predstavlja konfiguracijo FPGA-ja, je na sliki 5.6. Tabela nam
omogocˇa vpogled, cˇe so registri res pravilno nastavljeni.
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Slika 5.6: Primer tabele v kateri preverimo konfiguracijo linij
V spodnjem delu GUI okna so prisotne sˇe liste, ki nam sporocˇajo, kaj se
dogaja in podajajo opozorila. Razdeljene so v naslednje tri kategorije:
• Notification list - lista sporocˇil, ki prihajajo od TR; namenjena sporacˇnju
vsega dogajanja vticˇnika
• Warning list - lista opozoril, TR sporocˇa da je nekaj narobe nastavljeno,
vendar to kriticˇno ne ovira delovanja,
• Error list -lista napak, ki nam sporocˇajo kaj je sˇlo narobe.
Na sliki 5.7 je prikazana lista Notification list s sporocˇili, ki so prispela.
Slika 5.7: Prikaz liste Notification list
5.1.3 Konfiguracija JSON
Projekt za delovanje potrebuje sˇe eno datoteko, ki povezuje 8 bitno sˇtevilko do-
godka z dolocˇenim imenom, ki ta dogodek opisuje. To je v uporabi zato, da lahko
vsakemu dogodku damo neko ime, ki predstavlja akcije, ki se zgodijo ob tem
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dogodku (npr. StartRFLinac, StopInjection, itd.). Ti pari so shranjeni v JSON
datoteki [18]. Datoteka JSON je oblikovana tako, da sestoji iz zbirke z imenom









Hkrati lahko s pomocˇjo datoteke JSON tudi konfiguriramo izhodne linije
TR (cˇe imamo v datoteki config.ini izbrano receiver Configuration Source
= File). Datoteka sestoji iz zbirke z imenom Inputs. Zbirka vsebuje ele-
ment TL, ki nam pove katera linija je izbrana in zbirko Elements. V zbirki
Elements so prisotni enaki elementi, kot v nastavitvah v GUI, to so Mode, Events,
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5.2 Cˇasovni generator
Cˇasovni generator (ang. Timing Generator - TG) je glavna enota ure cˇasovnega
sistema. TG deli svojo uro preko posˇiljanja paketov po celotnem sistemu. Nje-
gova glavna naloga je generiranje ure z majhnim tresenjem (ang. jitter) in zelo
natancˇna cˇasovna sinhronizacija naprav preko celotnega pospesˇevalnika.
Izvedba TG modula je taksˇna, da generira tok dogodkov. Dogodke distribu-
ira po sistemu po vnaprej konfiguriranem in dolocˇenem vrstnem redu - oddaja
sekvence. Za distribucijo dogodkov namesto distribucije ure smo se odlocˇili zato,
ker to olajˇsa sinhronizacijo in centralizira upravljanje s sistemom. Tudi v pri-
meru, ko gre kaj narobe, je ta napaka locirana v enem sistemu in ni porazdeljena
po vecˇ sistemih.
Zraven dogodkov ima TG tudi mozˇnost distribucije podatkov (ang. data).
Podatki se prenasˇajo po potrebi, cˇisto asinhrono. Podatki in dogodki se prenasˇajo
v enem paketu na vsak cikel ure (10 ns). Paketi, ki se prenasˇajo so dolgi 16 bitov
in so zgrajeni iz 8 bitnega dogodka ter 8 bitnega podatka. Ko se prenasˇajo podatki
in ni nobenega dogodka, se prenasˇa dogodek 0x00. In obratno, ko se ne prenasˇa
noben podatek, se prenasˇa podatek 0x00.
FPGAmodul za TG je tudi eden izmed Micro Research Finland (MRF) modu-
lov. Tako kot TG ima lasten firmware, ki omogocˇa lazˇje dostopanje in naslavlanje
registrov.
Osnovne specifikacije TG modula so:
• Micrel SY87739L urin generator [19],
• mozˇnost priklopa zunanje ure,
• opticˇna I/O povezava za prenasˇanje dogodkov/ure.
LV program se na FPGA povezuje preko PXIe vodila. Podrobna razlaga
branja in pisanja v pomnilnik je podana v razdelkih 4.2 in 4.3.
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V pomnilnik TG lahko vpiˇsemo tri razlicˇne sekvence (SEQ idle, SEQ1 in
SEQ2). Vsaka sekvenca je dolga do 2047 (0x7ff) dogodkov. Vsak dogodek, ki
ga vpiˇsemo, sestoji iz 8 bitne kode dogodka in iz 24 bitnega zamika od zacˇetka
sekvence. Razlicˇnih dogodkov je tako lahko do 255 (0xff), v posamezni se-
kvenci se posamicˇni dogodki lahko ponavljajo. Sekvenco sestavljajo pari dogodek-
zakasnitev. Z dolocˇeno zakasnitvijo lahko posˇiljamo samo en dogodek, vendar
lahko isti dogodek posˇljemo vecˇkrat, z razlicˇnimi zakasnitvami. Od teh 255 so
vnaprej rezervirani sˇtirje posebni dogodki:
• 0x00 – NOOP, NO OPeration,
• 0xfc – MPS, machine protection system interlock,
• 0xfd – STOP, ukaz za vse TR, naj izhode postavijo v zacˇetno stanje in
prenehajo z odzivi na dogodke,
• 0xff – rezerviran (ang. reserved), ki se posˇlje vsakicˇ, ko TG zazna, da je
nekaj narobe.
Posamezna sekvenca je lahko tako dolga do najvecˇ 167772150 ns ≈ 0.17 s oziroma
0xffffff · 10ns. Register za zakasnitev je sˇirok 6 bajtov.
Poleg dogodkov se neodvisno posˇiljajo sˇe podatki. Vsak podatek je sˇirok 8
bitov, zaporedno lahko posˇljemo do 255 (0xff) podatkov.
5.2.1 LV program
Cˇasovni generator gre skozi vsa zacˇetna stanja MADIE okolja. V teh stanjih
se konfigurirajo spremenljivke za sam program, poleg tega se nastavi FPGA in
povezˇe na OPC strezˇnik. Preko OPC strezˇnika se cˇaka na oddaljene komande
daljinca. V prihodnosti bo nalogo oddaljenega daljinca (Remote GUI ) prevzel
locˇen LV program - Timing Manager, ki bo skrbel za upravljanje s celotnim
sistemom.
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Glavno dogajanje v RUNNING stanju TG lahko na kratko opiˇsemo z nasle-
dnjim avtomatom stanj.
• INIT - pocˇisti SEQ in DAT FPGA registre, pojdi v stanje IDLE
• IDLE - pocˇakaj na RUN/SEND komando in pojdi v stanje RUN/SEND,
cˇe dobiˇs komando CANCEL ali NEW, pojdi v INIT
• RUN/SEND - nalozˇi podatke v SEQ in DAT registre in pojdi v RUN-
NING
• RUNNING - posˇlji sekvenco in podatke preko optike, ko zakljucˇiˇs, pojdi
v INIT
• STOP - od zunaj je priˇsla komanda za ustavitev, pojdi v INIT
5.2.2 GUI - nastavitev
Tudi TG se krmili preko OPC protokola. Z LabVIEW GUI vmesnikom se zopet
prijavimo na strezˇnik in tako lahko upravljamo s TG.
TG ima mozˇnost nastavljanja poteka dogodkov in oddajanja podatkov.
Sekvenca sestoji iz zbirke ki jo sestavljajo, zakasnitev, sˇtevilka dogodka in
ime dogodka. Prikaz ene sekvence je na sliki 5.8. Sekvenca sestoji iz do-
godka StartCycle, ki se posˇlje 100 ns po zacˇetku sekvence in iz dogodka
StartInjection, ki se posˇlje 220 ns po zacˇetku sekvence.
Slika 5.8: Primer tabele z sekvenco, ki se bo izvedla
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Poleg dogodkov lahko posˇiljamo tudi podatke. Posˇiljanje podatkov je eno-
stavno, saj zaenkrat posˇiljamo samo 8 bitne sˇestnajstiˇske vrednosti. Prikaz zbirke,
ki predstavlja eno sekvenco podatkov 0x12, 0xA3, 0xE0 je na sliki 5.9.
Slika 5.9: Primer tabele s podatki, ki bodo poslani od TG do vseh TR
Poleg tega sta na uporabniˇskem vmesniku prisotna sˇe gumba Load SEQ in
Start SEQ. Prvi nalozˇi sekvenco v registre FPGA, drugi izvrsˇi sekvenco. Enako
velja za podatke.
5.3 Primer uporabe
Na tem mestu bi rad sˇe pokazal uporabo celotnega sistema. V tem poglavju
opisujem, kako se posˇlje neka kratka sekvenca iz generatorja, kaj se prikazˇe na
sprejemniku ter kaksˇen je dejanski odziv na izhodih sprejemnika.
Oddaljeno se povezˇemo s TR, pozˇenemo LV, odpremo in zazˇenemo CS Laun-
cher. Rezultat je prikazan na sliki 5.10. Na sliki je prikazano, kaj je potrebno
pritisniti, da se projekt zazˇene. Na desni strani slika so vidna stanja vseh servi-
sov (RUNNING) in stanje nasˇega vticˇnika (STANDBY). Ker ni priˇslo do nobene
napake, lahko nadaljujemo.
Odpremo CTG Remote in ga zazˇenemo. Nastavimo pravilen naslov
(opc.tcp://127.0.0.1:49580)1 in ime strezˇnika (TG) in se povezˇemo s CTG
vticˇnikom. Nato mu posˇljemo dva ukaza, najprej CONF in nato START. Se-
daj je vticˇnik v delujocˇem stanju.
1Naslov LocalHost se uporablja zato, ker daljinec tecˇe na isti napravi kot celoten sistem.
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Slika 5.10: Zagon TG projekta in stanja vticˇnikov po inicializaciji
5.3.1 Posˇiljanje sekvence dogodkov
Ko je vticˇnik v delujocˇem stanju se oddaljeno povezˇemo s TG, pozˇenemo LV,
odpremo in zazˇenemo CS Launcher. Nato odpremo in zazˇenemo CTR Remote.
Zopet nastavimo pravilen naslov (opc.tcp://127.0.0.1:49580), ime strezˇnika (TR)
in se povezˇemo s CTR vticˇnikom. Prestavimo na zavihek TL Settings in skon-
figuriramo linije na naslednji nacˇin: Linija FrontPanel1, Mode: Action Table,
Polarity: Normal, Action: Pulse, Width: 5, Delay: 5, Events: StartCycle
(0x01);StartInjection(0x02);StartRFLinac(0x03). To pomeni, da bo linija FP1
ob sprejetju dogodkov 0x01, 0x02 in 0x03, na izhodu naredila pulz iz nizkega
nivoja na visokega, ki bo sˇirine 100 ns z zamikom 20 ns. Konfiguriramo sˇe linijo
FrontPanel2, Mode: Action Table, Polarity: Inverted, Action: Toggle, Width:
0, Delay: 2, Events: StartCycle (0x01);StartInjection(0x02). To pomeni, da bo
linija FP2 ob sprejetju dogodkov 0x01 in 0x02 na izhodu zamenjala polariteto.
Nivo bo na zacˇetku visok, z zamikom 50 ns od sprejetja dogodka. Vse ostale
linije so neaktivne (Disabled). Za vsako linijo je po vnosu potrebno tudi pritisniti
gumb APPLY, da se konfiguracija prenese preko OPC in vpiˇse v FPGA. Celotna
konfiguracija je tudi vidna na sliki 5.11.
Nato nastavimo sˇe TG. V prvo vrstico zbirke Sequence data array vnesemo
Event delay CC: 0x10, EVID: 0x01 Event name: StartCycle. V drugo vrstico
vnesemo Event delay CC: 0x20, EVID: 0x03, Event name: StartRFLinac. In v
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Slika 5.11: Prikaz konfiguracije treh linij TR
tretjo vrstico vnesemo Event delay CC: 0x30, EVID: 0x02, Event name: StartI-
njection. Vse to je vidno na sliki 5.12.
Slika 5.12: Prikaz konfiguracije sekvence na TG
Nato pritisnemo gumb Load SEQ, ki prenese podatke o sekvenci preko OPC in
jih nalozˇi v FPGA. Cˇe je sekvenca uspesˇno nalozˇena, se na Notification list prikazˇe
Request LOAD SEQ has been accepted, ki nam pove, da je sekvenca uspesˇno pre-
jeta na TG. Ob pritisku gumba Start SEQ dobimo vecˇ povratnih sporocˇil. Naj-
prej Request START SEQ has been accepted, ki sporocˇa uspesˇno prejetje komande
START SEQ. Naslednje sporocˇilo pravi Sequence 1 has been loaded, ki pove, da
je bila sekvenca uspesˇno nalozˇena v pomnilnik FPGA. Kasneje prejmemo sˇe SEQ
triggered at FPGA TS: 14:25:11,926112652, ki sporocˇa, da je bila oddana zahteva
po zacˇetku sekvence na FPGA. Nato sledi sˇe sporocˇilo Sequence 1 has started, ki
sporocˇa dejanski zacˇetek oddajanja sekvence. Na koncu prejmemo sˇe Sequence 1
has finished, ki sporocˇa, da je bila celotna sekvenca oddana brez tezˇav.
Istocˇasno lahko na daljincu TR (cˇe smo TR pravilno konfigurirali) vidimo
prispetje naslednjih sporocˇil:
• Received Log event, TS:21.4.2016 14:45:52,350073290, Event:(01) Start-
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Cycle, FP TL:0b011, BP TL:0b0000000000, SW IRQ:FALSE
• Received Log event, TS:21.4.2016 14:45:52,350073390, Event:(03) StartR-
FLinac, FP TL:0b001, BP TL:0b0000000000, SW IRQ:FALSE
• Received Log event, TS:21.4.2016 14:45:52,350073490, Event:(02) StartI-
njection, FP TL:0b011, BP TL:0b0000000000, SW IRQ:FALSE
Sporocˇila so razdeljena na vecˇ delov. Prvi del Received Log event pove, kaj je
TR sprejel. Drugi TS nam pove natancˇen cˇas, kdaj je bil dogodek sprejet. Tretji
Event, nam pove sˇtevilko in ime dogodka, ki je bil sprejet. Nato imamo FP in
BP, ki nam povesta odzive za vsako linijo (1 - odziv, 0 - brez odziva). Na koncu
je sˇe SW IRQ, ki pove, cˇe je bil podana naprej kaksˇen programska prekinitev,
oziroma cˇe je bilo sporocˇilo predano kakemu procesu oziroma funkciji, ki tecˇe
na racˇunalniku. Odziv izhodov je prikazan na osciloskoup (slika 5.13). Cˇasovna
resolucija je 50 ns na razdelek.
Na sliki 5.13 je vidno, kako je linija FP1 najprej na nizkem nivoju in linija FP2
na visokem. Opazimo, kako je odziv linije FP2 30 ns pred linijo FP1. Razberemo
lahko, da je linija FP1 50 ns na visokem nivoju in 50 ns na nizkem nivoju. Na-
zadnje je vidno, kako se ob prejetem dogodku StartInjection spremeni polariteta
linije FP2 iz nizkega nazaj na visoko stanje.
5.3.2 Posˇiljanje podatkov
Poleg posˇiljanja dogodkov se posˇiljajo tudi podatki. Podateke posˇiljamo tako,
da jih na TG preko GUI nalozˇimo v registre FPGA in posˇljemo. Na strani TR
jih lahko preberemo v GUI Notification list in preverimo, cˇe je bilo posˇiljanje
uspesˇno. Najprej vpiˇsemo podatke, ki jih zˇelimo poslati v zbirko PTD Data.
Nato pritisnemo gumb Load PTD. S pritiskom na gumb Start PTD se podatki
posˇljejo. Nalaganje in posˇiljanje podatkov na strani TG je prikazano na sliki 5.14.
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Slika 5.13: Prikaz izhodov TR po prejetju dogodkov; FP1 je prikazana z rdecˇo,
FP2 z rumeno.
Na strani TR dobimo samo nov vnos v Notification list 2016 04.25.
10:09:14,121 : 582522: Received PTD event, data is: 12; A3; E0..
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Slika 5.14: Prikaz vnosa podatkov, ki jih zˇelimo poslati preko opticˇnega vlakna
6 Zakljucˇek
V pricˇujocˇem delu sem prikazal eno izmed mozˇnih izvedb cˇasovnega sistema po-
spesˇevalnika. Produkt je narejen tako, da ni dokoncˇana t.i. Off the Shelf Solution,
ampak da so mozˇne sˇe nadaljne nadgradnje. Prva nadgradnja, ki sledi je vzposta-
vitev enotne kontrolne enote Timing Manager (TM), ki bo preko OPC vmesnika
nadzirala tako TG kot tudi vse TR v sistemu. Poleg vsega tega je potrebno sˇe
dodati funkcije, ki se bodo odzvale na dolocˇene programske prekinitve. V priho-
dnosti bi bilo potrebno povecˇati sˇe sˇtevec, ki omejuje dolzˇino sekvence. Sekvenca
je sedaj omejena na zakasnitev, ki ni vecˇja od 6 bajtov (0.17 s). S povecˇanjem
sˇirine za samo 1 bajt, se lahko sekvenca podaljˇsa za sˇestnajstkrat.
Na tem mestu je potrebno poudariti tudi vsa ostala orodja in postopke, ki so
nujni za pridobivanje dokumentov za uporabo sistema v medicini. Pri pisanju te
naloge niso bili posebej omenjeni, cˇeprav so bili izvedeni. Prvi korak je priprava
dokumenta z opisom arhitekture. V tem dokumentu je opisana zamiˇsljena in
izvedena zgradba sistema. Nato se lahko lotimo izdelave krmilnika sistema. Sproti
ali ob koncˇani izvedbi sistema nastaja dokument z opisom vseh izvedenih povezav
med sistemi. Vsebuje opise vseh vmesnikov, protokolov in primere sporocˇil, ki
se prenasˇjo preko nekega vmesnika. Vsebuje opise tako interne komunikacije (LV
↔ FPGA) kot tudi komunikacije, ki je vidna od zunaj (OPC DPE). Na koncu
je potrebno sistem sˇe preveriti, cˇe deluje pravilno. Potrebno je tudi preveriti, cˇe
se ob sporocˇilih odpovednega sistema (ang. interlock) odzove pravilno. Poleg
vsega tega je potrebno skrbeti za hranjenje arhiva vseh dokumentov in arhiva
kode. To ponavadi dosezˇemo s pomocˇjo uporabe version control orodij [20], kot
57
58 Zakljucˇek
so Subversion (SVN), Git in drugi.
Hkrati ima vsako podjetje domeno o tem, kako se programira oziroma piˇse
kodo (v tem primeru vlecˇe povezave). To je uporabno zaradi dveh glavnih ra-
zlogov. Vsak programer sproti skrbi, da je njegova koda urejena, komentirana,
saj bo sam scˇasoma zagotovo pozabil, kaj tocˇno kaksˇen odsek kode dela. V pri-
meru, da projekt prevzame nekdo drug, le-ta dobi kodo, ki jo bo hitro razumel
in tako tudi hitro nadaljeval z delom. Pri LV programih gre za zdruzˇevanje kode.
Kodo ki sodi skupaj zdruzˇujemo v poddiagrame, diagrame logicˇno poimenujemo,
opiˇsemo delovanja diagramov in znotraj diagramov piˇsemo komentarje. Interno
pravilo je tudi, da je vsak diagram velik toliko, da ne presega enega HD zaslona
(1920 x 1080). Interno pravilo je tudi, da se error povezava vlecˇe vodoravno, saj
preko nje sledimo izvajanju programa.
Literatura
[1] IJS, “Mikoranalitski center.” Dosegljivo: http://ol.ijs.si/?module=1&
lan=1&id=12&mid=7_12. [Dostopano: 26. 1. 2016].
[2] Wikipedia, “Cyclotron.” Dosegljivo: https://en.wikipedia.org/wiki/
Cyclotron. [Dostopano: 26. 1. 2016].
[3] C. Freudenrich, “How atom smashers works.” Dosegljivo: http://science.
howstuffworks.com/atom-smasher.htm. [Dostopano: 14. 1. 2016].
[4] P. S. Alliance, “PXI System Alliance - Home.” Dosegljivo: http://www.
pxisa.org/Default.aspx. [Dostopano: 8. 4. 2016].
[5] M. S. Livingston, J. P. Blewett in E. Stickley, “Particle accelerators,” Ame-
rican Journal of Physics, vol. 30, no. 12, str. 940–941, 1962.
[6] P. Newswire, “Global Linear Accelerator Market 2015 - 2021 Fo-
recasts.” Dosegljivo: http://www.prnewswire.com/news-releases/
global-linear-accelerator-market-2015---2021-forecasts-503306331.
html. [Dostopano: 26. 1. 2016].
[7] E. S. Source, “Accelerator.” Dosegljivo: https://
europeanspallationsource.se/accelerator. [Dostopano: 8. 4. 2016].




[9] CERN, “Return of the LHC – season 2 continues.” Dosegljivo: http://
home.cern/about/updates/2016/03/return-lhc-season-2-continues.
[Dostopano: 30. 3. 2016].
[10] T. Korhonen, “Review of accelerator timing systems,” v International Con-
ference on Accelerator and Large Experimental Physics Control Systems. Tri-
este, Italy, str. 167–170, 1999.
[11] CERN, “LHC Machine Outreach.” Dosegljivo: http://
lhc-machine-outreach.web.cern.ch/lhc-machine-outreach/. [Do-
stopano: 26. 1. 2016].
[12] N. Instruments, “LabVIEW System Design Software.” Dosegljivo: http:
//www.ni.com/labview/. [Dostopano: 26. 1. 2016].
[13] N. Instruments, “PXI Platform.” Dosegljivo: www.ni.com/pxi/. [Dosto-
pano: 26. 1. 2016].
[14] N. Instruments, “Using the NI-VISA Driver Wizard and NI-VISA to Deve-
lop a PXI(e)/PCI(e) Driver in Windows.” Dosegljivo: http://www.ni.com/
tutorial/4713/en/. [Dostopano: 8. 4. 2016].
[15] N. Instruments, “National Instruments VISA.” Dosegljivo: http://www.ni.
com/visa/. [Dostopano: 14. 3. 2016].
[16] Wikipedia, “Semaphore (programming).” Dosegljivo: https://en.
wikipedia.org/wiki/Semaphore_%28programming%29. [Dostopano: 14. 3.
2016].
[17] A. X. Widmer in P. A. Franaszek, “A dc-balanced, partitioned-block, 8b/10b
transmission code,” IBM Journal of research and development, vol. 27, no. 5,
str. 440–451, 1983.
[18] Wikipedia, “JSON.” Dosegljivo: https://en.wikipedia.org/wiki/JSON.
[Dostopano: 14. 3. 2016].
Literatura 61
[19] Micrel, “Datasheet.” Dosegljivo: http://www.micrel.com/_PDF/HBW/
sy87739l.pdf. [Dostopano: 1. 3. 2016].
[20] Wikipedia, “Version control.” Dosegljivo: https://en.wikipedia.org/
wiki/Version_control. [Dostopano: 25. 4. 2016].
[21] W. Mahnke, S.-H. Leitner in M. Damm, OPC unified architecture. Springer






Uporaba sistemov z avtomatizacijo, ki so osnovani na osebnih racˇunalnikih (PC)
narasˇcˇa zˇe od devetdesetih let. Ti sistemi se uporablajo za vizualizacijo in kr-
miljenje. V preteklosti se je za povezovanje uporabljalo mnogo razlicˇnih vodil,
vmesnikov in protokolov.
Primer iz osemdesetih in devetdesetih let je zˇe povezovanje s samimi napra-
vami, ki so jih uporabljali osebni racˇunalniki. Te naprave so med drugim tiskal-
niki, faksi in podobno. Vsak proizvajalec je posebej pisal in prilagajal gonilnike.
Scˇasoma so vodila in protokoli postali standardni, tako da so gonilniki postali del
operacijskega sistema.
S podobnimi tezˇavami so se soocˇali tudi proizvajalci HMI (ang. Human Ma-
chine Interface) in SCADA (Supervisory Control And Data Acquisition) naprav.
Zato so ustanovili delovno skupino. Produkt te skupine je bil standard OPC
(Object Linking and Embeding for Process Control). To je bil t.i. “Plug & Play”
standard za povezovanje z napravami za avtomatizacijo na osebnih racˇunalnikih.
Njegova naloga je bila povezovanje programov viˇsjega nivoja vodenja z napravami
na nizˇjih (procesnih) nivojih. Skozi leta je standard dozˇivel razlicˇne posodobitve
in razvejitve. Tako danes poznamo vmesnik za dostop do procesnih podatkov
OPC DA (OPC Data Access). Kasneje razvijejo sˇe OPC DA z vgrajenim pre-
hodom na XML. Sledil je sˇe OPC Alaram & Events in OPC Historical Data
Access. Leta 2009 so predstavili poenoteno OPC arhitekturo (ang. OPC Unified
Architecture - OPC UA).
Enotna arhitektura je bila standardizirana z namenom poenotiti in standar-
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• komunikacija preko interneta in
pozˇarnih zidov
• varnost in kontrola dostopa
• interoperabilnost (delovanje z de-
lom drugega sistema)
• skupen podatkovni model za vse
OPC podatke
• objetktno orientiran
• razsˇirljiv sistem spremenljivk
• prenos metapodatkov
• kompleksne podatkovne metode
• razsˇirljiv od preprostega do kom-
pleksnega modela
• abstraktni bazni model
• bazni model za druge standarde
Tabela A.1: Glavne zahteve, ki jih izpolnjuje OPC UA
dizirati vso komunikacijo med PC in krmilniki. OPC predstavlja aplikacijski nivo
TCP/IP modela. Zahteve, ki jih izpolnjuje OPC UA so podane v tabeli A.
Veliko programskih jezikov vsebuje knjizˇnice za delo z OPC. Programi, ki
vsebujejo te knjizˇnice so C/C++, .NET, Java, LabVIEW in drugi [21].
