Abstract. We study localization at a prime in homotopy type theory, using self maps of the circle. Our main result is that for a pointed, simply connected type X, the natural map X → X (p) induces algebraic localizations on all homotopy groups. In order to prove this, we further develop the theory of reflective subuniverses. In particular, we show that for any reflective subuniverse L, the subuniverse of L-separated types is again a reflective subuniverse, which we call L . Furthermore, we prove results establishing that L is almost left exact. We next focus on localization with respect to a map, giving results on preservation of coproducts and connectivity. We also study how such localizations interact with other reflective subuniverses and orthogonal factorization systems. As key steps towards proving the main theorem, we show that localization at a prime commutes with taking loop spaces for a pointed, simply connected type, and explicitly describe the localization of an Eilenberg-Mac Lane space K(G, n) with G abelian. We also include a partial converse to the main theorem.
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Introduction
Problems in topology and algebra often become simpler when localized at a prime p, that is, when all other primes are in a sense invertible. In this paper, we study such localizations in homotopy type theory and develop the necessary general theory in order to prove results about localization at a prime. Writing X (p) for the localization of a type X at a prime p, a special case of our main theorem (Theorem 4.25) says:
Theorem. Let X be a pointed, simply connected type and let p be a prime. Then for each n ≥ 2, the maps π n (X) → π n (X (p) ) induced by the natural map X → X (p) are algebraic localizations of abelian groups at p.
In order to prove this theorem, it is necessary to develop a substantial number of results, many of which are of independent interest. As we are working in type theory, which has models in many ∞-toposes, our results apply to more general situations than the homotopy theory of spaces.
1 To achieve this greater generality, all of our proofs and constructions must be homotopy invariant, all of our arguments must be constructive (avoiding the law of excluded middle and the axiom of choice), and we cannot make use of Whitehead's theorem, which does not hold in this generality. This means that many of our proofs are new, and do not follow sources such as [9] . Our spirit is closer to that of [7] , but still our methods are different in key places. For example, our proof that ΩL Σf X L f ΩX does not follow the approach used in [7] , as that argument relies on delooping machinery that we do not have available. Our proof instead uses a univalent universe.
We will now explain the ingredients that lead to the main theorem. We begin in Section 2 by studying general reflective subuniverses, building on the work of [11] . A reflective subuniverse L, which we also call a localization, is a predicate specifying which types are L-local along with a unit map η : X → LX, for each X, which is initial among maps whose codomain is local. For example, given a map f : A → B, we say that a type X is f -local if precomposition with f gives an equivalence (B → X) → (A → X). In [11] it is shown using higher inductive types that the f -local types form a reflective subuniverse L f .
We prove a variety of results about general reflective subuniverses. We highlight here our discussion of the L-separated types. Given a reflective subuniverse L, a type X is L-separated if its identity types are L-local. Using the join construction [10] , we prove that the subuniverse of L-separated types is reflective. Using a dependent induction for L , we prove that the map X → L X induces L-localization on identity types. In particular, when X is pointed, ΩL X LΩX. Our proof relies on a result that shows that X → L X has a constrained dependent elimination principle. This principle also lets us show that L and L together behave similarly to a left exact (lex) modality. For example, we give results on the preservation of pullbacks and fiber sequences.
In Section 3, we study localization with respect to a map f , or more generally, with respect to a family of maps. In the case when L is L f , it turns out that L is L Σf . This allows us to apply our results about L -localization to this situation, showing for example that ΩL Σf X L f ΩX. We prove that under certain conditions, L f X L Σf X, which is a key tool for work in the next section. This section also contains a number of results about the preservation of coproducts and n-connectedness under appropriate localizations. For example, if f n is an equivalence and X is n-connected, then L f X is n-connected. This result is in fact a corollary of a more abstract result concerning the interaction between two reflective subuniverses. In Section 3.3, we strengthen this corollary using a theorem which says that if (L, R) is an orthogonal factorization system and f is a map in L, then η : X → L f X is in L for every X.
In Section 4, we specialize to the study of localizations at and away from primes. In homotopy type theory, algebraic invariants such as homology or homotopy groups are not strong enough to characterize these localizations. Instead, following [5] , we invert a prime q by localizing at the degree q map deg(q) : S 1 → S 1 . More generally, we localize at a family of such maps to invert a family of primes. In particular, we can localize at a prime p by localizing with respect to the family of maps deg(q) for all primes q different from p. Our results are stated for a general family S of natural numbers, and we write deg(S) for the family of degree k maps for k in S. 2 We begin by defining what it means for a group G to be uniquely S-divisible and show that this holds if and only if the associated Eilenberg-Mac Lane space K(G, n) is deg(S)-local (where G is assumed to be abelian if n > 1). We also prove that every deg(S)-local type has uniquely S-divisible homotopy groups and show the converse for types that are simply connected and n-truncated for some n. (We need the assumption that the type is truncated since Whitehead's theorem does not hold in type theory.)
Using results from Section 3, we see that if X is n-connected, its deg(S)-localization agrees with its Σ n deg(S)-localization, where Σ n deg(S) is the family of n-th suspensions of the maps in the family deg(S). In particular, when X is pointed and simply connected, we deduce that ΩL deg(S) X L deg(S) ΩX. We use this to show that for X connected, the map X → L deg(S) X induces an algebraic localization of the first non-trivial homotopy group of X. In particular, by taking X to be an Eilenberg-Mac Lane space, this implies that the algebraic localization of any group exists.
We next give an explicit description of the deg(S)-localization of an Eilenberg-Mac Lane space K(G, n) for G abelian, and deduce that the result is an Eilenberg-Mac Lane space for the localized group. This has the indirect consequence that localizing an abelian group G among non-abelian groups is the same as localizing G among abelian groups. Since we were unable to find this statement in the literature, we give an independent, elementary proof of this in Section 4.5, which is not needed elsewhere.
With all of this in place, we prove the main result: deg(S)-localization of a pointed, simply connected type X localizes all of the homotopy groups of X away from S. We also prove a partial converse. Let f : X → X be a pointed map between pointed, simply connected n-types for some n. If f induces algebraic localization away from S in π m for each m > 1, then f is a deg(S)-localization of X.
We rely heavily on [11] . That paper focuses on modalities, and we show in Section 4.1 that our motivating examples are not modalities. This is why we spend time on general reflective subuniverses before specializing to deg(S)-localization in the final section. The constrained dependent elimination principle for L -localization shows that L is close to being a modality, which turns out to be sufficient for our purposes. We expect that these general results will find other applications as well.
Those familiar with the classical story will notice some omissions. First, we have restricted to simply connected types in many places, where the classical approach applies to nilpotent spaces. We have done this primarily to avoid complicating the paper further with a treatment of nilpotent types and we expect this to be addressed in future work. Similarly, work on a fracture theorem allowing a type to be reconstructed from its localizations is in progress. This is a natural point to mention that very little of the present work has been formalized in a proof assistant, but that we hope to address this in the future.
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1.1. Notation and conventions. We primarily follow the notation used in [12] . For example, we write 0 for the empty type and 1 for the unit type.
We also make use of standard background from [12] , such as the notion of a pointed type (X, x 0 ) and its loop space Ω(X, x 0 ) :≡ (x 0 = x 0 ), which is written ΩX when the basepoint can be suppressed. A pointed map from (X, x 0 ) to (Y, y 0 ) is a map f : X → Y and a path p : f (x 0 ) = y 0 . We write X → * Y for the pointed type of pointed maps from (X, x 0 ) to (Y, y 0 ), leaving the base points implicit. A pointed map f induces a pointed map ΩX → ΩY in a natural way.
We assume the existence of higher inductive types, which are used in [11] to construct the localization with respect to a map. We also work with the circle S 1 defined as a higher inductive type with one point constructor base : S 1 and one path constructor loop : base = base. Mapping from S 1 to a type X is the same as providing an element x : X and a loop p : x = x. It also follows from the existence of higher inductive types that truncations exist.
We assume univalence and, in particular, function extensionality. We write U for a univalent universe, and assume that all free type variables lie in U. In a few places we will deal with types not in U. In those cases a small type will mean a type in U, and a locally small type will mean a type whose identity types are equivalent to small types.
Reflective subuniverses and their separated types
In this section, we develop the general theory of reflective subuniverses, drawing on [11] and emphasizing those properties that are necessary in what follows.
We begin in Section 2.1 with definitions and preliminary observations. While we later specialize to deg(k)-localization, working in greater generality clarifies the structure of many of the arguments. For example, other reflective subuniverses, such as the subuniverse of n-truncated types, naturally arise as we investigate deg(k)-local types. The key to understanding the relationship between deg(k)-local types and truncated types can be phrased as a general comparison result about reflective subuniverses, which we record in Lemma 2.11.
In Section 2.2, we focus on the separated types of a given reflective subuniverse L. These are the types whose identity types are in the subuniverse. In the case of localization with respect to a map f , the separated types are precisely the Σf -local types. Many of the results that we will need for Σf -localization can be phrased as more general results on L-separated types, and we prove them as such.
Write L for the subuniverse of L-separated types. Section 2.3 contains a proof that Lseparated types form a reflective subuniverse. This is not necessary for our later results since, in the case of localization with respect to a map f , L f -local types and L Σf -local types coincide. However, this result may be of use to the reader interested in more general localizations.
In Section 2.4, we show that L and L together behave similarly to a lex modality. In particular, we characterize the identity types of L -localizations and give results about the preservation of pullbacks and fiber sequences.
2.1. Reflective subuniverses. In this section, we develop background on reflective subuniverses, building on [11] . Our investigation of localization with respect to families of maps, carried out in Section 3, fits into this general framework.
Example 2.2. For any n ≥ −2, being n-connected is a mere proposition, so the class of n-connected types forms a subuniverse. Definition 2.3. Given a subuniverse L and a type X, an L-localization of X consists of an L-local type X and a map g : X → X such that for every L-local type Y the map
is an equivalence. We call this last fact the universal property of L-localization.
A straightforward application of the universal property and the univalence axiom shows that localizations are unique when they exist:
. Given a subuniverse L, the type of L-localizations of X is a mere proposition.
Example 2.6. Many examples of reflective subuniverses are obtained by localizing at a family of maps f :
is an equivalence for all i : I. By [11, Theorem 2.16], the f -local types form a reflective subuniverse which we denote by L f . Examples of this include n-truncation for any n ≥ −2 and deg(k)-localization. We specialize to L f in Section 3 and specialize further to inverting natural numbers in Section 4.
In the rest of this section, L will denote an arbitrary reflective subuniverse. We recall the basic properties of reflective subuniverses from [11] and [12, Section 7.7] . First, two reflective subuniverses with the same local types necessarily have the same reflector and the same unit. This means that being reflective is a mere property of a subuniverse. Moreover, a type X is local if and only if the unit η X : X → LX is an equivalence. The reflector L is automatically functorial in the sense that for any g : The universal property of L-localization can be regarded as a recursion principle. From this point of view, it turns out that a reflective subuniverse has an induction principle (dependent elimination) precisely when it is closed under dependent sums: (1) For any local type X and any family P : X → U L of local types, the dependent pair type (x:X) P (x) is again local. (2) For any type X and any family P : LX → U L , the precomposition map
For any type X, the unit η X : X → LX is L-connected, i.e., for any l : LX, the localization L(fib η X (l)) is contractible. If any of these equivalent conditions hold, we say that L is a modality.
Although an arbitrary reflective subuniverse need not have dependent elimination into families of local types (property (2), above), we observe that if property (1) holds for a particular type family over LX, then property (2) holds for that type family. This gives a restricted version of the dependent elimination principle, which we will use several times in what follows to circumvent the fact that deg(k)-localization is not a modality. Proposition 2.8. Consider a type X and a type family P : LX → U such that the total space (l:LX) P (l) is local. Then the precomposition map
This follows from the proof that (1) implies (2) in [11, Theorem 1.32], but we include a proof here for completeness.
Proof. Since LX is local and (l:LX) P (l) is local, the precomposition maps η X * in the commuting square
are equivalences. It follows that they induce an equivalence from the fiber of the lefthand map pr 1 • -at id LX to the fiber of the right-hand map pr 1 • -at η X . In other words, we have an equivalence
As one might expect, maps that become equivalences after L-localization will become relevant later. We call such a map an L-equivalence.
Lemma 2.9. For a map g : X → Y , the following are equivalent:
(1) g is an L-equivalence.
(2) For any local type Z, the precomposition map
is an equivalence.
This implies in particular that the unit η : X → LX is an L-equivalence for any type X.
Proof. First we show that (1) implies (2) . Let Z be L-local. From the square used to define Lg, we can factor the map (Y → Z)
is an equivalence for every L-local type Z. Then, using the same factorization and choosing Z to be LX and LY , we deduce that Lg must be an equivalence. Lemma 2.9 also implies that L-equivalences are closed under transfinite composition. We make use of the notion of sequential colimit from [3, Section 3.1].
Lemma 2.10. If the maps in a sequential diagram
Proof. By Lemma 2.9, it is enough to check that h
is an equivalence for every L-local type Z. By the induction principle of the sequential colimit, we can factor h * as
and by hypothesis the transition maps (X n+1 → Z) → (X n → Z) in the limit diagram are equivalences, so the second map is an equivalence as was to be shown.
In Section 4, we will be interested in the effect of localization on the homotopy groups of a type. For this, we need to understand the relationship between localization and truncation. Since truncations are also examples of reflections onto reflective subuniverses, the following two general lemmas will be useful.
The first lemma is a straightforward generalization of [11, Lemma 3 .29].
Lemma 2.11. Let K and L be reflective subuniverses such that L preserves K-local types in the sense that LX is K-local whenever X is K-local. Then the types that are both K-local and L-local form a reflective subuniverse, and LK = LKL is the reflector. If in addition K preserves L-local types, then KL = LK.
Lemma 2.12. Let K and L be reflective subuniverses with K contained in L. Write η K and η L for the units.
Proof.
(1) follows from Lemma 2.9, and (2) is clear. For (3), one checks that the unit η L X : X → LX has the universal property of K-localization. 2.2. The subuniverse of separated types. We next investigate the types whose identity types are L-local. We call these the L-separated types and denote the subuniverse by L . We show that the universe of L-local types is L-separated, up to size issues, and this is sufficient to extend families of L-local types over L -localizations, an important tool in our work. We finish with a constrained dependent elimination rule. Definition 2.13. Let L be a reflective subuniverse and let X : U be a type. We say that X is L-separated if its identity types are L-local types. We write L for the subuniverse of L-separated types.
In other words, a type X is L-separated if its diagonal ∆ :
Example 2.14. Given n ≥ −2, the subuniverse of (n + 1)-truncated types is precisely the subuniverse of separated types for the reflective subuniverse of n-truncated types.
More generally, for any family of maps f , the separated types for the subuniverse of f -local types are also characterized in a simple way: Lemma 2.15. Let f : (i:I) A i → B i be a family of maps. Denote the family consisting of the suspensions of the functions by Σf :
Proof. By the induction principle for suspension and naturality, we obtain for each i : I a commutative square
in which the horizontal maps are equivalences. So X is Σf -local if and only if the right vertical map is an equivalence for every i : I, if and only if for each x, y : X, the type x = y is f i -local for every i : I.
Notice that in this case the subuniverse of separated types is reflective since it is again localization with respect to a family of maps [11, Theorem 2.16 ]. This holds more generally: we will prove in Section 2.3 that the subuniverse of separated types is always reflective. In the remainder of this section, we give results that will be used for that proof as well as in later parts of the paper. So, given that separated types form a reflective subuniverse, it will follow that if L is a modality, then so is L .
Proof. By definition, a type is L-separated if and only if its identity types are L-local. So any subtype of an L-separated type is again L-separated. It follows that the image of η is L-separated, and thus we have an extension
which is easily seen to be a section of the inclusion im(η ) → X . Therefore, η is surjective.
Proposition 2.18. The identity types of the subuniverse U L are equivalent to L-local types.
Proof. Note that for any two L-local types A and B we have (A = U L B) (A B) by univalence and the fact that being L-local is a mere proposition. Now, notice that the type A B is equivalent to the pullback
The only thing that prevents U L from actually being L-separated is the fact that U L is not small. But we can still treat it as an L-separated type in the following sense.
Lemma 2.19. Every type family
Proof. We prove the first form of the statement. By Proposition 2.18, the identity types of U L are equivalent to small types, i.e., U L is a locally small type. By the join construction [10] , the image of P can be taken to be a small type I in U, so there is a factorization of P into a surjectionP : X → I followed by an embedding i :
Since the identity types of I are equivalent to identity types of U L , and I is small, it follows that the identity types of I are actually L-local. This means that I is an Lseparated type, so we can extendP to L X giving us the desired extension of P by composing with i. Since X → L X is surjective (Lemma 2.17), any such extension must factor through the image I. So uniqueness follows from the universal property of L -localization.
Remark 2.20. In the special case in which L is localization with respect to a family of maps f (see Section 3), which is enough for our purposes, Lemma 2.19 has a simpler proof. As Lemma 2.15 shows, L corresponds to localization with respect to the family Σf of suspended maps. In this case, the localization L can be constructed using a higher inductive type that can eliminate into any f -local type, not only small ones, as [11, Lemma 2.15] shows, so the result follows.
Proof. For any (x, p) and (y, q) in (x:X) P (x), the type (x, p) = (y, q) is equivalent to the pullback (x, p) = (y, q) 1
Lemma 2.21 and Proposition 2.8 imply that L -localizations have a dependent elimination principle.
Proposition 2.22. Let P : L X → U be a type family with L-local fibers. Then precomposition with an L -localization η : X → L X induces an equivalence
We next show that for any reflective subuniverse L, the subuniverse L of L-separated types is reflective. The material in this section is not needed in the rest of the paper, since we later specialize to the case where L is localization with respect to a family f of maps. In this case L = L Σf , which is known to be reflective. Nevertheless, the more general existence we prove in this section is likely to be of use in other situations.
To show that L is reflective, we use a 'local version' of the type theoretic Yoneda Lemma.
Lemma 2.23. For each y : X and each P : X → U L , the map
given by f → f (y, η(refl y )) is an equivalence. The inverse sends p in P (y) to the unique map f :
Proof. By the universal property of L(y = z) and identity elimination, the map in the statement can be factored as follows:
The description of the inverse follows immediately.
We will need a general lemma that allows us to construct extensions along maps.
Lemma 2.24. Let g : A → B and f : A → C be maps for which we have a unique extension
for every b : B. Then f extends uniquely along g.
Proof. By assumption we have
The center of contraction gives us an extension
and its uniqueness follows from the contraction.
Next we give a sufficient condition for a map to be an L -localization.
Proposition 2.25. Let X be a type. If η : X → X is a surjective map such that for any x, y : X,
is an L-localization, then η is an L -localization.
Proof. By assumption, the types η (x) = η (y) are L-local for every x, y : X. Since η is surjective, it follows that x = y is L-local for every x , y : X . That is, X is L-separated.
It remains to show that η is universal, so assume given f : X → Y with Y L-separated. By Lemma 2.24, it is enough to show that f restricts to a unique constant map on the fibers of η . This means that we must show that
is contractible for every x : X . Since this is a mere proposition, and η is surjective, we can assume that x = η (z). So it is enough to show that
is contractible for every z : X. Since Y is assumed to be L-separated and ap η is assumed to be an L-localization, this type is equivalent to
and it is easy to see that this is a contractible type by applying the contractibility of the total space of the path fibration twice. Now we can prove the main result of this section.
Theorem 2.26. For any reflective subuniverse L, the subuniverse of L-separated types is again reflective.
We would like to define L X to be im(Y L ), but this is a subtype of X → U, so it is not small (i.e., it does not live in U). However, since U is locally small, so is X → U. Thus the join construction [10] implies that the image is equivalent to a small type which we denote L X. This comes equipped with a surjective map η : X −→ L X, which we take to be the unit of the reflective subuniverse.
To show that η is a localization, we apply Proposition 2.25. First we show that L X is L-separated. Since η is surjective and being L-local is a proposition, it is enough to show that η (x) = η (y) is L-local for x and y in X. Since L X embeds in X → U, we have an equivalence between η (x) = η (y) and (λz.
It remains to show that the canonical map L(x = y) → (η (x) = η (y)) is an equivalence. By the above argument, combined with univalence, the problem reduces to showing that the canonical map
is an equivalence. Using symmetry of equivalences, it suffices to show that the map
is an equivalence. Moreover, since the forgetful map from equivalences to maps is an embedding, it is enough to show that the composite map
is an equivalence. Indeed, if i is an embedding and i • g is an equivalence, then i is surjective. Therefore i is an equivalence and hence so is g.
By the local Yoneda Lemma 2.23, with
which sends p : L(x = y) to the unique function f such that f (x, η(refl x )) = p. So it suffices to show that α x,y = β x,y . By the universal property of L(x = y), it is enough to show that α x,y • η = β x,y • η as maps (x = y)
. Letting x and y vary and using path induction, we reduce the problem to showing that α x,x (η(refl x )) = β x,x (η(refl x )).
Since α x,y is defined by path induction, it is easy to see that
2.4. L -localization and finite limits. We now explain how L and L together behave similarly to a left exact (lex) modality, i.e., a modality that preserves pullbacks. Theorem 3.1 of [11] gives 13 equivalent characterizations of a lex modality, and it turns out that these hold for any reflective subuniverse if the modal operator is replaced by L and L in the appropriate way. The propositions in this section show this for parts (ix), (x), (xii) and (xi) of Theorem 3.1, respectively. The proofs use the dependent elimination of L in a crucial way, but do not use the specific construction of L -localization, just the existence.
Note that L itself is not necessarily lex, even if L is lex. For example, (−2)-truncation is lex, but (−1)-truncation is not.
We start with a characterization of the identity types of an L -localization. This is a generalization of [12, Lemma 7.3.12] . Proposition 2.27. Given a type X and points x, y : X, the unique map L(x = y) → (η x = η y) making the triangle
commute is an equivalence. In particular, when X is pointed, ΩL X LΩX.
Proof. Fix x : X. By Lemma 2.19, the type family X → U L sending y to L(x = y) extends to L X as follows:
We claim that it is enough to prove that the total space of P is contractible. To see this, notice that if (y:L X) P (y) is contractible then we would have a commutative
(y:L X) η x = y ∼ that restricts to the triangle in the statement for each y : Y . For the center of contraction of (y:L X) P (y) we take (η (x), η(refl x )). It remains to construct a contraction (y:L X) (p:P (y)) (η (x), η(refl x )) = (y, p). By Lemma 2.21, the total space of P is L-separated, so it follows that
is L-local for every y : L X. Thus Proposition 2.22 reduces the problem to constructing a term of type
On the other hand, for y : X we have equivalences
where the last type is clearly L-local. So we can apply Proposition 2.8 to reduce the problem to constructing a term of type (y:X) (p:x=y) (η (x), η(refl x )) = (η (y), η(p)), which we can do using path induction.
Before proving the next result, we need a lemma, which follows directly from the dependent elimination of L . Lemma 2.28. Let P : L X → U be a type family over L X. Then the map f :
Proof. Assume given an L-local type Z and notice that we have the following factorization of f * :
In the second equivalence, we use Proposition 2.22 together with the fact that Z and
Proof. The result follows by observing that the L-localization of the map P → Q can be factored as the following chain of equivalences:
LQ.
Here we used [11, Theorem 1.24] in the second equivalence and Proposition 2.27 in the third one. For the fourth equivalence we use the naturality squares of L , while the fifth equivalence follows from Lemma 2.28.
As a consequence we get a result about the preservation of certain fiber sequences.
Corollary 2.30. Given a fiber sequence
in which the left vertical map is an L-equivalence. Here F is the fiber over some x 0 : X, and F is the fiber over η (x 0 ).
Proof. Let x : X. We must show that the L-localization of F , the fiber of f over x : X, is contractible. To prove this we use Corollary 2.30, which gives us an L-equivalence between F and F , the fiber of L f at η x. The map L f is an equivalence by hypothesis, so F 1, and thus F is L-connected.
While the converse of Proposition 2.31 does not hold, it is shown in [11, Lemma 1.35] that every L-connected map is an L-equivalence. Proposition 2.32. Given maps f : Y → X and g :
Proof. If g is L -connected, then both g • f and g are L -equivalences, and thus f is an L -equivalence. Then Proposition 2.31 implies that f is L-connected.
For the converse, notice that taking fibers over each z : Z reduces the problem to showing that given an L-connected map f :
Since L Y is contractible, it is enough to show that L f is an equivalence. To do this, we prove that the fibers of L f are contractible. Since this a proposition, and η : X → L X is surjective (Lemma 2.17), it is enough to show that, for each x : X, the fiber F of L f at η (x) is contractible. Notice that F is L-local, since L Y being contractible implies that F is equivalent to an identity type of L X. Now, using Corollary 2.30, we get an L-equivalence between the fiber of f at x, and F . But since F is also L-local, this is in fact an L-localization. Using the fact that f is L-connected, we deduce that F is contractible.
Remark 2.33. The above proposition almost gives us a 2-out-of-3 property that combines L and L . However the map 0 → 1 is (−2)-connected, and 1 is (−1)-connected, whereas 0 is not (−1)-connected. So the remaining implication of the 2-out-of-3 property does not hold. One can show the weaker result that the composite of an L-connected map followed by an L -connected map is L-connected.
Remark 2.34. Proposition 2.27 allows us to give a concrete description of the extension defined in Lemma 2.19. Using an argument similar to the one used in the proof of Proposition 2.29, one can show that given an L -localization η : X → L X and a map f : Y → X with L-local fibers, f is the pullback of the fiberwise L-localization of η • f .
We conclude this section with a characterization of L -localizations.
Theorem 2.35. Consider a reflective subuniverse L, and let X be a type. For a map η : X → X , the following are equivalent:
(2) The map η : X → X is surjective and for any x, y : X,
is an L-localization.
Proof. Assume that (1) holds. The map η is surjective by Lemma 2.17. The other claim follows from Proposition 2.27. The other implication is Proposition 2.25.
Remark 2.36. It follows that a type X is L -connected if and only if it is merely inhabited and x 1 = x 2 is L-connected for every x 1 , x 2 : X. More generally, using that the identity types of the fibers of f : A → B are equivalent to fibers of A → A × B A, we see that a map f : A → B is L -connected if and only if f is surjective and the diagonal A → A× B A is L-connected.
Localization with respect to a family of maps
In this section, we discuss localization with respect to a family of maps. Our primary examples are localization at the degree k map from S 1 to S 1 and localization at a family of such maps.
In Section 3.1, we prove some basic properties and study some consequences of the general theory of separated subuniverses in the case of localization with respect to families of maps. In Section 3.2, we give conditions under which f -localization preserves coproducts and connectedness. Finally, Section 3.3 contains results about the interaction between orthogonal factorization systems and localizations at families of maps, generalizing some previous results. The results in Section 3.3 are not used in the rest of the paper.
Local types and their properties.
We recall the following definitions from [11] . Definition 3.1.
(1) Let f : (i:I) A i → B i be a family of maps indexed by a type I. A type X is f -local if f i * : (B i → X) → (A i → X) is an equivalence for every i : I. (2) Let A : I → U be a family of types. A type X is said to be A-null if it is u-local for the family of maps u : (i:I) A i → 1.
As previously noted, [11, Theorem 2.16] shows that for every family f , the f -local types form a reflective subuniverse. The localization L f X is constructed as a higher inductive type, and we write η X : X → L f X for the unit. In the case of a family A : I → U, localization at the unique family u : (i:I) A i → 1 is called A-nullification. By [11, Theorem 2.17], the reflective subuniverse of A-null types is stable under dependent sums and therefore A-nullification is a modality (Theorem 2.7).
Example 3.2. We recall the following basic examples from [11] .
(1) The unit type is f -local for any map f . When f consists of pointed maps between pointed types, we can test whether a type X is local using the pointed mapping types. 
is an equivalence for every base point x : X and every i : I. If X is connected, then it is enough to check this for one x : X.
Proof. The second claim follows from the first one, since isEquiv is a mere proposition. For the first claim, fix i : I and consider the diagram
where the horizontal sequences are fiber sequences with the fiber taken over some x : X. Since fiberwise maps are equivalences exactly when they are fiberwise equivalences, the vertical map in the middle is an equivalence if and only if the vertical map on the left is an equivalence for every x : X.
Since the pointed mapping space 1 → * X is contractible for any pointed space X, we have the following corollary. Given this corollary, we are led to consider the relationship between f -local types and Σf -local types, as a step towards comparing L f and L Σf . Theorem 3.6. Let f : (i:I) A i → B i and let n ≥ 1. Consider the following conditions on a type X:
(1) X is f -local.
(2) X is Σ n−1 C f -null, where C f is the family of cofibers of the family f . (3) X is Σ n f -local. Then (1) =⇒ (2) =⇒ (3). Moreover, if the pointed mapping spaces (A i → * X) and (B i → * X) are (n − 1)-connected for all choices of base point x : X and every i : I, then the three conditions are equivalent.
Proof. We will show the required implications for each i : I. So, without loss of generality we consider a single map f : A → B.
By Lemma 3.3, it suffices to consider pointed mapping spaces for each x : X. With x chosen, we have a long fiber sequence
Assuming (1), from the first fiber sequence in the diagram above it follows that (C f → * X) is contractible. This means that X is C f -null and thus Σ n−1 C f -null, since any C f -null type is also C f -separated. Thus (1) implies (2) .
To see that (2) implies (3), consider a piece of the above fiber sequence:
If (2) holds, then the base of the fiber sequence is contractible and thus the inclusion of the fiber in the total space is an equivalence, proving (3). Finally, we show that (3) implies (1) under the connectedness hypotheses. Notice that we can express (Σ n f )
using [12, Lemma 6.5.4]. If X is Σ n f -local, it follows that Ω n (f * ) is an equivalence. By hypothesis, (A → * X) and (B → * X) are (n − 1)-connected, and so by [12, Corollary 8.8.2] applied n times it follows that f * : (B → * X) → (A → * X) is an equivalence.
3.2. Preservation of coproducts and connectedness. We begin this section by studying conditions under which f -localization preserves coproducts. By a coproduct, we mean a set-indexed -type. We first prove a lemma, which will also be used in Section 4.1. Lemma 3.7. Let f : (i:I) A i → B i be a family of maps between connected types. Then a coproduct of f -local types is f -local. In particular, sets are f -local.
Proof. It suffices to prove the lemma for each f i , so we assume that we are given a single map f : A → B. Let J be a set and let T : J → U be a type family. Since A is connected, we have (A → J)
The same is true for B, so we can factor the map f * :
which shows that j T j is f -local. Since 1 is f -local, a special case is that j 1 J is f -local. Proof. Let J be a set and let S : J → U be a type family. Consider the coproduct j S j . By Lemma 3.7, j L f S j is f -local. We claim that the natural map j S j → j L f S j is a localization. Let Y be f -local. Then we have
Our next goal is to give conditions under which f -localization preserves n-connectedness.
Proposition 3.9. Let K be a reflective subuniverse and let f be a family of K-equivalences. Then η : X → L f X is a K-equivalence for every X.
Proof. Since each f i is a K-equivalence, every K-local type is f -local, by Lemma 2.9. Therefore, η : X → L f X is a K-equivalence by Lemma 2.12(1).
Corollary 3.10. For n ≥ −1, let f be a family of maps such that each f i n is an equivalence. If X is n-connected, then L f X is n-connected.
Proof. Let K be the subuniverse of n-truncated types. Then each f i is a K-equivalence, by assumption. It follows from Proposition 3.9 that X → L f X is a K-equivalence. Thus, if X n is contractible, so is L f X n .
3.3.
Orthogonal factorization systems. In this section, we strengthen Corollary 3.10, using the framework of orthogonal factorization systems. While we do not need this generalization in the rest of the paper, the stronger results will likely be of independent interest.
Roughly speaking, an orthogonal factorization system consists of classes L and R of maps such that every map factors uniquely as r • l, with l in L and r in R. See [11] for more information. The reader not familiar with orthogonal factorization systems can assume that L is the class of n-connected maps and R is the class of n-truncated maps for some n ≥ −2; this case is treated in [12, Section 7.6 ]. (For example, when n = −1, L consists of the surjective maps and R consists of the embeddings.) Lemma 3.11. Let (L, R) be an orthogonal factorization system and let f : (i:I) A i → B i be a family of maps in L. If r : S → X is in R and X is f -local, then S is f -local. In particular, if each f i is surjective, then any subtype of an f -local type is f -local.
Proof. Suppose that X is f -local and that r : S → X is in R. Fix i : I. Since f i is in L and r is in R, the following square is a pullback:
This follows from [11, Lemma 1.44], which says that the fibers of the map comparing S B i to the pullback are contractible. The bottom arrow is an equivalence since X is f -local, so the top arrow is an equivalence, as required.
Theorem 3.12. Let (L, R) be an orthogonal factorization system and let f be a family of maps in L. Then η :
Proof. Factor the unit map as
with l in L and r in R. By Lemma 3.11, I is f -local. This gives us a map l :
By the universal property of L f X, it must be the case that r • l is homotopic to the identity of L f X. Similarly, l • r is an automorphism of I that respects the factorization, so it must be homotopic to the identity of I. Thus r is an equivalence and so η = r • l is in L.
Corollary 3.13. For n ≥ −1, let f be a family of (n − 1)-connected maps. If X is n-connected, then L f X is n-connected.
Proof. Applying Theorem 3.12 with L the (n − 1)-connected maps and R the (n − 1)-truncated maps gives that η : X → L f X is (n − 1)-connected. Using the forward implication of Proposition 2.32 with L being (n − 1)-truncation, we see that when X is n-connected, so is L f X. Proposition 3.9 and Theorem 3.12 are very similar. To compare them in a concrete situation, take K to be the subuniverse of n-truncated types and consider the orthogonal factorization system in which L is the class of n-connected maps. If a map g is n-connected, then Kg = g n is an equivalence, so Theorem 3.12 makes a stronger assumption on f and gives a stronger conclusion about η : X → L f X. Thus neither result implies the other.
On the other hand, Corollary 3.13 has the same conclusion as Corollary 3.10, but makes a weaker hypothesis, since if f n is an equivalence then f is (n − 1)-connected. This is strictly weaker. For example, if n = 0, the former is the condition that f is a bijection on components, while the latter is the condition that f is surjective on components.
Localization away from sets of numbers
In this section, we focus on localization with respect to the degree k map deg(k) : S 1 → S 1 , for k : N, and with respect to families of such maps. The degree k map is defined by circle induction by mapping base to base and loop to loop k . Using suggestive language that mirrors the algebraic case, we call L deg(k) "localization away from k" and say that we are "inverting k." We note that, for many applications, one considers localization away from k for k prime. However, for the results of this section, k can be any natural number.
As might be expected, deg(k)-localizations can be combined to localize a type at a prime p, by localizing with respect to the family of maps deg(q) indexed by all primes q different from p. With this case in mind, we study localization with respect to any family of degree k maps indexed by a map S : A → N for some type A. In other words, we localize with respect to the family deg • S : A → S 1 → S 1 . We denote the family deg • S by deg(S).
The main goal of this section is to show that, for simply connected types, deg(S)-localization localizes the homotopy groups away from S (as long as S indexed by N), as is true in the classical setting.
We begin with a discussion of localization of groups in Section 4.1, which we need in order to describe the effect of localization on homotopy groups.
In Section 4.2, we give characterizations of deg(S)-localization for highly connected types. In particular, we show that the localization of a simply connected type can be computed as the nullification with respect to M S , the family of cofibers of the maps deg(S(a)), or as the localization with respect to Σdeg(S), the family of suspensions of these maps. We prove that the deg(S)-localization of a pointed, (n − 1)-connected type inverts S in π n , and deduce from this that every group has a localization away from S.
These characterizations of deg(S)-localization are of interest to us for two reasons. First, the observation that deg(S)-localization can be computed via a nullification implies that, restricted to simply connected types, deg(S)-localization is a modality and therefore is better behaved than an arbitrary localization. Second, the fact that deg(S)-localization can be computed as Σdeg(S)-localization allows us to deduce that, for simply connected types, deg(S)-localization commutes with taking loop spaces, a fact we use in the next section.
In Section 4.3, we give a method for computing the deg(S)-localization of a loop space via a mapping telescope construction. This allows us to show that the localization of an Eilenberg-Mac Lane space K(G, n), for n ≥ 1 and G abelian, is K(G , n), where G is the algebraic localization of G away from S.
In Section 4.4, we combine the results of Section 4.3 and observations about the interaction between deg(S)-localization and truncation to show that localizing a simply connected type at deg(S) localizes all of the homotopy groups away from S. The results of the last two sections assume that the family S is indexed by the natural numbers.
Finally, in Section 4.5 we give a direct proof of the fact that the localization of an abelian group in the category of groups coincides with its localization in the category of abelian groups, which also follows from Theorem 4.22. This section is not needed in the rest of the paper.
Localization of groups.
We fix a family S : A → N of natural numbers and consider the family of maps deg(S) : A → S 1 → S 1 sending a to deg(S(a)).
We begin by defining the collection of groups that will be the "local" groups for our algebraic localization. We make the standard assumption that the underlying type of a group is a set. Definition 4.1. For k : N, a group G is uniquely k-divisible if the k-th power map g → g k is a bijection. A group G is uniquely S-divisible if it is uniquely S(a)-divisible for every a : A.
When the group is additive, the k-th power map is usually called the "multiplication by k map." Notice that for non-abelian groups the map is not a group homomorphism in general.
Our first goal is to show that the homotopy groups of a deg(S)-local type are uniquely S-divisible. In order to do this, we begin by characterizing the deg(S)-local types.
Lemma 4.2.
A type X is deg(S)-local if and only if, for each x : X and a : A, the map S(a) : Ω(X, x) → Ω(X, x) sending ω to ω S(a) is an equivalence.
Proof. We apply Lemma 3.3. Let x : X and a : A. By the universal property of the circle, we have an equivalence (S 1 → * X) Ω(X, x), and it is easy to see that the square
commutes. So we conclude that deg(S(a)) * is an equivalence if and only if S(a) is an equivalence. Proposition 4.3. If X is a pointed, deg(S)-local type, then π m+1 (X) is uniquely Sdivisible for each m : N. Conversely, if for some n ≥ 0, X is a pointed, simply connected n-type such that π m+1 (X) is uniquely S-divisible for each m : N, then X is deg(S)-local.
For the converse, the requirement that X be truncated is needed because we need to use Whitehead's theorem.
Proof. Let X be a pointed, deg(S)-local type and let a : A. In this proof, we write deg(k, Y ) for the degree k map on ΩY , where k = S(a). For every m : N, the map
It follows that Ω m deg(k, X) induces the k-th power map on π m+1 (X). Since deg(k, X) is an equivalence, the k-th power map on π m+1 (X) must be an equivalence for each m. In other words, π m+1 (X) is uniquely S-divisible for each m.
Conversely, suppose that, for some n ≥ 0, X is a pointed, simply connected n-type such that π m+1 (X) is uniquely S-divisible for each m : N. Let a : A and let k = S(a). Since X is pointed and connected, it suffices to show that deg(k, X) : ΩX → ΩX is an equivalence. By the above argument, deg(k, X) induces the k-th power map on each π m+1 (X) = π m (ΩX). By assumption, these k-th power maps are bijections. Since ΩX is a pointed, connected (n − 1)-type, it follows from the truncated Whitehead theorem [12, Theorem 8.8.3 ] that deg(k, X) is an equivalence.
Our next goal is to show that a group G is uniquely S-divisible if and only if the Eilenberg-Mac Lane space K(G, 1) is deg(S)-local. For this, we use the following theorem.
Theorem 4.4 ([4, Theorem 4]).
Given n > 1, the pointed, (n−1)-connected, n-truncated types together with pointed maps form a univalent category, and this category is equivalent to the category of abelian groups and group homomorphisms. Similarly, when n = 1 we have an equivalence between the category of pointed, 0-connected, 1-truncated types and the category of groups.
The equivalence in Theorem 4.4 is given by mapping a pointed, (n − 1)-connected, n-truncated type X to π n (X), and the inverse is given by mapping a group G to the Eilenberg-Mac Lane space K(G, n), as constructed in [8] . Moreover, [4] shows that the inverse equivalence maps short exact sequences of groups to fiber sequences of types. Note that the n > 1 case of Corollary 4.5 also follows immediately from Proposition 4.3.
Now we define what it means to localize a group away from S. This concept is needed to state our main result, Theorem 4.25. Definition 4.6. Given a group G, a homomorphism η : G → G is a localization of G away from S in the category of groups if G is uniquely S-divisible and for every group H which is uniquely S-divisible, the precomposition map η * : Hom(G , H) → Hom(G, H) is an equivalence. If G is abelian and η : G → G has the universal property only with respect to uniquely S-divisible abelian groups, we say η is a localization of G away from S in the category of abelian groups.
Remark 4.7. It will follow from Proposition 4.15 that every group G has a localization G → G away from S, obtained by applying π 1 to the deg(S)-localization of K (G, 1) . Similarly, if G is abelian, its localization in the category of abelian groups is obtained by applying π 2 to the deg(S)-localization of K(G, 2). Moreover, by Theorem 4.22, these algebraic localizations agree when restricted to abelian groups. In Section 4.5, we give an independent, purely algebraic construction of the localization of an abelian group away from S which also shows that the two localizations agree.
We conclude this section with three examples. The first two show that deg(k)-localization is not a modality. The first one uses a homotopical construction, while the second one is purely algebraic. The third example shows that the deg(k)-local types are not the separated types for any reflective subuniverse L. In particular, by localizing the fiber sequence Q/Z → K(Z, 1) → K(Q, 1) we see that deg(k)-localization does not preserve fiber sequences in general.
Example 4.9. Let B be the subtype of Q → Q consisting of functions with bounded support. We can define this type constructively as the type of functions together with a mere bound for their support:
The group operation is given by (f + g)(x) = f (x) + g(x). Notice that both Q and B are uniquely k-divisible for any k > 0.
Consider the semidirect product P :≡ B Q, where Q acts by translation:
It can be shown that (δ 0 , 2) : P does not have a square root. It follows that if we apply the functor K(-, 1) to this short exact sequence of groups, we obtain a fiber sequence with connected, deg(2)-local base and fiber, but for which the total space is not deg(2)-local. Similarly, it can be shown that for any k > 1, P is not uniquely k-divisible and therefore that deg(k)-localization is also not a modality. Example 4.10. As a final example in a similar spirit, we show that for k > 1, L deg(k) is not of the form L for any reflective subuniverse L. For any L, the L-separated types are determined by their identity types. However, the identity types of K(Q, 1) and K(Z, 1) are equivalent, and the former is L deg(k) -local while the latter is not.
4.2.
Localizing highly connected types. We continue to fix a family S : A → N of natural numbers and the associated family of maps deg(S) : A → S 1 → S 1 sending a to deg(S(a)). We write M S for the family of cofibers, which sends a to the cofiber of deg(S(a)), a "Moore space." We write Σdeg(S) for the family of suspensions of the maps deg(S(a)), and similarly consider Σ n M S and Σ n deg(S).
The main result of this section is:
Note that this implies that the same is true for the other localizations "between" deg(S) and Σ n deg(S).
are equivalences, by Lemma 2.12(3).
This theorem fails without the connectedness hypothesis, as the next example shows.
Example 4.12. The type S 1 is not deg(k)-local for k > 1 but it is M k -null. On the one hand, ΩS 1 is equivalent to the integers, and the k-fold map is multiplication by k, which is not an equivalence. On the other, mapping from the cofiber sequence S 1 → S 1 → M k into S 1 we obtain the fiber sequence:
and the multiplication by k map on the integers is injective, so the pointed mapping space M k → * S 1 is contractible. Therefore S 1 is M k -null by Corollary 3.4.
As an application of Theorem 4.11, we have:
Corollary 4.13. For a pointed, simply connected type X, we have
Proof. This follows from Corollary 3.5 and Theorem 4.11.
For k > 1, taking X = K(Z/kZ, 1) and considering L deg (k) shows that the assumption that X is simply connected cannot be removed.
Note that we cannot necessarily iterate the interchange of Ω and deg(S)-localization, since ΩX might fail to be simply connected.
It also follows that these localizations preserve l-connected types. 
Proof. If n ≥ l, this follows from Corollary 3.10. If n < l, then Theorem 4.11 implies that L Σ n deg(S) X L Σ l deg(S) X, putting us in the situation where n = l.
The following proposition implies that localizations of groups always exist (see Remark 4.7) and is also used to prove Theorem 4.22.
Proposition 4.15. For n ≥ 1, the deg(S)-localization of a pointed, (n − 1)-connected type X localizes π n (X) away from S. The algebraic localization takes place in the category of groups if n = 1 and abelian groups otherwise.
Proof. By Proposition 4.3, we know that π n (L deg(S) X) is uniquely S-divisible. So it remains to show that precomposition with π n (η) :
for every uniquely S-divisible group H (where H is assumed to be abelian if n > 1).
Notice that this map is equivalent to
which in turn is equivalent to
by Theorem 4.4, using the fact that L deg(S) X n is still (n − 1)-connected (Corollary 4.14). Finally, this last map is equivalent to
since K(H, n) is n-truncated. And this map is an equivalence, since K(H, n) is deg(S)-local by Corollary 4.5.
The results of this section also let us deduce the following lemma, which generalizes Corollary 4.13 and will be used in Section 4.4. Proof. Since the unit type is deg(S)-local and simply connected, the second claim is a particular case of the first one.
To prove the first claim, assume given a cospan of simply connected types Y → Z ← X, and call its pullback P . We can first Σdeg(S)-localize this cospan and then deg(S)-localize it, to obtain pullbacks Q and Q, together with natural maps P → Q → Q. Since X, Y , and Z are simply connected, the map Q → Q is an equivalence, by Theorem 4.11. On the other hand, using Proposition 2.29 and setting L ≡ L deg(S) , we see that the natural map P → Q is a deg(S)-equivalence. To conclude the proof, notice that Q, being the limit of a diagram of deg(S)-local types, is deg(S)-local, so the map P → Q is actually a deg(S)-localization.
We end this section with the following lemma, which is of a similar flavor and which will be used in Section 4.4.
Lemma 4.17. For l ≥ −2 and n ≥ 0, the l-truncation of a Σ n deg(S)-local type is Σ n deg(S)-local.
Proof. Let X be a Σ n deg(S)-local type. Fix a : A and let k = S(a). We must show that k : Ω n+1 X l → Ω n+1 X l is an equivalence for each basepoint x : X l . If l − (n + 1) ≤ −2, then Ω n+1 X l is contractible, so this is clear. So assume that l − (n + 1) > −2, and in particular that l > −2. Since being an equivalence is a mere proposition, we can assume that x = |x| l for some x : X. Recall that l-truncation is the subuniverse of separated types for (l − 1)-truncation (Example 2.14). Applying Proposition 2.27 n + 1 times gives the equivalences in the square
To show that the square commutes, it suffices to check this after precomposing with the truncation map Ω n+1 X → Ω n+1 X l−n−1 . And this follows since the equivalences commute with the natural maps from Ω n+1 X and both vertical maps commute with k : Ω n+1 X → Ω n+1 X. Since X is Σ n deg(k)-local, the map on the right hand side is an equivalence, so the result follows.
4.3.
Localization of Eilenberg-Mac Lane spaces. In this section, we compute the localization of a loop space as a mapping telescope, in a way that is familiar from classical topology. This specializes to give a concrete description of the localization of an Eilenberg-Mac Lane space for an abelian group. This is the key ingredient in the proofs of the results in the next section. For the remainder of Section 4, we assume that our family S is indexed by the natural numbers, i.e., we have S : N → N and deg(S) sends i to deg(S(i)).
For example, if we want to invert a decidable subset of the natural numbers T : N → bool, we can define a family S : N → N by
It is easy to see that a type is deg(S)-local if and only if it is deg(k)-local for every k such that T (k) is true. The most important example of this form is the case of localizing at a prime p, in which we take T to be the subset of primes different from p.
Lemma 4.18. Given a pointed, simply connected type X, the k-fold
Proof. We have the usual square
Recall that the right vertical map is the unique map that makes the square commute. Now, by Corollary 4.13, we know that for pointed, simply connected types we have L deg(k) ΩX ΩL deg(k) X so that, by the uniqueness of the right vertical map, the above square is equivalent to the square
where the map on the right is the usual k-fold map. But in this square the right vertical map is an equivalence, since
We are almost ready to localize the loop space of a simply connected type away from S : N → N. Before doing this we need a general fact about sequential colimits. − − → · · · , where as usual a natural number k is used to denote the k-fold map.
Proof. We must show that the colimit is deg(S)-local and that the map ΩX → colim ΩX is an L deg(S) -equivalence.
To prove that ΩX → colim ΩX is an L deg(S) -equivalence we use Lemma 2.10, so it is enough to show that all the maps in the diagram are L deg(S) -equivalences. To prove this last fact notice that Lemma 4.18 implies that the s(k)-fold map is an L deg(s(k)) -equivalence. But in particular this implies that it is also an L deg(S) -equivalence, since every deg(S)-local type is deg(s(k))-local for every k. Now we must show that the colimit is deg(S(k))-local for each k. So fix k and recall that the colimit is equivalent to the colimit of the sequence starting at k. That is, we consider the colimit of the sequential diagram with objects C n = ΩX and transition maps h n : C n → C n+1 given by s(n + k). Then colim n C n is pointed and connected by [6] , so it is enough to check that the map S(k) : Ωcolim n C n → Ωcolim n C n is an equivalence. By the commutativity of loop spaces and sequential colimits [6] , it is then enough to show that the natural transformation S(k) : ΩC n → ΩC n induces an equivalence in the colimit.
By the Eckmann-Hilton argument [12, Theorem 2.1.6], the transition map Ωh n : ΩC n → ΩC n+1 is homotopic to s(n + k). We can then apply Remark 4.19, taking f to be the natural transformation given by S(k) in every degree, and both g and g to be the natural transformation given by s(n + k)/S(k) : ΩC n → ΩC n+1 in degree n. We have that g n • f n = f n+1 • g n = s(n + k), and moreover that g • f = f [1] • g = h as natural transformations. So S(k) : ΩC n → ΩC n induces an equivalence in the colimit, as needed.
Using the fact that K(G, n) is the loop space of a simply connected space when G is abelian we deduce:
Corollary 4.21. For n ≥ 1 and G abelian, the deg(S)-localization of K(G, n) is equivalent to the colimit of the sequence
In particular, it follows from [6] that the deg(S)-localization of K(G, n) is n-truncated and (n − 1)-connected, so it is again a K(G , n) for some group G . By Proposition 4.15, G is the algebraic localization of G away from S (in the category of groups if n = 1 and abelian groups otherwise). We deduce: Theorem 4.22. Let n ≥ 1 and let G be any abelian group. Then the deg(S)-localization map K(G, n) → L deg(S) K(G, n) is a map between Eilenberg-Mac Lane spaces and is induced by an algebraic localization of G away from S. Moreover, the algebraic localization of G is equivalent to the colimit It follows that the two types of algebraic localization agree for abelian groups, so we do not need to distinguish between them in what follows.
4.4.
Localization of homotopy groups. In this section we prove the main theorem of the paper: for simply connected types, deg(S)-localization localizes all homotopy groups away from S. We continue to assume that our family S is indexed by the natural numbers, as the essential ingredient is our result on the localization of Eilenberg-Mac Lane spaces from the previous section. The other ingredient we need is that for simply connected types, truncation commutes with deg(S)-localization, which follows from the next lemma. Proof. First, we show that it suffices to prove the statement for pointed types. Let us assume given a simply connected and n-truncated type X, and let us denote the statement of the theorem by P (X). If we prove X → P (X) it follows that X −1 → P (X), since being n-truncated is a mere proposition. But this is enough, for X is simply connected, which implies that X 1 is contractible, and hence that X −1 is inhabited.
We now assume that X is pointed and proceed by induction. If X is −2, −1, 0 or 1-truncated, we are done, since X is also simply connected, and thus contractible. If X is (n + 1)-truncated and n > 0, consider the fiber sequence K(G, n + 1) −→ X −→ X n .
Since the types in the fiber sequence are simply connected, deg(S)-localization preserves this fiber sequence, by Lemma 4.16. So we obtain a fiber sequence
The type L deg(S) X n is n-truncated by the induction hypothesis and L deg(S) K(G, n+1) is (n+1)-truncated by Theorem 4.22. So L deg(S) X must be (n+1)-truncated as well.
The proof of Lemma 4.23 shows that we can compute the deg(S)-localization of a simply connected n-type X by localizing the Postnikov tower of X.
From Lemma 4.23, Lemma 4.17 and the argument used in Lemma 2.11, but restricted to simply connected types, we deduce: Corollary 4.24. For simply connected types, deg(S)-localization and n-truncation commute.
We now give the main theorem of the paper. Proof. Since deg(S)-localization preserves simply connectedness, it is immediate that π 1 (L deg(S) X) is trivial. Now fix n ≥ 1 and consider the fiber sequence K(π n+1 (X), n + 1) −→ X n+1 −→ X n .
Notice that all of the types in the fiber sequence are simply connected. Applying deg(S)-localization we obtain a map of fiber sequences
by Lemma 4.16 combined with the commutativity of truncation and deg(S)-localization (Corollary 4.24). The result now follows from Theorem 4.22.
We also have a partial converse to Theorem 4.25.
Theorem 4.26. Let X and X be pointed, simply connected n-types, for some n ≥ 0. and it suffices to show that f is an equivalence. Since L deg(S) X is also a pointed, simply connected n-type, if we show that π m (f ) is a bijection for each m > 1, the truncated Whitehead theorem [12, Theorem 8.8.3] implies that f is an equivalence. By assumption, π m (f ) is an algebraic localization of π m (X). By Theorem 4.25, the same is true of π m (η). Since π m (f ) • π m (η) = π m (f ), it follows that π m (f ) is a bijection.
4.5. Algebraic localization of abelian groups. As observed in Remark 4.7, Theorem 4.22 implies that the localization of an abelian group away from a set S, in the category of groups, coincides with its localization in the category of abelian groups. It moreover provides a construction of the localization. Since Theorem 4.22 has an indirect, homotopical proof, in this section we give a short, independent, algebraic proof of these results.
The following elementary lemma is the key ingredient, and its proof is very similar to the proof of [9, Lemma 5.4.5].
Lemma 4.27. Let H be a group, let n, m : N, and let x, y,x andŷ be elements of H with the property thatx is the unique element of H such thatx n = x andŷ is the unique element of H such thatŷ m = y. If x and y commute, thenx andŷ commute.
Proof. We first show that x andŷ commute. The m-th power of xŷx −1 is xŷ m x −1 = xyx −1 = y, so by the uniqueness ofŷ, it must be the case that xŷx −1 =ŷ.
Similarly, we have that the n-th power ofŷxŷ −1 isŷx nŷ−1 =ŷxŷ −1 = x, so by the uniqueness ofx, we haveŷxŷ −1 =x. Proposition 4.28. Let G be an abelian group, let n : N, and let n : G → G be the multiplication by n map. Then, for every uniquely n-divisible group H, the precomposition map n * : Hom(G, H) −→ Hom(G, H)
Proof. Given a map f : G → H, we have to show that there exists a uniquef : G → H such thatf • n = f . Since H is uniquely n-divisible, we have an inverse function φ : H → H to the n-th power map n : H → H. It follows that iff exists, thenf = φ • f . So we only have to check thatf is a group homomorphism. It is clear thatf preserves the identity element, so it remains to show that it preserves the group operation. Take two elements a, b : G, and consider f (a), f (b) : H. These are two commuting elements that have unique n-th roots. So their n-th rootsf (a) = φ(f (a)) andf (b) = φ(f (b)) must also commute. This implies that (f (a) ·f (b)) n =f (a) n ·f (b) n = f (a) · f (b) = f (a + b).
So, by the uniqueness of n-th roots,f (a) ·f (b) = φ(f (a + b)) =f (a + b).
Using this result, given an abelian group G, it is straightforward to prove that the colimit of the sequence displayed in Theorem 4.22 is a localization of G away from the family S in the category of groups. Moreover, this colimit is abelian, so it is also the localization of G in the category of abelian groups.
