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ABSTRACT
With the advent of location-based social networks, users can tag
their daily activities in different locations through check-ins. These
check-in locations signify user preferences for various socio-spatial
activities and can be used to build their profiles to improve the
quality of services in some applications such as recommendation
systems, advertising, and group formation. To support such appli-
cations, in this paper, we formulate a new problem of identifying
top-k Socio-Spatial co-engaged Location Selection (SSLS) for users
in a social graph, that selects the best set of k locations from a large
number of location candidates relating to the user and her friends.
The selected locations should be (i) spatially and socially relevant
to the user and her friends, and (ii) diversified in both spatially and
socially to maximize the coverage of friends in the spatial space.
This problem has been proved as NP-hard. To address the challeng-
ing problem, we first develop a branch-and-bound based Exact
solution by designing some pruning strategies based on the derived
bounds on diversity. To make the solution scalable for large datasets,
we also develop an approximate solution by deriving the relaxed
bounds and advanced termination rules to filter out insignificant
intermediate results. To further accelerate the efficiency, we present
one fast exact approach and a meta-heuristic approximate approach
by avoiding the repeated computation of diversity at the running
time. Finally, we have performed the extensive experiments to evalu-
ate the performance of our proposed models and algorithms against
the adapted existing methods using four real-world large datasets.
1. INTRODUCTION
Location-based Social Networks (LBSN) that capture both the
social and spatial information, are becoming popular. Moreover,
even the conventional social network platforms, such as Facebook,
have enabled the location check-in features to allow the social users
tagging their daily activities at different places. Such location infor-
mation along with social factors can be used to improve the quality
of services in many applications such as recommendation systems,
marketing, advertising, and group formation [3, 22, 27, 37]. How-
ever, given a user, the number of candidate locations might be quite
large, and different locations may represent different aspects of the
user’s behavior under the consideration of various socio-spatial fac-
tors. Such factors can be, for example, the popularity of locations
among the user’s social friends, or how close geographically are the
places of their interests; in essence, locations that are popular or
close to popular ones of the friends would have higher relevance.
The social and spatial factors have strong correlation in LBSNs
where the check-in locations are established through social activities
and spatial influences [38]. Given a user and a large number of her
visited historical locations, it should model both the factors in a
meaningful way in order to discover a small set of locations that
can engage the user and her friends. More specifically, the social
factors are significant to distinguish the preferences of locations
to a friend. Similarly, the spatial factors can influence the user
and her friends’ interest in different spatial proximity. Therefore,
this work is to exploit both the social and spatial characteristics of
relationships among the social network users and their locations to
better support location dependent applications. To that end, in this
paper we propose the problem of identifying top-k Socio-Spatial
co-engaged Location Selection for users, denoted as SSLS. A co-
engaged location can be easily accessible by a user and her selected
friends that can be covered by the location. More specifically, given
a user, SSLS will return a set of selected locations that satisfy the
following two conditions:
i. (relevance:) The selected locations should be both spatially
and socially relevant to the user and her social friends.
ii. (diversity:) The selected locations should also be diversified
both spatially and socially in order to maximize the spatial
and social coverage of the user’s social friends.
To better explain the SSLS problem, let’s consider a toy example in
Figure 1. There are ten points-of-interests (POIs) {p1, p2, ..., p10}.
Each POI has a set of users who checked-in the place. These users
have their social connections as well. Given a social user (e.g., u)
and a parameter k (e.g., k = 2), the goal of SSLS is to select top-2
significant locations that are both socially and spatially relevant to
u and her friends. Additionally, the top-2 selected locations should
be socially and spatially diverse. In this example, SSLS will return
p5 and p7 as the result for u. This is because, (i) socially relevant of
selected locations: except h, all the social friends of u have checked-
in p5 and p7; (ii) spatially relevant of selected locations: although
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Figure 1: An example of the SSLS query
the friend h of user u didn’t have exact check-ins at either of the two
locations, she has some nearby check-in p8 near to p7; (iii) socially
diverse of selected locations: u’s friends {a, b, c, d, e, f, g} who
checked-in p5, p7 are disjoint, i.e., {e, f, g} with p5, {a, b, c, d}
with p7; and (iv) spatially diverse of selected locations: p5 and p7
are spatially distant as shown in the Figure 1.
There are various application scenarios that can be advanced by
the SSLS problem.
Event Organization. Let us consider a scenario where a social
network user wants to organize a series of social events in multiple
locations, which will be preferable and convenient for both the user
and her friends. More specifically, the user wants to select these lo-
cations such that they are (i) related: locations are the user’s favorite
ones where she visited a number of times earlier; (ii) socially and
spatially relevant: locations where many of the user’s friends also
visited these places or some nearby places; (iii) spatial diversified:
the selected locations are spatially distant, e.g., in different cities;
and (iv) social diversified: each selected location should cover a
set of friends such that the selected locations together can cover a
maximum number of friends and any two selected locations have
the minimum overlap of friends to be covered.
Paper Topic Selection. Solutions to the SSLS problem can ad-
vance other applications with considerable extensions. Consider
a high-dimensional networked space of a co-authorship network.
Each author is attributed with a set of keywords denoting her exper-
tise, while an edge represents the co-authorship relation. If a author
wants to know k top trending (relevant) and diverse keywords for her
collaborations, then it requires to retrieve the k topics that she and
her co-authors will be mostly and jointly interested in. In essence,
the set of keywords are analogous to locations in location recom-
mendations, and authors having expertise in a particular keyword
can be considered as ‘check-ins’ to these keywords.
In this paper, we have proved that the SSLS problem is NP-hard.
To solve this problem, one may consider to directly use the existing
works on top-k diversified spatial object selection, such as DisC
[14] and SOS [20]. However, there exists some stringent gaps that
make them inapplicable, including (i) Both DisC and SOS define
diversity based on spatial distance only. Thus, they do not account
for the important aspect of diversity in geo-social networks, which
we refer to as social diversity. We argue that both the spatial and
social aspects need to be considered for selecting diversified spatial
objects in geo-social network domain in order to get the best SSLS
set. (ii) Both the approaches depend on a user-defined distance
threshold to get a better diversified object set of size k. But it is hard
for an end user to define such threshold values without knowing
the underlying data distribution. (iii) As the selection models in
both works are based on parameters, e.g. predefined threshold, the
selection process cannot be personalized towards individual users
with their particular preferences. On the other hand, our proposed
SSLS approach does not consider any threshold parameter related
to social and spatial diversity while selecting top-k co-engaged
locations of a user. Additionally, some recent works [31, 32] select
top-k famous locations based on social and spatial relevance only,
where the social-spatial diversity of the locations is not considered.
The main contributions of this work are as below:
• SSLS Formulation. We formally define the problem top-k
Socio-Spatial co-engaged Location Selection problem. We provide
detailed algorithms and metrics for using social and spatial relevance,
and diversity in order to maximize the spatial and social coverage
of the search space.
• Exact and Approximate approaches. We first propose an
Exact approach by developing some pruning strategies based on
the derived lower bounds on the diversity of an already explored
feasible set. Such an approach avoids the exploration of a large
number of locations that are irrelevant to users and their social
connections. We also devise an efficient exact method (Exact+), a
variation that derives bounds based on the relevance of candidate
locations, and hence avoids repetitive complex diversity computation
of groups of locations as in the Exact approach. In addition, we
present an approximate approach, in which we derive relaxed bounds
and propose an advanced termination criteria based on the score of
the best feasible set, and the diversity of remaining locations. We
also introduce a greedy-based Fast Approximate approach that uses
the bounds of Exact+ and greedily selects the best locations.
• Extensive Experimental Evaluation. Finally, we have con-
ducted extensive experiments to evaluate the effectiveness and effi-
ciency of our proposed approaches using four real-world datasets.
We have compared the proposed algorithms with two adaptive
greedy-based approaches namely, GMC [34], and GNE [34] that
consider relevance and diversity. We also have compared our ap-
proaches with an adapted version of Spatial Object Selection (SOS)
[20]. Our experimental results show that Exact+ outperforms
Exact and the Approximate approach by 3 to 6, and 2 to 3 times
in default data settings, respectively. Moreover, we show that our
approaches result in better social and spatial coverage, and diver-
sity of the selected location set for a user when compared with the
adapted algorithms.
The rest of the paper is organized as follows. In Section 2, we
discuss the related works. Section 3 formally defines the top-k SSLS
problem. The Exact approach of top-k SSLS query is presented
in Section 4. In Section 5, an approximate approach is discussed
to speed up the Exact approach. Further, we develop a fast exact
solution a.k.a. Exact+, and a fast approximate solution to acceler-
ate the efficiency in Section 6. Finally, we report the experimental
results in Section 7, and conclude the paper in Section 8.
2. RELATED WORK
In this section, we first discuss the related work on LBSN queries
in general, then present existing works about different forms of
diversified object selection in spatial and metric space, and finally
discuss the relevant works about spatial object selection.
Socio-Spatial Queries. Various geo-social queries have been
studied [4, 31, 32] that focus on retrieving useful information com-
bining both the social relationships and the locations of the users.
For example, the top-k place query [32] fetches k places of a user
based on the distances from a query location and their popularity
among the friends. A recent work on Geo-Social Temporal Top-k
query [31] ranks the retrieved locations according to their spatial,
social relevance within a time interval. The computation of the
relevance scores of these approaches are based on the given query
location of a user, and do exploit socio-spatial features of a network
(e.g. social diversity). However, the SSLS query needs to select
top-k socially and spatially diverse locations which have higher
socio-spatial scores w.r.t. the user and her neighbors’ locations.
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Additionally, there exists some other works on socio-spatial queries
such as location prediction [21, 24, 25] in social network. They
investigate the user relationship and spatial information to infer
location for a query user. Various personalized location recommen-
dation queries [5, 37, 39] consider location preferences with similar
users. For example, Zheng et al. [39] recommend locations from
friends’ location histories such that the users can discover the loca-
tions that interest them. However, none of these works well exploit
the characteristics of geographical social engagement.
Diversified Object Selection. The diversity among the objects
has been extensively studied to improve object selection problems
(e.g. [8, 15, 17, 29]), and it expands a wide variety of spectrum, e.g.,
diversified keyword search [2], diversified query recommendation
[41]. There are various definitions of selecting diversified objects
which mainly depend on the content dissimilarity [42], information
diversity [9], categorical diversity [1]. There also exists several
greedy solutions [2, 6, 19] that build the diversified result set in
an incremental way. Angel et al. [2] propose, DivGen, a content-
based diversification algorithm which first computes the relevance
of each document, and then updates the usefulness of all other doc-
uments based on the similarity to the highest scoring document.
Another diversified query search framework was proposed by Qin et
al. [29], where datasets are transformed into Diversity Graph using
node properties, and the selected diversified nodes have maximum
total score with no two nodes are adjacent. The Maximum Marginal
Relevance (MMR) function [7] maximizes relevance and diversity
of a set w.r.t. a query element. Variations of MMR are considered
in several domain specific greedy-based approaches [13, 16, 34,
40]. These greedy-based approaches are monotone and generate
the answer set by adding elements one by one in non-increasing
order of their scores. The process stops when an approximate so-
lution containing k elements is identified. However, the results
of our proposed SSLS approach are not necessarily generated in
non-increasing order and we provide both exact and approximate
solutions for such problem by exploiting the relevance and diversity
of the selected set.
Spatial Object Selection. Works in this category are related to
map services, spatial sampling, and POI selection problems. Ex-
isting map services retrieve a subset of spatial objects based on
the relative weights of the retrieved objects that maximize the total
weights [11]. Nutanong et al. [28] define the problem of sampling
large geo-spatial dataset in a region of user interest. Mahdian et al.
[26] propose POI selection problem, that targets to identify a set
of POIs with maximum utility according to some reference POIs.
Meanwhile, DisC [14] essentially selects the subset of diversified
objects, where two selected objects must be at least r distance from
each other, and there should be at least one object (un-selected) in
the dataset within r distance from a selected object. On the other
hand, the Spatial Object Selection (SOS) [20] model selects k diver-
sified objects in such a way that any two selected objects must be
at threshold distance from each other and the aggregate similarity
(computed based on semantic attributes) from the selected set of
objects to the whole dataset is maximized. However, these works
do not consider any social factors e.g., social relevance and social
diversity.
3. PROBLEM FORMULATION
Let G(V,E′, L, E′′) be a socio-spatial graph, where V is the set
of users, E′ is the set {(u, v)|u, v ∈ V } of edges representing the
social connections among users, L is the set of locations associated
with users, E′′ is the set {(u, l)|u ∈ V, l ∈ L} of edges repre-
senting the spatial connections between users and locations. Let
Vu ∈ V and Lu ∈ L be the social friends and check-ins of user
Table 1: Basic Notations
Symbols Descriptions
Ssc{Ssp} Social {Spatial} Score
Dsc{Dsp} Social {Spatial} Distance
Rss{Dss} Socio-spatial Relevance {Diversity} Score
Lu{Vu} Set of check-in locations {social friends} of u
α Trade-off between spatial and social relevance
β Trade-off between spatial and social diversity
ω Trade-off between relevance and diversity
k Size of the required set
u, respectively. The goal of socio-spatial location selection (SSLS)
query is to find the best k socio-spatial relevant and diversified
locations from Lu for user u where |Lu| >> k. Table 1 presents
the list of notations used in this paper.
In this section, we first discuss the intuition and metrics of socio-
spatial relevance and socio-spatial diversity, and then formalize the
top-k SSLS problem with the proof of NP-hardness.
3.1 Socio-spatial Relevance
The study in [35] showed that social interest is the type of check-
in incentive that stimulates interactions or influences among the
friends. Therefore, a location may have higher social importance to
a user if a large number of her friends have checked-in the location.
Based on this intuition, we define the social relevance score of a
location li ∈ Lu w.r.t. a user u.
Definition 1 (Social Relevance). A check-in location li ∈ Lu of
user u is socially relevant to u if her friends also have check-ins at
li. Formally, the social relevance score Ssc of location li can be
computed as follows.
Ssc(li) =
|v ∈ Vu : e(v, li) ∈ E′′|
|Vu|
To define the spatial relevance score, the study of [38] has revealed
that the geographical proximities of POIs have a significant influence
on social users check-in behavior. In addition, [37] also remarked
that friends with nearby check-ins would have higher probability for
them to share common locations. This is because it is easy for the
friends to participate in activities at the same locations.
Definition 2 (Spatial Relevance). Given a location li ∈ Lu checked-
in by user u, the spatial relevance score, Ssp of li is computed as
follows.
Ssp(li) = 1−
∑
v∈Vu min dist(li, Lv)
dm ∗ |Vu|
Here, min dist(li, Lv) is the minimum Euclidian distance between
the location li and the check-in location set Lv of the friend v.
dm is a constant to adjust the spatial relevance score within the
range (0, 1]. dm can be assigned as the maximum value among the
minimum distances between Lv and li for v ∈ Vu.
Based on the above definitions, the socio-spatial relevance score
of a location for a user w.r.t. her friends can be measured by a linear
combination of the location’s social relevancy and spatial relevancy.
Definition 3 (Socio-spatial Relevance). The socio-spatial relevance
score Rss of location li ∈ Lu is defined as the weighted sum of the
social (Ssc) and spatial (Ssp) relevance scores.
Rss(li) = α · Ssc(li) + (1− α) · Ssp(li) (1)
Here, α ∈ [0, 1] is a parameter to specify the relative importance of
social and spatial factors based on the applications and Rss(li) ∈
[0, 1]. As such, a set S of locations can have its total socio-spatial
score as Rss(S) =
∑
l∈S Rss(l).
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3.2 Socio-spatial diversity
Intuitively, the diversity requires to measure the dissimilarity (or
the distances) among the objects in a set. In the spatial domain, a
spatially diverse location pair should reside far from each other [14,
30]. Similarly, the social diversity between a pair of locations w.r.t.
a user depends on the social relationships of her friends who visited
these locations [33]. Two locations will be considered to be socially
diverse w.r.t. a user if the locations have been visited by the distinct
sets of the user’s friends. Therefore, we define the social diversity
using Jaccard distance as below.
Definition 4 (Social Diversity). The social diversityDsc(li, lj)w.r.t.
a user u between a pair of locations li, lj ∈ Lu is measured as,
Dsc(li, lj) = 1− |Vij ||Vli∪Vlj | , where Vij is the set of u’s friends who
have check-ins at both li and lj . Vli is the set of u’s friends who
have check-ins at li only.
Definition 5 (Spatial Diversity). The spatial diversity Dsp(li, lj)
w.r.t. a user u between a pair of locations li, lj ∈ Lu is the normal-
ized Euclidean distance between li and lj , Dsp(li, lj) =
dist(li,lj)
maxD
.
Here,maxD is used to normalize the spatial diversity score in [0,1].
The value of maxD can be assigned as the maximum distance of
all pairs of locations in Lu.
Definition 6 (Socio-spatial Diversity). The Socio-spatial Diversity
Dss(li, lj) of a pair of locations li, lj w.r.t. a user u is calculated
by the linear combination of spatial and social diversity scores.
Dss(li, lj) = β ·Dsc(li, lj) + (1− β) ·Dsp(li, lj) (2)
β ∈ [0, 1] is a parameter to specify the relative importance of social
and spatial factors based on the applications. As such, given a loca-
tion set S and another location l, the socio-spatial diversity score of
l w.r.t. S can be calculated byDss(l, S) = min{Dss(l, li)|li ∈ S}.
We denote the aggregated socio-spatial diversity of a set S as
Dss(S) =
∑
l∈S Dss(l, S \ l).
3.3 Top-k SSLS Query
Based on the socio-spatial relevance and diversity, we define our
combined socio-spatial score to rank different sets of locations.
Definition 7 (Socio-spatial Score of a Location Set). Given a lo-
cation set S ⊆ Lu w.r.t. a user u, the socio-spatial score F (S) of
S w.r.t. u is measured as the weighted linear combination of the
socio-spatial relevance and its socio-spatial diversity of S w.r.t. u.
F (S) = ω ·Rss(S) + (1− ω) ·Dss(S)
Here, ω ∈ (0, 1) is the trade-off parameter between relevance
and diversity and can be adjusted accordingly as per application
requirement.
Problem Statement of Top-k SSLS Query. Given a social graph
G, a positive integer k, a query user u with her check-ins Lu, and a
socio-spatial score function F , the top-k SSLS query returns a set S
of k locations from Lu such that F (S) > F (S∗) for any S∗ ⊆ Lu,
where |S∗| = k and S 6= S∗.
Theorem 1. The top-k SSLS problem is NP-hard.
Proof. We consider a special case of the problem. Let’s assume,
the socio-spatial relevance score of each location of user u is 1, i.e.
∀li ∈ Lu, Rss(li) = 1, and each pair of locations are connected
with edges where the edge-weights are represented by socio-spatial
distances. We remove the edges between location pairs where social
diversity are 0, and present the set of locations Lu as vertex of a
graph G. Based on this setting, our top-k SSLS problem can be
transformed into the problem of top-k diverse vertices search in a
graph. Additionally, we know that finding top-k diverse set of ver-
tices from G is equivalent to finding maximum weight independent
set (MWIS) of size k [29]. Further, in [18], the problem of MWIS
has been proved as NP-hard. Hence, we can conclude the proof.
4. AN EXACT APPROACH
In this section, we will develop an exact solution to answer the
Top-k SSLS query. To do this, we will resort to an incremental
Branch-and-Bound (BnB) strategy that progressively adds locations
to built the answer set. To make the approach fast, we derive lower
bounds on the aggregated diversity of an intermediate set, and design
a pruning strategy. We also devise an effective termination strategy
to determine the stop conditions of the exact algorithm.
4.1 Computing Bounds
In this subsection, we use the concept of score gain to decide
whether a location should be included to an intermediate result set
SI in the process of finding top-k SSLS set. Initially, SI is initialized
as empty and |SI | < k holds always. We use SR to denote the
set of remaining locations to be explored. Therefore, if we add a
location l′ ∈ SR to SI , the socio-spatial score F (S′I) of the new set
S′I = {SI∪l′} becomes, F (S′I) = ω ·Rss(S′I)+(1−ω)·Dss(S′I),
and consequently the socio-spatial score gain δ of S′I w.r.t. the
previous set SI can be computed as follows.
δ = F (S′I)− F (SI) = ω ·Rss(S′I) + (1− ω) ·Dss(S′I)
− ω ·Rss(SI)− (1− ω) ·Dss(SI) = ω ·
(
Rss(S
′
I)−Rss(SI)
)
+ (1− ω) · (Dss(S′I)−Dss(SI)) = ω · δr + (1− ω) · δd
(3)
where, δr and δd are Relevance Gain and Diversity Gain of S′I
w.r.t. the previous set SI , respectively. The values of δr and δd are
computed below.
Relevance Gain (δr). The relevance gain can be simplified as:
δr = Rss(S
′
I)− Rss(SI) = Rss(SI ∪ l′)− Rss(SI) = Rss(l′).
δr can not be negative for any l′ ∈ Lu, as δr = Rss(l′) ∈ [0, 1].
Diversity Gain (δd). Now, we will calculate the diversity gain δd
of set S′I = SI ∪ l′ when a location l′ ∈ SR is added to SI . δd =
Dss(S
′
I)−Dss(SI) is the difference in total socio-spatial diversity
of S′I to SI . δd can be negative when Dss(S
′
I) < Dss(SI).
The value of Dss(S′I) is dependent on the diversity of the added
location l′ w.r.t. SI , and the updated aggregated diversity of the
locations of SI , such as,
Dss(S
′
I) = Dss(l
′, SI) +
∑
l∈SI
min{Dss(l, SI \ l), Dss(l, l′)}
= d̂+ D̂
(4)
where d̂ = Dss(l′, SI) = minl∈SI{Dss(l′, l)} is the diversity of
the location l′ w.r.t. previous intermediate set SI . D̂ is the updated
aggregated socio-spatial diversity of the locations l ∈ SI in the
current set S′I . Once the context is clear, we can simply use d̂ to
represent Dss(l′, SI), where l′ ∈ SR. Therefore, using Equation 4,
we can simplify D̂ as, D̂ = Dss(S′I)− d̂. Thus, the diversity gain
δd of set SI ∪ l′ w.r.t. SI can be measured as,
δd = Dss(S
′
I)−Dss(SI) = d̂+ D̂ −Dss(SI) (5)
Now, we obtain the socio-spatial score gain of the intermediate set
SI after combining Equation 3 and Equation 5 as follows,
δ = ω · δr + (1− ω) · (d̂+ D̂ −Dss(SI)) (6)
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We can define D̂ in another way as the sum of the minimum
scores among Dss(l, SI \ l) and Dss(l, l′) for the locations l ∈ SI ,
D̂ =
∑
l∈SI
min{Dss(l, SI \ l), Dss(l, l′)} (7)
Now, we will identify the locations from the remaining set SR
that can generate a positive socio-spatial score gain w.r.t. the current
intermediate set SI . We term such locations as eligible location.
Definition 8 (Eligible Location). Given a current intermediate set
SI , and a location l′ ∈ SR, l′ will be considered as an eligible
location if δ = ω · δr + (1− ω) · (d̂+ D̂ −Dss(SI)) > 0.
Now, we will define some lemmas using the socio-spatial diversity
of a set of locations. The lemmas will help us to deduce a lower
bound on D̂.
Lemma 1. Given an intermediate set SI , and an eligible location
l′ ∈ SR w.r.t. SI , the updated aggregated socio-spatial diversity D̂
of the locations of SI w.r.t. the eligible location l′ will never exceed
the total socio-spatial diversity Dss(SI) of the intermediate set SI ,
i.e., D̂ ≤ Dss(SI).
Proof. From Definition 6 on socio-spatial diversity of a set SI , we
have Dss(SI) =
∑
l∈SI Dss(l, SI \ l). From Equation 7, we
have D̂ =
∑
l∈SI min{Dss(l, SI \ l), Dss(l, l
′)}. The proof of
D̂ ≤ Dss(SI) will hold if∑l∈SI min{Dss(l, SI \ l), Dss(l, l′)}≤∑l∈SI Dss(l, SI \ l) holds. Obviously, the condition is always
true becausemin{Dss(l, SI\l), Dss(l, l′)} is always no larger than
Dss(l, SI \l) for any l ∈ SI . Therefore, the proof is concluded.
For a given eligible location l′ and the current intermediate set
SI , we need to introduce the below lemma to explain how to derive
the relation between the diversity of l′ and the diversity gain of the
new set {SI ∪ l′}.
Lemma 2. Given an intermediate set SI , an eligible location l′ ∈
SR, the diversity gain of SI ∪ l′ is always less than or equal to the
diversity of l′ w.r.t. intermediate set SI , e.g., δd ≤ d̂ is always true
for an eligible location l′ ∈ SR w.r.t. intermediate set SI .
Proof. From Equation 5, we can get δd = d̂+ D̂ −Dss(SI), and
we can see that D̂ ≤ Dss(SI) holds in Lemma 1. Thus, δd ≤ d̂
can be derived combining the Equation 5 and Lemma 1.
An eligible location l′ ∈ SR w.r.t. SI always generates positive
relevance gain for S′I = SI∪l′. However, it may produce a negative
gain in diversity δd that can lessen the socio-spatial score of the
updated set S′I comparing with SI . The below lemma derives the
condition when instead of having a negative gain in diversity, the
socio-spatial score of an intermediate set can generate a positive
gain for S′I , e.g., δ > 0.
Lemma 3. Given an intermediate set SI , a location l′ ∈ SR, and
S′I = SI ∪ l′; if δd < 0, i.e., S′I has a negative gain in diversity,
and δr > (1−ω)ω · |δd|, then the socio-spatial score of S′I will be
larger than that of SI , i.e., F (S′I) > F (SI).
Proof. Let, F (S′I) and F (SI) be the socio-spatial scores of S
′
I =
SI ∪ l′ and SI respectively. Hence, the socio-spatial gain of S′I
is δ = F (S′I) − F (SI). If δd is negative, but δr > (1−ω)ω · |δd|,
then δ = ω · δr + (1 − ω) · δd > 0 is always true. Therefore,
F (S′I)− F (SI) > 0. Hence, F (S′I) > F (SI).
Now we derive a lower bound on the updated diversity (D̂) of
an intermediate set SI , which helps us to discard a large number of
locations from SR that can not generate a better solution w.r.t. the
current intermediate set SI .
4.1.1 Lower Bound of D̂
First we calculate δr max = maxl′∈SR Rss(l
′) as the maximum
relevance gain of an intermediate set SI w.r.t. the remaining location
set SR. Similarly, the maximum possible diversity of locations in
SR w.r.t. SI can be calculated as d̂max = maxl′∈SR Dss(l
′, SI).
Adding an eligible location l′ ∈ SR to an intermediate set SI
always derives positive gain, e.g., δ > 0 (refer Definition 8). Thus,
Equation 6 generates,
δ = ω · δr + (1− ω) ·
(
d̂+ D̂ −Dss(SI)
)
> 0
⇒ D̂ > Dss(SI)− d̂− ω
1− ω · δr
(8)
Now, the lower bound of D̂ of set SI can be obtained by replacing
d̂ and δr with their corresponding maximum possible values in
Equation 8. Therefore,
D̂↓ = Dss(SI)− d̂max − ω
1− ω · δr max (9)
4.1.2 Early Pruning based on D̂
We deduce an early pruning strategy based on the lower bound of
D̂. Using Equation 9, we derive that a location l′ ∈ SR cannot be
included into an intermediate set SI , if D̂ ≤ D̂↓ is true. Therefore,∑
l∈SI
min{Dss(l, SI \ l), Dss(l′, l)} ≤ D̂↓ (10)
We formalize this pruning condition in Property 1 assuming that we
are yet to find a feasible solution, i.e., when the size of the current
intermediate set SI is less than k.
Property 1 (Initial Location Pruning). Given an intermediate set
SI , s.t., |SI | < k, we can prune a location l′ ∈ SR w.r.t. SI , if it
satisfies D̂ ≤ D̂↓.
The above Property prunes some locations in the process of mak-
ing an initial feasible set effectively. Further, we derive an advanced
termination strategy based on the scores of the already explored
best feasible set and the expected contributions of the remaining
locations in the overall score.
4.1.3 Advanced Termination Strategy
In this subsection, we will develop a termination strategy to guar-
antee that no locations from SR can produce a better set than the
existing best feasible solution. First, we derive the termination con-
dition for an intermediate set SI of size (k−1), and then generalize
it to the other sets with any size less than k.
Let Sb be the best feasible set of size k that has been identified al-
ready. Also, let l′ ∈ SR be an arbitrary location with relevance score
Rss(l
′), and Dss(l′, SI) be the diversity of l′ w.r.t. SI . We denote
the updated total diversity score of SI (due to adding l′ ∈ SR to SI ,
s.t. S′I = SI ∪ l′) as,
∑
l∈S′
I
\l′ min{Dss(l, SI \ l), Dss(l, l′)} =
D̂ (refer Equation 7). Now, the set S′I = SI ∪ l′ of size k can
replace an earlier identified best feasible set Sb, if F (S′I) > F (Sb),
⇒ ω ·Rss(SI ∪ l′) + (1− ω) ·Dss(SI ∪ l′) > F (Sb)
⇒ ω · (Rss(SI) + δr) + (1− ω) ·
(
d̂+ D̂
)
> F (Sb)
⇒ D̂ > 1
1− ω ·
(
F (Sb)− ω · (Rss(SI) + δr)
)− d̂ (11)
Hence, the lower bound of D̂ for termination (when |SI | = (k−1))
can be obtained by replacing d̂ and δr with their corresponding
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maximum possible values, e.g., d̂max = maxl′∈SR Dss(l
′, SI)
and δr max = maxl′∈SR Rss(l
′) respectively. Therefore,
D̂⇓ = 1
1− ω ·
(
F (Sb)− ω · (Rss(SI) + δr max)
)− d̂max
Adopting the above procedure, we derive the lower bound of D̂
for pruning and termination when the size of an intermediate set SI
is less than k. We know, the current size of the intermediate set SI
is |SI |. Therefore, we need to add an arbitrary subset S′R ⊆ SR
of locations from the remaining set SR to the intermediate set such
that (i) |S′R| = (k − |SI |), and (ii) the socio-spatial score of new
set S′ = SI ∪ S′R surpasses F (Sb), e.g., F (S′) > F (Sb).
⇒ ω ·Rss(SI ∪ S′R) + (1− ω) ·Dss(SI ∪ S′R) > F (Sb)
⇒ ω · (Rss(SI) +Rss(S′R)) + (1− ω) ·Dss(SI ∪ S′R) > F (Sb)
(12)
Now, we define the below lemma on socio-spatial diversity of
a set S′ = SI ∪ S′R of size k, using the diversity scores of the
locations l′ ∈ S′R w.r.t. current intermediate set SI .
Lemma 4. Given an intermediate set SI and a subset S′R ⊆ SR of
locations from the remaining set SR, the socio-spatial diversity of set
S′ = SI∪S′R satisfiesDSS(SI∪S′R) ≤ D̂+
∑
l′∈S′
R
Dss(l
′, SI),
where D̂ is the updated socio-spatial diversity of SI w.r.t. an arbi-
trary location l′ ∈ S′R.
Proof. Proof is omitted due to space limitations.
Applying Lemma 4 in Equation 12 can be derived it as,
ω · (Rss(SI) +Rss(S′R)) + (1− ω) · (D̂ +
∑
l′∈S′
R
Dss(l
′, SI)) > F (Sb)
⇒ D̂ > F (Sb)− ω ·
(
Rss(SI) +Rss(S
′
R)
)
(1− ω) −
∑
l′∈S′
R
Dss(l
′, SI)
R.H.S. of the above equation has two unknown values, e.g.,
Rss(S
′
R) and
∑
l′∈S′
R
Dss(l
′, SI). Therefore, to derive the lower
bound D̂⇓, we replace these two expressions with their maximum
values w.r.t. SR and the intermediate set SI . Hence,
D̂⇓ = F (Sb)− ω ·
(
Rss(SI) +R
Max
ss (S
′
R)
)
(1− ω) −D
Max
ss (13)
Here, RMaxss (S′R) = maxl′∈SR(
∑
k−|SI |Rss(l
′)) is the aggre-
gated top (k − |SI |) relevance scores of the locations l′ ∈ SR, and
DMaxss = maxl′∈SR(
∑
k−|SI |Dss(l
′, SI)) is the aggregated sum
of the top (k − |SI |) diversity of the locations l′ ∈ SR w.r.t. the
current intermediate set SI .
Finally, we formalize the pruning and advanced termination condi-
tions in the following two properties e.g., Property 2 and Property 3,
when a feasible set has been retrieved already.
Property 2 (Location Pruning). Let SI be an intermediate set s.t.
|SI | < k and |SI | + |SR| ≥ k. For a given location l′ ∈ SR, we
can prune l′ directly if it satisfies D̂ ≤ D̂⇓.
Property 3 (Termination Condition). Let SI be an intermediate set
s.t. |SI | < k and |SI | + |SR| ≥ k. If ∀l ∈ SR, D̂ ≤ D̂⇓ is true,
then terminate processing SI . This is because, no better answer
set (containing SI ) than the current best feasible set is possible.
Based on the above pruning and termination strategies, we now
provide the Exact algorithm to find the answer of the SSLS query.
Algorithm 1: SSLS: Exact
Input: Socio-spatial graph G, set size k, query user u
Output: Location set S of size k
1 Initialize: SI ← ∅, S ← ∅, F (Sb)← 0, flagFS ← false,
2 append 〈l, Rss(l, u)〉 into SRel in non-increasing Rss
3 Q.push(SI , SR, 0)
4 while Q is not empty do
5 SI , SR ← Q.pop()
6 if |SI | = k then
7 continue
8 while |SI | < k and |SI |+ |SR| ≥ k do
9 l← nextLocation(SR)
10 SI .append(l);SR.remove(l)
11 Q.push(SI − {l}, SR, F (SI − {l}))
12 if flagFS == false then
13 SR ← pruneE(SI , SR) *** Property 1
14 else
15 if terminate(SI , SR, F (Sb)) *** Property 3 then
16 break;
17 SR ← pruneT (SI , SR, F (Sb)) *** Property 2
18 Q.push(SI , SR, F (SI))
19 if |SI | == k and F (SI) > F (Sb) then
20 S ← SI ; F (Sb)← F (SI)
21 flagFS ← true
22 break;
4.2 Algorithm
Algorithm 1 summarizes our proposed Exact approach for an-
swering the SSLS query. It takes a socio-spatial graph G, query user
u, an integer k (the size of the answer set) as inputs, and returns a
set S of k locations that results in the highest socio-spatial score.
We initialize an intermediate set SI as empty and SR contains all
the remaining locations l ∈ Lu \ SI arranged in descending order
of their socio-spatial relevance scores.
The Exact algorithm works in best-first manner. A priority
queue Q is maintained that contains a tuple of intermediate set SI ,
set SR of remaining locations, and socio-spatial score of SI . In
each iteration, the top entity (SI , SR) is popped from Q. An inner
loop fetches next location l from SR (Line 9), and at the same
time l is added to SI and gets removed from SR. After that, the
entity (SI − {l}, SR) is pushed to Q. If no feasible set is retrieved
earlier (checked at Line 12), the process further prunes SR w.r.t.
the current intermediate set using Property 1 (Line 13), otherwise,
the termination condition is checked as per Property 3 (Line 15).
If terminate returns false, we further prune those locations of SR
w.r.t. the current intermediate set SI using Property 2 (Line 17).
Finally, an entity (SI , SR) is pushed into Q. The process continues
until Q is empty and the algorithm returns the final result as S.
5. AN APPROXIMATE APPROACH
One of the major limitations of the above Exact approach is
the high computational cost, which makes it unrealistic for a large
number of locations. To validate the pruning of the locations in SR
w.r.t. SI , it requires to first calculate the minimum socio-spatial
diversity of each intermediate location candidate l ∈ SI with regards
to SI \ l and each remaining location candidate l′ ∈ SR. After that,
it needs to aggregate the minimum diversities of l ∈ SI using
Equation 7. Therefore, the Exact approach is expensive when the
size of SR is large.
To improve the pruning, we need to derive the relaxed bounds
and the advanced termination strategy. We first define the maximum
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possible score of D̂ for an intermediate set SI when an eligible
location l′ ∈ SR is added to SI . Lemma 1 deduces that the updated
aggregated socio-spatial diversity D̂ of the locations of SI will never
exceed Dss(SI), e.g., D̂ ≤ Dss(SI) is true for SI . Therefore, the
maximum possible value of D̂ can be obtained as,
D̂max = max(D̂) = Dss(SI) (14)
Note that D̂ is dependent on SR, and D̂max = Dss(SI) is true
w.r.t. l′ ∈ SR only when ∀l ∈ SI , Dss(l, SI \ l) < Dss(l′, l)
satisfies. If any location l ∈ SI does not satisfy Dss(l, SI \ l) <
Dss(l
′, l), then the value of D̂max will be lower than Dss(SI).
To make the approximate approach efficient than Exact, we de-
sign pruning and termination using lower bound on d̂ by considering
that D̂max = Dss(SI) is always true w.r.t. each location in SR. In
the below subsection, we first derive the lower bound on d̂, and then
devise the pruning and termination conditions.
5.1 Computing bound on diversity of locations
First, let us consider SI be an intermediate set of size (k − 1),
l′ ∈ SR be an eligible location and Sb be the best feasible set
identified in the process of SSLS. For an arbitrary eligible location
l′ ∈ SR that can be added to SI , we continue to derive Equation 11,
D̂ >
1
1− ω ·
(
F (Sb)− ω · (Rss(SI) + δr)
)− d̂
⇒ D̂ > 1
1− ω ·
(
F (Sb)− ω · (Rss(SI) + δr)− (1− ω) ·Dss(SI)
+ (1− ω) ·Dss(SI)
)− d̂
⇒ D̂ > 1
1− ω ·
(
F (Sb)− ω ·Rss(SI)− (1− ω) ·Dss(SI)
− ω · δr + (1− ω) ·Dss(SI)
)− d̂
⇒ D̂ > 1
1− ω ·
(
F (Sb)− F (SI) + (1− ω) ·Dss(SI)− ω · δr
)− d̂
⇒ D̂ > F (Sb)− F (SI)
1− ω + (Dss(SI)− d̂−
ω
1− ω · δr)
⇒ F (Sb)− F (SI)
1− ω +Dss(SI) < D̂ + d̂+
ω
1− ω · δr
The R.H.S. of the above equation depends on the properties of
remaining locations in SR. We will first derive a relaxed bound
for termination using the above equation. Therefore, as stated ear-
lier, we will first replace the upper bound of D̂ with its maximum
possible value, e.g., D̂max = Dss(SI),
⇒ F (Sb)− F (SI)
1− ω +Dss(SI) < D̂max + d̂+
ω
1− ω · δr
⇒ F (Sb)− F (SI)
1− ω < d̂+
ω
1− ω · δr (putting D̂max = Dss(SI))
⇒ F (Sb) < F (SI) + (1− ω) · d̂+ ω · δr
Note, the above condition is derived for an intermediate set SI
of size (k − 1). Now, we will generalize the condition for any
intermediate set SI of size |SI | < k. Therefore, we need to add an
arbitrary subset S′R ⊆ SR from the remaining location set SR to SI
such that |S′R| = (k − |SI |). We generalize the above condition as,
F (Sb) < F (SI) + (k − |SI |) · ((1− ω).d̂+ ω · δr)
⇒ F (Sb)− F (SI)− ω · (k − |SI |) · δr
(1− ω) · (k − |SI |)
< d̂
Now, we will derive the lower bound d̂↓ of d̂ by replacing the
expression (k−|SI |) ·δr with the total socio-spatial relevance score
of the top (k−|SI |) relevant locations from SR. Note, the relevance
scores of each locations are pre-computed, therefore, we can easily
calculate the total socio-spatial relevance score of the top (k− |SI |)
relevant locations as maxl′∈SR
∑
k−|SI |Rss(l
′). Therefore, we
get the lower bound of d̂ as follows,
F (Sb)− F (SI)− ω ·maxl′∈SR
∑
k−|SI |Rss(l
′)
(1− ω) · (k − |SI |)
= d̂↓ (15)
Pruning and Termination Conditions. We terminate to process
an intermediate set SI when ∀l′ ∈ SR, d̂ ≤ d̂↓ is true. This is
because, there is no location in the remaining set SR that can form a
better set of size k (combined with SI ), than the current best feasible
set Sb. Otherwise, we need to prune the particular locations l′ ∈ SR
w.r.t. SI that satisfies Dss(l′, SI) ≤ d̂↓.
Because we consider, D̂max = Dss(SI) is holding true for an
intermediate set SI regardless SR, the derived lower bound d̂↓ may
make the solution to miss some eligible locations. But it will achieve
high efficiency with the sacrifice of a certain precision.
5.2 Algorithm.
For our approximate solution, we modify Exact algorithm to
introduce the advanced termination and pruning as described in this
section. Here, it only needs to replace the terminate and pruneT
methods at Lines 14-17 in Algorithm 1 using the above mentioned
termination and pruning conditions based on the lower bound d̂↓.
6. A FAST EXACT ALGORITHM
In this section, we will develop an efficient exact method (Exact+)
that derives bounds based on the relevance of candidate locations
in order to search the exact results while reduce the complex diver-
sity computation of k-sized sets of locations. The key idea of this
approach is motivated by the following observations:
(i) as the relevance score of each member in a set is independent
of the other members, it will be computationally efficient if the
pruning strategies are designed based on relevance scores.
(ii) From Lemma 3, we get the socio-spatial diversity of a set will
increase only when the newly added location has relevance score
more than (1−ω)
ω
· |δd|. Otherwise, the gain in socio-spatial score
will be negative. Therefore, the above observation can be used to
prune a large number of irrelevant locations without any complex
computation.
6.1 Computing Bounds on Relevance
Here we introduce some lemmas that will help us to derive bounds
for pruning locations and early termination. The below lemma aims
to compute the maximum possible socio-spatial diversity of a set
S′I = SI ∪ l′ if an arbitrary location l′ ∈ SR is added to an
intermediate result set SI .
Lemma 5 (Maximum Socio-spatial Diversity of an Updated In-
termediate Set). Given an intermediate set SI , and an arbitrary
location l′ ∈ SR, the maximum Socio-spatial diversity DMss of an
updated set S′I = SI ∪ l′ will be DMss (S′I) = Dss(SI) + Dmax,
where Dmax = maxl′∈SR Dss(l
′, SI) is the maximum diversity
generated by an arbitrary location of SR w.r.t. SI .
Proof. From Equation 4, we get socio-spatial diversity of a set S′I =
SI∪l′ asDss(S′I) = d̂+D̂, where d̂ = Dss(l′, SI) and D̂ is the up-
dated aggregated socio-spatial diversity of the locations l ∈ SI in the
current set S′I . Therefore, the maximum socio-spatial diversity of S
′
I
can be written as, DMss (S′I) = max(Dss(S
′
I)) = max(D̂ + d̂) =
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max(D̂) +max(Dss(l
′, SI)). Since l′ ∈ SR is an arbitrary loca-
tion, we can have, DMss (S′I) = max(D̂) +max(Dss(l
′, SI)) =
max(D̂) + maxl′∈SR Dss(l
′, SI) = max(D̂) + Dmax. From
Equation 14, we know max(D̂) = Dss(SI). Hence, DMss (S′I) =
Dss(SI) +Dmax.
Now, we will derive the lower bound for the socio-spatial rele-
vance score (R↓ss). Such bound will identify the eligible locations
to be added in the current intermediate set. First, we label the lo-
cation with the maximum socio-spatial relevance score among the
remaining locations in SR as reference location (lref ).
Lemma 6 (Lower Bound of Socio-Spatial Relevance Score). Given
an intermediate set SI , reference location lref , and the remaining
location set SR, the lower bound of Socio-Spatial Relevance Score
isR↓ss = Rss(lref )+
(1−ω)
ω
·(Dss(SI∪lref )−Dss(SI)−Dmax),
where Dmax = maxl′′∈SR Dss(l
′′, SI) is the maximum diversity
of the locations of SR w.r.t. SI .
Proof. Suppose the reference location lref ∈ SR has been added
to the intermediate set SI , the socio-spatial score of the updated
intermediate set S′I = SI ∪ lref can be computed as, F (S′I) =
ω·Rss(SI∪lref )+(1−ω)·Dss(S′I) = ω·(Rss(SI)+Rss(lref ))+
(1− ω) ·Dss(S′I)
Given any other location l′ ∈ SR \ lref s.t. S′′I = SI ∪ l′, it
needs to be probed only when F (SI ∪ l′) > F (S′I) according to
the selection criteria. Therefore, we simplify this condition below.
ω · (Rss(SI) +Rss(l′)) + (1− ω) ·Dss(S′′I ) >
ω · (Rss(SI) +Rss(lref )) + (1− ω) ·Dss(S′I)
⇒ ω ·Rss(l′) + (1− ω) ·Dss(S′′I ) > ω ·Rss(lref ) + (1− ω) ·Dss(S′I)
⇒ ω ·Rss(l′) > ω ·Rss(lref ) + (1− ω) ·
(
Dss(S
′
I)−Dss(S′′I )
)
⇒ Rss(l′) > Rss(lref ) +
(1− ω)
ω
· (Dss(S′I)−Dss(SI ∪ l′))
(16)
Based on the above equation, the lower bound can be obtained if we
know the maximum value of Dss(SI ∪ l′). Meanwhile, in Lemma
5, we have shown that the maximum value of Dss(SI ∪ l′) can be
estimated as Dss(SI) + Dmax. After this value is substituted in
Equation 16, the lower bound can be derived as.
R↓ss = Rss(lref ) +
(1− ω)
ω
·
(
Dss(S
′
I)−Dss(SI)−Dmax
)
(17)
where, Dmax = maxl′∈SR\lref Dss(l
′, SI) is the maximum diver-
sity between an arbitrary location l′ ∈ SR \ lref and SI .
Now, using Lemma 6, we can identify the potential locations that
can be added to the current intermediate set.
Property 4 (Potential Locations). A location l ∈ SR is a potential
candidate location w.r.t. SI if Rss(l) ≥ R↓ss.
6.2 Advanced Termination
The Exact+ algorithm needs to iteratively check the remaining
locations until the best result can be determined. However, it is time
consuming to process the intermediate set and check the feasible
set at each iteration. Hence, we need to derive an early termination
criteria.
Similar as Lemma 5, we can derive a lemma on the maximum
possible socio-spatial diversity of a k-sized answer set containing
an intermediate solution SI as,
Lemma 7 (Maximum Socio-spatial Diversity of an Answer Set).
Given an intermediate set SI , an arbitrary subset of locations S′R ⊆
SR of size (k − |SI |) s.t., S′ = SI ∪ S′R and SI ∩ S′R = ∅,
|S′R| ≥ 1, the maximum Socio-spatial diversity DMss (S′) of the set
S′ = SI ∪ S′R is DMss (S′) = Dss(SI) +DMaxss , where DMaxss =
maxl′∈SR(
∑
k−|SI |Dss(l
′, SI)) is the sum of the top (k − |SI |)
socio-spatial diversity scores of the locations l′ ∈ SR w.r.t. SI .
Proof. Proof is omitted due to space limitations.
For any intermediate set SI and a feasible solution S′ of size
k containing SI , s.t. SI ⊂ S′, we derive the below lemma on
maximum possible socio-spatial score of S′.
Lemma 8 (Maximum Socio-spatial Score of an Answer Set contain-
ing an Intermediate Set). Given an intermediate set SI , an arbitrary
subset of locations S′R ⊆ SR of size (k − |SI |) s.t., SI ⊂ S′, the
maximum possible socio-spatial score Fmax(S′) of S′ is,
Fmax(S
′) = F (SI) + ω.R
Max
ss (S
′
R) + (1− ω).DMaxss
where, RMaxss (S
′
R) = maxl′∈SR(
∑
k−|SI |Rss(l
′)) is the sum of
top (k−|SI |) socio-spatial relevance scores of the remaining set SR,
s.t., SR ⊇ S′R and DMaxss = maxl′∈SR(
∑
k−|SI |Dss(l
′, SI)).
Proof. Let an arbitrary set of locations S′R ⊆ SR of size (k− |SI |)
is added to SI s.t. S′ = SI ∪ S′R. The socio-spatial score F (S′) of
S′ is, F (S′) = ω.Rss(SI ∪ S′R) + (1− ω).Dss(S′)
⇒ F (S′) = ω ·Rss(SI) + ω ·Rss(S′R) + (1− ω) ·Dss(S′) (18)
The R.H.S. of the above equation has two unknown variables e.g.,
Rss(S
′
R) and Dss(S
′) which are dependent on S′R. Therefore, to
achieve the maximum socio-spatial score Fmax(S′) of S′, we need
to replace these variables with their maximum possible scores w.r.t.
the remaining location set SR and the intermediate set SI .
As S′R ⊆ SR is an arbitrary subset of SR, the maximum possible
socio-spatial relevance score Rss(S′R) of S
′
R can be calculated
as RMaxss (S′R) = maxl′∈SR
∑
k−|SI |Rss(l
′). Similarly, from
Lemma 7, we get the maximum possible socio-spatial diversity of
S′ as DMss (S′) = Dss(SI) +DMaxss . Hence, we get Fmax(S′) by
substitutingRss(S′R) withR
M
ss (S
′
R), andDss(S
′) withDMss (S′) in
Equation 18. Therefore, Fmax(S′) = ω·Rss(SI)+ω·RMaxss (S′R)+
(1− ω) · (Dss(SI) +DMaxss ). Hence, the lemma is proved as we
know, F (SI) = ω ·Rss(SI) + (1− ω) ·Dss(SI).
Property 5 (Advanced Termination). Using Lemma 8, we can say
that for a best feasible set Sb and k-sized answer set S′ ⊃ SI , if
F (Sb) > Fmax(S
′) holds, then Sb remains as the best feasible set.
Therefore, we will terminate processing the intermediate set SI .
6.3 Algorithm
We propose an efficient exact algorithm, Exact+, for processing
the SSLS query that considers the derived bounds and termination
strategies discussed in Section 6.1 and Section 6.2. Algorithm
2 summarizes the major steps of Exact+. Given a socio-spatial
graphG, query user u, the top-k SSLS query returns a set S of size k.
Initially, the locations of user u is added to SRel in non-increasing
order of their relevance scores, and the locations of SRel are marked
as unvisited. In each iteration, a copy of the unvisited locations
of SRel is kept in SR (Line 5). Next, the top relevant location of
SR is added to SI and consequently, it is removed from SR (Line
6). Now, an inner loop further starts and it checks the advanced
termination of the current intermediate set using Property 5 (Line
8). Now, we select the reference location (lref ) that has the highest
relevance score in SR, and compute the lower bound on relevance
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score (R↓ss) w.r.t. the intermediate set SI using Equation 17 (Line
11). In Line 12, a set of potential locations (VP ) are identified among
SR using Property 4, and at the same time, the intermediate set SI
is updated with the location ltop ∈ VP that generates maximum
socio-spatial score (Line 14). The inner loop continues until a set of
k locations is found. In the next iteration, the top relevant location
from unvisited set initializes SI . Finally, if no remaining location
exists, the algorithm returns the best set S.
The Exact+ algorithm performs much efficient when the top
relevant locations of a user has higher diversities w.r.t. the other
locations with higher relevance scores. In reality, the algorithm, can
identify top-k SSLS set with a few iterations. However, to ensure
to get an exact answer, in the worst case, the Exact+ may need
to check all possible sets of k locations. Next, we demonstrate the
detailed steps of Exact+ with an example.
Algorithm 2: SSLS: Exact+
Input: Socio-spatial graph G, set size k, query user u
Output: Location set S of size k
1 Initialize: SI ← ∅, S ← ∅, bestScore← 0,
2 append 〈l, Rss(l, u)〉 into SRel in non-increasing Rss
3 mark all locations of SRel unvisited
4 while no unvisited location exists in SRel do
5 SR ← unvisited(SRel)
6 l← SR.pop(0);SI .append(l)
7 while |SI | < k and |SI |+ |SR| ≥ k do
8 if advTerm(bestScore, SI , SR, k) *** Property 5 then
9 break
10 lref ← topLocation(SR)
11 R↓ss ← relBound(lref , SI , SR)
12 VP ← potentialLocs(SR, R↓ss) *** Property 4
13 ltop ← argmaxli∈VP F (SI ∪ li)
14 SI .append(ltop);SR.remove(ltop)
15 if |SI | == k then
16 if F (SI) > bestScore then
17 bestScore← F (SI); S ← SI
18 SI ← ∅
19 mark l in SRel as visited
6.4 An Example
Let us assume that we need to select top-3 SSLS locations for
user u, where Lu = {a, b, ..., i}. The socio-spatial diversity scores
of a pair of locations are shown in the table of Figure 2, where the
last column in yellow shows the socio-spatial relevance scores of
the locations w.r.t. the user u. Note, we only need to pre-compute
the socio-spatial relevance score of the locations, and the diversity
scores of a location pair can be computed when it is required by the
algorithm. This example is demonstrated with ω = 0.5.
Initially, the locations are added in a list SRel in non-increasing
order of relevance scores. In Step 1 (Figure 2), we first choose
the top relevant location (say {a}) and add it to an intermediate
set SI (shows in left bottom corner as black dot). Now, the ref-
erence location (lref ) is selected from the remaining set that has
maximum relevance score (e.g., lref = b is shown as square), and
the other locations are plotted in two dimensional space where
x-axis denotes diversity w.r.t. the current intermediate set SI (e.g.
SI = {a}). Now, the lower bound on relevance score w.r.t. lref = b
is calculated using Equation 17 (see Algorithm 2, Line 11), e.g.,
R↓ss(b, {a}) = 0.9 + 1 ∗ ((0.3 + 0.3)− 0− 0.8) = 0.7. The hori-
zontal line (see Figure 2, Step 1) depicts lower bound on relevance
score, and the locations {b, c, d, e} on or above the line are labeled
as potential locations (VP ). The location d (marked as green) among
Figure 2: Steps for selecting first feasible set in Exact+
VP produces maximum socio-spatial score (e.g. F (SI ∪d) = 1.65)
with SI = {a}. Thus, SI is updated with location d. Hence, in Step
1, we get an intermediate set SI = {a, d}.
In Step 2, we identify lref = b as the reference location among
the remaining set SR. Meanwhile, the diversity of the locations in
SR will be updated w.r.t. the current intermediate set SI = {a, d}.
Similar as previous step, the lower bound on relevance w.r.t. SI
and lref is calculated as, R↓ss = 0.9 + 1 ∗ ((0.3 + 0.8 + 0.3) −
(0.8 + 0.8) − 0.4) = 0.3. The locations above the horizontal
line are marked as potential locations, e.g. VP = {b, c, e, f, g}.
Finally, b (marked as green) is added to SI as it produces maximum
socio-spatial score among the locations in VP . Therefore, in Step
2, the first feasible set of size 3 is obtained as S = {a, d, b}, where
F (S) = 0.5 ∗ (0.9 + 0.9 + 0.8) + 0.5 ∗ (0.3 + 0.8 + 0.3) = 2.0.
In the next iteration, we initialize SI = {b} by selecting the
top location from the current SR (Algorithm 2, Line 6). As we
already have one feasible set S = {a, d, b} with bestScore = 2.0
(e.g. F ({a, d, b}) = 2), advanced termination condition is checked
(Algorithm 2, Line 8) each time when SI is updated. In this case,
when SI = {b} the advanced termination returns false, and SI
further updates. This process continues until no unvisited locations
exist. We finally get S = {a, d, b} as the best top-3 SSLS solution.
6.5 Fast Approximate
From our empirical evaluation, we find that if we greedily se-
lect the best locations using the procedure of Exact+, the results
rapidly converges towards optimal solution in the first few iterations.
Therefore, to make a reasonable trade-off between the performance
and the accuracy, we consider an early termination of Exact+ after
the first two iterations in our Fast Approximate algorithm.
7. EXPERIMENTAL EVALUATION
In this section, we present the experimental evaluation of our im-
plemented approaches for Top-k SSLS queries: the Exact solution
(E); the Approximate solution (AP); the Exact+ solution (EP); and
the Fast Approximate solution (FA). All the algorithms are imple-
mented using Python 3.6 on Windows environment with 3.40GHz
CPU and 64GB RAM. To further valid, we also implemented and
compared with three adapted existing works:
• GMC [34]. It combines relevance and diversity, and greedily
selects the elements based on their marginal contributions. The
locations with highest partial contributions will be selected.
• Adaptive-SOS [20]. The SOS [20] essentially selects a subset of
k spatial objects within a region of interest such that no two objects
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Table 2: Dataset Statistics
Dataset Users Edges Checkins Places
Gowalla 107,092 456,830 6,442,892 1,280,969
Brightkite 51,406 214,078 4,491,143 772,783
Flickr 189,537 2,028,873 12,592,819 4,896,634
Yelp 270,323 3,827,002 5,425,778 192,609
are close to each other, and the aggregated similarity of the set is
maximized. To make the adaption of SSLS to SOS, denoted as AS,
we only need to model the social similarity of a pair of locations by
using their common users who checked in the location pair. Thus,
an edge can be added between the two locations if the similarity is
above a threshold (e.g., 0.4 in this experiment).
• GNE [34]. Like GMC, it also selects elements based on their
marginal contributions. But, it randomly adds a location from the
top ranked locations into a temporary result set. It further performs
swaps between the elements of the temporary result set and the most
diverse elements w.r.t. the candidate set. The whole process iterates
to a certain number of times to improve the solution.
Datasets. We have conducted the experiments using four real-
world socio-spatial datasets: Gowalla, Brightkite, Flickr, and Yelp.
Gowalla [23] and Brightkite [23] contain check-in information over
the period Feb. 2009 - Oct. 2010 and Apr. 2008 - Oct. 2010,
respectively. Flickr data was collected using Flickr public API for
the year 2017-18. In Flickr, we establish a social link between a
user pair using the available following information corresponding
to the users, and we consider a check-in location if a user has a
photo geo-tagged the location. The fourth dataset, Yelp (collected
from Yelp dataset challenge1 round 13, year 2019) contains social
network information (e.g. friendship network) and POIs of users in
the form of check-ins, reviews, and location-tags. Table 2 presents
brief statistics of the datasets. We notice that majority of the users
have 10-100 check-in locations in each dataset, and also observe a
significant number of users with check-in places more than 500.
Evaluation Metrics. We use the following metrics to measure the
spatial and social quality of the selected locations.
Precision. Here, the element-based precision represents the per-
centage of the common elements (e.g., locations) between the result
set returned by an approach and the exact results.
Mean of Minimum Diversity (MMD). In spatial sampling, Minimiza-
tion of the Mean of Shortest Distance (MMSD) [12, 36] ensures
that unselected locations are not far from the selected ones. Like-
wise MMSD, we calculate Mean of Minimum Diversity (MMD)
for a query user u w.r.t. neighbors’ locations, i.e., MMD(u) =∑
v∈Vu min dist(Lv,S)
|Vu| . This metric shows how well the selected set
of locations S for a user u can cover her friends v ∈ Vu. Note that
in socio-spatial domain, dist is considered as socio-spatial distance
(Dss) between two locations. Hence, a lower MMD is preferred
as it implies that the majority of the friends are closer socially and
spatially to the selected set of locations.
Social Coverage (SC). To measure the social quality of the loca-
tions of the selected set, we compute the social coverage of the
set using the percentage of friends who have at least one check-in
within θ kilometres (KM) from the selected set S, i.e., SC(u) =
|v∈Vu∧dist(Lv,S)≤θ|
|Vu| ∗ 100.
Social Entropy (SE). Given a selected set of locations S of u, let
Vu,l be the set of friends who visits l ∈ S. The social entropy
of the selected set for u is defined as, SE = −∑l∈S pl log2(pl),
where, pl =
|Vu,l|∑
li∈S |Vu,li |
. In general, entropy of an individual
location of a set attempts to quantify the diversity of observations
1https://www.yelp.com/dataset/
(e.g. check-ins) that occur at the given location [10]. Likewise,
the social entropy of a set of locations measures the diversity of a
set w.r.t. the participation of its users across different other groups
[30]. Here, for a selected location l ∈ S ⊂ Lu of u, one of l’s
corresponding group is considered as the friends who have visited l
(e.g. Vu,l). A higher social entropy of a selected set suggests that
the selected locations can cover more socially diverse friends.
Table 3: Parameters and their values
Parameter Values Default
α, β, ω (0, 1] 0.5
k 2, 4, 6, 8, 10, and 20, 40, 60, 80, 100 6
Check-in group id 50, 100, 200, 500, 1000 100
Parameter Configuration. Table 3 presents the varied range of
the parameters and the default values. In each experiment, we use
the default values for the other parameters if one parameter varies.
To systematically analyze the performances of the algorithms, we
annotate the users in each dataset with five group ids (e.g. 50, 100,
200, 500, and 1000 ) w.r.t. the number of check-in locations (e.g.
10-50, 50-100, 100-200, 200-500, and 500-1000) of the users.
7.1 Efficiency Evaluation
In this section, we test the scalability of our proposed approaches,
e.g., Exact (E), Approximate (AP ), Exact+ (EP), and Fast Ap-
proximate (FA) when k and the check-in group size vary.
7.1.1 Varying Answer Set Size, k
In this experiment, we show the average runtime of our proposed
methods using the four datasets by varying the value of k between 2
and 10. The runtime of E, AP, EP, and FA algorithms follow similar
trends, where E consumes the maximum time to process a query. In
Figure 3, we have noticed that the average execution time of E grows
quickly than the remaining three methods when k increases. On an
average, EP is 2 to 3 times faster than AP, and 3 to 6 times faster
than E. We notice, AP executes faster than EP for those users who
have candidate locations with similar relevance scores, and higher
diversity with the remaining locations. Also, AP is 3 times faster
than E in different datasets. The FA method is the most efficient as
it explores less number of locations with a few iterations. FA is 9 to
15 times faster than EP in different datasets when k grows from 2 to
10, but it will have less effectiveness.
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Figure 3: Varying k
7.1.2 Varying Check-in Group Size
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In this experiment, we study how the size of the check-in loca-
tions (e.g. candidate set) affects the performance of our proposed
approaches. Figure 4 shows the average runtime of the groups with
default k (e.g. k = 6). From the results, we find the runtime of
the proposed approaches except FA increases fast with the check-
in group size. This is because a considerable amount of possible
groups of locations are needed to compare in E, AP, and EP when
the check-in group size is large. However, comparing to E and AP,
we notice EP is much efficient. For example, in check-in group id
500 of Brightkite dataset, EP reports 2.5 and 4.7 times faster than
AP and E respectively. However, when the number of candidate
locations are more than 500, the runtime of E grows extremely high,
and FA still performs considerably efficient even for a large candi-
date set. For example, in Gowalla dataset, FA is 57 times faster than
EP for the users in check-in group id 1000.
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Figure 4: Varying check-in group size
7.1.3 Varying α, β, and ω
We also test the proposed algorithms by varying the socio-spatial
trade-off parameters α, β, and ω (Figures are omitted for brevity).
As expected, we do not observe any noticeable change in the trends,
where the processing time almost remains constant in each dataset
with the changes in α, β, and ω. This is because these trade-off
parameters do not interfere on how a method operates, but only
precepts in selecting locations in the result set.
7.2 Comparison with Existing Models
In this section, we compare the performance of the existing ap-
proaches, i.e., Adaptive SOS (AS), GMC, GNE with our proposed
solutions. For the brevity of the presentation, we only show the re-
sults using the medium sized dataset Gowalla and the large dataset
Yelp. Note, Yelp dataset is also the newest among the four datasets.
7.2.1 Efficiency Comparison
To present a fair comparison between the greedy based existing
works and our proposed approaches, we only consider the top two
efficient algorithms, e.g., EP and FA in this experiment. Figure 5
depicts the runtime of the approaches by varying the answer set size
k in default check-in group (e.g., bin id 100). In Gowalla dataset,
GNE has higher efficiency than EP, but in Yelp, it shows an opposite
trend. This is because, the average check-ins of bin id 100 in Yelp
is higher than Gowalla. However, GNE is always slower than FA.
For example, in Yelp, FA is 2 times faster than GNE. In each dataset,
GMC performs faster than the other methods. This is because for a
moderate candidate locations and small answer set size k, the GMC
method can compute marginal contributions of the locations easily.
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Figure 5: Comparing the other methods by varying k
We further evaluate the efficiency of the approaches using larger
value of k (e.g., k = 20, 40, ..., 100), as shown in Figure 6 where
we run the experiment on bin id 500 using Gowalla and Yelp datasets.
It shows that both EP and FA are slower than GMC and AS. But
EP generates the exact result set. Even for FA, its precision is also
much higher than that of GMC and AS (see Figure 8). GNE is the
most time consuming algorithm. In most cases, EP is considerably
efficient with large answer set size, e.g., in our limited experiment
environment EP takes only 2.3*105ms for Gowalla when k is 80.
1*105
2*105
3*105
4*105
 20  40  60  80  100
ti
m
e
(m
s)
k
AS
GMC
GNE
FA
EP
(a) Gowalla
2*105
4*105
6*105
8*105
 20  40  60  80  100
ti
m
e
(m
s)
k
AS
GMC
GNE
FA
EP
(b) Yelp
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Figure 7 compares the runtime of the approaches when the check-
in group size varies. We notice that FA is faster than GMC in each
dataset when the check-in locations of users are above 100. This is
because, GMC needs more time to calculate the marginal contribu-
tion of the locations when candidate set is large. In Gowalla, the
GNE method is faster than EP, but it experiences a lower efficiency
than EP in Yelp dataset. This is because GNE iterates multiple times
and each time it performs swap between the locations in the current
result set and the most diverse element among the remaining loca-
tions. Therefore, when the size of a candidate location set is large,
GNE takes considerable time to swap the locations. We notice, the
average check-ins in higher bin ids in Yelp are more than Gowalla.
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Figure 7: Compare other methods by varying check-in groups
7.2.2 Accuracy Evaluation
The Exact and Exact+ approaches generate exact result for
a SSLS query. Figure 8 demonstrates the element-based precision
of the approaches w.r.t. the exact result when k is varied. From
the results, we can see that AP has higher precision than the other
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approaches in each dataset. The GNE method has always higher
precision than GMC and AS. Although the precision of FA is lower
than AP in each dataset, FA is much efficient (e.g., 10-25 times
faster) than AP (see Figure 3). For example, in Yelp, FA’s precision
is lower than AP by 16% only, but its efficiency outperforms AP by
about 20 times when the answer set size is set as 6 (e.g., k = 6).
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Figure 8: Element-based Precision
7.2.3 Effectiveness Evaluation
We compare the socio-spatial qualities of the selected locations us-
ing MMD metric. In Gowalla dataset (see Figure 9(a)), the MMD of
Adaptive SOS (AS) remains almost constant, while for the remaining
approaches, the MMD score decreases smoothly with the increase
of k. This is because, the AS model considers a fixed user-defined
threshold to maintain a minimum diversity in their results. However,
in Yelp, all the approaches produce lower MMD score (see Figure
9(b)). This means that given a user, the majority of her friends in
Yelp dataset have closer check-ins to the selected locations.
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Figure 9: MMD Comparison
Figure 10 shows the comparison of social coverage (SC) scores
of the methods. In both datasets, the relative trends are similar. The
top-6 selected locations in EP are co-located with 64% and 74%
neighbors in Gowalla and Yelp datasets respectively. In addition,
GMC have the lowest SC, e.g., it reports SC as only 30% in Yelp.
Interestingly, we find that the social coverage of FA is marginally
higher than EP. This is because, FA initializes the top socio-spatial
relevant locations in the result set. Therefore, the selected locations
have exact check-ins by a large number of friends. On the other
hand, the EP maintains both the relevance and diversity by exploring
the whole set, which includes some locations in the result set that
are not exactly co-located by the friends but have near check-ins.
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Figure 10: Social Coverage
Figure 11 shows the average social entropy (SE) of the approaches
when the answer set size k varies. Similar trends are followed in
both the datasets where SE increases with k. The EP approach
has the highest average social entropy, which means the selected
locations by EP have diverse participation of friends. Meanwhile,
the social coverage (SC) of EP is also high (refer Figure 10). Thus,
the two metrics together establish that the selected locations in
EP not only cover a large number of friends, but represent diverse
groups. Compared with GMC and GNE, AS has higher average
social entropy score. This is because AS considers a user-defined
distance threshold to control the diversity of the result set.
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Figure 11: Social Entropy
7.2.4 Memory Consumption
We have observed that the EP, FA, GMC, GNE, AS algorithms take
the similar memory size at query processing. The average memory
usage are reported as 1195MB, 845MB, 2940MB, 1410MB on
Gowalla, Brightkite, Flickr, and Yelp respectively. Note, we store
the social network and location information of each user in memory
while executing the SSLS query for a particular bin id. The memory
consumption of Exact (E) and Approximate (AP) depends on the
size of the candidate locations and answer set size k. These methods
need to store intermediate set information while processing, which
leads to higher memory cost. For example, in Brightkite, E and AP
consume average about 1150MB for the users of bin id 100.
8. CONCLUSION
In this paper, we have proposed a novel problem of identifying
top-k Socio-Spatial co-engaged Location Selection. It selects k lo-
cations for a user from a large number of candidate location set based
on the dominance of the combined socio-spatial diversity and rele-
vance score of the selected set over other sets. We have developed
several solutions to solve this NP-hard problem. More specifically,
we have first proposed an Exact approach based on the derived
lower bounds on the diversity of the already retrieved location set.
Then, we have devised an approximate solution based on relaxed
bound, which outperforms the Exact approach significantly by sac-
rificing the quality of the answer set slightly. Furthermore, we have
developed a more efficient exact method, namely Exact+, that
effectively prunes the search space by constructing lower bounds
based on the relevance and diversity w.r.t. a reference location.
Exact+ performs 2 to 3 times faster than the approximate solution
in default data settings. On the other hand, the Fast Approximate
approach is the most efficient one. It executes 9 to 15 times faster
than Exact+. Finally, the quality of our proposed approaches have
been validated by comparing with the state-of-the-art diversified
object selection models. The extensive experimental studies on four
real datasets with various socio-spatial characteristics have verified
the performance of our proposed approaches.
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