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A día de hoy, en las grandes ciudades existe un importante problema cuando se está buscando 
un lugar para aparcar. Concretamente en Barcelona los conductores que buscan aparcamiento 
constituyen un grupo de 357.000 vehículos, y cada uno de ellos pierde entre 5-10 minutos 
buscando aparcamiento: 44.625 horas diarias de circulación y contaminación innecesaria [1]. 
 
Por esa razón se quiso solucionar el problema que surge al intentar encontrar un sitio para 
aparcar el coche en zonas urbanas de una manera rápida, eficaz e in situ. Se abordó una 
solución completa que buscaba el acercamiento a nuevas tecnologías punteras,  que 
permitieran el desarrollo a nivel mundial de la solución. Para una solución global de tal 
magnitud se decidió dividir el proyecto en tres partes, de forma que cada individuo resolviera 
una fracción del problema:  
El ponente Marcos Lora Rosa se ocupó del desarrollo de la parte gráfica de la solución. Por otro 
lado, el ponente Rafael D. Gracia Morales se dedicó a solucionar la lógica de control de la 
solución. Finalmente, el ponente Eric Gimènez Galera desempeñó la parte del sistema 
encargada del reconocimiento de plazas de aparcamiento. 
Debido a la situación particular de cada uno de los ponentes se decidió que cada uno de estos  







En el proyecto se soluciona el problema expuesto en el Prefacio de una manera global con 
tecnologías punteras como son el framework .Net, NoSQL, cloud computing, programación 
móvil y web. 
La solución se divide en dos grandes partes bien diferenciadas, unidas por una única API. 
La primera de ellas es una aplicación web que el usuario sólo deberá utilizar para consultar 
sitios libres y estadísticas. 
 
La segunda, es una aplicación móvil que amplía los servicios de la web incorporando 
funcionalidades como buscar sitios, marcar los sitios que ocupe y deje libres, y consultar sus 
estadísticas de aparcamiento. 
 
Analizando el problema se decidió abstraer las partes comunes que se podían reutilizar (lógica 
en la nube, y aplicación móvil multiplataforma) de la solución. 
 
Como ya se ha explicado en el Prefacio, el proyecto se divide en tres partes, de las cuales aquí 
se explicará la parte encargada de la lógica de control para el sistema basado en cloud 
computing. Esta parte consiste en la creación de una plataforma que abstrae la infraestructura 
y la persistencia, de la lógica y los datos, de la solución planteada. En esta memoria se expone 
la justificación, diseño e implementación para el desarrollo de la plataforma, y se particulariza 
en el caso del sistema de detección de aparcamientos.  
 
En resumen, el resultado del proyecto pretende i) construir una plataforma (framework) 
basada en tecnologías web en la nube y móvil que pueda ser la base para desarrollos de 
servicios dirigidos al gran público, y ii) como caso de aplicación de la plataforma y objetivo 
principal del proyecto, influir en la manera en que los conductores buscan un aparcamiento en 
los núcleos de población. Intentando conseguir una mejora general en los tiempos de 








Agradecimientos ------------------------------------------------------------------------------------------- 3 
Prefacio ----------------------------------------------------------------------------------------------------- 5 
Resumen ---------------------------------------------------------------------------------------------------- 6 
Índice -------------------------------------------------------------------------------------------------------- 7 
Introducción -----------------------------------------------------------------------------------------------12 
Objetivos del proyecto --------------------------------------------------------------------------------13 
Generales --------------------------------------------------------------------------------------------13 
Específicos -------------------------------------------------------------------------------------------13 
Abstracción de la solución ----------------------------------------------------------------------------14 




ParkShark y otras aplicaciones similares ---------------------------------------------------------16 
ParkNow de BMW ----------------------------------------------------------------------------------17 
Funcionalidades añadidas, segmentación y recompensa --------------------------------------17 
Estudios previos----------------------------------------------------------------------------------------19 
Teoría del aparcamiento ---------------------------------------------------------------------------19 
Contenidos colectivos y gamificación ------------------------------------------------------------19 
Framework de aplicaciones en cloud computing -----------------------------------------------20 
Tecnologías Básicas---------------------------------------------------------------------------------------21 
Framework .Net----------------------------------------------------------------------------------------21 
Lenguaje de programación C#------------------------------------------------------------------------22 





Cloud Computing --------------------------------------------------------------------------------------24 
Modelo de servicio ---------------------------------------------------------------------------------24 
Ventajas ----------------------------------------------------------------------------------------------24 
Desventajas ------------------------------------------------------------------------------------------25 
Windows Azure ----------------------------------------------------------------------------------------26 
NoSQL ------------------------------------------------------------------------------------------------27 
Azure Platform Storage ----------------------------------------------------------------------------28 
Funcionamiento ----------------------------------------------------------------------------------29 
Ubicación y límites generales----------------------------------------------------------------29 
Concepto de Partición ------------------------------------------------------------------------30 
Arquitectura -----------------------------------------------------------------------------------31 
Particiones y servidores de particiones--------------------------------------------------32 
Ciclo de vida de una solicitud -------------------------------------------------------------33 
Tolerancia a fallos y errores en la actualización ----------------------------------------34 
Replicación ----------------------------------------------------------------------------------35 
Balanceo/Equilibrio de carga de servidores saturados --------------------------------37 
Servidores de partición -----------------------------------------------------------------37 
Servidores de DFS -----------------------------------------------------------------------38 
Azure Table ---------------------------------------------------------------------------------------38 
Azure Blob ----------------------------------------------------------------------------------------42 
LINQ -----------------------------------------------------------------------------------------------------44 
Dynamic LINQ ---------------------------------------------------------------------------------------44 






























IoC (Inversion of Control) -----------------------------------------------------------------------------65 
Diseño ------------------------------------------------------------------------------------------------65 
Implementación -------------------------------------------------------------------------------------67 





Desarrollo de API de Sistema de Aparcamiento-------------------------------------------------------70 
Diseño ---------------------------------------------------------------------------------------------------70 
Casos de uso--------------------------------------------------------------------------------------------71 
Login --------------------------------------------------------------------------------------------------71 
Visualización de historial ---------------------------------------------------------------------------72 
Búsqueda de sitios por dirección------------------------------------------------------------------73 
Gestión de datos de usuario -----------------------------------------------------------------------74 
Gestión de perfiles de conductor -----------------------------------------------------------------74 
Envío de plazas --------------------------------------------------------------------------------------75 
Visualización de medallas --------------------------------------------------------------------------75 
Pruebas ----------------------------------------------------------------------------------------------------76 
Búsqueda de posiciones libres -----------------------------------------------------------------------76 
Descripción ------------------------------------------------------------------------------------------76 
Resultado --------------------------------------------------------------------------------------------76 
Login y envío de Token de sesión --------------------------------------------------------------------76 
Descripción ------------------------------------------------------------------------------------------76 
Resultado --------------------------------------------------------------------------------------------76 




Escalabilidad vertical y horizontal -------------------------------------------------------------------78 
Explotación ------------------------------------------------------------------------------------------------79 
Socialización y Gamificación -----------------------------------------------------------------------------80 
Planificación y costes del proyecto ---------------------------------------------------------------------81 
Planificación final --------------------------------------------------------------------------------------81 




Recursos humanos ----------------------------------------------------------------------------------84 
Recursos materiales --------------------------------------------------------------------------------85 
Coste total -------------------------------------------------------------------------------------------85 
Conclusiones ----------------------------------------------------------------------------------------------86 
Conclusiones generales -------------------------------------------------------------------------------86 
Conclusiones específicas ------------------------------------------------------------------------------87 










A causa del desconocimiento de la evolución del problema y de la incapacidad de poder 
abordar el coste de una infraestructura física escalable, la solución se decantó por  tecnología 
basada en cloud o en la “nube”. A la vez, se vio que había una problemática en el desarrollo de 
aplicaciones móviles multiplataforma, ya que cada fabricante de software seguía su propia 
filosofía, tanto en el desarrollo de aplicaciones, como en el acceso a los recursos del 
dispositivo. Además de que cada sistema utiliza un lenguaje de programación distinto lo que 
provoca que se replique el trabajo de manera innecesaria. Por ello se decidió utilizar las 
tecnologías de la empresa Xamarin como MonoDroid y MonoTouch a la vez que se utilizaba 
tecnología nativa de Windows Phone. 
 
Una vez vista la complejidad del sistema se decidió dividir el problema en estas tres partes: 
1. Lógica de control: esta parte se encarga del tratamiento de datos en la nube, de forma 
fiable, segura y, sobre todo, escalable. 
2. Aplicación web y móvil: realiza la visualización y tratamiento de los datos capturados 
por el dispositivo, y proporcionados por la nube, de forma independiente de la 
plataforma de visualización. 
3. Reconocimiento visual de las plazas de aparcamiento: módulo de reconocimiento 
visual de plazas de aparcamiento. 
 
Una vez estudiados los actuales intentos de solucionar el mismo problema se observa que las 
soluciones existentes optaban por la obtención de datos mediante un sistema hardware. Para 
diferenciarse, la solución planteada obtiene los datos de la comunidad. Por esta razón el éxito 
de la aplicación se basa en la colaboración de esta, con lo cual se pensó en incluir: 
 Sistema de logros para motivar el uso de la aplicación. 
 Notificar al usuario de la aparición de nuevos aparcamientos cercanos.  
 Indicar la ruta hacia el aparcamiento más cercano a la posición de llegada indicada 
previamente por el usuario. 
 
Gracias a la actividad de los usuarios, se podrá realizar un análisis del conjunto de datos 





Objetivos del proyecto 
Generales 
El resultado del proyecto pretende influir en la manera en que los conductores buscan un 
aparcamiento en los núcleos de población. Intentando conseguir una mejora general en los 
tiempos de búsqueda de aparcamiento.  
Para ello el conductor dispondrá de dos herramientas para la interacción con el sistema.  
Una aplicación móvil con la cual podrá buscar sitios, marcar los sitios que ocupe y deje libres, y 
consultar estadísticas de zonas de aparcamiento. Por otra parte una aplicación web que le 
permitirá consultar sitios libres y estadísticas. 
Cómo además se pretende poder ampliar y conectar el sistema con otros sistemas se ha 
desarrollado una API para la futura integración. 
Específicos 
 Lógica de control de la API basada en las funcionalidades de la aplicación (casos de uso). 
o Búsqueda y envío de plazas de aparcamiento 
o Cálculo de estadísticas 
o Creación y actualización de perfiles 
 Lógica de control sobre el sistema de logros.  
 Framework de abstracción de cloud computing para futura reutilización de 
funcionalidades (Bautizado como TreeMod). 
o Núcleo 
o Usuarios  
o Persistencia con mapeo automático  
o Motor de cálculo de expresiones  






Abstracción de la solución 
En un principio, se pensó en crear una única solución que intentara solventar el problema del 
aparcamiento planteado anteriormente. Pero nuestro director de proyecto Francisco Jordan 
Fernández recomendó hacer algo más abstracto, para que así sirviera para generar un 
conjunto de servicios y aplicaciones sociales reutilizando funcionalidades.  
 
Como puede ser comprensible, hay funcionalidades que deben estar alojadas en servidores y 
otras en las aplicaciones cliente, por lo que este conjunto se tiene que dividir en dos grandes 
grupos, que son la parte del servidor y la parte cliente (móvil). En la parte del servidor es 
donde se concentra el tratamiento masivo de datos y la persistencia de los datos de los 
usuarios. En la parte cliente se centra en la visualización de datos, la interacción con el usuario 
y la abstracción de las plataformas, en particular, la móvil. 
 
En cuanto a la parte del servidor, se ha realizado la siguiente lista de funcionalidades:  
 Abstracción de persistencia: Permite olvidarnos de la infraestructura y el sistema de 
base de datos utilizado. 
 Generación de persistencia de manera automática: Permite la automatización de 
mapear los datos con las clases. 
 Gestión de usuarios: Suministra una interfaz para la gestión de usuarios, así como el 
inicio de sesión en el sistema. 
 Sistema de Logros y cálculo de expresiones: Suministra una librería con la que se 
puede generar reglas y acciones a realizar por el sistema. 
 Motor de IoC: Proporciona una librería con la que se puede hacer uso del patrón 
Inversion of Control. 




Estado del arte 
En este punto se expondrá el estado de las aplicaciones existentes para encontrar 
aparcamiento. Además de la situación y existencia de frameworks para el desarrollo de 
aplicaciones en cloud. 
Desde un principio se creyó que una solución para este problema debía ser global, a tiempo 
real y sin hardware adicional para permitir la inmediata implantación. Estas características 
aportan al usuario seguridad y confianza en la solución, además de sencillez para su utilización. 
Inicialmente, cabe destacar que ninguna de las aplicaciones existentes da una solución al 
problema de forma global, a tiempo real y sin hardware adicional. Y además, no se cubren las 
principales plataformas móviles ni la web. Otras muchas aplicaciones intentan solucionar otros 
problemas derivados del uso del vehículo pero no consiguen solucionarlas todas de fo rma 
conjunta.  
SFPark 
Para comenzar, se hablará de una de las soluciones más famosa para encontrar aparcamiento 
pero centrada únicamente en algunos barrios del centro de la ciudad de San Francisco 
(California, USA). Esta aplicación, llamada SFPark [3], recopila los datos a partir de sensores 
(hardware) instalados en las plazas de la calle y de algunos garajes 
públicos. Luego la información se transmite a un sistema centralizado 
que va actualizando la información instantáneamente. Esta información 
se puede consultar vía web o vía aplicación móvil para plataformas iOS y 
Android (este último cuenta con más 10.000 descargas). Además, el 
sistema para regular el tráfico aplica un pago regulado por calles en 
función de la demanda. Entre los partners tecnológicos con los que 
cuenta el sistema se puede encontrar a Oracle para el sistema de 
DataWareHouse y sistema de Business Intelligence para el análisis y 
visualización de los datos.  
En 2007 ya se intentó un sistema similar desarrollado por la empresa española Galeon [4]. 
ParkRight 
Otra de las aplicaciones existentes para encontrar aparcamiento permite 
hacerlo sólo en el centro de Londres (Reino Unido). Su nombre es 
ParkRight [5] [6]  y se basa en ofrecer información recogida por unos 
sensores instalados en las plazas. Luego une la información recogida con 
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información estática sobre las plazas, y le muestra al usuario datos como: el número de plazas 
de la zona, tarifas y horas de tarificación, métodos de pago y ruta para llegar al aparcamiento. 
La aplicación está disponible únicamente para plataformas Android y está instalada en menos 
de 5.000 dispositivos. Esta aplicación está desarrollada por Parkopedia LTD de la cual se 
hablará a continuación. 
Parkopedia 
Parkopedia [7] es una compañía que pretende aglutinar toda la información sobre 
aparcamiento privado, ya sea de empresas o de particulares, y ofrecerlo a los usuarios. Su 
cobertura es bastante amplia, abarcando varias ciudades de decenas de países de varios 
continentes. La información se puede consultar desde un sitio web, o desde las plataformas 
móviles Android, iOS, y Windows Phone (estos dos últimos de pago). La versión para 
Blackberry se encuentra en desarrollo. Para Android ha tenido más de 10.000 instalaciones, sin 
datos para las demás plataformas. 
Parkopedia utiliza el sistema de introducción de información mediante las empresas 
operadoras de los aparcamientos para recopilar todos los datos. En cuanto a las plazas de 
particulares pone a su disposición una aplicación web, llamada ParkatmyHouse.com [8], para 
que los propietarios publiquen su plaza y los usuarios puedan alquilarla durante un periodo 
variable de tiempo. Pero las plazas de ParkatmyHouse.com no están disponibles para su 
consulta ni utilización fuera de la propia plataforma. Al contrario que la información de 
Parkopedia que se puede integrar con otros sistemas. Por último, destacar que Parkopedia no 
incluye ninguna información sobre plazas públicas en la calle.  
ParkShark y otras aplicaciones similares 
Parkshark [9] es lo más parecido que se ha encontrado a la idea original que se tenía en mente. 
La aplicación servía como plataforma para compartir los sitios libres y encontrar sitios 
mediante la actividad de los usuarios a tiempo real, además de aparcamientos privados. 
Disponible para la plataforma iOS [10] y concentrada en la zona de Nueva York (USA). Su 
última actividad en redes sociales es de mediados de 2011 pero la última actualización de la 
aplicación es de principios de 2012 [11]. No se tienen cifras de uso pero no parece (por el 
momento) que vaya a ampliar su área de acción ni funcionar para más plataformas. 
Se han encontrado varias alternativas muy similares en cuanto a concepto y funcionalidad. 
Parkdroid [12] con más de 100.000 instalaciones, únicamente para Android y con fecha de 
última actualización en enero de 2011. No se ha encontrado cuál es su área de acción. 
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PrimoSpot [13] con menos de 5.000 instalaciones también para Android, con un precio de 
2,21€, y para las ciudades de Nueva York, Boston y Seattle (USA). Su última actualización fue 
en agosto de 2011.  
Parker [14] [15] es la aplicación más novel, última actualización en diciembre de 2012, con 
funcionalidades similares a las pensadas en este proyecto. Disponible para iOS y Android, esta 
última cuenta con más de 10.000 instalaciones. Su área de acción abarca alrededor de 100 
ciudades y universidades de Estados Unidos. Su partner Cisco le ha permitido una amplia 
expansión debido a los sensores que utilizan para recoger los datos, ya que estos utilizan la red 
wifi local [16]. El último año han recibido una inyección de capital de 15 millones de dólares 
provenientes de varias sociedades de inversión y del presidente de Ford [17]. 
ParkNow de BMW 
ParkNow [18] es una aplicación desarrollada por BMW en fase de prueba piloto en la ciudad de 
San Francisco (California, USA). Permite a los conductores buscar aparcamiento con la 
aplicación móvil (Android y iOS) o el sitio web, reservar y pagar, y luego ir directamente al 
aparcamiento.  Se inició en septiembre de 2012 con 14 aparcamientos privados y se pretende 
ampliar hasta 100 en un futuro próximo. Aunque el capital sea de BMW es funcional para todo 
tipo de vehículos. Su éxito parece moderado ya que la aplicación para Android, a fecha de 
Diciembre de 2012, contaba con menos de 500 descargas. No se disponen de datos para iOS. 
Funcionalidades añadidas, segmentación y recompensa 
Se han hallado diferentes aplicaciones para varias plataformas que incorporan alguna de las 
funcionalidades se pensaron integrar en la aplicación, aunque no se han incluido por falta de 
tiempo.  
Aplicaciones para mostrar las zonas de aparcamiento y la tarificación de estas como Park ‘in’ 
Spot [19] para iOS, que únicamente muestra las zonas de aparcamiento gratis y la tarificación 
de las de pago para Vancouver, Toronto y Seattle.  
Aplicaciones para encontrar el coche después de haberlo aparcado y olvidar su ubicación. 
Existen muchas alternativas, entre ellas: iCoche [20] para iOS y Find My Car [21] para Android. 
Son dos ejemplos de una funcionalidad que sería fácilmente incorporable a la aplicación 
utilizando la tecnología GPS. 
En cuanto al sistema de pago también existen varias alternativas para el pago del 
aparcamiento tanto público como privado.  
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Para el aparcamiento público se encuentra PayPark [22] para iOS, aplicación que permite el 
pago de las zonas azules previo registro y disponibilidad en la zona. También se encuentra 
iParquing [23], la aplicación más actual con fecha de diciembre de 2012, disponible para 
Android y iOS, y funcional para la zona de Barcelona y alrededores. Ha sido imposible contactar 
con ellas para informarnos de como evitan las multas de estacionamiento, ya que no de jan 
ningún resguardo en el coche indicando que se ha realizado el pago.  
Un caso destacado de este tipo de aplicaciones es ParkMobile [24], muy extendida por Estados 
Unidos, y disponible para todas las plataformas (iOS, Android,  Windows Phone y Blackberry) 
[25]. Permite pagar el estacionamiento en los puntos en los que se encuentre su distintivo, 
ampliar el tiempo de estacionamiento en caso de necesidad o encontrar nuestro coche. 
Además está asociada con la aplicación ya mencionada Parker. 
En cuanto a aparcamiento privado, el sistema de pago con móvil se complementa con otras 
iniciativas mucho más automatizadas como el uso de tecnología RFID en Alemania [26] o una 
tecnología similar a ViaT en Portugal. 
Cabe destacar la cantidad de aplicaciones para un público muy segmentado, como por 
ejemplo, las aplicaciones de un fabricante en concreto. O las aplicaciones para coches 
eléctricos. Esta casuística la aplicación la solventa con la creación de los diferentes perfiles de 
vehículos para el usuario. Según el perfil del usuario que se esté usando se filtrará o modificará 
la información para ajustarse a sus características. 
Para finalizar, querría destacar que ninguna de las aplicaciones consultadas ofrecía un sistema 
de gamificación. Esto lleva a pensar que al no fidelizar de manera atractiva al usuario, junto 
con la poca audiencia de usuarios, lleva a que se abandone la aplicación.  
 




Previamente al comienzo del diseño e implementación de la solución se hicieron un conjunto 
de estudios previos para conocer que tecnologías existían, y como se debía enfocar la creación 
de una aplicación dirigida por la actividad de la comunidad.  
Teoría del aparcamiento 
Para comenzar con el desarrollo de la aplicación se tenía que entender como aparcaban los 
conductores. Lo que me llevó a informarme sobre teoría del aparcamiento.   
Según pude encontrar existe una constante que mide el espacio ocupado en un aparcamiento 
en línea recta para coches de tamaño unitario. La constante de Rényi  [27] dice que 
aproximadamente un 75% por ciento del espacio de la recta quedaría ocupado por los coches.   
Este cálculo teórico da una idea que en la realidad presenta bastantes complicaciones para que 
se cumpla. Algunos de los argumentos influyentes [28] en contra son:  
 Todos los coches no miden lo mismo.  
 Se necesita más espacio que la propia longitud del coche [29] para poder aparcar. 
 Los cambios de los coches aparcados influyen en el espacio restante.  
 La señalización de la calle. 
 La habilidad de los conductores [30].  
 Las diferentes zonas de aparcamiento. 
Debido a esto se ha enfocado sobretodo en intentar aportar la información sobre 
aparcamiento más precisa posible, y dejar de lado la optimización del espacio de 
aparcamiento. 
Contenidos colectivos y gamificación 
Unos de los rasgos distintivos de la aplicación es la participación de los usuarios [31]. Es tan 
fundamental que sin la comunidad el sistema no funciona. El objetivo sería obtener una 
simbiosis perfecta entre usuario y sistema. Es decir, que se nutran el uno al otro, que el 
usuario dependa del sistema y el sistema del usuario. Un fluir constante de actividad que 
satisfaga las necesidades del usuario. Así este último verá recompensada su actividad y querrá 
seguir participando más y mejor. 
Dos claros ejemplos de este paradigma son Wikipedia o Waze [32]:  
Wikipedia, enciclopedia colaborativa donde los usuarios pueden crear o editar los artículos. 
Uno de los sitios web más visitados del mundo.  
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Waze, aplicación de navegación GPS gratuita que incorpora características de navegación, 
difiere del software GPS tradicional en que es una aplicación mantenida por la comunidad de 
usuarios y que aprende de las rutas recorridas por sus usuarios para proveer información de 
enrutamiento, y actualizaciones de tráfico en tiempo real. Los usuarios pueden reportar 
accidentes, congestiones de tráfico, controles de velocidad y puntos de interés entre otros.  En 
Julio de 2012, Waze anunció que había alcanzado 20 millones de usuarios en todo el mundo. 
Cuando se planteaba qué funcionalidades debía tener la aplicación se pensó en muchas de las 
que ofrece Waze. Cuando se vio el éxito que estaba teniendo y como estaba planteado su 
concepto de colaboración del usuario, se dejó a un lado las funcionalidades puramente de 
tráfico para centrarse en las de aparcamiento. 
Pero ciertamente ya se tenía claro que el contenido surgido del usuario era un puntal para el 
éxito del proyecto. Debido a esto surgió la necesidad de incentivar y recompensar al usuario 
para su fidelización. A la vez que se planteó el concepto de recompensa, se descubrió la 
aplicación FourSquare. 
Foursquare [33] es un servicio basado en localización web aplicada a las redes sociales. 
Permite compartir con amigos los sitios que se han visitado. Cuando se realizan ciertas 
acciones, o se visita un sitio más que nadie se reciben unas “medallas” como recompensa. Esta 
recompensa anima a seguir utilizando la aplicación a la vez que crea un vínculo entre la 
actividad diaria y la interacción con la aplicación. 
Para conocer qué y como se ha implementado esta mecánica en la aplicación, consultar el 
capítulo de Socialización y Gamificación. 
Framework de aplicaciones en cloud computing 
Debido a que uno de los objetivos específicos de este proyecto era desarrollar un framework 
que permitiera el desarrollo de aplicaciones en el cloud, con un conjunto de funcionalidades 
definido, se intentó buscar una solución existente que se pudiera adaptar a los requisitos 
existentes. 
Se descartaron varias alternativas con la premisa que debería aceptar el Framework .Net, 
consultar el siguiente capítulo para la justificación de su uso.  
Debido al descarte previo se quedaron tres posibles candidatos Windows Azure, Force.com 
[36] y OrangeScape [37], y la elección final se decantó por Windows Azure por las razones que 





Es el framework de Microsoft [38] para desarrollo rápido de aplicaciones. Es independiente de 
la plataforma ya que se ejecuta en un entorno software conocido como “máquina virtual” , 
llamada CLR, que abstrae los detalles del sistema operativo y del hardware.  
Incluye una gran librería, llamada BCL, que da acceso al desarrollo de interfaces de usuario, 
acceso a datos, conectividad con bases de datos, criptografía, desarrollo web, algoritmos 
numéricos y comunicaciones por red. La unión del CLR y de la BCL forma el núcleo del 
framework.  
Además el framework permite la interoperabilidad entre lenguajes y la portabilidad debido a 
varias características: el CTS, o sistema de común de tipos, y el CLI [39] [40], o infraestructura 
común de lenguajes.  
La especificación del CTS define todos los posibles tipos y estructuras de datos que soporta el 
CLR y como interactúan entre ellos. Debido a esta característica el framework soporta el 
intercambio de tipos e instancias de objeto entre librerías y aplicaciones escritas conforme a 
cualquier lenguaje de .Net. 
El propósito del CLI es proporcionar una plataforma de desarrollo y ejecución de aplicaciones 
neutral al lenguaje. Para ello a partir de un CIL, o lenguaje intermedio común, que es un código 
ya compilado de cualquiera de los lenguajes soportados por el framework hay que hacer una 
conversión a código ejecutable (lenguaje máquina), realizada por el CLR.  
Una vez publicadas las especificaciones del CLI (como normas ECMA e ISO) fue posible para 
terceros desarrollar implementaciones compatibles al framework y nuevos lenguajes. Debido a 
las razones expuestas, y a la experiencia en el uso del framework por parte de los miembros 
del grupo, se creyó que era la mejor opción como framework de desarrollo. 
El lenguaje C#, compatible con el framework y también publicado como estándar, es el elegido 
para el desarrollo de la solución. A continuación se detallan las características que hicieron que 




Lenguaje de programación C# 
C# [41] [42] es un lenguaje de programación orientado a objetos, multiparadigma, 
estructurado, fuertemente tipado, imperativo, funcional, genérico y reflexivo. Incluye 
características como: revisión estricta de los tipos de datos, revisión de límites de vectores, 
detección de intentos de usar variables no inicializadas, y recolección de basura automática.  
Está influido por los lenguajes Java y C++, lo que facilita la adaptación a nuevos programadores 
provenientes de los mismos. Además fue publicada su especificación como normas ECMA e 
ISO. Lo que posibilitó que se desarrollaran diferentes compiladores para el lenguaje a parte del 
de la propia Microsoft. Uno de ellos lo proporciona el proyecto Mono, de esta forma se 
pueden obtener ejecutables para diversas plataformas distintas de Windows.  
Es adecuado para desarrollar cualquier tamaño de aplicación: desde pequeñas funciones a 
sofisticados sistemas de software. 
Ya que todos los miembros del grupo tenían experiencia previa con el lenguaje y debido a las 
características expuestas se decidió optar por él como lenguaje de desarrollo. Asimismo esto 
permitía tener un único lenguaje de desarrollo principal para todo el proyecto. Lo que 






La Transferencia de Estado Representacional (Representational State Transfer) o REST es una 
técnica de arquitectura software para sistemas distribuidos como Internet.  [43] [44] [45] [46] 
[47] 
Los principios de arquitectura de REST son:  
 Un protocolo cliente/servidor sin estado: cada mensaje HTTP contiene toda la 
información necesaria para comprender la petición. Como resultado, ni el cliente ni el 
servidor necesitan recordar ningún estado de las comunicaciones entre mensajes 
 Un conjunto de operaciones bien definidas que se aplican a todos los recursos de 
información: HTTP en sí define un conjunto pequeño de operaciones, las más 
importantes son POST, GET, PUT y DELETE. 
 Una sintaxis universal para identificar los recursos. En un sistema REST, cada recurso es 
direccionable únicamente a través de su URI. 
 El uso de hipermedios(HTML, XML), tanto para la información de la aplicación como 
para las transiciones de estado de la aplicación. Como resultado de esto, es posible 
navegar de un recurso REST a muchos otros, simplemente siguiendo enlaces.  
JSON 
JavaScript Object Notation (JSON), es un formato ligero para el intercambio de datos. JSON es 
un subconjunto de la notación literal de objetos de JavaScript que no requiere el uso de XML. 
[48] [49] 
El beneficio de JSON ante XML no es que sea más pequeño como comúnmente se cree, sino 
que representa mejor la estructura de los datos y requiere menos codificación y 
procesamiento. Es por esa razón por la que se utilizó en la solución como formato de los datos 





Computación en la nube [50], o en inglés cloud computing (a veces simplemente cloud) es un 
paradigma que permite ofrecer servicios de computación a través de  una red (típicamente 
Internet). Se pretende así que cualquier función que pueda ofrecer un sistema informático se 
ofrezca bajo demanda como un servicio [51]. Esto implica una serie de ventajas y desventajas 
que pasamos a exponer. 
Modelo de servicio 
En nuestro caso se optó por el modelo de servicio PaaS (Plataforma como servicio, en inglés 
Platform as a Service) para desarrollar la aplicación. PaaS es la encapsulación de una 
abstracción de un ambiente de desarrollo (típicamente incluye sistema operativo, entorno de 
ejecución de lenguaje de programación, base de datos y servidor web). Los desarrolladores 
pueden ejecutar sus soluciones software sin tener que incurrir en el coste y complejidad de 
comprar y administrar el hardware y el software subyacente. 
Algunas opciones de PaaS, ofrecen opciones de escalado automático que se combinan con la 
demanda de la aplicación evitando así al usuario tener que asignar los recursos manualmente.  
Ventajas 
La nube permite mediante una conexión a la red, desde cualquier dispositivo y lugar, acceder 
al servicio o los datos que se demanden.  
Además se responde con los servicios a las necesidades del negocio de forma flexible, 
transparente, inmediata y adaptativa, en caso de demandas no previsibles o de picos de 
trabajo, pagando únicamente por el consumo efectuado.  
De esta forma se reducen los tiempos de inactividad, así como los costes derivados de 
personal, del hardware, el espacio para este y la energía. 
Por último, habría que destacar la facilidad para comenzar a trabajar al no tener que realizar 
ninguna instalación. De igual manera la transparencia con la que las actualizaciones son 





Una de las críticas más fuertes que se le hace al cloud es que los datos  (incluso los más 
sensibles) no residen al alcance del usuario. Lo que implica que se traspasa la responsabilidad y 
el control de los datos al propio proveedor. Además de no saber realmente donde se 
encuentran tus datos al estar distribuidos por los diferentes centros de cálculo de tu 
proveedor. Así como cuando se están traspasando los datos a su destino se podría tener un 
caso de canal inseguro por la ruta de circulación de estos.  
Asimismo como ya se ha comentado, simplemente teniendo una conexión a la red se puede 
obtener acceso al servicio. Pero esto tiene una contrapartida bastante elemental, sin conexión 





Azure [53] [54], para abreviar, es la plataforma de computación en la nube de Microsoft. 
Permite desarrollar, desplegar y administrar aplicaciones a través de una red global de centros 
de datos de Microsoft. 
La plataforma provee una API en REST, HTTP y XML para interactuar con los servicios ofrecidos. 
Entre muchos otros servicios se puede destacar que Azure permite que las aplicaciones y sitios 
web estén desarrollados en una amplia variedad de lenguajes de programación o frameworks, 
e integrarlos fácilmente desplegándolos a través de FTP, Git o Team Foundation Server 
(repositorios de código). 
Asimismo gracias a las máquinas virtuales proporcionadas (Windows Server y Linux) se pueden 
migrar las aplicaciones e infraestructura sin cambiar el código existente.   
La plataforma ofrece un servicio de CDN que agiliza el acceso a datos consultados 
frecuentemente. Otros servicio interesante es el de análisis, con posibilidad de crear informes 
e integración con Hadoop [55]. Y conjuntamente con los servicios de Almacenamiento e 
Identificación, que se pasa a ampliar por su importancia en el proyecto, Azure conforma una 
excelente plataforma para desarrollar aplicaciones en el cloud. 
En resumen, nuestra elección como plataforma de cloud es debida a su extensa red de 
servicios y características que aportaba un amplio abanico de posibilidades al desarrollar el 
sistema. Algunas de ellas específicas para tecnologías móviles.  Su fácil, rápida y completa 
integración con el Framework .Net, con el Lenguaje de programación C# y con el IDE Visual 
Studio. Al mismo tiempo que se ofrecía una cuenta de prueba de 3 meses  para 
desarrolladores, sin ningún coste, eso sí con limitación de los servicios para poder probar el 
desarrollo. Además de poder disponer de un servicio técnico durante el período activo de la 
cuenta de prueba para cualquier problemática que pudiese surgir. 





Previamente a exponer los servicios de almacenamiento no estructurado de Azure se expondrá 
el paradigma sobre el que se basan. 
NoSQL [56] [57], también conocido como “No sólo SQL”, es el nombre que se da a ciertos 
sistemas de gestión de bases de datos que no se basan en el sistema relacional [58] y que no 
usan el lenguaje de consulta SQL como lenguaje principal.  
Su crecimiento viene impulsado por los gigantes de Internet (Amazon, Facebook, Google, etc.) 
que se enfrentaban a desafíos con el tratamiento de datos que los tradicionales sistemas de 
gestión relacionales no solucionaban. Con el crecimiento de la web en tiempo real existía una 
necesidad de proporcionar información procesada a partir de grandes volúmenes de datos. 
Estas compañías se dieron cuenta que el rendimiento y sus propiedades de tiempo real eran 
más importantes que la coherencia, en la que las bases de datos relacionales tradicionales 
dedicaban una gran cantidad de tiempo de proceso. 
Estos sistemas se caracterizan por usualmente no hacer uso de tablas, estar altamente 
optimizados para las operaciones recuperar y agregar, y normalmente no ofrecen mucho más 
que la funcionalidad de almacenar los registros, además de ser especialmente buenos en 
cuanto a escalabilidad y rendimiento frente a los sistemas relacionales, y poder tratar con 
ingentes cantidades de datos.  
Debido a que los conjuntos de datos pueden ser almacenados de diferentes formas, ya que no 
guardan relaciones entre sí, existen diferentes sistemas NoSQL que se pueden englobar en 
cuatro grandes grupos: 
 Clave/Valor. En nuestro caso Azure Table. 
 Documentales. En nuestro caso Azure Blob. 
 En Grafo. Sin aplicación en el proyecto. 
 Otras (Multivalor, Orientada a Objetos, Tabular). Sin aplicación en el proyecto. 
Bastantes sistemas NoSQL emplean una arquitectura distribuida, manteniendo los datos de 
forma redundante en varios servidores. De esta forma, el sistema puede realmente escalar 
añadiendo más servidores, y el fallo en un servidor puede ser tolerado. Seguidamente se 
puede ver cómo es el sistema de almacenamiento NoSQL de Azure. 
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Azure Platform Storage 
Azure Platform Storage es el conjunto de servicios de almacenamiento de la plataforma de 
computación en la nube de Azure. Está formado por 5 servicios independientes y 
complementarios:  
 Azure Tables. Se amplía la información más 
adelante.  
 Azure Blobs. También se amplía la 
información más adelante. 
 Azure Queues. Es un sistema de 
almacenamiento de mensajes entre 
aplicaciones.  
 Azure Drive. Disco duro virtual NTFS para código en ejecución hospedado en Azure.             
Los dos últimos como no se han utilizado para el sistema no se ampliará la información 
sobre ellos. 
 Existe un servicio más, en este caso de almacenamiento relacional, llamado SQL Azure. 
Es una réplica del sistema de gestión de base de datos Microsoft SQL Server 
ejecutándose en una máquina virtual. Además de resultar más caro que los servicios 
de Azure Storage y debido a las razones que se expondrán más adelante se decidió no 
utilizarlo.  
Estos tres últimos servicios (Queues, Drive y SQL Azure) no se utilizan en el proyecto por lo cual 
no se mencionarán más en adelante. Su referencia viene justificada para mostrar los diferentes 






En esta sección se profundizará en el funcionamiento y arquitectura del almacenamiento de 
Azure para comprender las decisiones de diseño e implementación que se han tomado a lo 
largo del proyecto. 
Ubicación y límites generales 
Cuando al principio se crea una cuenta de almacenamiento tienes que decidir en qué ubicación 
geográfica vas a alojarla. Las posibles opciones son:  
 Estados Unidos: Norte, Sur, Este y Oeste. 
 Europa: Norte y Oeste. 
 Asia: Este y Sureste. 
 
Como buena práctica se debe asignar la misma área para la cuenta de almacenamiento y los 
servicios hospedados. En caso de fallo catastrófico en un área, existe una replicación 
geográfica de los datos a la zona opuesta dentro del mismo continente [59].  
Una vez finalizado el proceso de creación se tienen los siguientes límites de escalabilidad para 
una única cuenta de almacenamiento: 
 Capacidad: 100 TBs sin ninguna restricción entre los diferentes servicios.  
 Transacciones: Hasta 5.000 entidades/blobs por segundo. 
 Ancho de banda: Hasta 3 gigabits por segundo. 
Si se quisieran sobrepasar estos l ímites una aplicación debería utilizar múltiples cuentas de 
almacenamiento y realizar el particionamiento de los datos entre las diferentes cuentas. Por 
defecto, se disponen de 5 cuentas de almacenamiento en una suscripción. El conjunto de 




Concepto de Partición 
Un concepto muy importante a comprender acerca de las abstracciones de almacenamiento es 
su particionamiento. Cada objeto de datos (Blobs o Entidades de tabla) tiene una clave de 
partición. Así es cómo se ubican los objetos en el servicio, cómo se accede a ellos, y cómo se 
equilibra automáticamente la carga de peticiones a los objetos a través de los servidores, para 
satisfacer las necesidades del tráfico. Más adelante se particulariza la clave de partición para 
los dos servicios utilizados. 
Todos los objetos con el mismo valor de clave de partición se agrupan en la misma partición y 
se puede acceder desde el mismo servidor de partición. La agrupación de objetos en 
particiones permite:  
 Realizar fácilmente operaciones atómicas a través de los objetos en la misma partición, 
ya que su acceso se dirige al mismo servidor. 
 Tener localidad espacial de objetos dentro de la misma partición en beneficio del 
acceso a datos. 
Para los Blobs implica que se puede dispersar su acceso a través de tantos servidores con el fin 
de escalar el acceso a ellos. Esto permite que los contenedores crezcan tanto como se 
necesiten (en el límite de espacio de almacenamiento de la cuenta). La desventaja es que no se 
ofrece la posibilidad de hacer transacciones atómicas a través de varios blobs. 
Para las entidades de tabla implica que cada una tiene una clave de partición. Esto significa 
que se pueden equilibrar la carga de las entidades dentro de una tabla a través de diferentes 
servidores según la clave de partición. Entonces, para las entidades incluidas en la misma 
partición (que tienen el mismo valor de clave de partición) se permite a las aplicaciones 





La arquitectura de acceso al almacenamiento tiene las siguientes tres capas fundamentales: 
Capa de Front-End (FE): esta capa realiza las peticiones entrantes, autentica y autoriza las 
solicitudes, y luego las envía a un servidor de particiones en la capa de Partición. Los Fro nt-
ends saben a qué servidor de particiones hay que enviar cada solicitud, ya que cada servidor 
de Front-end almacena en caché un mapa de particiones. El mapa de particiones guarda las 
particiones según el servicio al que se accede (blobs o tablas) y el se rvidor de particionamiento 
que controla el acceso a cada partición en el sistema. 
Capa de partición: esta capa gestiona el particionamiento de todos los objetos de datos en el 
sistema. Como se ha mencionado previamente, todos los objetos tienen una clave de 
partición. Un objeto pertenece a una sola partición, y cada partición se sirve desde un único 
servidor de partición. Esta es la capa que administra qué partición se sirve, desde qué servidor 
de particiones. Además, proporciona balanceo de carga automático de las particiones a través 
de los servidores para satisfacer las necesidades de tráfico de blobs y tablas. Un servidor de 
particiones puede servir varias particiones. 
Capa del Sistema archivos distribuidos (DFS): esta es la capa que realmente almacena los bits 
en el disco y se encarga de distribuir y replicar los datos a través de muchos se rvidores para 
persistirlos. Un concepto clave que hay que entender es que los datos son almacenados por la 
capa de DFS, pero todos los servidores DFS son (y todos los datos almacenados en la capa de 




Un determinado servidor Front-end recibe las peticiones de una IP virtual (VIP), y puede hablar 
con todos los servidores de particiones que necesita con el fin de procesar las solicitudes 
entrantes. La capa de particionamiento consta de todos los servidores de particiones, con un 
sistema “Master” para realizar el equilibrio de carga automático y las asignaciones de 
particiones. Como se muestra en la figura, cada servidor de partición se le asigna un conjunto 
de particiones. El “Master” controla constantemente la carga total de cada servidor de 
partición y las particiones individuales, para equilibrar la carga. A continuación, la capa más 
baja de la arquitectura de almacenamiento es la capa del sistema de archivos distribuido, que 
almacena y reproduce los datos, y todos los servidores de particiones pueden acceder a 
cualquiera de los servidores DFS. 
La justificación de la separación entre capa de partición y capa DFS viene dada por la 
separación de atribuciones de cada una. La capa DFS se puede considerar como la capa de 
sistema de archivos, que entiende los grandes fragmentos de almacenamiento llamados 
extensiones, cómo almacenarlos y cómo replicarlos. Pero no entiende las construcciones de 
objeto de más alto nivel ni su semántica. La capa de partición se construye específicamente 
para el manejo y comprensión de datos de mayor nivel de abstracción, y su almacenamiento 
en la capa DFS. 
La capa de partición comprende lo que significa una transacción para un tipo de objeto 
determinado (Blob, entidad). Además, proporciona el orden de transacciones paralelas y la 
consistencia para los diferentes tipos de objetos. Por último, la capa de partición disemina 
grandes objetos por múltiples porciones de servidor DFS (llamadas extensiones), de modo que 
los objetos grandes (por ejemplo, Blobs de 1 TB) se puedan almacenar sin tener que 
preocuparse por quedarse sin espacio en un solo disco o servidor DFS, ya que un gran Blob se 
extiende a lo largo de muchos servidores DFS y discos. 
Particiones y servidores de particiones 
Cuando se dice que un servidor de particiones está sirviendo una partición, se refiere a que el 
servidor de particiones ha sido designado como el servidor (por el momento) que controla 
todos los accesos a los objetos en esa partición. Se hace esto para que en un conjunto dado de 
objetos haya un único servidor que ordene las transacciones a esos objetos, y así proporcionar 
fuerte consistencia y concurrencia optimista, ya que un solo servidor tiene el control del 
acceso de una partición determinada de objetos. 
Anteriormente se ha descrito que una única partición puede procesar hasta 5000 entidades 
por segundo. Esto se debe a que todas las peticiones a una partición tienen que ser atendidas 
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por el servidor de particiones asignado. Por lo tanto, es importante entender los límites de 
escalabilidad y las claves de partición de blobs y tablas en el diseño de las soluciones. 
Ciclo de vida de una solicitud 
Para entender cómo funciona la arquitectura, se irá a través del ciclo de vida de una petición a 
medida que viaja a través del sistema. El proceso es el mismo para las solicitudes de Blobs y 
Entidades: 
1. DNS lookup: la solicitud a realizar por Azure Storage hace una resolución de DNS del 
nombre de dominio del Uri del objeto al que se accede. Por ejemplo, el nombre de 
dominio de una solicitud Blob es "<account>.blob.core.windows.net". Esto se utiliza 
para dirigir la solicitud a la ubicación geográfica (sub-región) que es asignada a la 
cuenta de almacenamiento, así como para el servicio de blob en esa ubicación 
geográfica. 
2. Servidor Front-end: el servidor realiza lo siguiente: 
a. Autenticación y autorización para la solicitud. 
b. Utiliza la clave de partición para buscar en el mapa de particiones para 
encontrar el servidor de particiones que está sirviendo esa partición.  
c. Enviar la solicitud al servidor de partición correspondiente. 
d. Obtener la respuesta del servidor de partición, y enviarlo de vuelta al cliente. 
3. Servidor de particiones: - La solicitud llega al servidor de particiones, y ocurre lo 
siguiente dependiendo de si la solicitud es un GET (operación de lectura) o un PUT / 
POST / DELETE (en escritura): 
o GET - Ver si los datos están en la memoria caché en el servidor de particiones 
a. Si es así, devolver los datos directamente desde la memoria. 
b. Si no, enviar una solicitud de lectura de uno de los servidores DFS que 
sostienen una de las réplicas de los datos que se están leyendo. 
o PUT / POST / DELETE 
a. Enviar la solicitud al servidor DFS primario que contiene los datos para 
realizar la inserción/actualización/eliminación. 
4. Servidor DFS: los datos se leen/insertan/actualizan/eliminan del almacenamiento 
persistente y el resultado (y si es lectura, los datos) se devuelven. Hay que tener en 
cuenta que para insertar/actualizar/eliminar, los datos se replican en múltiples 
servidores DFS antes de devolver respuesta al cliente. 
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La mayoría de las peticiones son para una sola partición, pero consultas a Contenedores, Blobs, 
y tablas pueden abarcar varias particiones. Cuando una solicitud de consulta que abarca varias 
particiones llega a un servidor Front-end, sabe a través del mapa de particiones el conjunto de 
servidores de particiones que necesitan ser contactado para realizar la consulta. Dependiendo 
de la consulta y el número de particiones que se está consultando, puede que la consulta sólo 
tenga que ir a un servidor de partición para procesar la solicitud. Si el mapa de particiones 
muestra que la consulta tiene que ir a más de un servidor de particiones, se serializa la 
consulta a través de los servidores de particiones de uno en uno ordenados en orden de clave 
de partición. Luego si se llega a 1.000 resultados de la consulta, o cuando se llega a los 5 
segundos de tiempo de procesamiento, se devuelven los resultados acumulados hasta el 
momento y un token de continuación si todavía no se ha acabado con la consulta. Luego, 
cuando el cliente pasa el token de continuación de nuevo para continuar la consulta, se sabe 
con qué clave de partición continuar la consulta. 
Tolerancia a fallos y errores en la actualización 
Para la tolerancia se toman diferentes medidas en varios ámbitos. Una de ellas consiste en 
extender los servidores en diferentes dominios de fallo, por lo que si se produce un fallo de 
hardware sólo un pequeño porcentaje de los servidores se verían afectados. Los servidores de 
las 3 capas se reparten a lo largo de los dominios de fallo diferentes, de modo que si falla un 
dominio dado (rack, conmutador de red, potencia), el servicio todavía puede estar disponible 
para servir datos. Lo que sigue es cómo hacer frente a fallos en los nodos de cada una de las 
tres capas diferentes: 
 Error Front-End: si un servidor no responde, entonces el balanceador de carga se dará 
cuenta de esto y lo saca de los servidores disponibles que atienden las solicitudes de la 
IP virtual entrante. Esto garantiza que las solicitudes que solicitadas por la IP virtual 
son enviadas a servidores Front-end que están esperando para procesar las solicitudes. 
 Error Servidor de Partición: si se determina que un servidor de particiones no está 
disponible, inmediatamente se vuelve a asignar las particiones que estaba sirviendo a 
otros servidores de particiones disponibles, y el mapa de particiones para los 
servidores Front-end se actualiza para reflejar este cambio. Al asignar particiones a 
servidores de particiones diferentes, los datos no se mueven en los discos, ya que 
todos los datos de la partición se almacenan en la capa de servidores DFS y son 
accesibles desde cualquier servidor de particiones.  
 Error servidor DFS: si el sistema de almacenamiento determina que un servidor DFS 
no está disponible, la capa de separación deja de utilizar el servidor DFS para leer y 
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escribir, mientras que éste no esté disponible. En su lugar, la capa de partición utiliza 
los otros servidores DFS disponibles que contengan las otras réplicas de los datos.  Si 
un servidor DFS no está disponible durante mucho tiempo, se generan réplicas 
adicionales de los datos con el fin de mantener los datos en un buen número de 
réplicas para mayor durabilidad. 
El mismo proceso para las tres capas se realiza cuando se hace una actualización de los 
servidores. Además, una vez se ha actualizado un dominio de actualización se comprueba que 
todo se ha realizado correctamente antes de pasar al siguiente dominio, comprobando la 
configuración de producción además de las pruebas de pre-lanzamiento antes de actualizar el 
servicio completo. Normalmente, si algo va a salir mal durante una actualización, se producirá 
cuando se actualizan los primeros dominios de actualización, y si algo no sale bien se detienen  
a investigar, e incluso se puede revertir a la versión anterior de producción si es necesario. 
Replicación 
La durabilidad de almacenamiento de Windows Azure se proporciona a través de la replicación 
de todos los datos. La capa de replicación subyacente es un sistema de archivos distribuido 
(DFS), en el cual los datos se extienden a lo largo de cientos de nodos de 
almacenamiento. Estas  réplicas son accesibles desde todos los servidores de particiones, así 
como servidores DFS. 
La capa DFS almacena los datos en lo que se denominan "extensiones".  Esta es la unidad de 
almacenamiento en disco y unidad de replicación que se replica varias veces. Los tamaños de 
extensión típicos se extienden desde aproximadamente 100 MB a 1 GB de tamaño. 
Al almacenar un blob en un Contenedor o entidades en una tabla, los datos se almacenan en 
una o más extensiones. Cada una de estas extensiones tiene varias réplicas, repartidas de 
forma aleatoria en los diferentes servidores DFS. Por ejemplo, un blob de 10 GB puede ser 
almacenado a través de 10 extensiones de 1 GB, y si hay 3 réplicas para cada extensión, 
entonces las correspondientes 30 réplicas para esta blob podrían extenderse a lo largo de 30 
servidores DFS diferentes.  
Este diseño permite a Blobs y tablas abarcar varias unidades de disco y servidores DFS. Este 
diseño también permite un mayor número de operaciones de entrada/salida y ancho de banda 
para acceder a Blobs y tablas, en comparación con las disponibles en un almacenamiento con 
un único servidor DFS. Este es un resultado directo de que los datos estén repartidos en 
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múltiples  extensiones, que son a su vez repartidas en diferentes discos y servidores DFS, ya 
que cualquiera de las réplicas de una extensión se puede utilizar para leer los datos. 
Para una extensión determinada, el DFS tiene un servidor primario y varios servidores 
secundarios. Todas las escrituras pasar por el servidor primario, que a su vez envía la escritura 
a los servidores secundarios. El éxito se devuelve desde el servidor primario al cliente una vez 
que los datos se escriben por lo menos en 3 servidores DFS. Si uno de los servidores DFS no se 
puede acceder al hacer la escritura, la capa de DFS elegirá más servidores para escribir los 
datos a fin de que: 
(a) todas las actualizaciones de los datos se escriben por lo menos 3 veces (3 
discos/servidores independientes en tres dominios de fallos/actualización separados) 
antes de volver el resultado al cliente y escribe  
(b) las lecturas se puedan procesar de cualquier réplica de extensión actualizada 
(primaria o secundaria), por lo que las lecturas se pueden procesar correctamente  de 
las réplicas de extensiones en sus servidores DFS secundarios. 
Un principio clave de la capa de replicación es la replicación dinámica y tener un tiempo medio 
de recuperación bajo. Si un determinado servidor DFS o una unidad disco falla, entonces todas 
las extensiones que tenían una réplica en el nodo/unidad perdido se reconstruyen 
rápidamente para conseguir que esas extensiones estén de nuevo en un buen número de 
réplicas. La replicación se lleva a cabo con rapidez, ya que las otras réplicas saludables para las 
extensiones afectadas son aleatoriamente repartidas en los diferentes servidores DFS en 
diferentes dominios de fallo/actualización, proporcionando suficiente ancho de banda en el 
disco/red para reconstruir réplicas muy rápidamente. Por ejemplo, para volver a replicar un 
servidor DFS con muchos TB de datos, con potencialmente miles de réplicas de extensiones 
perdidas, las réplicas saludables para las extensiones son potencialmente propagadas a través 
de cientos o miles de nodos de almacenamiento. Para obtener esas extensiones de regreso a 
un buen número de réplicas, todos los nodos de almacenamiento y discos se pueden utilizar 
para: 
(a) leer las réplicas sanas restantes  
(b) escribir otra copia de la réplica perdida en un nodo al  azar en otro dominio de fallo/ 
actualización de la extensión. Este proceso de recuperación permite aprovechar los 
recursos disponibles de red/disco a través de todos los nodos en el servicio de 
almacenamiento para potencialmente replicar un nodo de almacenamiento perdido en 
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cuestión de minutos, que es una propiedad clave para tener un tiempo medio de 
recuperación bajo con el fin de evitar la pérdida de datos. 
Otra propiedad importante de la capa de replicación DFS es la comprobación y análisis para 
evitar la degradación de los datos (bit rot, en inglés). Todos los datos escritos tienen una suma 
de comprobación (checksum) almacenada junto a ellos. Los datos se analizan continuamente 
en busca de degradación mediante la lectura de los datos y la verificación de la suma de 
comprobación. Además, siempre se valida esta suma de comprobación cuando se leen los 
datos para una petición de cliente. Si una réplica de extensión se encuentra dañada por una de 
estas comprobaciones, a continuación, la réplica dañada se desecha y la extensión se vuelve a 
duplicar utilizando una de las réplicas válidas con el fin de llevar de nuevo la extensión a un 
buen nivel de replicación. 
Balanceo/Equilibrio de carga de servidores saturados 
Azure Storage tiene equilibrio de carga en la capa de partición y en la capa de DFS.  
Servidores de partición 
El balanceo de carga en la capa de partición aborda el problema de que un servidor de 
particiones reciba demasiadas peticiones por segundo para las particiones que está sirviendo, 
y entonces balancear la carga a otros servidores de partición.  
Es importante entender que las particiones no están vinculadas a servidores de partición 
específicos, ya que los datos se almacenan en la capa de DFS. La capa de partición por lo tanto 
puede fácilmente balancear y asignar particiones a servidores de partición diferentes, ya que 
cualquier servidor de partición puede potencialmente proporcionar acceso a cualquier 
partición. 
La capa de partición asigna particiones a servidores de partición basándose en la carga de cada 
partición. Un servidor de partición dado puede servir muchas particiones, y el  sistema 
“Master” hace un seguimiento continuo de la carga en todos los servidores de partición. Si ve 
que un servidor de particiones tiene demasiada carga, la capa de partición automáticamente 
equilibra la carga de algunas de las particiones de ese servidor de particiones a un servidor de 




Cuando se hace la reasignación de una partición de un servidor de partición a otro, la partición 
no está disponible sólo por unos segundos, a fin de mantener una alta disponibilidad para la 
partición. A continuación, con el fin de asegurarse de que no se mueven demasiado las 
particiones y que no se toman demasiadas decisiones, el tiempo que se tarda en decidir si se 
equilibra la carga de un servidor de particiones saturado es del orden de minutos. 
Servidores de DFS 
La capa de DFS en su lugar se centra en el equilibrio de carga de Entrada/Salida en los discos y 
el ancho de banda de la red de sus servidores. Para hacer frente a esto se ofrecen dos formas 
de equilibrio de carga en la capa de DFS: 
 Balanceo de Lectura - La capa DFS mantiene varias copias de datos a través de las 
múltiples réplicas que mantiene, y el sistema está diseñado para permitir la lectura de 
cualquiera de las copias de la réplica. El sistema realiza un seguimiento de la carga de 
los servidores DFS. Si un servidor DFS está recibiendo demasiadas solicitudes, los 
servidores de partición que intentan tener acceso a ese servidor DFS se redirigirán a 
leer otros servidores DFS que tienen las réplicas de los datos que el servidor de 
particiones está intentando acceder. Si todos los servidores DFS están saturado para 
un conjunto dado, se tiene la opción de aumentar el número de copias de los datos en 
la capa de DFS para proporcionar más capacidad de transferencia. Sin embargo, los 
datos más accedidos están la mayoría a cargo de la capa de partición, ya que la capa 
de partición almacena esos datos en caché, y esos datos se sirven directamente de la 
caché del servidor de particiones sin tener que pasar por la capa de DFS. 
 Balanceo de Escritura - Todas las escrituras a un dato concreto van a un servidor DFS 
primario, que coordina las escrituras en los servidores DFS secundarios para la 
extensión. Si alguno de los servidores DFS se satura demasiado para dar servicio a las 
solicitudes, el sistema de almacenamiento elige servidores DFS diferentes para escribir 
los datos. 
Azure Table 
La figura de debajo muestra los conceptos de Azure Table. Se tiene una cuenta de 
almacenamiento llamada “cohowinery” y dentro se ha creado una tabla llamada “customers”, 
y se han insertado 2 entidades que tienen propiedades como “Name”, “Email”, etc. También 
se ha creado otra table llamada “winephotos” y las entidades de la table tienen propiedades 




Los siguientes conceptos resumen el modelo de datos de Azure Table: 
 Cuenta (Account): Todo el acceso al almacenamiento se hace a través de una cuenta.  
o Es el nivel más alto del direccionamiento para acceder a las tablas. 
o Una cuenta puede tener varias Tablas. 
 Tabla (Table): Contiene un grupo de entidades. El ámbito de la tabla viene delimitado 
por la cuenta. Una aplicación puede crear tantas tablas como quiera en una cuenta. 
 Fila o entidad (Entity): Las entidades (una entidad es análoga a una fila) son los 
elementos básicos almacenados en una tabla. La entidad contiene un conjunto de 
propiedades. Cada tabla tiene dos propiedades, "PartitionKey y RowKey", que forman 
la clave única para la entidad. 
o Una entidad puede albergar hasta 255 propiedades.  
o El tamaño combinado de todas las propiedades de una entidad no puede 
exceder 1MB. Este tamaño incluye el tamaño de los nombres de las 
propiedades, así como el tamaño de los valores de las propiedades o sus tipos.  
 Propiedad (Columna): Representa un único valor en una entidad. 
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 Clave de partición (PartitionKey): La primera propiedad clave de todas las tablas. El 
sistema utiliza esta clave para distribuir de forma automática y equilibrar la carga de 
las entidades de la tabla a lo largo de los servidores. 
 Clave de fila (RowKey): La segunda propiedad clave de la tabla. Este es el identificador 
único de la entidad dentro de la partición a la que pertenece. La PartitionKey 
combinada con la RowKey identifican de forma única una entidad en una tabla. 
 Marca de tiempo (Timestamp): Cada entidad tiene una versión mantenida por el 
sistema. Esto se utiliza para la concurrencia optimista. 
 Orden clasificado – Hay un solo índice para Azure Table, todas las entidades de una 
tabla están ordenadas según la PartitionKey y RowKey. Esto significa que las consultas 
que especifican estas claves serán más eficientes, y todos los resultados se devuelven 
ordenados por PartitionKey y luego por RowKey. 
 Tipos de datos – PartitionKey y RowKey debe ser de tipo string y el resto de las 
propiedades pueden ser de cualquiera de los siguientes tipos: Binary, Bool, DateTime, 
Double, GUID, Int, Int64, string. 
 Sin esquema – Ningún esquema se almacena en Azure Table, así que todas las 
propiedades se almacenan como pares <nombre, valor>. Lo que implica que dos 
entidades en la misma tabla pueden tener propiedades muy diferentes. Una tabla 
puede incluso tener dos entidades con el mismo nombre de propiedad, con tipos de 
datos diferentes para el valor de la propiedad. Sin embargo, los nombres de propiedad 




La siguiente estructura de URI sirve para hacer un acceso a una tabla específica:  
http://<account>.table.core.windows.net/<TableName> 
El nombre de la cuenta de almacenamiento es la primera parte de la URI seguido de la palabra 
clave “table”. Esto manda la petición al encargado de las tablas de Azure Storage. Después de 
la parte común viene el nombre de la Tabla, y el resto de la URI será para acceder a la entidad. 
Como se ha comentado anteriormente las entidades son agrupadas en particiones. Por eso es 
importante destacar los límites de rendimiento de una partición de tabla: 
 Partición de tabla: una partición de tabla son todas aquellas entidades en la tabla con 
la misma clave de partición. La limitación para una única partición es:  
o Hasta 500 entidades por segundo. Destacar, que una tabla tiene varias 
particiones, por tanto, se pueden procesar muchas más entidades con un buen 
particionamiento. 
Cuando la aplicación alcance el l ímite de la partición, se retornará un mensaje “503 el servidor 
está ocupado”. Si esto suele pasar la recomendación para las tablas es desgranar más las 
claves de partición con el fin de permitir la difusión de las particiones de la tabla a través de 




La figura de debajo muestra los conceptos de Azure Blob. Se tiene una cuenta de 
almacenamiento llamada “cohowinery” y dentro de esta se ha creado un Contenedor llamado 
“images”, y se han puesto dentro dos imágenes “pic01.jpg” y “pic02.jpg”. Se ha creado un 
segundo Contenedor llamado “videos” y guardado dentro de él un blob llamado “vid1.avi”. 
 
 Cuenta (Account): Todo el acceso al almacenamiento se hace a través de una cuenta.  
o Es el nivel más alto del direccionamiento para acceder a los blobs. 
o Una cuenta puede tener varios Contenedores.  
 Contenedor (Container): Un Contenedor permite agrupar varios blobs. El ámbito del 
nombre del Contenedor viene delimitado por la cuenta. 
o Pueden tener dos políticas de compartición, pública o privada.  
 Acceso público, todo el contenido está disponible para cualquiera y sin 
autorización.  
 Acceso privado, la autenticación es necesaria para acceder a los blobs.   
o Pueden tener metadatos asociados. Los metadatos son parejas del estilo 
<nombre, valor>, y pueden ocupar hasta 8 KB/Contenedor.  
 Blob: El ámbito de un blob es el Contenedor. Pueden tener metadatos asociados. Los 





La siguiente estructura de URI sirve para hacer un acceso a un blob específico:  
http://<account>.blob.core.windows.net/<container>/<blobname> 
El nombre de la cuenta de almacenamiento es la primera parte de la URI seguido de la palabra 
clave “blob”. Esto manda la petición al encargado de los Blobs de Azure Storage . Después de la 
parte común viene el nombre del Contenedor junto con “/”, y el nombre del blob. Los nombres 
de cuentas de almacenamiento y de los Contenedores tienen restricciones [60]. 
Hay dos tipos de Blobs soportados: 
 Blobs bloque – enfocado a las cargas de trabajo de streaming.   
o Consiste en una secuencia/lista de bloques.  
o El máximo tamaño es 200GB. 
o Actualización basada en commit – La modificación del blob bloque es un 
proceso de actualización de dos fases. En la primera se cargan los bloques a 
actualizar. Luego, una vez están cargados, se cargan los bloques para añadir, 
cambiar o quitar. Y se realizan todos atómicamente. 
 Blobs Página – enfocado a las cargas de trabajo de escritura aleatoria.   
o Consiste en un vector/índice de páginas. 
o El máximo tamaño es 1TB. 
o Actualización inmediata – Tan pronto como una solicitud de escritura para un 
conjunto secuencial de páginas es exitoso, la escritura se ha logrado, y el éxito 
se devuelve al cliente.  
Como se ha comentado anteriormente los blobs son agrupados en particiones. Por eso es 
importante destacar los límites de rendimiento de una partición de Blob: 
 Un único Blob – la clave de partición es “nombre del contenedor+ nombre el blob”, así 
que la partición es a nivel de sólo un blob así se podrá propagar el acceso del blob por 
los servidores. La limitación de acceso de un sólo blob es:  
o Hasta 60 MBytes/s 
Cuando la aplicación alcance el límite de la partición, se retornará un mensaje “503 el servidor 
está ocupado”. Si esto suele pasar la recomendación para los blobs es utilizar el servicio CDN 




LINQ o Language Integrated Query es un componente del 
framework .NET que agrega capacidades a los lenguajes .Net 
de consulta a datos de manera nativa. [61] [62] 
LINQ extiende el lenguaje a través de las denominadas expresiones de consulta, que son 
parecidas a las sentencias SQL, y pueden ser usadas para extraer y procesar convenientemente 
datos de vectores, clases enumerables, documentos XML, bases de datos relacionales y 
fuentes de terceros. 
Dynamic LINQ 
Hay casos en los que se quiere la flexibilidad de crear consultas dinámicas al vuelo. Ya que no 
se pueden programar la casi infinita cantidad de consultas que se puedan requerir en las 
diferentes aplicaciones que se quieran construir con el framework.  
Para ello se utiliza Dynamic LINQ que proporciona unos métodos de consulta extendidos, 
basados en cadenas de texto, a los cuales se les puede pasar cualquier expresión en formato 
texto. Esto encaja perfectamente con las necesidades requeridas a pesar de que no 
implemente todas las funcionalidades del LINQ “estático” [63]. 
Para utilizarlo en el framework simplemente se tuvo que añadir una clase que encapsulaba 







ASP.Net MVC [66] [67] es un framework de aplicaciones web que implementa el patrón 
modelo-vista-controlador (MVC). 
Está basado en ASP.Net, y está construido sobre el CLR, permitiendo a los desarrolladores 
escribir el código usando cualquier lenguaje admitido por el framework .Net. Asimismo, 
permite a los desarrolladores construir una aplicación web como una composición de tres 
funciones: Modelo, Vista y Controlador. [68] [69] 
Algunas de las características del framework son: 
 Separación de dependencias, capacidad de testing y TDD. Se puede usar cualquier 
framework de pruebas unitario.  
 Es altamente extensible. Todo en el marco MVC está diseñado para que pueda ser 
fácilmente reemplazado/personalizado (por ejemplo: el motor de su propio punto de 
vista, la política de ruteo, la serialización de parámetros, etc.) También se admite el 
uso de inyección de dependencias e IOC (Inversion of Control). 
 Incluye un componente de asignación de URL muy potente que permite crear 
aplicaciones con URLs semánticas. Las URL están diseñadas para soportar fácilmente 
SEO y ser amigables con REST. 
 Es totalmente compatible con las características de ASP.Net como formularios, 
autenticación de Windows, autorización de URL, membresía/roles, almacenamiento en 
caché de datos, administración del estado de perfiles/sesión, etc. 
MVC (Modelo-Vista-Controlador) 
Es un patrón o modelo de abstracción de desarrollo de software que separa los datos de una 
aplicación, la interfaz de usuario, y la lógica de negocio en tres componentes distintos. 
El Modelo representa el estado de un aspecto particular de la aplicación. El Controlador 
maneja las interacciones y actualiza el modelo para reflejar un cambio en el estado de la 
aplicación, y entonces pasa la información a la vista. La Vista recibe la información necesaria 
del controlador y representa la interfaz de usuario para mostrar esa información.   
Una de las ventajas de utilizar un patrón MVC es que cumple una separación clara de las 
dependencias entre los modelos, vistas y controladores de una aplicación. Mantener una 
separación clara de las dependencias hace que las pruebas de las aplicaciones (testing) sean 
mucho más fáciles, ya que los contratos entre los diferentes componentes de la aplicación 




Windows Communication Foundation (WCF) es un framework para la creación de aplicaciones 
orientadas a servicios [70]. Con WCF, se pueden enviar datos en forma de mensajes asíncronos 
de un extremo del servicio a otro. Un extremo del servicio puede ser parte de un servicio 
disponible de forma continua ofrecido por IIS, o puede ser un servicio alojado en una 
aplicación. El otro extremo puede ser un cliente de un servicio que solicita datos. Los mensajes 
pueden ser tan simples como un único carácter enviado como XML, o tan complejo como una 
sucesión de datos binarios. Unos pocos ejemplos de escenarios serían: 
 Un servicio seguro para procesar transacciones comerciales.  
 Un servicio que suministra datos actuales a otros, como un informe de tráfico o 
monitorización. 
 Un servicio de chat que permite a dos personas comunicarse o intercambiar datos en 
tiempo real. 
 Un cuadro de mandos que sondea uno o más servicios de datos y los presenta de 
forma lógica.  
WCF hace que el desarrollo de los extremos del servicio sea más fácil que nunca. En resumen, 
WCF está diseñado para ofrecer un enfoque manejable para la creación de servicios web y 
clientes de servicios Web. 
WebAPI 
ASP.Net Web API es un framework que facilita la creación de servicios HTTP disponibles para 
una amplia variedad de clientes, entre los que se incluyen exploradores y dispositivos móviles. 
ASP.Net Web API es la plataforma perfecta para crear aplicaciones amigables con REST en el 
framework .Net. [71] 
En los últimos tiempos las APIs web han sido muy utilizadas. Son servicios que se exponen 
sobre HTTP en lugar de en un formato estándar (como SOAP). Exponer servicios de esta forma 
puede hacer más fácil la integración de la funcionalidad que suministran con una amplia gama 
de dispositivos y clientes, incluso crear experiencias HTML más funcionales usando JavaScript 
desde un navegador. La mayoría de sitios web exponen sus APIs Web (como Facebook, 
Twitter, Linkedin, etc), y su uso está consiguiendo que cada vez se conecten más dispositivos y 






Windows Identity Foundation (WIF) es un framework que permite construir aplicaciones 
gestionadas por una identidad única. Este framework provee un conjunto de APIs para 
desarrollar aplicaciones ASP.Net o servicios WCF basándonos en seguridad por tokens, como 
son los tokens del protocolo OAuth2 expedidos por el ACS. [72] 
ACS 
Access Control Service (ACS) es un servicio de Microsoft Windows Azure que ofrece una forma 
sencilla de autenticar y autorizar a los usuarios para obtener acceso a las aplicaciones web y 
servicios web, al tiempo que permite que las características de autenticación y autorización 
sean gestionadas desde fuera de la aplicación. Esto facilita el desarrollo de aplicaciones, a la 
vez que proporciona a los usuarios la ventaja de iniciar sesión en múltiples aplicaciones con un 
número reducido de autenticaciones. [73] 




Desarrollo de Framework de Abstracción 
El propósito del desarrollo de este Framework de abstracción se basa en que actualmente no 
existe ninguna solución de cloud computing que englobe la persistencia de los datos, la 
seguridad en la autenticación y un motor de cálculo. Gracias a este framework se intenta 
simplificar la creación de aplicaciones en el cloud abstrayendo la plataforma de persistencia en 
la que se van a almacenar los datos, aunque la solución está orientada a Azure Platform 
Storage. 
Todo el framework se ha desarrollado en módulos, de manera que es fácilmente extensible y 
probable, ya que si se modifica una parte del framework, cualquier otra parte de este no se 
verá afectado (siempre que no esté ligado a este a nivel de implementación).  
A partir de este momento se mostrarán diagramas de clases del framework. En algunas de 





En el dominio del framework se tienen todas las clases relacionadas con la lógica de control de 
la aplicación. Aquellos elementos básicos para poder realizar las operaciones que darán forma 
a las aplicaciones. Desde los usuarios al motor de cálculo de expresiones. A continuación se 
detallan uno por uno los grandes bloques funcionales que tiene el framework.  
Núcleo 
En el núcleo del framework se encuentran todas aquellas clases que forman la estructura 
principal básica para la posterior articulación y ampliación de las funcionalidades. Es 
importante esta parte debido a que si se quisiera hacer un cambio profundo se tocarían estas 
clases aislando de los cambios a las demás. 
Diseño 
En el dominio del framework se encuentra la clase de la cual se derivan todas las demás clases 
que se quieren persistir en el sistema. Esta a su vez hereda de TreeModPersistibleObject, que 
se verá en la sección de Acceso y persistencia de datos. Además, ya que el framework se 
orienta a aplicaciones sociales y móviles, es importante el posicionamiento de ciertas 
entidades en las aplicaciones. Por ello se ha diseñado una clase que permite el 
posicionamiento geográfico-político a diferentes niveles de precisión. País, Región, Provincia y 





En cuanto al posicionamiento, se incluyen unas clases para poder 
marcar posiciones concretas, en nuestro caso serían posiciones GPS.   
Para el sistema de Mapas se decidió utilizar Bing Maps, la clase 
TileSystem que tiene los métodos para interpretar y operar con los 
mapas es  la proporcionada por Microsoft [74]. La justificación de la 
utilización del sistema de Bing Maps se puede encontrar en la 
referencia [2] de la Bibliografía. 
 
En el núcleo se ha decidido crear una clase para implementar el patrón Singleton, y a su vez 
una tipada que hereda de ella, que luego se utilizará en el módulo de IoC. También se tiene 
una clase de Excepciones propias del framework. Esto permite identificar aquellas excepciones 





Controladores de dominio y de operaciones 
Los controladores de dominio son aquellas clases que permiten tratar con las operaciones de 
persistencia y recuperación de los objetos. En nuestro caso se dividen los objetos (y sus clases 
correspondientes) en dos tipos: entidades y archivos (data y file respectivamente). Esta 
división es debida al diferente tratamiento que se suele dar a estos tipos de objetos en los 
servicios de almacenamiento en la nube, en nuestro almacenamiento se corresponden con 
Azure Table y Azure Blob. 
Para cada uno de ellos se tiene, como se puede ver en la imagen, una interfaz que define las 
operaciones comunes a todo controlador de dominio. La clase que implementa esa interfaz y 
que tiene las operaciones básicas, una factoría para crear todos los controladores y un 
diccionario para acceder rápidamente a ellos. Por último, una clase que inicia las factorías para 





Finalmente, se encuentran en el dominio los controladores de operaciones. Estos tratan con 
las operaciones concretas de los diferentes tipos de clases que se persisten, además de añadir 
la lógica conveniente en cada operación. Como se ve en la imagen se tiene una clase base 
tipada de la que heredan aquellas que tienen operaciones concretas.  
 
Implementación 
Al inicio de la aplicación se hace una llamada a la clase DomainControllerSetupProvider que a 
su vez, inicializa las factorías de los controladores de dominio. Estas crean los controladores de 
dominio, tanto de entidades como de archivos, automáticamente detectando los tipos de las 
clases pertinentes. Con esta automatización se consigue que si se añaden más funcionalidades, 
o si se amplían las existentes, no se cambie el código de este tratamiento. 
Las operaciones de los controladores de dominio, tanto de entidades como de archivos, son las 
típicas que se tienen cuando se quiere interactuar con la capa de datos. Insertar una nueva 
entidad, modificarla, remplazarla y borrarla. Las operaciones de recuperación típicas como 
recuperar una instancia concreta o recuperarlas todas, se ven complementadas por el  Motor 
de cálculo de expresiones en el caso de las entidades. Este permite personalizar al detalle las 
consultas de recuperación. 
Las funciones de los controladores de operaciones son específicas para cada controlador. 
Aunque algunas son bastante similares entre ellas, como la creadora de la entidad a persisti r 
con los datos necesarios y su posterior llamada al controlador de dominio para su almacenaje. 
O también simples llamadas a los controladores de dominio para la recuperación de entidades 
del tipo concreto. El controlador de operaciones base es tipado y tiene dos operaciones 
básicas que son dar acceso a los controladores de dominio propios (FileDomainController y 
DataDomainController) del tipo que se esté implementando. 
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En cuanto a las Excepciones que se pueden generar, TreeModDomainException es la clase de la 
que se derivan todas las excepciones surgidas en el dominio. Ejemplos de posibles excepciones 
surgidas de la actividad propia serían: no establecer una cuenta de almacenamiento de Azure 
Storage, establecer una incorrecta, o inicializar alguna factoría de controladores de Dominio 
cuando ya lo está. 
 
Usuarios 
En el módulo de usuarios del framework se encuentran todas aquellas clases que tratan con el 
objeto que representa al usuario. Esta parte es importante ya que los datos del usuario suelen 
tener un tratamiento especializado en la mayoría de las aplicaciones. 
Diseño 
En este módulo se encuentran dos clases que tratan los datos del usuario. La clase User, que 
representa al usuario, y la clase UserStatistics que trata los datos de estadísticas del usuario. 
Como se puede apreciar en la imagen, cada una con su respectivo controlador de operaciones, 
y concretamente el de usuario implementando la interfaz correspondiente. Además, se tiene 
un controlador de operaciones especial para los avatares de los usuarios. Ya que este no trata 







Para la representación del usuario se utiliza un identificador único, su nombre y un apellido, 
fecha de nacimiento, su cultura (lenguaje), identificador del proveedor con el cual se ingresa a 
la aplicación y los diferentes niveles de posicionamiento geográfico-político. 
Como estadísticas de usuario se almacenan el número de veces que ha liberado y ocupado 
algún sitio, el número de búsquedas de alguna dirección que ha realizado, el número total de 
acciones que ha realizado, una puntuación o score (asignando puntos a las acciones que 
realiza) y un índice de bondad/maldad que se calcula como el porcentaje de sitios liberados 
entre la suma de sitios liberados más sitios ocupados. Este dato está pensado para que el 
usuario colabore aportando sitios liberados, y no sólo ocupe sitios. 
Los controladores de operaciones implementan operaciones muy básicas tanto para los 
usuarios como para las estadísticas y avatares de estos. Todos tienen la creación, actualización 
y almacenamiento de una entidad del tipo correspondiente y la recuperación de una entidad 
concreta. Excepto el controlador de estadísticas que sólo tiene la recuperación ya que la 
actualización no se hace a través de este controlador, sino a través del controlador de 
operación de la aplicación. Cuando en la aplicación se realiza una acción en concreto, esa 




Motor de cálculo de expresiones 
En el módulo de cálculo de expresiones el objetivo ha sido crear una estructura modular y 
ampliable para la creación de cualquier tipo de consultas, y su posterior resolución. Estas 
consultas son utilizadas para realizar ciertas acciones en el caso de que se cumplan las 
condiciones adecuadas, además de facilitar una forma de consulta para la recuperación de 
datos. 
Diseño 
En este módulo todo se articula 
alrededor de la clase Expression. 
Esta clase al ser genérica y abstracta 
permite, con gran versatilidad, que 
se puedan generar multitud de clases que hereden de ella. Entre las clases que heredan de 
ellas se pueden encontrar grupos muy variados, cada uno con una labor determinada.  
El grupo más numeroso es el de las expresiones con tipos de datos básicos, son las piezas con 
las que luego operan expresiones más complejas. En este grupo se encuentran expresiones 
booleanas simples como TrueExpression, FalseExpression y NotExpression. Las dos primeras 
representan los valores cierto y falso respectivamente, y la última representa el operador 
unario y calcula el valor booleano negado. 
Luego se tienen las expresiones tipadas con cadenas de texto como ConstantExpression, 
StringExpression, IdentityProviderExpression y UserIdExpression. Las dos primeras representan 
las expresiones que tratan directamente con el tipo de datos cadena de texto, representando 
una constante (en formato texto), y una expresión con resultado en forma de cadena de texto. 
Las dos últimas son expresiones que utilizan la clase ClaimUtils, devuelven el proveedor de 
identidad del usuario, y el identificador único del usuario respectivamente.  
Asimismo se encuentran varias expresiones tipadas con diferentes tipos de datos. 
DoubleExpression o expresión de tipo double, FloatExpression o expresión de coma flotante e 
IntegerExpression o expresión de tipo entero. Todas ampliamente utilizadas cuando las 
expresiones requieren cálculos numéricos. Y la tipada genérica DataExpression que se puede 
utilizar para que cualquier tipo de datos tenga cabida en una expresión.  Así como 
InstanciationExpression que crea una instancia del tipo de datos de la que esté tipada.  
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Por último, pero no menos importante, se tienen aquellas expresiones que sirven para 
elaborar consultas más complejas. Por una banda, las expresiones de almacenamiento como, 
InsertExpression que se utiliza para insertar una entidad del tipo de datos tratado, 
SelectExpression que sirve para recuperar entidades almacenadas, y SelectCountExpression que 
es muy similar a SelectExpression pero esta simplemente cuenta cuantas entidades 
almacenadas cumplen con la expresión.  
 
Por otra parte, la expresión de composición de expresiones BinaryExpression. Al ser abstracta y 
genérica permite utilizarla como base para su posterior herencia en múltiples ámbitos. Debido 
a esto es heredada por las clases que realizan expresiones comparativas, lógicas y aritméticas 
de operadores binarios. Las comparativas son los usuales: mayor que, mayor igual, menor que, 
menor igual e igual. Las lógicas: el And y el Or. Y por último, creadas por la clase 
MathExpression, las aritméticas: suma, resta, división, multiplicación y módulo. Que a su vez 
son abstractas para que se pueden concretar para expresiones propias de los tres tipos de 
datos: tipo double, tipo float y tipo entero. 
 
Finalmente en este módulo se tienen dos clases que serán posteriormente utilizadas en el 






La clase Expression tiene un método Calculate() que retorna un resultado del tipo que es 
tipada. Es decir, que si es tipada con un booleano cuando sea calculada con el método 
Calculate() devolverá un resultado booleano. Y de la misma forma con todos los otros tipos de 
datos. 
En el caso especial de las clases que heredan de BinaryExpression estas tienen a su vez dos 
expresiones, debido a su condición de expresiones binarias, la parte derecha de la operación y 
la parte izquierda. Para resolver la operación simplemente aplican el método Calculate() a cada 
parte, y después aplican la operación que representan.  
En el caso de las expresiones de almacenamiento su implementación difiere un poco de las 
demás ya que son las encargadas de tratar con los datos, es decir todos los tipos de datos 
(entidades) que tratan son TreeModPersistibleObject, una clase que se verá en la sección de 
Acceso y persistencia de datos.  
Para el caso de InsertExpression el método Calculate() devuelve la entidad que se quiere 
insertar y luego se utiliza un DataManager, que también se verá en la sección Acceso y 
persistencia de datos, para almacenarlo en la capa de datos. Algo similar ocurre con 
SelectExpression.  
SelectExpression tiene tres expresiones: WhereExpression, OrderByExpression y TopExpression. 
Estas expresiones son transformadas en cadenas de texto que el DataManager luego 
interpreta para la recuperación de las entidades. En el caso de que TopExpression sea diferente 
de nulo se devuelven tantas entidades como indique la expresión, sino se devuelven todas las 
que el DataManager recupere. SelectCountExpression hace lo mismo pero en vez de devolver 
las entidades, cuenta el número de entidades y ese es el resultado de la expresión.  
La clase Rule como su nombre indica es una regla, que no es más que un Expression que luego 
se tendrá que evaluar de una forma determinada para que se cumpla un logro. Si una o varias 
de estas reglas se “cumplen” se ejecutará una ActionResult que es una clase con una 





Se ha integrado la implementación de logros en un módulo del framework porque se cree que 
serviría para multitud de aplicaciones, no únicamente para la aplicación de buscar 
aparcamiento. Como luego se comentará en la sección de Socialización y Gamificación cada 
vez más se está apostando por estrategias que aproximan mecánicas de juego y recompensa a 
contextos ajenos a los juegos, con el fin de que las personas adopten cierto comportamiento.  
Para la aplicación de localización de aparcamiento estos logros se muestran en forma de 
medalla. Ya que es una forma de representación física y visual de un logro. Por eso más 
adelante se habla de medallas o de su equivalente inglés “badge”.  
Diseño 
En este módulo de Logros se utilizan clases de un módulo a parte, pero que no he querido 
separarlo en la explicación por la tremenda relación que tienen. Las clases que se ven a 
continuación son la base para cualquier módulo que quiera realizar ciertos cálculos o que se 
cumplan ciertas condiciones para luego realizar ciertas acciones. Lo que se ha bautizado como 
Computable. 
Como se puede observar se tiene una clase ComputableManagerBase, de la que luego 
heredará el encargado de los cálculos de los logros, que implementa una interfaz. Esta interfaz 
define unos métodos que todos los “ComputableManager” deben implementar para poder 
realizar los cálculos de una manera determinada. En la definición de estos métodos se exige 
que varios de los parámetros cumplan con las interfaces IComputableDataLoader e 





Las clases básicas del módulo de Logros son: Badge, ObtainedBadge, StoredPathBadge y sus 
respectivos controladores de operaciones. La Badge es la definición de un logro. La clase 
ObtainedBadge es la representación de la obtención de un logro. La clase StoredPathBadge 
representa la ruta para conocer las reglas que se tienen que cumplir para obtener un logro. 
 
Las reglas que se tienen que cumplir para obtener un logro y la posterior acción a realizar se 
representan con la clase RuleAction. Esta tiene asociada su controlador de operaciones. 
 
El encargado de administrar como se debe ejecutar el sistema de cálculo de logros es el 
BadgeComputableManager que cumple con una interfaz específica para los logros 







La clase Badge almacena los puntos conseguidos en la obtención de ese logro, una descripción 
textual, y una imagen identificativa semejante a una medalla. Su controlador de operaciones 
incorpora la función para la recuperación de todas las Badges existentes.  
La clase ObtainedBadge almacena el usuario que ha obtenido el logro, qué logro y en qué 
momento se consiguió. Su controlador de operaciones incorpora la función para la 
recuperación de todos los logros de un determinado usuario. Para podérselos mostrar luego al 
usuario. 
La clase StoredPathBadge almacena a partir de qué acción en la aplicación se puede llegar a 
conseguir el logro y qué RuleAction se debe ejecutar para conseguir el logro. Su controlador de 
operación no realiza ninguna operación especial a parte de las heredadas.  
La clase RuleAction está formada por una lista de Rule y un ActionResult. La operación 
Calculate() de la clase evaluará cada una de las Rule de la lista, sólo si se cumplen todas 
entonces se accederá al ActionResult para saber qué acción hay que realizar. Su controlador de 
operaciones tiene el método CalculateRuleAction al que se le pasa la RuleAction que tiene que 
calcular y la identificación única del usuario. En su ejecución se llama al Calculate() de la 
RuleAction, que como se ha dicho evaluará todas las reglas, y si se cumplen entonces se creará 
una expresión de inserción de ObtainedBadge, que la ActionResult ejecutará para almacenar el 
logro conseguido por el usuario. 
El encargado de saber qué RuleAction se tiene que calcular es el BadgeComputableManager. 
Este a su vez tiene un método Calculate() que con los parámetros que recibe recorre los 
diccionarios que almacenan el camino hasta llegar a RuleAction adecuada.  
Las clases que implementen la interfaz IComputableDataLoader se utilizarán para cargar datos 
necesarios para los cálculos de un “ComputableManager”. En la aplicación, por ejemplo, se 
utiliza para obtener los cálculos de los logros (clase StoredPathBadge) al inicio de la aplicación. 
Las clases que implementen la interfaz IResourceLoader se utilizarán para cargar recursos 
necesarios para los cálculos o para los resultados de estos. En la aplicación, se utiliza para 




Acceso y persistencia de datos  
En el acceso y persistencia de datos del framework se tienen todas las clases relacionadas con 
la capa de datos de la aplicación. Las herramientas básicas para poder almacenar y recuperar 
los diferentes datos que utilizan las aplicaciones. Tanto para objetos con tipos básicos de datos 
como para datos no estructurados (archivos).  
A continuación se detalla la abstracción para la independencia de la plataforma de persistencia 
de datos. Posteriormente se ven las clases implementadas para tratar con Azure. 
Núcleo 
Cuando se estaba desarrollando el framework parecía acertado desacoplarse totalmente de la 
plataforma de almacenamiento. Se cree que esta independencia es favorable para el 
framework ya que no se ata a ningún proveedor de almacenamiento. Lo que permite, dado el 
caso, cambiar a otro que convenga más. Debido a la creciente competencia entre los servicios 
de computación en la nube podrían surgir ofertas de almacenamiento que interesaran por 
precio y prestaciones más que otras. 
Diseño 
El objeto base para el almacenamiento del framework es 
TreeModPersistibleObject. De este objeto será del que hereden 
todas las clases de dominio que se quieran persistir. Tiene tres 
propiedades importantes: PartitionKey, RowKey y Timestamp. 
También se tiene la clase Dynamic que integra todo el 
tratamiento para poder elaborar las consultas dinámicas con Dynamic LINQ. 
Luego se tienen dos conjuntos de clases diferenciados pero similares a la vez. El conjunto que 
trata las entidades, y el conjunto que trata los archivos. 
Para el conjunto de las entidades se dispone de un encargado o “manager” que cumple la 
interfaz IDataManager. Esta clase será de la que luego heredará el encargado de los datos de 
la plataforma de almacenamiento concreta que se quiera utilizar. También se tiene un 
StorageFactoryBase clase que dará acceso a la tabla concreta a la que se quiere acceder. Y por 




El conjunto que trata los archivos tiene las mismas clases y las mismas responsabilidades que 
el de las entidades, excepto que no tiene una clase “FactoryBase” ya que el acceso se hace de 
manera distinta. En el caso de los archivos no se tienen tablas, se tienen contenedores. 
 
Por último, se ha implementado una clase StorageUtils. Que provee con 
métodos para conocer el nombre de la tabla de almacenamiento a 
partir del tipo de la clase al que se quiere acceder.  
Implementación 
Como se puede observar en TreeModPersistibleObject se tienen tres propiedades que encajan 
perfectamente con lo que vendría a ser el modelo de datos de Azure, pero se ha creído 
conveniente que sea así porque aunque parezca que nos una indispensablemente a Azure, se 
pueden adaptar a otros sistemas de almacenamiento en la nube como Amazon S3 [75]. 
Además, el hecho de heredar todas las entidades a almacenar la misma estructura, aporta al 
framework coherencia en el momento de la recuperación y la consulta.  
La propiedad “PartitionKey” es la clave de particionamiento y la “RowKey” es la clave de fila. 
Juntas forman la clave única para identificar a la entidad en la tabla. La propiedad 
“Timestamp” se cree que también será útil para un posible versionado de las entidades. 
Además, en nuestro caso Azure se encarga totalmente de su mantenimiento.  
Una vez comentado esto habría que incidir en qué se guarda en el almacenamiento si este es 
automático y cómo lo decide el programador. Pues bien, toda aquella clase de dominio que 
herede de TreeModObject es candidata a ser persistida. Para definir los campos que serán 
almacenados sólo hay que crear un “accesor” público (getter/setter). De esta manera ya se 
indica que ese campo será uno de los valores a almacenar para la entidad.  
Ahora se pasa a detallar como actúan los “managers” en el proceso almacenamiento. En 
primer lugar el DataManagerBase cumple con la interfaz IDataManager. Esta interfaz declara 
una serie de métodos básicos que todos los “DataManager” tendrán que implementar para 
dar un servicio de almacenamiento completo al usuario. Las funciones declaradas se pueden 
segmentar en varios niveles. 
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Nivel de tabla: crea una tabla. Nivel de entidad: inserta una nueva entidad, actualiza/remplaza 
y borra una entidad. Nivel de consulta: contar todas las instancias de un tipo y contar todas las 
instancias con condiciones. Seleccionar instancia por clave de fila. Seleccionar las instancias 
con una clave de partición concreta. Seleccionar las instancias a partir de varias claves de 
partición. Seleccionar la instancia con unas claves de partición y fila concretas. Seleccionar las 
instancias con condiciones. 
El término “con condiciones” utilizado en el último párrafo se refiere a las condiciones de una 
consulta SQL. En nuestro caso se han implementado estas tres condiciones: WHERE, ORDERBY 
y TOP. La condición WHERE permite escoger aquellas entidades que nos interesan. Las otras 
dos condiciones permiten variar el resultado de la consulta. ORDERBY ordena las entidades a 
nuestro criterio y TOP selecciona un número indicado de ellas. Al ser la clase 
DataManagerBase abstracta, el encargado de implementarlas es el AzureDataManager que se 
verá en la siguiente sección. 
La clase StorageFactoryBase define un método que a partir de un tipo devuelve una clase 
adecuada para poder hacer operaciones de almacenamiento. En este caso desde 
AzureDataManager devuelve una clase CloudTableQuery(propio de Azure) que se utiliza junto 
con Dynamic LINQ para crear las consultas dinámicas. 
La clase DataStorageAttribute almacena dos metadatos: el tipo a almacenar y si es 
almacenable. Se usa en el contexto de los controladores de dominio para saber si una clase es 
candidata a ser almacenada. El caso claro es el de TreeModObject que no tendría sentido 
almacenarla en ninguna tabla debido a que sería una tabla inmensa con todas las entidades del 
dominio. 
Las clases que tratan archivos son muy similares a las de entidades. Se tiene de nuevo una 
interfaz IFileManager que cumple la clase FileDataManager. La interfaz declara los métodos 
básicos para los archivos: crear contenedor, insertar, borrar, remplazar y recuperar un archivo. 
Igual que en el caso de las entidades estos métodos son implementados en la clase propia de 
la tecnología: AzureFileManager. La clase FileStorageAttribute almacena los nombres de los 
contenedores donde se van a almacenar los archivos. 
Finamente, la clase StorageUtils guarda un diccionario para saber el nombre de la tabla a partir 
de la clave, que es el tipo de la clase que se quiere almacenar. Lo utiliza el AzureDataManager 





En este módulo se tienen aquellas clases que implementan el almacenamiento de datos 
concreto para Azure Platform Storage. Si se quisiera utilizar otro tipo de almacenamiento sólo 
habría que implementar unas clases similares a las de este módulo con las operaciones 
pertinentes. 
Diseño 
Este módulo tiene dos administradores de datos. El AzureFileManager es el encargado de 
tratar con Azure Blob. El AzureDataManager es el encargado de tratar con Azure Table. 
Además este último necesita un AzureStorageFactoryBase tipado para poder hacer consultas a 
las tablas según del tipo que sean.  
 
Implementación 
Ambos “managers” heredan de sus respectivos ManagerBase , así implementan todas las 
operaciones necesarias para tratar con las entidades y los archivos utilizando las clases 
pertinentes de Azure. 
Para el AzureFileManager se implementan los métodos de creación, recuperación, 
actualización/remplazo y eliminación de los blobs. Así como la creación de los contenedores 
para colocar estos blobs. Además se tienen métodos propios importantes como establecer los 
permisos de los blobs y recuperar todo un contenedor. 
Para el AzureDataManager se tienen los métodos de inserción, actualización, remplazo y 
eliminación de entidades. Así como la creación de las tablas para almacenar las entidades. Y 
por supuesto un gran conjunto de métodos de recuperación/consulta de entidades. Ent re 
ellos, métodos para la creación de las consultas, métodos para el conteo de entidades 
resultantes de las consultas y, métodos para consultas concretas de recuperación de las 
entidades. 
Estas consultas concretas hacen uso de los mecanismos de clave de partición y clave de fila 
para recuperar eficientemente las entidades necesarias según la ocasión.  Además hacen uso 
del Dynamic LINQ para la generación de consultas.  
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IoC (Inversion of Control) 
Inversión de control (Inversion of Control en inglés, abreviado IoC) es un método de 
programación en el que el flujo de ejecución de un programa se invierte respecto a los 
métodos de programación tradicionales, en los que la interacción se expresa de forma 
imperativa haciendo llamadas a funciones.  
Tradicionalmente el programador especifica la secuencia de decisiones y procedimientos que 
pueden darse durante el ciclo de vida de un programa mediante llamadas a funciones. En 
cambio, en la inversión de control, se especifican respuestas deseadas a sucesos o solicitudes 
de datos concretas, dejando que algún tipo de entidad o arquitectura externa lleve a cabo las 
acciones de control que se requieran, en el orden necesario, y para el conjunto de sucesos que 
tengan que ocurrir. 
Se podría resumir como la frase del Principio de Hollywood: “no nos llames; nosotros te 
llamaremos”. 
La justificación de este patrón viene dada por el desacoplamiento que se consigue. Ya que se 
pueden utilizar diversas implementaciones como si fueran servicios. Del mismo modo que si se 
tiene una interfaz y no se conoce el funcionamiento de la implementación de los métodos que 
define esa interfaz por dentro. [76] [77] [78] [79] 
Diseño 
En este módulo se tienen las clases encargadas del patrón IoC. 
Para comenzar se tiene la clase IoCServiceProviderSetup. Su 
función es inicializar el proveedor de servicio de IoC.  
Y por tanto se debe implementar una clase IoCProvider que cumple con la interfaz 
correspondiente. Y a su vez una clase ServiceProviderSetup que inicializa proveedores de 
servicio. Los proveedores de servicio son clases que permiten ofrecer funcionalidades muy 






Además se tienen las clases responsables del proveedor de servicio o ServiceProvider. Una 
clase que hereda de TreeModSingleton por lo que sólo puede haber una instancia de esta, y 
que además es la base de la que hereda la clase PlatformIndependentServiceProvider. O la 
clase que ayuda a desacoplarnos de la plataforma que subyace tras el framework/aplicación. A 
su vez implementa la interfaz IServiceProviderSetup que define los métodos para todo 
proveedor de servicio. Y de nuevo, esta interfaz hereda de otra interfaces que amplían su 
definición de métodos, con aquellos necesarios para un proveedor de servicio.  
La clase ServiceProviderAttribute almacena metadatos sobre el proveedor de servicio. 
 
Existen dos interfaces IServiceProducer e IServiceConsumer ambas tipadas. Toda clase que 
herede de IServiceProducer, especificada con un tipo de datos concreto, es susceptible de ser 
un proveedor de servicio. Este caso se dará sólo si se registra el tipo de la clase en 
PlatformIndependentServiceProvider. A consecuencia de esto, se obtienen funcionalidades 
extras para el tipo de datos especificado en la interfaz. 
Toda clase que herede de IServiceConsumer, con el mismo tipo de datos que se ha especificado 
en un IServiceProducer, podrá consumir estas funcionalidades a través de la clase 





La clase IoCProvider usa la clase IoCContainer. A su vez IOCContainer utiliza IoCObjectBuilder 
que emplea las clases de metadatos IoCInjectionAttribute e IoCDependencyAttribute. 
 
Por último, se tiene la clase CloudPlatformServiceProvider que implementa las interfaces de 
IServiceProducer adecuadas para los encargados de los archivos y las entidades así como el  
encargado de los cálculos de los logros. 
 
Implementación 
Al inicio de la aplicación se invoca a IoCServiceProviderSetup para que inicialice el proveedor de 
servicio IoC. Entonces crea una instancia de IoCProvider y se le pasa como parámetro al 
método que inicializa ServiceProviderSetup. Luego este método busca la clase en la ejecución 
actual con el metadato ServiceProviderAttribute. Seguidamente se crea una instancia de la 
clase encontrada y con ella se inicializa el proveedor de IoC que se encuentra en la clase 
IoCProvider. 
Con esto ahora se tiene una instancia concreta de ServiceProvider. En el caso de la aplicación 
es una clase CloudPlatformServiceProvider. En su inicialización se registran las instancias de 





El registro mencionado se realiza utilizando el método propio de IoCContainer, que almacena 
en un diccionario las instancias y su interfaz. A partir de este punto las clases consumidoras 
podrán invocar las funcionalidades extras que ofrecen los proveedores de servicio.  
Esto permite extender este funcionamiento a otras plataformas y no sólo al cloud.  
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Desarrollo de Seguridad 
La autenticación y autorización al sistema del usuario es un tema bastante delicado y de gran 
importancia. Se intuía que existía alguna tecnología que podía facilitar y ahorrar el trabajo. Por 
eso se tuvo claro que se debía utilizar la tecnología de ACS. Además era viable tanto para 
ASP.Net como para WCF. 
Se ha implementado la parte de gestión de tokens y autenticación de las peticiones 
provenientes de las aplicaciones móviles,  permitiendo realizar peticiones autenticadas contra 
un servicio web utilizando REST u otro protocolo. Las peticiones recibidas des de la aplicación 
web al estar implementas con la tecnología ASP.Net su tratamiento está hecho por Microsoft. 
Diseño 
Este módulo se basa en un procesador de tokens llamado SimpleWebTokenHandler que 
hereda de la clase propia del framework .Net StringtokenHandler. 
 
Además, se tiene un decodificador de tokens llamado UserNameProfileOAuthClient que hereda 
de la clase abstracta propia OAuthClientBase. Esta a su vez implementa la extracción de las 






La implementación se ha basado en estos dos artículos [80] y [81] 
Este módulo procesa todas las peticiones realizadas des de cualquier aplicación cliente (web o 
móvil). Para cada petición se verifica que existe una cabecera denominada “Authorization”. 
Para cada respuesta se genera la cabecera “Authorization” con este mismo contenido. Para 
realizar el proceso de captura de las peticiones se utiliza la clase SimpleWebTokenHandler.  






Desarrollo de API de Sistema de Aparcamiento 
Antes de empezar con el desarrollo de la aplicación, se reflexionó sobre cuáles eran los casos 
de uso que eran necesarios. Una vez se definió el conjunto total de casos de uso que se 
querían poner en la aplicación, se observó que eran demasiados, así que se optó por reducirlos 
e incluir los más esenciales y que aportaran más valor a la aplicación. Los casos de uso 
obtenidos son los siguientes: 
 Login 
 Visualización de historial 
 Búsqueda de sitios por dirección 
 Gestión de datos de usuario 
 Gestión de perfiles de conductor 
 Visualización de medallas 
 Envío de plazas 
En la siguiente sección se explicará detalladamente como se han implementado los casos de 
uso en el servidor de la aplicación de detección de aparcamientos. Con ello se observará la 
utilidad y el uso del framework de abstracción.  
Si se quiere conocer la especificación completa de los casos de uso, y más información sobre la 
aplicación, bautizada como Yayego, consultar la referencia [2]. 
Diseño 
Las clases que hacen el tratamiento de las llamadas de la API heredan todas de ApiController, 
clase del propio framework .Net. Estas hacen el tratamiento de las llamadas a la API 
redirigiendo las peticiones a los correspondientes contoladores de operación, que se encargan 




Casos de uso 
Login 
Al utilizar el sistema ACS, como plataforma para la autenticación, se tiene que configurar 
previamente desde la plataforma de administración de Azure.  Esta configuración pretende 
detallar qué aplicaciones son de confianza y qué entidades serán las encargadas de ser 
proveedores de identidad. Las posibles entidades son: Google, Facebook, Windows Live  ID, 
Yahoo. 
A continuación se detalla el proceso interno de autenticación entre el ACS y el cliente: 
1. El cliente solicita una página de la Relying Party(RP) o aplicación de confianza. En 
nuestro caso yayego.com 
2. Dado que la solicitud no se ha autenticado, la aplicación de confianza redirige el 
usuario a la autoridad en quien confía, que es el ACS. El ACS presenta al usuario la 
elección de uno de los Identity Provider(IP) o proveedores de entidad  que se han 
especificado para este RP. El usuario selecciona el proveedor de identidad apropiado. 
3. El cliente navega a la página de autenticación del proveedor de identidad, y se pide al 
usuario que inicie la sesión. 
4. Después de que el cliente se autentique (introduciendo las credenciales de identidad), 
el proveedor de identidad emite un token de seguridad. 
5. Después de la emisión del  token de seguridad, el proveedor de identidad redirige al 
cliente al ACS y el cliente envía el token de seguridad emitido por el proveedor de 
identidad al ACS. 
6. El ACS valida el token de seguridad emitido por el proveedor de identidad, y calcula la 
consigna de identificación de este token en el motor de reglas de ACS, y emite un 
token de seguridad nuevo que contiene esta consigna de identificación de salida. 
7. El ACS vuelve a dirigir el cliente a la aplicación de confianza. El cliente envía el token de 
seguridad nuevo emitido por el ACS a la aplicación de confianza. La aplicación de 
confianza valida la firma en el token de seguridad emitido por el ACS, valida también la 




En este caso de uso al utilizar el ACS toda la implementación queda abstraída y únicamente se 
ha que configurar el ACS previamente. 
Se entiende que los siguientes casos de uso vienen precedidos obligatoriamente de un Login.  
Visualización de historial 
Cuando el usuario entra en el sistema se le muestran sus últimas acciones realizadas a modo 
de historial. Para poder devolver esta información, se han tenido que almacenar una a una las 
acciones realizadas previamente.  
Para almacenar cada acción, en los métodos del controlador de operaciones de la aplicación 
Yayego, se ha añadido una llamada al controlador de datos para que almacene la acción con 
los datos pertinentes en cada momento. Las operaciones que se almacenan son: búsqueda de 
aparcamiento, liberación y ocupación de una plaza de aparcamiento. Además, también se 
almacena la obtención de un logro (badge) en el histórico. El encargado de hacerlo es el 
método UpdateUserStatistics, que además de actualizar las estadísticas del usuario y la 
puntuación, según la acción realizada, ejecuta la obtención de logros. Como se puede ver el 
controlador de operaciones, es un consumidor de IBadgeComputableManager lo que le 




Para mostrar el historial, se pide al controlador de datos del dominio, desde el controlador de 
operaciones de histórico, que devuelva todas las acciones filtradas por el usuario. Ya que las 
acciones históricas ya almacenan su categoría, el perfil del usuario que las ha realizado, y el 
momento de la realización (Timestamp), se le devuelven ya filtradas por el usuario y ordenadas 
en orden cronológico inverso. 
 
Búsqueda de sitios por dirección 
Cuando el usuario quiere encontrar plazas de aparcamiento libres cercanas a una dirección, 
utiliza la búsqueda de sitios por dirección. Ya que la resolución de la dirección de la búsqueda 
se hace toda en el cliente, el servidor lo único que debe hacer es devolver las plazas cercanas 
al punto especificado. 
Para ello, a partir del punto geográfico que recibe, se buscan aquellas plazas libres situadas en 
la subdivisión del mapa mundial donde se encuentra el punto, y en sus nueve subdivisiones 
colindantes.  
Si se divide el mapa mundial en subdivisiones cuadradas, cualquier punto caerá dentro de una 
de estas subdivisiones cuadradas. Y a la vez, tendrá otras 9 divisiones cuadradas colindantes  
[74]. La razón de devolver las divisiones del mapa colindantes, a donde está situado el punto 
donde el usuario busca, es que si este mueve el mapa en cualquier dirección encontrará los 
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sitios disponibles más cercanos sin necesidad de volver a hacer una consulta al servidor. De 
esta manera se optimizan eficientemente las consultas al servidor, y a la vez se ofrece 
información valiosa al usuario. 
Además, como ya se ha explicado en el caso de uso anterior, se almacena la acción de 
búsqueda para mostrarla posteriormente en el historial , y se calculan los logros. 
 
Gestión de datos de usuario 
Por tal que el usuario pueda gestionar sus datos, previamente la aplicación se los pide al 
servidor. Este con una consulta directa por la clave de usuario (clave de fila o identificador 
único) al controlador de operaciones de usuario UserOperationController, y este a su vez al 
controlador de datos, devuelven los datos del usuario. 
Una vez mostrados los datos al usuario, y este los ha modificado, se pide al servidor que 
almacene los nuevos datos del usuario. De nuevo llamando al método de actualización del 
controlador de operaciones de usuario, y este a su vez al controlador de datos, se actualizan 
los datos modificados del usuario. 
Gestión de perfiles de conductor 
Siguiendo el mismo procedimiento que en el caso de uso anterior, pero en este caso pidiendo 
todos los perfiles al controlador de operaciones de los perfiles de conductor.  
Después que el cliente haya modificado los datos del perfil, llamará al método del controlador 
de operaciones UpdateProfile, que accederá al método de actualización del controlador de 




Envío de plazas 
En este caso de uso después de que el usuario haya recibido las plazas cercanas al punto 
donde se encuentra, tal y como se describe en el  caso de uso de Búsqueda de sitios por 
dirección, le manda al servidor una nueva plaza libre.  
El servidor antes de confirmar esa plaza como una nueva plaza libre, realiza un tratamiento 
para confirmar que es una nueva plaza libre. Primero mira si alguna de las plazas de alrededor 
está a menos de 50 cm. Si no se diera el caso la plaza se almacena directamente y se muestra 
en el mapa.  
En el caso que hubiera sólo una plaza cerca se mira que sea del mismo tipo (liberado), si lo es, 
se aumenta el límite de plaza correcta. Si no lo es, disminuimos el límite que nos dice que la 
plaza está equivocada. Este límite nos permite anular plazas junto con la actividad de la 
comunidad. Por el momento se ha fijado el límite en diez usuarios. Si diez usuarios afirman o 
niegan la certeza de una plaza esa es la decisión que se acaba mostrando al usuario.  
En el caso que hubiera más de una plaza cerca de la plaza enviada, se hace la media entre las 
plazas, se sube la plaza situada en el punto medio resultante y se borran las plazas que estaban 
cerca de la plaza original que había enviado el usuario. 
Finalmente el servidor vuelve a calcular las estadísticas, la puntuación y los logros para el 
usuario. 
Visualización de medallas 
Cuando la aplicación le pide al servidor las medallas, se llama al controlador de operaciones de 
medallas obtenidas ObtainedBadgeOperationController y este llama a su único método propio 
GetObtainedBadgesByUser pasándole como parámetro el identificador de usuario. Este a su 
vez llama al controlador de datos que accede por clave de partición con el identificador de 





Para verificar un correcto funcionamiento en la implementación de cada una de las 
funcionalidades, se han hecho un seguido de pruebas a nivel funcional, de las cuales aquí se 
detallan las más importantes. 
Búsqueda de posiciones libres 
Descripción 
Des de la aplicación móvil, y desde la aplicación web, se ha escrito la dirección que se deseaba 
buscar en el cuadro del buscador. Seguidamente, se ha pulsado en buscar y se ha verificado 
que las posiciones devueltas por el servidor son las que realmente deben salir. Después de 
hacer una búsqueda, se ha realizado otra búsqueda de posiciones libres pero esta vez a través 
de la posición actual, tanto en la web como en la aplicación móvil, y también se ha verificado 
que las posiciones devueltas son los que deben aparecer. 
Resultado 
La búsqueda de posiciones libres, en los cuatro casos funciona de manera correcta, se ha 
verificado con la base de datos al lado. 
Login y envío de Token de sesión 
Descripción 
Des de la pantalla inicial de la aplicación móvil, y desde la pantalla inicial de la web, se ha 
seleccionado el proveedor de identidad con el que se desea autenticar. Después se ha 
introducido un usuario y contraseña válidos. Una vez autenticado, se ha realizado cualquier 
operación, para verificar que se enviaba el token de sesión. 
Resultado 
Como resultado, se ha obtenido que la operación de login,  muestra los proveedores de 
identidad configurados, que redirige hacia la página de login del proveedor de identidad 
seleccionado, y que una vez se está autenticado, cualquier operación envía el token de sesión. 
Edición de los datos de usuario y perfiles 
Descripción 
Des de la aplicación móvil, y des de la aplicación web, se han recibido los datos del usuario. 
Luego, se ha procedido a editar los  datos de usuario. Se han cambiado para verificar que 




Como resultado, se ha obtenido que las operaciones de actualización funcionan de manera 
correcta. Para comprobarlo, se ha verificado que en la base de datos se editaran los valores 





La escalabilidad en el sistema es muy importante. Si la aplicación se sacara al mercado, y 
tuviera éxito, el número de usuarios y las cantidades de datos aumentarían de manera 
desorbitada. Todo esto se tuvo en cuenta cuando se escogió Azure como plataforma de 
computación en la nube. La escalabilidad debe formar parte del proceso de diseño porque no 
es una característica separada que se pueda agregar después. [83] 
Para que una aplicación/sistema sea escalable debe cumplir estas tres premisas: 
 Tiene que poder adaptarse a un incremento en el número de usuarios. 
 Tiene que poder adaptarse a un incremento en el tamaño de los datos que maneja.  
 Tiene que poder ser mantenido. 
Como se ha podido ver, para que tanto el framework como la aplicación sean mantenidos, se 
ha hecho un diseño en módulos y se han intentado desacoplar todas las partes en la medida 
de lo posible. Todo ello para garantizar un mejor mantenimiento futuro. En el caso de los 
usuarios y los datos veremos enseguida como Azure puede escalar tanto en vertical como en 
horizontal. 
Escalabilidad vertical y horizontal 
Escalabilidad vertical es añadir más recursos o remplazar los actuales por unos mejores. El 
escalado vertical incluye agregar más memoria, más procesadores o procesadores más rápidos 
o, simplemente, migrar la aplicación a un único equipo más potente. Normalmente, este 
método permite un aumento en la capacidad sin requerir cambios en el código fuente.  
Azure permite esta escalabilidad ofreciendo diferentes tipos de máquinas virtuales, cada una 
con diferentes CPUs y diferentes capacidades de memoria. (La más pequeña 1 CPU a 1GHz y 
768MB de memoria; La más grande 8 CPUs a 1,6GHz y 14GB de memoria) 
Escalabilidad horizontal consiste en añadir más máquinas a la aplicación, aumentando su 
número aunque no necesariamente su potencia. Escalar en horizontal aprovecha el ahorro que 
supone utilizar el hardware de PC activo para distribuir la carga de procesamiento en más de 
un servidor. Aunque el escalado en horizontal se logra utilizando muchos equipos, la colección 
funciona esencialmente como un único equipo. Al dedicar varios equipos a una tarea común, 
mejora la tolerancia de errores de la aplicación. 
Azure permite esta escalabilidad ofreciendo la posibilidad de comprar conjuntos de varias 




Para conocer los modelos de explotación considerados consultar el apartado Explotación del 
PFC de mi compañero Marcos Lora [2]. 
Para los costes de recursos humanos consultar ahora los apartados de Planificación y costes 
del proyecto de los PFCs de mis compañeros Eric Giménez [34] y Marcos Lora [2] y el actual 
mismo apartado del documento actual. 
En cuanto a los costes básicos de puesta en marcha, a continuación se enumeran los precios 
básicos de los servicios de Azure necesarios para ejecutar la aplicación, siempre considerando 
que se ofrecen ofertas de packs para alojamiento de larga duración (6, 12 meses) . 
Bajo las premisas de una fase muy incipiente de la puesta en marcha y siempre en el ámbito de 
Barcelona, a partir de los precios disponibles en la calculadora de Azure  [35], se tiene: 
 Instancia de rol Web (CPU) 14,40$ 
 Almacenamiento 
o 100GB -   7$ 
o 5MillonesTrans. 0,5$ 
 Ancho de banda 40GB  4,2$ 
 ACS    Gratis 
Total = 26,1$(USD)/mes 




Socialización y Gamificación 
Socialización es un término que equivale a “qué motiva a la gente a compartir y a participar en 
una red social”. Este apartado es clave para el éxito de este proyecto, ya que sin la ayuda de la 
comunidad el trabajo realizado no serviría para nada.  
Para intentar motivar y fidelizar a los usuarios a que participen en el sistema, se ha pensado 
una serie de estrategias y mecánicas que se centran en captar la atención del usuario y 
mantener su nivel de participación en la plataforma. Este concepto se denomina gamificación.  
Consiste en identificar los procesos o actividades que se quieren incentivar para después 
aplicar las técnicas adecuadas. Se ha aplicado en ámbitos muy diferentes con éxito: salud, 
educación, shopping, dirección de proyectos, investigación de mercados, etc. 
Seguidamente, se detallan las estrategias que se han puesto en práctica en este proyecto: 
 Sistema de medallas: Sistema de logros y recompensas que se consiguen haciendo uso 
de la plataforma. 
 Indicador de Bondad/Maldad: Intenta motivar al usuario a que se vuelva “Bueno” 
realizando acciones que benefician a la comunidad. 
 Sistema de puntuación: Puntos que se obtienen al realizar acciones en la plataforma. 
 Competición de puntos por zona: Clasificación por zonas según donde la persona 
reside y a diversos niveles (País, Región de mayor nivel y Ciudad).  
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Planificación y costes del proyecto 
Planificación final 
En la planificación final del proyecto se han podido observar algunos cambios respecto al 
tiempo inicial estipulado. Esto ha sido debido a que hay partes en las que se ha tenido que 
invertir más tiempo al no conocer la tecnología. Por otro lado, en alguna otra tarea se ha 
acortado al encontrar alguna solución similar.  
Como fases del proyecto, se han especificado las que aparecen a continuación, con el tiempo  
total calculado. 
Etapas Días Horas/Día Total Horas 
Fase inicial + planificación + inicio de 
especificación y diseño 
24 6 144 
Fase de especificación, diseño e inicio de 
desarrollo 
24 6 144 
Fase de desarrollo 110 7 770 
Fase de cierre 10 6 60 
Total 168  1118 
El total de horas como se puede observar se alarga más de lo previsto para un proyecto de fin 
de carrera. Esto es debido a que se alargó la fase de desarrollo por tal de aumentar y finalizar 
el mayor número de funcionalidades posible.  
En la siguiente página se encuentra desglosada con más detalle cada una de las etapas en las 




Id Etapa Rol Días H/Día Total 
T1 Inicial   18 6 102 
T1.1 Objetivos R1 3 6 18 
T1.2 Búsqueda de estado del arte R1 5 6 30 
T1.3 Búsqueda de tecnologías R1 6 6 36 
T1.4 Formación en tecnologías R1 6 6 36 
T2 Planificación   4 6 48 
T2.1 Planificación del proyecto R2 4 6 48 
T3 Especificación y diseño   24 6 144 
T3.1 Especificación y diseño del framework R3 9 6 54 
T3.2 Especificación y diseño de la API R3 9 6 54 
T3.3 Especificación y diseño de los modelos de datos R3 6 6 36 
T4 Desarrollo   110 7 770 
T4.1 Desarrollo de módulo de Dominio-Núcleo R3 15 7 105 
T4.2 Pruebas de módulo de Dominio-Núcleo R4 2 7 14 
T4.3 Desarrollo de módulo de Dominio-Usuarios R3 5 7 35 
T4.4 Pruebas de módulo de Dominio-Usuarios R4 1 7 7 
T4.5 Desarrollo de módulo de Dominio-Expresiones R3 25 7 175 
T4.6 Pruebas de módulo de Dominio-Expresiones R4 3 7 21 
T4.7 Desarrollo de módulo Dominio-Logros R3 8 7 56 
T4.8 Pruebas de módulo Dominio-Logros R4 1 7 7 
T4.9 Desarrollo del módulo de Datos-Núcleo R3 15 7 105 
T4.10 Pruebas del módulo de Datos-Núcleo R4 2 7 14 
T4.11 Desarrollo del módulo de Datos-Azure R3 5 7 35 
T4.12 Pruebas del módulo de Datos-Azure R4 1 7 7 
T4.13 Desarrollo de seguridad R3 10 7 70 
T4.14 Pruebas de seguridad R4 1 7 7 
T4.15 Desarrollo de API de Aplicación R3 15 7 105 
T4.16 Pruebas de API de Aplicación R4 1 7 7 
T5 Cierre   10 6 60 
T5.1 Revisión y finalización R1 10 6 60 




Diagrama de Gantt 






Una vez se sabe todo el trabajo que se ha realizado en el proyecto, se puede hacer una 
valoración económica de éste. Para realizarla, hay que tener en cuenta tanto los recursos 
humanos como materiales. 
Recursos humanos 
Al tratarse de un proyecto de final de carrera, los recursos humanos se limitan a una persona 
(aunque en nuestro caso éramos tres, con roles bien diferenciados). Por ello, se ha tenido que 
asumir distintos roles para el correcto desarrollo del proyecto. Se puede ver una aproximación 
de los costes de desarrollo de este proyecto según el rol seguidamente: 
Id Rol Recurso Salario 
R1 Jefe de proyecto 50 €/h 
R2 Analista / Diseñador 40 €/h 
R3 Programador 30 €/h 
R4 Tester 20 €/h 
 
Si se realiza la suma de cada una de las horas en las que se ha desarrollado cada uno de los 
roles y se multiplican por el salario por hora de cada rol, se obtiene un coste aproximado de los 
recursos humanos utilizados para el proyecto. 
Id Rol Horas Totales Salario Subtotal 
R1 180 50 €/h 9000 € 
R2 24 40 €/h 960 € 
R3 830 30 €/h 24900 € 
R4 84 20 €/h  1680 € 




Además de los recursos humanos, también se necesitan recursos materiales para poder 
elaborar el proyecto.  
Para el cálculo de los recursos materiales, se ha rellenado una tabla dónde se calculan los 
costes de los materiales que se necesitaban para la elaboración del proyecto, asumiendo una 
amortización total de los recursos en 3 años, y utilizándolos los 10 meses que ha durado el 
desarrollo del proyecto. 
Recurso Precio 
Ordenador portátil 277,80€ 
Licencia IDE 153,60€ 
     Total  431,4€ 
No se ha contabilizado el coste de la cuenta de Azure, ya que se han ido utilizando  varias 
cuentas de evaluación gratuitas. 
Coste total 
Por lo tanto, el coste total del proyecto teniendo en cuenta los recursos humanos (36540€) y 






Desde el principio se tenía claro cuál era nuestro objetivo global. Influir en cómo los 
conductores buscan un aparcamiento. Se entiende que este objetivo de por sí era costoso y a 
la vez innovador. Luego al añadir el desarrollo del framework de abstracción se nos abrió un 
abanico de posibilidades que se querían aprovechar. La decisión de llevarlo a cabo sin duda le 
ha aportado un gran aliciente a la solución final.  
Sin embargo, al principio se consideró una solución mucho mayor que la que definitivamente 
se ha presentado en este proyecto. Por ejemplo, el conjunto de funcionalidades era mucho 
más específico a la aplicación. Posteriormente, se decidió aplicar más trabajo al framework ya 
que iba a ser la plataforma que iba a sustentar todos los desarrollos posteriores. Así, se redujo 
el número de funcionalidades de la aplicación, que inicialmente se pensó que iba a ser mucho 
más amplio.  
A pesar del gran número de dificultades encontradas se han conseguido unos objetivos que 
ofrecen una solución estable, robusta, flexible, funcional y multiplataforma. Sin duda se 
considera que el trabajo en conjunto ha sido extraordinario y el resultado nos parece mucho 
más que satisfactorio. Habiéndole dedicado un gran esfuerzo por todos los integrantes.  





Yo me planteaba este proyecto como un reto personal. La razón por la cual me había estado 
preparando tantos años, sigue siendo la misma por la cual empecé este largo viaje. Una vez 
llegado al final ese objetivo no ha variado ni una pizca, en todo caso se ha acrecentado. Quiero 
solucionar los grandes problemas de la gente.  
Y quiero hacerlo de la mejor manera posible, aprendiendo para poder solucionarlos más y 
mejor. Por eso el gran objetivo de este proyecto es que fuera una solución sólida, escalable y 
utilizable. Y creo que esos tres pilares se han cumplido con creces ya que el resultado es muy 
satisfactorio.  
Concretamente, mi trabajo me ha servido para conocer las entrañas de las tecnologías para el 
cloud computing, y haber ampliado conocimientos de las demás tecnologías.  También me ha 
servido para darme cuenta que en proyectos de tal envergadura surgen más problemas de los 
que nunca me habría podido imaginar, y por ello hay que perseverar y aprender a sortearlos 
tan bien como se pueda.  
He trabajado para que saliera todo como se esperaba, y a pesar de no haber llegado al objetivo 
del análisis de los datos, debido a su infravaloración en términos de tiempo, todos los demás sí 
que se han logrado. Y la ausencia del análisis de los datos no l e quita usabilidad ni a la 
aplicación ni al framework, así que en definitiva el resultado es claramente el esperado.  
Tengo que decir que espero que este proyecto siga adelante. Aún queda un largo camino por 





Estas son las tareas de trabajo futuras que quedan por implementar. 
 Añadir Facebook y Twitter como Proveedores de Identidad para la autenticación. 
 Añadir análisis de datos de aparcamiento. 
 Integrar Hadoop para el análisis de datos. 
 Ampliar las estadísticas de usuario. 
 Añadir más logros. 
 Añadir la integración con servicios útiles para la solución. 
 Añadir funcionalidad de “¿Dónde está mi coche?”. 
 Añadir funcionalidad de alarma para recordar al usuario que expira el tiempo de parking. 
 Añadir módulo de “Advertisement” o tratamiento y gestión de publicidad. 
 Añadir funcionalidad de liberación/ocupación de plazas automático.  
 Añadir integración de aplicación con el ordenador de a bordo de los vehículos.  
 Añadir traducción a otras lenguas. 
 Añadir funcionalidad de aparcamientos privados de pago. 
 Habilitar API pública del sistema de aparcamiento con monetización. 
 Ampliar marcado de plazas con más información. (Zona verde, Zona azul, etc.) 
 Añadir carga dinámica de logros des del almacenamiento. 





Framework: Define un conjunto de conceptos y criterios para enfocar un tipo de problemática 
concreta que sirve como referencia para resolver nuevos problemas similares. 
IIS: Servidor de aplicaciones web desarrollado por Microsoft para plataformas Windows.  
Acrónimos 
BCL: Base Class Library 
CDN: Content Distribution Network 
CLI: Common Language Intermediate 
CLR: Common Language Runtime 
CTS: Common Type System 
ECMA: European Computer Manufacturers Association 
ISO: International Organization for Standardization 
PFC: Proyecto Final de Carrera 
URI: Uniform Resource Identifier 
Anexo 
En el siguiente link se puede ver una infografía detallada con todos los servicios de Azure. 
Para conocer más sobre la arquitectura de Azure. 
Para conocer más sobre las abstracciones y escalabilidad de Azure. 
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