This paper presents a method for distributed multivariate regression using waveletbased Collective Data Mining (CDM). The method seamlessly blends machine learning and the theory of communication with the statistical methods employed in parametric multivariate regression to provide an effective data mining technique for use in a distributed data and computation environment. The technique is applied to two benchmark data sets, producing results that are consistent with those obtained by applying standard parametric regression techniques to centralized data sets. Evaluation of the method in terms of model accuracy as a function of appropriateness of the selected wavelet function, relative number of non-linear cross-terms, and sample size demonstrates that accurate parametric multivariate regression models can be generated from distributed, heterogeneous, data sets with minimal data communication overhead compared to that required to aggregate a distributed data set. Application of this method to Linear Discriminant Analysis, which is related to parametric multivariate regression, produced classification results on the Iris data set that are comparable to those obtained with centralized data analysis.
INTRODUCTION
This paper presents an approach to distributed multivariate regression using waveletbased Collective Data Mining (CDM) [25] . CDM is an approach to Distributed Data Mining (DDM) that addresses difficulties introduced when distributed data sites observe heterogeneous sets of features.
Distributed data mining deals with methods of finding data patterns in a distributed data and computation environment. DDM methods allow distributed data to be analyzed with minimal data communication. Generally, DDM algorithms start with local data analysis followed by generation of a global model based on combining the results of the local analysis. In the general case, where different sites observe different sets of features, naive approaches to local analysis may be ambiguous and incorrect, resulting in incorrect global models. CDM provides a well-grounded methodology to address this general case, offering an approach to the analysis of distributed, heterogeneous databases with distinct feature spaces.
The foundation of CDM is the observation that any function may be represented in distributed fashion by using an appropriate set of basis functions. Communication theory provides that efficient transmission of information is facilitated through the use of orthogonal functions [17] . Wavelet analysis techniques [37] provide a powerful tool for generating orthogonal basis function sets for use in CDM.
Parametric Multivariate Regression (MR) is a widely used statistical data analysis technique that can also be viewed as a supervised learning algorithm. The distributed MR technique presented here learns local information in terms of the coefficients of an orthogonal basis function representation, transmits a small (relative to the sample size) number of significant coefficients to a central site, and then generates a global model directly from that small set of significant coefficients. The method seamlessly blends machine learning and the theory of communication with the statistical methods employed in MR to provide an effective data mining technique for use in a distributed data and computation environment.
Section 2 begins with a description of the general DDM problem of heterogeneous data sets. This is followed by a review of related DDM work and an overview of MR. The section concludes with an example of the specific problem of naive data analysis within the context of parametric regression models in a DDM environment. Section 3 provides an overview of the foundations of CDM and a description of the wavelet techniques used for the distributed MR model. An algorithm for distributed MR using wavelet-based CDM is presented in Section 4. The performance of this CDM-MR method is then characterized using real "benchmark" data sets and larger synthetic data sets. Section 5 describes the application of the CDM regression model to Linear Discriminant Analysis (LDA) which is related to parametric multivariate regression. Section 6 summarizes the CDM work presented here for MR models and LDA, and discusses future research directions.
BACKGROUND
This section presents background material related to MR models using wavelet-based CDM. A simple model of distributed, heterogeneous, data sites is explained first. This is followed by a review of related DDM research. Next a brief overview of MR is provided and finally an example that demonstrates the incorrect results that may be obtained by naive application of parametric regression techniques to distributed data is presented. . The data sets available at the different sites are used as the data that the regression is performed on. If the § column is not observed everywhere and it is required to learn the local models it is broadcasted to every site.
One requirement for implementation of DDM algorithms with vertically partitioned data sets is a method for properly aligning the feature pattern vectors in different partitions with each other. This requirement introduces a certain amount of flexibility in defining relations among feature sets. One possibility is to use an operation similar to the Join operation of relational data bases. Note that in Figure 1 site A and B share feature¨ while site A and C share feature § . The alignment of the feature pattern vectors at sites A and B could be accomplished by a Join based on¨ followed by alignment with the pattern vectors at site C using Join based on § . If no common feature exists then an association must be made based on some prior knowledge or expectation regarding the model under development.
As Figure 1 shows each site may observe features such that a majority are unique to that site and therefore the sites are called heterogeneous. There exists little work for this general case of DDM. The following section reviews related work in DDM.
Related Work
This section briefly reviews some of the existing DDM work. This work may be grouped into four basic categories, Meta-learning and Stacking, Collective Data Mining, Distributed Association Rule Learning, and other DDM techniques. Following these several experimental DDM systems are reviewed.
Meta-learning [6, 5, 7] and Stacking [38] are examples of techniques for mining homogeneous distributed data. In the meta-learning approach supervised learning techniques are first used to detect concepts at local data sites, then meta-level concepts are learned from a data set generated using the locally learned concepts, resulting in a meta-classifier. Different inductive learning algorithms may be employed to learn the local concepts, and the meta-level learning may be applied recursively, producing a hierarchy of meta-classifiers. The JAM system [33] is a meta-learning base distributed data mining framework that has been used for fraud detection in the banking domain [28] .
Collective data mining [24, 25] address the issues associated with mining heterogeneous data sites. At the foundation of CDM is the observation that any function may be represented in a distributed manner using an appropriate set of basis functions. By using orthogonal basis function, correct models of local information may be developed in terms of the basis function coefficients. A global model may be generated by communicating a small fraction of the local basis coefficients to a central site. Learning algorithms that have been applied to CDM include decision trees and the parametric multivariate regression techniques presented in this paper.
The mining of association rules in distributed data bases has been examined in [9] . In this work the Distributed Mining of Association rules (DMA) algorithm is presented. This algorithm takes advantage of the inherent parallel environment of a distributed database as opposed to previous works that tended to be sequential in nature.
The fragmented approach to mining classifiers from distributed data sources is suggested by [10] . In this method a single, best, rule is generated in each distributed data source. These rules are then ranked using some criterion and some number of the top ranked rules are selected to form the rule set. In [27] the authors extend efforts to automatically produce a Bayesian belief network from discovered knowledge by developing a distributed approach to this exponential time problem.
In [39] the author presents two models of distributed Bayesian learning. Both models employ distributed agent learners each of which observes a sequence of examples and produces an estimate of the parameter specifying the target distribution and a population learner that combines the output of the agent learners in order to produce a significantly better estimate of the parameter of the target distribution. One model applies to situations in which the agent learners observe data sequences generated according to the identical target distribution while the second model applies when the data sequences may not have the identical target distribution over all agent learners.
The PADMA system [23, 22] achieves scalability by locating agents with the distributed data sources. An agent coordinating facilitator gives user requests to local agents that then access and analyze local data, returning analysis results to the facilitator which merges the results. The high level results returned by the local agents are much smaller than the original data thus allowing economical communication and enhancing scalability. The authors report on a PADMA implementation for unstructured text mining but note that the architecture is not domain specific.
Papyrus, a system in development by the National Center for Data Mining [16] , is a hierarchical organization of the nodes within a data mining framework. The intent of this project is to develop a distributed data mining system that reflects the current distribution 
The Naive Approach to Local Regression Models
Data modeling is a mature field that has many well-understood techniques in its arsenal, including parametric regression. However, like many of these traditional techniques, parametric regression cannot be directly used in a distributed environment with a vertically partitioned feature space. The following example demonstrates that even a simple decomposable parametric regression problem with no measurement error can produce misleading results in a distributed environment. Consider the function, . It is a simple quadratic function and finding the minima is quite straight forward. Now let us consider the data set to be vertically partitioned; meaning¨© is observed at site A and¨ is observed at a different site, B. Let us choose a linear model If a function has a large number of significant basis coefficients exponential time (in number of features) is required for computing the orthonormal representation. In order to have polynomial time computation of the coefficients, two conditions must be met: 1) a sparse representation where most of the coefficients are zero or negligible, and 2) approximate evaluation of the significant coefficients.
In most MR models non-linearity typically remains bounded so not all the features non-linearly interact with every other feature. It is normally acceptable to assume that the number of features that non-linearly interact with any given feature is bounded by some constant. If this is not true then the problem is completely non-linear and is likely to be difficult for even a centralized data mining algorithm let alone DDM. This requirement has a deep root in issues of polynomial time, probabilistic and approximate learn-ability [26] . Bounded non-linearity assures that the orthonormal representation will be sparse, satisfying the first condition of polynomial time computation.
The second condition is associated with the fact that only a sample from the domain will be available for computing the basis coefficients. This will not cause a problem as long as our sample size is reasonable. To illustrate the rationale behind this observation consider what happens when both sides of Equation 1 are multiplied by , then by summing both side over all members of 2 the result is
is the sample size and it follows that
If the population mean over the complete domain is zero then the sample mean must approach zero as the sample size increases.
is the sample mean it follows that for large sample sizes (typically the case for data mining problems) the last term should approach zero.
In summary the primary steps of the CDM algorithm are [21] 1. generate appropriate orthonormal basis coefficients at each local site; 2. if needed, move an appropriately chosen sample of the data sets from each site to a single site and generate the approximate basis coefficients corresponding to non-linear cross terms;
3. combine the local models, transform the model into the user described canonical representation, and output the model.
It should be noted that the approach to distributed MR using wavelet-based CDM does not require the transfer of raw data (feature sample values) to a central site in order to estimate non-linear cross terms. These estimates are instead generated directly from the local model orthonormal basis coefficients.
The following section introduces the wavelet methods [37] used to create the orthonormal basis representation needed for implementing distributed MR in CDM. This work employs a simple set of scaling functions for¨C , the scaled and translated "box" functions [34] defined on the interval © £ P 1 
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The Wavelet-based CDM Approach to Local Regression
To demonstrate the wavelet-based CDM regression method consider again the naive example given in Section 2.3. Table 1 shows the Walsh coefficients, 
©£
Note that 1) the representation of the information embodied in the example has become sparse compared to the original, 2) the regression coefficients for this decomposable problem may now be determined directly from the non-zero wavelet coefficients in each partition without recourse to information exchange.
In the general case some information in the form of wavelet coefficients will need to be communicated among partitions in order to resolve non-linear terms. [30] , is a form of supervised learning that is applicable to CDM. In this section one approach to distributed MR based on an orthogonal wavelet basis is presented. We begin with a description of the method used to generate local models, followed by the method for generating the global model. Next we apply these methods to two benchmark data sets and compare the resulting model statistics with those obtained using standard MR techniques on centralized data sets. Following this, large synthetic data sets are employed to characterize model performance and scalability. Finally, we address the overall performance bounds for the methodology.
If the wavelet functions are properly selected based on the feature sample characteristics the representation of the feature in the wavelet basis will be sparse and many of the 
where the index % is on the ordered coefficients. This thresholding process will eliminate the ability to exactly re-constitute the feature sample values from the wavelet coefficients. However, a feature sample set estimate re-constituted from a set of thresholded coefficients will be the minimum square error (MSE) estimate of the original feature samples based on the number of wavelet coefficients retained [3] . The wavelet coefficients that remain after thresholding form the local model.
Generating a Global Multivariate Regression Model
The local model coefficients contain all of the information needed from the sample data sets in order to generate a global model. These local model coefficients, representing a MSE estimate of the information available in the original feature samples, are communicated to a central site to facilitate the global model generation process. In order to generate the global model the wavelet coefficients for cross-terms and higher-order terms, the £ terms in the function to be fit, must first be estimated. This may be accomplished directly from the local model wavelet coefficients.
To see that the wavelet coefficients for the cross-terms and higher-order terms may be calculated directly from the local model wavelet coefficients first recall that the wavelet basis functions are an orthogonal function set so that F
Rearranging terms gives
Now note that the last sum in this relation will be zero unless . In Section 2 we noted that in terms of matrix notation, the estimates of the regression coefficients could be calculated from the sample data as
In [4] the authors provide a detailed description of numerical methods for manipulating matrices to solve this specific equation. For the purposes of the work presented here however a somewhat similar approach, that is also presented in [4] was employed. Gaussian elimination was used to solve the
It should be noted that while multivariate polynomial regression has been the model for the mathematical development presented here, in general the terms £ of the function to be fit may be non-polynomial functions of the feature set. In these situations additional operations in the form of these functions must be applied to the observed feature samples or their wavelet coefficients. The most efficient order of application of the functions and wavelet transforms will depend on the form of the terms and the partitioning of the feature set.
As will be seen in the following section the accuracy of the global model decreases as the number of cross-terms and higher-order terms increases for a given number of features and level of information communicated. This performance issue may be offset by a modification to the method used to generate the local models. In partition
of the polynomial dependent only on features in partition ¡ may be formed for each sample and the wavelet-packet decomposition calculated for each of these. This reduces the number of cross-terms and higher-order terms that must be estimated using local coefficients in the global model. The increase in global model accuracy is offset by the increased communication cost associated with transmitting the local models of the terms in addition to those of the features. It must be emphasized that the accuracy of the method is not directly dependent on the number of partitions but rather on the number of cross-terms.
To summarize the wavelet-based CDM-MR method presented here 1. Calculate the wavelet basis coefficients for the features or terms in each partition, 2. Use thresholding to select a subset of the largest absolute value coefficients for each feature, creating a minimum square error model of the local features, 3. Transmit the local coefficient models to a central site, 4. Generate estimates of wavelet coefficients for cross-terms and/or higher order terms directly from the local model coefficients, producing a global wavelet model, 5. Calculate regression coefficients directly from the global wavelet coefficient model.
Application and Benchmarking of CDM Regression
In this section we apply the CDM-MR technique to two benchmark data sets that have been analyzed by others using standard MR techniques. The purpose is to demonstrate the specifics of the CDM-MR technique on tractable data sets and to compare the parametric regression models obtained with published results for centralized data techniques.
We begin with data first proposed in [29] and currently included in the NIST Statistical Reference Datasets [31] . This data set consists of values of Total employment, GNP implicit price deflater, GNP, Unemployment, Armed Forces manpower level, Non-institutionalized population ¡ 14 yrs., and Year, for the years 1947 through 1962. The first of these seven variables (Employment) is taken as the dependent variable and the data set is used to fit a MR model with the six independent variables and an intercept. We deal with the intercept P© times, each time starting with the scale and wavelet spaces is the previous step to produce the complete wavelet-packet transform as shown in Figure 4 . The complete set of % £ coefficients for the dependent variable, the six independent variables, and the dummy feature variable are shown in Table 2 .
The results obtained by performing a regression on the complete set of wavelet coefficients is presented in Table 3 . These results are, as expected, equivalent to the Certified Regression Statistics provided by NIST. Since all of the wavelet coefficients are used in the regression a centralized regression is being performed. Statistics for MR models created using 12, 8 and 5 wavelet coefficients per feature are shown in Tables 4, 5 and 6, respectively. These results show the model parameters and statistics change as the number of wavelet coefficients retained per feature approaches the minimum number required to produce an D matrix of proper rank. It should be noted that the effect of eliminating a small number of coefficients for this example is pronounced due to the small size of the data set and the relatively high collinearity among the independent variables in the Longley data set. However, these models represent the minimum square error models for the number of wavelet coefficients per feature retained. The implications of this may be seen by comparing the CDM-MR model generated from the eight largest wavelet coefficients for each feature (Table 5 ) and a centralized model generated from some combination of eight examples from the original data set. Tables 7 and 8 present the statistics for models generated with data samples for years 1947, 1949, 1953, 1954, 1955, 1956, 1960 and 1962 , and for years 1947, 1948, 1949, 1950, 1959, 1960, 1961 and 1962 . The statistics of these three models show some variation but the estimated regression coefficients for each model fall within the 95% confidence interval for the other two models. Of particular interest is the inter-model variation in the size of the 95% confidence intervals. The second centralized regression model has a much tighter confidence interval that the first centralized model and the CDM-MR model has a tighter confidence interval that either of the centralized data models. This result demonstrates that selecting some subset of the sample data to £ The Longley data provided a good example of how overall model statistics compare between CDM-MR models and models created using centralized data. However, the data set is to small to examine how the model changes as the number of wavelet coefficients per feature retained to build the model is reduced. Using the Boston Housing data set we compare the model produced with centralized data to models produced using 50%, 30% and 10% of the coefficients per feature. Table 10 presents the results of the comparison. The centralized data results are taken from [18] except for the value which was calculated using from the given coefficients and the data set. Overall, the CDM-MR model coefficients remain consistent with the centralized model coefficients even at the 10% retained wavelet coefficients per feature level.
These data sets were selected to facilitate demonstration of the CDM-MR technique. They are not typical of the data sets that CDM is intended for in that they are small enough to be stored at a single location and are complete in the sense that all features are under the direct control of the investigator. The data sets CDM targets are very large with different features sets residing at different locations and possibly under the control of different entities. Inevitably, interesting data sets that fit this description are proprietary. In order to evaluated the performance of CDM-MR for larger data sets we turn in the following section to the use of synthetic data sets.
CDM Regression Method Performance Trends
In this section we use several large (up to 100 MB) synthetic data sets to provide a characterization of CDM-MR method performance trends in terms of 1) appropriate selection of wavelet functions, 2) the number of cross-terms and higher-order terms relative to the number of features, 3) the sample size for a given problem. In addition we demonstrate scalability.
The basic metric we use to measure this performance is the residual value is the estimate of that value generated by the regression model. This is similar to the residual value calculated in classical parametric regression but has the important difference that the examples used are from out-of-sample data not the examples used to build the regression provides a notion of the distribution of the residuals about the mean. As we are interested only in relative performance of the models the standard deviation of residual values for a set of models that are to be compared are normalized such that the maximum standard deviation is 1. Wavelets techniques form a large and expanding body of knowledge [19] . There are many families of wavelet functions. Any set of orthogonal wavelet functions may potentially be used in wavelet-based CDM. An important consideration in selecting a specific wavelet function for a problem is how sparse the feature representation becomes in terms of the wavelet coefficients. As the representation becomes sparser fewer wavelet coefficients are needed for a local model of a given accuracy. For this paper Haar wavelets were selected because their relatively simple mathematical form provides a necessary clarity in the development of the distributed MR technique. The Haar wavelets are the least-smooth members of the wavelet families they belong to. Model accuracy loss due to retention of fewer wavelet coefficients is reduced as the feature sample characteristics become more consistent with the smoothness of the wavelet function.
To demonstrate the importance of matching the wavelet function to the data characteristics we turn the problem on its head and apply the Haar based distributed MR to a series of data sets which provide varying degrees of suitability for use with the Haar wavelets. A function with 15 linear terms and four cross-terms (19 total terms) based of a feature set of size 15 was used for this purpose. Feature samples were generated randomly with uniform probability on the interval ©@ P£©£ P£©£
. The "smoothness" of the data was varied by introducing a probability that the sample value of each feature would change form one sample to the next. The smoothest data was generated with a P £ ! £ ¢ ¡ probability that feature sample values would change from one sample to the next (barring the chance that the random number generator returned the same value). The least smooth data had only a Figure 5 shows that for a given percentage of retained wavelet coefficients the less-smooth data sets tend to be more accurate since they are more compatible with the wavelet functions. The plots also show that global model accuracy, as measured by normalized residual value standard deviation and mean residual value increases as the percentage of wavelet coefficients retained increases.
In Figure 6 the effect of varying numbers of cross-terms relative to a fixed number of features is shown. The base function used in this evaluation was the same one used to evaluate the effect of data smoothness with additional cross-terms added as required by the case. The feature sample data was P £ £ ¡ smooth and the local models used P£ ¢ ¡ wavelet coefficient retention. Figure 6 shows a linear relation between the number of cross-terms and normalized residual standard deviation. The mean residual value remains close to zero.
The importance of sample size in CDM was described in Section 3 of this paper. The effect of sample size was evaluated using a 36-term quadratic in 15 features [25] . In the function each feature is represented in a linear and a quadratic term and there are six additional cross-terms, § Figure 7 shows that global model accuracy does increase as the sample size increases.
To evaluate scalability of the CDM-MR algorithm a data set consisting of 193 features (1 dependent and 192 independent) and 64K samples was constructed. The dependent feature was a function of 128 total terms, 64 linear terms and 64 cross-terms. The data set represents time-series data for three types of process. One third of the features are similar to the " less smooth" data used in the other synthetic data sets. . The 64 linear terms in the regression function are based on the first third of the features and the 64 cross-terms are based on the products of the second and final third of the features. The function value itself is the sum of the 128 terms plus a normally distributed random error. Calculations were performed with 100% , 50% , 30% and 10% of the wavelet coefficients for each feature retained. The results of the calculations are presented in Table 11 . The results show that for very large data sets the accuracy of the global model, as measured by the mean residual value and normalized standard deviation of residuals does not degrade significantly as the proportion of wavelet coefficients retained per feature is reduced to 10%.
It should be noted that it is currently rare to use parametric regression directly for a function with this many terms. Principal components and/or factor analysis are typically used in this situation. 
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different class) the estimated class value closest to the assigned class value for any model is used to select the classification. The results of the validation test cases are shown in Table 12 . On average the models created using wavelet-based CDM correctly classified the out-of-sample test cases ¢ £ © ¢ ¡ of the time. Examples of reported accuracies for centralized methods are presented in Table 13 . It should be noted that because there are no cross-terms or higher-order terms only four wavelet coefficients were required from each partition in order to generate the global model. Thus the communication overhead was sightly over ¡ of that required to centralize all 96 sample values in any one training set at one site. Further, for this problem the communication cost of four wavelet coefficients is independent of the sample size. This is a result of the high level of compatibility between the discrete representation of the class variable and the Haar wavelet functions.
CONCLUSIONS AND FUTURE WORK
This paper presents a method for performing distributed multivariate regression using wavelet-based Collective Data Mining. The distributed multivariate parametric regression technique presented here learns local information in terms of the coefficients of an orthogonal basis function representation, transmits a small (relative to the sample size) number of significant coefficients to a central site and then generates a global model directly from that small set of significant coefficients. The method seamlessly blends machine learning and the theory of communication with the statistical methods employed in multivariate parametric regression to provide an effective data mining technique for use in a distributed data and computation environment.
In application to distributed multivariate parametric regression wavelet techniques were shown to produce an orthogonal basis that provides a sparse, distributed, representation of a function as basis function coefficients. Using these coefficients to communicate local ! Please write
P£
¢ ¡ of the communication cost required to assemble a centralized data set. The importance of selecting wavelet functions that are compatible with data characteristics, the reduction in model accuracy as the relative number of non-linear cross terms increases, and the increase in model accuracy with sample size were demonstrated.
Application of wavelet-based CDM methodology to linear discriminant analysis, a technique related to multivariate regression, was also presented. An application to the Iris data set with the assumption that each feature resides in a different data base showed classification accuracy similar to centralized techniques. Linear discriminant problems such as Iris are particularly well suited for treatment with the Haar wavelets used in this work due to the discrete nature of the class feature. Communication costs for this problem were shown to be directly proportional to the number of independent features in the discriminant function and independent of the sample size.
Future work will follow two distinct paths, further exploration of the use of wavelet techniques in this context and extension of these CDM techniques to other real-domain learning problems.
The work presented in this paper is based on Haar wavelets and the Haar-Walsh wavelet packet basis. Higher order (smoother) orthogonal wavelets and other wavelet bases, such as multi-resolution or Paley order, may provide improved performance in some cases. The ability to pre-characterize data sets in terms of appropriate wavelet function basis is currently being investigated.
Work on extending the real-domain wavelet-based CDM techniques to learning neural network models is ongoing.
