Abstract Video surveillance systems are growing in size and complexity. Such systems typically consist of integrated modules of different vendors to cope with the increasing demands on network and storage capacity, intelligent video analytics, picture quality, and enhanced visual interfaces. Within a surveillance system, relevant information (like technical details on the video sequences, or analysis results of the monitored environment) is described using metadata standards. However, different modules typically use different standards, resulting in metadata interoperability problems. In this paper, we introduce the application of Semantic Web Technologies to overcome such problems. We present a semantic, layered metadata model and integrate it within a video surveillance system. Besides dealing with the metadata interoperability problem, the advantages of using Semantic Web Technologies and the inherent rule support are shown. A practical use case scenario is presented to illustrate the benefits of our novel approach.
Introduction
Video surveillance is proliferating worldwide, and, recently, distributed multi-camera surveillance systems have gained popularity. Currently there is a shift towards IPbased video surveillance, which connects the cameras directly to the network and provides more scalability and easier integration. Typical surveillance systems start with the detection and segmentation of objects of interest in images captured by each camera. The output of such object detection systems are pixel-wise segmentations of the image in foreground and background regions. Additional information that can be extracted from the images are the object sizes, colors, speeds, or other features for distinguishing or classifying these objects. Typically, the next step is tracking of the objects and classification. This information forms the input for high-level analysis modules to make intelligent decisions on events and object behaviours. The extracted information (both low and high level) is generally called metadata and it has applications in a broad range of domains within computer science. When using a distributed video surveillance system (VSS), a specific format is needed to represent this metadata so that it can be exchanged or stored in a central repository [33] . However, with the increasing complexity of large-scale distributed surveillance systems it becomes more and more difficult to use the same format in all modules of the system. Additionally, when we envision that cameras and analytics modules of different vendors will be combined in video surveillance systems, the problem of interchanging the metadata becomes even more clear [13, 44] .
Generally, when defining an interchange format, a metadata scheme is used that determines the structure of the format. Different languages can be used for this interchange format like plain text, binary codes, or a shared database is used in which the metadata is stored [47] .
In the context of video surveillance, different metadata formats or standards have been proposed using the Extensible Markup Language (XML) as underlying language. XML allows to structure data according to an XML schema (following the XML Schema language [9] ). The latter defines terms and constructs to represent the metadata and states the structure of the metadata. In the next section, we will show indeed that a number of different approaches exist in expressing the metadata associated with a video surveillance system, both in research initiatives as in actual surveillance installations. However, there is not one global metadata standard that is generally accepted for video surveillance, and most likely such a standard will not be introduced in the near future. Consequently, different modules describe their information according to different metadata formats. As a result, combining different metadata schemes with each other seems to be the only solution to create interoperability between different modules and systems. However, the standards generally use different XML constructs to denote the same concept. As such, it can be hard to find similarities between annotations using these different standards.
An additional disadvantage of XML is that it does not allow to explicitly define the semantics of the concepts that are described. Traditional metadata standards present an XML schema to define the structure and fields that can be used, and supply a textual description of the meaning of the different concepts. As such, the metadata is machine-readable but the semantics of the metadata fields are not.
In this paper, we provide a solution to the interoperability problem of using different XML-based metadata standards that allows to integrate semantic infor-mation in a VSS. We introduce the application of Semantic Web Technologies to deal with the above-mentioned problems. Some metadata formats used in video surveillance already have a formal representation described using the Web Ontology Language (OWL) [28] , designed by the W3C Web Ontology Working Group. In this paper we will discuss such existing metadata ontologies and create new ones. Additionally, we create a global ontology expressed in OWL, specific for video surveillance systems, called the VSS ontology. This ontology represents all relevant information and acts as a uniform interface for the end-operator. The metadata ontologies are linked to the VSS ontology using rules and mappings, resulting in a layered metadata model. This model is consequently integrated in a semantic VSS to show the benefits.
Note that, some metadata formats can be in fact regarded as an ontology (defined as a formal representation of a set of concepts and their relationships in a specific domain). However, in this paper we will use the term ontology to refer to an ontology in the context of the Semantic Web, more specifically, meaning expressed in OWL.
The next section lists related work that discusses metadata in surveillance systems. In Section 3.1 we discuss the interoperability issues that occur when trying to incorporate existing metadata schemes with each other. Accordingly, in Section 3.2 the layered approach is presented that builds upon and combines formal representations of existing metadata schemes. Section 3.3 elaborates on the ontologies that represent the metadata standards and Section 3.4 shows the mappings and rules between the different ontologies. Section 4 presents a surveillance system, called SemVision, that is built around our model and discusses the used technologies. To show the benefits of our approach, Section 5.1 discusses the semantic reasoning by using rules. Additionally, a use case scenario is shown in Section 5.2 to illustrate our system and, finally, conclusions are drawn in Section 6.
Related work
Black et al. [5] presented a framework for event detection and video content analysis within a multi-camera surveillance system. They made a data model suited to describe images, objects (and their motion), and semantic aspects. This data model represents each of these aspects in a different layer and was modeled as tables in a database. Metadata is generated based on the layers to combine all the information and to increase the efficiency of querying. The actual metadata format was not reported, but their future work suggested using a common metadata standard for cooperation with other surveillance systems.
As the previous example suggests, to make metadata practically usable for information exchange between two or more modules, a common machine-readable metadata format is needed. This format describes which metadata can be used to describe the information of interest and how the metadata is structured. When using a common metadata format, software tools for automated manipulation can be created. One popular format for metadata is XML, which allows to structure the information so that it is machine-readable.
This approach can already be found in existing video surveillance systems (e.g., the CANDELA project [42] that uses MPEG-7 [24] to describe the features). Regarding to the used metadata standard many options are available. Next, we elaborate on related work using different metadata formats to describe video surveillance related metadata.
Zerzour et al. [48] presented the VIGILANT system and created a semantic model for content and event based indexing of surveillance video. It consists of a data model described using constructs from the KL-ONE language (used to explicitly represent conceptual information as a structured inheritance network). However, this language is not widely used for describing video surveillance metadata and disturbs the integration with different systems.
The need for describing video analytics with a common metadata format also arises when considering the evaluation (and comparison) of different video surveillance systems. Young and Ferryman [46] presented a dataset of video sequences for evaluation of different algorithms and defined a common XML-based format to describe the detection results. It contains information on objects and trajectories. The use of the common format allows to automatically and objectively analyze the performance of different algorithms. Mariano et al. [23] described ViPER (Video Performance Evaluation Resource) a system for evaluating video analysis algorithms. The ground truth data is represented as XML documents described by an XML Schema. An XML-based Computer Vision Markup Language (CVML) was presented by List et al. [20] . Additionally, they offered a free software library called CoreLibrary that assists people in handling the language. It has been used to describe hand-labeled ground truth datasets as part of the CAVIAR project. 1 Annesley et al. [1] gave an interesting overview of the usage of MPEG-7 for video surveillance in general. They presented examples on how MPEG-7 descriptors can be used. Other examples of video analysis systems that use MPEG-7 to describe the results can be found in the work of San Miguel and Martinez [31] .
Since MPEG-7 is a large (and complex) metadata standard, they proposed a video surveillance specific profile to limit the amount of descriptors that need to be supported. Additionally, they created a Visual Surveillance XML schema (VS7) that uses some of the MPEG-7 descriptors and contains new types.
Recent efforts create languages that allow to explicitly define semantic information. An example of the latter, within the context of video surveillance systems, is the Video Event Representation Language (VERL), suggested by Nevatia et al. [11, 25] . It is used to describe events and relations in video sequences using an ontology. Additionally, a Video Event Markup Language (VEML) was created that allows to annotate instances of the events described in VERL. Initially, VEML was a proprietary language constructed in XML, but in the final version, the base format used is OWL. However, Nevatia et al. reported problems for describing the entire VERL ontology with OWL, so not all constructs are available as OWL instances. Integration with the MPEG-7 standard was proposed as future work but no information was given on how this could be done. Related to this is the video semantic content analysis framework, proposed by Bai et al. [3] . They combine MPEG-7 descriptions with an OWL ontology and use rules for detecting events in sport video. Only a subset of MPEG-7 descriptions are manually modeled as OWL constructs and their system does not allow the inclusion of other metadata standards. San Miguel et al. [32] described an ontology for event detection with application in video surveillance. They use the ontology to select a analysis algorithm based on the event that needs to be detected.
As this overview shows, most related work focuses on the usage of one single metadata format within a VSS. However, with the growing size and modularity of these VSSs, the possibility to include and work with different metadata formats is a prerequisite for the creation of a practically useful VSS. A number of approaches exist that focus on the integration of different metadata formats or analysis modules.
The use of different XML schemes has been noted by different sources. For example, Cagle [7] described this issue for the description of an invoice. He suggests to use some guidelines in the creation of new XML Schemas, like the re-use of components of other schemas. Additionally, he advocates that a specific XML schema manager needs to be employed for the creation and management of the XML schemas, which might be very costly.
The VISOR (Video Surveillance On-line Property) framework, presented by Vezzani et al. [41] , allows annotations according to different format. This framework offers an on-line repository of annotated video surveillance sequences with the goal of algorithm evaluation. The annotations are stored in a database and can be exported as VIPER XML, MPEG-7 or OWL. This functionality shows the need for using different representations within one system, however specific annotation managers are needed to convert the data.
The problem of combining different video analysis modules in one system has already been described by Tian et al. [38] . In S3 (Smart Surveillance System) developed by IBM the integration is created by providing an open and extensible framework. The goal is to easily integrate multiple independently developed event analysis technologies. To integrate a video analysis module, the module needs to comply to a specific interface. If this interface is used, event metadata is represented as XML files within the S3 system and stored in a central event database for querying. It is clear that interoperability is provided internally, meaning that once an analytics system complies with an interface the results can be exchanged. However, this means that integration of a module requires adaptation of the software to comply to the provided interface which might not be easy.
Alternative initiatives to the interoperability problem include the standardization of new exchange formats for video surveillance. For instance, within the International Standardization Organization (ISO) work is ongoing for a video surveillance format by the Societal Security technical committee (TC 223) [35] . The work is focused on defining an interchange format for exchanging video, audio and metadata between different surveillance systems [15] . Related to this is the work of the PSIA (Physical Security Interoperability Alliance). 2 Yet another initiative in the industry shows the relevance of the interoperability problem. ONVIF (Open Network Video Interface Forum) 3 is an open industry forum existing of large companies in the network video domain like Axis, Bosh, Canon, Panasonic, and Sony. They have defined a core specification to realize a fully interoperable network video implementation comprised of products from different network video vendors, in which they tackle the interoperability problem of video analytics by proposing an XML-based scene description language [26] . ObjectVideo has created its own system to integrate different video analytics modules, called OV Ready [27] . This system also uses XML for analytic rules and communications. Again, vendors of analytic modules need to adapt their systems to comply with this specification.
To conclude, different metadata standards are used within video surveillance and with the increasing demand for large scale systems integration becomes more and more important. In this paper we want to provide means to integrate video analysis modules that use XML-based metadata formats to describe their results. In the next section, we first give more details about these interoperability problems with some concrete examples. Next, a semantic layered metadata model is presented tailored for use in a VSS.
Video surveillance metadata

Interoperability issues
When trying to match the XML schemas of different standards we face interoperability problems. These problems were already signaled by the W3C Multimedia Semantics Incubator Group in which the authors of this paper have actively participated [43] . Although each of the standardized formats introduces interoperability amongst applications that use that standardized metadata scheme, issues occur when using different metadata schemes together. Listing 1 shows an XML fragment that describes the event of a detected person using CVML constructs [20] . The orientation and position are denoted and high level information about the specific action of the person is described. Similarly, Listing 2 shows an XML description of a detected person using the Visual Surveillance XML schema (VS7) [1] . This fragment holds metadata on the captured video sequence and includes temporal and spatial information on a bounding box that represents the detected person.
These examples illustrate the issues of interoperability created when using multiple metadata standards. The same concepts are described but in a totally different format. There are mismatches in the names of the XML elements, the structure, and the semantics. Mapping such XML fragments on each other is obviously a cumbersome task. The usage of eXtensible Stylesheet Language Transformations (XSLT) stylesheets [8] , which are specifically created to transform XML instances, cannot always encompass the differences between different metadata standards.
Additionally, XML was mainly created to structure information, so the XML specification holds constructs to structure the data in a tree-like fashion. To describe semantic aspects, like classes, specific instances of these classes, and relationships, XML is lacking some expressive power. Indeed, in many cases a metadata standard consists of an XML schema to denote the structure and the metadata fields that can be used, and a complementary textual description of the actual semantics of the metadata fields. To describe the semantic aspects, ontology languages have been created that hold specific constructs to declare classes, instances, and different kinds of relationships.
Note that even when using one single standard (e.g., MPEG-7) to describe a resource, issues in interoperability can exist due to a lack of precise semantics [39] . As these examples show, using XML Schema is not sufficient. Consequently, we propose the use of Semantic Web Technologies to deal with these issues by creating a layered semantic metadata model, discussed in the next section.
Semantic metadata model
Semantic Web Technologies allow to alleviate the interoperability issues within one metadata standard. For example, efforts have been undertaken to translate MPEG-7 into an OWL ontology and to enable its integration with other ontologies through appropriate frameworks, thus enhancing interoperability [2, 14, 17, 39] . In the same way it is possible to express each metadata standard that is used for video surveillance as an OWL ontology. These ontologies, called metadata ontologies, allow to structure the data and incorporate the semantic meaning of and relations between the different elements of the metadata standard. Such metadata ontologies form the first part of our metadata model.
To solve interoperability issues inherent to the use of several different metadata schemes, the ideal scenario would be to create one commonly accepted (metadata) ontology that encompasses all relevant concepts and that would be used in every module of the VSS. However, this is not feasible in practice as can be seen by the plethora of existing metadata standards. Different standards are used, whether they are small and simple (CVML) or broad and complex (MPEG-7). Conceptually, these metadata formats are on the same level, i.e. they all describe content. Consequently, we regard each metadata format as equally important and will handle the ontologies representing them as such.
As a second part of our model, we create an ontology specific for usage within a VSS that encompasses both system-and analytics-related metadata. System-centric metadata includes technical information on the captured images or video sequences, which is generally less interesting for the end-operator. Secondly, the analyticscentric metadata describes the actual content, meaning what is happening in the captured video. This can include concepts to describe detected objects (like persons and vehicles). The VSS ontology is shown in Fig. 1 , as can be seen, only a limited number of classes are created. In video surveillance, a bounding box is typically used to denote the location of a detected object or event. In the VSS ontology this is represented by the BoundingBox class which is a subclass of the more generic Segment class. The box (or segment) has properties to denote the coordinates of the lower left corner, width and height. In this paper, we will assume axis-aligned bounding boxes. Additionally, temporal information like the exact time and sample time (frame number) of the occurrence of the segment can be stored. Lastly, it holds a reference to an actual image that contains this segment. Note that the latter is system-related metadata and will in most cases not be available in the used metadata standards (CVML has no way to define this for example). The properties that are internal to the classes are modeled as DatatypeProperties in OWL. To relate a bounding box with an object we introduce the represents property which is modeled as an Object Property. Note that the current ontology is kept very simple. However, since it is created with basic OWL constructs, it can easily be extended in the future. A number of ontologies have been created in the context of video surveillance, however they were not used to deal with XML-based metadata formats [3, 11, 25, 32, 41] . Since our ontology is very general, it almost directly maps upon other ontologies. We could for instance make our Object class equal to the Object class defined by San Miguel et al, and as such inherit the properties that they have defined. Possible extensions for our ontology include the encapsulation of technical information about the video sequences, cameras, viewpoints, more elaborate descriptions of classes of objects, context information like scene descriptions, detected events and trajectories, and so on. This is future work, the focus of this paper lies not on ontology engineering but on using ontologies to overcome typical issues inherent to XML-based metadata in video surveillance.
To combine the VSS ontology with the metadata ontologies, we create a layered metadata model that combines the different metadata ontologies. Different metadata ontologies (representing the different metadata standards) constitute the lower layer and are linked to the VSS ontology, which acts as an upper layer. As such, we create a hierarchical system of two layers. The upper layer contains the VSS ontology with concepts suited for video surveillance systems. The lower layer exists of several metadata ontologies which can be used by different modules within a VSS.
The layered metadata model is shown in Fig. 2 and consists of the created VSS model and the underlying metadata standards. Between the different ontologies there are so called mappings (represented as arrows in the figure) which consist of mapping ontologies and inference rules. These define the relations between classes, properties, and instances of involved ontologies, as will be discussed in Section 3.4. In this paper, we restrict the layered metadata model to a CVML and MPEG-7 ontology to demonstrate the functionalities. However, additional ontologies can easily be added by providing the appropriate mappings. The way we organize the different metadata schemes allows reasoning on different levels. The usage of a formal representation of different metadata standards in the lower layer allows to easily search across different formats. The upper ontology allows the application of the semantic knowledge to make intelligent decisions on system level (e.g., make thumbnails of image regions with detected persons if the size is larger than a certain value).
Lower layer
The layered approach allows including new and existing ontologies. In our model we include an MPEG-7 ontology, proposed by Garcia et al., which was created through an automated conversion of XML to OWL [14] . To show the extensibility of the system, we create a metadata ontology based on the CVML format. The XML-based CVML language is entirely defined by a textual specification (no XML schema has been created), however, a free software library has been made available that assists people in handling the language. Although the language defines the structure of the actual metadata, it cannot sufficiently describe the underlying semantics. When semantic reasoning is the goal, a formal representation of this metadata schema is needed.
For the development of the formal representation we cannot use an automatic conversion like Garcia et al. [14] , since no XML schema is available for CVML. Consequently, we manually created classes and properties, which allow us to define semantic relationships that more closely resemble the actual meaning of the different fields. The final ontology is a compact OWL ontology with about ten classes.
Mapping and rules
A mapping ontology typically consists of basic OWL and RDFS [22] constructs (e.g., owl:equivalentClass and rdfs:subPropertyOf ) between concepts of different ontologies. Listing 3 shows an excerpt of a mapping ontology between the CVML ontology and the VSS ontology. The mapping ontology links properties of the different ontologies to each other through the rdfs:subPropertyOf constructs (lines 6 and 10). The listing also shows how the standard OWL constructs are used to map a CVML Box class on the conceptually equivalent VSS BoundingBox class using owl:equivalentClass (line 15).
Note that, for practical implementations, a mapping ontology as presented above is not sufficient. Rules are needed to create advanced conditional relationships, for example to declare instance equivalence when certain properties match, or to calculate new values for certain elements. Within a VSS the actual instances of the data (e.g., information on a specific image, or a detected person) are not known beforehand. Hence, we cannot define relations on them in the pre-determined mapping ontologies. However, by defining rules, new instances can automatically be linked to those that are stored within the system. As such, a dynamic mapping is created since the rules are triggered when new (instance) data becomes available.
Listing 4 shows such a rule to calculate the values of certain properties (we adopt the informal notation declared in SWRL (Semantic Web Rule Language) to give a human readable form of the rules [16] ). In CVML a bounding box is described by the coordinates of the centre (xc and yc), the width, and the height. The VSS ontology also uses properties xc and yc, but these represent the coordinates of the lower left corner, so the CVML values need to be converted. The rule first looks for an instance in CVML that has values for the centre, width and height (this is an instance of the CVML Box class and is stored in variable o1). Next it calculates the coordinates of the lower left corner. Finally, the new properties in the VSS namespace are added to this instance. Note that the mapping (as defined above in Listing 3) states that an instance of the class Box in the CVML ontology is also an instance of the class BoundingBox in the VSS ontology. So this instance indeed can get the properties xc, yc, width and height which are defined in the VSS ontology.
Next to the calculation or conversion of actual values of elements in the ontologies, rules are also needed to relate certain constructs in different ontologies. For example, to denote in the MPEG-7 ontology that a bounding box represents a person, several properties are needed. MPEG-7 is a multimedia metadata standard targeted for different domains. As such a bounding box, or a region in an image can be used to represent different things. If one wants to use MPEG-7 for video surveillance, more specific to denote that an object is detected, the semantics of the bounding box need to be described, resulting in additional properties. In contrast, only one property is needed to describe this in the VSS ontology. In OWL it is not possible to state that one property is equal to a cascade of other properties, so a rule is needed to convert such information. Such a rule first looks for the appearance of a combination of properties according to one ontology and then creates new properties in the VSS ontology.
The rule, shown in Listing 5, searches for an instance (stored in variable segment) that is linked through the mpeg7:regionLocator property to another instance (which is consequently stored in variable box). If this segment is related to an instance of the MPEG-7 Person class (stored in variable o1) through the mpeg7:semantics and mpeg7:agent object properties, the rule infers that box is the subject and o1 is the object of the property represents from the VSS ontology (line 5).
SemVision, a semantic video surveillance system
In this section, we present a SemVision, our VSS that uses the layered semantic metadata model proposed in this section. SemVision was developed in context of the ISYSS project (Intelligent Systems for Security and Safety) [18] , which focuses on managing a multitude of surveillance video streams (originating from regular surveillance cameras and mobile cameras on land and airborne vehicles). Firstly, we briefly elaborate on the analysis modules that are used in our system. Next, we show how the metadata in RDF format can be obtained. Lastly, we show how the semantic metadata model is integrated in the system.
A conceptual overview of SemVision is shown in Fig. 3 . In this paper, we restrict ourselves to a subset of the ISYSS surveillance system, focusing on one camera monitoring a scene with two analysis modules attached. Since the beginnings of digital video surveillance, compression is used to reduce the bandwidth and storage costs. An encoder is used to remove the redundancy in and between the video frames and a compressed video stream or bit stream is created. The analysis of the video stream can occur on a decoded version, or directly on the compressed video stream. In the next section, we will elaborate on these two analysis methods. The results of the analysis modules are represented as (XML-based) metadata and sent through a webservice to the semantic unit. The XML-based metadata is first converted to RDF, explained in Section 4.2. The RDF triples are then processed and linked to the VSS ontology in the RDF triple store within the semantic unit. Section 4.3 will discuss this unit and the used technologies. Lastly, end-users can communicate with a second webservice which offers query access to the metadata.
Video analytics
Within an intelligent VSS, one or more video analytics modules are used that analyze the captured images to retrieve relevant information in an automated manner. When looking at video analytics systems, we distinguish two main approaches. A first one analyzes the original video sequences on a pixel-level. In a second approach, the analysis happens in the compressed domain, meaning that the sequences are first encoded with a video codec and the compressed bit stream is analyzed. In most cases a first form of processing is applied on the camera, including contrast enhancement, noise reduction, etc. In case of a smart camera the processing also includes video analytics, like motion detection. This processing can be used to reduce the amount of data that is sent from the camera. Such cameras will, for example, only produce video streams if a certain amount of motion is detected in the scene. Since the analysis on the camera can occur on the original captured sequences, we can apply typical pixel-based video analysis methods. A pixel-based moving object detection technique, presented in our previous work [29] , is integrated in our VSS. This technique, called eSMM is a multi-modal background subtraction system using spatial and temporal information. It detects those pixels that are likely to correspond with moving objects (like people and vehicles) in the sequence. To represent the detection results we have extended the system to output MPEG-7 descriptors.
Besides the embedded analysis that occurs on the camera, surveillance systems can have independent analysis modules that analyze the video sequences after compression. Consequently, if one wants to analyze the captured images, a decoding step is needed before pixel-based algorithms can be applied. To avoid the decoding step and to reuse the work done during the encoding, the literature holds several efforts to perform the analytics directly upon the compressed video stream. In this case, the compressed video stream is analyzed and the specific coding constructs that are available in the stream are the main information sources. Since the compressed video is a more compact representation of the original video stream, analytics working in the compressed domain can be faster than the pixel-domain approaches. Moreover, it is not necessary to fully decode the video stream before the analysis can be done, resulting in additional gains in time.
For the analysis of the compressed video, we use a moving object detection technique working on H.264/AVC-compressed video sequences. More information on this detection technique can be found in [30] . Since this module works in the compressed domain, it is not easy to extract color or texture information, since this implies partial decoding. As such, there is no need to use a detailed and advanced metadata standard like MPEG-7. To represent the bounding boxes of the objects that are detected in the compressed streams, we extended this module to output metadata in CVML. Figure 4 shows the precision and recall values for different techniques. For this comparison we used the PetsD2TeC2 sequence (with a resolution of 384 × 288) provided by IBM Research [6] . We have created ground truth annotations (up to pixel level) for every 50th frame of the sequence and the averaged precision and recall values are shown for different parameter settings. We included results of two alternative approaches, both working in pixel domain. The first is a popular background subtraction technique called the Mixture of Gaussian Models (MGM), originally proposed by Stauffer and Grimson [37] . This technique has problems with shadows and changing illumination in a scene, which explains the low precision values (the technique has many false positives). The second is a more recent background subtraction system proposed by Shan et al. [34] . This technique does deal with shadows and some illumination changes, resulting in better precision but it is still strongly influenced by noise in the video. Moreover, it also has more false negatives (meaning it misses more pixels that do correspond to a moving object). eSMM has higher precision values while achieving good performance for the recall. The compressed-domain technique also has high recall values, however the precision is a bit lower. This is because the technique works up to the 4x4 pixel level (being the smallest block size used in an H.264/AVC-compressed stream).
A visual comparison is given in Fig. 5 , which explains the behaviour of the techniques. The scene is having a gradual illumination change which influences MGM severely. The technique by Shan can better cope with this but it loses some actual foreground pixels (the two persons walking further away from the camera). The eSMM technique deals with the illumination change while preserving the detection of all objects in the scene. Likewise, the compressed-domain technique is robust against noise and illumination changes, but the detection is a bit coarse.
To summarize, in our implementation we analyze the same video sequence with two distinct algorithms. The algorithms are implemented in C++ and detect moving objects in video surveillance sequences. Information on these objects (e.g., bounding boxes for spatial location) are represented using different XML-based metadata standards (MPEG-7 for the pixel-based approach and CVML for the compresseddomain approach) to show the interoperability of our system.
The next section discusses how the generated XML instances can be converted to RDF instances which can be linked with the semantic data model.
XML to RDF conversion
We have chosen the generic XML to RDF conversion presented by Van Deursen et al. [40] . This uses an XML document as mapping document that defines specific mapping rules between an XML instance document and the resulting RDF document. A generic X MLtoRDF tool takes this mapping document and the used ontology as input and then automatically transforms corresponding XML documents to RDF instances, as shown in Fig. 6 . The XML-based mapping document is built from specific elements which form a mapping language and can be interpreted by the X MLtoRDF tool. This language allows to create a simple mapping of XML nodes to corresponding OWL classes or properties. Conditional mappings are available in case a mapping not always holds. In that case, a condition can be made of XPATH (XML Path Language) or SPARQL ASK expressions. Finally, value processing is included which specifies different ways to infer the value of a resulting OWL property. These specific language constructs ease the development of such XML to RDF mappings.
A number of proposals were made to convert XML to RDF when the XML schema and target ontology is available. A first category of conversions use fixed XML to RDF mapping. This means that some specific constructs in XML or XML Schema are converted automatically to a construct in OWL. For instance, Ferdinand et al. [10] map XML Schema complexType to OWL class. Related, Garcia et al. proposed XSD2OWL, an automatic XML Schema to OWL mapping that uses similar rules [4] . This technique provides automatic conversion of XML to RDF but disregards the target ontology. The ontology-dependent mappings specify a XML to RDF mapping document that is specifically tailored for the actual ontology. Klein [19] proposes a procedure where XML data is interpreted as RDF instances via a mapping. This mapping is specified in an RDF Schema and describes which XML elements are matching with a property or class. However, they assume that there are large syntactic correspondences between the XML data and the ontology. For instance, the name of the property/class has to be the same as the name of the XML element. The used system in this paper provides a more generic approach that can also include complicated rules (e.g., an XML element maps to several properties/classes, dependent on different conditions). 
Semantic unit
The different analysis modules create metadata for each frame that is analyzed. For instance, when a moving object is detected, a bounding box is created and represented in the used metadata standard. In SemVision, the same moving object can be detected by different analysis modules, so different metadata representations can exist. The detected bounding boxes can differ in size and position, depending on the used analysis algorithm, but the object that they describe is conceptually the same. If an operator wants to retrieve images with a specific moving object, the detected objects should be regarded as one object. So the information expressed in the different metadata standards need to be linked to each other. Hence, we can use the layered semantic metadata model presented in Section 3.2 to perform the appropriate mappings. For this purpose, a semantic service is created that uses Jena 5 as underlying platform. The VSS ontology and the ontologies that represent the metadata formats are imported in the Jena platform at start-up of the system. For the reasoning we use Pellet 6 and rules are described in SWRL and interpreted by the Jena platform.
When the analysis modules send new metadata to the web service, these are added to the RDF triple store in the Jena platform and, if appropriate, rules are triggered. All metadata is now present in the RDF triple store so standard approaches can be used for querying this information. For this purpose SPARQL is used to perform the queries on the metadata [36] . Finally, a web interface is provided to the end-operator that offers specific methods for querying the VSS. Internally these methods use SPARQL queries which are resolved by the Jena framework. The results of these queries are then interpreted by the web service and presented to the end-operator in a suitable way.
Note that the querying occurs with respect to the VSS ontology, and not to the metadata ontologies. This prevents that the SPARQL queries have to incorporate knowledge about each metadata format that is used. Since all metadata ontologies in the system are linked to the VSS ontology, we can retrieve information by only querying the latter. As such, when a new analysis module is incorporated in the system, using a different metadata standard, it is enough to provide the mappings to the VSS ontology to make it fully integrated with the semantic metadata model.
Evaluation
The way SemVision is built gives some advantages compared to traditional approaches. Firstly, since we represent the metadata (including the ontologies and mappings) in OWL, we can make use of the existing Semantic Web Technologies to perform reasoning or to create rules. Some practical examples are given in the next section. Secondly, our system allows to combine metadata formatted according to different metadata standards. In Section 5.2, a practical use case scenario is given that shows how the SemVision system integrates different metadata formats to detect and track moving objects. Lastly, in Section 5.3 we show how the system can be reconfigured by performing simple adaptations of the ontologies and rules.
Semantic reasoning
As discussed before, a moving object can be detected by several analysis modules, possibly from different vendors. It is not feasible that all analysis modules have knowledge on the detected objects in other analysis modules. Hence, each module separately creates metadata for the detected object and both CVML and MPEG-7 representations of the object are entered in the RDF triple store. Following the rules and mappings, shown in Section 3.4, this metadata is automatically mapped upon the VSS ontology, creating instances of the VSS Object class. However, there should only be one instance of this class to represent the detected object.
Since the metadata is represented using Semantic Web Technologies, we can take advantage of the standard rule support to deduce that different detected objects are conceptually the same. The rule shown in Listing 6 states that if two bounding boxes in a frame largely overlap, they represent the same object. As a result, the instances of the VSS Object class are now considered to be equal but represented by several bounding boxes.
By using the same principle, we can introduce a tracking system that finds identical objects in consecutive frames. An example of a very simple tracker can be found in Listing 7. This rule states that if two bounding boxes largely overlap in consecutive frames, they denote the same object.
In traditional surveillance systems, an analysis module usually does both the detection and tracking of moving objects. Information on the trajectories of moving objects can be interesting to an end-operator, so, accordingly, some metadata standards have provided constructs to represent these. For example, in CVML the tracking is represented by giving a unique identifier to an object. This way, all objects with the same identifier are conceptually the same, so the bounding boxes in the different frames can be found. In the CVML ontology, we have chosen to represent the identifier as a property that is an owl:inverseFunctionalProperty. This is a standard construct in OWL, stating that if two instances have the same value for this property, they are considered to be equal. This way, if two instances of the CVML Object class have the same identifier, they are automatically set to be equal by the reasoner. So, regardless whether the tracking occurs by the analysis module (in software) or by the reasoning engine (through rules), the result is that only one instance of the VSS Object class will represent the tracked object.
Integrated moving object detection and tracking
This section presents a walk-through of a specific use case scenario in which an endoperator wants to see all images with a moving object.
For this test we use the PetsD2TeC2 sequence (with a resolution of 384x288) provided by IBM Research [6] . The sequence shows an outdoor scene with moving objects of different sizes and speeds (people and vehicles). Moreover, this is a challenging sequence since it holds gradual illumination changes, shadows, stopped objects, noise and a detailed background. In the context of tracking, we can also distinguish some interesting problems, like the presence of groups of people and a number of occlusions of object to object and scene to object.
The first analysis module uses MPEG-7 to describe the detected objects. An example of such a metadata instance is shown in Listing 8. As mentioned before, MPEG-7 is a complex metadata standard that is used in different domains. Therefore, the Semantic element and Spatial Decomposition element need to be combined to denote that a bounding box represents an object (in this case a person). When this MPEG-7 XML-based annotation is uploaded to the system, RDF triples are created that correspond to the MPEG-7 ontology using the X MLtoRDF tool.
The second analysis module uses CVML to describe the moving objects. Note that the specification of CVML explicitly defines a bounding box to represent a moving object. As such, it does not need additional constructs like the MPEG-7 example to denote that the box corresponds to a detected person. Hence, the XML annotation in CVML is much simpler (Listing 9).
Within the metadata service, this XML annotation is converted to RDF triples, again by the X MLtoRDF tool, and stored for future retrieval. The number of triples that need to be stored vary based on the used metadata format. Table 1 shows the amount of triples needed to represent the metadata. The first row shows the triples that constitute the ontologies. The layered model includes the VSS ontology, the two metadata ontologies, and the mappings. These ontologies are represented using Pellet as reasoner. Pellet generates different triples automatically, like the fact that properties are sub properties from and equivalent with themselves. The second and third row show the number of triples needed to represent a bounding box in CVML and MPEG-7, respectively. When these triples are added to the layered model, the reasoner creates new triples that take into account the mappings (including the rules). This way, the instances of the CVML and MPEG-7 ontology are mapped to instances of the VSS ontology. Finally, our VSS offers the end-operator the possibility to search for images containing moving objects through a web interface. When this search is requested, the web service constructs a SPARQL query solely based on VSS metadata as shown in Listing 10. This query searches for image references (stored in variable Z ) that are linked to segments which represent an object. As shown, the query only uses concepts of the VSS ontology to retrieve the desired images.
In the PetsD2TeC2 sequence, a first object (car) appears from frame 275 and leaves the scene at frame 403. Both analysis modules have no problems in detecting this object, which is shown on the first row of Fig. 7 . Consequently, the corresponding bounding boxes are all available at the server side. When triggering the rule we see that the object is correctly tracked during the entire time. A second object appears at frame 562, this object is a walking person. The pixel-based detection technique has more problems in detecting this object due to fragmentation. This results in two bounding boxes, one for the upper and lower part of the body, respectively. This means that the system would wrongly think that two moving objects are present in the scene at that moment. The compressed-domain technique, being a more coarse detection, succeeds in detecting more parts of this object. As such, only one bounding box is represented in the CVML format, which more closely conforms to the moving object. This can also be seen on the second row of Fig. 7 . Since, our system integrates the different analysis modules, the detection results of the compresseddomain analysis module are mapped on the VSS ontology. As a result, for instance in frame 586, three bounding boxes will be present as VSS instances. The tracking rule will see that these overlap, and that they all refer to the same object. As such, when querying for moving objects, only one object is returned.
Since the proposed tracking rule is very simple, it has some obvious shortcomings. If the bounding boxes of two different objects overlap, the objects will be regarded as being equal. Indeed, our system succeeds in tracking every object in the sequence correctly, until frame 866. At that point, the detection of two different objects overlap and our rule wrongly regards them as equal. However, this is a problem that also influences the analysis modules. The compressed-domain detection will only output one bounding box when two different objects approach each other due to the coarse detection. Additionally, once the objects overlap in the field of view of the camera, both the compressed and the pixel-based technique output only one bounding box. This is because the analysis techniques do not focus on the accurate tracking of each object, but on delivering fast and accurate detection of moving objects for each frame.
A possible solution would be to extend our tracking rule to state that two bounding boxes represent the same object, only if the dominant color is very similar. This would mean including a DatatypeProperty, for instance called color to the Segment class in our VSS ontology. Next we can define a mapping of the MPEG-7 Dominant color descriptor to our new property. The tracking rule can then be extended to check whether the color differences are small.
As can be seen, the rule support is a powerful feature, moreover entering a new rule does not require to reboot the system. We would like to note that in many cases 
more advanced tracking algorithms are needed to deal with the problem of merge and splits, occlusions, ambiguities and so on [12, 21, 45] . Most of these tracking algorithms rely on an initial object detection that yields an object's shape, size, position and descriptive features like color or texture. When an analysis module delivers this information using metadata our system allows to provide this information as instances of the VSS ontology. As such, if complex tracking algorithms are needed, software can be written that takes the RDF triples as input.
Since the semantic representations of our VSS metadata model and the underlying MPEG-7 and CVML standards are linked together, through the ontology mapping and rules as explained in Section 3.2, the system retrieves references to all images that contain a moving object (or more precisely, that contain a bounding box assumed to represent a moving object). Using the references, the actual pictures are retrieved and shown to the operator. The web service also retrieves the coordinates of the box that represents the object and draws the box on the shown image for better interpretation. Our system provides two views of the detection results. Firstly, an object-focused view lists all objects detected by the system. For each object, references to the frames in which it appears are given. Likewise, a frame-based view lists for each frame the moving objects that are present.
A traditional XML-based VSS would have to create queries that interpret all the XML metadata formats. So for each format, a specific query has to be made that follows the structure of the standard. In our case, only one query is needed since all information is linked together through the use of the semantic metadata model. If an integrated system is used, like the S3 system by IBM [38] , all metadata is available in the same format, namely the proprietary XML-based format that they use. The major disadvantage is that the different analysis modules need to implement a specific interface which introduces additional efforts and costs. The use of one format (in this case XML) does allow to search through the results of the different analysis modules. However, again specific software needs to be written for this purpose, in contrast to Semantic Web technologies for which tools to reason and query exist. Additionally, it has been shown that semantic web technologies can enrich the search functionalities. For instance, in the VSS ontology, a vehicle is modeled as a subclass of an object, likewise extended hierarchies can be created modeling different types of vehicles. If an analysis module has the capabilities to classify an objected object, it might for instance detect a yellow van and represent this in some metadata format. When this information is represented as RDF in our system, this can be linked to the appropriate class (and automatically to all super classes), so that a search query for all moving objects will also retrieve the van. When using XML, software needs to be written that explicitly translates a query for moving objects into a query for moving vehicles and a query for moving vans.
Dynamic reconfiguration
Another advantage of the system is that the use of rules allows dynamic adaptation of the behaviour of the system. When the ontology, mappings, or rules are changed, the system's behaviour will change also just by reloading these files. This allows to create different modes of operations for our SemVision system. For instance, the rules used above will detect a moving object as soon as one of the analysis modules outputs a bounding box. The tracking rules are consequently used to filter out the objects and determine the actual number of moving objects in the scene. If one of the analysis modules suffers from excessive false positives, this might result in many false alarms. Hence, in some cases it might be desirable to restrict the number of false alarms.
Here we show how we can take this uncertainty into account in our system. First, we add a property to the VSS ontology that describes how certain the system is that an object is present. This can be done by creating a DatatypeProperty called reliab ility as a property of the Object class. The value of this property gives the percentual probability that the detected object is in fact an actual object. Second, a rule is created that gives objects which are represented by several bounding boxes, high reliability, as shown in Listing 11.
Since the ontologies and rules are read by the system, these can be seen as configuration files, avoiding to recompile the system. The introduction of the changes above will not affect the normal working of the system. Lastly, a new query can be introduced that searches only for objects with high reliability. As a result, if the pixelbased technique generates false positives, while the compressed-domain approach does not, it will not disturb our detection results anymore.
More advanced solutions can be envisioned. Rules could be created stating that small objects are less reliable, or that one analysis module is more sensitive to noise and should have a lower reliability (for instance, it could be included in the mapping rule that objects detected by the pixel-based module have lower reliability).
Conclusions
The main contribution of this paper is the introduction of Semantic Web Technologies for the creation of a layered metadata model to augment the capacities of video surveillance systems. The layered metadata model has been created to deal with current interoperability problems induced by the application of different metadata formats in the various modules of current video surveillance systems. An upper layer consists of an ontology specifically created for video surveillance systems and includes technical and analytics metadata. This ontology is linked to a lower layer containing a pool of metadata ontologies, commonly used in surveillance. We introduced the application of Semantic Web Technologies consisting of mapping ontologies and inference rules to integrate the different ontologies in the layered metadata model. Additionally, we presented a video surveillance system that integrates this metadata model. To show the advantages of our approach, an object tracking system has been created with rules inherent to the Semantic Web Technologies. Lastly, we have shown that the system can deal with the information management of multiple analytics modules each using different metadata standards.
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