We present predictions for the one-point probability distribution and cumulants of the transmitted QSO flux in the high redshift Lyman-α Forest. We make use of the correlation between the Lyman-α optical depth and the underlying matter density predicted by gravitational instability theory and seen in numerical hydrodynamic simulations. We have modelled the growth of matter fluctuations using the non-linear shear-free dynamics, an approximation which reproduces well the results of perturbation theory for the cumulants in the linear and weakly non-linear clustering regime. As high matter overdensities tend to saturate in spectra, the statistics of the flux distribution are dominated by weakly non-linear overdensities. As a result, our analytic approach can produce accurate predictions, when tested against N-body simulation results, even when the underlying matter field has rms fluctuations larger than unity. Our treatment can be applied to either Gaussian or non-Gaussian initial conditions. Here we concentrate on the former case, but also include a study of a specific nonGaussian model. We discuss how the methods and predictions we present can be used as a tool to study the generic clustering properties of the Lyα forest at high-redshift. With such an approach, rather than concentrating on simulating specific cosmological models, we may be in the position to directly test our assumptions for the Gaussian nature of the initial conditions, and the gravitational instability origin of structure itself. In a separate paper we present results for two-point statistics.
INTRODUCTION
The Lyα forest (Lynds 1971 , Sargent et al. 1980 , see Rauch 1998 for a review) arises naturally in cosmological structure formation scenarios where gravitational instability acts on small initial density perturbations. In hydrodynamic simulations of such models (Cen et al. 1994 , Zhang et al. 1995 , Wadsley & Bond 1996 , Theuns et al. 1998 , see also the analytical modelling of e.g., Bi 1993, Reisenegger and Miralda-Escudé 1995) , most of the absorption seen in high redshift QSO spectra is generated by residual neutral hydrogen in a continuous fluctuating photoionized intergalactic medium. In such a picture, absorbing structures have a large physical extent. Observational support for this has come from comparison of the Lyα forest in adjacent QSO lines of sight (Bechtold et al. 1994 , Dinshaw et al. 1994 , 1995 , Crotts & Fang 1998 . For matter in this phase, it is predicted and found in simulations that the underlying mass density field at a particular point can be related to the optical depth for Lyα absorption (see e.g., Croft et al. 1997 ) and hence a directly observable quantity, the transmitted flux in the QSO spectrum.
Much work has been devoted to studying the statistical properties of the mass density field and the generic predictions of the gravitational instability picture. With the Lyα forest as a probe of the density, we avoid many of the uncertainties associated with the use of the galaxy distribution to test theories. In principle, it should be possible, by combining our theoretical knowledge of gravitational clustering with observations of Lyα absorption, to test the Gaussianity of the initial density field, the picture of Lyα formation, and the gravitational instability scenario itself. In this paper, we will concentrate on one-point statistics, namely the one point probability distribution function (PDF) of the transmitted flux, and its moments. We will use as a tool the spherical collapse or shear-free model for the evolution of density perturbations which Fosalba & Gaztañaga (1998a hereafter FG98, 1998b ) have shown to be a good approximation to the growth of clustering in the weakly non-linear regime and which we find works well in the density regime appropriate to the study of the Lyα forest. Two point statistics, which probe the scale dependence of clustering will be examined in an accompanying paper ( Gaztañaga & Croft 1999, Paper II) .
From observations of the Lyα forest, we can measure the PDF of the flux and its moments. The high resolution spectra of the forest taken by the Keck telescope (Hu et al. 1995 , Lu et al. 1996 , Kirkman & Tytler 1997 , Kim et al. 1997 ) allow us to resolve structure in the flux distribution, and make high precision, shot noise-free measurements of these flux statistics. Here we will use the statistical properties of the matter distribution, ρ(x), to predict these observable quantities.
There are a number of studies which predict the evolution of the clustering of density fluctuations, and in particular of the PDF. The Zel'dovich Approximation (ZA) was used by Kofman et al. (1994) . Althought the ZA reproduces important aspects of non-linear dynamics, it only results in a poor approximation to the PDF and its moments. This can be quantified by noticing, for example, that the hierarchical skewness S3 = ξ 3 /ξ 2 2 in the ZA is S3 = 4 (at leading order in ξ) instead of the Perturbation Theory (PT) result S3 = 34/7 (see e.g., Peebles 1980) . One way to improve on this is to use the PT cumulants to derive the PDF from the Edgeworth expansion (Juszkiewicz et al. 1995 , Bernardeau & Kofman 1995 . In this case the PDF is predicted to an accuracy given by order of the cumulants involved. Protogeros & Scherrer (1997) introduced the use of a local Lagrangian mapping (that relates the initial and evolved fluctuation) as a generic way to predict the PDF. In this case, the PDF is obtained simply by applying a change of variables (the mapping) to the PDF of the initial conditions. The best of these two approaches is obtained when the Lagrangian mapping is taken to be that of spherical collapse (FG98), which recovers the PT cumulants to arbitrary order in the weakly non-linear regime. There is yet another possibility, which involves performing a perturbative expansion and directly relating the moments of the flux to the moments of the mass (along the lines proposed in a different context by Fry & Gaztanaga 1993) . This approach does not use the density PDF, and could incorporate more exact calculations for the (non-linear) density moments.
Our plan for this paper is as follows. In Section 2 we outline the physical basis for the relation we adopt between Lyα optical depth and the mass distribution. In Section 3 we describe our model for following the evolution of the PDF of the density and flux, using non-linear mapping relations presented in appendix A1. The cumulants of the flux distribution predicted by fully non-linear dynamics are described in Section 4, together with the predictions of perturbation theory. The modelling of the effects of redshift distortions and thermal broadening is also described. In Section 5, we compare our analytical results to those measured from simulated spectra, generated using N-body simulations. In Section 6, we discuss the effects of non-Gaussian initial conditions, the redshift evolution of the one-point flux statistics, and the bias between flux and mass fluctuations. We also compare to other work on the statistics of the Lyα forest flux. Our summary and conclusions form Section 7.
LYMAN-ALPHA ABSORPTION AND ITS RELATION TO THE MASS DISTRIBUTION
As mentioned in Section 1, the model we use to relate Lyα absorption to the distribution of mass is motivated by the results of numerical simulations which solve the full equations of hydrodynamics and gravity, some including star formation in high density regions. It was found in these simulations (e.g., Hernquist et al. 1996 ) that most of the volume of the Universe at high redshift (z ∼ > 2, see Davé et al. 1999 for the situation at later times) is filled with a warm (10 4 K), continuous, gaseous ionized medium. Fluctuations in this intergalactic medium (IGM) tend to have overdensities within a factor of 10 of the cosmic mean and resemble morphologically the filaments, walls and voids seen on larger scales in the galaxy distribution at lower redshifts. The dominant physical processes responsible for the state of this IGM and the Lyα absorption produced by it were anticipated by semianalytic modelling of the Lyα forest (e.g., McGill 1990 , Bi, Borner & Chu 1992 . For completeness, we will summarize these processes below.
The Fluctuating Gunn-Peterson Approximation
The physical state of most of the volume of the baryonic IGM is governed by the photoionization heating of the UV radiation background, and the adiabatic cooling caused by the expansion of the Universe. The competition between these two processes drives gas elements towards a tight relation between temperature and density, so that
where ρ b (x) is the density of baryonic gas in units of the cosmic mean. This relation holds well in simulations for ρ b ∼ < 10 (see e.g., . have explored the relation semi-analytically by considering the evolution of individual gas elements in the Zel'dovich Approximation. They find that the value of the parameters in equation (1) depend on the history of reionization and the spectral shape of the radiation background, and should lie in the narrow range 4000 K ∼ < T0 ∼ < 15, 000 K and 0.3 ∼ < α ∼ < 0.6. The optical depth for Lyα absorption, τ is proportional to the density of neutral hydrogen (Gunn & Peterson 1965) . In our case, this is equal to the gas density ρ b multiplied by a recombination rate which is proportional to ρ b T −0.7 . By using equation (1), we find that the optical depth is a power law function of the local density:
where x is a distance along one axis, taken to the line-ofsight towards the QSO (we are working in real-space for the moment). Because this result is simply a generalisation of Gunn-Peterson absorption for a non-uniform medium, it has been dubbed the Fluctuating Gunn-Peterson Approximation (FGPA, see Rauch et al. 1997 ). The FGPA amplitude, A, is dependent on cosmology and the state of the gas so that (e.g., Croft et al. 1999) ,
Here Γ is the photoionization rate, h = H0/100 km s −1 Mpc −1 , and Ω b is the ratio of the baryon density to the critical density. The FGPA slope, β = 2 − 0.7α ≃ 1.6. The FGPA has been tested in simulations (Croft et al. 1997 , and the predicted tight correlation found to hold well. The analysis in this paper will involve using equation (2) to relate the optical depth to the underlying real-space mass density. We will make predictions for the observable quantity, transmitted flux in a QSO spectrum, which we label φ:
Equation (4) can be thought of as "local biasing relation" between the flux and mass distributions. It can be seen that in this relation, the only spatially varying quantity is ρ b (x) (ignoring global redshift evolution and assuming a smooth ionizing background). Given that the physical processes included in the derivation of the FGPA relation are the dominant ones, then the clustering properties of the Lyα forest should be determined mainly by the statistics of ρ b . The emphasis in this paper is therefore on applying our knowledge of the behaviour of density perturbations to the Lyα forest. We will use analytical results for the non-linear evolution of density perturbations in an effort to understand the origin of the values of Lyα forest observables. The ultimate aim is that with this understanding, measurements made from observational data can be used to directly test both the gravitional instability hypothesis, and the picture of the Lyα forest outlined above, as well as throwing light on the nature of the primordial density fluctuations. An alternative to the approach we adopt here would be to use the local relation Eq[4] to directly reconstruct the density field, rather than to predict its cumulants or the cumulants of the flux. This reconstructed field could then be used to estimate the statistical properties of the density (e.g., cumulants) in a straightforward way. This is not however simple to do in practice because of the saturation of flux in high density regions. Although large changes in high density regions have little effect on the statistics of the flux (i.e. the cumulants), they will totally change the statistics of the density. Any reconstruction technique will therefore have to deal with this missing information somehow. One approach for dealing with this problem has been presented by Nusser & Haehnelt (1998) . In the present paper, we make use of the important fact that the power-law and exponential weighting of the density in the FGPA relation results in a flux distribution whose statistical properties are dominated by the small fluctuations, i.e. the linear or weakly non-linear regime.
Additional complications
There are a number of assumptions concerning the relationsip between flux and mass which we should discuss before proceeding. First, the above equations apply to the density of gas, ρ b rather than the total density of matter, ρ, which will be dominated by a dark matter component in the models we are considering. At the relatively low densities of interest here, the distribution of gas in simulations does however trace the dark matter well. Pressure forces on gas elements tend to be small compared to the gravitational forces, and non-hydrodynamical N-body simulations can be used to produce very similar spectra to the simulations which include these pressure effects . Simulations do have finite resolution limitations, though, and clustering in a dissipationless dark matter distribution with power extending to small scales cannot be followed with infinite resolution. The N-body only calculations so far used (e.g., Croft et al. 1998a ) have a resolution comparable to the small scale smoothing produced by pressure effects. Hydrodynamical simulations at high resolution (e.g., Bryan et al. 1998) can be used to study this smoothing. In the case of analytic work, one can first consider the linear regime. In this case, the power spectrum of fluctuations in the gas density, Pg(k) is a smoothed version of the dark matter power spectrum, PDM(k), so that
where kj is the Jean's wavenumber (see e.g., Peebles 1993) . In tests of this result, Gnedin & Hui (1998) have shown that after reionization, the effective smoothing length is generally smaller, and modelling with a different (Gaussian) filter tends to give better results when compared with simulations. The situation in the non-linear regime will be more complicated. The Jeans length scales as (ρ b ) −0.5 , but due to the temperature density relation of equation 1, denser regions also tend to have higher temperatures, more thermal pressure, and more smoothing, so that the overall density dependence of the Jean's length should be weak. Gnedin & Hui (1998) show that filtering the initial conditions of a dissipationless simulation with a single scale gives reasonable results compared to the full hydrodynamic case (although worse than their "Hydro-PM" technique, which involves adding a pressure term to the dissipationless simulation calculations). In our case, the analytic approximation for gravitational collapse which we use allows for filtering the evolved density with a top-hat filter in real-space (see the next sections and Appendix A1.2). It may be possible to vary the smoothing length as a function of density, but for reasons of simplicity we use a constant smoothing radius for now. Another possibility for the future might be self-consistent modelling of the hydrodynamic effects when following the evolution of density perturbations. This has been done numerically in 1D simulations of spherical collapse by Haiman et al. (1996) . Second, the FGPA itself will break down in regions of high density, because of shock heating of gas, collisional ionization, star formation, and other processes. We can quantify this by appealing to the results of hydrodynamic simulations. As stated above, the relation has been directly tested by Croft et al. (1997) , who find that it works well at high redshifts, z ∼ > 2, on a point by point basis, for ρ b ∼ < 10. When we consider statistics that we might want to measure from the flux distribution, the situation is even better. For example, we can see using the numbers given for A above at z = 3 and equation (4), that optical depth will saturate (φ ∼ < 0.05) for ρ ∼ > 3. The physical processes occuring in regions with ρ ∼ > 3 are therefore not likely to directly affect what we can measure. Of course, there will be indirect effects, for example, supernova winds may inhomogeneeously heat the IGM out into lower density regions. Also, the reionization of HeII, which is expected to occur around z ∼ 3, may cause inhomogeneous heating if it is patchy enough (Miralda-Escudé and Rees 1994). Although we expect the volume occupied by regions which do follow the FGPA to be overwhelming in the high-z Universe, the statistical properties of the absorption predicted by analytical gravitational instability theory should be useful in testing the validity of this assumption. They should also help us decide if their is any appreciable contribution to clustering from spatial variations in the photoionization rate Γ, due to the inhomogeneity in the UV background. Any such variations are expected to be small in amplitude and to occur only on scales larger than we can probe directly at present (see e.g., Zuo 1992 , Fardal & Shull 1993 .
Third, we have so far only dealt with the density field in real-space, whereas measurements from QSO spectra are made in redshift-space. Both peculiar velocities and thermal broadening of absorption features should affect the statistics of φ to some degree. We will include both these effects in our predictions.
THE PROBABILITY DISTRIBUTION
We would like to make predictions for the one-point PDF of the flux φ and its moments. The one-point PDF of a given field φ is defined so that the probability of finding, at a random position x, a value φ(x) in the infinitesimal interval φ to φ + dφ, is P (φ)dφ
To make these predictions we will first derive the corresponding probabilities P (ρ), for the local matter overdensity ρ = 1 + δ, where ρ is in units of the mean density ρ(x) = n(x)/ n . We will make indiscriminate use of either δ(x) or ρ(x) as variables when describing density fluctuations. The second step is the assumption of a local relation with the form φ = f (ρ), (motivated by equation [4] ). The PDF of the flux will then simply be obtained by performing a change of variables from the PDF of the density.
We start by assuming a (Gaussian) form for the PDF of the initial conditions, and then follow its evolution . As we will see, in our approach it is not necessary to assume Gaussian initial conditions, and this procedure can be extended to some other non-Gaussian models. We will do this with a model starting from χ 2 initial conditions in Section 6.1. One important point to note about our predictions is that we are not creating artificial spectra but instead using an analytical model to evolve the density PDF and then predict the PDF of the flux directly. Our predictions for the density distribution will depend on only two parameters, equivalent to the slope and amplitude of the linear correlation function on the smoothing scale, γ, and σ 2 L (see Sections 3, 4 and Appendix A1). This will allow us to cover a wide range of possiblities, and make predictions that are as generic as possible.
In this section we will also test the effects of varying the two parameters in the FGPA relation, A and β, which (equation [3] ) contain information about the cosmic baryon density, ionizing background and reionization history of the Universe.
The PDF of the initial conditions
In the limit of early times, we assume an nearly homogeneous distribution with very small fluctuations (or seeds), with given statistical properties. We will concentrate on the case where the statistics of the initial density are well described by Gaussian initial conditions, which correspond to a general class of models for the initial conditions. The onepoint Gaussian probability distribution of an initial field δ is given by:
As the overdensity must be positive, ρ > 0, we have that δ > −1, and a Gaussian PDF only makes physical sense when the initial variance is small: σ0 → 0.
The evolved mass PDF
Because of gravitational growth, the evolution of δ will change the PDF from its initial form. For small fluctuations linear theory provides a simple way of predicting the time evolution of δ(t, x) = D(t)δ0(x), where D(t) is the growth factor (equal to the scale factor D = a for Ω = 1), and δ0(x) is the initial field. We will denote this linear prediction by δL. For Gaussian initial conditions the linear PDF is also Gaussian with a variance σ . As mentioned in the introduction, there are a number of studies which predict the evolution of the PDF beyond linear theory. Here we will consider a generic class of local mappings along the lines introduced by Protogeros & Scherrer (1997) . The idea is for us to relate the non-linear fluctuation δ(q) (in Lagrangian space) with the corresponding linear fluctuation δL(q) ≡ Dδ0(q) using a universal (local) function. To simplify notation we choose to express this mapping as a relation between the non-linear overdensity ρ = δ + 1 and the linear fluctuation δL, so that
One such mapping is the spherical collapse model (SC) or shear-free approximation. For Gaussian IC, the SC approximation happens to give the exact statistical properties of the density (cumulants of arbitrary order) at leading order in perturbation theory (as found by Bernardeau 1992 in the context of the cumulant generating function), and provides a very good approximation to higher orders (see FG98). Physically, this mapping corresponds to taking the limit where shear is neglected. In this case the equations for the growth of δ, in Lagrangian space, are identical to those given by spherical collapse. So, in the perturbative regime, the SC is the best mapping possible, given the local assumption made in equation (7). The local transformation naturally occurs in Lagrangian space q (comoving with the initial fluid element). The important point to notice here is that although the local mapping is not the exact solution to the evolution of δ (which is in general non-local), it does give the correct clustering properties in the weakly non-linear regime. In the Appendix we give some specific examples for the transformation G.
The one-point PDF induced by the above transformation, in terms of the initial one-point PDF PIC , is
where δL = G −1 [ρ] . As mentioned before, the above expression corresponds to the probability distribution of the evolved field in Lagrangian space, q. To relate Lagrangian and Eulerian probabilities we use the law of mass conservation: dδ(q) = ρ dδ(x), where ρ(x) = 1 + δ(x) is the overdensity in Eulerian coordinates. We therefore have
where N is a normalization constant. We will show some of these predictions in Section 5 (e.g., Fig. 7 ).
The PDF of the flux
We next assume a local transformation which relates the underlying smoothed overdensity to some observable quantity φ:
This quantity can further be related to the linear density field, so that
The PDF of φ will then related to that of the density by a simple change of variable:
where
. Thus, given the transformations f and G, the above equations provide us with analytical (or maybe numerical) expressions for the PDF of φ.
In the present work, we concentrate on the cumulants (see Section 5.3 for a definition) of the flux, rather than the PDF itself. The reason for this is that, given the local assumption, the cumulants are more accurately determined (see Section 5.3 for more details). Nevertheless, we will see in Section 5 that the above prediction gives a good qualitative description of the PDF (see e.g., Fig. 8 ).
Redshift-space distortions
The smoothed flux and its corresponding optical depth τ = − ln φ has been assumed to be a local function of the smoothed non-linear density ρ. The optical depth τ at a given real-space position along the line of sight r will lie at a redshift-space position s in a QSO spectrum:
where vr is the component of the smoothed peculiar velocity along the line of sight at r. Note that the redshift distortion is of the smoothed field, where the smoothing, due to finite gas pressure, occurs in real-space. The redshift mapping will conserve optical depth, τsds = τ dr, so that we have:
In general, the relation between dvr/dr and ρ will be complex. However, in the SC model, spherical symmetry leads to a great simplification:
as, by symmetry, derivatives are the same in all directions (this idea has also been used by FG98 and by Scherrer & Gaztañaga 1998) . We can now again use the local mapping to relate velocity divergence to the linear field: θ = Gv[δL], as in equation (A7). Thus we have that the redshift optical depth is given by a different mapping:
The redshift-space flux is simply:
and its PDF can be computed with a simple change of variables:
4 THE CUMULANTS
Definitions
Consider a generic field, φ, which could be either the measured flux in a 1D spectrum, φ = φ(ρ), or the mass density in 3D space φ = ρ. The Jth-order (one-point) moments of this field are defined by (note the subscript "c" for connected):
Given the above relations we can choose to calculate the moments by integrating over δL:
or over the non-linear overdensity ρ:
Here φ can refer either to real-space fields or fields which have been distorted into redshift-space (e.g., equation [17] ). The Jth order reduced one-point moments, or cumulants kJ , of the field φ are defined by:
where M (t) = exp(φt) is the generating functional of the (unreduced) moments:
The first reduced moments are:
2 − 4m1m3 and so on. Note that even when we normalise the flux so that the mean is zero (m1 = 0), the cumulants are different from the central moments in that the lower order moments have been subtracted from them, so that k4 = m4 − 3m
It is interesting to define the following one-point hierarchical constants:
This quantities turn out to be roughtly constant under gravitational evolution from Gaussian initial conditions (see e.g., and references therein).
Fully non-linear predictions
We now use the one-point flux PDF obtained from equation (12) to predict the one-point moments of the flux. As mentioned in Section 3, to make the predictions we need the value of the linear variance σ 2 L , and the local relation equation (7), which only depends on the smoothing slope γ (see equation A17 for the definition of γ). For non-linear mapping relations, we try each of the two cases introduced in the Appendix. In the following figures we will only plot results for the Spherical Collapse (SC) mapping because they coincide perfectly with the results for the Generalized Zel'dovich Approximation (GZA) model in equation (A10) with α = 21/13.
We are interested primarily in the evolution of the density PDF and the weighting which the FGPA relation gives to the clustering properties of the density field. In order to separate the effects of redshift distortions from those of density evolution, we will present results in real-space first. For small σL all predictions tend to φ = exp(−A) which corresponds to the flux at the mean overdensity: φ → exp(−A) as ρ → 1. We will see in next subsection that this is the leading order PT prediction. For larger σL the mean flux becomes larger, as expected, but it is flatter as a function of σ 2 L when there is less smoothing, i.e., when γ is less negative. Less smoothing of the density will correspond to larger nonlinearities, at least in PT (see e.g., FG98). This seems to indicate that the effect of non-linearities is to reduce the mean flux, competing with linear growth, which increases the mean flux.
The mean flux

The variance of the flux
We define the variance using the normalized flux:
The overall normalization by φ is a convention, in analogy to what is done for density fluctuations. Figure 2 shows the predicted variance σ We can again see that the predictions become flatter as a function of σ 2 L when there is less smoothing, i.e., for less negative γ.
The skewness of the flux
In a similar way, we define the (normalized hierarchical) skewness of the flux as: Figure 3 shows the predicted skewness, as a function of σ 2 L
for several values of A, β and γ. Because of the dependence of flux on density in the FGPA relation (more density, less flux), while the density distribution is positively skewed, the skewness of the flux tends to be negative for most values of the parameters. For small σ 2 L the results tend to a constant as expected in leading order PT (see equation [32] ). We will examine the PT relations in more detail in Section 4.3. For the moment, we note that there again seems to be less variation in S3(φ) as a function of σ 2 L for cases with less smoothing (less negative γ).
The kurtosis of the flux
The (normalized hierarchical) kurtosis of the flux is defined in a similar fashion: Figure 4 shows the predicted kurtosis, as a function of σ 2 L
for several values of β and γ. For clarity we only show one value of A. For small σ 2 L these results tend to the constant value predicted by leading order PT (see equation [32] ). Being a fourth moment, S4φ is extremely sensitive to deviations from Gaussianity which occur as the density field evolves and σ 2 L increases. This sensitivity seems to be larger for lower values of β, presumably because when β is high, high density parts of the PDF which might contribute heavily to the kurtosis of the density field have little weight in the statistics in φ. 
Perturbative predictions
An alternative to using the PDF is to calculate the cumulants directly from the perturbative expansion along the lines suggested (in the context of galaxy biasing) by Fry & Gaztañaga (1993) . That is we take:
and so on. From this expansion one can simply estimate the moments by taking mean values to the powers of φ. The leading order terms in σ 2 L are:
where S3 and S4 are the leading order (hierarchical) skewness and kurtosis for the density field. For Gaussian initial conditions they are: S3 = 34/7 + γ and S4 = 60712/1323 + 62/3γ + 7/3γ 2 (both in the SC model and PT theory). For non-Gaussian initial conditions, one would have to add the initial contribution, e.g., S3 = S 0 3 + 34/7 + γ. These predictions are shown as a straight continuous lines in Figure 5 , where they are compared to the full (nonperturbative) calculation in the SC model for two values of the smoothing slope, γ = 0 (long-dashed line) and γ = −2 (dotted line). We can see that the expressions only converge on the correct result asymptotically as σL → 0. The relative performance depends on γ, with steeper slopes giving better results. It is easy to calculate higher order (loop) corrections (see e.g., FG98). For example:
This prediction for the mean flux is shown as a curved continuous line in the top panel of Figure 5 , and seem to work up to scales where σL ≃ 1. We find however that the agreement becomes worse for larger values of A and β. A similar tendency is found for other moments. We have seen that even when high-order corrections are included, this perturbative approach only works well for small values of σL, A and β. It is likely to have only a limited applicablity when we consider the situation in the observed Universe, where typical values of σL ≥ 1 are expected, (at least for redshifts z ∼ < 4). Given that we have the possibility of implementing the SC model (or the GZA model) to arbitrary order, one could ask why we bother with a perturbative approach. The first obvious reason is that it gives us compact analytical predictions, simple formulae which are functions of the input variables (A, β, γ and σ 2 L ). A second reason is that by using this approach, it may be possible to introduce the PT solutions. As mentioned before, PT only differs from the SC model through the shear contributions, and although these are typically small (as will be shown) they might still be relevant for higher precision comparisons. It is not clear nevertheless than one could obtain higher accuracy at σL ∼ > 1, given the limitations of a perturbative approach (i.e., convergence of the series).
Predictions in redshift-space
We now turn to the more observationally realistic case where redshift distortions are included. Fig. 6 shows how the (fully non-linear) predictions change when given in redshift-space. We use the formalism of Section 3.4 (e.g., equation [17] ), results which allow one to estimate the effects of peculiar velocity distortions. The redshift distortions caused by thermal broadening can be treated in a similar way, and we will also do this below. For clarity we only show a single value of A, β and γ, but similar effects are found if we use other values. We have also plotted some simulation points on Fig.  6 . The simulations will be decribed fully in the next section. For the moment, it is only necessary to mention here that, for purposes of comparison, the simulation density PDFs can be decribed by the two parameters, γ and σ 2 L (evaluated from the power spectrum of initial fluctuations used to set up the simulation). The transformation from density into flux in the simulations has also been carried out using the FGPA relation. We plot points both with and without including redshift distortions from peculiar motions and thermal broadening.
If we concentrate on the mean flux first, and ignore thermal broadening, we can see that φ in redshift-space (continous line in the top panel) seems to converge to same value as the real-space mean flux (short-dashed line) for small σL. For σL ∼ > 1 the mean flux is larger in redshift-space. The variance in the flux, σ 2 φ , defined by equation (26) is shown in the middle panel of Fig. 6 . We can see that this quantity is larger in redshift-space than in real-space for σL ∼ < 1, a trend that is reversed for σL ∼ > 1. The former is presumably due to the same "squashing effect" that is seen in studies of the density field, where infall of matter into high density regions enhances clustering (Kaiser 1987) . The latter effect can be attributed to a relative decrease in the level of redshift-space clustering caused by high velocity dispersion along the line of sight.
The skewness, defined by equation (27) is shown in the bottom panel of Fig. 6 . For small σL, the redshift-space (continous line) S3(φ) seems to match the real-space value (dashed line). For σL ∼ > 1, S3(φ) is smaller in redshift-space. The simulation points on the plot in real space (triangle) agree with predictions in the real space. In redshift-space (open circles), although the sign of the change caused by the peculiar velocity distortions is correct, the predictions do not agree in detail. Our interpretation of this is that the SC model does not predict enough random non-linear velocity dispersion. We have therefore added a velocity dispersion by hand, by adding in a velocity divergence term, θ disp to equation (17):
In order that the asymptotic behaviour of θ disp be satisfied (non-linear dispersion → 0 as σ 2 L → 0), we have adopted the functional form θ disp = Cσ 2 L , Predictions from the SC model including the effect of this term are shown in fig. 6 as a long dashed line. We have adjusted the constant C so that the predictions go through the simulation point in redshiftspace.
Next, we include thermal broadening in our predictions. For the moderate optical depths we are concerned with here, the relevant Voigt profile can well be approximated by a Gaussian velocity dispersion. The width of this Gaussian profile, σT
for T0 ≃ 10 4 K. From equation (1) we have T ∝ ρ 0.6 , so that σT ≃ σT 0ρ 0.3 . We can think of thermal broadening as resulting in the addition of a thermal velocity component, θT , to the divergence field θ in equation (16). We will model this thermal component in a similar way to the extra nonlinear dispersion term (θ disp ) defined above, which can be thought of as a "turbulent" broadening term. We simply model the additional thermal dispersion using its rms value, so that,
where ∆ is distance in the QSO spectrum which corresponds to the scale of Jean's smoothing. This density-dependent term then enters the RHS of equation (34), alongside θ disp . The long-dashed line in Fig. 6 shows the effect of thermal broadening using this prescription. We have used the value σT 0 appropriate to the simulation (see Section 5.2 for details), whose thermally broadened results are plotted as a solid square. As can be seen, thermal broadening results in more flux being absorbed, and yields a lower value of σ 2 φ . This is as we should expect, given that the distribution of optical depth has effectively been smoothed out by the addition of a dispersion.
It is evident from these results that the one-point moments depend fairly strongly on the details of redshift distortion modelling, which are likely to be poorly constrained a priori in our approximate treatment. Fortunately, much of the uncertainty can be removed by setting the mean flux, φ , to be equal to some (observed) value. We will show later (Section 5.5) that by doing this, the moments can be made insensitive to the inclusion of redshift distortions.
COMPARISON TO SIMULATIONS
As the emphasis of this paper is on the role of gravitational evolution of the density field, we now test the analytic techniques we have employed against numerical simulations of gravitational clustering. The N-body only simulations which we use do not allow us to perform tests of the validity of the model we have assumed for relating the mass distribution to an optical depth distribution (the FGPA, Section 2). Any difference between the statistical properties of the Lyα forest we predict and those observed in nature could therefore stem from a misapplication of the FGPA, rather than from problems with the underlying density field. Tests performed in other contexts show that this is unlikely, as a dissipationless approach to simulating the Lyα forest can perform well (see e.g. Croft et al. 1998a in comparison with the full hydrodynamic case. Approximate methods should neverthless be tested on a case by case basis, and we reserve comparisons with hydrodynamic simulations for future work.
Simulations
The simulations we use have all been run with a P 3 M Nbody code (Efstathiou & Eastwood 1981 , Efstathiou et al. 1985 . The softening length of the PP interaction was made large (1 mesh cell), for simulation sets (a-c) because high spatial resolution is not needed. We have not attempted to simulate any particular favoured cosmological models or even to make sure that cases are likely to be compatible with expectations for the nature of the density field at high redshift. We are more interested in spanning a wide range of values of σ 2 L , and γ, the parameters which determine the nature of the evolved density field in the SC model. To this end, we use outputs from three different sets of simulations. The initial conditions for all runs were Gaussian random fields with CDM-type power spectra of the form specified by Efstathiou, Bond & White (1992) , with a shape parameter Γ, so that
where We have also run a single simulation with the same parameters as those in set (a), except with a box of size 11.11 h −1 Mpc, and 128 3 particles, so that the mass resolution is increased by a factor of ∼ 12.
Simulated spectra
To make simulated spectra from the N-body outputs, we use the following procedure (see also Hui, Gnedin & Zhang 1997 ). The particle density and momentum distribution is assigned to a (256 3 ) grid using a TSC (triangular shaped clouds, Hockney & Eastwood 1981) scheme. The resulting fields are smoothed in Fourier space with a filter, which in our case is a top-hat with radius given in Section 5.1 above. We also use a very narrow Gaussian filter (with σ 0.1 times the top-hat radius) in order to ensure that density is non-zero everywhere. The velocity fields are computed by dividing the momentum by the density everywhere. Spectra are selected as lines-of-sight through the box, parallel to one of the axes (we select the axis randomly for each line-of sight). These one-dimensional density fields are then converted to an optical depth distribution using equation (2). We also compute the temperature distribution of the gas using equation (1), with α = 0.6 and T0 = 10 4 K. The optical depths are then converted from real-space to redshift-space by convolution with the line-of-sight velocity field and with a Gaussian filter with the appropriate thermal broadening width.
We estimate the one-point statistics of the flux in the spectra without any additional smoothing using counts-incells and the estimators of Section 4.2. We extract 5000 spectra from each simulation realization and estimate statistical errors from the scatter in results between the 5 realizations. We find that the resulting error bars are typically much smaller than the symbol size and so we do not plot them in the figures. Small systematic errors will arise because of the additional smoothing involved in using a mass assignment scheme, also because of shot noise from particle discreteness.
The PDF of density and flux
We first compare the PDF of the density in the simulations with the analytical predictions, both in real space. The onepoint density PDF estimated from simulation lines-of-sight (using simulation set [a] ) is shown in Fig. 7 as a continuous line. The analytical predictions are shown as a short-dashed (SC) and long-dashed (GZA) line. In evaluating the predictions we have used γ ≃ −1 and σ 2 L ≃ 2 which correspond to the appropriate linear theory values for simulation set (a).
Note that the spherical collapse model is only an approximation to PT, so we do not expect to recover the PDF exactly, even close to δ ≃ 0. To carry out the exact recovery we would have to include non-local (tidal) effects. The mean tidal effects vary in proportion to the linear variance and the leading contribution (when variance goes to zero) is only local (but non-linear). Tidal effects seem to distort the PDF, turning some δ = 0 fluctuations into either voids δ ≃ −σ or overdensities δ ≃ σ, so that the real peak in the PDF is slightly lower than SC or GZA. This distortion is significant, given that the statistical errors on the simulation result are small. The overall shape is however similar, as we can see from Fig. 7 . The lower order moments of the density are also fairly similar: tidal effects tend to cancel out. When the variance is small (and the PDF tends to a Gaussian), the PDF can be defined one-to-one by its moments (e.g., with an Edgeworth expansion). In this limit tidal effects vanish and both the PDF and the moments are given exactly by the SC model.
Thus, for the density distribution, the statistics of the moments are dominated by the contribution of local dynamics to the PDF and tidal effects are subdominant (they tend to cancel out when taking the mean). It is plausible that a similar sort of cancellation will happen for the statistics of the flux. In the next sections, we will therefore concentrate on predictions for the moments of the flux.
Different density regimes will be prominent if we consider the PDF of the flux, as it is a transformed version of the density PDF. In Fig. 8 we apply the FGPA relation (ecuation 4) in real-space to the density PDF from Fig. 7 . The resulting flux distributions are rather flat, with the high density tail being confined to a small region of flux space near φ = 0. Varying the parameters A and β produces most notable differences in the fraction of spectra which show little absorption. We can see that the lower β is, the less likely it is that any pixels will be seen with values near the unabsorbed QSO flux. The specific case with β = 1.0 is not realistic, though, as β is expected to be ∼ > 1.6 for all reasonable reionization histories .
In Fig. 9 we show the effect of redshift distortions on the flux PDF. We have used the prescription of Section 4.4 for making the predictions, including thermal broadening. The effect of the distortions is to evacuate the low density regions, as we might expect. The effect is very noticeable, as the peak of the PDF is raised substantially. Note that to to make this plot, we have not added an additional small scale velocity dispersion, as we did previously to obtain a Figure 9 . PDF of the flux evaluated from the same density distribution used in Fig. 7 (simulation set [a] ). The one-point PDF in the simulations is shown as a solid line. Real-space results are plotted in the bottom panel, and results in redshift-space with thermal broadening in the top panel. These results are compared with the appropriate analytical predictions, using the Spherical Collapse model (short-dashed line) and the GZA in α = 21/13 dimensions (long-dashed line).
closer match to the one-point moments in simulations (Fig.  6) . We can see that the agreement of the predictions and simulations for the PDF in Figure 9 is still good, showing that our redshift modelling is at least a good qualitative approximation to the underlying physical processes.
Cumulants of the flux
In Fig. 10 we compare predictions and simulation results (for simulation sets [a] and [d] ) for the mean flux φ , the variance σ 2 φ , skewness S3(φ) and kurtosis S4(φ). In all cases we have used β = 1.6, and we show the moments as a function of the value of A. All results in this fig. have been evaluated in real-space. Squares correspond to simulation set (a), in which the one-point linear variance of the density field, σ 2 L = 2 (the non-linear value is σ 2 ≃ 4) and the linear slope on the smoothing scale is γ = −1. Triangles correspond to set (c), for which σ 2 L = 0.25 and γ = −1.5. We can see that the predictions (from the SC model) are in good overall agreement with the simulations. It is encouraging that the agreement is not noticeably worse for set (a), which has a much higher amplitude of mass fluctuations on the relevant scale.
We can also compare the predictions of the SC model with simulations for different values of the amplitude of mass fluctuations. In Figures 11 and 12 we have done this, by plotting the flux moments for several different simulation output times. We can see that for most of the range, the predictions work well, for both sets of simulations with different linear slopes (γ). At very low amplitudes σ 2 L , the simulations will still be dominated by the effect of the initial particle grid, so that the differences we see for the lowest amplitude output are not surprising. For high values of σ 2 L , the SC predictions start to break down, with S3 and S4 being most affected. This shows that we must be careful when intepreting results which appear to indicate high values of σ 2 L . Ultimately, the real test of how far we should trust our analytic methods should come from comparisons with hydrodynamic simulations, and in particular those that been run at resolutions high enough to resolve the Jean's scale. In such simulations (e.g., Bryan et al 1998 , Theuns et al 1998 it is found that quantities such as the mean effective optical depth are indeed sensitive to resolution. In the SC model computations, although the smoothing scale does not enter directly as a parameter, the quantities which do enter, γ and σ 2 L are dependent on it. A smaller Jean's scale will yield higher values of σ 2 L , and as we can see from the N-body only tests of Figs. 11 and 12, the accuracy of our approximations can vary widely. The first three moments of the flux are recovered within ∼ 10 − 20%, for σ 2 L ≃ 4 and below (for which the non-linear variance in the density field, σ 2 ∼ 10). The kurtosis of the flux has a much larger error, although as we will see later some non-Gaussian models have such a different S4, that it should still be detectable. A more direct test involves consideration of results from the higher resolution version of the simulations from set (a). This simulation has a higher mass resolution by a factor of ∼ 12. When we use the same filter size as for set (a), we find that the flux moments do not change. If we decrease the filter size by 12 1 3 to 0.13 h −1 Mpc, (at which scale σ 2 L = 3.8), the SC predictions for the mean flux and variance are still accurate to better than 10% , but the prediction for S3(φ) is −2.3, when the simulation value is −3.0, and the SC S4(φ) is −1.0 when the simulation gives +2.4.
One way of looking at these statistics is as constraints on the unknown parameters which describe the density field, γ and σ 2 L . If we return to Fig. 10 we note that the results for σ 2 φ are quite similar for both sets of simulations. This can be also seen in Fig. 2 , if we look at the results for different values β and A. The mean flux or the skewness seem to respond more sensitively to σL. We can also see this by examining Figures 1 and 3 , where for small σL the skewness of the flux is a much better indicator of γ than the mean flux. This then changes at σ 2 L ≃ 2 where there is a degeneracy in S3(φ) for different values of γ, while φ seems to give different predictions. It is interesting that, although one model has a larger amplitude of mass fluctuations, the variance in the flux is not systematically higher or lower in one model than the other, but instead which is higher depends on A. We also note that the kurtosis becomes quite large for small values of A. Although the accuracy of our predictions for S4 decreases as σ 2 L becomes large (see above), when σ 2 L is moderate, the rapid increase in S4 seen for small values of A is reproduced, even for values as large as S4 ≃ 100.
Comparisons with the mean flux held fixed
We have seen in Fig. 6 that if we choose a specific value of A, the flux statistics can change fairly drastically if we add or remove the effects of peculiar velocities or thermal broadening. When working with observational data, the value of A is at best only known from estimates of the individual parameters in equation (3), Ω b , Γ, H(z) to within a factor of 2. It would therefore be a good idea if we could fix A directly using Lyα observations. In principle, when working within the formalism we have adopted in this paper, there are 4 unknown quantities, γ, σ l , A and β. It has already been found in Croft et al. (1998a) that a convenient way of effectively determining the correct value of A to use in numerical simulations is to choose the value which yields the observed mean flux φ . We carry out the same procedure here, so that when evaluating our predictions we make sure that φ is a fixed value. In Fig. 13 we show results for three different values of φ , 0.6, 0.7, and 0.8, which are in the range measured from observations at z = 2 − 4. In the top panel, we show the value of A required for each value of φ , as a function of σ 2 l . All results are in redshift-space, except for φ = 0.7, which we also show in real-space. We can see that once the mean flux is held fixed, the one-point moments of the flux change only little with the addition of redshift distortions. In particular we find that the normalized hierarchical moments, S3(φ) and S4(φ) are practically identical in real and redshift-space.
In Fig. 14 we concentrate on φ = 0.7 and show the variation with γ, again in redshift-space. We can see that when the fluctuations in the underlying density field are large, the variance and skewness tend to asymptotic values. As expected, more negative values of γ, will produce spikier, more saturated absorption features and so give a larger variance and skewness. To see the maximum values that this tendency will produce, we can consider the fact that φ can only lie between 0 and 1. There is therefore a limit to the level of clustering, given a specific value of the φ . This will occur if a spectrum contains only pixels which have either φ = 1 or φ = 0 (either no absorption or saturated). If the a fraction f of the spectrum has φ = 1, and the rest, a fraction (1 − f ), has φ = 0, then φ = f . Using the definition of σ 2 φ and S3(φ) in equations (26) and (27), we find that the variance in this case is and the normalized hierarchical skewness is given by
For φ = 0.7, as in Fig. 14, the maximum possible σ 2 φ = 0.43 and S3(φ) = −1.33.
DISCUSSION
The methods we have introduced in this paper are primarily meant to be used as tools in the study of structure formation. The predictive techniques for the one-point statistics should be most useful when combined with information on clustering as a function of scale (two-point statistics), which we explore in a separate paper. As far as applying our formalism to observations is concerned, the one-point statistics we have discussed should in principle require data which resolves the structure in the forest, at least at the level of the Jean's scale, or the thermal broadening width. This would include Keck HIRES data (e.g., Kirkman & Tytler 1997) or other data with a spectral resolution better than ∼ 10−15 km s −1 . Use of lower resolution data effectively involves smoothing along the line-of-sight, and we leave the treatment of this anisotropic smoothing window to future work.
At the simplest level, one could use our predictions for the one-point moments to compare directly to observations. For example, given a measurement of the mean flux (say φ = 0.7), and a value for slope γ, one can use Fig. 14 to infer the predictions of gravitional instability for S3(φ) and S4(φ), and then check them against the observed values. This sort of test, while being suitable for checking whether predictions are generally compatible with Gaussian initial conditions, and gravitational instability, is unlikely to be useful for discriminating between popular Gaussian models, which have similar one point flux PDFs. For example, there is little difference in the behaviour of the flux moments for two models with different values of γ shown in Figs. 11 and 12 (see also the small differences between Ω = 1 CDM and Ω = 0.4 CDM in Rauch et al. 1997) . We therefore advertise our one-point analytic predictions as being more suitable for making wide searches of parameter space in order to ascertain the broad statistical trends expected in gravitational instability models (for example, see below for the evolution of the moments with redshift). Direct comparisons with observational data will be more fruitful when carried out with two point statistics. We will explore these, and how the analytic methods we have developed here can be applied to them, in a future paper. For the moment, several obvious applications of our techniques for making one-point predictions suggest themselves, and we discuss these now. We also discuss the accuracy of the density evolution predictions, and compare the present work to that of others.
Non-Gaussian initial conditions
There is a large parameter space of non-Gaussian PDFs to choose from (see Fosalba, Gaztañaga & Elizalde 1998) . Here we will take a conservative approach and choose a model with mild non-Gaussianities, with hierarchical correlations, i.e., constant SJ , so that the cumulants kJ ≃ k J −1 2 They tend to the Gaussian result as k2 → 0 more quickly than the dimensional scaling kJ ≃ k J/2 2 . As an illustrative example, we will show results for a PDF based on the well known chi-squared distribution (see e.g., Fosalba, Gaztañaga & Elizalde 1998 for details), also known as Pearson's Type III (PT3) PDF or Gamma PDF:
for ρ ≡ 1 + δ ≥ 0. This PDF has S3 = 2 and S4 = 6 (in general SJ = [J − 1]!). The number of the chi-square degrees of freedom, N , in the discrete version of this distribution would correspond to N = 2/σ 2 . It is not difficult to build a nonGaussian distribution with arbitrary values of S3 or S4, but to keep the discussion simple we will just concentrate on the PT3 model. This model is not only mildly non-Gaussian, in the sense of being hierarchical, but also has moderate values of SJ (e.g., for comparison gravity produces S3 = 34/7 from Gaussian initial conditions and unsmoothed fluctuations).
A possible motivation for introduction of the PT3 could be the isocurvature CDM cosmogony presented recently by Peebles (1998) , which has as initial conditions a one-point unsmoothed PDF given by a chi-square distribution with N = 1 (i.e. a PT3 with σ 2 = 2). Smoothing would introduce higher levels of non-Gaussianities through the twopoint function, so this is a conservative approach. A more generic motivation follows from the arguments presented in Fosalba, Gaztanaga & Elizalde (1998) , who find that this distribution plays a central role in non-Gaussian distributions that arise from combinations of a Gaussian variables.
In Figures 15-16 we compare the Gaussian and nonGaussian PT3 predictions. As can be seen, even in this mildly non-Gaussian model the predictions are quite dif- Figure 16 . A comparison of Gaussian and non-Gaussian models. We plot the skewness S 3 and kurtosis S 4 . The symbols and line types are the same as in Fig. 15 The continous lines are the perturbative predictions, which are different for the Gaussian (thin line) and non-Gaussian (thick line) models.
ferent and can be clearly distinguished from the Gaussian simulations (symbols). The SC predictions for Gaussian initial conditions have been evaluated for γ = −1. The squares correspond to simulation set (a), which also have γ ≃ −1. The triangles are from set (c) and have γ = −1.5. This value of γ is different from that used for the SC Gaussian predictions, although the simulation point for σ 2 φ is still closer to them than the non-Gaussian predictions.
The leading order perturbative predictions, shown as continuous lines in the Figures, are the same for φ and σ 2 φ , because the non-Gaussian model is hierarchical. However for S3 and S4 the predictions are different. It is easy to show that to leading order the (hierarchical) non-Gaussian model predictions are given by equation (32) with:
where S3(IC) and S4(IC) are the initial conditions [SJ (IC) = (J − 1)! for PT3] and S3(G) and S4(G) are the leading order gravitational values: S3(G) = 34/7 + γ and S4(G) = 60712/1323 + 62/3γ + 7/3γ 2 . As can be seen in Fig. 16 the perturbative values are only reached asymptotically as σL → 0. The skewness S3 is significantly lower in the PT3 model and the kurtosis S4 is much larger, changing from S4 ≃ −2 in the Gaussian model to S4 ≃ 20 in the non-Gaussian one. Fig. 17 , shows a comparion between the Gaussian and PT3 models, for a fixed mean flux. We noted previously (e.g., Fig 13) the useful fact that there is little difference between the predictions with or without redshift distortions when the mean flux is fixed in this way. Fortunately, this is not the case for non-Gaussianities, as we can see here. The results change considerably if we assume different initial conditions. L for a mean flux φ = 0.7, γ = 1, and β = 1.6. The short-dashed and continuous lines show the predictions of the Gaussian and non-Gaussian PT3 models. These results are in redshift-space.
Redshift evolution
We can see from equation (3) that A will change strongly with redshift, and that there will be a dependence on cosmology through the variation in H(z). We can investigate how the one-point flux statistics will vary using our formalism. We compute the evolution of H(z) and σ 2 l and show the results for Ω0 = 1 and three different values of γ in Fig. 18 . We can see that both σ 2 φ and S3(φ) become much smaller as the mean absorption falls. In these figures we are assuming that γ is not changing as a function of redshift, or equivalently that the smoothing scale is fixed in comoving h −1 Mpc. In Fig. 19 we plot the results for three different background cosmologies, two flat models, one with Ω = 1 and one with Ω0 = 0.3 and ΩΛ = 0.7, as well as an open model with Ω0 = 0.3. All models have the same γ, σ l and the same mean flux ( φ = 0.66) at z=3. We can see that there is virtually no visible dependence on cosmology in the plot. The main source of variation in A which we have not included, is the evolution of the photoionization rate Γ, which will change as the population of sources for the ionizing background changes. From Fig. 19 it is evident that inferences about the evolution of the UV background should be fairly insensitive to the assumed cosmology. We can see why this is so by looking at Fig. 20 , where we plot the evolution of A and σ 2 l separately. If both quantities are fixed in the middle of the z range as we have done, then the changes over the range of validity of the FGPA (z ∼ > 2) are small. 
The bias between flux and mass fluctuations
In analogy with galaxy bias, we can define the bias of the flux with respect to mass fluctuations as
Unlike the case with galaxy bias, we can easily predict this quantity analytically using our formalism. We can choose between two sorts of bias, either the bias between the linear ρ, or the nonlinear ρ. In Fig. 21 we have plotted both of these as a function of the variance in the flux, σ φ . As we are dealing with one-point statistics in this paper, we do not discuss the scale dependence of bias. However we will do so in Paper II in this series (Gaztañaga & Croft 1999) . We should point out though that in Croft et al. (1998a) , it was found that the shape of a two-point clustering statistic of the flux (in that case the power spectrum) follows well that of the linear mass. The bias between the two was found in that paper by using a procedure which involved running numerical simulations set up with the power spectrum shape measured from observations and comparing the clustering level in simulated spectra with the observed clustering. In this paper, we can find the bias level in a simpler fashion. We note that for small values of the fluctuation amplitude, b tends towards the values predicted by perturbation theory (Section 4.3). For larger values, such as those likely to be encountered in observations, a fully non-linear treatment, such as the one presented here, is needed. 
Accuracy of the approximations for density evolution
We have seen (e.g., Fig. 7 ) that the predictions for the PDF have the right qualitative features (as a function of γ and σL) but do not reproduce it in all its details, even around δ = 0, because the SC is just a local approximation and does not include shear. The results of FG98 indicate that the statistics of the weakly non-linear density moments are dominated by the local dynamical contribution to the evolution of the PDF, and shear forces are subdominant (they tend to cancel out when taking the mean). We find here that a similar cancellation occurs when considering the PDF of the flux, φ, even when σL ∼ > 1. Regarding the predictions for the 1-point moments of the flux, we have checked that the Spherical Collapse (SC) model yields almost identical results to the Generalized Zel'dovich Approximation (GZA), in Eq[A10], with α = 21/13. This is true both in real and redshift-space, and also holds for the prediction of the velocity divergence θ. This is an interesting result because although the SC model is better motivated from the theoretical point of view, the GZA model is much simpler to implement. In particular the GZA model provides us with analytical expressions for the PDF (i.e., equation [A26] and Fig. 8 ), which can be used in practice to make the predictions.
As shown in Fosalba & Gaztañaga (1998b) the SC approach to modelling non-linearities does not work as well for θ as for ρ. In particular, it was found that the next to leading order (or loop) non-linear corrections are not as accurate, indicating that tidal effects are more important for θ. This could partially explain why the redshift distortion modelling (see Fig. 6 ) requires the addition of an extra velocity dispersion in order to match the results of simulations.
Comparison to other work
The first attempts to constrain cosmology using the Lyα forest focussed on comparisons between simulated data generated with specific cosmological models and observational data, using traditional line statistics. When the simulated and observed spectra are decomposed into a superposition of Voigt-profile lines, the distribution of column densities of these lines and the distribution of their widths ("bparameters") can be reasonably well reproduced by gravitational instability models (e.g., Davé et al. 1997 , although see Bryan et al. 1998 ). In the context of these models, the line parameters do not have a direct physical meaning, as these statistics were intended to describe discrete thermally broadened lines. It is possible to use these traditional statistics to characterise the amount of small scale power in the underlying density field, for example (see e.g., Hui, Gnedin & Zhang, Gnedin 1998) . However, statistics which are more attuned to the continous nature of the flux distribution and the underlying density field have advantages, as well as promising to be more sensitive discriminants, continous flux statistics can be designed to be less affected by noise and choice of technique than profile fitting.
As the modern view of the Lyα is essentially an outgrowth of structure formation theory, it makes sense to borrow statistical analysis techniques used in the study of the galaxy distribution. Unlike the galaxy distribution, however, the Lyα forest offers a truly continuous distribution of flux, with no shot noise (albeit in 1 dimension), and a well motivated theoretical relationship between the observed flux and the underlying mass.
So far, analysis of spectra using such continuous flux statistics has mainly involved specific cosmological models, and direct comparison of simulations with observations. The mean flux, φ is the most obvious flux statistic to calculate. Its measurement from observations has been carried out by several authors (e.g, Press, Rybicki & Scheider, 1993 , Zuo & Lu 1993 , and there is an extensive discussion in the literature about what is usually quoted as the mean flux decrement, DA = 1 − φ , or the mean effective optical depth, τ eff = −ln φ The probability distribution of the flux has been investigated by Miralda-Escude et al. (1996) , Croft et al. (1996 ), Cen (1997 , Rauch et al. (1997) , Zhang et al. (1998), and Weinberg et al. (1998) . Other statistics such as the two point correlation function of the flux have been introduced (Zuo & Bond 1994) , the power spectrum of the flux , Hui 1999 , the two point pdf of the flux (MiraldaEscudé et al. 1997) , and the number of times a spectrum crosses a threshold per unit length , Croft et al. 1996 , Weinberg et al. 1998 . Methods have been developed to reconstruct properties of the underlying mass distribution, such as the matter power spectrum , Hui 1999 , using our theoretical assumptions for the relation between mass and flux. A technique for carrying out a direct inversion from the flux to the mass distribution has been described by Nusser and Haehnelt (1998) . In the present paper, we emphasise the use of statistics which have been used extensively in the study of galaxy clustering, in particular the higher order moments (e.g., Gaztañaga & Frieman 1994) . These statistics, and their behaviour when used to quantify the evolution of density perturbations in the quasil-linear regime have been the subject of much attention. It would seem that extending their use to the study of the Lyα forest may offer us a good chance to combine our knowledge of gravitional instability with that of the IGM and in doing so make progress in both disciplines.
On the predictions side, many pieces of analytic work have been carried out which incorporate the dominant physical processes involved in producing high-redshift Lyα absorption (processes summarized in Section 2). The studies' most important differences have been in the schemes used to follow the evolution of density perturbations. These have included linear theory (Bi 1993 , Bi, Ge & Fang 1995 the lognormal approximation (Gnedin & Hui 1996 , Bi & Davidsen 1997 , and the Zel'dovich Approximation (McGill 1990 , Reisennegger & Miralda-Escudé 1995 , Hui, Gnedin & Zhang 1997 . Unlike these approximations, the SC model used in this paper is able to reproduce exactly the perturbation theory results for clustering. This accuracy makes it useful for calculating high-order statistics of the flux, in our search for the signatures of gravitational instability. It is important to realize that we have not used the SC model to make simulated QSO Lyα spectra, but that we have used its predictions for the properties of the mass to predict the statistics of the Lyα flux. With such an approach (similar to that taken by Reisennegger & Miralda-Escudé 1995) we can quickly and easily vary parameters in order to explore for example the dependence of a particular statistic on redshift (Section 6.2). Some tasks which previously required numerical simulations, such as finding the bias between density and flux fluctuations (e.g., Croft et al. 1998ab) , can be carried out analytically.
The fully non-linear analysis we have described in this paper will allow one to carry out many analyses of clustering where the precise relationship between the statistics of the mass and the flux is important. This includes attempts to constain the cosmic geometry from the clustering measured between adjacent QSO lines of sight (e.g., McDonald & Miralda-Escudé 1999 Hui, Stebbins & Burles 1999 . In such situations, a non-linear theory of redshift distortions in the Lyα forest and of the bias between the fluctuations in the observed flux and the mass, such as we have presented in this paper should be very useful.
SUMMARY AND CONCLUSIONS
We have presented a fully non-linear analytical treatment of the one-point clustering properties of the high-z Lyα forest in the gravitational instability scenario. The formalism we have presented should prove to be a useful tool for studying the forest, and has immediate application to the calculation of two-point statistics (see Paper II). The two main ingredients we have used are the Spherical Collapse model (SC) or shear-free approximation for the evolution of density perturbations, and the Fluctuating Gunn-Peterson Approximation for the relation between density and Lyα optical depth. The predictions for the one-point clustering of the mass made using the SC model depend only on two parameters, σ 2 L and γ. These are, respectively, the linear variance of density fluctuations, and the local slope of the linear correlation function. In the FGPA, the relation between the mass distribution and Lyα forest optical depth is largely governed by one parameter, A, which can be set by appealing to observational measurements of the mean flux. The predictions of the SC model for the density are typically quite non-linear (σ 2 ∼ 2 or more). While these predictions are not expected to be accurate for the high density tail of the distribution, the weighting of the FGPA relation means that the statistics of the flux are governed by the (quasi-linear) density regime where the SC is accurate. The Lyα forest is therefore well suited to study using such an approximate analytical technique.
We note that the analytical predictions can be used in tests of the picture of Lyα forest formation and the applicability of the FGPA. With the extra information afforded by the two-point statistics and considering the evolution of clustering as a function of redshift, it will be possible to look for the signatures of any deviation from the theroretical picture. Consistency tests for the gravitational instability scenario include checking the evolution of the moments as a function of redshift, the scaling of the hierarchical moments, and their dependence on scale.
We plan to use our predictive techniques in future work to extract information from observations, using both onepoint and two-point statistics. In the present paper, we have concentrated on developing an analytical framework for studying the clustering of the transmitted flux in the forest region of QSO spectra. Some of the results of our present exploration of one-point statistics include the following:
• Using our formalism we are able to estimate the bias between mass and flux fluctuations without resorting to simulations.
• We can make predictions for the clustering properties of the Lyα forest flux in both Gaussian and non-Gaussian models. We find large differences between the two in an example case.
• In the limit of small fluctuations, our non-linear analytical treatment converges to the same results as those from Perturbation Theory calculations.
• For larger fluctuations, where Perturbation Theory is no longer valid, we find our treatment to give accurate results compared to statistics evaluated from N-body simulated spectra. These predictions are most accurate when the linear variance of the density field is ∼ 4 and below. For values above this, the qualitative behaviour of the high order moments is reproduced.
• We can follow the evolution of the one-point statistics of the flux as a function of redshift. We find that the difference between predictions for different cosmologies is small, so that comparison with observations should be useful in constraining the evolution of the ionizing background intensity.
• If we normalise our predictions so that the mean flux is held fixed (for example to the observed value), we find that the statistics of the flux are relatively insensitive to the effects of redshift distortions induced by peculiar velocities or thermal broadening. This is most valid for the higher order normalised hierarchical moments.
The high-z Lyα forest is amenable to study using analytical treatments, a fact which gives it great value as a probe of structure formation. Application of analytical theory to measurements from the many observational datasets currently available promises to reveal much, both about the validity of our theoretical assumptions, and about cosmology.
APPENDIX A: NON-LINEAR MAPPING RELATIONS A1 Unsmoothed relations
A1.1 The density
For small linear fluctuations, a generic mapping can be expressed in a Taylor series:
where ν k are the coefficients that define the transformation in this limit. The above mapping can be used to predict the PDF of the evolved field, or directly predict its cumulants. For example, for the skewness we have:
where we have made use of the Gaussianity of δL. In general we have:
For the skewness S3 = 3ν2, and in general SJ can be given in terms of ν k (e.g., see FG98 or the original work by Bernardeau 1992, which These numbers give the correct leading PT contribution to the Jth-order cumulants δ J C for Gaussian IC, e.g., S3 = 34/7 (Peebles 1980, §42) . The important point to notice here is that although the local mapping is not the exact solution to the evolution of δ (which is in general non-local), it gives the correct clustering properties in the weakly nonlinear regime. This is because of the symmetry involved in taking the ensemble average ... (Bernardeau 1992) . This is also a good approximation for next to leading terms (FG98) and also for non-Gaussian initial conditions (Gaztañaga & Fosalba 1998 ).
A1.2 Velocity divergence
The density mapping can be used to predict the velocity divergence, defined here as:
where v is the peculiar velocity field. We can use the continuity equation:
to express θ as a Lagrangian mapping of δL:
where fΩ ≡ d ln D/d ln a, comes from applying the chain rule to the derivative of the linear growth factor: δL = D(t)δIC.
A1.3 The SC model
For large ρ the spherical collapse mapping δ = G[δL] can only be expressed in a parametric form through an auxiliary variable ψ:
for δL > 0, which we call δ + L , and
for δL < 0, which we call δ − L . This parametric form complicates the analytical predictions, but it can be implemented numerically. For ψ = 2π the transformation becomes singular and ρ and δ diverge. This is the first collapse which occurs at δL = 3/5(3π/2) 2/3 ≃ 1.686, as illustrated in Fig.  A1 . It then bounces back and recollapses in a periodic fashion.
A1.4 The GZA model
Another model we consider for the local transformation is the Generalized Zel'dovich Approximation (GZA): Figure A1 . Local mappings for positive (top right-hand corner) and negative fluctuations (bottom left-hand corner). The shortdashed line shows the (unsmoothed γ = 0) spherical collapse (SC) result, which has a first bounce at δ l ≃ 1.69. The continuous line (which almost covers the short-dashed line) is the GZA with α = 21/13 dimensions, which becomes singular at δ l ≃ 1.62 and has its first two derivatives equal to those of SC. The three long dashed lines below show the same GZA smoothed with increasing smoothing indices of γ = −1.5, −3, −5. These curves are difficult to distinguish from the corresponding SC mappings smoothed with the same γ, which are displayed as dotted-lines.
which is a symmetric version of the ZA in α dimensions and was also considered by Protogeros and Scherrer (1997) . The case α = 3/2 was introduced by Bernardeau (1994) as a good approximation to the SC model in the weakly non-linear regime. This value of α gives ν2 ≃ 1.67 in equation (A1), compared to the exact value ν2 = 34/21 ≃ 1.62. Here we will concentrate instead on the case α = 21/13, as it reproduces exactly the SC result to second order: ν2 = 34/21, and therefore gives the exact skewness, S3 = 34/7. This value of α also is a better approximation than α = 3/2 around the singularity in δ, which occurs for δL = α ≃ 1.62, closer to δL ≃ 1.689 than δL = α = 1.5. The higher order derivatives for the case α = 21/13 are ν3 ≃ 3.62, ν4 ≃ 10.35 and ν5 = 35.99, which should be compared to the SC values in equation (A4). Another model of interest is α = 3/5(3π/2) 2/3 ≃ 1.686 which reproduces the behaviour exactly around the singularity, and gives ν2 ≃ 1.59, which is closer to the PT value in the SC than α = 3/2.
The velocity divergence, equation (A7), in the GZA has the simple form: θ = −fΩ δL ρ 1/α = −fΩ δL 1 − δL α −1
An important problem with these relations is that there is more than one value of δL for a given value of δ. This might be important when it comes to obtaining the PDF of δ. In practice this branching problem can be solved by assigning to δ the probability associated with the different branches in δL. However, we have checked that this is not important for smoothed fields and this allows us to ignore this branching problem from now on.
A2 Smoothing effects
The above local relations correspond to unsmoothed fluctuations. We will focus instead on fields smoothed with a top-hat filter, defined as, WT H (x, R) = 1 if |x| ≤ R, and zero otherwise, where R is the smoothing radius. The volume corresponding to radius R is V = 4π/3R
3 . For top hat smoothing, the statistical properties of the smoothed fields can be obtained using the following prescription (see also Bernardeau 1994, FG98) . Consider an initial (Lagrangian) fluctuation of infinitesimal mass m0 extending over some volume V0 = 4π/3R 3 0 . The statistics of the IC must be given as an input to estimate the corresponding evolved, non-linear, values after gravitational growth. This is also true for the smoothed case, so that the shape and amplitude of the initial variance must be given or set 'by hand'. Consider first the case were we want the initial fluctuations smoothed within a radius R, to have a power-law variance:
where R0 and σ 2 0 relates to the "unsmoothed" amplitude. In the linear regime, this sets the amplitude of linear fluctuations:
where D(t) is the gravitational growth factor and δ0 is some (unsmoothed) initial seed whose variance is σ 2 0 , so that in the limit R → R0 we haveσ
On the other hand, in the local picture of evolution, a given fluid element m0 is isolated, so that for a mean density n, the smoothed overdensity is:
as the IC are perfectly homogeneous (m0 = nV0), and the mean density n does not change with time.
Puting the above equations together we have:
which shows that smoothing acts like a (implicit) Lagrangian mapping. Thus, given the unsmoothed mapping ρ = G(δL), we can find the corresponding smoothed mapping by solving the implicit relation:
where γ is the slope of the initial or linear smoothed variance:
This can be easily generalized to non power-law relations and reproduces the original result of Bernardeau (1994) .
The velocity divergence can be thought as a different δL mapping, i.e., equation (A7). Thus the smoothed results can be obtained as with equation (A16):
A2.1 Smoothing in the SC model
In principle, the smoothing in ρ is difficult to implement analytically for the SC, because G is given by the implicit relations Eqs.
[A8]-[A9]. However, the smoothing can be carried out easily in terms of the smoothed δL, simply by noticing that from the above relation (equation [A15]) we have:
where ψ is such thatρ = ρ [ψ] . The smoothed PDF ofρ will be given in terms of the smoothed PDF of the IC, which for a Gaussian field is also a Gaussian. So we just have, following Eq[9]:
withδL [ψ] given by equation (A19). Care must be taken to use the correct relation, equation (A8) or equation (A9), depending on the sign of δL. For example, to estimate the moments of ρ we have:
where N is the normalization factor, so that 1 = 1. The superscript + denotes our use of equation (A8) and − our use of equation (A9).
A2.2 Smoothing in the GZA model
From now on, unless stated otherwise, we use δ and ρ to refer to the smoothed fields. The unsmoothed case corresponds to γ = 0. The smoothed GZA mapping is given implicitly by equation (A16), which for the GZA case of equation (A10) yields:
which nicely maps δL ∈ [−∞, ∞] into ρ ∈ [0, ∞]. The resulting smoothed mapping for the GZA for α = 21/13 and γ = −2 is shown in Fig. A1 . It turns out that for the GZA, even after smoothing, we can give analytical expressions for the PDF simply by using Eq[9] with:
For example, for the evolved (smoothed) one-point PDF as a function of ρ, we have:
for Gaussian inital conditions. These sort of compact relations were previously described by Protogeros & Scherrer (1997) . Fig. 8 shows a comparison of the above PDF to the PDF from simulations and from the SC model. The velocity smoothing can be obtained from equation (A18) 
Note that although the SC and the GZA give a good approximation to gravitational dynamics for small δ, it is likely and expected that these approximations break at some stage for large fluctuations. As mentioned before, this break is not likely to be important for our present purposes, as the statistics of the absorption features in the Lyα forest are dominated by the small fluctuations.
