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Abstract
Let n be an integer, n  3, and Tn the algebra of all real n× n upper triangular matrices.
We describe the general form of maps on Tn that preserve the adjacency in both directions. We
apply this result to characterize the semigroup of injective continuous maps on Tn preserving
the adjacency in one direction only.
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1. Introduction and statement of the results
The study of adjacency preserving maps on matrix spaces was initiated by Hua
[3–10]. He defined two m× n matrices A and B to be adjacent (coherent) if A− B
is of rank one. Let V be a vector space of a certain kind of matrices of a given size
(the space of all m× n matrices, the space of all n× n symmetric matrices, the space
of all n× n Hermitian matrices, etc.). A map φ :V→V preserves the adjacency
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if φ(A) and φ(B) are adjacent whenever A and B are adjacent. It preserves the
adjacency in both directions if φ(A) and φ(B) are adjacent if and only if A and B
are adjacent.
Let F be any field and Mm×n(F) the space of all m× n matrices over F, m, n  2.
Let R, P, and Q be any m× n matrix, invertible m×m matrix, and invertible n× n
matrix, respectively. Then the translation A → A+ R and the equivalence trans-
formation A → PAQ are bijections of Mm×n(F) preserving the adjacency in both
directions. The same is true for the map [aij ] → [f (aij )], where f is any auto-
morphism of the underlying field F. In the square case, that is, when m = n, the
transposition A → At is another example of a bijective map on Mn×n(F) = Mn(F)
preserving the adjacency in both directions. The fundamental theorem of the geom-
etry of rectangular matrices states that the group of bijective maps φ : Mm×n(F)→
Mm×n(F) preserving the adjacency in both directions is generated by the maps de-
scribed above. Similar results hold for the spaces of symmetric matrices, skew-sym-
metric matrices and Hermitian matrices. They can be found in the book [14].
Recall that the identity is the only automorphism of the real field. So, when m /=
n, every bijective map φ on the space of m× n real matrices preserving the adja-
cency in both directions is a motion A → PAQ+ R. When m = n, φ can be also
a motion composed by the transposition. The same result has been recently proved
without the bijectivity assumption [12]. The assumption, that the underlying field is
R, is essential for this improvement of the fundamental theorem of the geometry of
rectangular matrices. Namely, in the same paper an example was given showing that
an analogous improvement does not hold in the complex case.
From now on, all the matrices will be over the real field. In [11] it was shown that
there exist injective maps onMm×n(R) preserving the adjacency in one direction only
which are not bijective and they do not preserve the adjacency in both directions. So,
the assumptions of injectivity and preserving the adjacency are not enough to charac-
terize motions (and motions composed by the transposition in the square case). How-
ever, it was proved [11, Theorem 1.3] that these two conditions together with the
continuity assumption characterize motions possibly composed by the transposition in
the square case. More precisely, whenm /= n, every injective continuous mapφ on the
space ofm× n real matrices preserving the adjacency is a motion, and whenm = n, φ
can also be a motion composed by the transposition. An interested reader can find fur-
ther informations on these results, their applications, and related problems in [13].
The classical results in geometry of matries consider bijective maps preserving the
adjacency in both directions on one of the following spaces: the space of rectangular
matrices, the space of symmetric matrices, the space of skew-symmetric matrices,
and the space of Hermitian matrices. Another important type of spaces of matrices,
that are, the spaces of upper block triangular matrices (finite-dimensional nest al-
gebras) have been recently considered by Chooi and Lim [1]. The present paper is
a continuation of their work. We have already mentioned that we will restrict our
attention to the real matrices. We will also consider only upper triangular matrices.
Our results can be extended to block triangular matrix spaces. The reason that we do
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not treat these extensions in this paper is that they require no essentially new ideas
but the formulations of the results become much more complicated.
Let Tn, n  3, be the space of all real upper triangular n× n matrices. The char-
acterization of bijective maps on Tn preserving the adjacency in both directions is
quite different and more complicated than the corresponding theorems on spaces
of rectangular, symmetric, skew-symmetric, and Hermitian matrices. Let us list the
typical examples of maps on Tn preserving the adjacency in both directions:
1. Let P, Q ∈ Tn be invertible matrices. Then
A → PAQ
is a bijective map on Tn preserving the adjacency in both directions.
2. Let R ∈ Tn. Then
A → A+ R
is a bijective map on Tn preserving the adjacency in both directions.
3. The flip map, that is the transposition over the anti-diagonal
A =


a11 a12 a13 . . . a1n
0 a22 a23 . . . a2n
0 0 a33 . . . a3n
...
...
...
.
.
.
...
0 0 0 . . . ann


→ Af =


ann an−1,n an−2,n . . . a1n
0 an−1,n−1 an−2,n−1 . . . a1,n−1
0 0 an−2,n−2 . . . a1,n−2
...
...
...
.
.
.
...
0 0 0 . . . a11

 ,
is a bijective map on Tn preserving the adjacency in both directions. To see this note
thatAf = JAtJ,where J = En1 + En−1,2 + · · · + E1n is an involution having all
antidiagonal entries equal to 1, while all off-antidiagonal elements of J are zero.
4. Let 1 < i < j < n (of course, this is possible only when n  4) and let λ be
any real number. We denote by Eij the matrix unit whose (i, j)th entry is 1 and
all others are zero. It is not difficult to see that for any upper triangular rank one
matrix A we have AEij = 0 or EijA = 0. Moreover, for every A ∈ Tn both AEij
and EijA are square matrices of rank at most one. Hence, the map
φ(A) = A+ λAEijA
maps every upper triangular rank one matrix into itself and has the inverse A →
A− λAEijA. If A and B are adjacent, then AEij = BEij or EijA = EijB. In
the first case we see that φ(A)− φ(B) = (I + λAEij )(A− B) is of rank one.
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Similarly we show that φ(A) and φ(B) are adjacent also in the second case.
Therefore, φ is a bijective map on Tn preserving the adjacency in both directions.
5. Let fj : R → R, j = 1, . . . , n, be functions satisfying fj (0) = 0, j = 2, . . . , n,
f1(0) = 1, and f1(t) /= 0 for every nonzero real number t. Then the map

a11 a12 . . . a1n
0 a22 . . . a2n
...
...
.
.
.
...
0 0 . . . ann


→


a11 f1(a11)a12 + f2(a11) . . . f1(a11)a1n + fn(a11)
0 a22 . . . a2n
...
...
.
.
.
...
0 0 . . . ann


maps every A = [aij ] ∈ Tn with a11 = 0 into itself. It is a bijective map on Tn
preserving the adjacency in both directions. To verify this note that

a11 a12 . . . a1n
0 a22 . . . a2n
...
...
.
.
.
...
0 0 . . . ann


→


a11 f1(a11)−1(a12 − f2(a11)) . . . f1(a11)−1(a1n − fn(a11))
0 a22 . . . a2n
...
...
.
.
.
...
0 0 . . . ann


is the inverse map which also preserves the adjacency.
6. Let gj : R → R, j = 2, . . . , n− 1, be functions satisfying gj (0) = 0, j = 2, . . . ,
n− 1. Then the map

a11 a12 a13 . . . a1n
0 a22 a23 . . . a2n
0 0 a33 . . . a3n
...
...
...
.
.
.
...
0 0 0 . . . ann


→


1 g2(a11) g3(a11) . . . gn−1(a11) 0
0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
...
...
0 0 0 . . . 0 1




a11 a12 a13 . . . a1n
0 a22 a23 . . . a2n
0 0 a33 . . . a3n
...
...
...
.
.
.
...
0 0 0 . . . ann


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is a bijective map on Tn preserving the adjacency in both directions mapping
every A = [aij ] ∈ Tn with a11 = 0 into itself.
7. Let k : R2 → R be any function satisfying k(t, 0) = k(0, t) = 0 for every real t.
Then the map
A → A+ k(a11, ann)E1n
is a bijective map on Tn preserving the adjacency in both directions.
8. Let h : R → R be an injective map. Then the map

a11 a12 . . . a1n
0 a22 . . . a2n
...
...
.
.
.
...
0 0 . . . ann

 →


h(a11) a12 . . . a1n
0 a22 . . . a2n
...
...
.
.
.
...
0 0 . . . ann


is an injective map on Tn preserving the adjacency in both directions. It is bijec-
tive if h is bijective.
We denote by S the set of all maps on Tn that are the compositions of the maps
described above. In other words, S is the semigroup of maps on Tn generated by
the above maps. Clearly, every member of S is an injective map preserving the
adjacency in both directions. We denote by G the subgroup of S generated by the
maps of the first seven forms described above and the maps of the last form with
h bijective. Chooi and Lim [1] proved that the group of all bijective maps on Tn
preserving the adjacency in both directions is the group G. We will improve this
result by relaxing the bijectivity assumption.
Theorem 1.1. Let n be an integer no smaller than 3 and Tn the algebra of all real
upper triangular n× n matrices. The semigroup of all maps on Tn preserving the
adjacency in both directions is equal to S.
There exist injective maps φ : Tn → Tn preserving adjacency in one direction
that do not preserve the adjacency in both directions. To see this take any upper
triangular rank one matrix R and any injective function f : Tn → R and define
φ : Tn → Tn by φ(X) = f (X)R. If A and B are adjacent then A /= B, and
consequently, φ(A) and φ(B) are adjacent. Thus, φ preserves the adjacency in one
direction but not in both directions. This cannot happen under the additional
assumption of continuity. Let us define C to be the semigroup of maps on Tn that
can be written as the compositions of the maps described above satisfying the
additional assumption that the functions fi, i = 1, . . . , n, gj , j = 2, . . . , n− 1,
k, and h are continuous.
Theorem 1.2. Let n be an integer no smaller than 3 and Tn the algebra of all real
upper triangular n× n matrices. The semigroup of all injective continuous maps on
Tn preserving the adjacency is equal to C.
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Note that in both main theorems of the paper the assumption that n  3 is indis-
pensable (see [1]). To prove Theorem 1.1 we will first characterize maps preserving
the adjacency in both directions acting between spaces of rectangular matrices of
different size, thus extending the main result from [12] where the special case that
the domain and the codomain are the same, was treated. This result combined with
some methods developed in [1] yields our first main theorem. The main tool in the
proof of Theorem 1.2 will be the invariance of domain theorem [2, p. 54]. It will be
used to show that injective continuous adjacency preserving maps on Tn preserve the
adjacency in both directions. Then one can easily complete the proof using Theorem
1.1. When speaking about the proof techniques we should also note that the first
seven types of maps described above are bijective maps preserving the adjacency
in both directions. So, composing φ with any of these maps does not affect neither
the assumptions nor the conclusions of our main results. We will frequently use this
observation when proving our results. Note also that the map of the form

a11 a12 . . . a1n
0 a22 . . . a2n
...
...
.
.
.
...
0 0 . . . ann

 →


a11 a12 . . . a1n
0 a22 . . . a2n
...
...
.
.
.
...
0 0 . . . h(ann)


with h : R → R injective can be obtained as a composition of the flip map, the map
of the eighth type, and the flip map. Similarly, composing the map φ of the fourth,
the fifth, or the sixth type with the flip transformation from both sides we get maps of
similar forms where the roles of rows are replaced by the roles of the columns. Finally,
we will sometimes identifym× n real matrices with linear operators mapping Rn into
Rm.The column space of a matrixA then corresponds to the image ImA of a linear op-
eratorA.Recall a folk result that we have rank(A+ B) = rankA+ rankB if and only
if Im(A+ B) = ImA⊕ ImB.
2. Preliminary results
In this section we prepare some tools for proving our main results. We first prove
the injectivity of the maps preserving the adjacency in both directions.
Lemma 2.1. Let m, n, p, q be positive integers and let V be either the space of
all real n× n upper triangular matrices, or the space of all real m× n matrices.
Assume that φ :V→ Mp×q(R) preserves the adjacency in both directions. Then φ
is injective.
Proof. Let φ(A) = φ(B) for someA,B ∈V.DenoteC = B − A and define a new
map ψ :V→ Mp×q(R) by ψ(X) = φ(X + A)− φ(A). Then clearly, ψ maps both
0 and C into 0 and preserves the adjacency in both directions. In particular, it maps
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rank one matrices into rank one matrices. If C /= 0 then it is easy to find a rank
one matrix F ∈V with rank(F − C) /= 1. But then 1 /= rank(ψ(F )− ψ(C)) =
rankψ(F), contradicting the fact that ψ maps rank one matrices into rank one
matrices. Hence, φ has to be injective. 
Recall that the arithmetic distance d for two m× n matrices A and B is defined
by d(A,B) = rank(A− B). It is easy to verify that d fulfills the requirements for
the distance function in a metric space. It is then clear that if V is a subspace of
Mm×n(R), φ :V→ Mm×n(R) an adjacency preserving map, and A,B ∈V matri-
ces with rank(A− B) = r such that there exists a sequence A = X0, X1, . . . , Xr−1,
Xr = B in V satisfying d(Xj−1, Xj ) = 1, then d(φ(A), φ(B))  r .
Lemma 2.2. Let m, n  r  2 be integers and A ∈ Mm×n(R) a matrix of rank r.
Suppose thatA1, . . . , Ar ∈ Mm×n(R) are rank one matrices with d(Aj ,A)  r − 1,
j = 1, . . . , r. Let x1, . . . , xr ∈ Mm×1(R) be nonzero vectors in column spaces of
A1, . . . , Ar, respectively. Assume that x1, . . . , xr are linearly independent. Then the
column space of A is the linear span of vectors x1, . . . , xr .
Proof. From r = rankA = d(A, 0)  d(A,Aj )+ d(Aj , 0)  1 + d(Aj ,A) we
get d(Aj ,A) = r − 1. Thus, identifying matrices with operators we have
ImA = span{xj } ⊕ Im(A− Aj), j = 1, . . . , r.
In particular, xj ∈ ImA, j = 1, . . . , r. From the fact that x1, . . . , xr are linearly
independent, we conclude that ImA = span{x1, . . . , xr}, as desired. 
In [12] the maps on Mm×n(R) preserving the adjacency in both directions were
characterized. Here we will consider such maps between the spaces of rectangular
matrices of different size. We start with the low dimensional case.
Lemma 2.3. Let m, n, k be integers, m, n  k  2, and φ a map from M2×k(R)
into Mm×n(R) with φ(0) = 0. Assume that for every A,B ∈ M2×k(R), A and B
are adjacent if and only if φ(A) and φ(B) are adjacent. Then there exist invertible
matrices P ∈ Mm(R) and Q ∈ Mn(R) such that either
φ(A) = P
[
0 A
0 0
]
Q, A ∈ M2×k(R),
or
φ(A) = P
[
0 At
0 0
]
Q, A ∈ M2×k(R).
Here, some bordering zeroes may be absent (when m = k or n = k).
Proof. Since φ(0) = 0 the matrices of rank one are mapped into matrices of rank
one. So, φ(E1k) and φ(E2,k−1) are two different matrices of rank one that are not
adjacent. Hence, after replacing φ by A → Pφ(A)Q for appropriate invertible P
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and Q we may assume that φ(E1k) = E1n and φ(E2,k−1) = E2,n−1. Hence, either
φ(E1,k−1) = aE1,n−1 for some nonzero a, or φ(E1,k−1) = aE2n for some nonzero
a. We will consider just the first case as the proof in the second case goes through
in almost the same way. Once again, there is no loss of generality in assuming that
a = 1.Now, φ(E2k) is a rank one matrix adjacent toE1n andE2,n−1 and not adjacent
to E1,n−1. By Lemma 2.1, φ is injective. Hence, φ(E2k) = pE2n for some nonzero
p. For any nonzero real number t , t /= 1, the matrix φ(tE1k) is a rank one matrix
adjacent to E1n, E1,n−1, and pE2n. Thus, φ(tE1k) belongs to the linear span of
φ(E1k).
In the previous paragraph we could have considered any rank one matrix instead
of E1k. So, if φ is a map from M2×k(R) into Mm×n(R) preserving the adjacency
in both directions with φ(0) = 0 then for every rank one matrix R the linear span
of R is mapped into the linear span of φ(R). Now, if A and B are any rank one
matrices, we can define a new map from M2×k(R) into Mm×n(R) by X → φ(A+
X)− φ(A) which obviously maps 0 into 0 and preserves the adjacency in both di-
rections. Therefore, by the previous step we know that for any scalar λ the matrix
φ(A+ λB)− φ(A) belongs to the linear span of φ(A+ B)− φ(A). Hence, the line
{A+ λB : λ ∈ R} is mapped into a line {φ(A)+ µ(φ(A+ B)− φ(A)) : µ ∈ R}.
Denote by V the linear span of E1,k−1, E1k, E2,k−1, E2k and by W the linear
span of E1,n−1, E1n, E2,n−1, E2n. We will show that φ maps V into W. Indeed, we
already know that the linear span of any of the matrix units Eij , i = 1, 2, j = k − 1,
k, is mapped into W. The matrix µE1,k−1 + λE1k, λ /= 1, can be written as A+ λB
with A = (µ/1 − λ)E1,k−1 and B = −(µ/1 − λ)E1,k−1 + E1k, and consequently,
φ(µE1,k−1 + λE1k)− φ(A) belongs to the linear span of φ(A+ B)− φ(A). It fol-
lows that φ(µE1,k−1 + λE1k) belongs to the linear span ofE1,n−1 andE1n whenever
λ /= 1. Applying the fact that φ maps the linear span of a rank one matrix R into the
linear span of φ(R) we conclude that the linear span of E1,k−1 and E1k is mapped
into the linear span of E1,n−1 and E1n. Of course, analogous statements hold true
for the linear span of E2,k−1 and E2k, the linear span of E1,k−1 and E2,k−1, and the
linear span of E1k and E2k.
Now, let A be any matrix from V and we have to show that φ(A) ∈ W. We know
that rankφ(A)  rankA  2.
Assume first that φ(A) = φ(aE1,k−1 + bE1k + cE2,k−1 + dE2k) has rank two.
Then A is a rank two matrix adjacent to nonzero matrices aE1,k−1 + bE1k and to
cE2,k−1 + dE2k. They are mapped into a′E1,n−1 + b′E1n and c′E2,n−1 + d ′E2n,
respectively. Thus, by Lemma 2.2, φ(A) has only the first two of its rows nonzero.
Going to the transposes we prove in the same way that it has only the last two of its
columns nonzero. So, φ(A) ∈ W, as desired.
Now, let φ(A) = φ(aE1,k−1 + bE1k + cE2,k−1 + dE2k) be of rank one. We al-
ready know that φ(A) ∈ W if A has only one nonzero row or only one nonzero
column. So, assume that both first two rows of A are nonzero and both last two col-
umns of A are nonzero. Since A is adjacent to aE1,k−1 + bE1k, the rank one matrix
φ(A) has either only the first row nonzero, or only the last two columns nonzero.
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We get similar conclusions from the fact that A is adjacent to aE1,k−1 + cE2,k−1,
bE1k + dE2k, and cE2,k−1 + dE2k. Combining all such conclusions we see that
φ(A) ∈ W which together with the previous paragraph implies that φ maps V into
W.
So, the restriction of φ to V considered as a map into W can be identified with
a map defined on M2(R) sending 0 to 0 and preserving the adjacency in both direc-
tions. Applying [12, Theorem 3.1] we conclude that φ(aE1,k−1 + bE1k + cE2,k−1 +
dE2k) = aE1,n−1 + bE1n + cE2,n−1 + dE2n for all real numbers a, b, c, d. If k =
2 we are done. So, assume k > 2. Then φ(E1,k−2) is adjacent to any matrix of the
form aE1,n−1 + bE1n. So, it has only the first row nonzero. Because of injectivity
it does not belong to the linear span of E1,n−1 and E1n. Therefore, after composing
φ by an appropriate equivalence transformation we may assume that φ(E1,k−2) =
E1,n−2. It follows that φ(E2,k−2) is a nonzero scalar multiple of E2,n−2. Using
the same approach as in [12, Proof of Proposition 3.3] we can prove that the lin-
ear span of E1,k−2, E1,k−1, E1k, E2,k−2, E2,k−1, E2k is mapped into the linear
span of E1,n−2, E1,n−1, E1n, E2,n−2, E2,n−1, E2n. Applying [12, Theorem 3.1]
once again we conclude that φ(aE1,k−2 + bE1,k−1 + cE1k + dE2,k−2 + eE2,k−1 +
fE2k) = aE1,n−2 + bE1,n−1 + cE1n + dE2,n−2 + eE2,n−1 + fE2n for all real num-
bers a, b, c, d, e, f. This completes the proof when k = 3. Repeating the same
procedure we complete the proof in cases k = 4, 5, . . . 
We are now ready to prove the general case.
Theorem 2.4. Let m, n, p, q be integers with m, n  p, q  2, and φ a map from
Mp×q(R) into Mm×n(R) preserving the adjacency in both directions. Then there
exist R ∈ Mm×n(R) and invertible matrices P ∈ Mm(R) and Q ∈ Mn(R) such that
either
φ(A) = P
[
0 A
0 0
]
Q+ R, A ∈ Mp×q(R),
or
φ(A) = P
[
0 At
0 0
]
Q+ R, A ∈ Mp×q(R).
Here, some bordering zeroes may be absent.
Proof. After replacing φ by A → φ(A)− φ(0) we may, and we do assume, that
φ(0) = 0. By the previous lemma we are done if p = 2. So, assume p > 2. After
composing φ by an equivalence transformation and the transposition, if necessary,
we may assume that
φ(A) =
[
0 A
0 0
]
(1)
for everyA ∈ Mp×q(R) having nonzero entries only in the first two rows. The matrix
φ(E3q) is adjacent to any matrix of the form aE1n + bE2n. So, it has only the last
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column nonzero and because of the injectivity of φ it does not belong to the linear
span of E1n and E2n. Hence, after composing φ by an equivalence transformation,
we may assume that φ(E3q) = E3n without affecting (1). As in the previous lemma
we can now conclude that the linear space of all matrices fromMp×q(R) having non-
zero entries only in the first three rows are mapped into the space of m× n matrices
having nonzero entries only in the upper right 3 × q corner. Applying [12, Theorem
3.1] we see that (1) holds true for everyA ∈ Mp×q(R) having nonzero entries only in
the first three rows. Repeating this procedure one can easily complete the proof. 
Now we turn to the study of injective continuous maps preserving the adjacency
in one direction only.
Lemma 2.5. Let m, n, p, q be positive integers, m  p  2, n  q  2. Let φ :
Mp×q(R) → Mm×n(R) be an injective continuous map preserving the adjacency
satisfying
• φ(0) = 0,
• φ(span{E1j , E1,j+1, . . . , E1q})⊂ span{E1,n−q+j , E1,n−q+j+1, . . . , E1n}, j = 1,
. . . , q,
• φ(span{E1q, E2q, . . . , Eiq}) ⊂ span{E1n, E2n, . . . , Ein}, i = 1, . . . , p.
Then φ maps Mp×q(R) bijectively on the space of all m× n matrices with the block
representation[
0 ∗
0 0
]
,
where ∗ stands for any p × q matrix. Moreover, the linear space of all p × q matri-
ces having nonzero entries only in the first row is mapped bijectively onto the linear
span of {E1,n−q+1, E1,n−q+2, . . . , E1n}, while every nonzero p × q matrix having
nonzero entries only in the pth row is mapped into a matrix[
0 A
0 0
]
,
where A is a rank one p × q matrix with nonzero last row.
Proof. We will first prove the statement in the special case that p = 2. This special
case will be proved by induction onq.So, let us start with the case thatq = 2.We know
that φ(E12) = cE1n for some c ∈ R, and c must be nonzero because φ(E12) is
adjacent to 0 = φ(0).According to our assumptions the linear span ofE11 andE12 is
mapped into the linear span of E1,n−1 and E1n, and the linear span of E12 and E22
is mapped into the linear span ofE1n andE2n.The linear span ofE11 andE12 is a linear
space isomorphic to R2. By the invariance of domain theorem the open set
{λE11 + τE12 : λ, τ ∈ R, λ /= 0} is mapped onto an open subset of the span {E1,n−1,
E1n}. So, there exist scalars λ, τ such that λ /= 0 and φ(λE11 + τE12) /∈ span{E1n},
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and similarly, we can find scalarsµ, σ withµ /= 0 such that φ(µE22 + σE12) /∈ span
{E1n}.Hence, after composing φ by appropriate equivalence transformations we may
assume that φ(E11) = E1,n−1, φ(E22) = E2n, and φ(E12) = E1n. Using the same
approach as in [11, Lemma 2.3–Lemma 2.11] we conclude that φ maps the whole
space M2(R) into the linear span of E1,n−1, E1n, E2,n−1, E2n. It is now easy to
complete the proof in the case p = q = 2 applying the main result from [11].
Assume now that our statement holds true for p = 2 and some q  2 and we
want to prove it for q + 1. So, let φ : M2×(q+1)(R)→ Mm×n(R) be a continuous
injective adjacency preserving map satisfying the assumptions of our statement. By
the induction hypothesis the space V of all 2 × (q + 1) matrices with the zero first
column is mapped by φ bijectively onto the linear space W of matrices being zero
outside the upper right 2 × q corner. Note that both V and W are isomorphic to
M2×q(R). Moreover, the space of all matrices from V having nonzero entries only
in the first row is mapped onto a space of matrices inW having nonzero entries only
in the first row and every nonzero matrix from V having nonzero entries only in the
second row is mapped into a matrix in W whose second row is nonzero. So, using
[11, Theorem 1.3] we may assume after composing φ by an appropriate equivalence
transformation that
φ([0 B]) =
[
0 B
0 0
]
for every B ∈ M2×q(R). Let C be a rank one matrix in M2×(q+1)(R) having nonzero
first column. If C has nonzero entries only in the first row, then we know that it is
mapped into a matrix of the form[
0 ∗
0 0
]
where ∗ stands for an 1 × (q + 1) matrix. By injectivity, the first entry of this matrix
is nonzero. If C has nonzero entries only in the second row, then we denote by D
the matrix obtained from C by interchanging the first and the second row. The rank
one matrix φ(C) is adjacent to φ(D) as well as to E2n, and therefore, φ(C) is a
matrix whose (2, n− q)-entry is nonzero and φ(C) ∈ span{E2,n−q, . . . , E2n}. It is
now easy to see that every rank one matrix C ∈ M2×(q+1)(R) having nonzero first
column is mapped into a matrix of the form[
0 B
0 0
]
with B ∈ M2×(q+1)(R) having nonzero first column.
Now, let A ∈ M2×(q+1)(R) be any matrix of rank two having nonzero first col-
umn. Denote by Ai, i = 1, 2, the matrix obtained from A by replacing all entries in
the ith row by zero. Then A is adjacent to both A1 and A2. Applying Lemma 2.2 we
conclude that all entries of φ(A) below the second row must be zero. The matrix A
can be also written as a sum of two rank one matrices A3 and A4 with A4 having the
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first column zero. Going to the transposes and applying Lemma 2.2 once again we
see that φ(A) has nonzero entries only in the last q + 1 columns.
The set of all matrices A ∈ M2×(q+1)(R) of rank two having nonzero first column
is dense in M2×(q+1)(R). Thus, the continuous map φ maps M2×(q+1)(R) into the
set of all matrices in Mm×n having zero entries outside the upper right 2 × (q + 1)
corner. It is now easy to complete the induction step using the main result from [11].
It remains to do the induction on p. It can be done using exactly the same
ideas. 
Lemma 2.6. Let φ : Tn → Tn, n  3, be a continuous injective map preserving the
adjacency. Assume also that φ(0) = 0. Then either
• φ(span{E1j , . . . , E1n}) ⊂ span{E1j , . . . , E1n}, j = 1, . . . , n, and φ(span{E1n,
. . . , Ein}) ⊂ span{E1n, . . . , Ein}, i = 1, . . . , n, or
• φ(span{E1j , . . . , E1n}) ⊂ span{E1n, . . . , En−j+1,n}, j = 1, . . . , n, and φ(span
{E1n, . . . , Ein}) ⊂ span{E1,n−i+1, . . . , E1n}, i = 1, . . . , n.
Proof. The linear span of matrices E11, . . . , E1n consists of pairwise adjacent ma-
trices of rank atmost one. So, it is mapped into a set with the same properties. All
sets of pairwise adjacent matrices of rank atmost one are contained either in a linear
space of matrices of the form

x1
...
xk
0
...
0


[0 · · · 0 yk · · · yn], yk, . . . , yn ∈ R,
where x1, . . . , xk are fixed scalars, or in a linear space of matrices of the form

x1
...
xk
0
...
0


[0 · · · 0 yk · · · yn], x1, . . . , xk ∈ R,
where yk, . . . , yn are fixed scalars. The dimension of such spaces is smaller than n
except when k = 1 in the first case or k = n in the second case. So, the invariance
of domain theorem yields that F1, the linear span of E11, . . . , E1n, is mapped either
into itself, or into Fn, the linear span of E1n, . . . , Enn. We will consider only the first
case.
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The same argument shows that Fn is mapped either into F1, or into Fn. We will
show that the first possibility cannot occur. If this was the case, then by the invari-
ance of domain theorem the open ball of radius one in F1 centered at E1n would be
mapped onto an open neighbourhood U of φ(E1n) in F1. Then there would exist
an open neighbourhood of E1n in Fn which would be mapped into U. This would
contradict the injectivity of φ.
So, φ(F1) ⊂ F1 and φ(Fn) ⊂ Fn, and clearly, φ(F1) /⊂ span{E1n} and φ(Fn) ⊂
span{E1n}. Consequently, φ maps the linear span of E1n into itself. Take any k < n
and any matrix of the formA = λkE1k + · · · + λnE1n with λk /= 0. It is mapped into
µ1E11 + · · · + µnE1n and we have to show that µ1 = · · · = µk−1 = 0. Let j be the
smallest positive integer such that µj /= 0.
The set of all matrices of the form

x1
...
xk
0
...
0


[0 · · · 0 λk · · · λn], x1, . . . , xk ∈ R,
must be mapped into a set V of pairwise adjacent matrices of rank atmost one.
Clearly, φ(A) ∈V. Hence, either V ⊂ F1, or V is a subset of all matrices of the
form 

x1
...
xj
0
...
0


[0 · · · 0 µj · · · µn], x1, . . . , xj ∈ R,
In the first case we apply the invariance of domain theorem and the same idea
as above to get a contradiction with the injectivity of φ. In the second case, the
invariance of domain theorem implies that j  k, as desired.
In a similar way we prove that φ(span{E1n, . . . , Ein}) ⊂ span{E1n, . . . , Ein},
i = 2, . . . , n− 1. 
For the proof of the next lemma we have to introduce some notation. Let 1  i,
j  n. Then we define Fij ⊂ Tn to be the linear span of matrix units Epq ∈ Tn,
1  p  i, j  q  n. In other words, Fij is the subspace of upper triangular matri-
ces whose first (j − 1) columns are zero and all entries below the ith row are zero.
In particular, Fn−1,2 is the linear space of all upper triangular matrices [aij ] ∈ Tn
with a11 = ann = 0. In the case when i = j we write shortly Fii = Fi. Further,
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for 1  p  n we define Up ⊂ Mn×1(R) to be space of all vectors of the form
[x1 · · · xp 0 · · · 0]t and Vp ⊂ Mn×1(R) to be the space of all vectors of the form
[0 · · · 0 xp · · · xn]t.
Lemma 2.7. Let φ : Tn → Tn, n  3, be a continuous injective map preserving the
adjacency with φ(0) = 0. Assume that we have the first possibility from the previous
lemma. Then the space W = {[aij ] ∈ Tn : ann = 0} is mapped by φ into itself.
Proof. We have to prove that φ(A) ∈W whenever A ∈W. We will start with
the special case that both φ(A) and A ∈W have rank n− 1. Denote by Aj , j =
1, . . . , n− 1, the matrix whose j th row is the same as the j th row of A, while all
other entries of Aj are zero. Obviously, Aj is nonzero, j = 1, . . . , n− 1, and φ(A1)
is a nonzero matrix having nonzero entries only in the first row. Applying Lemma
2.5 to the restriction of φ to Fj we see that φ(Aj ) is a rank one matrix with nonzero
j th row and zero entries below this row. We have d(A,Aj ) = n− 2 for every j =
1, . . . , n− 1.By the remark before Lemma 2.2 this yields d(φ(A), φ(Aj ))  n− 2,
j = 1, . . . , n− 1. It follows from Lemma 2.2 that φ(A) ∈W.
Let now A be any matrix in W of rank n− 1 and m any positive integer. We
denote by ‖ · ‖ the usual operator norm on Tn and by P the n× n diagonal matrix
whose first n− 1 diagonal elements are equal to 1 and the last one is zero. By the
invariance of domain theorem, the set of all matrices Y ∈ Tn with ‖Y − A‖ < 1/m
is mapped onto an open neighbourhood of φ(A) in Tn.
Every nonempty open set in Tn contains an invertible matrix. Thus, we can find
Ym ∈ Tn such that ‖Ym − A‖ < 1/m and φ(Ym) is invertible. Since n = d(φ(Ym),
0)  d(Ym, 0) we see that Ym is invertible. Denote Zm = PYm ∈W. Then Zm is
a rank n− 1 matrix adjacent to Ym. Hence, rankφ(Zm)  n− 1 and φ(Zm) is ad-
jacent to φ(Ym) which is invertible. Thus, φ(Zm) has rank n− 1. By the previous
step we have φ(Zm) ∈W. We have also ‖Zm − A‖ = ‖P(Ym − A)‖  ‖P ‖‖Ym −
A‖ < 1/m. Consequently, φ(A) = limφ(Zm) ∈W.
The set of all matrices in W with rank n− 1 is dense in W. Therefore, W is
invariant under φ. This completes the proof. 
Lemma 2.8. Let φ : Tn → Tn, n  3, be a continuous injective map preserving
the adjacency. Assume also that φ(0) = 0. If rankφ(A) = 1 for some A ∈ Tn then
rankA = 1.
Proof. We will consider only the case that we have the first possibility from Lemma
2.6 since the proof in the second case goes through in an almost the same way.
Assume that rankφ(A) = 1. Then φ(A) belongs to Fj for some j, 1  j  n.
We will first consider the case that φ(A) belongs to Fj for some j, 1 < j < n.
Applying Lemma 2.5 to the restriction of φ to Fj we see that φ restricted to Fj is
a bijective continuous adjacency preserving map of Fj onto itself. Since, Fj is iso-
morphic to the algebra of all j × (n− j + 1) matrices, we can apply [11, Theorem
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1.3] to conclude that this restriction preserves the adjacency in both directions. So,
there is a rank one B ∈ Fj such that φ(B) = φ(A). By injectivity of φ : Tn → Tn
we have A = B.
So, it remains to consider the cases thatφ(A) ∈ F1 withφ(A)11 /= 0, orφ(A) ∈ Fn
withφ(A)nn /= 0.Let us treat only the second case. We have to show thatA belongs to
Fn.Assume that this is not true and denote byB the matrix obtained fromA by replac-
ing all entries in the last column by zero. Then B is a nonzero matrix adjacent to A or
B = A. By Lemma 2.7, φ(B) ∈W, and therefore, the possibility thatB = A cannot
occur. Because,φ mapsFn−1 bijectively onto itself, we can apply the main result from
[11] to conclude thatφmapsFn−1 ∩ Fn bijectively onto itself. Thus,φ(B)must have a
nonzero entry in the upper left (n− 1)× (n− 1) corner. But then it cannot be adjacent
to φ(A) with φ(A)nn /= 0. This contradiction completes the proof. 
We will call a subspace V ⊂ Mm×n(R) rank decomposable if for every A ∈V
there exist x1, . . . , xr ∈ Mm×1(R) and y1, . . . , yr ∈ Mn×1(R) such that r = rankA,
A =∑rk=1 xkytk, and xkytk ∈V for every k = 1, . . . , r. It is rather easy to see that
Fst ⊂ Tn is rank decomposable for every s, t, 1  s, t  n. Indeed, we can see
this by induction on dimFst . There is nothing to prove if dimFst = 1, that is, s =
1 and t = n. Assume now that 0 /= A ∈ Fst with s /= 1 or t /= n and that Fpq is
rank decomposable whenever its dimension is smaller than the dimension of Fst .
We have to show that A is rank decomposable in Fst . If t = n then A is of rank
one and we are done. Similarly, if the t th column of A is zero, then A ∈ Fs,t+1 and
we are done by the induction hypothesis. If s  t then obviously, Fst ∼ Ms,n−t+1
is rank decomposable. So, assume that n, s > t and the t th column of A is nonzero.
Denote by B the t × (n− t + 1) upper right corner of A. Its first column is non-
zero and therefore there exists an invertible P ∈ Mt(R) such that the (1, 1)-entry
of PB is nonzero while all other entries of the first column of this matrix are zero.
Set Q = P ⊕ I ∈ Mn(R) where I stands for the (n− t)× (n− t) identity matrix.
Then QA ∈ QFst = Fst , and it suffices to show that QA is rank decomposable in
Fst . In other words, we may assume that the (1, t)-entry of A is nonzero and all
the other entries in the t th column of A are zero. Write A = A1 + A2 where A1
is the matrix having the same first row as A while all other rows are zero. Then
A2 is the matrix obtained from A by replacing the first row by the zero row. Clearly,
rankA2 = rankA− 1 andA2 ∈ Fs,t+1 which is rank decomposable by the induction
hypothesis. So, A2 can be rank decomposed and then the same must be true for A.
We will conclude this section by a result concerning adjacency preserving maps
on rank decomposable spaces. But first we need few more lemmas.
Lemma 2.9. Let A,B ∈ Mm×n(R) be adjacent matrices of the same rank. Then
they have the same column space or the same row space.
Proof. Let r = rankA = rankB and A =∑rk=1 xkytk. Then both sets {x1, . . . , xr}
and {y1, . . . , yr} are linearly independent. Since B is adjacent to A we have
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B =∑rk=1 xkytk + uvt with u and v nonzero. We have to show that u ∈ span{x1, . . . ,
xr} or v ∈ span{y1, . . . , yr}. If this was not true then both sets {x1, . . . , xr , u} and
{y1, . . . , yr , v} would be linearly independent, and consequently, we would have
rankB = r + 1, a contradiction. 
Lemma 2.10. Let V be any subspace of Mp×q(R) and φ :V→ Mm×n(R) adja-
cency preserving map with φ(0) = 0. Assume further that {x1, . . . , xr} ⊂ Mp×1(R),
{y1, . . . , yr} ⊂ Mq×1(R), {u1, . . . , ur } ⊂ Mm×1(R), and {v1, . . . , vr} ⊂ Mn×1(R)
are all linearly independent sets such that xkytk ∈V, k = 1, . . . , r, and φ(xkytk) =
ukv
t
k, k = 1, . . . , r. Moreover, suppose that φ(xiyti + xjytj ) = 2 whenever i /= j.
Then φ(
∑r
k=1 xkytk) is a rank r matrix whose column space is the linear span of{u1, . . . , ur} and whose row space is the linear span of {vt1, . . . , vtr}.
Proof. We proceed our proof by induction on r, with the result being trivial for
r = 1. Suppose r > 1, and assume that the result holds true for r − 1. All we have
to do is to prove that rankφ(A) = r, where A =∑rk=1 xkytk. Once we know this,
we can easily complete the induction step by applying Lemma 2.2 to both A and
At. Clearly, we may assume that r  3. After composing φ by appropriate equiva-
lence transformations we may, and we do assume that xkytk = Ekk ∈ Mp×q(R), k =
1, . . . , r, and ukvtk = Ekk ∈ Mm×n(R), k = 1, . . . , r. The matrix A = E11 + · · · +
Err is adjacent to Pj = E11 + · · · + Err − Ejj , j = 1, . . . , r. So, rankφ(A) ∈ {r −
2, r − 1, r}. We have to show that the first two possibilities cannot occur. In the first
case we have φ(Pj ) = φ(A)+ Rj where, by the induction hypothesis, rankφ(Pj ) =
r − 1, rankφ(A) = r − 2, and rankRj = 1. The rank additivity yields that the col-
umn space of φ(A) is contained in the column space of φ(Pj ), j = 1, . . . , r, which
by the induction hypothesis is the linear span of e1, . . . , ej−1, ej+1, . . . , er , where
{ek : k = 1, . . . , m} is the standard basis of Mm×1(R). But then the column space
of φ(A) is contained in the intersection of these spaces, and therefore, φ(A) = 0, a
contradiction.
Assume next that rankφ(A) = r − 1. By Lemma 2.9, φ(A) has the same column
space as φ(Pj ) or the same row space as φ(Pj ), j = 1, . . . , r. Since r  3, this is
not possible.
So, we have rankφ(A) = r. This completes the proof. 
Lemma 2.11. Let φ : span{E11, . . . , Err} → Mm×n(R), m, n  r  3, be an adja-
cency preserving map such that φ(P ) = P for any P =∑k∈J Ekk, where J is any
proper subset of {1, . . . , r} (when J = ∅, we define P = 0). Then φ(E11 + · · · +
Err) = E11 + · · · + Err .
Proof. Denote A = E11 + · · · + Err and Pj = A− Ejj . By Lemma 2.10, φ(A) is
a rank r matrix having nonzero entries only in the upper left r × r corner. So, we may
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assume that φ is an adjacency preserving map from the space of all r × r diagonal
real matrices into Mr(R) which satisfies φ(P ) = P for every diagonal idempotent
P /= I and we have to show that φ(I) = I. We also know that φ(I) is invertible in
Mr(R).
We introduce a new map ψ : span{E11, . . . , Err } → Mr(R) by ψ(A) = φ(I)−1
φ(A). This is a unital map and for every j = 1, . . . , r, the matrix ψ(Pj ) has rank
r − 1 and is adjacent to I. Thus, the sum I = ψ(Pj )+ (I − ψ(Pj )) is rank addi-
tive, or equivalently, the image of the identity is the direct sum of the images of
the operators ψ(Pj ) and I − ψ(Pj ). It folows easily that ψ(Pj ) = φ(I)−1Pj is an
idempotent for every j = 1, . . . , r. Clearly, this is possible only when φ(I) = I.
This completes the proof. 
Corollary 2.12. Let V ⊂ Mm×n(R) be any decomposable linear subspace and φ :
V→ Mm×n(R) adjacency preserving map such that φ(A) = A for every A ∈V
with rankA  2. Then φ(A) = A, A ∈V.
Proof. We will prove that φ(A) = A, A ∈V, by induction on rankA = r. There
is nothing to prove when r = 0, r = 1 or r = 2. So, assume that r > 2 and that φ
maps every matrix of rank atmost r − 1 into itself. The matrix A can be decomposed
into a sum of r rank one matrices all of them belonging to V. After replacing φ
by a map X → P−1φ(PXQ)Q−1 and V by P−1VQ−1, where P ∈ Mm(R) and
Q ∈ Mn(R) are appropriate invertible matrices, we may assume that A = E11 +
· · · + Err andEkk ∈V, k = 1, . . . , r.We can now complete the proof using Lemma
2.11. 
3. Proofs of main results
We will prove simultaneously Theorem 1.1 and the following lemma needed for
the proof of Theorem 1.2.
Lemma 3.1. Let n be an integer no smaller than 3 and Tn the algebra of all real
upper triangular n× n matrices. The semigroup of all continuous maps on Tn pre-
serving the adjacency in both directions is equal to C.
Proof of Theorem 1.1 and Lemma 3.1. Let φ : Tn → Tn be a (continuous) map
preserving the adjacency in both directions. We have to show that T ∈S (∈ C).
After composing φ by the translation map A → A− φ(0), we may assume that
φ(0) = 0. In view of Theorem 2.4, we can find for every j, 1 < j < n, invertible
matrices Pj ,Qj ∈ Mn(R) such that either
• φ(A) = PjAQj , A ∈ Fj , or
• φ(A) = PjAfQj, A ∈ Fj .
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We have used here the facts that[
0 A
0 0
]f
=
[
0 Af
0 0
]
and
Af = JAtJ,
[
0 A
0 0
]
∈ Fj .
We will consider here only the case that we have the first possibility when j = 2,
since the second possibility can be treated in an almost the same way. Then the rank
one matrices φ(E1n) and φ(E1,n−1) have the same column space, and thus, we have
the first possibility for every j, 1 < j < n.
For every j, 1 < j < n, and every x ∈ Uj we havePjxetnQj = φ(xetn) = Pn−1 ×
xetnQn−1. Thus, for every x ∈ Uj , the vector Pjx is a scalar multiple of Pn−1x. It
follows that the restriction of the operator Pj to the subspace Uj is a scalar multiple
of Pn−1 restricted to Uj . Similarly, ytQj belongs to the linear span of ytQ2 for
every y ∈ Vj . Consequently, for every j, 1 < j < n, we can find a nonzero sca-
lar λj such that φ(A) = λjPn−1AQ2 for every A ∈ Fj . Moreover, since E1n ∈ Fj ,
j = 2, . . . , n− 1, the scalars λj ’s are all equal. Without loss of generality we may
assume that λj = 1. Hence, we have
φ(A) = Pn−1AQ2 (2)
for all rank one matrices A ∈ Fn−1,2. From the injectivity of φ and (2) we
conclude that the linear span of φ(F1) is at least n-dimensional. The set φ(F1)
consists of matrices of rank atmost one having the property that any two different
matrices from this set are adjacent. This further yields that either φ(F1) ⊂ (F1) or
φ(F1) ⊂ Fn. In view of (2) we conclude that φ(F1) ⊂ (F1) and Pn−1e1 ∈ span{e1}.
Clearly, if A = [aij ] ∈ F1 with a11 /= 0 and B = [bij ] ∈ Fn with bnn /= 0,
then φ(A) and φ(B) are not adjacent, and consequently, φ(Fn) ⊂ Fn. This further
implies that E1n is mapped into a scalar multiple of E1n, and after multiplying
φ by an appropriate diagonal invertible matrix and then replacing Pn−1 and Q2
by λPn−1 and λ−1Q2 for some appropriate λ, we may assume without loss of
generality that φ(E1n) = E1n, Pn−1e1 = e1, and etnQ2 = etn. Next, we claim that
Pn−1Un−1 = Un−1 and V t2Q2 = V t2 . (3)
We will prove only the first equation since the proof of the second one is
similar. The matrix Pn−1 is invertible, and so, it is enough to prove that
Pn−1Un−1 ⊂ Un−1. Assume on the contrary that there exists x ∈ Un−1 such that
Pn−1x has nonzero last entry. Then x /∈ span{e1}. Set T = xetn−1. We know
that φ(E1,n−1) = λ1E11 + · · · + λnE1n, and since E1,n−1 is not adjacent to
B = [bij ] ∈ Fn with bnn /= 0, we have λj /= 0 for some j < n. It follows from (2)
that φ(T ) = Pn−1xut for some u. Furthermore, φ(T ) = Pn−1xut is adjacent to
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φ(E1,n−1), and consequently, u is not a scalar multiple of en. It follows that
φ(T ) /∈ Tn, a contradiction.
We define two new matrices P,Q ∈ Mn by
Pej =
{
Pn−1ej if 1  j < n,
en if j = n, and e
t
jQ =
{
et1 if j = 1,
etjQ2 if 1 < j  n.
By (2) and (3), we see that P and Q are invertible matrices with PEijQ ∈ Tn
for every Eij ∈ Tn. Thus, P,Q ∈ Tn. After replacing φ by A → P−1φ(A)Q−1, we
may assume that φ(A) = A for every rank one matrix A ∈ Fn−1,2.
In this paragraph we will assume that n  4. We know that A = φ(E22 + E33) is
a rank two matrix adjacent to φ(E22) = E22 as well as to E33. Applying Lemma 2.2
to both A and At we see that A ∈ span{E22, E23, E33} and using the fact that A is
adjacent to E22 and E33 once again we conclude that φ(E22 + E33) = E22 + E33 +
λE23 for some λ ∈ R. Composing φ by A → A− λAE23A, we may assume that
φ(A) = A for every rank one matrix A ∈ Fn−1,2 and φ(E22 + E33) = E22 + E33.
If n > 4, then we get in the same way as above that φ(E22 + E44) = E22 + E44 +
µE24 for some µ ∈ R. Composing φ by A → A− µAE24A, we may assume that
φ(A) = A for every rank one matrix A ∈ Fn−1,2, φ(E22 + E33) = E22 + E33, and
φ(E22 + E44) = E22 + E44. Repeating this procedure we arrive to the conclusion
that there is no loss of generality in assuming that φ(A) = A for every rank one
matrix A ∈ Fn−1,2, and φ(Ejj + Ekk) = Ejj + Ekk for every pair of integers j, k,
1 < j < k < n.
We next claim that φ(A) = A for every matrix A ∈ Fn−1,2. We will show that
φ(A) = A for every matrix A ∈ Fpq, 2  p, q  n− 1, by induction on dimFpq.
Since φ(A) = A for every rank one matrix A ∈ Fn−1,2 the special cases when 2 
p  q  n− 1 follow directly from Theorem 2.4. So, assume that n− 1  p >
q  2. By the induction hypothesis we know that φ(A) = A whenever A ∈ Fp−1,q
or A ∈ Fp,q+1. According to Corollary 2.12, it is enough to show that φ(A) = A
for every matrix A ∈ Fpq with rankA  2. So, all we have to do is to show that
φ(A) = A for every rank two matrix A ∈ Fpq whose both pth row and qth column
are nonzero.
Let us start with the special case that A = epxt + yetq for some nonzero x ∈ Vp
and y ∈ Uq. Then, by Lemma 2.10, φ(A) is a rank two matrix belonging to the linear
span of epxt , yetq , yxt , and Epq. The first three matrices belong to Tn, while the
last one does not, and therefore, φ(A) belongs to the linear span of epxt , yetq , yxt .
Applying the fact that φ(A) is adjacent to φ(epxt ) = epxt and φ(yetq) = yetq we
conclude that φ(A) = epxt + yetq + λx,yyxt for some scalar λx,y depending on x
and y. For a fixed x0 ∈ Vp the matrices epxt0 + yetq and epxt0 + wetq are adjacent
whenever y,w ∈ Uq and y /= w. Applying the fact that Uq is at least two-dimen-
sional one can easily see that λx0,y is independent of y. Similarly, we get that λx,y is
independent of x, and because λep,eq = 0 we have the desired relation that φ(epxt +
yetq) = epxt + yetq for every pair of vectors x ∈ Vp and y ∈ Uq.
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We continue by considering the case that A = epxt + yut with x ∈ Vp, y ∈ Uq,
and u = eq + v with v ∈ Vq+1. We already know that φ(A) = A whenever any of
the vectors x, y, or v is zero. So, in what follows, we will assume that x, y, v /= 0.
We will distinguish two cases. Let us first assume that v ∈ Vp. There exists w ∈ Vp
such that both pairs v,w and x,w are linearly independent. Then using the same
argument as above we see that φ(epwt + yut ) = epwt + yut + λywt for some sca-
lar λ. Clearly, epwt + yut is adjacent to ep(w − v)t + yetq which is mapped into
itself. It follows that λ = 0. Now, φ(epxt + yut ) = epxt + yut + µyxt is adjacent
to φ(epwt + yut ) = epwt + yut which implies that µ = 0. Hence, φ(A) = A, as
desired.
We have to consider now the second possibility that v /∈ Vp. We can find w ∈ Uq
that is linearly independent of y. Then, obviously, yetq + wvt + epxt has rank three.
The rank two operators yetq + wvt and wvt + epxt are mapped into themselves be-
cause they are contained in Fq and Fp,q+1, respectively. By the previous step we
have also φ(yetq + epxt ) = yetq + epxt . Thus, we are up to equivalence transforma-
tions in the same situation as in Lemma 2.11, and therefore, φ(yetq + wvt + epxt ) =
yetq + wvt + epxt . Obviously, yut + epxt is adjacent to yetq + wvt + epxt . More-
over, we have φ(epxt + yut ) = epxt + yut + λyxt for some scalar λ. It follows that
λ = 0, as desired.
Using similar arguments we see that φ((ep + w)xt + y(eq + v)t ) = (ep +
w)xt + y(eq + v)t whenever w ∈ Up−1, x ∈ Vp, y ∈ Uq, and v ∈ Vq+1. Hence,
φ(A) = A for every rank two matrix A ∈ Fpq whose both the pth row and the qth
column are nonzero. This completes the induction step. Thus, we have φ(A) = A
for every A ∈ Fn−1,2.
It follows that there exist (continuous) mappings L1, . . . , Ln : Rn → R such
that
φ




a11 . . . a1n
0 . . . 0
...
.
.
.
...
0 . . . 0



 =


L1(a11, . . . , a1n) . . . Ln(a11, . . . , a1n)
0 . . . 0
...
.
.
.
...
0 . . . 0


for all a11, . . . , a1n ∈ R.
We will next show that for every
A =


a11 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0


with a11 /= 0 we have
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φ(A) =


L1(a11, . . . , a1n) ∗ . . . ∗ ∗
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0

 . (4)
We will prove this by induction on j ∈ {1, . . . , n− 1}, where j is the smallest
positive integer such that all entries of A below the j th row are zero. We already
know that (4) is true when j = 1. So, assume that j > 1. Denote by B the matrix
obtained from A by replacing its j th row by the zero row. Applying the induction
hypothesis and the fact that A is adjacent to B and to

0 λ2 . . . λn−1 λn
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0


for any λ2, . . . , λn ∈ R, we can easily see that (4) holds true.
Let us next show that L1(a11, . . . , a1n) in (4) depends only on the first argument.
Assume on the contrary that there exist a, b2, . . . , bn, c2, . . . , cn ∈ R, a /= 0, such
that L1(a, b2, . . . , bn) /= L1(a, c2, . . . , cn). Then, of course, there exists i, 2  i 
n, such that bi /= ci . Applying (4) and the fact that the matrices

a b2 . . . bi . . . bn
0 0 . . . 1 . . . 0
0 0 . . . 0 . . . 0
...
...
.
.
.
...
.
.
.
...
0 0 . . . 0 . . . 0

 and


a c2 . . . ci . . . cn
0 b2−c2
ci−bi . . . 0 . . .
bn−cn
ci−bi
0 0 . . . 0 . . . 0
...
...
.
.
.
...
.
.
.
...
0 0 . . . 0 . . . 0


are adjacent, we get a contradiction. Hence, there exists a (continuous) function h :
R → R with h(0) = 0 such that
φ




a11 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0




=


h(a11) ∗ . . . ∗ ∗
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0

 .
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Choose and fix a nonzero a11 ∈ R. Define ψ : Fn−1,2 → Fn−1,2 by

0 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0


→


a11 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0


→ φ




a11 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0




=


h(a11) b12 . . . b1,n−1 b1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0


→


0 b12 . . . b1,n−1 b1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0

 .
Clearly, ψ preserves the adjacency in both directions. Following the same ap-
proach as at the beginning of the proof (the situation is now much simpler because
we know that A and ψ(A) may differ only in the first row) we see that
ψ(A) = PAQ+ R, A ∈ Fn−1,2,
for some P,Q,R ∈ Tn with P and Q invertible. Because A and ψ(A) may differ
only in the first row we have in fact
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ψ(A)=


f1(a11) g2(a11) g3(a11) . . . gn−1(a11) 0
0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
.
.
.
...
.
.
.
...
0 0 0 . . . 0 1

A
+


0 f2(a11) . . . fn(a11)
0 0 . . . 0
...
...
.
.
.
...
0 0 . . . 0

 , A ∈ Fn−1,2,
for some real numbers f1(a11) /= 0, g2(a11), . . . , gn−1(a11), f2(a11), . . . , fn(a11).
Set g2(0) = · · · = gn−1(0) = f2(0) = · · · = fn(0) = 0 and f1(0) = 1. If φ is con-
tinuous, then obviously, f1, . . . , fn, g1, . . . , gn−1 are continuous as well. So, after
composing φ by maps of the fifth and the sixth type we may assume that
φ




a11 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0




=


h(a11) a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0

 ,
where h is an injective (continuous) function.
Composing φ on both sides by the flip map and then using the same approach we
see that we may also assume that
φ




0 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 ann




=


0 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 g(ann)


for some injective (continuous) function g : R → R.
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Finally, we choose and fix nonzero real numbers a11 and ann. Consider any upper
triangular matrix having these two numbers as the first and the last diagonal entry
A =


a11 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 ann

 .
It is adjacent to

a11 a12 . . . a1,n−1 p1
0 a22 . . . a2,n−1 p2
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 pn−1
0 0 . . . 0 0

 and


0 q2 . . . qn−1 qn
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 ann


no matter what are the values of p1, . . . , pn−1, q2, . . . , qn. It follows that
φ(A) =


h(a11) a12 . . . a1,n−1 ∗
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 g(ann)

 .
Once again we introduce a new map ϕ : Fn−1,2 → Fn−1,2 by

0 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0


→


a11 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 ann


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→ φ




a11 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 ann




=


h(a11) a12 . . . a1,n−1 ∗
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 g(ann)


→


0 a12 . . . a1,n−1 ∗
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0

 .
Obviously, ϕ preserves the adjacency in both directions. It also preserves all en-
tries except the upper right entry. So, similarly as before, we conclude that there
exists a (continuous) function k : R2 → R with k(a, 0) = k(0, a) = 0, a ∈ R, such
that for each pair a11, ann ∈ R we have
ϕ




0 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0




=


0 a12 . . . a1,n−1 a1n + k(a11, ann)
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 0

 .
It follows that
φ




a11 a12 . . . a1,n−1 a1n
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 ann




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=


h(a11) a12 . . . a1,n−1 a1n + k(a11, ann)
0 a22 . . . a2,n−1 a2n
...
...
.
.
.
...
...
0 0 . . . an−1,n−1 an−1,n
0 0 . . . 0 g(ann)

 .
This completes the proof. 
Proof of Theorem 1.2. Let φ : Tn → Tn be an injective continuous map preserv-
ing the adjacency. All we have to do is to show that it preserves the adjacency in both
directions since then we can apply Lemma 3.1 to conclude that φ ∈ C.
So, assume that φ(A) and φ(B) are adjacent. Define ψ : Tn → Tn by ψ(X) =
φ(X + B)− φ(B). This is an injective continuous map preserving the adjacency and
satisfying ψ(0) = 0. Moreover, it maps A− B into a rank one matrix. By Lemma
2.8, A and B must be adjacent. This completes the proof. 
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