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Abstract
In this paper we develop a family of very high-order central (up to 6th-order) non-oscillatory schemes for mixed-
element unstructured meshes. The schemes are inherently compact in the sense that the central stencils employed are
as compact as possible, and that the directional stencils are reduced in size therefore simplifying their implementation.
Their key ingredient is the non-linear combination in a CWENO style similar to Dumbser et al [1] of a high-order
polynomial arising from a central stencil with lower-order polynomials from directional stencils. Therefore, in smooth
regions of the computational domain the optimum order of accuracy is recovered, while in regions of sharp-gradients
the larger influence of the reconstructions from the directional stencils suppress the oscillations. It is the compactness
of the directional stencils that increases the chances of at least one of them lying in a region with smooth data, that
greatly enhances their robustness compared to classical WENO schemes. The two variants developed are CWENO
and CWENOZ schemes, and it is the first time that such very-high-order schemes are designed for mixed-element un-
structured meshes. We explore the influence of the linear weights in each of the schemes, and assess their performance
in terms of accuracy, robustness and computational cost through a series of stringent 2D and 3D test problems. The
results obtained demonstrate the improved robustness that the schemes offer, a parameter of paramount importance
for and their potential use for industrial-scale engineering applications.
1. Introduction
The development and application of high-order non-oscillatory schemes for computational fluid dynamics on
unstructured meshes has been the focus of an overwhelming number of studies that spans many numerical frameworks
and techniques. The catalyst for this development is firstly that arbitrary shaped unstructured elements can offer
significant advantages for computational workflows that include complicated geometries that require rapid generated
body fitted meshes for flows that are characterised by the presence of phenomena with contradicting requirements.
On one hand flows regions with strong gradients or discontinuities require robust non-oscillatory schemes that can
resolve the phenomena encountered in these regions without generating spurious oscillations, while on the other hand
in regions of smooth flow features, such as vortices or acoustic waves, highly accurate schemes for resolving these
delicate flow features is a necessity. Finding the perfect balance between these two contradicting requirements is
the driving force upon which the saga towards the ultimate high-order non-oscillatory schemes has been based. To
make this situation even more challenging this perfect balance must be obtained in a computationally efficient manner,
something that the rapid changing high-performance computing (HPC) landscape makes it harder to sustain since the
numerical schemes must be adapted or completely redesigned to make the most of the latest HPC hardware.
The plethora of numerical schemes available in this context are primarily developed in the Finite-Volume (FV)
[1–16], discontinuous Galerkin (DG) [17–23], flux reconstruction (FR) [24–31] and spectral-finite-volume (SFV)
[32, 33] frameworks. Although the frameworks are significantly different in principle the high-order spatial accuracy
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is achieved through a natural extension of the representation of the solution within each cell by polynomials. Two
of the most popular families of schemes for providing non-oscillatory capabilities to a numerical framework is firstly
the family of schemes that can detect when some solution bounds have been violated and switch to a lower-order
approximation of the solution such as total-variation bounded (TVB) [34], total-variation diminishing (TVD) [35–37],
monotone upstream scheme for conservation laws (MUSCL) [38–46], and multi-dimensional optimal order detection
(MOOD) [3, 4, 47–49], and secondly by techniques where the spatial-regions with the best quality of information
(smooth data) will have the largest influence in the approximation of the solution, such as the weighted essentially
non-oscillatory (WENO) [2, 5, 6, 13, 50–55] schemes. It needs to be noted that high order WENO reconstruction
in space is also the key ingredient of the ADER class of finite volume schemes of Toro and Titarev, see e.g. [56–
59] and references therein for an overview. The first family is characterised by a compact support stencil (usually a
fraction of the central stencil) which is beneficial for the computational efficiency, however these frameworks are not
parameter-free and they are rather sensitive to the values of the parameters to define the behaviour of the algorithm
once the bounds have been violated as previously reported in [38, 47]. On the other hand, the WENO family of
methods offers a high-order accurate platform that is less sensitive to the parameters in particular if transformations
are performed to reduce scaling effects [5, 6, 13], and a good computational efficiency, but the size of the directional
stencils whose width is dependent on the quality of the mesh is increasing the complexity of the implementation of the
schemes as well as their communication overhead across multiple-processes in an HPC setting. One of the ways to
alleviate this is to reduce the size of the directional stencils and consequently the order of approximation from them.
This strategy has been adopted by many in developing the sometimes called new, central, compact or cool WENO
schemes [1, 12, 51, 53, 60–70]. The key benefit of using these schemes is the reduced computational cost compared to
the traditional WENO schemes due to the reduced size of the directional stencils. The increased compactness of this
class of schemes makes them more suitable to be deployed for frameworks such as DG, something that has already
started as seen in [53, 69–71]. However, one of the most overlooked benefits of these type of CWENO schemes is an
increased robustness, since the reduced size of the directional stencils translates directly into a higher probability of
at least one of them lying in a region with smooth variation of data, compared to the traditional WENO schemes for
unstructured meshes. The results obtained with these schemes show a larger sensitivity to the parameters involved,
since the blending of a higher-order approximation emanating from the central stencil with lower-order approximation
from the directional stencils requires a fine balance and calibration.
In the present study we are pursuing the extension of two variants of central WENO schemes to mixed-element
unstructured meshes for an arbitrary high-order. The two variants developed are the CWENO and CWENOZ schemes,
where in order to further reduce their computational footprint both variants use the stencil based compact (SBC) cen-
tral stencil algorithm and Type 3 directional stencil algorithm developed in [72]. For the central stencil the polynomial
of any desired order can be built, while for the directional stencils a P = 1 polynomial is employed requiring 4 and
6 neighbours in 2D and 3D respectively. The directional stencils are relatively compact and building them is straight
forward since they are contained in the central stencil (at least for higher-order methods) and therefore making the im-
plementation less complicated compared to the original WENO schemes. In this work we develop and apply schemes
up to 6th-order of spatial accuracy for mixed-element meshes, and in principle they can be extended to any spatial
order. Ultimately the goal is to make this class of very higher-order schemes more affordable and more robust for
unstructured meshes even for industrial scale applications.
All the schemes are developed in the open source UCNS3D solver [73], and we assess their performance in
terms of robustness, accuracy and computational efficiency for a series of stringent 2D and 3D test problems while
also comparing them with the traditional WENO schemes. The paper is organized as follows. In Section 2 we
introduce the numerical framework used to describe the high-order finite-volume framework for unstructured meshes,
the reconstruction process for the WENO, CWENO and CWENOZ schemes, while describing the chosen fluxes and
temporal discretisation employed. The numerical results obtained for all the test problems are presented in Section
3 and compared against analytical, reference or experimental solution whenever possible. Finally, the last section
describes the conclusions drawn from this study.
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2. Numerical Framework




+ ∇ · (F(U)) = 0, (1)
where U = U(x, t) is the vector of conserved variables, x = (x, y, z) denotes the coordinates of a point of the domain
Ω, and F(U) = (f(U), g(U),h(U)) is the non-linear flux tensor. The physical domain Ω in consists of any combination
of conforming tetrahedral, hexahedral, prism or pyramids in 3D, and quadrilateral or triangular 2D. All the elements
are indexed by a unique mono-index i. Integrating Eq. (1) over the mesh element i using a high-order explicit finite-












Uni j,L(xi j,α, t),U
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i j,R(xi j,α, t)
)
ωα|S i j|, (2)






U(x, y, z) dV, (3)
and Fnij is a numerical flux function in the direction normal to the cell interface between cell i and the neighbouring
cell j as seen in Fig. 1, N f is the number of faces per element, Nqp is the number of quadrature points used for ap-
proximating the surface integrals, |S i j| is the surface area of the corresponding face, and Uni j,L(xi j,α, t) and Uni j,R(xi j,α, t)
are the high-order approximations of the solutions for cell i and cell j respectively; while α corresponds to different
Gaussian integration points xα and weights ωα over each face. The volume, surface and line integrals are numerically







Figure 1: Drawing illustrating the interface between the considered cell i and its neighbour j highlighting the normal vector and the quadrature
points at the interface.
2.1. Reconstruction
For a cell i a high-order polynomial pi(x, y, z) of order r can be built that provides r + 1 order of accuracy, by






pi(x, y, z) dV. (4)
The present polynomial reconstruction is based upon the approaches of [5, 6, 13, 52], that have been applied to smooth
and discontinuous flow problems [38, 47, 72, 75–86] and only the key-components will be presented herein and the
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reader is referred to [5, 6, 52] for further details. Unstructured meshes involve the presence of various elements shapes
and sizes, and a transformation from physical space to a reference space is performed to reduce the scaling effects as
introduced by Dumbser et al. [13, 14, 87]. In this study this is performed by decomposing each element into triangular
or tetrahedral elements and using one of the decomposed elements as the reference element for transforming to the
new system of coordinates as suggested by Tsoutsanis et al. [5, 6, 52]. The decomposition strategy is discussed in [6].
Let vxi j, j = 1, 2, . . . Ji be the vertices of the considered 3D general element. Non tetrahedral elements are
decomposed into tetrahedrals and one of them is chosen with w1 = (x1, y1, z1), w2 = (x2, y2, z2), w3 = (x3, y3, z3)
and w4 = (x4, y4, z4) being its four vertices. The transformation from the Cartesian coordinates x, y, z into a reference
















with the Jacobian matrix given by:
J =

x2 − x1 x3 − x1 x4 − x1
y2 − y1 y3 − y1 y4 − y1
z2 − z1 z3 − z1 z4 − z1
 . (6)
Using an inverse mapping the element Vi can be transformed to the element V ′i in the reference co-ordinate system as:
vx′i j = J
−1 ·
(
vxi j − w1
)
, j = 1, 2, . . . Ji. (7)






U(x, y, z) dV ≡ 1|V ′i |
ˆ
V ′i
U(ξ, η, ζ) dξdηdζ. (8)
The reconstruction is performed by building a central stencil S1 by recursively adding neighbouring elements,
consisting of M + 1 cells including the considered cell i. In this study the stencil based compact algorithm (SBC)
introduced in [72] is used due to its low computational cost and enhanced robustness, the reader is referred to [72] for
more details. In the present study we employ M = 2K, for enhanced robustness as reported in several previous studies






(r + l) , (9)





where the index m refers to the local numbering of the elements in the stencil with the element with index 0 being the
considered cell i, and the index c referring to the stencil number (in case of multiple stencils) where for the central
stencil c = 1. The entire stencil of the considered cell i is transformed in reference space S′ci , where the rth order
reconstruction polynomial is an expansion over local polynomial basis functions φk(ξ, η, ζ) given by:
p(ξ, η, ζ) =
K∑
k=0
akφk(ξ, η, ζ) = U0 +
K∑
k=1
akφk(ξ, η, ζ), (11)
where U0 corresponds to the vector of conserved variables at the considered cell i, and ak are the degrees of freedom of
the polynomial. The degrees of freedom ak for the polynomial for each cell m are obtained by satisfying the condition
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that the cell average of the reconstruction polynomial p(ξ, η, ζ) must be equal to the cell average of the solution Um:
ˆ
V ′m





akφk dξdηdζ = |V ′m|Um, m = 1, . . . ,M. (12)
It needs to be stressed that since for hexahedral, quadrilateral, prisms and pyramid cells the transformation to reference
space into a unit element cell cannot be guaranteed, the basis functions ψk also need to satisfy equation (4). The basis
functions employed ψk for all the elements in the stencil are defined as follows:
φk(ξ, η, ζ) ≡ ψk(ξ, η, ζ) − 1|V ′0|
ˆ
V ′0
ψk dξdηdζ k = 1, 2, . . . ,K, (13)
and in the present study ψk are Legendre polynomials basis functions. Denoting the integrals of the basis function k




φk dξdηdζ, bm = |V ′m|(Um − U0),
the equations for degrees of freedom ak can be rewritten in a matrix form as:
K∑
k=1
Amkak = bm, m = 1, 2, . . .M. (14)
The resulting linear system is solved by a QR decomposition based on Householder transformation [90] while using
a Moore-Penrose pseudo-inverse of Amk which is only computed once at the beginning of the simulation as detailed
in [72].
2.1.1. WENO Scheme
The WENO scheme used in this study, employs a non-linear combination of various reconstruction polynomials
from the central stencil and additional directional stencils; each polynomial is weighted according to the smoothness





ωs ps(ξ, η, ζ), (15)
where st is the total number of stencils. Substituting back to Eq. (11) for ps(ξ, η, ζ), we obtain the following expres-
sion:
ps (ξ, η, ζ) =
K∑
k=0
a(s)k φk(ξ, η, ζ). (16)
Using the condition that the sum of all weights is unity, yields:
pi(ξ, η, ζ)
















         








(ε + SIs)b . (18)









(dξ, dη, dζ), (19)
where β is a multi-index, r is the polynomial’s order, λm is the linear weight. The central stencil is assigned a large
linear weight λ1 (to be discussed later), while the remaining directional stencils are assigned a value of λs = 1 and a
value to prevent division by zero of ε = 10−6 is used, b = 4 and D is the derivative operator. It must be stressed that
the purpose of the linear weights in this WENO type of method is not to recover an optimal polynomial, but rather to
give a larger influence to the more symmetric central stencil in regions of smooth gradients as detailed in [5, 6, 13, 87].





















(dξ, dη, dζ), (21)
and can be precomputed and stored at the beginning of the simulation. Additionally the WENO reconstruction can
be carried out with respect to the characteristic variables, and the reader is referred to [5, 6, 52] and references
therein regarding the implementation. Although the use of characteristic decomposition in reconstruction increases
the computational cost of the schemes significantly, previous experiments [91] have demonstrated that that in some
cases it is necessary in order to avoid spurious oscillations for WENO type of schemes, in particular for cases with
strong shocks and contact discontinuities as reported by Harten et al. [92]. For the directional stencils the Type3
algorithm introduced in [72] is employed and in Fig. 2 a typical representation of them can be seen.
2.1.2. CWENO Scheme
One of the key ingredients of the CWENO scheme is the combination of an optimal (high-order) polynomial
popt using the central stencil with lower-order polynomials employing the directional stencils. At the presence of
smooth data the optimal polynomial is recovered and therefore the desired-order of accuracy is obtained, whereas at
the presence of discontinuous data at least one of the lower-order polynomials arising from the directional stencils
could contain smooth data, hence essentially reducing the oscillations in the computed solution. All the polynomials
involved are subject to the same requirements as previously set of matching the cell averages of the solution, and all
of them are overdetermined linear systems solved with the same constrained least-squares technique. The directional
stencils employ the Type3 definition as set in [72]. The computational savings compared to the WENO schemes arise
from the reduced size of the directional stencils, and the fact that the directional stencils are contained in the central
stencil as it can be seen in Fig. 2. The definition of an optimal polynomial given by:
popt(ξ, η, ζ) =
st∑
s=1
λs ps(ξ, η, ζ), (22)
where s is the stencil index, with c = 1 being the central, c = 2, 3, . being the directional, st being the total number
of stencils, and λs being the linear coefficients for each stencil, whose sum is equal to 1. The p1 polynomial is
6
         
not computed directly, but computed by subtracting the lower-order polynomials from the optimum polynomial as
follows:
p1(ξ, η, ζ) =
1
λ1
popt(ξ, η, ζ) −
st∑
s=2
λs ps(ξ, η, ζ)
 . (23)
It needs to be noted that the cost of computing p1 polynomial is significantly higher than a similar order polynomial,
since we need to performe the substractions of the contributions of the lower-order polynomials. This will be seen
later on to have a significant impact on the performance of the schemes. The CWENO reconstruction polynomial is
given as a non-linear combination of all the polynomials in the following manner:
p(ξ, η, ζ)cweno =
st∑
s=1
ωs ps(ξ, η, ζ), (24)
where ωs correspond to the non-linear weights assigned to each polynomial, and in regions with smooth data ωs ≈ λs,
hence obtaining the high-order approximation from the central stencil, and in regions of discontinuous solutions the
reconstructed solution will be mostly influenced from the lower-order polynomials of the directional stencils. where








(ε + SIs)b . (25)
Similarly, to the WENO scheme ε = 10−6 is used and b = 4. For the present study we employ r = 1 for the directional
polynomials resulting in 2nd-order of accuracy, and any arbitrary order of accuracy for the polynomial associated with
the central stencil. The smoothness indicators used for CWENO scheme are the same as in the WENO scheme defined
previously. It needs to be stressed however that since polynomials of different orders are involved the smoothness
indicators are also corresponding to polynomials of different order, and all of them have the same influence on the
approximation of the non linear weights. The linear weights are assigned by firstly assigning the non-normalised
linear weight for the central stencil λ
′
1 an arbitrary value, and then normalising this as follows:





with the linear weights associated with lower-order polynomials being assigned the same linear weights as follows:
λs =
1 − λ1
st − 1 , (27)
where st is the total number of stencils.
2.1.3. CWENOZ Scheme
The CWENOZ scheme follows in principle the CWENO scheme, the main difference being the approximation
of the non-linear weights. As previously a high-order polynomial is combined with lower-order polynomials arising
from the directional stencils also using the Type3 definition as set in [72]. The definition of the optimal polynomial
remains the same as before and the CWENOZ reconstruction polynomial is given as a non-linear combination of all
the polynomials in the following manner:
p(ξ, η, ζ)cwenoz =
st∑
s=1
ωs ps(ξ, η, ζ), (28)
where ωs correspond to the non-linear weights assigned to each polynomial. The characteristic difference is the ap-
proximation of the non-linear weights ωs. We mentioned previously that the smoothness indicators for the CWENO
scheme arise from polynomials of different orders. The WENOZ component of combining unequal degree polyno-
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mials as introduced by Borges et al. and Castro et al. [93, 94] is employed in this study, but adapted for unequal
polynomials, sized reconstruction stencils and arbitrary elements as has recently been reported by [67, 68] . The
























Similarly to the WENO scheme ε = 10−6 is used and b = 4. For the present study we employ r = 1 for the directional
polynomials resulting in 2nd-order of accuracy, and any arbitrary order of accuracy for the polynomial associated
with the central stencil. The procedure for the assignment of the linear weights is similar to the CWENO approach
described previously. A more sophisticated way to computing the coefficient b, could follow the paradigm of Semplice
and Visconti [61] and Cravero et al. [95] where a series of comprehensive studies for various parameters, including b
and ε has been performed for obtaining the optimal convergence rates of the designed schemes for structured meshes.
Therefore the expansion of this optimisation to unstructured meshes could further fortify the CWENOZ schemes.
(a) Central Stencil (b) CWENO/CWENOZ directional sten-
cils
(c) WENO directional stencils
Figure 2: Examples of central and directional stencils forP = 4 for the WENO, and CWENO/CWENOZ schemes. The considered cell is illustrated
by bold lines, the elements of the central stencil indicated by the number 0 and the elements of each of the directional stencils indicated by the
numbers 1, 2, 3 and 4. It can be noticed that the CWENO/Z schemes employ significantly smaller directional stencils compared to WENO schemes.
2.2. Fluxes approximation & Temporal discretisation
For the inviscid fluxes the approximate HLLC (Harten-Lax-van Leer-Contact) Riemann solver of Toro [96] is
employed, unless otherwise stated. For the viscous stress tensor and the heat flux vector in the Navier-Stokes equations
the gradients of the discontinuous states for the approximation of the viscous fluxes are averaged by including the
penalty terms similar to previous approaches [97–99] in the following manner:
∇U = 1
2
(∇UL + ∇UR) + αLint (UR − UL)~n, (31)
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where Lint is the distance between the cell centres of adjacent cells, and α = 4/3 similarly to previous approaches [97,
98]. The gradients are obtained through the unlimited k-exact least square reconstruction utilising the central stencil
as previously described in [6, 11], although a weighted least-squares reconstruction could also be employed it was
dismissed since from a comprehensive previous study [72] it was documented that it offered a marginal improvement
for the solution approximation but no improvement for the gradients approximation. The temporal discretisation
employs the 4th-order explicit Strong Stability Preserving (SSP) Runge-Kutta method of Spiteri and Ruuth [100]









where d refers to the number of dimensions, si is the maximum eigenvalue for the convective flux jacobian as si =
max(|ui|, |vi|, |wi|) + ai, with u, v,w being the cartesian velocity components, and ai being the speed of sound, Finally,
the µ and κ correspond to the dynamic viscosity and thermal conductivity coefficient.
All the volume/surface/line integrals are approximated by Gaussian quadrature rule suitable for the order of poly-
nomial employed, while for the initialisation the control volume averages are obtained with a 7th-order Gaussian
quadrature to ensure consistent initial conditions across all the schemes. All the schemes developed are implemented
in the UCNS3D CFD code [73] which is written in object-oriented Fortran 2003, employing MPI message passing
interface (MPI), and the Open Multi-Processing (OpenMP) application programming interface (API), and the reader
is referred to [86, 101] for more details on implementation and performance benchmarks. The computational times
reported in each case are obtained for the same hardware (and compilation settings) and normalised with respect to a
reference setup for the same hardware so that the performance of various algorithms under the same hardware can be
appreciated.
3. Applications
We present the numerical simulations employed to assess the performance of the CWENO and CWENOZ schemes
in terms of robustness, accuracy and computational efficiency for the solution of the Euler and Navier-Stokes equa-
tions. Several benchmark test problems have been performed and are listed below:
• 2D Vortex Evolution. This test problem provides an assessment of the accuracy and computational footprint of
the methods. The influence of the central stencil linear weight is also investigated.
• 2D Solid Body Rotation. This test problem is ideal for assessing simultaneously the accuracy and non-
oscillatory behaviour of the schemes.
• Shu-Osher Problem. This test problem provides an assessment of the non-oscillatory properties of the methods
in combination with smooth flow features.
• 2D Riemann Problem. Apart from the non-oscillatory properties of the schemes the impact of the characteristics-
based reconstruction is explored for this test case.
• Taylor Green Vortex. A well-established test problem for assessing the ILES capabilities of the schemes. This
test is used for establishing the computational cost of all the schemes in a 3D setting.
• Schardin’s problem. This test problem is used to assess the performance of a scheme in a flow problem charac-
terised by the presence of strong-gradients regions interacting with vortices and compare with the experimental
results.
• Transonic Cylinder Re = 3900. A test problem involving the interactions of the vortices at the cylinder wake
with shocks and therefore being ideal for demonstrating the capability of a numerical scheme to resolve these.
9
         
3.1. 2D Vortex Evolution
The 2D vortex evolution test problem proposed by Balsara and Shu [102] is used, involving an isentropic vortex
propagating at supersonic Mach number at 45◦ across the domain modelled by the unsteady inviscid Euler equations.
The computational domain is given by [0, 10] × [0, 10] with periodic boundary conditions applied on all sides. The
unperturbed domain has an initial condition (ρ, u, v, p) = (1, 1, 1, 1), where temperature and density are defined as
T = p/ρ, and S = p/ργ the adiabatic gas constant γ = 1.4 and the vortex perturbations are given by:








2) (− (y − 5) , (x − 5)) . (33)



















(a) Triangular (b) Hybrid























being given by the initial condition itself at t0. Two types of unstructured meshes a triangular and a hybrid
one as shown in Fig. 3 are used for this test problem of 16,32,64 and 128 edges per side resolution, and the simulation
is run for a time of t f = 10. The purpose of this test problem is to assess the performance of the CWENO and
CWENOZ schemes in terms of accuracy, sensitivity to central stencil linear weight, and computational cost against
the traditional WENO scheme and unlimited linear schemes. Therefore, schemes ranging from 3rd- to 6th-order of
spatial accuracy are employed, and all the WENO variants are assessed using three different values for their central
stencil linear weight. To assess the computational cost of the schemes, the time taken for completing each run for
the non-linear schemes has been normalised with respect to the time taken by the unlimited linear scheme of equal
order of accuracy, at the exact same grid type and resolution and CPU hardware. In this manner a more representative
computational footprint of the non-linear schemes is provided. Ideally we would like to determine the smallest value
of central stencil linear weight required to achieve the designed order of accuracy, given that WENO, CWENO and
CWENOZ will achieve under different conditions. This will be later one used to assess the non-oscillatory properties
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of the schemes, so that the central stencil linear weight selected should be suitable to allow the scheme to reach the
designed order of spatial accuracy in smooth regions of the flow.
From the obtained results of the unlimited linear schemes as listed in Table 1, it is clear that all the schemes
achieve convergence rates close to their theoretical ones. Although for the 5th and 6th-order schemes a timestep size
significantly smaller than the one employed with the current time discretisation would have been required to achieve
exactly the theoretical ones, but this is beyond the scope of the present study.
Table 1: eL∞ and eL2 error, and convergence rates OL∞ , OL∞ of density for the 2D vortex evolution test problem at the final time of t = 10, obtained
with the linear (unlimited) scheme using various spatial order of accuracy approximations ranging from 3rd-(P2 Reconstruction Polynomial) to
6th-order (P5 Reconstruction Polynomial). It can be noticed that all the variants achieve convergence rates close to their theoretical ones.
Triangular Mesh Hybrid Mesh
Order/Number of Edges eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2
P2/16 1.830E-01 0.00 2.266E-02 - 2.828E-01 - 3.620E-02 -
P2/32 3.478E-02 2.40 5.057E-03 2.16 7.661E-02 1.88 1.008E-02 1.84
P2/64 6.089E-03 2.51 9.271E-04 2.45 1.268E-02 2.60 1.878E-03 2.42
P2/128 7.862E-04 2.95 1.257E-04 2.88 1.891E-03 2.74 2.767E-04 2.76
P3/16 3.559E-02 - 5.361E-03 - 1.035E-01 - 1.364E-02 -
P3/32 9.397E-03 1.92 8.548E-04 2.65 2.932E-02 1.82 2.450E-03 2.48
P3/64 3.942E-04 4.58 4.827E-05 4.15 9.213E-04 4.99 1.489E-04 4.04
P3/128 2.737E-05 3.85 3.043E-06 3.99 6.475E-05 3.83 7.436E-06 4.32
P4/16 5.131E-02 - 6.727E-03 - 1.348E-01 - 1.632E-02 -
P4/32 1.557E-02 1.72 1.290E-03 2.38 2.992E-02 2.17 2.702E-03 2.59
P4/64 4.223E-04 5.20 6.881E-05 4.23 1.011E-03 4.89 1.599E-04 4.08
P4/128 1.510E-05 4.81 2.520E-06 4.77 4.188E-05 4.59 6.426E-06 4.64
P5/16 5.532E-02 - 4.804E-03 - 4.396E-02 - 6.456E-03 -
P5/32 2.229E-03 4.63 2.930E-04 4.04 1.357E-02 1.70 1.019E-03 2.66
P5/64 7.700E-05 4.86 8.411E-06 5.12 2.307E-04 5.88 2.566E-05 5.31
P5/128 1.672E-06 5.53 4.616E-07 4.19 3.946E-06 5.87 6.382E-07 5.33
From the WENO schemes results listed in Table 2, all the variants reach convergence rates close to their theoretical
ones and similar errors to the unlimited linear schemes. The obtained convergence rates are not particularly sensitive
to the choice of the central stencil linear weight as also previously documented in [13, 14]. The computational cost of
the WENO schemes is approximately 3.4 times higher than the equivalent unlimited scheme. From this study a linear
weight of λ1 = 103 will be used hereafter for WENO scheme.
From the CWENO schemes results listed in Table 3, it can be noticed that the convergence rates are particularly
sensitive to the choice of the central stencil linear weight. Firstly the linear weight λ1 = 103 is clearly unsuitable for
all discretisation orders and mesh resolutions. The linear weight λ1 = 107 is providing a better performance compared
to the smaller one, but as the spatial order of accuracy of the scheme increases the performance deteriorated. On the
other hand, with an excessively large central stencil linear weight of λ1 = 1015 the obtained performance is close to the
equivalent unlimited linear scheme. The unscaled smoothness indicators arising from polynomials of different orders
of accuracy prevent the CWENO schemes from realising their full potential (especially for higher-order polynomials),
unless an excessive large central stencil linear weight is used. On the positive side the computational cost of the
CWENO schemes is approximately 2.4 times higher than the equivalent unlimited scheme, therefore establishing
them as preferred alternative to WENO schemes in terms of cost. From this study a linear weight of λ1 = 1015 will be
the selected one for the CWENO scheme.
The CWENOZ schemes achieve convergence rates close to the theoretical ones as shown in Table 4, while not
being sensitive to the choice of the central stencil linear weight. It needs to be highlighted that this desirable insensi-
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Table 2: eL∞ and eL2 error, convergence rates OL∞ , OL∞ of density, and normalised CPU cost (normalised with respect to the CPU time taken
for the equivalent unlimited scheme at the same grid resolution) for the 2D vortex evolution test problem at the final time of t = 10 obtained with
the WENO schemes using various spatial order of accuracy approximations ranging from 3rd-(P2 Reconstruction Polynomial) to 6th-order (P5
Reconstruction Polynomial), and linear weight λ1 for the central stencil. It can be noticed that all the variants achieve convergence rates close to
their theoretical ones, the dependence of the convergence rates to the central stencil linear weight is limited, while being approximately 3.4 times
more expensive than the equivalent unlimited scheme.
Order/Number of Edges λ1 = 103 λ1 = 106 λ1 = 109 Cost
Triangular Mesh eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 CPU
P2/16 1.934E-01 - 2.449E-02 - 1.833E-01 - 2.272E-02 - 1.830E-01 - 2.266E-02 - 3.326
P2/32 3.430E-02 2.50 4.881E-03 2.33 3.478E-02 2.40 5.056E-03 2.17 3.478E-02 2.40 5.057E-03 2.16 2.947
P2/64 6.059E-03 2.50 9.202E-04 2.41 6.089E-03 2.51 9.271E-04 2.45 6.089E-03 2.51 9.271E-04 2.45 3.773
P2/128 7.818E-04 2.95 1.249E-04 2.88 7.862E-04 2.95 1.257E-04 2.88 7.862E-04 2.95 1.257E-04 2.88 3.412
P3/16 4.107E-02 - 6.814E-03 - 3.633E-02 - 5.422E-03 - 3.568E-02 - 5.364E-03 - 3.033
P3/32 9.258E-03 2.15 8.254E-04 3.05 9.398E-03 1.95 8.547E-04 2.67 9.397E-03 1.92 8.548E-04 2.65 3.195
P3/64 3.900E-04 4.57 4.761E-05 4.12 3.942E-04 4.58 4.827E-05 4.15 3.942E-04 4.58 4.827E-05 4.15 3.051
P3/128 2.708E-05 3.85 3.013E-06 3.98 2.737E-05 3.85 3.043E-06 3.99 2.737E-05 3.85 3.043E-06 3.99 2.999
P4/16 6.070E-02 - 8.459E-03 - 5.129E-02 - 6.720E-03 - 5.132E-02 - 6.727E-03 - 3.224
P4/32 1.550E-02 1.97 1.285E-03 2.72 1.557E-02 1.72 1.290E-03 2.38 1.557E-02 1.72 1.290E-03 2.38 3.158
P4/64 4.222E-04 5.20 6.876E-05 4.22 4.223E-04 5.20 6.881E-05 4.23 4.223E-04 5.20 6.881E-05 4.23 3.483
P4/128 1.513E-05 4.80 2.524E-06 4.77 1.510E-05 4.81 2.520E-06 4.77 1.510E-05 4.81 2.520E-06 4.77 3.183
P5/16 3.887E-02 - 4.751E-03 - 5.537E-02 - 4.846E-03 - 5.533E-02 - 4.803E-03 - 3.299
P5/32 2.238E-03 4.12 2.959E-04 4.01 2.229E-03 4.63 2.930E-04 4.05 2.229E-03 4.63 2.930E-04 4.04 3.249
P5/64 7.729E-05 4.86 8.494E-06 5.12 7.700E-05 4.86 8.411E-06 5.12 7.700E-05 4.86 8.411E-06 5.12 3.541
P5/128 1.686E-06 5.52 4.620E-07 4.20 1.672E-06 5.53 4.616E-07 4.19 1.672E-06 5.53 4.616E-07 4.19 3.663
Hybrid Mesh eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 CPU
P2/16 3.177E-01 - 4.259E-02 - 2.914E-01 - 3.767E-02 - 2.839E-01 - 3.641E-02 - 3.364
P2/32 8.134E-02 1.97 9.919E-03 2.10 7.661E-02 1.93 1.005E-02 1.91 7.661E-02 1.89 1.008E-02 1.85 3.518
P2/64 1.244E-02 2.71 1.809E-03 2.46 1.267E-02 2.60 1.878E-03 2.42 1.268E-02 2.60 1.878E-03 2.42 3.482
P2/128 1.871E-03 2.73 2.730E-04 2.73 1.891E-03 2.74 2.767E-04 2.76 1.891E-03 2.74 2.767E-04 2.76 3.005
P3/16 1.638E-01 - 2.468E-02 - 1.151E-01 - 1.604E-02 - 1.044E-01 - 1.386E-02 - 3.187
P3/32 2.743E-02 2.58 2.226E-03 3.47 2.923E-02 1.98 2.429E-03 2.72 2.931E-02 1.83 2.449E-03 2.50 3.647
P3/64 8.979E-04 4.93 1.441E-04 3.95 9.212E-04 4.99 1.489E-04 4.03 9.213E-04 4.99 1.489E-04 4.04 3.352
P3/128 6.263E-05 3.84 7.166E-06 4.33 6.474E-05 3.83 7.436E-06 4.32 6.475E-05 3.83 7.436E-06 4.32 3.314
P4/16 1.747E-01 - 2.308E-02 - 1.415E-01 - 1.763E-02 - 1.358E-01 - 1.647E-02 - 4.422
P4/32 2.939E-02 2.57 2.617E-03 3.14 2.990E-02 2.24 2.697E-03 2.71 2.992E-02 2.18 2.702E-03 2.61 3.938
P4/64 1.015E-03 4.86 1.599E-04 4.03 1.011E-03 4.89 1.599E-04 4.08 1.011E-03 4.89 1.599E-04 4.08 3.880
P4/128 4.239E-05 4.58 6.497E-06 4.62 4.188E-05 4.59 6.426E-06 4.64 4.188E-05 4.59 6.426E-06 4.64 3.618
P5/16 1.003E-01 - 1.397E-02 - 5.540E-02 - 7.847E-03 - 4.449E-02 - 6.580E-03 - 3.598
P5/32 1.270E-02 2.98 9.734E-04 3.84 1.357E-02 2.03 1.016E-03 2.95 1.357E-02 1.71 1.018E-03 2.69 3.878
P5/64 2.161E-04 5.88 2.635E-05 5.21 2.307E-04 5.88 2.566E-05 5.31 2.307E-04 5.88 2.566E-05 5.31 4.180
P5/128 4.177E-06 5.69 6.582E-07 5.32 3.946E-06 5.87 6.382E-07 5.33 3.946E-06 5.87 6.382E-07 5.33 4.199
tivity to the choice of the central stencil linear weight is the result of the scaling of the smoothness indicators arising
from polynomials of different orders of accuracy. The computational cost of the CWENOZ schemes is similar to the
CWENO schemes and approximately 2.4 times higher than the equivalent unlimited scheme. From this study a central
stencil linear weight of λ1 = 0.9 will be the selected one for CWENOZ.
3.2. 2D Solid Body Rotation
The solid body rotation test of Leveque [103] is employed to investigate the performance of the WENO, CWENO
and CWENOZ schemes in terms of their non-oscillatory properties on the correct and accurate revolution of a body.
The continuity equation is considered as follows:
∂U
∂t
+ ∇ · (vU) = 0, (36)
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Table 3: eL∞ and eL2 error, convergence rates OL∞ , OL∞ of density, and normalised CPU cost (normalised with respect to the CPU time taken
for the equivalent unlimited scheme at the same grid resolution) for the 2D vortex evolution test problem at the final time of t = 10 obtained with
the CWENO schemes using various spatial order of accuracy approximations ranging from 3rd-(P2 Reconstruction Polynomial) to 6th-order (P5
Reconstruction Polynomial), and linear weight λ1 for the central stencil. It can be noticed the scheme achieves convergence rates close to their
theoretical one for all grid resolutions only when the largest value for the central stencil linear weight is used and is approximately 2.4 times more
expensive than the equivalent unlimited scheme.
Order/Number of Edges λ1 = 103 λ1 = 107 λ1 = 1015 Cost
Triangular Mesh eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 CPU
P2/16 3.166E-01 - 4.117E-02 - 1.963E-01 - 2.424E-02 - 1.832E-01 - 2.268E-02 - 2.743
P2/32 1.338E-01 1.24 1.467E-02 1.49 4.059E-02 2.27 5.591E-03 2.12 3.477E-02 2.40 5.059E-03 2.16 1.797
P2/64 3.296E-02 2.02 3.256E-03 2.17 7.734E-03 2.39 1.036E-03 2.43 6.088E-03 2.51 9.269E-04 2.45 2.331
P2/128 7.643E-03 2.11 4.475E-04 2.86 7.785E-04 3.31 1.266E-04 3.03 7.862E-04 2.95 1.257E-04 2.88 2.732
P3/16 3.321E-01 - 4.292E-02 - 1.590E-01 - 1.759E-02 - 3.542E-02 - 5.385E-03 - 2.596
P3/32 1.486E-01 1.16 1.538E-02 1.48 3.492E-02 2.19 3.946E-03 2.16 9.499E-03 1.90 8.616E-04 2.64 2.822
P3/64 5.092E-02 1.55 5.508E-03 1.48 1.316E-02 1.41 7.735E-04 2.35 3.921E-04 4.60 4.784E-05 4.17 2.875
P3/128 1.684E-02 1.60 1.302E-03 2.08 1.321E-03 3.32 3.898E-05 4.31 2.737E-05 3.84 3.043E-06 3.97 2.621
P4/16 3.389E-01 - 4.416E-02 - 2.324E-01 - 2.833E-02 - 5.209E-02 - 6.778E-03 - 2.561
P4/32 1.445E-01 1.23 1.640E-02 1.43 8.291E-02 1.49 8.842E-03 1.68 1.578E-02 1.72 1.306E-03 2.38 2.668
P4/64 5.196E-02 1.48 5.381E-03 1.61 1.984E-02 2.06 1.387E-03 2.67 4.206E-04 5.23 6.855E-05 4.25 2.624
P4/128 1.949E-02 1.41 1.405E-03 1.94 8.909E-04 4.48 3.534E-05 5.29 1.510E-05 4.80 2.520E-06 4.77 2.518
P5/16 3.472E-01 - 4.551E-02 - 2.760E-01 - 3.627E-02 - 5.605E-02 - 4.949E-03 - 2.939
P5/32 1.590E-01 1.13 1.861E-02 1.29 1.193E-01 1.21 1.252E-02 1.53 2.413E-03 4.54 3.107E-04 3.99 2.325
P5/64 6.346E-02 1.32 6.274E-03 1.57 4.412E-02 1.44 3.949E-03 1.66 7.198E-05 5.07 8.041E-06 5.27 2.404
P5/128 2.502E-02 1.34 2.003E-03 1.65 9.912E-03 2.15 5.227E-04 2.92 1.672E-06 5.43 4.616E-07 4.12 2.354
Hybrid Mesh eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 CPU
P2/16 3.775E-01 - 5.253E-02 - 3.101E-01 - 4.077E-02 - 2.825E-01 - 3.615E-02 - 2.859
P2/32 2.260E-01 0.74 2.694E-02 0.96 9.416E-02 1.72 1.102E-02 1.89 7.682E-02 1.88 1.009E-02 1.84 3.880
P2/64 6.290E-02 1.85 6.829E-03 1.98 1.809E-02 2.38 2.164E-03 2.35 1.271E-02 2.60 1.877E-03 2.43 3.303
P2/128 1.867E-02 1.75 1.345E-03 2.34 2.207E-03 3.04 2.873E-04 2.91 1.891E-03 2.75 2.767E-04 2.76 2.764
P3/16 3.837E-01 - 5.367E-02 - 2.748E-01 - 3.736E-02 - 1.012E-01 - 1.332E-02 - 2.676
P3/32 2.415E-01 0.67 2.857E-02 0.91 9.248E-02 1.57 1.103E-02 1.76 2.924E-02 1.79 2.426E-03 2.46 3.020
P3/64 7.839E-02 1.62 8.142E-03 1.81 3.173E-02 1.54 2.198E-03 2.33 9.806E-04 4.90 1.499E-04 4.02 3.057
P3/128 3.065E-02 1.35 2.884E-03 1.50 3.311E-03 3.26 2.012E-04 3.45 6.475E-05 3.92 7.436E-06 4.33 2.587
P4/16 3.880E-01 - 5.443E-02 - 3.302E-01 - 4.446E-02 - 1.291E-01 - 1.552E-02 - 2.769
P4/32 2.470E-01 0.65 3.099E-02 0.81 1.494E-01 1.14 1.584E-02 1.49 3.056E-02 2.08 2.670E-03 2.54 2.817
P4/64 8.488E-02 1.54 8.766E-03 1.82 4.024E-02 1.89 3.605E-03 2.14 9.727E-04 4.97 1.604E-04 4.06 2.763
P4/128 3.417E-02 1.31 3.224E-03 1.44 3.576E-03 3.49 2.926E-04 3.62 4.189E-05 4.54 6.424E-06 4.64 2.445
P5/16 3.915E-01 - 5.493E-02 - 3.600E-01 - 4.940E-02 - 3.820E-02 - 7.712E-03 - 2.313
P5/32 2.639E-01 0.57 3.389E-02 0.70 2.020E-01 0.83 2.207E-02 1.16 1.337E-02 1.51 1.066E-03 2.86 2.490
P5/64 9.875E-02 1.42 9.921E-03 1.77 6.608E-02 1.61 6.921E-03 1.67 8.712E-04 3.94 4.394E-05 4.60 2.575
P5/128 3.759E-02 1.39 3.959E-03 1.33 1.869E-02 1.82 1.625E-03 2.09 3.966E-06 7.78 6.381E-07 6.11 2.339
on a computational domain given by [0, 1]2 with periodic boundary conditions applied on all sides. The velocity v
describing the revolution of the profile around the centre of the domain (0.5, 0.5) is given by:
v(x, y) = (0.5 − y, x − 0.5). (37)
In this particular test three bodies are considered namely a smooth centered at (x0 = 0.25, y0 = 0.5), a sharp cone
centered at (x0 = 0.5, y0 = 0.25) and a slotted cylinder centered at (x0 = 0.5, y0 = 0.75) described by the following
functions respectively:
f(x, y) =
1 + cos(πr(x, y))
4
, (38)








         
Table 4: eL∞ and eL2 error, convergence rates OL∞ , OL∞ of density, and normalised CPU cost (normalised with respect to the CPU time taken
for the equivalent unlimited scheme at the same grid resolution) for the 2D vortex evolution test problem at the final time of t = 10 obtained with
the CWENOZ schemes using various spatial order of accuracy approximations ranging from 3rd-(P2 Reconstruction Polynomial) to 6th-order (P5
Reconstruction Polynomial), and linear weight λ1 for the central stencil. It can be noticed the scheme achieves convergence rates close to their
theoretical while not being significantly influenced by the central stencil linear weight value, and is approximately 2.4 times more expensive than
the equivalent unlimited scheme.
Order/Number of Edges λ1 = 0.9 λ1 = 0.999 λ1 = 0.999999 Cost
Triangular Mesh eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 CPU
P2/16 1.779E-01 - 2.174E-02 - 1.829E-01 - 2.264E-02 - 1.830E-01 - 2.266E-02 - 2.676
P2/32 3.475E-02 2.36 5.055E-03 2.10 3.478E-02 2.40 5.057E-03 2.16 3.478E-02 2.40 5.057E-03 2.16 1.791
P2/64 6.089E-03 2.51 9.271E-04 2.45 6.089E-03 2.51 9.271E-04 2.45 6.089E-03 2.51 9.271E-04 2.45 2.192
P2/128 7.862E-04 2.95 1.257E-04 2.88 7.862E-04 2.95 1.257E-04 2.88 7.862E-04 2.95 1.257E-04 2.88 2.624
P3/16 2.018E-01 - 1.868E-02 - 3.507E-02 - 5.272E-03 - 3.559E-02 - 5.361E-03 - 2.567
P3/32 9.936E-03 4.34 8.703E-04 4.42 9.400E-03 1.90 8.549E-04 2.62 9.397E-03 1.92 8.548E-04 2.65 2.733
P3/64 3.942E-04 4.66 4.827E-05 4.17 3.942E-04 4.58 4.827E-05 4.15 3.942E-04 4.58 4.827E-05 4.15 2.558
P3/128 2.737E-05 3.85 3.043E-06 3.99 2.737E-05 3.85 3.043E-06 3.99 2.737E-05 3.85 3.043E-06 3.99 2.530
P4/16 1.449E-01 - 1.760E-02 - 4.806E-02 - 5.915E-03 - 5.124E-02 - 6.720E-03 - 2.471
P4/32 1.716E-02 3.08 1.338E-03 3.72 1.559E-02 1.62 1.290E-03 2.20 1.557E-02 1.72 1.290E-03 2.38 2.428
P4/64 4.223E-04 5.34 6.881E-05 4.28 4.223E-04 5.21 6.881E-05 4.23 4.223E-04 5.20 6.881E-05 4.23 2.440
P4/128 1.510E-05 4.81 2.520E-06 4.77 1.510E-05 4.81 2.520E-06 4.77 1.510E-05 4.81 2.520E-06 4.77 2.373
P5/16 9.085E-02 - 1.943E-02 - 8.923E-02 - 7.104E-03 - 5.540E-02 - 4.804E-03 - 2.451
P5/32 3.099E-03 4.87 3.143E-04 5.95 2.233E-03 5.32 2.925E-04 4.60 2.229E-03 4.64 2.930E-04 4.04 2.254
P5/64 7.699E-05 5.33 8.410E-06 5.22 7.700E-05 4.86 8.411E-06 5.12 7.700E-05 4.86 8.411E-06 5.12 2.308
P5/128 1.672E-06 5.53 4.616E-07 4.19 1.672E-06 5.53 4.616E-07 4.19 1.672E-06 5.53 4.616E-07 4.19 2.306
Hybrid Mesh eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 eL∞ OL∞ eL2 OL2 CPU
P2/16 2.720E-01 - 3.436E-02 - 2.823E-01 - 3.611E-02 - 2.828E-01 - 3.620E-02 - 3.456
P2/32 7.631E-02 1.83 9.980E-03 1.78 7.661E-02 1.88 1.008E-02 1.84 7.661E-02 1.88 1.008E-02 1.84 3.244
P2/64 1.268E-02 2.59 1.878E-03 2.41 1.268E-02 2.60 1.878E-03 2.42 1.268E-02 2.60 1.878E-03 2.42 3.184
P2/128 1.891E-03 2.75 2.767E-04 2.76 1.891E-03 2.74 2.767E-04 2.76 1.891E-03 2.74 2.767E-04 2.76 2.737
P3/16 9.570E-02 - 1.697E-02 - 9.008E-02 - 1.186E-02 - 1.035E-01 - 1.363E-02 - 3.323
P3/32 5.191E-02 0.88 3.871E-03 2.13 2.968E-02 1.60 2.469E-03 2.26 2.932E-02 1.82 2.450E-03 2.48 2.977
P3/64 9.206E-04 5.82 1.488E-04 4.70 9.213E-04 5.01 1.489E-04 4.05 9.213E-04 4.99 1.489E-04 4.04 2.943
P3/128 6.475E-05 3.83 7.436E-06 4.32 6.475E-05 3.83 7.436E-06 4.32 6.475E-05 3.83 7.436E-06 4.32 2.577
P4/16 1.353E-01 - 2.077E-02 - 1.136E-01 - 1.397E-02 - 1.347E-01 - 1.630E-02 - 2.873
P4/32 7.738E-02 0.81 5.394E-03 1.94 3.167E-02 1.84 2.757E-03 2.34 2.992E-02 2.17 2.703E-03 2.59 2.761
P4/64 1.010E-03 6.26 1.598E-04 5.08 1.011E-03 4.97 1.599E-04 4.11 1.011E-03 4.89 1.599E-04 4.08 2.752
P4/128 4.188E-05 4.59 6.426E-06 4.64 4.188E-05 4.59 6.426E-06 4.64 4.188E-05 4.59 6.426E-06 4.64 2.437
P5/16 1.872E-01 - 2.655E-02 - 5.940E-02 - 1.192E-02 - 4.354E-02 - 6.389E-03 - 2.343
P5/32 9.904E-02 0.92 7.801E-03 1.77 1.471E-02 2.01 1.084E-03 3.46 1.358E-02 1.68 1.019E-03 2.65 2.476
P5/64 2.300E-04 8.75 2.548E-05 8.26 2.307E-04 5.99 2.566E-05 5.40 2.307E-04 5.88 2.566E-05 5.31 2.526
P5/128 3.946E-06 5.86 6.382E-07 5.32 3.946E-06 5.87 6.382E-07 5.33 3.946E-06 5.87 6.382E-07 5.33 2.336
Where the normalised distance from the centres (x0, y0) is given by:
r(x, y) = (1/r0)
√
(x − x0)2 + (y − y0)2, (41)
with r0 = 0.15. The rest of the domain the solution is initialised with zero, and after one full revolution t f = 2π
the exact solution coincides with the initial solution. A triangular unstructured mesh is used as shown in Fig. 3 with
64 edges per side of the computational domain. The WENO, CWENO and CWENOZ schemes ranging from 3rd- to
6th-order of spatial accuracy are employed, with their selected weights from the previous study. The obtained results
following one revolution are illustrated in Fig. 4.
From the obtained results it can be noticed that all schemes capture the correct shapes but oscillations in the
solutions are present. The CWENO scheme results exhibit smaller oscillations compared to the other schemes while
being accurate at smooth extrema. Overall the WENO and CWENOZ schemes are susceptible to larger oscillations
in particular at the base of the slotted cylinder, while the CWENO being more dissipative at the top of the slotted
cylinder.
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(a) WENO3 (b) WENO4 (c) WENO5 (d) WENO6
(e) CWENO3 (f) CWENO4 (g) CWENO5 (h) CWENO6
(i) CWENOZ3 (j) CWENOZ4 (k) CWENOZ5 (l) CWENOZ6
Figure 4: Computed results after one revolution (t = 2π) of the solid body rotation test problem, with all the schemes. Three-dimensional
elevations of the solution coloured by ten uniformly distributed isolines from 0.1 to 1.0. It can be noticed that all schemes capture the correct
shapes but oscillations in the solutions are present. The CWENO scheme results exhibit smaller oscillations compared to the other schemes, in
particular at the base of the slotted cylinder.
3.3. Shu-Osher Problem
The well established Shu-Osher [104] test problem is employed, which involves the interaction between a shock
wave and an entropy wave. The computational domain is [−4.5, 4.5] × [0, 1], with periodic boundary conditions in
y-axis, a supersonic inflow and outflow on the left and right side of the domain respectively. The initial profile consists
of a shock wave (ρ, u, v, p) = (3.857143, 2.629369, 0, 10.333333) on the left when x < −4 and an entropy wave in the
rest of the domain (ρ, u, v, p) = (1 + 0.2sin(5x), 0, 0, 1).
A 2D triangular mesh is utilised with a resolution of each edge being h = 0.025 with approximately 33, 886
elements. The reference solution is computed with a one-dimensional solver of the Euler equations using 10, 000 grid
points and employing a 5th order WENO scheme. The calculation is run until t = 1.8.
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From the density distribution plots shown in Fig. 5 it can be noticed that all the schemes achieve a good agreement
with the reference solution, however the WENO 4th-order scheme exhibits a small overprediction of the peaks and
valleys at the shock-wave entropy interaction region as also noticed at a smaller extent for CWENO 5th-order scheme.
It needs to be highlighted that switching to a higher order CWENO of CWENOZ schemes is considerably cheaper in
terms of computational resources compared to the WENO schemes as presented in Table 5. Overall the CWENO and
CWENOZ provide a small positive difference compared to the traditional WENO schemes.
Table 5: Normalised computational times (with respect to WENO3) for the Shu-Osher [104] shock tube test problem.
Polynomial Order WENO CWENO CWENOZ
P2 1.00 1.00 0.93
P3 1.44 1.20 1.21














































Figure 5: Density distribution for the Shu-Osher [104] shock tube test problem at the final time t = 1.8 using various schemes and comparison
with the reference solution obtained from the one-dimensional Euler equations on 10, 000 grid points using a WENO-5th order scheme. It can be
noticed that the CWENO and CWENOZ are slightly less oscillatory compared to the WENO scheme.
3.4. 2D Riemann Problem
The 2D Riemann problem introduced by Schulz et al. [105] is used, where the computational domain is [−0.5, 0.5]×
[−0.5, 0.5] and the initial condition is given by four different states assigned to each of the quadrants of the domain as
shown in Fig. 6. The computational domain has been discretised by a uniform quadrilateral mesh of 400x400. The
simulation has been performed until t = 0.5. The variants of the numerical schemes employed are the 4th-order and
6th-order with the reconstruction carried out in conservative variables, and a 6th-order with the reconstruction carried
out in characteristic variables.
From the obtained results in Fig. 7 it can be noticed that the all the schemes predict the correct solution pattern,
but the WENO implementation provides significantly more oscillatory results compared to the other implementations.
This behaviour is expected since all the reconstruction polynomials are of the same order of accuracy, and when
a directional stencil has the largest non-linear weight the resulting solution is expected to produce that compared
with the CWENO schemes where their directional stencils are lower-order. The WENO scheme results are also the
ones with slightly increased number of small-scale structures, and asymmetry of the resulting solution compared to
the other schemes. For all the schemes when the reconstruction is carried out in characteristic variables there is a
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Figure 6: Initial conditions for the multidimensional Riemann problem.
marginal improvement in terms of the roll-ups of the Kelvin-Helmholtz instabilities and the number of structures in
the mushroom stem.
.
3.5. ILES of Taylor Green Vortex Re = 1600
The ILES of the 3D viscous Taylor-Green vortex test problem at Re = 1600 is employed, for assessing the
performance of all the schemes. It is a widely used test problem for the validation of numerical methods, and in
particularly at relative coarse-“under-resolved” meshes within the LES context [6, 27, 29, 85, 106–110] due to the
pronounced dissipation and dispersion characteristics of non-linear methods. The computational domain is defined as
Ω = [0, 2π]3 with periodic boundary conditions. This formulation of the Taylor-Green vortex problem is initialized
with the following velocity, density and pressure fields:
u(x, y, z, 0) = sin(kx) cos(ky) cos(kz), (42)
v(x, y, z, 0) = − cos(kx) sin(ky) cos(kz), (43)
w(x, y, z, 0) = 0, (44)
ρ(x, y, z, 0) = 1, (45)
p(x, y, z, 0) = 100 +
ρ
16
[cos(2z) + 2] · [cos(2x) + cos(2y)]. (46)
The initial condition corresponds to an initial Mach number M ≈ 0.08, with wavenumber k = 2π/λ = 1. Sim-
ulations were carried out on a hexahedral mesh of 963 and 1283 resolution with 4th-order and 5th-order spatial dis-
cretisation schemes respectively. The WENO, CWENO, and CWENOZ variants were used with a CFL number of
1.3 for the explicit Runge-Kutta 4th-order scheme, up to t = 20 for obtaining the dissipation statistics. The DNS
17
         
(a) WENO4 (b) WENO6 (c) WENO6 (Characteristics)
(d) CWENO4 (e) CWENO6 (f) CWENO6 (Characteristics)
(g) CWENOZ4 (h) CWENOZ6 (i) CWENOZ6 (Characteristics)
Figure 7: Density distribution with various 4th-order numerical schemes for the multidimensional Riemann problem at t f inal = 1.0. Only the lower
left portion of the computational domain is shown. It can be noticed that the all the schemes predict the correct solution pattern, but the WENO
implementation provides significantly more oscillatory results and a more pronounced loss of symmetry compared to the other implementations.
results of Brachet et. al [111] are used for comparisons against the computed solutions. For numerical results for the
3D Taylor-Green vortex obtained with a new family of staggered semi-implicit discontinuous Galerkin finite element
18
         
schemes, see [112–115].
From the obtained results as shown in Fig. 9 it can be seen that the energy dissipation rate for all the 4th-order
schemes is within the Re = 800 − 1600 DNS results range, as the we move to the 5th-order schemes with a finer
mesh the agreement with the Re = 1600 DNS results improves as expected. The structure predicted near t ≈= 5 − 6
for the 5th-order scheme are due to the specific aspects of the ILES framework of the schemes, and are present in
multidimensional numerical methods as previously reported in the previous studies by Drikakis et al. [106].The key
differences between the CWENO and CWENOZ schemes is a slightly larger secondary peak at t = 9.5 for the 963
resolution, and an earlier peak for the CWENOZ scheme for the 1283 resolution, whereas the results from the WENO
schemes indicate a more dissipative behaviour for both settings.
Figure 8: solution of the Taylor-Green vortex flow at Re=1600 computed with the CWENO5 scheme on a hexahedral mesh of 1283. The isosurfaces
of the velocity magnitude at three levels (0.1, 0.5, 1.0) are plotted at times t = 1.3, 2.7, 4.1, 6.4, 8.2 and 11 from top left to bottom right respectively.
This test problem has been used to assess the computational costs of all the schemes. Ultimately we want to
understand the computational savings that the CWENO and CWENOZ schemes can offer compared to the traditional
WENO schemes. It needs to be stressed that the key memory requirement for each scheme is dependent of the
storage of the Moore-Penrose pseudo-inverse of the matrix Amk of Eq. (14), and this is where the key difference
between a CWENO/CWENOZ and WENO schemes lie. For example for each hexahedral cell, for each conserved
variable a WENO6 scheme would require approximately 338 kBytes of memory for storage of these matrices, while
a CWENO/CWENOZ scheme require just 49kBytes of memory. Therefore significant savings in terms of storage
are obtained with CWENO/CWENOZ reduced memory footprint.The communication of the values of for the halo
cells arising from directional stencils become important (14% total time per iteration) at partitions of fewer than 160
elements per physical core for a 6th-order scheme as reported by Tsoutsanis et al. [86] for the present implementation
of UCNS3D. Therefore the reduction of the size directional stencils for CWENO/CWENOZ schemes would prove
beneficial for massively parallel simulations at partitions that include fewer than 160 elements per physical core.
The process involved running each of the schemes for 1000 iterations and averaging the total time taken per
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Figure 9: Kinetic energy dissipation rate for the viscous ILES of the Taylor-Green Vortex Re = 1600 obtained with various schemes on a 963 and
1283‘ hexahedral meshe, and comparison with the DNS results of Brachet et al.[111]. It can be noticed that all the schemes perform similarly, with
CWENO and CWENOZ schemes being marginally less dissipative compared to WENO. The WENO4 scheme being 1.36 times more expensive
computationally compared to CWENO and CWENOZ. Increasing the order of accuracy and grid resolution a better agreeement with the DNS
results is obtained.
iteration while excluding initialisation times, and I/O times. For this purpose, the University of Cambridge Tier-
2 national high-performance computing service Peta4 was used, and in particular the Intel Xeon-Knights Landing
cluster consisting of 342 nodes of Intel Xeon Phi 7210 with 96GB or RAM and Intel OPA at 100Gbs. All the
simulations where exectured with the utilisation of hybrid MPI+OPENMP implementation of the UCNS3D code,
with 4 MPI processes per Knights Landing chip, and 64 threads spawned from each one of them, resulting a total of
256 threads per chip. This combination was found to be the ideal combination as thoroughly documented in [86]. All
the simulations where executed in 20 Intel Xeon Phi 7210 processors, involving 80 MPI processes and 5,120 threads
in total.
As expected the improvements in terms of computational times for the CWENO/CWENOZ schemes compared
to WENO schemes become more prominent as the polynomial order is increased as seen in Table 6 at least for the
reconstructions with respect to the conservative variables. On the other hand for the reconstruction in characteristic
variables the computational cost is increased for all the schemes. But for the central schemes the computational cost
increment is larger for WENO scheme when switching from conservative to characteristic variables. This attribute
is linked to the additional computations required for the central schemes for the p1 polynomial according to Eq.
(23), since the projection of the polynomial degrees of freedom to characteristic space for the calculation of the
WENO weights is the most computational expensive process as reported in [86]. Therefore the characteristic variable
reconstruction should be deployed only when really needed due to the increased computational cost.
Since we have not noticed significant differences in terms of accuracy between the current implementation of
CWENO and CWENOZ schemes, but a slightly more robust non-oscillatory behaviour from the CWENO family,
from this point onward the CWENO scheme will be utilised for the remaining test problems.
3.6. Schardin’s Problem
The well established test problem of Schardin [116] is employed to assess the performance of the CWENO scheme,
since this test problem involves multiple challenging flow structures interacting such as reflected shocks, Mach stems,
contact waves, and vortices. A moving normal shock with Mach number Ms = 1.34 is encountering a triangular
wedge and the size of the computational domain is similar to the experimental one as seen in Fig. 10.
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Table 6: Normalised computational times (with respect to CWENO3) for all the schemes for the viscous ILES of the Taylor-Green Vortex.
Polynomial Order CWENO/Z (Conservative) WENO (Conservative) CWENO/Z (Characteristics) WENO (Characteristics)
P2 1.00 1.04 2.57 2.52
P3 1.61 2.19 3.80 4.04
P4 2.76 3.84 5.90 6.46
P5 4.80 7.04 9.09 10.28
Table 7: Initial Conditions for Schardin’s test problem
Parameter Post-Shock Pre-Shock
P (Pa) 195557.25 101325










(a) Computational domain (b) Mesh
Figure 10: Computational domain with boundary conditions, and blown-up view of the mesh close to the triangular wedge for the Schardin’s test
problem.
The initial conditions are listed in Table 7, additionaly the gas constant is R = 287J/kg ·K, and the ratio of specific
heats γ = 1.4. The hybrid computational mesh employed can be seen in Fig. 10 and consists of 5, 264, 594 cells with
a resolution of h = 0.01mm close to the wall, the prescribed boundary conditions correspond to a supersonic inflow
and outflow, with inviscid wall boundary condition applied for the triangular wedge and the top and bottom sides of
the domain as seen in Fig. 10. The inviscid Euler equations are solved with a CWENO5 scheme using characteristic
variables reconstruction with a 4th-order (SSP) Runge-Kutta time stepping scheme while using CFL = 1.4. At the
start time t = 0 the incident shock wave contacts the triangular wedge, and the simulation is run for t = 200ms. The
obtained results are compared with the experimental imaging of Chang and Chang [117] at different instants as it
can be seen in Fig. 11. From the results it can be noticed that all the flow features of the experiment are captured
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at their correct location such as as the bow shock, tip vortices, contact surfaces between the tip vortices and the
shock triple point. The combination of the relatively fine mesh, and the CWENO5 is sufficient to capture the acoustic
waves produced by the shock-vortexlet interactions as shown in Fig. 12, and agreeing with the experimental and
computational results of Chang and Chang [117]. Finally the prediction of the Mach number along the symmetry line
at the wake of the triangular wedge agrees well with the results of of Chang and Chang [117] as seen in Fig. 12.
(a) t = 91ms
(b) t = 128ms
(c) t = 178ms
Figure 11: Contour plots of density gradient magnitude for the Schardin’s test problem at various instants as computed with the present CWENO5
scheme (left), and comparison with the experimental results of Chang and Chang [117] (right)
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(b) Mach number variation
Figure 12: Contour plots of the density gradient magnitude for Schardin’s test problem at the shock-vortexlet interaction zone at t = 172ms (left),
and Mach number variation at the symmetry line wake of the triangular wedge and comparison with the results of Chang and Chang [117] (right).
3.7. ILES of Transonic cylinder Re = 3900
The last test case concerns the ILES of a transonic infinite cylinder of diameter D = 1 at Re = 3900 and M∞ = 0.8.
The majority of the available computational studies are focused on the subsonic (M∞ = 0.2) regime for this Reynolds
number [29, 118–125] for subsonic Mach numbers. However, beyond M∞ = 0.75 a multitude of phenomena occur
including shock wave boundary layer, shock wave shear layer and shocklet/turbulence interaction, forming an ideal
environment for assessing the robustness and fidelity of the developed schemes.
Figure 13: Overview of the hybrid unstructured mesh used for the transonic flow past an infinite cylinder at Re = 3900 and M∞ = 0.8.
For this case a very coarse hybrid unstructured mesh of approximately 0.8 million cells is used, consisting of
hexahedral and prismatic cells as illustrated in Fig. 13. The domain extends 10D upstream and 25D downstream,
and π · D in the z-direction. The grid resolution at the boundary layer region gives a y+ ≈ 1 at the first cell-centre
off the surface, 64 cells are used in the z-direction, and a refinement region at the wake of the cylinder is used for
10D downstream with an average cell length of 0.09. Periodic boundary conditions are used in the z-direction, no-slip
boundary conditions at the surface of the cylinder and free-stream conditions at the farfield. The CWENO 4th-order
scheme is used, with a CFL number of 1.45. The simulation was run for t = 50tc where tc = D/U∞ for the initial
transients to settle, and for an additional 240tc for obtaining sufficiently converged statistical data. The variation of
lift and drag coefficient can be seen in Fig. 14, with the averaged drag coefficient from this study being within the
range of results provided by previous computational studies, experiments and flight test as listed in Table 8 at the same
Mach number, although the Reynolds number is not the same.
From the time-averaged and spanwise-averaged pressure coefficient obtained as seen in Fig. 15 the results obtained
are in reasonable agreement with the computational results of Xia et al. [126] Re = 4×104 (CLES) in terms of pressure
coefficient up until 70 ◦. Beyond that the separation and reattachment occur at different locations as seen from the skin
friction coefficient, which is mainly attributed to the different Reynolds number. From the instantaneous flow-field
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Table 8: Comparison of drag coefficient with experimental and computational results at Mach=0.8
Source CD
Present CWENO4 (ILES) 1.408
Xia et al.[126] Re = 4 × 104 (CLES) 1.353
Xia et al.[126] Re = 1 × 106 (CLES) 1.312
Welsh [127] (Flight Test) 1.425
Macha [128] (Experiment) 1.529
t/ t
c
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1 M=0.8 (ILES) Re=3900












0.07 M=0.8 (ILES) Re=3900
Xia et al. (CLES) Re=40000
Figure 15: Time-averaged and spanwise-averaged pressure coefficient and skin friction coefficient for the for the flow past a cylinder at Re = 3900
and M∞ = 0.8 and comparison with the results of Xia et al.[126] Re = 4 × 104 and M∞ = 0.8 (CLES).
solution as seen in Fig. 16 it can be noticed that all the flow features typical of this regime such as the shocks at the
shoulders of the cylinder, and the long shear layers interaction with the shocklets at the near wake agree with previous
studies of Xia et al. [126] .
Finally, by placing probes at different locations in the wake of the cylinder the dominant vortex shedding frequency
was found to be S t = 0.185 as seen in Fig. 17, which is lower compared to the subsonic case of M∞ = 0.2 for the
same Reynolds number as reported in [29, 118–125], but agrees well with the trends noticed in previous experimental
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Figure 16: Isosurfaces of Q-criterion coloured by velocity magnitude, and contour plots of the density gradient magnitude on a 2D slice at z=0, for
the flow past a cylinder at Re = 3900 and M∞ = 0.8, where the interaction of the vortical structures with shock waves typical of this flow regime
can be noticed.








































































Figure 17: 1D frequency spectra for two probe positions located at (1.30,0.69,π/2) and (2.0,0.59,π/2) the transonic flow past an infinite cylinder at
Re = 3900 and M∞ = 0.8.
4. Conclusions
This paper extends the central high-order non-oscillatory family of schemes to mixed-element unstructured meshes
up to 6th-order of spatial accuracy. The performance benefits obtained from the CWENO and CWENOZ class of
schemes are not only related to a decreased computational time compared to the WENO schemes but significantly
improved robustness. The latter being linked with the compactness of the directional stencils that increase the prob-
ability of at least one of them lying in smooth-data regions. The CWENO scheme exhibits an increased sensitivity
compared to CWENOZ and WENO with respect to the value of the linear weight assigned to the central stencil, since
a large value is required to achieve the designed order of accuracy for mixed-element unstructured meshes. On the
other hand the CWENO demonstrated the most robust non-oscillatory behaviour in all the test problems, and was
therefore the method of choice for the last two test problems which included a plethora of smooth and discontinuous
flow features, where a good agreement with experimental results was obtained.
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The computational cost of the new class of schemes can be approximately up to 30% less than the equivalent
WENO scheme in 3D when conservative variables reconstruction are used. However, when switching to characteristic
variables the cost of the schemes is approximately up to 11% less compared to WENO schemes. For characteristic
variables reconstruction the most expensive procedure is the projection of the polynomial degrees of freedom to
characteristic space. For the CWENO/CWENOZ schemes the additional operations required by the p1 polynomial
are significantly greater compared to the central stencil polynomial of the WENO schemes. The latter is not considered
an important drawback due to the reduced complexity of the algorithm, and the reduced size of the directional stencils
that will translate to reduced communications across processes and reduced memory footprint for massively parallel
computations .
Expanding the current family of schemes to the targeted ENO schemes [130–132] for further reducing their com-
putational footprint is an interesting line of future research. Future developments will concern the extension of the
subject schemes to overset meshes for industrial-scale applications since the compact nature of the present non-
oscillatory schemes can be useful for interpolating the solutions across different meshes. Future applications of the
method proposed in this paper will concern the unified first order hyperbolic model of continuum mechanics proposed
and discussed in [59, 133, 134], as well as the novel first order hyperbolic reformulations of nonlinear dispersive
systems forwarded in [135, 136]. With the high order CWENOZ schemes developed in this paper we also plan to
study natural convection problems in the low Mach number limit, similar to the problems investigated in [137, 138].
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