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Introduction

1
Government revenue forecasts are intended to provide information about the fiscal resources available to government for some future time period. However, revenue forecasts, like all predictions of uncertain events, are subject to errors. In fact, the Office of Management and Budget's (OMB) revenue forecasts were overly optimistic throughout much of the 1980s, overly pessimistic during much of the 1990s, and once again overly optimistic during the first part of the 2000s. 2 Since estimates of government revenues are driven by forecasts of uncertain events, this pattern of forecast errors could be the result of accidental errors. In contrast, some observers contend that the OMB's revenue forecasts were deliberately biased during this period to further the policy goals of the administration responsible for preparing the federal government's annual budget. More specifically, the optimistic forecasts of the 1980s and 2000s coincided with the Reagan and Bush II administrations and, according to this view, were useful in garnering support for Republican sponsored increases in defense spending and tax cuts. Likewise, the period of pessimistic forecasts coincided 1 We would like to thank Kathleen Bailey, Aparna Krishnamoorthy, and Peter Oburu for outstanding research assistance. The views expressed in this paper are solely those of the authors and do not reflect the views of any institutions with which the authors are affiliated. 2 At the federal level, the Office of Tax Analysis in the Department of Treasury prepares revenue forecasts that the OMB uses in the development of the president's budget. The Bureau of the Budget in the Department of Treasury was reorganized into the OMB in 1970. For ease of reference, we refer throughout this paper to the OMB's revenue forecasts and OMB's revenue forecasting record.
with the Clinton administration and, again, according to this view, furthered the deficit reduction agenda of the Democratic party.
Whether accidental or deliberate, forecasting errors compromise the accuracy, reliability, and trustworthiness of revenue forecasts. Deliberate forecasting errors would be particularly harmful to the budget process. If, for example, the public is unable to distinguish accidental forecasting errors from deliberate ones, elected officials may be able to postpone politically risky decisions to cut expenditures or raise taxes to address fiscal imbalances and avoid political responsibility for any resulting growth in budget deficits by attributing 'unexpected' budget shortfalls to accidental forecasting errors. 3 In short, accurate revenue forecasts play an important role in the budget process by contributing to transparency in government operations, political accountability, and fiscal discipline.
Given the importance of accurate revenue forecasts to the budget process, a number of papers examine the quality of OMB's short-turn revenue forecasting record. Auerbach (1999) finds that the OMB's revenue forecasting errors during the period from FY 1986 through FY 1999 have such large standard errors that it is difficult to conclude that the forecasts were biased during this period. Similarly, Plesko (1988) , Blackley and DeBoer (1993) , and Campbell and Ghysels (1995) find little evidence of bias in the OMB's short-run revenue forecasts. 4 If these findings are correct, then there is little reason to believe that the OMB's revenue forecasting errors are the result of deliberate bias. Paraphrasing Geweke and Feige (1979) , an econometric procedure should be powerful enough to reject the hypothesis of rationality, and it should provide some indication of why the hypothesis is not true. The econometric procedures that we propose and employ are more efficient than most of the traditional techniques that have been used in the study of forecast quality. 5 In light of the importance of accurate revenue forecasts in promoting fiscal discipline and growing concerns about U.S. federal budget deficits, it seems like an opportune time to re-evaluate the OMB's revenue forecasting record, especially now that more data are available. In fact, using nonparametric tests recommended by Campbell and Ghysels and parametric tests for the period FY 1964 through FY 2003, we reject the null hypothesis of mean zero forecast errors at conventional significance levels. This finding allows us to pursue far more interesting questions regarding the source of the bias. Exploring such hypotheses, however, requires a parametric approach that is robust to short time 3 Ehrbeck and Waldman (2001) provide a formal model that attempts to explain why professional forecasters with incentives to be accurate would produce systematically biased forecasts. In their model, forecasters must balance their aims of minimizing forecast errors and looking good before the outcome is observed by, for example, minimizing forecast revisions. To the best of our knowledge, there has been no attempt to model the 'government budget forecasting game.' However, Blackley and DeBoer (1993) offer some thought provoking speculations in this regard. This would be a fruitful topic for future research. 4 Feenberg, Gentry, Gilroy, and Rosen (1989) and Gentry (1989) also use a regression based test to assess the quality of state revenue forecasts. They report evidence of downward bias perhaps due to the statutory requirement for the states in question to submit balanced budgets. However, their inferences also are based on asymptotic standard errors that may not be valid given the short times series available for their analysis. 5 Although intriguing, these studies are not entirely convincing for a variety of technical reasons. Auerbach (1999) uses a regression based test of unbiasedness, but only 14 observations were available for analysis, which means that the asymptotic standards errors on which his inferences are based may not be valid. Plesko (1988) uses a t-test to evaluate the hypothesis of mean-zero forecasting errors or unbiasedness. For a t-test to be valid, however, the series must consist of mutually stochastically independent random variables. This assumption is not satisfied in these data because the actual and forecasted revenue series are serially correlated. Blackley and DeBoer (1993) use a regression based test of unbiasedness, but their results are also suspect because of unaccounted for residual serial correlation and a short time series casting doubt on inferences based on asymptotic standard errors. In contrast, Campbell and Ghysels (1995) use nonparametric tests that are robust to short time series and serial correlation. series and accounts for residual serial correlation.
In this paper, we look for evidence of politically motivated bias in the OMB's short-run revenue forecasts of the sort described above. Specifically, using a regression based test of weak rationality [Hansen (1980) , Brown and Maital (1981) , and Zarnowitz (1995) , hereafter HBMZ], we evaluate the OMB's one-year ahead, proposed law, budget receipts forecasts for the period beginning in FY1964 and ending in FY 2003. We employ the nonparametric Monte-Carlo bootstrap to avoid appealing to asymptotic theory and model the serial correlation of the error structure to avoid issues of parameter bias and inefficiency. Even after controlling for accidental forecasting errors due to unanticipated economic and financial shocks, we still find evidence of systematically biased revenue forecasts. Furthermore, the direction of the bias during successive administrations over the past twenty-five years conforms to the policy goals of those administrations. These findings suggest that recent administrations may have manipulated official revenue forecasts to further their policy objectives.
The remainder of this paper is organized as follows. In the next section, we describe a regression based test of forecast performance and the data used in this analysis. We discuss our empirical findings in the third section. We conclude with a summary of our findings.
Model Structure and Data
Having established the importance of accurate, reliable, and trusted revenue forecasts, we need a more precise though perhaps less prosaic formulation of forecast quality. One formulation that is often used, especially in the theoretical literature, is full rationality. Full rationality implies that all available information has been used in an optimal manner in producing the forecast. A related concept is completeness which requires that all available information is actually used in producing the forecast, though perhaps not in an optimal manner. Therefore, completeness is a necessary condition for full rationality. It is often impossible to evaluate a forecast for completeness because we usually do not have a full understanding of all relevant information available at the time the forecast was constructed. HBMZ describe a simple regression based test of forecast quality that does not require any knowledge of the available information set.
Following HBMZ, suppose the one-year ahead forecast of federal revenues, x(t), for fiscal year t constructed at time t-1 is not complete. In other words, suppose x(t) is based on the information set S t−1 , where S t−1 is a proper subset of all relevant information (I t−1 ) available at time t-1, or S t−1 ⊆ I t−1 . A forecast is weakly rational when predictions make optimal use of S t−1 or x(t) = E[y(t)|S t−1 ]. 6 Now, let the dependence of x(t) on the information set used to construct the predictions at time t-1 be represented as x(t) = P t (S t−1 ). 7 The condition of weak rationality implies x(t) = E[y(t)|x(t)]. If x(t) possesses this property, then x(t) is said to be an unbiased estimate of y(t). Unbiasedness is thus a necessary condition for weak rationality. This leads to a test of weak rationality based on the following regression equation:
Under the null hypothesis of weak rationality, it is easily verified that E[e(t)|x(t)] = 0. This is the key requirement for the ordinary least squares estimator of b 10 = 0 and b 20 = 1.0 to be consistent. Thus, (1) provides a test of weak rationality whereby we reject the hypothesis of unbiasedness and by implication weak rationality if regression analysis of (1) leads to rejection of the joint hypothesis b 10 = 0 and b 20 = 1.0. However, OLS estimation of (1) may give inconsistent estimates of the covariance matrix because the residuals e(t) may be serially correlated. The reason being that in the present context y(t) is not known when OMB prepares its one-year ahead forecast of revenues; hence the prior period forecast errors e(t-1) = y(t-1) -x(t-1) may not be known when x(t) is being constructed. 8 Since e(t-1) may not be part of the available information set at time t-1, we cannot rule out the possibility that E[e(t)|e(t-1)] 6 = 0 or that cov[e(t), e(t-1)] 6 = 0. Thus, the estimation procedure must allow for the possibility that the one-year ahead forecast errors are generated by a lower order moving average process. Since the regressors in each case are not strictly exogenous, generalized least squares (GLS) is likely to yield inconsistent coefficient estimates. The reason [see Hansen (1980) and Brown and Maital (1981) ] is that in effect GLS transforms the model to eliminate the serial correlation in the residuals. But the transformed residuals for some particular period are linear combinations of the original residuals with their lagged values. These in turn are likely to be correlated with the transformed data for the same period because these include current values of the variables in the information set. Since neither OLS or GLS is likely to be valid, we propose using maximum likelihood to estimate the parameters of (1) taking into account the correlation structure of the error term. Assume that the stochastic processes {y(t)} and {x(t)} are jointly stationary and ergodic, then the residuals {e(t)}, as defined above, are covariance stationary. Based on the preceding discussion, we can write
A covariance matrix consistent with (2) results when the residuals {e(t)} are generated by a first order moving average process. Therefore, in the present context weak rationality and completeness are fully consistent with
where ε(t) is a white-noise error process, perhaps Gaussian. It follows that our empirical approach is to reduce the unexplained error ε(t) to white noise and estimate the model using full information maximum likelihood. The resulting estimates of the coefficients are consistent and efficient, and our test statistics should be uniformly most powerful. To do so, we include variables that account for accidental forecasting errors due to unexpected economic and financial shocks, innovations in the budget process, and politically motivated forecasting errors.
Source Data and Constructed Series
The OMB constructs two revenue forecasts, current law and proposed law revenues. We use the one-year ahead, proposed law, revenue forecast series to make our results comparable to those of previous studies. Further, the Congress generally accepts the administration's aggregate, proposed law, revenue targets, though they often modify the details of the administration's tax proposals. Therefore, we believe that the proposed law revenue forecast provides a superior prediction of expected revenue than the current law forecast. As previously discussed, the sample period begins in FY 1964 and ends in FY 2003. 9 While an uninterrupted series of actual and forecasted federal government revenues extends as far back as FY 1909, information regarding the economic assumptions used to construct the revenue forecast are unavailable before FY 1964. 10 The actual federal revenue series comes from the historical tables of the FY 2004 Budget of the United States Government, while the one-year ahead revenue predictions come from the respective FY Budgets. We also construct an unexpected GDP series and an unexpected net long-term capital gains realizations series because, as Parcell (1999) reports, unexpected growth in GDP and unusually high capital gains realizations account in large part for the 'unexpected' federal government revenue surges in the mid-1990s. We define unexpected GDP in year t as UGDP(t) = AGDP(t) -PGDP(t), where AGDP(t) is actual GDP in CY t and PGDP(t) is predicted value for year t constructed in year t-1. Prior to FY 1993, we employ actual and unexpected GNP in the construction of this series because that is the variable reported in the FY Budgets. Similarly, we define unexpected net long-term capital gains realizations in year t as UCG(t) = ACG(t) -PCG(t), where ACG(t) is actual net long-term capital gains realizations in year t and PCG(t) is the predicted value in year t constructed in year t-1. Actual data for GNP, GDP, and the implicit GDP deflator are for the calendar years corresponding to the fiscal year predictions. These data are available from the Bureau of Economic Analysis (BEA) and net long-term capital gains realizations are available from the Statistics of Income Division of the Internal Revenue Service. It is important to note that the BEA frequently revises GDP (GNP) figures several years after the fact. This practice raises the interesting question of whether to use preliminary or revised GDP (GNP) figures. While the administration's forecast of economic conditions, particularly GDP (GNP) and its components, is by necessity based on preliminary figures for the most recent years, actual revenues in a given year depend on the true state of the economy in that year. Consequently, we use the revised figures of GDP (GNP) because these are presumably the best available measures of the true state of the economy in any given year. The fact that the BEA revises GDP (GNP), even years after the fact, means that errors in the GDP (GNP) series may not be known to the revenue forecaster for several years into the future. This may be important for reasons discussed in greater detail below. Finally, data on net long-term capital gains realizations are only available through CY 2003. All series except the implicit GNP/GDP deflator and the capital gains series are expressed in billions of nominal dollars. The base year of the implicit GNP/GDP deflator is CY 2000, and the capital gains series is expressed in millions of nominal dollars.
Since the President's FY Budget does not report the PCG(t) series used in the construction of the OMB's federal government revenue forecast, we use a methodology described in Miller and Ozanne (2000) to construct such a series. Based on discussions with current and former members of the Treasury Department's revenue forecasting staff, we believe that this methodology yields consistent estimates of the predictions used to construct the OMB's revenue forecasts. Before describing the methodology, however, it is necessary to explain an adjustment that we made to the actual capital gains realizations series. By way of background, there was a spike in capital gains realizations in CY 1986 in response to the announced increase in the marginal tax rates on net long-term capital gains realizations associated with the Tax Reform Act of 1986 and taking affect in CY 1987. Since our methodology for constructing forecasted realizations is based on a ten-year moving average of actual realizations, as explained in greater detail below, failing to adjust the actual series for this one off event would distort our forecasted realizations series for the ten-year period subsequent to CY 1986. We adjust the actual realizations series by first regressing realized capital gains on a constant and a 0-1 dummy variable, equal to 1 in CY 1986 and zero otherwise. The estimated coefficient of the 1986 dummy variable accounts for the anticipatory behavior of investors. We then multiply this estimated coefficient by realized gains in CY 1986 to estimate the absolute magnitude of the spike. Then we subtract our estimate of the spike from actual CY 1986 realizations to obtain an adjusted or smoothed realizations series. We use this adjusted series to construct the UCG(t) series used in our analysis. Following Miller and Ozanne, we construct a forecasted series of capital gains realizations by first computing the ten-year historical moving average ratio of actual net long-term capital gains realizations and actual GDP for every year in our sample, or
Then, we compute PCG(t) as the product of r(t) and PGDP(t), where the predicted GDP series is obtained from the corresponding FY Budgets. As before, we employ GNP prior to FY 1993. For the reader's convenience, we provide the source data and constructed series in Table 1 . The series used in our analysis are displayed in Figure 1 . It is worth commenting on some of the more salient features of the data that are evident in Figure 1 . As previously remarked, OMB's revenue forecast generally lies above actual revenues in the 1980s, below actual revenues in the 1990s, and above actual revenues in the early part of the 2000s. Further, the actual and forecasted revenue series appear to be nonstationary. The bull markets in the latter part of the 1960s, mid-1980s, and the latter part of the 1990s are evident in the graph of unexpected capital gains. Finally, the unexpected GDP series is greater than zero in nearly every year in our sample, but there are large downward spikes in this series in recession years, most notably FY 1982, FY 1991, and FY 2001. 11 These downward spikes are dramatic illustrations of the failure of official GDP forecasts to account for economic recessions. 12 . As one would expect, the overly optimistic forecasts of GDP in recession years is reflected in Figure 1 as upward spikes in forecasted revenues. 11 Given the downward bias of projected GDP, one might expect that projected receipts, which are, in part, based on projected GDP, would also exhibit downard bias. As projected receipts do not appear to exhibit such bias, an unanswered question is how the apparent bias in projected GDP is adjusted by forecasters. We leave this question to future research. 12 The government's economic forecast which drives the revenue forecast is produced by the Council of Economic Advisors, Department of Treasury, and Office of Management and Budget or the troika in the parlance of Washington, D.C. A number of studies have evaluated the quality of the troika's economic forecasting record, including Kamlet, Mowery, and Su (1987), Belongia (1988) , Plesko (1988) , and McNees (1995).
Before turning to the discussion of our results, we briefly describe the estimation algorithm used in our analysis. We employ a Box-Jenkins (1976) framework for our parametric examination of the intertemporal correlation structure of e(t). We argue that the Box-Jenkins approach is most appropriate for evaluating the hypotheses of interest because the transfer function form can accomodate exogenous explanatory variables as well as autoregressive moving average (ARMA) error structures. For the parametric component of our study, we employ the Gaussian Maximum Likelihood (GML) estimator, seeking the parameter vector yielding a minimum of the negative of the Gaussian log-likelihood function. Minimization of the negative log-likelihood is done iteratively by the Davidon-Fletcher-Powell (DFP) algorithm. Now, we proceed with a discussion of our empirical investigation in the following section. 13 
Estimation Results
We begin by noting that the actual federal government revenue series, y(t) and the forecasted revenue series, x(t) appear to be nonstationary ( Figure 1 ). The OMB forecast errors also appear to exhibit serial correlation, heteroskedasticity, and bias over short intervals (Figure 2 ). While these observations are certainly suggestive, we submit them to rigorous tests below.
Model 0
We proceed by evaluating the weak rationality of the revenue forecast series using the BrownMaital-Zarnowitz regression based test. We begin by estimating a restricted regression that only incorporates a constant term or
Consistent with the null hypothesis of unbiasedness, we explicitly assume that the slope coefficient is equal to 1.0. If the null hypothesis is true, imposing this restriction increases the efficiency of the test. As reported in Table 2 , we cannot reject the null hypothesis that the estimated intercept is equal to zero at conventional significance levels. This finding is consistent with those of previous studies that find no evidence of bias in the OMB's one-year ahead, revenue forecasts. As expected from the preceding discussion, the residual autocorrelation and partial autocorrelation functions suggest the presence of an MA(1) process, suggesting that a more appropriate form of the model is
Campbell and Ghysels (1995) suggest using nonparametric statistics to investigate the relationship between x(t) and y(t).They contend that short data series make suspect any approach like BoxJenkins that is based on asymptotic arguments. Further, they argue that heteroskedasticity, which one may infer from Figures 1 and 2 , and a lack of compelling reasons to support distributional assumptions are additional factors favoring a nonparametric approach. Therefore, we use the nonparametric tests to evaluate each model. Table 3 presents the probability values for the sign and signed rank tests for each of the first three models. Regarding the present case, we find 13 DFP is a quasi-Newton method using a numerical approximation to the inverse Hessian of the negative loglikelihood function, updated at each iteration. It exhibits quadratic convergence near a local minimum. All gradient information is generated numerically. We employ this approach to treat linear and nonlinear parameterizations with equal ease. See, for example, Hamilton (1994) for a more detailed discussion of the DFP algorithm, and Shanno (1970) for further details on the BFGS method. that these tests corroborate the information conveyed by our residual diagnostics, i.e., the residual autocorrelation and partial autocorrelation functions. 14 These tests indicate nonzero correlation for lag-1 with the signed rank test providing the more forceful message. There is also evidence of a statistically significant lag-6 correlation. We set this finding aside for the time being, however, as there appears to be little reason to include such a long lag correlation in our modeling effort at this stage of the investigation.
It is worth noting that we have almost twice the number of observations as Campbell and Ghysels; we work in levels rather than growth rates; and we make no distributional assumptions. Regarding the latter point, we use GML estimation and take comfort in its desirable properties in many non-Gaussian environments. 15 Finally, we do not rely on asymptotic arguments for our hypothesis testing because we conduct our tests using a nonparametric bootstrap, as discussed in greater detail below.
Model 1
The next model removes the restriction b 20 = 1.0 to see if this accounts for the suggested MA(1) error process. We thus estimate the following simple OLS model:
Again, the results given in Table 2 appear to justify the assertion that OMB forecasts are unbiased. The intercept is not statistically significantly different than zero at conventional levels, and the slope coefficient is not statistically significantly different than unity at conventional levels, at least insofar as inferences based on asymptotic standard errors are valid. However, our residual diagnostics and the nonparametric tests reported in Table 3 reveal the presence of significant residual correlation consistent with an MA(1) error process. Thus, this OLS model is not valid and, therefore, is not a reliable framework within which to conduct hypothesis tests. In fact, little has changed relative to our previous effort. Relaxing the restriction on the slope coefficient does nothing to remove the residual correlation: an MA(1) error structure appears necessary. As previously discussed, knowledge of e(t-1) is not available when x(t) is being constructed. Consequently, an MA(1) error structure is not inconsistent with completeness or full rationality of the forecast, much less weak rationality.
Model 2
Model 2 elaborates on Model 1 by adding an MA(1) error to the OLS specification:
The model parameter estimates given in Table 2 continue to indicate no statistically significant intercept and a slope coefficient that is not significantly different from unity, both at conventional significance levels. However, the story regarding the residuals has changed. The estimate of θ 1 is more than seven times its asymptotic standard error, and our residual diagnostics indicate that 14 Due to space considerations, we do not present the autocorrelation and partial autocorrelation functions. These are available upon request from the authors. 15 See, for example, Hamilton (1994) for a guide to the literature and a discussion of the properties of GML estimation when the density is misspecified.
we have eliminated all serial correlation. Furthermore, the nonparametric tests of Table 3 provide further corroboration of this conclusion. Except at lag-8 the message is the same. As before, we find little to justify attempting to fit such a long lag term, but we keep this finding in mind for subsequent evaluation.
Model 3
Figure 3 provides line graphs of the residuals of the various specifications estimated thusfar. As evidenced in Figure 3 , there are several salient features of the residuals from Model 2 that require our attention. There are relatively large negative residuals in FY 1982 , FY 1990 , FY 1991 , and FY 2000 -2002 . All these years correspond to recessions. Furthermore, there are persistent positive residuals from FY 1995 through FY 2000. These years correspond to the boom in the equity markets. Both the positive and negative residuals in these years can be attributed to unexpected economic and financial shocks; phenomena that are impossible for the OMB to predict. To the extent that these unforeseen events contribute to the model residuals, they should be taken into account in our modeling effort. Therefore we expand the MA(1) model to include UGDP (t) and UCG(t):
The estimates of Model 3, which are reported in Table 2 , indicate that both additional explanatory variables are statistically significant at conventional levels, and the residual variance decreases by more than 40 percent. Also, the intercept is now statistically significantly different from zero at conventional levels, but the slope coefficient remains indistinguishable from unity also at conventional levels. The MA(1) coefficient is now only marginally significant at conventional levels. The residual correlation structure indicates that there may be statistically significant serial correlation at lag-3, however, the nonparametric correlation tests indicate that this is not significant at conventional levels. Clearly, the addition of the unexpected effects has altered the situation. This suggests that omitted variables may completely explain the remaining residual serial correlation. It is possible that Model 3 is, in reality, a model still subject to omitted variable problems where the variables omitted represent the political goals of each administration. Thus we turn to an investigation of the potential influence of strategic political considerations on the construction of OMB revenue forecasts. Figure 3 provides a useful perspective on our modeling efforts thus far. The journey from Model 1 through Model 3 shows progressive improvement in the residuals with each elaboration of the model. At each stage we introduce variables that account for certain behavior in the residuals. The residuals of Model 3 are no less informative. As evident in Figure 3 , there is a sustained series of negative residuals from FY 1981 through FY 1986 and a sustained series of positive residuals from FY 1995 through FY 1998. This brings to mind the previous discussion about an administration using deliberate forecasting errors to garner support for their policy goals. More specifically, the sustained negative series of residuals clearly result from x(t) values that are too large or an overly optimistic forecast. Similarly, the sustained series of positive residuals result from x(t) values that are too small or an overly pessimistic forecast. The timing of both sequences of residuals brings to mind the Reagan and Clinton administrations. An effort to justify increases in defense spending and tax reductions could have been well served by overly optimistic revenue predictions, and efforts to rein-in government spending could have been well served by overly pessimistic revenue projections. Model 3 is complete enough to serve as the basis for testing of these hypotheses.
Presidential Administration Effects
To test for such influences, we construct a set of 0 -100 dummy variables for each administration over the sample period. Table 4 presents the estimation of Model 2 with these 'presidential dummy variables' as each is inserted in the model as z 5 (t). To save space, we use the following abbreviations: Ke = Kennedy, Jo = Johnson, Ni = Nixon/Ford, Ca = Carter, Re = Reagan, B1 = Bush I, Cl = Clinton, and B2 = Bush II to identify the different models in Table 4 .
The b 50 estimates reported in Table 4 indicate that the Clinton and Bush II administrations have the greatest impact. The Reagan administration appears to have a much weaker effect. While weak, this effect has a sign consistent with a desire to overstate revenues for the purposes of creating the appearance of greater fiscal space for a defense build-up and tax cuts than subsequent facts would show to be the case. The Reagan administration effect may be diluted by the Gramm-RudmanHollings Act which went into effect in FY 1986. The UGDP and UCG effects are present in all cases, and their coefficients are relatively stable except in the Clinton and Bush II administrations. The MA(1) error is not as well defined in all but the Bush II administration. It appears that there are presidential administration effects which may affect the serial correlation structure of the residuals. Taken together, these findings suggest that the Reagan, Clinton, and Bush II effects should be included in the model. Furthermore, the Reagan effect requires inclusion of a dummy variable representing the Gramm-Rudman-Hollings (GRH) Act.
Model 4
To pursue the issues raised above, we re-estimate Model 3 and include three presidential effects: Reagan, Clinton, and Bush II. We also introduce a 0-100 dummy variable representing the GRH Act. This dummy variable is zero for all years except FY 1986 where it takes on the value 100. GRH was in effect for only one fiscal year before it was declared unconstitutional by the Supreme Court. It was amended in 1987 and no longer had the original effect or potency.
Model estimation with the expanded set of explanatory variables is summarized in Tables 5,  6 , and 7. The weakness of the MA(1) residual structure with presidential administration effects is tested by re-estimating the model assuming an OLS specification. The residual autocorrelations and partial autocorrelations show large values at lag-2 and lag-6 but little correlation at lag-1. These conclusions are further corroborated by the nonparametric test results reported in Table  6 . Estimation of the MA(1) specification reinforces these findings: θ 1 is not statistically significant at conventional levels (Table 5 ) and the nonparametric tests indicate lag-5 or lag-6 residual correlations (Table 6 ). These findings lead us to re-estimate the model with a restricted MA(6) specification in which θ 2 and θ 6 are nonzero. The model with moving-average lag-2 and lag-6 terms is selected as our baseline model which we henceforth refer to as Model 4. Model 4 is used to conduct hypothesis tests.
The estimated parameters and the p-values of the nonparametric tests of Model 4 are reported in Tables 5 and 6 , respectively. Model 4 has a stronger Reagan effect than before, and the GRH dummy appears well defined. The traditional asymptotic statistics suggest Reagan, Clinton, and GRH are statistically significant at conventional levels, while Bush II is only marginally significant at conventional levels. Line graphs of the residual series for all three versions of Model 4 are provided in Figure 3 . This model controls for unexpected economic and financial shocks, strategic political effects, GRH effect, and residual serial correlation. Until now traditional asymptotic standard errors have been used to draw inferences from the sample, but this approach is suspect given that only 40 observations are being used to estimate up to 11 parameters (10 coefficients and σ 2 ε ). By way of explanation for this approach, recall that our modeling effort up to now has been focused on reducing the residuals to white noise, and all inferences regarding statistical properties of the residuals have been corroborated by nonparametric tests that are robust to short time series and other violations of the asymptotic theory. Clearly, however, we are at the limits of the applicability of asymptotic theory and relying only on this theory is tenuous at best. Thus we now turn to an investigation of statistical significance based on the nonparametric bootstrap. The residuals of Model 4 comprise a sequence for which we cannot reject serial interrelatedness or exchangeability, two key requirements of the bootstrap we use for hypothesis testing.
Bootstrap Analysis
The bootstrap is a resampling technique developed by Bradely Efron (1979 Efron ( , 1982 that is valuable in assessing the sampling distribution of an estimator when data series are 'short' and reliance on asymptotic theory is suspect. This is important in the present context because our series consists of only 40 observations.
Bootstrap Confidence Intervals
The bootstrap is most valuable because of the distributional information it provides. This allows us to construct confidence levels and conduct hypothesis tests without resorting to asymptotic theory. 5,000 realizations of the estimated parameter vector λ * (b) permit the construction of reliable estimates of the sampling distribution and the relative frequency histograms for the parameter estimates. Both GML estimation and the bootstrap indicate strong correlation between b 10 and b 20 .Our GML estimation gives a correlation of −0.833, and the bootstrap estimate is −0.825. High correlation between b 10 and b 20 requires a joint approach to hypothesis testing which we take up in due course. First, however, we consider confidence intervals based on the marginal distribution information reported in Table 8 . Confidence intervals can be established easily from the marginal distributions using the bootstrap percentile method. At the usual 95 percent confidence level we find b 10 insignificant, but we must reject b 20 = 1.0 at this confidence level. All other parameters are significant at the 95 percent level. The evidence of estimated parameter bias reported in Table 7 , however, requires that we consider Efron's "Bias Corrected" (BC) or "Bias Corrected Accelerated" (BCa) methods. These results are summarized in Table 9 , where we give the traditional central 90 percent and 95 percent confidence intervals. Based on the confidence intervals reported in Table 7 , we find little evidence to reject b 10 = 0 at conventional significance levels, but we do find evidence against b 20 = 1.0 at conventional significance levels. The political effects are all statistically significant at conventional levels. The estimated effects of Reagan and Bush II dummy variables are negative, while the effect of the Clinton dummy variable is positive. The respective signs of the three administration effects conform to the policy aims of these administrations, as discussed above. All results so far derive from consideration of only marginal distributions and ignore correlation among the parameters. Since both the GML estimation and the bootstrap show the coefficients to be correlated, a joint test is more appropriate -a point to which we turn to now.
Joint Hypothesis Testing
The strong correlation between b 10 and other parameters, most notably b 20 , requires testing joint hypotheses. The bootstrap distribution of λ * (b) − b λ is an estimate of the sampling distribution of b λ−λ; where b λ is our sample parameter estimate, thus the joint behavior is already available for our use. Figure 3 shows the joint sampling distribution of b 10 and b 20 from the bootstrap. Note that only the first 1,500 bootstrap values are plotted because the entire 5,000 point postscript file is too large to load into this document; the picture with all 5,000 points is even more dramatic. The null hypothesis H 0 : {b 10 = 0, b 20 = 1.0} is indicated by the crosshairs in this figure and corresponds to a point so far removed from the scatter of points that a probability value of zero appears appropriate. This picture illustrates how important information is concerning the correlation between parameter estimates. To evaluate model 4, however, the testing framework must be more than bivariate and go beyond the capabilities of a two-dimensional scatter diagram.
Testing in this situation requires a multivariate framework that allows us to employ traditional probability value computations after we have taken account of the multivariate correlations. This is done by transforming the data using a Cholesky factorization [see, for example, Hamilton (1994)] to diagonalize the parameter variance-covariance matrix (see Appendix 3 for details). The magnitudes of the elements of the resulting vector provide strong evidence for rejecting the joint hypothesis b 10 = 0, b 20 = 1.0, and Reagan = Clinton = Bush II = 0. The joint test and the estimates reported in Table 9 suggest that b 10 > 0 and b 20 < 1.0. This has the following interpretation: forecasters tended to overestimate the underlying trend by some constant amount. For percentage changes that exceed (fall short of) the trend, predictions thus overstated (understated) the actual increase. Hence, predicted changes were more volatile around the trend than actual changes. The estimated effects of the Reagan and Bush II dummy variables are negative which is consistent with the notion that the revenue forecasts were deliberately biased upward to garner support for increases in defense expenditures and tax cuts by suggesting that there is greater fiscal space for such actions than optimal use of all available information might otherwise support. A positive Clinton effect suggests that pessimistic revenue forecasts would further the policy objective of deficit reduction by suggesting that there was less fiscal space than an optimal use of all available information would support. Systematic bias could emerge for technical problems in forecasting, such as erroneously specified models, but it should not vary with the administration in power. That the algebraic signs of the administration effects conform with the policy aims of successive administrations, even after controlling for unexpected economic and financial shocks, provides evidence in support of the hypothesis that revenue forecasts were deliberately biased for strategic reasons during the past twenty-five years.
As previously noted, the GRH Act provided for automatic spending cuts, if the president and Congress failed to reach specified targets according to the OMB's budget forecasts. A positive GRH effect suggests an administration seeking to reduce the chances that the president and Congress would not achieve the targets triggering automatic expenditure cuts. As many have pointed out, ex ante deficit rules, like the GRH Act and for that matter some balanced-budget rules, are not a substitute for a political commitment to fiscal discipline. Rather, such rules may simply give rise to budget gimmicks like inflated revenue forecasts to give the appearance of fiscal restraint. Finally, the estimated coefficients of the lag terms are negative and rather small. It is difficult to attach special meaning to these particular lags, except to note that information about forecasting errors 2 and 6 years in the past are available at the time that the forecast is constructed. As previously noted, however, the BEA may revise GDP (GNP) figures several years after the fact, and perhaps the indicated lag structure is an artifact of such revisions.
Summary
Since any pattern of forecast errors could simply reflect accidental forecasting errors, it is difficult to provide convincing evidence of deliberate and politically motivated bias in the OMB's shortrun revenue forecasts. In contrast to previous studies, we find strong evidence for rejecting the hypothesis of unbiasedness and thus weak rationality of the OMB's short-run revenue forecasts. A nonparametric bootstrap approach to evaluate the joint significance of the parameter estimates soundly rejects the hypothesis of unbiasedness or b 0 = 0 and b 1 = 1.0 and, consequently, weak rationality. Even when we obtain optimal least-squares estimates of b 0 and b 1 , the basic model, e(t) = y(t) − b 0 − b 1 x(t), is not supported by the data. We continue to find evidence of serial correlation in our model even after we have controlled for unexpected economic and financial shocks, the GRH Act, and administration effects. This serial correlation is evident in both a parametric, Box-Jenkins approach, and nonparametric Campbell-Ghysels approach. The form of the serial correlation is important because information about forecast errors at lag 2 and lag 6 is available at the time the forecast is constructed. Thus, the evidence of MA (2) and MA(6) error processes in our baseline model are not consistent with completeness. In other words, there is information in the forecast errors that could be used to improve the forecast. The elaborations on the model that include variables representing unexpected events have an effect on the form of the serial correlation in the residuals but does not serve to eliminate it. Though it may come as little or no surprise to some, we find evidence of administration effects in the OMB's revenue forecasts, even after controlling for unexpected economic and financial shocks. The direction of the administration effects conform to the policy aims of successive administrations over the past twenty-five years. This is consistent with the hypothesis that the OMB's short-run revenue forecasts are deliberately biased to further the policy aims of an administration. Based on this evidence, formal modeling of the dynamics of the budgeting process may be an interesting and fruitful area for future research. To the extent that the current budget process has an inherent bias favoring deficit spending or growth in the size of government, as some contend, then formal modeling and further empirical research may suggest reforms of the budget process that would foster greater fiscal discipline. 
