Nonetheless, sampling at discrete locations may be the best procedure for evaluating climate model performance, because errors associated with extending analyses to data-void areas can be avoided and uncertainties associated with inadequate spatial sampling made more evident.
Introduction
The possibility of substantial changes in climate as a result of human activities has heightened interest in past climates because of their potential for improving our understanding of climate processes. Because anthropogenic greenhouse gases and aerosols are modifying the radiative properties of the atmosphere, a subject of particular interest is how the global distribution of temperature changes in response to changes in radiative forcing. Three-dimensional global climate models provide estimates of this response, often called the climate sensitivity, based on numerical modeling. Paleoclimatic data have the potential to allow the climate sensitivity to be evaluated based on the observed climate record by providing estimates of past radiative forcing and temperature change.
One way to exploit the potential of paleoclimatic data for this purpose is to devise climate modeling experiments in 1Now at Lincoln Laboratory, Massachusetts Institute of Technology, Lexington.
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0883-8305/96/95PA-03311 $10.00 which the changes in radiative forcing are prescribed based on the geological record. The changes in temperature simulated by the model can then be compared with paleotemperature reconstructions. In experiments designed for this purpose, it is important for the model to predict sea surface temperature (SST) as well as land temperature, because prescribing SST, as has been done in many paleoclimate simulation experiments, will strongly constrain the thermal response of the model. A straightforward way of predicting SST is to couple an atmospheric general circulation model to a simple model of the ocean mixed layer. This approach was employed by Manabe and Broccoli [1985a] , who used changes in continental ice, atmospheric composition, landsea distribution, and surface albedo to examine the ability of their climate model to simulate the climate of the last glacial maximum (LGM). Comparing paleoclimatic estimates of SST and surface air temperature to those simulated by their climate model, they found an encouraging amount of agreement despite some significant differences. This paper adopts the premise that such comparisons of paleoclimate simulations with reconstructed climate are useful in assessing climate model performance because they allow models to be tested under conditions very different from the present. While the greater uncertainty of paleoclimate estimates (relative to instrumental records) is an 
Description of Climate Model
The climate model output used in this study is taken from the present-day and LGM climate simulations performed by Manabe and Broccoli [1985a] with a coupled atmosphere-mixed layer ocean model. The version of the model with prescribed cloud cover is used because it has been analyzed extensively [Broccoli and Manabe, 1987] , and therefore its output remains readily available. SST and sea ice are predicted quantities in this model, based on the boundary condition that the surface heat balance must be satisfied. This means that the simulated SST and sea ice distributions are independent of paleoclimatic reconstructions of ocean surface conditions and thus can be meaningfully compared with such reconstructions. For the LGM simulation, the continental ice extent, land-sea distribution, land surface albedo, and atmospheric composition were altered from their present-day values as indicated in Table 1 . After a spin-up period was completed and the simulated climate had reached a quasi-equilibrium state, the output from the modern and LGM integrations was averaged over 10 and five annual cycles, respectively. SST differences were then computed from these time averages.
The atmosphere-mixed layer ocean model accounts for the thermal inertia of the upper ocean, which is essential for simulating the seasonal variation of climate. However, other aspects of the ocean's role in climate are not represented. Because the simple mixed layer is static, there are no ocean currents. Accordingly, there is no horizontal heat transport by the ocean. Also, no heat exchange can occur between the mixed layer and the deeper ocean, and the depth of the mixed layer is assumed to be globally uniform and constant. These limitations should be considered when interpreting the model results, because some of the responses of a more complete coupled model (e.g., changes in upwelling, oceanic fronts, and advective plumes) will be absent. In addition, the atmospheric component of the model is simplified by prescribing cloud cover and thereby neglecting cloud feedback, which has been shown to play an important role in the magnitude of climate model sensitivity [Cess et al., 1989] given place and time is provided. These transfer functions were then applied to planktonic abundances taken from sediments of glacial age to produce estimates of LGM SST at the discrete locations where appropriate sediments were available. Because these locations are not uniformly distributed in space and CLIMAP's goal was to produce global maps of SST, a subjective analysis procedure (i.e., contouring by hand) was used. The resulting global contour maps were then digitized on a regular grid, the form in which the CLIMAP reconstructions have been most widely used in climate modeling.
In previous evaluations of LGM climate simulations using CLIMAP data [Manabe and Broccoli, 1985a , b; Broccoli and Manabe, 1987] , the subjectively analyzed, glacial SST anomalies on a global ocean grid were compared with the corresponding simulated SST changes. This procedure is represented as the left branch of the flowchart depicted in Figure 1 . Two other approaches to performing the comparison can also be identified. The first, illustrated in the center branch of the flowchart, is very similar to the procedure described above, except that an objective analysis technique [e.g., Levitus, 1982 ] is employed to produce SST values at each point on a regular grid from a nonuniform distribution of discrete data points. In the second approach, the comparison of simulated and reconstructed SST changes is made only at those locations where the original discrete data are available. This is illustrated in the right branch of the flowchart.
Each of these methods has distinct advantages and disadvantages. Both global analysis methods, subjective and objective, can provide estimates of SST change at all locations, although the basis for doing so may be somewhat arbitrary. With subjective analysis, the analyst can draw on physical insights to estimate SST patterns in data-void areas. This can produce results that are more physically appealing, but it also introduces the risk of a potential bias based on the assumptions of the analyst. Objective analysis uses a specific algorithm and thus provides a reproducibility not offered by subjective methods, but the choice of an algorithm is still arbitrary. Objective analysis also allows the quantitative determination of the sensitivity of the analysis to a specific data point (or set of points). In contrast to these two methods, comparisons made by sampling at discrete locations are free of errors that may be introduced by the process of extending the analysis to data-void or datasparse regions. However, this method also has the drawback of emphasizing some areas and ignoring others when the distribution of data is very nonuniform.
In the next two sections, comparisons between simulated and reconstructed SST changes will be made based on two of these three methods: by using the CLIMAP global subjective analysis and by sampling at the discrete locations where the underlying data were taken. With this parallel set of comparisons, the possibility that previous conclusions about model-paleodata agreement are sensitive to the method of comparison can be explored. The results may also be relevant in identifying geographical areas where the assessment of climate model performance is diffficult because of inadequacies or inconsistencies in LGM climate reconstruction.
Comparison With CLIMAP Subjective Analysis
For this comparison, the gridded SSTs taken from the CLIMAP database are used directly. CLIMAP deterrnined the present-day temperatures from United States Naval Hydrographic Office climatological atlases and the LGM temperatures from subjective analyses constructed according to the procedure described in the previous section. Both were digitized on a 2 ø by 2 ø grid for the months of February 
Comparison With CLIMAP by Sampling at Discrete Points
In this section, the simulated and CLIMAP glacial SST anomalies are compared only at those locations where the sediment cores that form the basis of the global SST reconstruction were taken. Using sediment core locations taken from Table 3 The agreement between the model and CLIMAP is excellent through most of the Atlantic (Figure 3a) , with the differences in zonal mean temperature anomalies generally less than a degree. Two exceptions are in the high latitudes of both hemispheres, where errors in sea ice simulation and an inability to simulate changes in the location of the subtropical convergence may contribute to larger discrepancies, as discussed in the previous section. In the Indian Ocean (Figure 3b ) agreement is generally good at low latitudes, with larger disagreement in middle and high latitudes, where the CLIMAP cooling is larger than that simulated by the model. Because the reconstructed glacial cooling in this region has been interpreted as indicating a shift in the oceanic subtropical convergence, a more complete treatment of the ocean would be required to simulate it. The model-CLIMAP agreement in the Pacific is more difficult to assess due to the poor spatial sampling. Data are fairly plentiful in the high-latitude North Pacific, where the agreement is good. At other latitudes the agreement is fair except in the subtropics of both hemispheres, where the model simulates a modest cooling while CLIMAP indicates a modest warming. While these are poorly sampled areas, the disagreement there is intriguing because it involves the sign of the temperature change and because the CLIMAP anomalies are rather consistent at the relatively few points where they are available.
A global plot of zonal mean SST anomalies (Figure 4 ) is useful for summarizing the comparison between the model simulation and the CLIMAP reconstruction. This plot closely resembles the plot for the Atlantic (Figure 3a) , in part because the latitudinal structure is somewhat similar in each ocean (cooling maxima in high latitudes of both hemispheres, with the larger cooling in the northern hemisphere), but also because the better spatial sampling in the Atlantic allows it to contribute a larger number of grid points to the zonal average. Thus the largest discrepancies are in the northern high latitudes (where almost all data are from the North Atlantic) and the middle to subpolar southern latitudes. As noted earlier, errors in the modern sea ice simulation, the simple ocean model's inability to simulate shifts in ocean currents, and questions about the austral summer sea ice reconstruction for the LGM are likely contributors to these discrepancies. In contrast to the zonal averages computed from the CLI-MAP subjective analysis (Figure 2) , the CLIMAP-model disagreement in the subtropics does not appear very dramatic in this plot. This is a consequence of the small number of locations where paleotemperature estimates exist that support the positive glacial SST anomalies reconstructed by CLIMAP but not simulated by the model. Thus the perception of better agreement in Figure 4 may be cosmetic if the temperature estimates at those locations are both accurate and representative of the subtropical gyres as a whole. Another interpretation, however, is that the CLIMAP temperature changes in these areas are not constrained by data nearly as well as they are elsewhere.
Summary and Discussion
This study utilizes two methods for comparing glacial SST anomalies simulated by a climate model to the SST estimates produced by the CLIMAP project. In the first method, the CLIMAP paleotemperatures estimated at discrete locations (i.e., where sediment cores were taken) are subjectively analyzed to produce a global, gridded data set. These data are then subtracted from a modern SST analysis to produce glacial SST anomalies, which are compared with the simulated anomalies. This method has been used in a number of previous studies [Manabe and Broccoli, 1985a Even larger errors (--4øC) occurred when the Pacific transfer function was tested using Indian Ocean core tops. This suggests that the Pacific, where the model-CLIMAP disagreement is most pronounced, is a particularly difficult place to reconstruct SST using carbonate microfossils. Several issues could hinder SST estimation using planktonic microfossils in the low-latitude Pacific. Probably the most important of these involves glacial-interglacial variations in carbonate dissolution. In the more corrosive deep waters of the Pacific, dissolution can adversely affect the preservation of calcareous fauna, and Moore et al. [1980] have noted that it increases the proportion of cool-dwelling species in sediments. Because of greater carbonate dissolution in the modern Pacific than during glacial times, an underestimation of glacial-interglacial temperature differences can be introduced if the modern calibration of the statistical transfer functions uses planktonic abundances from core tops that have disproportionately reduced numbers of warm-dwelling species. Under these circumstances the performance of the transfer functions for modern samples would not be indicative of their ability to estimate glacialinterglacial SST changes, since in the latter case this hypothetical underestimation would be superimposed on the calibration uncertainties discussed previously. Miao et al. [ 1994] have demonstrated the potential for underestimating glacial-interglacial SST differences using a limited data set, but the possibility of a more widespread underestimation bias remains unproven.
Also, where diatoms and radiolaria yielded substantially A second and potentially more insidious source of error is associated with determining global values from unevenly spaced observations. This error can be very serious when there are large areas with sparse data, since the procedure used to fill the gaps need not have the appropriate physical constraints. This is particularly true in the case of paleocli-matic data, where the goal is to reconstruct past climates that may be very different from the present. By performing comparisons between climate models and paleodata by sampling only at those discrete points where data are available, this source of error can be avoided. Thus it may be a more appropriate way to evaluate model performance, and paleoclimatic data sets should be designed to facilitate comparisons of this kind.
Generating data sets for use as model input (e.g., for climate models, vegetation models, etc.) often requires complete spatial coverage, so errors associated with filling gaps in data coverage may be unavoidable. For this purpose, objective analysis techniques may be preferable to subjective contouring, not because they guarantee smaller error but rather because they allow one to determine the influence of an observation (or set of observations) on the analysis. This leads to a more flexible product that accommodates updates more readily as new information or revised interpretations become available.
Finally, there is a need for a more integrated approach to the development of paleoclimatic databases, in which information from different paleoclimatic indicators is reconciled. This may be a difficult task that will require an improved understanding of the physical, chemical, and biological processes that record climate information in geological data. However the "value added" to researchers attempting to model the climate system would be considerable. Whether or not this goal can be readily accomplished, in the meantime it is imperative that users of paleoclimatic data become better informed about their origins, limitations, and uncertainties.
