SCHAUDER ESTIMATES UNDER INCOMPLETE HOLDER CONTINUITY ASSUMPTIONS PAUL FIFE

Dedicated to Charles Loewner on the occasion of his 70th birthday
1. Introduction* In 1934 Schauder [6] , [7] obtained a priori pointwise estimates for solutions to general second order linear elliptic differential equations. These estimates have been generalized and simplified by many authors, but by far the most general estimates of this type so far are the interior estimates of Douglis and Nirenberg [3] and the estimates up to the boundary of Agmon, Douglis, and Nirenberg [2] . In the latter paper the boundary-value problem
Bj(x, D)u -φ 5 on a portion of the boundary
5
is considered, where L is uniformly elliptic of order 2m and the B satisfy the "complementing condition" with respect to L. Roughly speaking, under certain smoothness assumptions on the coefficients of L and B jf on <%r, and on the functions u, /, φ άj a priori bounds on certain derivatives of u and their Holder difference quotients are obtained in terms of the maximum values in 3f (or 2$) of certain derivatives of / and φ ό and their Holder difference quotients. As a byproduct at one stage near the beginning, an estimate is obtained (their Theorem 2.2) for the case of constant coefficients and a halfspace domain, in which no Holder difference quotients occur. This estimate leads to a maximum principle. The history of this latter kind of estimate is also extensive, but maximum principles of greatest generality seem to have been obtained by Agmon [1] .
The present paper explores the possibility of obtaining a priori pointwise estimates involving Holder difference quotients not with respect to all, but only with respect to some of the independent variables x i% With a few exceptions, the argument follows in basic outline the argument in [2] . Also the notation of [2] is preserved where possible. Throughout the paper n + 1 denotes the number of independent variables, and q of them (0 ^ q g n + 1) are distinguished from the others in that relevant functions are considered to be Holder continuous only in the distinguished variables.
The first step is the derivation of certain potential theoretic results in § 2. Results of this nature go back to Hilder, Petrini, Korn, and Lichtenstein (see the survey in [5] ). These are applied in § 3 to functions given by convolutions with a fundamental solution to an elliptic operator as kernel, and in § 4 to solutions of the basic boundary value problem with compact support when the operators have constant coefficients and Sf is a half-space. These results are in the form of sufficient conditions on the operator P(D) in order that P(D)u may be estimated in terms of certain derivatives and "distinguished" Holder difference quotients of Lu and B 3 u. Also a necessary condition on P{D) for such estimates to hold is given. Let L and B 3 denote the operators obtained from L and B 3 respectively by deleting all differentiations with respect to distinguished variables, and u a solution to the basic boundary-value problem with L and B 3 replaced by L and B 3 . As a corollary it is found (in the constant coefficient, half-space case) that u and u differ by a function whose appropriate derivatives have estimable Holder difference quotients in all variables.
In § § 5 and 6 the results are extended to a class of problems with variable coefficients and domains with curved boundaries by the method [2, 3] The distinguished variables are now certain local curvilinear coordinates. When q < n this method appears to be inapplicable to the general class treated in [2, § 7] ; in addition to the assumptions made there, we must impose the requirement that coordinate transformations exist which map small neighborhoods adjoining 3f into hemispheres and which transform L and B 3 into operators 1/ and B-such that, on the flat boundary of the hemisphere, L'(x, D) = X(x)L Q (D) and B 3 (x, D) = β 3 (x)B 3Q (D) (the notation L', B) is explained above). In § 6 the case q = n is given special attention. It is shown that essentially every result in the area of the usual Schauder estimates (q = n + 1); i.e., every result in § § 1-7 of [2] , has its analog with q = n. In particular, existence and uniqueness occurs in the classes of functions corresponding to q = n exactly when it occurs in the classes corresponding to q -n + 1. In § § 5 and 6 the coefficients in the operators L and B 3 are assumed to be completely Holder continuous.
The author expresses his gratitude to Professor L. Nirenberg for his suggestions.
2, Potential theory* Let x be a point in w-space. We shall distinguish its first q (0 ^ q ^ n) from its last n -q coordinates and write x = (x, x) 9 where x = (x u , x q ) and x = (x q+l9 , x n ) If q -n we write x -x, and if q = 0, x = x. The concern in this SCHAUDER ESTIMATES UNDER INCOMPLETE HOLDER 513 section will be with functions u(x, t) defined in the (ft + l)-dimensional half-space t > 0 by a singular integral (2.1) u (x, t) = [κ(x -y; t)g(y) dy .
In certain cases u may be extended to be a continuous function in the closed half-space t Ξ> 0; then we shall use the notation u(x, 0) without further explanation. Our object is to exhibit conditions on the kernel K under which certain boundedness and/or continuity properties of u will be implied by similar properties of g. Explicitly, we assume K(x; t) to be continuous except for x -t = 0, and that there is a constant d such that
where here and below J9 μ denotes any μth order derivative. We also assume that (2.3a) lί K(y;t)dy for all δ > 0 if g = n. In certain important cases the integral in (2.3a) will vanish; then we shall simply say that C 2 = 0. Concerning g(x) we assume that it is in !/«>, has compact support, and is uniformly Holder continuous for some exponent a (0 < a < 1) with respect to the variables x (in case q > 0); i.e., (2.4) lub Ig(fr3)-g( g '»3)l < oβ . ί,ϊv |2-2T
It will be convenient to use the norm 
' •
This theorem, in the case q ~ n, yields the results proven in [2, § 3] (under slightly different hypotheses on K). Its proof is trivial in the case q = 0, so we assume q > 0. We shall employ the representation
which is equivalent to (2.1). If q = n it is understood that the symbols \dy and y are to be omitted where they occur. Let x = (x, x) and x' = {x f , x f ) be any two points in α -space. Let δ = \x •-x'\, S the set of points y with | y -x'\ < 2δ, | y -x r \ < 2δ, and E the exterior of S. Then using (2.7) we write
In case q = n we set I 4 = 0 and disregard the integration with respect to y in J 5 _ 7 . q -n -we use (2.3c) to obtain the same estimate. The estimates obtained so far tell us that
Now 7 7 will vanish provided that either (a) C 2 -0, or (b) x and x r differ only in their first q components; i.e.,
Now assume condition (b) to hold, so that the last term in (2.8) does not appear. Taking the l.u.b. of the left side, (2.5) is proven for the case 1 ^ q ^ n. It is easily extended, however, to the case q = 0 by using (2.1) and (2.3b) .
To prove the second part of Theorem 2.1 we assume condition (a); i.e., C 2 -0, so that again the last term in (2.8) disappears. The only thing left to prove is Holder continuity with respect to t. Let t, V be two numbers such that 0 ^ t < t f . Since the last integral in (2.7) also vanishes we may write Setting p 2 = \ x -y | 2 + τ 2 , we may estimate 3 Interior-type estimates* In using Theorem 2.1 to obtain Schauder estimates the kernel K will be interpreted as a derivative of a fundamental solution or of a Poisson kernel for an elliptic boundary value problem. In this section we treat the case when K is a derivative of a fundamental solution.
The following norms and pseudonorms will be employed extensively. They refer to functions defined in the half-space t > 0 (or on the hyperplane t = 0). The differentiability properties needed for the quantities below to be well-defined will be obvious. These norms and pseudonorms will correspond to those in [2, §5] . Subscripts will always denote the order of differentiation, and superscripts the independent variables with respect to which the Holder difference quotients are to be taken. in the sense the latter is used in [2] , for instance. Of course, in all of these the l.u.b. is taken over all derivatives of order I. Also we define
Corresponding to these norms we define ^? +α> as the class of functions φ defined in the half-space t > 0 with continuous and bounded derivatives of order < Z, and piece wise continous and bounded derivatives of order I which are uniformly Holder continuous in x. 
where C depends only on a.
Proof. It is sufficient to consider the case λ = 1, q -1, n -2, for the general case may be reduced to this case by freezing all but two of the independent variables and replacing / in the proof by some D λ~f . By assumption, then x and x have single components; call them x and y for simplicity, so that / = f(x, y). The absolute continuity guarantees the identity 
As mentioned, this generalizes immediately to (3.2) .
The following lemma will constitute an application of Theorem 2.1 to the case when K(x -y; 0) is a fundamental solution of an elliptic differential operator in the variables x with constant coefficients, and containing only derivatives of order 2m. The constant H will be defined as an upper bound for the ellipticity constant of L, and for the coefficients of L. It is shown in [4] that a fundamental solution Γ(x) to L always exists having the property
the log term being omitted unless n is even and 0 ^ k ^ 2m -n. 
The constants here depend only on H, n, m, I, and a.
Proof. The case q = n is a well-known result, so we take 0 q ^ n -1. Differentiating equation (3.4) I -1 times while integrating by parts if necessary we have
Now let %' be a point, all except one of whose coordinates are the same as those of x. We shall derive the following representation for the corresponding difference quotient:
Let Xj be the component of x with respect to which a differentiation occurs in the operator
as can be seen from the behavior of Γ at infinity indicated in (3.3) (using also the mean value theorem in the case n = 2). It follows immediately that
where \ d^/ signifies integration with respect to all variables except y 5 . But this integral is absolutely convergent, as can be seen by applying the mean value theorem to the difference quotient in the integral, using (3.3) , and recognizing that the integrations with respect to components of y may be considered as only over a finite range (since f(y) has compact support); the order of integration is therefore immaterial and (3.6b) is valid. Defining D τ as the derivative in the direction from
, we subtract the absolutely convergent integral
from each side of (3.6b), obtaining on the right an integral which is bounded in absolute value by const.
?-2 m+«. This last estimate is obtained by the usual process of splitting the region of integration into the sphere \y -x\ <2\x -x'\ and its exterior, and applying the mean value theorem in the latter region. Now letting x' -> x, this bound vanishes, and furthermore the left side of (3.6b 
This integral is reminiscent of the first term on the right of (2.7); and in fact we shall apply Corollary 2.1 directly in proving the theorem. We identify K(x -y; 0) with D 2m Γ(x -y) and g(y) with D ι~2m f(y); then according to Corollary 2.1, (3.5) will follow from (2.6) if the hypotheses (2.2) and (2.3a) with t = 0 are true. But (2.2) follows from (3.3) and (2.3a) from our representation of K as a derivative * Theorem 3.1 is thereby proved.
4, Boundarytype estimates* In this section L(D)
will again be an elliptic differential operator with constant coefficients containing only terms of order 2m but now it will be an operator in the n + 1 variables x u , x n , t. Similarly, let B ό {D) (j -1, , m) be operators with constant coefficients and only terms of order m ό . We assume L and B ό to satisfy the root condition and complementing condition stated in [2, § 1] . The concern here will be with the boundary-value problem
We initially assume all functions to be infinitely differentiable and to have compact support; this restiction will be removed at the end of the section (Theorem 4.6).
First we review some important results from [2] concerning representations of the function u(x, t). Let I be any integer with I ^ max (2m, m ά ), and P(D) a differential operator, each term of which is of degree I. Then
where
mental solution for L, f N is a sufficiently smooth extension of f (x, y) to the whole space such that f N has compact support, ψj(x) = Bj(D)v(x, t) \ t=0 and K, are Poisson kernels given explicitly in [2] . Section 3 was concerned with estimating the first term on the right of (4.2) in terms of properties of /. We shall now consider the other terms and develop estimates for functions given by
It is proved in [2] that
(for the notation see (3.1) ). Also it is proved in [2] that (4.4) corresponds to the case q = n; (4.5) to the case q = 0. Our primary aim in this section will be to supplement these estimates by (1) extending them to intermediate values of q, 0 < q < n, and (2) deriving, for q < n, a necessary condition on P(ξ, r) for such estimates to hold.
First we shall review and develop certain properties of the Poisson kernels. The kernels are given by
Here b JtS and c jtS are appropriate constants; The proof of this lemma is given in Appendix 1 of [2] . This same estimate will clearly hold if the integrand is replaced by where 7 is a finite contour in the complex τ-plane bounded away from the real axis, and F{ξ, τ) is continuous for reγ, \ξ\ = 1.
If D* is any derivative of order λ ^ 0 in the variables x, then
In all these, C depends only on the ellipticity constant, bounds for the coefficients in L and B jf the complementing condition constant, and all integers mentioned.
Proof. These estimates follow from Lemma 4.1 and the properties of N d and are given in [2] (eqs. (2.13)', (2.15)). and similarly Bi(ξ, ξ, τ 
is defined as is [. ]?+", except that the quantity inside brackets is considered a function of x alone (and dependence on x is ignored).
This means that w and w differ by a function whose appropriate derivatives have estimable Holder difference quotients with respect to all n -q + 1 variables x, t. Actually the proof will show that only those derivatives whose order with respect to components of x is greater than I -m, need be excluded.
Proof. Let D ι be any derivative of order I in the variables x and t. We assume I -m 3 -to be even; a similar proof goes through for the odd case. Applying (4.6) and integrating by parts, as is done in [2] , we have 
the operators / and Δ denoting the Laplacian in x and x respectively. Now (3.2) But since D ι W= I x + / 3 , (4.10) is proven. We are now ready to develop the two principal theorems of this section. The complementing condition states that for every ξ Φ 0, the m operators Bj(ξ, τ) are, as polynomials in τ, linearly independent modulo M + (ξ y τ). It follows that every polynomial P(ξ, τ) admits a. decomposition of the form (4.14)
where a(ξ, τ) is a polynomial in r, but a(ξ, τ) and a,(ξ) are not necessarily polynomials in ξ. The difference between the two conditions is that only in the first case are the a O3 {ξ) assumed to be polynomials. The author is of the opinion that the condition in Theorem 4.2 is necessary as well as .sufficient. Theorem 4.3 is proved in Appendix B.
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Proof of Theorem 4.2. The case q = 0 is essentially the abovementioned result (4.5) obtained in [2] . Therefore assume 1 ^ q < n -1. From (4.15) it follows that
where Q is a polynomial every term of which contains as factor some component of ξ. We write
where (using (4.3), (4.6)),
(Here s is an integer of the same parity as n such that n + s + m 5 -Z > 0.) Since LIT,-= 0, we may write Also, writing iϋ = Σ^i α o;#; + β, we follow the procedure in [2] and write if £ -m,-is even, and Proof. The operator D ι is a particular case of the type treated in the theorem but in this case W x = 0 and R(0, D, D t ) -0, so that in applying Theorem 2.1 we see that C 2 = 0 and the second statement in that theorem holds.
We shall now return to the system (4.1). Our object will be to find operators Q(D) such that Q{D)u will be estimable in various senses in terms of / and φ ju Our first result is an immediate consequence of Theorems 3.1 and 4.2. For these we shall think of t as. 
[φjYi-mj+Λt so it is true as stated.
5. Variable coefficients* The foregoing results concerning equations with constant coefficients in a half-space permit the derivation of certain similar results for more general domains and variable coefficients. The procedure we shall use is basically that in [2, § 7] ; however, the arguments here will be more involved, and in the case q < n, the results are much less general.
Let ^ be a domain in (n + l)-dimensional space with boundary ϋ^, and consider the problem
xe&r .
L(x, D) is assumed to be uniformly elliptic in 3f with ellipticity constant E, and to satisfy the root condition of [2] . Also the B ά are to satisfy the complementing condition of [2] with "determinant constant" Δ. As before let q be an integer, 0 S q ^ n 9 and I an integer with I ^ max [2m, m, ]; but now we permit the = sign in this latter inequality to hold only in the case m 3 -< 2m for all j. Let μ Q = max [1,1 -2m] and μ, = max [1,1 -m.,] . We assume the coefficients of L and i?,-to belong to classes ^l+lJ^Sί) and ^l+lJί&r) respectively, and to have | IJ^ and | |;j+ Λ norms bounded by the constant H.
In addition to these assumptions on L and B jf we shall require that coordinate tranformations may be introduced which, at least locally, flatten out the boundary ^, and such that the operators L and Bj transform into operators of a special type. This special type is that in which the coefficients of all derivatives of order 2m in L and those of order m s in B jf which involve only differentiations with respect to "undistinguished" variables, be constant on the new flat boundary. As will be shown in § 6, this assumption involves no loss of generality when q -n (this is the case when there is one "undistinguished" direction, and it is normal to &). However for q < n it limits substantially the generality of the results. There is one exception however: the case when m = 1, B x = 1, q = 0, and n = 1 or 2. In this case such transformations as required above are always possible; however in this case the same a priori estimates may be obtained much more easily by use of the known maximum principle for second order elliptic equations.
Theorem 5.1 treats the case when the domain & is the halfspace x n+1 > 0, and L and B 3 are of the special type. Theorem 5.4 indicates the same results to hold if L and B 3 may be transformed locally to operators of the special type, 2& at the same time being flattened locally. Theorem 5.2 treats the case when L and B 3 are of special type throughout 3f\ then the full Holder continuity of / is no longer required.
Constants appearing in this and the following section which depend only on E> Δ, H, m, m 3 , a, and I will all be denoted by the letter C. Whenever an operator appears with a tilde (~) over it, it is to be understood that every term of the operator involves at least one differentiation with respect to a component of x or in a "distinguished direction.". Symbols such as | \ q ..f x , where & x is a subdomain of ^, simply mean the same as | |?.., except that the function in brackets is considered to have only ϋ?\ as its domain of definition. We shall also use the symbol | u \t+^ as defined on page 526. An operator Q(x, D) with variable coefficients is said to be normalized if the l.u.b. of all its coefficients for all x in its domain of definition is one. THEOREM Proof. The proof will employ the following two lemmas, the first of which is contained in the results of [2] . But l^l^1 52 ^ 4|/|2 +1 and F β = 0, /9 > 1, so (5.6) holds in this case also if a superscript Si is adjoined to the norm on the left. But it does not appear on the right and its center is arbitrary, so (5.6) is valid as written. with U 2 and U 4 missing if q = 0. We shall carry out the proof first under the assumption that U 2 > J M. The proof for other cases will then require only slight additional arguments. Therefore we assume q > 0, Q 6 g% and U 2 > Jikf. It may be assumed that | z -y | ^ δ since if not, the quotient U 2 will be < 2δ~° \Qu\l, and there will be a point y' such that
Let L(x, D) and B 3 (x, D) satisfy the above conditions, and in addition assume L and B 3 to be of the forms
The argument thus reduces to the case when the first of the four quantities in (5.8) 
Q 1 (y, D) = A(y, D)L'(y B , D) + % a ά {y, Ό)B]{y B , D) + Q 3 (y, D) ,
where L' and B] are those parts of L and Bj consisting of highest order terms only. Let us decompose the quotient Ϊ7 2 as follows:
\z-y\ where
Owing to the smoothness of the coefficients of Q and to the definiton of g? 0 , we have
Qβ2
Theorem 4. 
where In exactly the same way one obtains
[B' s (y B , D)wYι-~J + . £ CδM + C(δ){\f
Combining these results with (5.13), (5.12), and (5.11), we have
with C 2 independent of δ. The last two terms may be estimated with the use of Lemma 5.2. We shall illustrate the method by estimating T 3 . By hypothesis the coefficients of Q 2 are in ^f+i and vanish for x n+1 = 0; hence we may take out a factor x n+1 from each and have left a function in ^* +1 . More specifically, define b(x n+1 ) to be an infinitely differentiate function with \b\*?i< H assuming the values (ISO.
Then b may be factored out, and we have (x, D) where the coefficients of Q 4 are in ί^« 
The same estimate holds for the next to last term in (5.19) , so that in all,
If any one of the other three quantities U u U 3 , or U A in (5.8) is assumed to be > JJIf, then an inequality similar to (5.21) with other constants C 19 C 8 , C 4 , all independent of δ, may be derived, In the case Ui > iM, then we define w again according to (5.9) (forgetting about z). T x will be missing from (5.11) and T 2 and Γ 3 are no longer quotients, but rather 4δ-» \ Q λ {y, D)u{y) | and 4d~« \ Q 3 (y, D)u(y) \ respectively.
Theorem 4.5 again yields (5.13) except for an extra factor <5~* on the right. Repeating the argument from this point on, we obtain (5.21) with C 2 δM replaced by Cβ^M.
U s and U 4 may be treated in similar manners. Now the definition of δ is clear:
so that C 1 δ 1~αi ^ 1/2, and Cfi ^ 1/2 (i = 2, 3, 4). Putting all terms in M on the left, (5.21) now implies (5.5a). Also since | u \Ui = I S \ΐ±i+» + \u\Ui = M + I u iΓ-iί+β an( i since the last term here may be estimated with Lemma 5.1, (5.5b ) is deduced and the theorem proved.
The condition (5.2) imposed on L is really only a condition on L at the boundary x n+1 ; consequently the full Holder-continuity of / is needed for the estimate (5.5). The following theorem will only utilize jf's Holder continuity with respect to So; but as a price for it a condition on L analogous to (5.2) is imposed throughout the domain; and also the class of operators which are estimable is reduced. Taking the case Z7 4 ^ l/8[β]Γ£l, Theorem 4.4 (4.18 ) is again invoked to yield (5.22) . Again this takes the place of (5.13) and the argument is the same, except that the superscripts n in (5.16-19) are to be replaced by q, and last two terms in (5.19 ) are now missing. This proves the theorem.
Theorems 5.1 and 5.2 were based on the assumption that £& is, or may be mapped onto, a half-space in such a manner that the transformed operators L and B 3 satisfy certain properties. The following theorem serves to indicate that such a transformation property of ϋ^, L, and B 3 need only be local; i.e., we assume only that every point in £& near the boundary has a neighborhood which may be mapped onto a hemisphere, L and B 3 being transformed under this mapping in the desired manner.
Specifically, we assume that some portion Γ x of the boundary ϊ& (it may happen that Γ x = <%r) is covered by a network of q families of "distinguished curves," each of class ^f+i, with no two curves of the same family intersecting each other, and no two curves from any two families tangent at any point. Then there will be q curves, one from each family, passing through each point in Γ lm It is along these curves that we shall assume certain functions to be Holder continuous. If Γ 1 Φ 32, we speak of another portion Γ 2 with Γ x U Γ 2 = &, and Γ 2 overlapping Γ x so that the boundaries Γ x and Γ 2 are bounded away from each other by some number cZ x > 0. We also assume these q families may be extended in some manner to cover a subdomain 3f± adjacent to Γ u 3f x having the properties that 3f x Π 3ί -Γ 19 every point of Sf x is nearer than 2d x to Γ lf and every point of 3ί-3ί x is further than d t from Λ-Γ 2 .
Our smoothness assumptions on £^will be very much the same as those made in [2, Theorem 7.3] . First of all, we assume Γ 2 to be of class ^Γ+2 and to satisfy the other requirements which are imposed in Theorem 7.3 of [2] on the boundary portion Γ spoken of there. Next, concerning Γ x and £& x , we suppose there is some number d tίd x such that evey point y e 3P λ has a neighborhood N y whose boundary contains a portion of Γ x and which may be mapped by a one-to-one ^Γΐί mapping J7~y onto the hemisphere Sίf (|α?| = 1, x n+1 > 0) of radius 1 and center at origin in (n + l)-dimensional ^-space in such a manner that the following conditions are fulfilled:
(1) The image of y is closer than 1/3 to the origin.
(2) N y Π ikf is mapped onto the flat portion <^0 of the boundary of 3$f. Also, denoting the image of N y (Ί 3fi by Jg^, the distinguished curves in N y n 3f\ are to be mapped onto line segments in 3$f ly which are parallel to the first q coordinate axes. In accordance with our usual practice, the first q coordinates of a point x in will be grouped together in x, and the others in x (these will not be defined outside <%? ly ).
(3) L and B 3 are transformed into new operators L y and B jy with the same smoothness, ellipticity, and complementing conditions as the original ones. We assume the same constant H will serve for the transformed operators independently of y.
(4) The transformed operators L y and B jy may be expressed, in Sίf, in the form:
where D denotes differentiation with respect to the x 9 L oy is an operator with constant coefficients, L ly vanishes on ^ϋ(i.e., for x n+1 -0); and for x e 3ίf ly , each term of L y involves a differentiation with respect to a component of x (this with be true of all operators below with a "~"). Also for x n+1 = 0,
Note that the ellipticity and complementing conditions guarantee X y and β y to be bounded away from zero by a constant depending on H. Referring back to the original coordinate system, let g" be the class of operators P(x, D) defined in &r with coefficients in c^l tl, whose I Ifίi norms are bounded by H, with the property that when subjected to any transformation _^7, P assumes the form where the first lub is over all points . In other words, when subjected to any ^y, the coefficients are to be in ^£ +1 and to have Holder continuous derivatives with respect to x n+1 . The corresponding norms are to be bounded by H. Let δ be a number to be defined later, and define
Then there is a point ye£& and an operator Q(x, D)e& (or go) or an operator Q(x, D)eξf such that one of the following four quantities is > (5.34)
(for some z e 3f x with z = y for every transformation if not (here y B is the projection of y onto βg? 0 ). Since | y | ^ i and ,| y -2 I <* I it follows that w always has support in ,^. We assume alternative (5.35b) as the proof for the other is similar. It is seen from (5.25), (5.27 ) that after transformation the operator Q may be written as
where L' y and B' jy are those parts of L υ and B jy consisting of highest order terms only, and Q 2 vanishes for y n+1 = 0. Then 6» The case q = n. In this section we shall see that somewhat more concerning equations with variable coefficients may be said when q = n than when q < n. In fact, most of the properties of solutions-of elliptic boundary value problems which are true under complete Holder-continuity assumptions (q -n + 1) of the functions involved Are also true (or analogs of them are true) under assumptions corresponding to the case q = n. Assuming q -n we shall be able (1) to demonstrate improved versions of Theorems 5.1 and 5.3, and (2) to prove an existence theorem concerning problem (5.1).
First we consider the problem when 3f is the half-space x n+1 > 0. The assumption q -n means that all functions concerned are Holder -continuous in all directions except possibly that of the # w THEOREM 6. Proof. We shall first show that without any further hypotheses, L and B 3 may be put into the form (5.2) Lastly we must show that (6.1) is correct as it stands, rather than with | /| Γ-2m+α> on the right. To do this we refer to the proof of Theorem 5.1, in particular to (5.19) . At that stage the proper superscript n appears on the right, but it is changed to n + 1 when the last two terms are estimated (by means of Lemma 5.2) . In the present case, however, these last two terms are absent (we have mentioned that L x -0, and T 3 is absent because Q 2 = 0 in (5.10)), so that the superscript n remains, and (6.1) is valid.
We now pass to the analog of Theorem 5.3. In that theorem q families of distinguished curves were assumed to cover £gr lf a portion of &. It will be more convenient in the present case to speak of a one-parameter family of ^-dimensional hypersurfaces covering ^Ί, the boundary portion Γ x = 3ί x Π 3ί being one of this family. This amounts to the same thing, and the proof is unchanged; moreover this permits the inclusion of the important case when Γ x -!2f but £2f may not be covered with an ti-parameter family of curves with, the required regularity properties holding everywhere (for example, when ^ is a sphere in 3-space). Along with this change in point of view, assumption (2) preceding Theorem 5.3 should be changed to require that these ^-dimensional hypersurfaces be mapped onto hyperplanes x n+1 = const. We shall discard hypothesis (4) (6.2) iuirs + iuir^1 ^ αi/ir-iv. + \f\tlf + ι + Σ\ φi \τ£ J+Λ +1ui».
Proof. Since q = n, any operators L and Bj automatically satisfy (5.25) and (5.26) ; and in fact with L ly -0. Also clearly any derivative D ι is in g% and any such directional derivative involving a differentiation in a direction tangent to a distinguished hypersurface is in gΓ. Hence (6.2) would immediately follow from Theorem 5.3 if the first two terms on the right were replaced by \f\ΐ-L+<* But a& in Theorem 6.1, the fact that L ly = 0 and that P ly is not needed in (5.27) results in our not having to require D ι~2m f to be Holder continuous in the one undistinguished direction, for points in i^>^2. This completes the proof. This theorem is analogous to Theorem 7.3 Of [2] .
The domain ^2 was introduced not only for greater generality, but also because in general such a domain would be needed for topological reasons; it is not always possible to cover the entire domain 3f with a regular family of hypersurfaces, one of which is &. It is therefore important that such a covering be resticted to &f x » However the theorem may be improved to the extent that / still need not be fully Holder continuous in £^2 If there is a second family of distinguished hypersurfaces covering & % in a regular manner, and not necessarily fitting in with the first family in ^ Π ^2, then the second term on the right of (6.2) may be replaced by \f\"JvJ +ay which is of course to be understood as defined with reference to the second family. The proof offers no difficulties but we shall not give it.
Our final task will be to prove that a solution to the basic problem (5.1) may be expected to exist under the smoothness hypotheses corresponding to q = n, provided one exists under the stronger hypotheses corresponding to q -n + 1. But first we consider questions of uniqueness. It is clear from the remark on page 517 that if fe ίrrim+α^) (and ψi e ΐf Γ-m j+ «(^)) then any solution u e ^7+Λ^i) Π ^Γΐi (^2) 
