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Abstract
In this thesis we study the transition probability of the q-TAZRP, a special form
of the n-particle totally asymmetric zero-range process (TAZRP) on the lattice Z
defined by Sasamoto and Wadati in [J. Phys. A, vol. 31 6057–6071 (1998)]. We
generalise the result by Korhonen and Lee in [J. Math. Phys., vol. 55, 013301
(2014)] to allow the lattice sites to have different conductances, while in [K-L] they
are identical. We use the Bethe ansatz to derive an integral formula for the transition
probability for the n-particle system, which reduces to the formula in [K-L] if all
the conductance parameters are identically 1. Our result is comparable to the result
obtained by Borodin, Corwin and Sasamoto [Ann. Prob., vol. 42, no. 6, 2314-2382
(2014)] for q-TASEP model where particles have different jumping rates.
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The Zero Range Process was first introduced by Spitzer [10] and is the default
stochastic model for crowd movements, along with its sister process, the Asymmet-
ric Simple Exclusion Process. We study the The Totally Asymmetric Zero Range
Process (TAZRP) first seem in [8]. Let L be a lattice, identified with Z. Let there
be n particles, located respectively in x1, . . . , xn. Note X = (xn, . . . , x1). The model
describes the movement of these particles along this lattice L, following a structure
somewhat similar to a queue (figure 1.1). The particles can move forward if they
Figure 1.1: n particles on a lattice.
have free space in front of them, in which case the movement is unhindered (see
figure 1.2), or they can stack (see figure 1.3). However, as in a queue, the particle
in xi can never go in front of particle in xi−1. We write the jump rate of such a
particle as p = g(k)b(x) where k is the number of particles stacked at site x. By [1]
it is known, assuming g(k) > 0 for k > 0, g(0) = 0 and supk |g(k+ 1)− g(k)| < +∞,
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that this is a well-defined Markov process.
Figure 1.2: x1 moves forward on the lattice.
Figure 1.3: x2 stacks onto x1.
Let g : N → R be a function that represents how the number of particles superim-
posed affects the jump rate of each one of them. We normalize g(1) = 1 and assume
g(2) = q+1 where 0 < q < 1. Interestingly, by choosing g(n) = 1+ · · ·+qn−1 = [n]q
we can limit the number of boundary conditions that we will need to describe the
system.
Let b : Z → R∗+ be a function that represents the idiosyncrasies of each site. This
parameter introduces inhomogeneity into the model: the jump rate of a particle is
affected by the site xi where it is located (see figures 1.4 and 1.5). When we take
b = 1, i.e. the model is homogeneous, this has been studied many times [6, 7]. The
inhomogeneous model is what we seek to develop in this thesis.
Figure 1.4: n-particle TAZRP with inhomogeneity b.
2
Figure 1.5: n-particle TAZRP with jump rates.
1.2 The Bethe Ansatz
Originally applied in the work of Schtz [9], the Bethe ansatz is now widely applied
[4, 7, 11] to find the transition probability of the q-TAZRP. Let P (X; t) be the
probability that the n particles be in location X at time t. This probability is
governed by the equation (1.1)
d
dt
P (X; t) = HP (X; t) (1.1)
where H is the matrix that generates P time-wise (the transition rate matrix). In
effect, we know that P is a continuous-time Markov chain, assuming the condition
described above on g (see also [1]). We then use the Bethe ansatz to derive an in-
tegral formula for the transition probability for the n-particle system, known as the
Bethe ansatz solution. Different forms for g result in very complicated systems to
solve, as P might not be a Markov chain, and more importantly, the Bethe ansatz
could not be applied as its usage here depends on the reduced number of boundary
conditions the previously described form entails.
We will use two notations for X. The simplest notation is X = (xn, . . . , x2, x1),
where xi is the position of the i
th particle. However, when there is stacking of
the particles many of the xi will repeat. We therefore have a second notation
X = (xm, . . . , xm, . . . , x2, . . . , x2, x1, . . . , x1) = ((xm)
nm , . . . , (x2)
n2 , (x1)
n1) where
nj indicates the number of particles stacked in xj (see figure 1.6). Note that
n1 + · · ·+ nm = n.
3
Figure 1.6: Definition of X = ((xm)
nm , . . . , (x1)
n1).
1.3 Structure of the Thesis
In the first part of this thesis, we will determine the evolution equations of the form
(1.1) and the boundary equations that must be verified by the transition probability
(see part 2.4 for a less condensed description). The evolution equation we find is
d
dt




b(xi − 1)P ((xm)nm , . . . , xi − 1, (xi)ni−1, . . . , (x1)n1); t)
− b(xi)g(ni)P (X; t)
]
.
In this part, we also determine a certain number of boundary conditions, and by
choosing g(n) = 1 + · · ·+ qn−1 we can have fewer boundary conditions.
In the second part, we find a transition probability that solves these equations. The
solution we will prove is as follows (see part 3.3 for a less condensed description).
We note uY (X; t) this solution having the initial layout Y , that is uY (X; 0) = δXY
where δ is the Kronecker symbol. When b(x) 6= 1 for all x we have
































· · · dzn
z2n
where the contour integrals are circles centered at zero with a radius small enough
that all the relevant 1 − 1b(x) lie outside the circle. WX =
∏m
i=0[ni]q! using the q-
4
Pochhammer notation withX = ((xm)
nm , . . . , (x1)
n1). Aσ =
∏
(β,α) inversion of σ S(β,α)
where S(β,α) = − zβ−qzα−(1−q)zαzβzα−qzβ−(1−q)zαzβ . The
∏′
symbol is defined in part 3.1.2 (page 24).
The next step to continue research along the same lines as this paper would be
to study the probability of the left-most particle’s position and to do an asymptotic
analysis of the integral (3.18). When the q-TAZRP is homogeneous (i.e. when
b = 1) this has been studied many times, for example in papers [7] and [6]. The
results would be analogous to those of the q-TASEP, as in [4].
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Chapter 2
Transition Probability of the
q-TAZRP
In this part, we will study simple cases of the q-TAZRP, to see how to generalize
them to a description of an n-particle model. The evolution equation we will be
using, in the general n case, is
d
dt




b(xi − 1)P ((xm)nm , . . . , xi − 1, (xi)ni−1, . . . , (x1)n1); t)




Let us first consider the simplest case where there is a single particle, to illustrate
the principle. It is a free particle model without interaction. We can determine the
rate of movement of the particle with the following equation (where P (X; t) is the
probability that the particles be in X at time t, as seen in part 1):
d
dt
P (x; t) = b(x− 1)P (x− 1; t)− b(x)P (x; t). (2.1)
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The change in the probability that the particle be in x at t (i.e. ddtP (x; t)) is equal
to the rate that the particle jump from x − 1 to x (i.e. b(x − 1)P (x − 1; t) minus
the rate that the particle jump away from x to x+ 1 (i.e. −b(x)P (x; t)). There are
no boundary conditions since a single particle can’t run into anything else.
2.2 2-particle TAZRP
In the 2-particle case, we no longer have a free model without interaction. Let us
first consider the case in which all the particles are separate (not next to each other
or in the same site, i.e. x1 − 1 > x2). The evolution of the model is then of the
same form as when there are two free particles without boundary conditions:
d
dt
P (x2, x1; t) = b(x2 − 1)P (x2 − 1, x1; t)− b(x2)P (x2, x1; t)
+ b(x1 − 1)P (x2, x1 − 1; t)− b(x1)P (x2, x1; t) for x1 − 1 > x2. (2.2)
The boundary conditions are given by two cases. Either the two particles are side-
by-side (see figure 2.1) or the two particles are in the same location (see figure 2.2).
In the case where they are side-by-side, we have
d
dt
P (x, x+ 1; t) = b(x− 1)P (x− 1, x+ 1; t)− b(x)P (x, x+ 1; t)
+ b(x)g(2)P (x, x; t)− b(x+ 1)P (x, x+ 1; t) (2.3)
and in the case where they are stacked, we have
Figure 2.1: 2-particle boundary situation (side-by-side).
d
dt
P (x, x; t) = b(x− 1)P (x− 1, x; t)− b(x)g(2)P (x, x; t). (2.4)
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We are looking for a solution u to the system consisting of (2.2), (2.3) and (2.4).
Figure 2.2: 2-particle boundary situation (stacked).
Let u0 be a solution to (2.2) but where x1 and x2 can take on any integer value:
d
dt
u0(x2, x1; t) = b(x2 − 1)u0(x2 − 1, x1; t)− b(x2)u0(x2, x1; t)
+ b(x1 − 1)u0(x2, x1 − 1; t)− b(x1)u0(x2, x1; t). (2.5)
Let us define a global particle function u
u(x2, x1; t) =

u0(x2, x1; t) x2 ≤ x1 − 1,
1
g(2)u
0(x2, x1; t) x2 = x1.
(2.6)
As we can see, this definition of u satisfies the free particle equation (2.2) if x1−1 >
x2 and also satisfies the side-by-side boundary condition (2.3). For it to satisfy the
case (2.4) where the particles are stacked we must have:
b(x− 1)u(x− 1, x; t)− b(x)g(2)u(x, x; t)














(b(x− 1)u0(x− 1, x; t)− b(x)u0(x, x; t) + b(x− 1)u0(x, x− 1; t)− b(x)u0(x, x; t))
which gives
b(x− 1)u0(x, x− 1; t) = b(x− 1)(g(2)− 1)u0(x− 1, x; t)− b(x)(g(2)− 2)u0(x, x; t)
8
or
b(x− 1)u0(x, x− 1; t) = b(x− 1)qu0(x− 1, x; t)− b(x)(q − 1)u0(x, x; t). (2.7)
Thus, the evolution equations (2.2), (2.3) and (2.4) are equivalent to the free particle
equation (2.5) together with the boundary condition (2.7). Notice that our model
is defined only for x1 ≥ x2, the behaviour of (x2, x1) 7→ u(x2, x1; t) with x1 < x2 is
irrelevant to our model.
2.3 3-particle TAZRP
If x3 + 1 < x2 and x2 + 1 < x1, in other words if all the particles are separate the
evolution equation is again in the free particle form:
d
dt
P (x3, x2, x1; t) = b(x3 − 1)P (x3 − 1, x2, x1; t)− b(x3)P (x3, x2, x1; t)
+ b(x2 − 1)P (x3, x2 − 1, x1; t)− b(x2)P (x3, x2, x1; t)
+ b(x1 − 1)P (x3, x2, x1 − 1; t)− b(x1)P (x3, x2, x1; t)
for all x1 > x2 + 1 > x3 + 2. (2.8)
Let u0 be a solution to (2.8) with x1, x2, x3 arbitrary integers.
Once again we define a global particle function u(x3, x2, x1) for all cases, analogous
to (2.6).
Let
u(x3, x2, x1; t) =

u0(x3, x2, x1; t) if x2 ≤ x1 − 1 and x3 ≤ x2 − 1
1
g(2)u
0(x3, x2, x1; t) if x3 < x2 = x1 or x2 = x3 < x1
1
g(2)g(3)u
0(x3, x2, x1; t) if x3 = x2 = x1.
(2.9)
Regarding the boundary conditions, there are eight boundary cases in which the
particles can run into each other (see the five figures 2.3 to 2.8, the remaining three
cases are similar).
9
Figure 2.3: Case 1: boundary situation in a 3-particle model (side-by-side).
Figure 2.4: Case 2: boundary situation in a 3-particle model (stacked).
Case 1: We will first study the case in which the first and the second particle
are neighbours (x2 = x1 − 1 = x) and the third is away (x3 + 1 < x2), as in figure
2.3. In this case, the evolution equation is
d
dt
P (x3, x, x+ 1; t) = b(x3 − 1)P (x3 − 1, x, x+ 1; t)− b(x3)P (x3, x, x+ 1; t)
+ b(x− 1)P (x3, x− 1, x+ 1; t)− b(x)P (x3, x, x+ 1; t)
+ b(x)g(2)P (x3, x, x; t)− b(x+ 1)P (x3, x, x+ 1; t)
for x3 + 1 < x. (2.10)
which is satisfied automatically by u(x3, x2, x1), as in the 2-particle case.
Case 2: When two particles are stacked and one is away, for example x1 = x2 = x
and x3 + 1 < x2 as in figure 2.4), we have the evolution equation
d
dt
P (x3, x, x; t) = b(x3 − 1)P (x3 − 1, x, x; t)− b(x3)P (x3, x, x; t)
+ b(x− 1)P (x3, x− 1, x; t)
− b(x)g(2)P (x3, x, x; t)
for x3 + 1 < x. (2.11)
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Figure 2.5: Case 3: boundary situation in a 3-particle model (side-by-side).
Figure 2.6: Case 4: boundary situation in a 3-particle model (stacked).
As in the 2-particle case, we need to introduce a boundary condition analogous to
equation (2.7):
b(x−1)u0(x3, x, x−1; t) = b(x−1)(g(2)−1)u0(x3, x−1, x; t)−b(x)(g(2)−2)u0(x3, x, x; t)
(2.12)
to satisfy Case 2. In effect, with the boundary condition (2.12) it is easy to see that
u satisfies (2.11).
Case 3 and 4: The next two boundary cases are when x3 = x2 − 1 = x and
x2 + 1 < x1 (Case 3, see figure 2.5), and when x3 = x2 = x and x2 + 1 < x1 (Case 4,
see figure 2.6). Case 3 is similar to Case 1, and the corresponding evolution equation
is automatically satisfied. For Case 4, we need to introduce a similar boundary case
to above:
b(x−1)u0(x, x−1, x1; t) = b(x−1)(g(2)−1)u0(x−1, x, x1; t)−b(x)(g(2)−2)u0(x, x, x1; t).
(2.13)
As above, with (2.13) u solves the corresponding evolution equation (similar to
(2.11)).
Remark. Using (2.12) and (2.13) together, we can obtain another formula, which is
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Figure 2.7: Case 5: 3-particle boundary situation (stacked).
Figure 2.8: Case 6: 3-particle boundary situation (stacked and side-by-side).
useful for the n-particle model.
b(x− 1)u0(x, x, x− 1; t)
= b(x− 1)(g(2)− 1)u0(x, x− 1, x; t)− b(x)(g(2)− 2)u0(x, x, x; t)
= b(x− 1)qu0(x, x− 1, x; t)− b(x)(q − 1)u0(x, x, x; t)
= b(x− 1)q2u0(x− 1, x, x; t)− b(x)(q(q − 1) + q − 1)u0(x, x, x; t)
or equivalently
b(x− 1)u0(x, x, x− 1; t) = b(x− 1)q2u0(x− 1, x, x; t)− b(x)(q2 − 1)u0(x, x, x; t).
This formula when compared to the same formula in the 2-particle case (2.7), seems
to hint at a n-particle formula
b(x−1)u0(x, ..., x, x−1; t) = b(x−1)qn−1u0(x−1, x, ..., x; t)−b(x)(qn−1−1)u0(x, ..., x; t)
(2.14)
but this is not useful for the rest of the 3-particle case.
Case 5: The next boundary case we consider is when x3 = x2 = x1 = x, and
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the three particles are superimposed (see figure 2.7):
d
dt
P (x, x, x; t) = b(x− 1)P (x− 1, x, x; t)− b(x)g(3)P (x, x, x; t). (2.15)
For a proper choice of g(3), the two boundary conditions (2.12) and (2.13) are
enough for the other cases. Suppose u satisfies (2.15), then
d
dt
u(x, x, x; t)










b(x− 1)u0(x− 1, x, x; t)− 1
g(2)
b(x)u0(x, x, x; t)
and knowing (2.8) we have
d
dt
u0(x, x, x; t)
= b(x− 1)u0(x− 1, x, x; t)− b(x)u0(x, x, x; t) + b(x− 1)u0(x, x− 1, x; t)
− b(x)u0(x, x, x; t) + b(x− 1)u0(x, x, x− 1; t)− b(x)u0(x, x, x; t)
thus putting these equations together gives
b(x)u0(x, x, x; t)(g(3)− g(2)2 + g(2)− 1)
+ b(x− 1)u0(x− 1, x, x; t)(g(2)2 − g(2) + 1− g(3)) = 0 (2.16)
therefore if we choose
g(3) = g(2)2 − g(2) + 1 = q2 + q + 1 = [3]q (2.17)
the equation (2.16) is satisfied automatically and we do not have to introduce a new
boundary condition.
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Case 6,7 and 8: There are three remaining boundary conditions. Case 6 is when
x3 + 1 = x2 = x1 = x (see equation (2.18) and figure 2.8), Case 7 is when
x3 = x2 = x1 − 1, and Case 8 is when x3 + 2 = x2 + 1 = x1.
d
dt
P (x− 1, x, x; t) = b(x− 2)P (x− 2, x, x; t)− b(x− 1)P (x− 1, x, x; t)
+ b(x− 1)g(2)P (x− 1, x− 1, x; t)
− b(x)g(2)P (x− 1, x, x; t) (2.18)
However, there is no need for a new boundary condition in this case. The two
preceding boundary conditions are sufficient. This is actually a crucial point in the
applicability of the Bethe ansatz. If the boundary conditions increased as per the
factorial of the number of particles (here three distinct particles have a priori 6 ways
of knocking against each other) rather than in a linear fashion (here we have only
added one extra boundary condition for a 3-particle case) then the Bethe ansatz
could not be applied.
2.4 n-particle TAZRP
Here let us consider the case where X = (xm, . . . , xm, . . . , x2, . . . , x2, x1, . . . , x1) =
((xm)
nm , . . . , (x2)
n2 , (x1)
n1) where ni indicates the number of particles stacked in
xi.
The evolution equation is:
d
dt




b(xi − 1)P ((xm)nm , . . . , xi − 1, (xi)ni−1, . . . , (x1)n1); t)
− b(xi)g(ni)P (X; t)
]
. (2.19)
Let u0 be a solution to the free particle evolution equation (all the particles are
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separate) with xi any integer:
d
dt
u0(xn, ..., x1; t) = b(xn − 1)u0(xn − 1, xn−1, ..., x1; t)− b(xn)u0(xn, ..., x1; t)
+ ...
+ b(x1 − 1)u0(xn, ..., x2, x1 − 1; t)− b(x1)u0(xn, ..., x1; t). (2.20)
For the boundary conditions, we have:
b(x− 1)u0(xn, ..., xi+1, xi, xi − 1, xi−2, ..., x1; t)
= b(x− 1)qu0(xn, ..., xi+1, xi − 1, xi, xi−2, ..., x1; t)− b(x)(q − 1)u0(X; t). (2.21)
use the following lemma.
Lemma 1. Consider X = (xn, ..., xi+1, x, ..., x, xj−1, ..., x1) where j ≤ k ≤ i, xk = x.
There are i−j+1 particles stacked at x, noted α = i−j+1 for simplicity. (Remind
that g(2)− 1 = q).
Then
b(x− 1)u0(xn, ..., xi+1, x, ..., x, x− 1, xj−1, ..., x1; t)
= b(x−1)qα−1u0(xn, ..., xi+1, x−1, x, ..., x, xj−1, ..., x1; t)−b(x)(qα−1−1)u0(X; t).
(2.22)
Proof. This equation can be obtained by induction (remember the remark (2.14)
from the previous section). Suppose that we haveX = (xn, ..., xi+2, x, ..., x, xj−1, ..., x1)
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where there are i− j + 2 = α+ 1 particles stacked at x.
b(x− 1)u0(xn, ..., xi+2, x, ..., x, x− 1, xj−1, ..., x1; t)
= b(x− 1)qα−1u0(xn, ..., xi+2, x, x− 1, x, ..., x, xj−1, ..., x1; t)
− b(x)(qα−1 − 1)u0(X; t))
= qα−1(b(x− 1)qu0(xn, ..., xi+2, x− 1, x, x, ..., x, xj−1, ..., x1; t)
− b(x)(q − 1)u0(X; t))− b(x)(qα−1 − 1)u0(X; t))
= b(x− 1)qαu0(xn, ..., xi+2, x− 1, x, x, ..., x, xj−1, ..., x1; t)− b(x)(qα − 1)u0(X; t)).
As above, in (2.6) and (2.9), we define (see figure 1.6)
u(xn, ..., x1; t) =
1∏m
i=1 g(1) . . . g(ni)
u0((xm)
nm , . . . , (x1)
n1 ; t) (2.23)
(remind that g(1) = 1 and g(2) = q + 1). As in (2.16) above, we it is reasonable to
conjecture that
g(n) = qn−1 + ...+ q + 1 = [n]q
insures that all the boundary conditions are satisfied. This is proven in the following
proposition.
Proposition 1. Consider X = (xn, ..., xi+1, x, ..., x, xj−1, ..., x1) where there are
α = i− j + 1 particles stacked at x and all the other particles are in distinct sites.
Suppose u satisfies the evolution equation (2.19). Suppose also that u satisfies the
boundary conditions (2.21), or equivalently Lemma 1. Then by choosing astutely
g(α)
g(α) = 1 + q + · · ·+ qα−1 = [α]q. (2.24)
then there are no more boundary conditions needed.




























b(x− 1)u0(xn, ..., xk − 1, ..., x1; t)− b(x)u0(xn, ..., xk, ..., x1; t).
We use the Lemma 1 on the second half of the sum (since we supposed u verified










(b(x− 1)(1 + q + ...+ qα−1)u0(xn, ...xi+1, x− 1, x, ..., x, xj−1, ..., x1; t)








b(x− 1)(1 + q + ...+ qα−1)u(xn, ...xi+1, x− 1, x, ..., x, xj−1, ..., x1; t)









q − 1 b(x− 1)u(xn, ...xi+1, x− 1, x, ..., x, xj−1, ..., x1; t)
− q
α − 1
q − 1 b(x)u(X; t).






b(xk − 1)u(xn, ..., xk − 1, ..., x1; t)− b(xk)u(xn, ..., xk, ..., x1; t)








q − 1 = 1
qα − 1




g(α) = 1 + q + · · ·+ qα−1 = [α]q.
We do not need any more boundary conditions.
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Chapter 3




We consider the equation (2.1)
d
dt
P (x; t) = b(x− 1)P (x− 1; t)− b(x)P (x; t).
Let us suppose the particle is initially in site 0, without loss of generality. The
probability that the particle be in 0 at time t is given by

d
dtP (0; t) = −b(0)P (0; t),
P (0; 0) = 1,
which is solved by
u(0; t) = e−b(0)t. (3.1)
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The probability that the particle be in 1 at time t is given by

d
dtP (1; t) = b(0)P (0; t)− b(1)P (1; t),
P (1; 0) = 0,
P (0; 0) = 1,








and the probability that the particle be in 2 at time t is given by

d
dtP (2; t) = b(1)P (1; t)− b(2)P (2; t),
P (2; 0) = 0,
P (1; 0) = 0,
P (0; 0) = 1,
which is solved by















The general form can be hypothesized at this point:

d
dtP (x; t) = b(x− 1)P (x− 1; t)− b(x)P (x; t),
P (x; 0) = 0 if x 6= 0,
P (0; 0) = 1,
20








j=0,j 6=k b(j)− b(k)
e−b(k)t. (3.4)








j=y,j 6=k b(j)− b(k)
e−b(k)t. (3.5)
Remark 1.
What if the b(k) are not distinct? Let’s consider the simplest case, b(0) = b(1) = b.
Then we have 
d
dtP (1; t) = bP (0; t)− bP (1; t),
d
dtP (0; t) = −bP (0; t),
P (0; 0) = 1,
P (1; 0) = 0,
which is solved by
u(0; t) = e−bt,
u(1; t) = bte−bt.
This is similar to the b = 1 case. It is rather clumsy to write, we will use an integral
formulation in the next part.
Remark 2.
From the previous remark, we can see what form u takes on in the homogeneous
case. The added complexity of the inhomogeneous case comes from the 1b(i)−b(j)
terms which then make the discussion somewhat more technical. Fortunately, it























































j=y,j 6=k b(j)− b(k)
e−b(k)t.
In the case where b(j) = b(k), this yields a squared term ( 1b(j)−ω )
2 which when
integrated gives the proper term for the sum in the preceding part. For example,











The other aspect that must be examined is the path of the contour integral. The
integral contour in (3.6) must enclose all the poles b(j), j = y, y + 1, . . . , x as in
figure 3.1. Let us assume that ∀k, b(k) 6= 1, as this case will bring us back to the





























1− z + zb(y) ...
z









































z is a bit more delicate. As the contour integral
∮
ω in (3.6)
must surround b(j), j = y, y+1, . . . , x,
∮
z in (3.7) is such that b(j), j = y, y+1, . . . , x
is outside the contour. As none of the b(j) = 1, none of the poles are sent to infinity.
The contour
∮
z must also include 0, as there is a term
1
z2
. This is possible as the
number of b(j) involved in uy(x; t) is finite, thus we can choose, for example, a circle
of radius 12 minj |b(j)|.










Note that this formula is only valid when x ≥ y. To fix this for when x < y we




designate a product such that:
a∏′
i=b+1
f(i) = f(b+ 1)f(b+ 2) . . . f(a) if a > b
a∏′
i=b+1





f(a)f(a− 1) . . . f(b+ 1) if a < b.















where the contour integral is a circle centered at zero with a radius small enough
that all the 1− 1b(x) lie outside the circle.
Proof. The model of the proof is given in [11]. The right side of (3.9) must verify:
(a) the free equation (2.1),
(b) no boundary condition as there is only one particle,



















































































































1− z(1− b(x)) −
z











1− z(1− b(x)) −
z




1− z − (1− z(1− b(x))) + zb(x)
1− z(1− b(x))
=
























If x < y, then the term in the denominator is greater than the one in the numerator
25
and we are integrating a function that is entire, so
uy(x, 0) = 0.































b(k)− ωdω = 0.
To prove this we use a fairly common proof. By taking a circle integral with a





































0 if there are at least two terms, i.e. x > y.
As this integral is always the same no matter how big the radius of the circle is,




We consider the equation (2.5)
d
dt
u0(x2, x1; t) = b(x2 − 1)u0(x2 − 1, x1; t)− b(x2)u0(x2, x1; t)
+ b(x1 − 1)u0(x2, x1 − 1; t)− b(x1)u0(x2, x1; t)
and boundary case (2.7)
b(x− 1)u0(x, x− 1) = b(x− 1)qu0(x− 1, x)− b(x)(q − 1)u0(x, x).
Then the probability function of the particles is
u(x2, x1; t) =

u0(x2, x1; t) x2 ≤ x1 − 1,
1
g(2)u
0(x2, x1; t) x2 = x1,
which we denote shorthand as
u(x2, x1; t) =
1
W
u0(x2, x1; t) where W(x2,x1) =

1 x2 ≤ x1 − 1,
g(2) x2 = x1.
(3.10)
The initial conditions are
u(y2, y1; 0) = 1,
u(x2, x1; 0) = 0 if (x2, x1) 6= (y2, y1).
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According to [7] this system has the following solution in the case when b(x) = 1
for all x:












− z2 − qz1 − (1− q)z1z2













This suggests that the general form for the solution u.
Theorem 2. When b(x) 6= 1 for all x we have




















− z2 − qz1 − (1− q)z1z2




















where the contour integrals are circles centered at zero with the same radius that is
small enough that all the relevant 1− 1b(x) lie outside the circle.
Proof. Denote Y = (y2, y1) and X = (x2, x1).
The right side of (3.12) must verify:
(a) the free equation (2.2),
(b) the boundary condition (2.7),
(c) and the initial condition (i.e. uY (X; 0) = δX,Y ).
Proof of (a)
We can prove (a) by direct computation. This is done in the same manner as in
the 1-particle case, taking the two terms in the sum in the integral separately. To
28








































z2 − qz1 − (1− q)z1z2

























We are trying to prove the free equation, which is:
d
dt
u(x2, x1; t) = b(x2 − 1)u(x2 − 1, x1; t)− b(x2)u(x2, x1; t)




u(x2, x1; t)− b(x2 − 1)u(x2 − 1, x1; t) + b(x2)u(x2, x1; t)
− b(x1 − 1)u(x2, x1 − 1; t) + b(x1)u(x2, x1; t) = 0.
29






















































































































− z2 − qz1 − (1− q)z1z2






































− z2 − qz1 − (1− q)z1z2







































− z2 − qz1 − (1− q)z1z2





















so by direct computation









(1− z1(1− b(x)))(1− z2(1− b(x))) −
z2 − qz1 − (1− q)z1z2
z1 − qz2 − (1− q)z1z2(
z1b(x)
1− z1(1− b(x)) −
qz2b(x)
1− z2(1− b(x)) +
(q − 1)z1b(x)z2b(x)




z2b(x)(1− z1(1− b(x)))− qz1b(x)(1− z2(1− b(x)))
+ (q − 1)z1b(x)z2b(x)
)
(z1 − qz2 − (1− q)z1z2)
− (z2 − qz1 − (1− q)z1z2)
(
z1b(x)(1− z2(1− b(x)))




and consequently the boundary condition is proven.
Proof of (c)




















− z2 − qz1 − (1− q)z1z2


















































We will now verify that the initial condition uY (X; 0) = δX,Y is verified.
The first half of the formula of uY (X; 0) is separable, so we have the same con-
32
ditions as in the 1-particle TAZRP. This half is not null if and only if x1 = y1 and
x2 = y2, in which case it equals one.














































The idea behind this is that considered as a function of ω2, the
qω2−ω1
qω1−ω2 has a pole
within the contour, since q < 1. We can now study the different cases.











Following the same reasoning as in the 1-dimensional case, this integral is equal to
zero.
































































As a function of ω1, the
qω2−ω1
qω1−ω2 has no pole within the contour, since q < 1. This is
therefore an integral of an entire function, so it is equal to zero.
If x1 < y2 and x2 ≥ y1, this situation is impossible since we know that y2 ≤ y1
and x2 ≤ x1.






































R(|ω1|+ q2|ω1|+ qb(x1)) + q2b(x1)|ω1|




This integral is always the same no matter how big the radius of the circle is, once
the poles are enclosed, so the integral in the brackets of (3.13) is q. We then proceed



































If x1 = y2 and x2 < y1, then this is the integral of an entire function.
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If x1 = y2 and x2 > y1, then this situation is impossible.







b(x1)− ω1dω1 = −q.
Thus we obtain in this case:














− z2 − qz1 − (1− q)z1z2









= 1 + q.
This concludes the proof: we now have that

u(x,x)(x, x; 0) =
1
W (1 + q) = 1,
u(x2,x1)(x2, x1; 0) =
1
W = 1 when x1 6= x2,
u(y2,y1)(x2, x1; 0) = 0. when (y2, y1) 6= (x2, x1).
3.2.2 Recurrent Solution
Remark. Suppose b(i) 6= b(j) for all i, j.
By changing the variables in this formula, −ω1 = 1z1 − 1 and −ω2 = 1z2 − 1 we
obtain



























Denote X = (xn, ..., x1) and Y = (yn, ..., y1).
As in [7], define (α < β)
S(β,α) = −
zβ − qzα − (1− q)zαzβ
zα − qzβ − (1− q)zαzβ = −
qωβ − ωα




(β,α) an inversion of σ
S(β,α). (3.17)
Remember that an inversion of σ is a pair (β, α) with α < β such that σ−1(α) >
σ−1(β) (see Figure 3.2). Then the general formula for an n-particle q-TAZRP is of
Figure 3.2: An inversion of σ.
form given below.




u0(xn, ..., x1; t) = b(xn − 1)u0(xn − 1, xn−1, ..., x1; t)− b(xn)u0(xn, ..., x1; t)
+ ...
+ b(x1 − 1)u0(xn, ..., x2, x1 − 1; t)− b(x1)u0(xn, ..., x1; t)
36
and u0 verifies the boundary case (2.22)
b(x− 1)u0(xn, ..., xi+1, x, ..., x, x− 1, xj−1, ..., x1; t)
= b(x−1)qα−1u0(xn, ..., xi+1, x−1, x, ..., x, xj−1, ..., x1; t)−b(x)(qα−1−1)u0(X; t).
and with initial conditions
u0(Y ; 0) = WY ,




1 if all xi are distinct,∏m
i=0[ni]q! if X = ((xm)
nm , . . . , (x1)
n1).




When b(x) 6= 1 for all x we have
































· · · dzn
z2n
(3.18)
(where the contour integrals are circles centered at zero with a radius small enough
that all the relevant 1− 1b(x) lie outside the circle.)
Proof. The right side of (3.18) must verify:
(a) the free equation (2.20),
(b) the boundary condition (2.22) (see lemma 1),
(c) and the initial condition (i.e. uY (X; 0) = δX,Y ).
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3.3.1 Proof of the Free Equation






























· · · dzn
z2n
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(b(xi − 1)uY (xn, ..., xi − 1, ..., x1; t)− b(xi)uY (X; t)) = 0.
3.3.2 Proof of the Boundary Condition
For this, we use the boundary condition (2.21)
b(x− 1)u(xn, ..., xi+1, xi, xi − 1, xi−2, ..., x1; t)
= b(x− 1)qu(xn, ..., xi+1, xi − 1, xi, xi−2, ..., x1; t)− b(x)(q − 1)u(X; t).
To verify that this boundary condition is satisfied, we use the following relation.
Let τi = τi−1,i note the transposition in Sn of i− 1 and i. Then σ ◦ τi designates σ
38
with σ(i− 1) and σ(i) interchanged. We have the following relation:
Aσ◦τi = S(σ(i−1),σ(i))Aσ. (3.19)
In effect, we have Aσ =
∏
(α,β) an inversion of σ Sαβ. Note α = σ(i− 1) and β = σ(i).
If α > β then {α, β} is an inversion of σ but not of σ ◦ τi, everything else being
unchanged. In this case,
Aσ = S(α,β)Aσ◦τi
or in other words, noting that S(α,β)S(β,α) = 1, Aσ◦τi = S(β,α)Aσ.
If α < β then {β, α} is an inversion of σ ◦ τi but not of σ, and Aσ◦τi = S(β,α)Aσ.
We can now prove the boundary condition. Let’s consider only two terms in the
sum
∑


















































































































· · · dzn
z2n
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As σ ◦ τi(i − 1) = σ(i) and vice-versa, and the rest is the same, we can isolate
something that resembles n=2 case, but with σ(i) instead of 1 and σ(i− 1) instead
of 2. As we do not know which xj corresponds to σ(j) = σ(i) we note it xγ , and the







































































































































































































As this is valid for any Aσ and we can partition Sn into two parts, the {σ} and the
{σ ◦ τi}, we can rewrite uY (X; t) as a sum of terms with a factor found in the n=2
case, and this verifies (2.21) as it is linear.
3.3.3 Proof of the Initial Condition
N.B.: To shorten notations, all the integrals
∮
in this part of the proof are under-





, we will henceforth denote this by −
∫
.
We will first consider when X 6= Y and show that uY (X; 0) = 0 by induction.
We have already proven the n = 1 case. Assume the statement is true for n−1. We










































 dω1 . . . dωn = 0.
(3.20)
This is represented in figure 3.3. We can write this multiple integral (3.20) as























 ·B · dωσ(2) . . . dωσ(n)













We now study B in the same way as the 2-particle case.
For any inversion (κ, α) of σ, we have α < κ since 1 < σ−1(α). The inversions
in the product of B are the κ − 1 terms {(κ, 1), . . . , (κ, κ − 1)} (see figure 3.4).
When x1 > yκ, as in the n = 1 case we have that the integral B is equal to zero.
Figure 3.4: The inversions are the κ− 1 terms {(κ, 1), . . . , (κ, κ− 1)}.
When x1 < yκ, we have to switch the integrals around, as in the n = 2 case. We
introduce λ = σ−1(1) such that σ(λ) = 1 and σ(1) = κ. We now consider the
Figure 3.5: σ(λ) = 1.
inversions S that involve ω1: the (σ(i), σ(j)) such that i < j and σ(i) > σ(j). Here
we have the (σ(i), 1) with i < λ as σ(i) > 1 for sure. (There are clearly no terms
S(1,α) as the first term is the larger.)
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When x1 < yκ and xλ < y1 the inner integral treated as a function of ω1 is entire,
as the S(κ,α) = − qωκ−ωαqωα−ωκ has no ω1 present (we start the counting from α = 2 to
avoid counting − qωκ−ω1qω1−ωκ twice). The S(σ(i),1) = −
qωσ(i)−ω1
qω1−ωσ(i) has no pole relative to
ω1 (since q < 1). Thus in this case the integral is equal to zero.
When x1 < yκ and xλ ≥ y1, we have conditions x1 ≥ x2 ≥ · · · ≥ xλ and
y1 ≥ y2 ≥ · · · ≥ yκ so xλ ≤ x1 < yκ ≤ y1, but xλ ≥ y1, this is impossible.
The only remaining case is when x1 = yκ. When x1 = yκ and xλ < y1, the integral
C is entire, as shown just above. When x1 = yκ and xλ > y1 this situation is im-
possible, as xλ ≤ x1 = yκ ≤ y1, but xλ > y1. When x1 = yκ and xλ = y1 then since
x1 ≥ x2 ≥ · · · ≥ xλ and y1 ≥ y2 ≥ · · · ≥ yκ we have x1 = · · · = xλ = y1 = · · · = yκ.
Here is where we apply the induction hypothesis. We have at least that x1 = xλ =
43

























































dωσ(2) . . . dωσ(n).



















(qReit − ω1) . . . (qReit − ωκ−1)











∣∣∣∣∣ qκ−1Rκe(κ−1)it +RP (R)(Rκ−1e(κ−1)it +Q(R))(b(x1)−Reit) + qκ−1e−it
∣∣∣∣∣ dt











∣∣∣∣∣RP (R) + qκ−1e−itQ(R)(b(x1)−Reit) + qκ−1e−itRκ−1e(κ−1)itb(x1)(Rκ−1e(κ−1)it +Q(R))(b(x1)−Reit)
∣∣∣∣∣ dt
≤ R|P (R)|+ q
κ−1Q(R)(b(x1) +R) + qκ−1Rκ−1b(x1)




(Since the leading coefficient of the numerator is Rκ−1 and the leading coefficient of








(β,α) an inversion of σ∈Sn−1
S(β,α).
(There are no terms S(β,κ) as this would imply σ
−1(κ) = 1 > σ−1(β).)






















 (−qκ−1)dωσ(2) . . . dωσ(n) = 0.
This concludes the X 6= Y part of the proof.
Now, letX = (xm, . . . , xm, . . . , x2, . . . , x2, x1, . . . , x1) = ((xm)
nm , . . . , (x2)
n2 , (x1)
n1).





where [ni]q! = (1)(1 + q) . . . (1 + q + · · ·+ qn−1).
For n = 1 we have already proven that ux(x; 0) = 1. (The formula also checks
out for n = 2, u(x,x)(x, x; t) = 1 + q).
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Let n > 1. We consider the permutations σ˜ ∈ Sn such that
σ˜(i) =

σ1(i) if i ∈ N1 = [[1, . . . , n1]] with σ1 ∈ Sn1 ,
σ2(i) if i ∈ N2 = [[n1 + 1, . . . , n1 + n2]] with σ2 ∈ Sn2 ,
...
...
σm(i) if i ∈ Nm = [[n1 + · · ·+ nm−1 + 1, . . . , n]] with σm ∈ Snm .

























· · · −
∫
ωn





















































 dω1 . . . dωn
(Since X = ((xm)
nm , . . . , (x2)
n2 , (x1)
































Suppose at this point that n1 < n, otherwise the induction hypothesis does not
apply. The case n1 = n represents u(x,...,x)(x, . . . , x; t) = [n]q! which we will see
afterwards.
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 dω1 . . . dωn







































































































[−qκ−1] dωσ(2) . . . dωσ(n)























dωσ(2) . . . dωσ(n)

= [n]q! by induction.
Now, what if σ ∈ Sn \ S˜n? We will show the integral is zero.
If σ 6∈ S˜n, then there exists a j such that j ∈ Nl but σ(j) ∈ Nk with k < l.
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Let
ν > µ = σ(ν) = min{σ(j)|j ∈ Nl, σ(j) ∈ Nk, k < l},








































































 dω1 . . . dωn
= 0.
There are only terms (σ(i), µ) with i < ν and σ(i) > µ, and no terms (µ, σ(j)), ν <
Figure 3.6: µ = σ(ν) = min{σ(j)|j ∈ Nl, σ(j) ∈ Nk, k < l}.
j, µ > σ(j). If such a term existed, then we could find µ′ < µ such that σ(ν ′) = µ′
with ν ′ > ν, and µ would not be the minimum. Therefore the partition of Aσ is
justified. (See figure 3.6).
The bracket is therefore composed of terms S(β,µ) = − qωβ−ωµqωµ−ωβ which have no pole rel-




b(k)−ωµ which has at least two terms since ν ∈ Nl
48
and µ ∈ Nk. The bracket is therefore equal to zero, and therefore if σ ∈ Sn \ S˜n the
integral is zero.
To conclude, we find

1




nm , . . . , (x1)
n1 ; 0) = 1,




u(X; 0) = δXY
and the initial condition is verified.
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