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ABSTRACT 
The popularity of the Internet has increased manifold over the past few years, causing 
increased congestion, leading to degradation in performance. Congestion control plays a central 
role in enhancing the performance of the Internet. The congestion handling mechanism of the 
most popular protocol suite of the Internet, the TCP /IP suite, is through implicit feedback 
about the network conditions to the traffic source. This feedback is in terms of the packet 
delivery status to the receiver. If the feedback can be obtained sooner at the source, the 
congestion handling can be more effective. This work aims to expedite the feedback process 
and enhance the performance of the Internet under congestion. 
We provide an introduction to the layered model of the Internet and discuss the role of 
TCP /IP in the layers. We introduce the congestion phenomenon and discuss the ways of 
handling congestion. Next, we present a survey of some of the current schemes that are aimed 
at enhancing the congestion handling in the Internet. We motivate the need for the schemes 
that are proposed with the help of a simplified analytical model which evaluates the time to 
detect a packet loss through duplicate acknowledgements. We show that this time can be 
significant when the number of packets arriving at the router is large. We then present two 
schemes, Triple Packet Buffering on Congestion and Triple Truncated Packets, that enable the 
traffic source to get the congestion information of the network faster. The time taken for the 
proposed schemes to trigger three duplicate acknowledgements at the router is evaluated using 
the analytical model. We show that this time is significantly lesser for the proposed schemes. 
With the help of simulation results, we show that the proposed schemes perform better than 
the standard implementation in a variety of network scenarios and achieve higher throughput 
and lower mean delay. 
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CHAPTER 1 Introduction 
1.1 Introduction - The Internet 
The Internet, though very different from its current form, has its roots in the ARPANET 
network sponsored by the U.S. Department of Defense starting in the 1960s. What began as an 
experimental network has grown in gigantic proportions and forms an essential part of modern 
day communication. The initial link speeds were a mere 50 kbps; today 10-Gbps Ethernet 
LANs are almost here. Though TELNET and FTP were the initial applications, it was the 
World Wide Web, offering connectivity between hosts all over the world, that brought forth 
the huge explosion in the use of Internet. 
The current day Internet is a meta network consisting of multiple, individual networks. It 
supports multiple applications and provides varying degrees of quality of service and security 
depending on the applications. Section 1.2 describes the OSI reference model. The Internet 
implements a layered protocol suite which corresponds loosely to the seven layers of the OSI 
reference model. The correspondence between the Internet protocols and the OSI model is 
shown in Section 1.3. Section 1.4 introduces the TCP /IP protocol suite, which forms the core 
of the Internet's protocol suite. 
The huge increase in popularity of the Internet has introduced some issues with the perfor-
mance of the network. Section 1.5 discusses one of the core issues, congestion. It also discusses 
the approach taken by the most widely used Internet protocols, TCP /IP, for handling conges-
tion. 
The final section in this chapter, Section 1.6, specifies the scope of this thesis and its 
contribution towards tackling the issue of congestion over the Internet. 
1.2 The OSI Model 
The Open Systems Interconnect (OSI) model of the internet was created by the Interna-
tional Standards Organization (ISO). The OSI model is a way to breakdown the functionalities 
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of the different components of the Internet. The protocols in the Internet do not necessarily 
follow this model, some of the protocols were introduced even before the model was intro-
duced. The main purpose of this model is to be a reference, for identifying roles of underlying 
protocols that form a part of the network. 
Application Layer Application Application Layer 
6 Presentation Layer 
Transport TCP t:DP Layer 
5 Sessions Laver 
~ Transport Laver 
Xet\York IP Layer 
Ketwork Layer 
Xetwork 
Access Layer Ethernet 
~ Data Li11k Layer 
Physical De\·ice driYe 
Physical Layer Layer and hardware 
(a) (b) 
Figure 1.1 (a) The OSI reference model and (b) TCP /IP model 
According to [19], the principles used to arrive at the layers are: 
• The layer should rise from the need for a different level of abstraction. 
• Each layer should perform a well defined function 
• The functionality of each layer should be chosen to enable defining internationally stan-
dardized protocols. 
• Layer boundaries should be selected so as to minimize information flow across the inter-
faces. 
• The number of layers should be large enough to allow distinct functionality in each layer 
and should be small enough to have a manageable architecture. 
Figure 1.1 (a) shows the seven layers of the OSI model, while Figure 1.1 (b) show the 
standard Internet protocol suite. The layer at the bottom of the stack is the physical layer. 
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This layer is in charge of transmitting raw bits over the physical network by converting them 
into electrical or optical signals. The Physical layer is prone to error and noise. The Data 
link layer converts this raw bits into error free bits as an input to the network layer. The 
network layer isolates the data transmission technology from the higher layers. It implements 
a packet link between computers attached to a common link [20]. Routing, to determine 
the path for a packet from source to destination, is the main function of the network layer. 
The Transport layer accepts packets from the sessions layer, splits it up into smaller units if 
required (segmentation), passes these to the network layer, and ensures that the pieces all arrive 
correctly at the other end (reassembly) [19]. It is either connection-oriented or connectionless. 
Connection-oriented service provides error-free packet delivery and in-order to the higher layer, 
whereas connectionless service offers no such guarantees. Session layer allows for the dialog 
between two computers through sessions. The Presentation layer allows the application layer 
to be isolated from the variations in data representation and converts it to a general form 
known to the higher layer. Finally, the Application layer provides the interface between the 
user applications and the other layers. It handles incompatibilities between different user 
systems. 
1.3 The OSI model and the Internet protocols 
The OSI model is a reference model. In this section we discuss how the most popular proto-
col suite of the Internet compares to this model. Figure 1.2 from [20] shows the correspondence 
between the OSI model and the Internet protocols. 
It is evident that there is no one to one correspondence between the two schemes. The 
higher layers, in particular, 5, 6 and 7, have no direct equivalent to the protocols in the Internet 
suite. The functionalities of physical layer and the data link layer are implemented together by 
some of the protocols of the Internet like Ethernet and X.25. The network layer functionality 
is implemented by the Internet Protocol (IP) and the transport layer of OSI corresponds to 
TCP and UDP protocols in the Internet. 
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Figure 1.2 The correspondence between the layers of the OSI model (1-7) 
and the Internet protocols. 
1.4 The TCP /IP Protocol Suite 
1.4.1 The Internet Protcol 
As stated by Stevens in [17] "IP is the workhorse of the TCP /IP protocol suite". The 
Internet Protocol (IP), is a network layer protocol, with routing as its main functionality. IP 
offers unreliable, connectionless service. It is unreliable because it does not offer any guarantees 
about delivering a packet to the destination. IP does not maintain any end to end connection 
information and so is a connectionless service. 
Figure 1.3 shows the fields in IP header. The Version field indicates the protocol version. 
The current version is 4, and so IP is sometimes called IPv4. A newer version of IP, IPv6, 
is now available, but its deployment is limited. Header length field specifies the length of the 
header, including options and the Type Of Service field indicates the type of service. Total 
Length field holds the tot.al length of the IP datagram in bytes. This field with the Header 
Length field can be used to calculate the data portion of the IP datagram. Identification field 
has a unique number that identifies this packet and the Protocol field specifies which transport 
layer protocol is used. Time to live determines the maximum number of routers that the 
datagram can pass through before being discarded. The 32 bit IP addresses of the source and 
the destination are also included in the header. The options field is a varying length field 
V.;•rsion 
(-1) 
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Ht'<td<'r 
kngth 
5 
I' I I• 
Type of sen·ke 
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I I 
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1 
Time to lin~ 
,Tn1 
specifying some IP options. 
protocol lkalkr checksum 
31-hit -,om·(\.' IPv-1 :1ddr,·~s 
Opcion-; tifany1 
Figure 1.3 The IP header 
The main task of the IP layer is routing. Routing is the process where the IP layer 
inspects the IP header of an incoming packet and determines the next hop for the packet, 
based on entries in its routing table. Routing table contains the information that helps the IP 
layer make all its routing decisions. For collecting routing information of the routes within a 
network the Address Resolut'ion Protocol (ARP) is used. To collect route information about 
other networks, routers exchange control information, including the cost incurred to reach a 
particular destination through that router. By processing the control information and using 
shortest-path algorithms like Bellman-Ford algorithm or Dijkstra's algorithm, the routes to 
other hosts on other networks are determined. 
The information in the routing table can then be used to route a IP datagram as per the 
following algorithm from [2]: 
• Step 1: Extract the destination IP address, D, from the datagram and compute the 
network prefix, N; 
• Step 2: 
if N matches any directly connected network address deliver datagram to destination 
D over that network (this involves resolving D to a physical address, encapsulating 
the datagram, and sending the frame.) 
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else if the table contains a host-specific route for D send datagram to next-hop 
specified in table 
else if the table contains a route for network N, send datagram to next-hop specified 
route for N 
else of the table contains a default route, send datagram to the default router 
specified in table 
else declare a routing error 
The packet is dropped in case of a routing error and also when the router's buffer is full. 
It is left to the higher layer, like TCP, to recover these losses. The next section discusses the 
TCP protocol. 
1.4.2 The Transport Control Protocol 
TCP stands for Transport Control Protocol. It is the most popular transport layer pro-
tocol. In contrast to IP, TCP is a reliable, connection-oriented protocol. TCP maintains 
state information of each connection that it establishes with the destination host. The reli-
able service provided by TCP includes recovering packets that are lost or packets that are in 
error. In contrast to IP, which does deliver packets out of order to its higher layer (TCP), 
TCP delivers packets to its higher layer, the Application Layer, in order. The User Datagram 
Protocol (UDP) is another popular transport layer protocol which differs from TCP by being 
a connectionless protocol. 
The fields of a TCP header are shown in Figure 1.4. The header carries the source and 
destination port numbers in the fields Source Port and Destination Port respectively. The 
Sequence Nnumber is an unique number that identifies a TCP packet and helps in delivering 
the packets in order to the application layer. The Acknowledgement Number held helps the 
TCP destination to inform the TCP source about the packets that it has received. The Options 
field, not shown above, could be used by the TCP to specify some options. As the size of the 
options field is variable, Data Offset field is used to indicate the length of the header and 
start of the data area. The Window field is the held that tells the other host about the buffer 
capacity at this source; this field determines the transmission credit for the other source and 
thus helps in flow control. Checksum covers the entire TCP segment, the header and the 
data, enabling TCP to provide error detection and recovery capabilities. The Flag field carries 
~I! 
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Figure 1.4 The TCP header 
individual bits that convey some more information to the host which helps manipulate other 
fields, for example the URG bit in the flag determines the Urgent Pointer field's validity. 
TCP offers a byte-stream service, which means that TCP does not insert any record markers 
automatically [17]. If the source application sends bytes to the source TCP in a sequence of 10 
byte data blocks, the TCP layer can pad this data and send it to the destination as 200 bytes, 
which would be forwarded to the destination application. There is no way for the application 
to differentiate whether it was a sequence of twenty, 10 byte blocks or it was single 200 byte 
transfer. 
A TCP connection is set up using a three-way handshake. To end a connection a two-way 
handshake by each host (for a total of four handshakes). To setup a connection from A to B, 
the procedure followed is listed below [20]: 
1. A sends a SYN to B, by setting the SYN in the flags field of the header, indicating that 
it wants to open a connection. The connection is identified by the source and destination 
IP addresses and TCP port numbers, as well as by an initial sequence number. The 
sequence number avoids confusion caused by delayed SYN packets. 
2. B sends an ACK to the SYN packet to acknowledge the start of connection and to 
indicate its initial sequence number. 
3. A sends the first data packet, which ACKs B's ACK. 
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The most important function of TCP is to provide flow control. Congestion control is 
achieved as a free ride on flow control. Flow control ensures that the receiving host is not 
flooded by the sender. Flow control is achieved by the TCP window mechanism, which is 
credit based. The sender needs to have enough credit to do any transmission. With each 
transmission this credit depletes, thereby reducing the actual data that the sender can send. 
The credit is restored only when the receiver acknowledges the successful reception of the 
packets. Thus, by spacing out the acknowledgments, the receiver can control the senders 
transmission rate. 
1.5 Internet Congestion and Congestion Handling 
"Overtime, and incrementally, link speeds have increased from 56 Kbps to 1.5 Mbps to 
45 Mbps. The recent explosive growth in demand is being met by 155-Mbps, 622-Mbps, and 
higher-speeds (2.4Gbps and 9.6 Gbps) SONET links, leased from telephone companies." ([20]). 
The increased popularity of Internet has resulted in congestion being a big factor in affecting 
its performance. The variety of applications that are supported over the internet have multi-
plied. Different application places different demands on the network. Also, the response of the 
applications to changes in network conditions are not uniform. Thus, the mechanism used to 
handle congestion assumes prime role. 
:; 
c. 
"' " 0 ,s ,, 
.~ ;;; 
E 
0 z 
0 05 
(a) 
1 
Load 
(b) 
1 5 
Figure 1.5 The effects of congestion on (a) Throughput and (b) Delay 
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Congestion occurs when the load on the network increases beyond its handling capacity. 
The process of handling congestion in the network is called congestion control. Figure 1.5 
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shows the effect of load increase on throughput and delay [16]. Consider a network with finite 
buffer capacity. As the load increases, the throughput increases linearly under light loads. This 
is the area of no congestion (until point A or the knee, in Figure 1.5 a.). Between A and B, 
the utilization increases, but at a late lower than the rate of offered load. Here the network 
is under moderate congestion. The network continues to cope with the load, but the delay 
increases exponentially at this point. Beyond point B, the cliff, the throughput decreases and 
the network is under severe congestion. This happens when the routers start dropping packet 
and so the sources start retransmitting old packets along with sending new packets, thereby 
making the conditions worse. The throughput eventually drops off to zero as the delays become 
so high that even successful packets are retransmitted due to timeouts at the sender. 
1.5.1 General Congestion Handling Techniques 
Tl1is section discusses a few congestion handling techniques and the next section concen-
trates on TCP /IPs congestion handling. The methods are enumerated below from [16]: 
1. Backpressure: Backpressure technique for congestion control is similar to backpressure 
in fluids. If the outlet of the pipe is closed, the fluid pressure backs up the pipe and 
stops the source. Similarly, the backpressure technique can be exerted on the basis of 
links or logical connections. If a node is congested it can stop (or slow down) the flow all 
packet from its previous node. This would propagate backward along the route to the 
source. This method is limited to connection-oriented networks that allow hop-by-hop 
flow control. 
2. Choke Packet: In this scheme a control packet is generated at a congested node and is 
transmitted back to the source node as a feedback to reduce transmission. This message 
can be sent by the router or host that had to drop the IP datagram. The source should 
then reduce its transmission. 
3. Implicit Congestion Signaling: When a sender detects a significant increase in round trip 
time or if packets are discarded, it can conclude that the network could be congested. 
The source can then reduce its load on the network. The end systems are reHponsible for 
handling congestion in this approach. 
4. Explicit Congestion Signaling: In this approach, the network gives explicit feedback to 
the source to reduce its transmission. This can be achieved, for example, by setting a 
10 
bit in the IP header. This can be done in either the forward or the backward direction 
by informing the source or the destination respectively. 
1.5.2 Congestion Handling in TCP /IP 
TCP handles congestion by employing a feedback mechanism. When a connection is es-
tablished from a source to a destination, the hosts have very little knowledge of the network 
conditions. So TCP probes the network bandwidth by transmitting few packets initially, and 
increasing its transmission rate with successful transmissions. It exits this phase of increase 
in transmission rate when it senses network congestion, which is indicated by a packet loss. It 
immediately reduces the transmission levels and starts the process of probing the network ca-
pacity again. Thus on a larger scale, TCP's transmission is a continuous sequence of increases 
and decreaseH in transmission rates. Chapter 2 discusses the implementation detailH of these 
Hchemes. 
It is evident that the feedback from the network is very important for TCP to perform 
well. To qualify the statement better, it is the timely feedback from the network that iH 
paramount. Consider the scenario when TCP on itH ascending ramp has reached the network 
capacity, and has just gone over the capacity. The router buffers are full now and are not 
able to queue any more packets. So they start dropping packets. In the meantime, TCP is 
st.ill receiving acknowledgements for the packets that it had sent when it was below network 
capacity. So, it increases its transmission rate, which further increases the congestion at the 
routers. If it takes longer for the packet loss information to reach the Hender, more packets are 
lost. Another property of TCP, namely, ordered delivery of packets, compoundH the problem. 
\Vhen a TCP receiver gets an out of order packet, it cannot hand it over to the higher layer. So 
the receiver buffers these packets on its end until it receives the missing packet(s). The receiver 
also starts discarding out of order incoming packets once its input buffer is full. Thus when 
a packet is dropped, the subsequent packets are also affected if the loss is not recovered from 
promptly. Also, when the TCP source does a retranHmission of the lost packet, it retranHmits 
all the packets in its transmission window, from the lost packet on. There have been some 
modifications to the standard TCP implementation, like Selective Acknowledgement (SACK) 
that are aimed at correcting multiple retransmissions. These are discussed in Chapter 2. The 
bottom line though is that the faster and more accurate the feedback from the network, the 
better it is for the TCP source. 
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1.6 Thesis Contribution and Scope 
The work presented in the thesis aims to enhance the TCP congestion recovery mechanism. 
As discussed in the Section L5, the feedback from the network on existing conditions is key 
to the congestion handling mechanism. The schemes proposed in this thesis are aimed at 
expediting the feedback from the network. The schemes are invoked by the IP layer and inside 
the network, i.e., at the router. They utilize some properties of the TCP /IP protocol suite to 
give implicit information about network congestion without the need to exchange additional 
information, and without requiring any change to the protocols. This work contributes two 
schemes, at the router level, that can function with existing implementations and can provide 
marked improvement in TCP performance 
The scope of this work is to present some modifications to the router functionality that is 
aimed at enhancing the performance of the TCP /IP congestion control schemes and thereby 
enhancing the performance of the Internet. This is done in a way that does not require any 
changes to the protocols or their packet formats. The motivation for the work and the reasons 
for the improvement in performance are also presented. The thesis also presents results of 
simulations that compares the performance of the proposed schemes to that of the standard 
implementation. The inferences aim to justify the implementation of the proposed scheme on 
the Internet. 
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CHAPTER 2 Background 
2.1 Introduction 
Chapter 1 provided a brief introduction to the present day internet and the typical issues 
involved. This chapter discusses past work done on techniques for improving the performance of 
TCP /IP networks. Section 2.2 introduces the schemes that have become part of standard TCP 
implementations. The schemes that are introduced in Chapter 3 exploits some characteristics 
of these schemes. Section 2.3 discusses some TCP schemes employed for improving congestion 
performance. Section 2.4 explains some schemes where the gateways take an active part in 
congestion avoidance. 
2.2 Standard TCP implementations - Tahoe and Reno 
Different flavors of TCP differ, among other things, in the algorithms that they use to 
address congestion. This section discusses the four main algorithms that have been introduced. 
The four schemes presented below are further discussed in [18]. 
2.2.1 SloVJ Start 
TCP traffic characteristics are determined by the receiver's advertised window. Initial 
TCP implementations start a connection with the sender sending many segments into the 
network up to the receiver's advertised window size. This approach does not consider the 
effect of bottlenecks in the route between the sender and the receiver. A slower link can cause 
a router to buffer the packets and eventually run out of space and drop the packets. Thus, 
the throughput of the TCP connection can be greatly affected. To overcome this scenario, a 
scheme called slow start was introduced. 
Slow start introduces a new window - congestion window ( cwnd) - that acts as a throttle 
at the sender side. The cwnd controls the rate at which new segments are injected into the 
network. When a new TCP connection is established, the congestion window starts at a value 
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of one. Every new acknowledgment packet (ACK) received by the transmitter leads to an 
increase of the cwnd by one segment. The maximum number of bytes that the sender can 
transmit is the minimum of the receiver's advertised window and the congestion window. 
Since the cwnd size is increased by one segment for every ACK, the cwnd size doubles every 
round trip time, assuming all the segments are acknowledged. Thus we have an exponential 
increase in the window size. 
In short, the receiver window corresponds to the flow control window enforced by the 
receiver, while the congestion window is the flow control window imposed by the sender. 
2.2.2 Congestion Avoidance 
The congestion avoidance algorithm in TCP is a way to tackle the problem of packet 
losses. Even though congestion avoidance and slow start are independent algorithms. they are 
generally used in tandem. When there is congestion, TCP slows down the data transmission 
rate. After this slow start is invoked to increase the data rate. The congestion avoidance 
algorithm is reproduced below from [18] 
Congestion avoidance and slow start require that two variables be maintained for each con-
nection: a congestion window, cwnd, and a slow start threshold size, ssthresh. The combined 
algorithm operates as follows: 
1. Initialization for a given connection sets cwnd to one segment and ssthresh to 65535 
bytes. 
2. The TCP output routine never sends more than the minimum of cwnd and the receiver's 
advertised window. 
3. When congestion occurs (indicated by a timeout), one-half of the current window size 
(the minimum of cwnd and the receiver's advertised window, but at least two segments) 
is saved in ssthresh. Additionally, if the congestion is indicated by a timeout, cwnd is set 
to one segment (i.e., slow start). 
4. When new data is acknowledged by the other end, cwnd is increased, but the way it 
increases depends on whether TCP is performing slow start or congestion avoidance. 
If cwnd is less than or equal to ssthresh, TCP is in slow start; otherwise TCP is performing 
congestion avoidance. Slow start continues until TCP is halfway to where it was when con-
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gestion occurred (since it recorded half of the window size that caused the problem in step 2), 
and then congestion avoidance takes over. 
Under slow start,cwnd begins at one segment, and be incremented by one segment every 
time an ACK is received. As mentioned earlier, this opens the window exponentially: send 
one segment, then two, then four, and so on. Congestion avoidance dictates that cwnd be 
incremented by segsize * segsize/cwnd each time an ACK is received, where segsize is the 
maximum segment size and cwnd is maintained in bytes. This is a linear growth of cwnd, 
compared to slow start's exponential growth. The increase in cwnd should be at most one 
segment each round-trip time (regardless of how many ACKs are received in that RTT), 
whereas slow start increments cwnd by the number of ACKs received in a round-trip time. 
2.2.3 Fast Retransmit 
The congestion avoidance algorithm was modified to accommodate the cases of duplicate 
acknowledgments [17]. The new algorithm, the Fast Retransmit, takes into account the signif-
icance of duplicate acknowledgments. When a TCP receiver gets a segment out of sequence, 
it is required to send a duplicate ACK for the last segment received in sequence. The TCP 
source cannot infer, on basis of a single duplicate ACK, whether a TCP packet was lost or 
whether it has just been delayed inside the network. The source waits for a small number of 
duplicate ACKs before it can conclude that a packet loss has occurred. Reception of three 
or more duplicate ACKs is a strong indication of a lost packet. As soon as this knowledge 
is gained, the TCP source transmits the packet with the missing sequence number, without 
waiting for the retransmission timer to expire. 
2.2.4 Fast Recovery 
Fast Recovery is generally performed after a Fast Retransmit. When a Fast Retransmit is 
performed, apart from knowing that there is a possible packet loss, the source also realizes that 
traffic is still flowing in the network, as three duplicate ACKs have been triggered. Therefore, 
there is no need to abruptly reduce the amount of data sent by going into Slow Start. Instead of 
going into Slow Start after a packet loss is detected, Congestion Avoidance is performed. Under 
moderate congestion, this allows the throughput to be high without having to go through a 
Slow Start. 
After the reception of the third duplicate ACK, the ssthresh is set to one-half of the mini-
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mum of cwnd and the receiver's advertised window. The missing segment is then retransmitted. 
The new congestion window is now set to the cwnd plus 3 segments. The three segments are 
added to take into consideration the three packets that triggered the duplicate ACKs. 
2.2.5 Tahoe and Reno 
The initial version of TCP was called TCP Tahoe. The algorithms implemented in this 
version were slow start and congestion avoidance. A later version of TCP included the mod-
ifications in the form of Fast Retransmit and Fast Recovery. This version of the TCP is the 
TCP Reno. TCP Reno is the most widely implemented scheme in the current Internet. There 
have been many modifications to these schemes as part of recent research work, and the next 
section discusses some of these schemes. 
2.3 Recent Modifications to TCP 
The standard TCP schemes for congestion handling have been enhanced over time by the 
introduction of various modifications to the existing protocol. This section discusses some ot 
these changes to standard implementation of the protocol. While some schemes are aimed 
at providing extra information to the sending host about the network conditions, some other 
schemes use the extra information to modifying the existing algorithms. [4] provides a com-
prehensive summary of the recent work for enhancing the TCP congestion control. In this 
section, four such schemes are discussed in detail. References [7] , [21] and [10] present more 
schemes proposed to enhance the TCP's performance. 
2.3.1 TCP Selective Acknowledgment - SACK 
In normal TCP implementations, the sender has no knowledge of the out of order packets 
that have been buffered by the receiver. This can cause unnecessary retransmissions and degra-
dation of performance. To overcome this problem, the strategy of Selective Acknowledgment 
or SACK was proposed [13]. SACK is especially effective when there are multiple dropped 
segments in between multiple successful segments. SACK inform8 the sender of the 8egments 
that have been received successfully, and therefore the sender has to retransmit only those 
segments that have not reached the receiver. 
The basic idea behind the SACK implementation is to use the TCP's Options field in the 
header to indicate to the sender the non-contiguous blocks of data that have been received. 
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This is implemented using two options: 
1. SACK-permitted option - The SACK-Permitted option is represented by a two-byte op-
tion field that could be sent only in the initial SYN packet that the TCP sends. The 
sender and receiver need to decide whether they are going to use SACK as part of their 
TCP connection. If the SACK-Permitted option was not received, then SACK should 
not be used as the sender need not understand SACK. 
2. SACK option - The SACK option may be sent over an established connection once 
permission has been given by SACK-permitted. This is included in a segment sent from a 
TCP entity that is receiving data to the TCP entity that is sending that data. The SA CK 
option is sent by a receiver to inform the sender of out of sequence blocks of data that have 
been received and queued. The receiver after sending the SACK waits for the missing 
segments to be received. When missing segments are received, the receiver acknowledges 
the data normally by advancing the left window edge in the Acknowledgment Number 
field of the TCP header. The Acknowledgment Number field in the TCP header still 
serves the same purpose as before, and is not affected by the SA CK option. This field 
still specifies the largest sequence number of the segments received in sequence. 
The SA CK option in the TCP header indicates the set of contiguous data blocks space 
of received by the receiver. The packets that have been received, but are not in sequence are 
queued at the receiver within the window and not yet sent to the higher layer (application). 
Each block queued at the receiver is defined in the SACK option by two 32-bit unsigned integers 
in network byte order in the following order 
• The first sequence number of the block defines the left edge of block. 
• The number following the last sequence number of that contiguous block is represented 
in the right edge of block. 
Thereby each block represent a grouping of contiguous sequenced packets received, that are 
isolated. This indicates that the receiver has not received the bytes in between two successive 
blocks of data. 
As discussed earlier, the occurrence of congestion in the network is generally detected by 
the detection of lost packets. Although SACK lets the sender know about missing packets 
in the sequence, a single missing block cannot be interpreted as an indication of congestion 
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as there could be other reasons for out of order delivery of packets. So the sender needs to 
maintain a threshold number of attempts (typically three) before reacting with congestion 
control. 
Moreover, as the SACK-ed flags are anyway reset after a retransmission time out, the use of 
SA CK option does not affect the normal functioning of TCP's congestion control algorithms. 
In fact, TCP could use the information provided by SACK to enhance the congestion control 
mechanism. One such extension, the Forward Acknowledgment (FACK), is discussed next. 
The effectiveness of this modification also depends on the nature of the return path. If 
there are lots of losses in the return path, then the SACK protocol has to be made robust by 
repeating the SACK block in more than one packet. The worst case scenario, when all the 
corresponding SACK blocks are lost, would be that the effect of SACK would be negated. 
2.3.2 Forward Acknowledgment - FACK 
Multiple segment losses can cause TCP Reno to have retransmission timeouts due to the loss 
of its Self-Clock [3]. Thus TCP Reno does not accurately control congestion in this scenario. 
It generally is not able to recover properly, resulting in timeouts and goes into slow start mode. 
The above is because TCP Reno lacks the precise information of the data outstanding in the 
network. 
As discussed earlier, the SACK option provides information to the receiver about the most 
recent outstanding packet at the receiver. FACK uses the SACK-option, which is generally 
considered as a data recovery method, but can be used for congestion control in association 
with FACK [14]. The sender now has access to the forward-most data at the receiver, i.e., the 
packet with the highest sequence number that is known to the sender. This gives the name 
"Forward Acknowledgment" to this algorithm. 
In the FACK algorithm, the sender maintains two additional state variables that keep 
track of the most recently SACK-ed (snd.fack) data and the amount of retransmitted data 
outstanding in the network ( retran_data). The other variable in this context would be snd. una, 
which is the sequence number of the first unacknowledged data at the sender. When the sender 
is in non-recovery stage this value is the same as snd.fack. When there is data loss in the 
network, and there are non-contiguous data blocks at the receiver, the recovery stage, the 
snd. una is updated using the ACK field and snd.fack is updated using the information from 
the SACK option field in the Options field. If the current SACK block contains a sequence 
number higher than that of snd.fack, then snd.fack is updated to reflect this value. The value 
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stored in the snd.fack is the highest received sequence number plus one. 
The data sender estimate of the actual outstanding data in the network is contained in 
awnd, where awnd is defined as the difference between the next sequence number of the first 
unsent data (snd.nxt) and snd.fack, i.e., awnd = snd.nxt - snd.fack In this context the sender 
calculates the other state variable retran_data. Each time a segment is re-transmitted the 
value of retran_data is incremented by the segment size. When the retransmitted data has 
been acknowledged as successfully received then, this value is decremented by the segment size 
of the data that has successfully left the network. Therefore during the recovery stage the 
value of amount of outstanding data is awnd = snd.nxt - snd.fack + retran_data Thus FACK 
algorithm compares this value of outstanding data with the congestion window, cwnd to decide 
on the action to be taken, namely, while (awnd < cwnd) 
{ 
sendsomething(); 
} 
sendsomething() can be a retransmission (increment retran_data) or send new data (increment 
snd.nxt). Thus, both are accounted for in the future calculation of awnd. When it gets an ACK, 
it could either decrease retran_data, if the transmission was successful, or increase snd.fack if 
there was some packet loss. If the ACK advances snd.fack beyond snd.nxt, then the loss of a 
retransmitted segment is detected. 
Under fast recovery, the algorithm waits for three duplicate acknowledgments before re-
covery is started. During this time, several segments could be lost and so it could go to slow 
start again. In the FACK version, the congestion window adjustment and retransmission are 
triggered when the receiver reports that the reassembly queue is longer than 3 segments. i.e. 
if ((snd.fack - snd.una) > 3*MSS) II (dupacks == 3)) 
{ 
fast_recovery(); 
} 
If a single segment was lost, both algorithms trigger recovery at the same time, and for the 
same duplicate acknowledgment. The recovery stage is ended when snd.una becomes equal 
to, or greater than snd. nxt at the time when the first loss was detected. During the recovery 
period, cwnd is held constant; when recovery ends, TCP returns to Congestion Avoidance and 
increases cwnd linearly. 
The FACK and TCP Reno+SACK provide major performance improvements over exist-
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ing TCP Reno implementations, by controlling the outstanding data in the network more 
accurately and is therefore less bursty compared to TCP Reno+SACK [14]. 
2.3.3 Duplicate Selective Acknowledgments - D-SACK 
The TCP SACK option was further extended to handle duplicate acknowledgments. The 
information conveyed by this extension allows the TCP sender to infer the order of the packets 
received at the receiver, allowing the sender to infer when it has unnecessarily retransmitted 
a packet. This increases the robustness of TCP, particulary when faced by reordered packets, 
ACK loss, packet replication, and self clock loss [12]. 
The extension for duplicate acknowledgments, named D-SACK suggests that when dupli-
cate packets are received, the first block of the SACK option field can be used to report the 
sequence numbers of the packet that triggered the acknowledgment. When the duplicate seg-
ment is part of a larger block of non-contiguous data in the receiver's data queue, then the 
next SACK block specifies this larger block. The left edge of the D-SACK block specifies the 
first sequence number of the duplicate contiguous sequence, and the right edge of the D-SACK 
block specifies the sequence number immediately following the last sequence in the duplicate 
contiguous sequence. Following the SACK blocks that report duplicate segments, additional 
SACK blocks can be used for reporting additional blocks of data, as specified in the SACK 
extension. 
Each receipt of duplicate packet, triggers an ACK packet. If this ACK packet was lost, 
this information does not reach the sender. Moreover the receiver cannot be trusted to provide 
accurate information always. To overcome these constraints and to detect that this is a D-
SACK option and not the usual SACK option (i.e., it is a duplicate acknowledgment), the 
sender needs to check that the first (D)SACK block of an acknowledgment in fact acknowledges 
duplicate data. The sender compares the sequence space in the first SACK block to the 
cumulative ACK, which is carried in the same packet. In case the sequences space in the first 
ACK block is less that this cumulative ACK, it is an indication that the receiver has received 
the segment identified by the SACK block more than once. If the sequence space in the first 
SACK block is greater than the cumulative ACK, then the sender compares the sequence 
space in the first SACK block with the next existing SACK block. So, This comparison can 
determine if the first SACK block is reporting duplicate data that lies above the cumulative 
ACK. This is ensured by the implementation. 
Thus, the D-SACK option gives the sender more information about the network and the 
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packets at the receiver, which helps the source in adjusting it8 transmission characteristics 
accordingly. It is compatible with the current implementations of SACK option in TCP and if 
one end uses D-SACK and the other does not recognize this option, it does not cause problems. 
There are no separate negotiations needed for D-SACK. Once SACK has been negotiated, if 
the TCP sender does not understand D-SACK, it can discard D-SACK block::; and process 
other SACK blocks normally. 
2.3.4 TCP NewReno 
The NewReno scheme is relevant to TCP implementations that do not include the SACK 
option [5]. After the fast retransmit and fast recovery is triggered by three duplicate acknowl-
edgments, the source can still receive acknowledgements for packets that were in flight before 
the lost packet was retransmitted. Thus, the sending host does not receive any new information 
until the retransmitted packet is acknowledged. In case of a single packet drop, this acknowl-
edgment would acknowledge all the packets that were buffered at the receiver, beyond this lost 
packet. On the other hand, if there were multiple packet losses, then the new acknowledgment 
would convey the receipt of a few of the packets and not all the packet8 that were tran8mit-
ted before entering the fast retransmit phase. Thi8 is referred to as Partial Acknowledgment. 
Under the NewReno modification, the TCP responds to partial acknowledgments by taking it 
into consideration during Fast Recovery. 
New Reno defines a Fast Recovery procedure that is triggered by the receipt of three dupli-
cate ACKs and disabled when either a retransmission timeout occurs or an ACK arrives that 
acknowledges all of the data up to and including the data that was outstanding when the Fast 
Recovery procedure began. The algorithm for the NewReno is a::; follows 
• Step 1. Given that FLIGHT _SIZE is the amount of data that has been sent but not 
acknowledged and MSS is Maximum Segment Size: 
if( ( dupacks==3)&&(!fast recovery)) 
{ 
set ssthresh :::; max ( FLIGHf-SIZE, 2*MSS); 
} 
The highest sequence number transmitted is stored in recover, a new variable defined in 
New Reno. 
• Step 2. Retransmit the lost segment. To account for three segments that triggered three 
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duplicate acks, set cwnd to ssthresh plus 3*MSS, 
• Step 3. For each additional duplicate ACK received: 
cwnd += MSS; 
• Step 4. If the modified cwnd and the receiver's advertised window allows, transmit a 
segment. 
• Step 5. When an ACK arrives that acknowledges new data, this ACK could be the 
acknowledgment elicited by the retransmission from step 2, or elicited by a later retrans-
mission. 
- If the ACK covers all segments till recover, then there are two implementation 
choices: 
a. cwnd =min (ssthresh, FLIGHT_SIZE+MSS); 
b. cwnd = ssthresh; 
Goto Step 6. (Note: The value of ssthresh is from Step 1 and value of FLIGHT _SIZE 
is from Step 5, when Fast recovery is exited). 
- If the ACK does not cover all segments till recover, then it is a partial ACK. Reduce 
cwnd by the amount of new ACK-ed data, add one MSS and send a segment if 
permitted by the new cwnd. Reset the retransmit timer for the first partial ACK. 
When duplicate ACKs received, Goto Step 3. 
• Step 6. Exit the Fast Recovery procedure. 
NewReno provides the sender with more information and so the sender can make more 
intelligent decisions about the packets to retransmit and which packets not to transmit during 
Fast Recovery. The improvement in performance is more pronounced in case of multiple 
packet drops leading to partial acknowledgments. Reference [5] states that the the NewReno 
modifications improve the performance of the Fast Retransmit and Fast Recovery Algorithms 
in a wide variety of scenarios. 
2.4 Router Based Schemes 
The de facto packet dropping scheme implemented in the routers is the Drop Tail mech-
anism. In this scheme when a packet arrives at a full buffer, it is dropped. This results in 
degradation in performance as there is no information to the sender about network congestion 
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that caused the packet to be discarded. Also it causes global synchronization of TCP connec-
tions and thereby reducing utilization of the network resources. This section focuses on router 
based schemes that are targeted at improving congestion response. 
2.4.1 Random Early Detection 
Random Early Detection (RED) is an Active Queue Management scheme. RED was pre-
ceded by other schemes which experiment active management of the router's queue such as 
Early Random Drop. However, RED has been by far the most widely implemented scheme in 
modern routers. 
RED congestion control scheme is based on monitoring the average queue size of the output 
queue and randomly selects flows to drop packets from drop before the buffer is full. By 
randomly selecting a flow for packet dropping, RED avoids global synchronization. It also 
attempts to avoid bias against bursty traffic, and to maintain an upper bound on the average 
queue size irrespective of cooperation from transport layer. The details of the RED packet 
drop scheme are discussed below. 
The RED gateway calculates the average queue size, using a low-pass filter with an ex-
ponential weighted moving average [6]. Two thresholds are defined in the RED algorithm. 
namely, a minimum and a maximum threshold. As long as the average queue size is less than 
the minimum threshold, there are no packet drops. When the average queue size is greater than 
the maximum threshold, all the incoming packets are dropped. Between the two thresholds, 
RED randomly selects packets with a probability, Pa, which is a function of the average queue 
size. The probability of a flow getting marked is proportional to its share of the incoming 
traffic. The general algorithm for RED is reproduced from [6] in Figure 2.1. 
fc·= each packet arri v-a: 
-:::al-=ulate the av·e=:age queue s=..ze a:rg 
:._:: mi:J~J: S avg < max=!: 
ca2..cu2..ate proba:o.:..:..i-cy Po 
wi~h p::-obabil.:..ty p.;;: 
nark the a!'"=i .. ~ .. .:..ng pa:::ket 
else if rr:a.x<:.". !: avg 
ma::k the ar:-:.v:.ng packet 
Figure 2.1 General algorithm for RED gateways 
The value of Pa is dependent on Pb, the packet-marking probability. The value of Pb varies 
linearly from 0 to max.p, as the value of avg varies from mirith and maxth· 
The RED algorithm, therefore, controls the average queue size in the gateway and is widely 
accepted as an effective mechanism for improving congestion handling at the gateway. Also, 
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RED can be introduced at the routers gradually with future implementations as they do not 
require any other layer to have knowledge about the scheme. 
2.4.2 Explicit Congestion Notification - ECN 
Active Queue Management (AQM) schemes are typically used to control congested router 
buffers. These schemes can be enhanced by using some form of explicit congestion notification 
to the sender. One such scheme is the Explicit Congestion Notification (ECN) [15]. According 
to this scheme, when the AQM scheme, e.g., RED, decides to drop a packet before the buffer 
is fully occupied, it can mark the packet instead. The transport protocol also needs to be 
ECN-capable for this scheme to work. The scheme is discussed in more detail below. ECN 
implementation requires modification to both IP and TCP. At the IP level, two bits need to 
be specified. The ECN-Capable Transport (ECT) bit and the Congestion Experienced (CE) 
bit. An ECT of 1 indicates that the transport protocol is ECN capable. If ECT bit is set, 
then CE bit is used to indicate congestion. The default value is 0. It is set to 1 by the router 
when there is congestion. 
The modification to TCP includes a negotiation phase during the setup to determine if both 
end nodes are ECN-capable. Apart from that, two new flags are introduced in the reserved 
flags part of the TCP header. The ECN-Echo flag, used by the receiver, informs the sender 
that there is congestion in the network, and the Congestion Window Reduced (CWR) flag, 
used by the sender, informs the receiver that it has responded to its ECN-Echo. 
When a AQM scheme decides to mark a packet, it sets the CE bit in the IP packet. The 
ECN-capable receiver, when it receives a packet with CE bit marked, sets the ECN-Echo flag 
in the TCP header, in the ACK packet. To account for the possibility of the ACK getting lost 
on the reverse path, all following TCP packets have their ECN-Echo flag set, until a CWR 
set packet is received. Upon the reception of a TCP packet with ECN-Echo flag set, the TCP 
at the sender side has to treat this similar to a one packet drop, that is, by halving the cwnd 
and reducing the slow start threshold ssthresh. Also, the sending TCP does not increase the 
congestion window in response to the data ACKed by this packet. This reduction is done once 
per window. If the sender receives more than one ECN-Echo packet within the same data 
window, it does not repeat the reduction. Also, the CWR flag is set in the packets that are 
transmitted after this in order to indicate to the receiver that the congestion window has been 
reduced. The receiver stops setting the ECN-Echo flag once its gets a packet with the CWR 
flag set. 
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This mechanism provides for an explicit feedback from the router to the transport layer 
in the end system, which carries a unified view of the network state of congestion. It is 
compatible with implementations that do not support ECN. The TCP does not use the ECN 
option unless both ends are ECN capable. Also, if a router is not ECN capable, it would drop 
packet from ECN flows just like it would drop packets from any other flow. Further work 
on these lines, aimed at making the queue management that can be adaptive under dynamic 
network conditions is proposed in [1] 
2.5 Summary 
This chapter discussed some of the implementations of TCP in the current internet. The 
discussion also covered research work in the field of TCP /IP targeted at avoiding congestion 
and responding to congestion. The next chapter introduces the schemes that are proposed in 
this work. 
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CHAPTER 3 Router Assisted Congestion Recovery 
3.1 Introduction 
In Chapter 2, several techniques for improving the performance of TCP /IP networks on 
the internet were introduced. This chapter presents two new schemes. The schemes allow the 
detection of packet loss in a more expeditious manner. Thus they recover from lost packets 
faster, and they also avoid extended periods of congestion by having sources reduce their traffic 
input to other network earlier. The motivation behind the schemes is presented in sections 
3.3 and 3.2. Section 3.4 introduces the first scheme, while the second scheme is introduced in 
Section 3.5. 
3.2 Motivation 
One of the important factors that contributes to better handling of congestion in networks 
is the ability to detect congestion in networks at an early stage. A packet loss is regarded 
as an indication of congestion in TCP /IP network. As discussed earlier, TCP detects packet 
losses by the expiry of a round trip timer timeout or through the receipt of three duplicate 
acknowledgments [18]. Measurements in [9] reveal that the timeouts constitute the majority 
or a significant fraction of the total number of loss indications. As it was explained in Chapter 
2, the system goes into the slow start mode if the packet loss is detected through timeouts. On 
the other hand, triple duplicates cause the system to go into fast retransmit and fast recovery, 
thus avoiding the slow start phase. This effectively means that, when there is a timeout, 
the system employs a congestion window size of one segment, which increases in response to 
received acknowledgments. Nonewithstanding the fact that this helps reduce congestion in the 
network, the abrupt reduction in the flow rate may lead to bandwidth wastage. 
Motivated by the above, it is desirable for TCP to receive the notification of congestion 
through triple duplicates rather than timeouts. Furthermore, it is also desirable to detect 
congestion as soon as possible, and not depend on the traffic characteristics for the three 
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duplicate acknowledgements to occur. The schemes proposed in this chapter were motivated 
by this observation. The next section presents a model that approximates the behavior of the 
router buffer's packet handling mechanism, and justifies our motivation. 
3.3 Analytical Model 
Section 3.2 described why the reception of three duplicate acknowledgment is very impor-
tant for early recovery from congestion. With the help of the model of the buffer's packet 
handling mechanism, we determine the time between a packet drop and the time when three 
packets from the same flow are accepted. This helps to estimate the time taken to trigger the 
fast retransmit and fast recovery procedures. The model only takes into effect the buffering 
delay, while the other delays are ignored. 
Consider a system with N sources, in addition to the target source, in a symmetric, time-
slotted system. The slots are referred to by t, where t E {O, 1, 2 .. }. The assumptions for the 
system, at any given time t, are listed below: 
• Each source generates a packet in a slot according to a Bernoulli process with a probability 
p. 
• Let B be the total buffer size in the router. The service rate of the router is assumed to 
be 1 packet per slot. 
• mt is a random variable corresponding to the available buffer at the router at the begin-
ning of a slot. 
• nt is a random variable corresponding to the number of packets accepted by the router 
at the beginning of the slot. 
• At is a random variable corresponding to the available buffer after packet acceptance in 
beginning of slot t. 
• St is a random variable corresponding to the number of packets serviced in slot t. 
From the above definitions it can be determined that at time t 
At= mt - nt. 
Accordingly, the available buffer in the next time slot, mt+1 =min (At+ Stl, B). The available 
buffer space at time t+ 1 can thus be calculated to be 
(3.1) 
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The service rate of the router ins slot t is determined as follows 
if B - At< 1 
. if B - At 2: 1 
(3.2) 
The evolution of m1 and hence At, depend on the number of accepted packets within t, i.e., 
nt. The probability of accepting nt packets given mt buffer spaces are available is given by 
(3.3) 
0 otherwise 
The probability of having mt+1 buffer spaces available at time t+ 1, given that m 1 spaces were 
available at time t can then be evaluated using equation (3.4) 
The second term on the R.H.S. of (3.4)is given by 
1 if St = 1 and mt < B 
P(Nt > 0) if St= 1 and m1 = n 
P(Nt = 0) if St = 0 and mt = B 
0 otherwise 
(3.4) 
(3.5) 
The first term of Equation(3.4) can be obtained using the relation shown in Equation (3.1) 
as follows 
Taking into account the cases when the different buffer occupancy cases, the right hand 
side of equation (3.6) can be evaluated as 
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P(Nt = nt!Mt =mt) if mt< Band .St= 1 
P(Nt = 0) = 1 
P(Nt > 0) = 0 
P(Nt = 0) = 0 
if mt = B and .St = 0 
if mt = B and .St = 0 
if mt = B and .St = 1 
P(Nt = nt!Mt =mt) if mt = B, .St = 1 and nt > 0 
0 otherwise 
(3.7) 
Equation (3.6) can be evaluated by recursive evaluation of Equation (3. 7) with the aid of 
· equations (3.2) to (3.5). We can also obtain the probability of mt available buffer spaces at 
time t, given that there were no buffer spaces available at time zero. This can be used to 
evaluate Q(t), the probability of accepting the target packet at time t, which can be expressed 
as 
B N-l l 
Q(t) = L P(Mt = mtlMo = 0) [P(nt <mt)+ L P(nt = n) x --] (3.8) 
n+l rnt=l n=rnt 
The first term inside the summation in equation (3.8) is the probability of mt available 
buffers at time t, given there were 0 buffers available at time 0. The target packet would be 
accepted if the number of packets that arrive, nt, is less than or equal to mt or the probability 
accepting the target packet among all the other packets, when the arrival rate is higher than 
the available buffer space. 
The probability of accepting a packet at any time t, q, can be obtained by unconditioning 
Q(t) on t, which is geometrically distributed with parameter p. 
00 
q= :LQ(t) p x (l -p)t-1 (3.9) 
t=l 
Considering that a packet was dropped from the target source at time t due to the buffer 
being full, let the time until next packet is accepted be T1. The mean value of this time,T1, 
is equal to ~ t. Also, the value of t, the mean packet inter-arrival time, is expressed as~. 
Combining the two, we can obtain 
- 1 
T1 =-
pq 
(3.10) 
Similarly, the time between accepting the first and second packet, T2 and the time between 
the second and third packet, T3 can be obtained. These three time intervals can be assumed 
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to be equal and so the total time for three packets to be accepted after a packet drop is given 
by 
70 
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40 
30 
20 
10 
- 3 T=-pq 
Time to Accept Three Packets {slots) 
0 -+-~~~~---...~~~~~....-~~~~---...~~~~~....-~~~~---, 
0 02 0.4 0.6 (I 8 
Arrival Probability 
Figure 3.1 Graph showing the estimated time for three packets from the 
target source to be accepted, after a packet drop 
(3.11) 
Assuming a network with 10 sources, including the target source, i.e., N = 9, a buffer 
capacity of 50, this value is plotted in Figure 3.1 for different values of p. This value is high 
initially as the packet arrival rate is low and so it takes longer for three packets to arrive. As 
the arrival rate increases, the time estimate decreases to a value of around 30 time slots and 
then again increases as the arrival rate goes beyond 0.8. Both end values for p result iu values 
for the estimated time. Considering an arrival probability of 0.9, the time taken for recovery 
is over 40 time slots, which is significant. This provides the motivation for the schemes that 
are presented in this scheme whose objective is to provide mechanism to trigger recovery from 
losses faster. 
3.4 Scheme 1 - Triple Packet Buffering on Congestion 
The idea behind this scheme is to make small changes to how the router (IP layer) handles 
packets during a congestion situation in which packets have to be dropped. In most standard 
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internet implementations, the DropTail technique is used for packet dropping, where an in-
coming packet, encountering a full buffer, has to be dropped. Also, the TCP Reno protocol is 
now widely used. Therefore the crux of this scheme is to attempt to trigger the fast retransmit 
and fast recovery as soon as a packet is to be dropped. This is done by avoiding the dropping 
of the three packets following a packet discard. 
Any packet to be dropped is uniquely classified according to the flow it belongs to on the 
basis of three attributes: the IP address of the source, the IP address of the destination and 
the protocol. Note that the flow is uniquely identified using a five tuple, which consists of 
the above three attributes in addition to the source and destination transport layer addresses. 
However, in order not to violate the layering concepts, the three attributes above are the only 
attributes used. The flows to which the schemes are attributed are those that use the TCP 
protocol. When a packet is to be dropped, the corresponding flow is registered in a table. This 
entries table maintain the number of times packets from such flow are allowed to go through 
the buffer without dropping, after the flow has been registered in the table. When a new entry 
is made, this value is set to three as three subsequent packets from the same flow should not 
be dropped. 
The next time a packet is to be dropped, the flow attributes of the packet are compared 
with the list of flows in the table. If it matches a flow that is already in the table, and if it has 
not yet used up all three chances of no dropping, then the packet is buffered instead of being 
discarded. For every such packet, the number of packets entry in the table is decremented by 
one. When this count reaches zero, the entry should be removed from the table. However, it is 
not removed until several more packets are allowed to go through, as will be explained below. 
The above causes three packets from the same flow to be sent across the network without 
being dropped. This in turn causes the destination to receive three packets from the source 
with sequence numbers that are higher than the current acknowledged sequence number, but 
with one segment missing before these. Since TCP provides cumulative acknowledgment, and 
only acknowledges data received in sequence, it will send three duplicate acknowledgments for 
the three new packets received. When the sender receives the three duplicate acks, it enters 
the congestion recovery stage by invoking fast retransmit and fast recovery. The implicit 
assumption here is that the three new packets that arrive at the router, from the same flow as 
the dropped packet, have sequence numbers greater than the dropped packet. 
A flow entry in the table is retained, even after all three packets have been sent across, and 
this persists for a fixed number of packets from the same flow, defined by invocation interval. 
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The parameter invocation interval determines how often the proposed scheme i8 invoked on 
a packet, from a particular fl.ow, that is selected to be dropped. After this, the flow entry is 
purged from the table. The fl.ow is not removed immediately after the three no-drops because, 
the three no drops that went through would have already triggered a congestion recovery and 
if we were to remove the flow from the list immediately, the next immediate packet drop from 
the same fl.ow will create another entry which would trigger the algorithm again, though the 
congestion notification has already been invoked. By allowing a gap of invocation interval 
packets we make sure that the current congestion scenario does not trigger multiple instances 
of the algorithm. The value of invocation interval depends on the buffer capacity of the router. 
The next chapter discusses scenarios with different values for invocation interval and its effect 
on the performance. 
if (packet_drop) 
'? .. 
if (flow_table_entry_exists) 
if (dont_drop) 
{ 
} 
else 
{ 
} 
} 
} 
que_packet O; 
dont_drop--; 
else if (i nvocati or1_ i nter·va l) 
{ 
invocation_ i nterva 1--; 
} 
else 
{ 
} 
clear _flow_entry(); 
create_fl ow_entry(); 
invocation_interval INVOCATION_INTERVAL; 
dont_dr op = 3; 
Figure 3.2 Pseudo code for scheme 1 - Triple Packet Buffering on Conges-
tion 
The pseudo code for scheme 1 is shown in figure 3.2. The parameter packet_drop is set when 
a packet is selected to be dropped by the packet drop scheme. The value of invocation_interval 
determines whether the current packet would be processed under the proposed scheme or 
not. Clear_fiow_entry() is a routine that removes a flow, that has been through the scheme 
invocation, from the table. The packets are buffered in the routers queue by queue_packet() 
and dont_drop is a variable that keeps track of how many more packets to buffer under the 
scheme. 
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3.5 Scheme 2 - Triple Truncated Packets 
This scheme utilizes the same concepts as the previous scheme. Similar to the scheme in 
last section, the objective of this scheme is to trigger fast detection and recovery from conges-
tion. However, in this scheme, instead of waiting for the next three packets to arrive, three 
shadow packets are transmitted. Whenever a packet is to be dropped, instead of just dropping 
the packet, the packet is truncated and three copies of the truncated packet are created. These 
three packets are then enqueued to be routed to the destination. The truncation is done in 
such a way that, only the data part of the TCP packet is removed. The header informa-
tion is preserved, which contains both the TCP and IP headers. The IP header checksum is 
recalculated. 
When a truncated packet is received at the destination, it undergoes the TCP error checking 
procedure. As the data has been changed, the checksum checking will indicate an error. This 
in turn triggers the transmission of a duplicate acknowledgment. 
When all three truncated packets reach the receiver, they in turn trigger three duplicate 
acknowledgments which, when received by the sender, are interpreted as the presence of con-
gestion in the network. The sender then quickly starts the fast retransmit and fast recovery 
procedures. As the packet transmitted is only 40 bytes, i.e., 20 bytes of IP header and 20 bytes 
of TCP header, the effect of these three duplicates on the router buffer capacity is minimal. 
Like scheme 1, the same flow information is maintained in the table. Here too, once a 
packet from a flow triggers the algorithm, the next invocation interval number of packets that 
are to be dropped from the same flow do not trigger the algorithm. 
The pseudo code for scheme 2 is shown in Figure 3.3. The parameters packeLdrop and 
invocation_interval have the same functionality as in in Figure 3.2. Three truncated copies 
of the packet is created in create_three_truncated_copies_of_pkt(). The packets are then queue 
using the routine queue_three_truncated_pkts(). 
Figure 3.4 shows the time it would take for each of the schemes to trigger three duplicate 
acknowledgements. All the delays, other than the buffering delay, have been ignored in this 
graph. The time taken under standard implementation is the same as in Figure 3.1. Under 
scheme 1, the value is governed by the arrival rate. After a packet is dropped, three subsequent 
packets from the same flow are buffered. So the time taken is very high when the arrival rate 
is low and decreases as the arrival rate increases and would be very close to 3 for higher loads. 
Scheme 2 truncates the packet, makes three copies and sends them. As the packet sizes are 
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if (packet drop) ,-
t 
if (fl ow_tabl e_entry_exi sts) 
t 
} 
else 
' ";. 
} 
if (!invocation_ interval) 
} 
cl ear _fl ow_entry(); 
else 
{ 
invocation_interval--; 
} 
create_fl ow_entry(); 
er ea1:e_thr ee_tr uncated_copi es_of _pkt O; 
queue_three_truncated_pktsO; 
invocation_interval = INVOCATION_INTERVAL; 
Figure 3.3 Pseudo code for scheme 2 - Triple Truncated Packets 
Time to Accept Three Packets (slots) 
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Figure 3.4 Graph showing the estimated time for triggering of three dupli-
cate acknowledgements, under the three schemes 
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very small, about 40 bytes, this transmission can be done within one normal slot, so the time 
taken for triggering three duplicate acknowledgements in this case is 1, irrespective of the 
arrival probability. This graphs underlines the benefits of our schemes. 
3.6 Summary 
This chapter presented an analytical model that provides motivation for the schemes pro-
posed in this chapter. The details of the schemes were also discussed in this chapter. The 
next chapter discusses the performance evaluation of the schemes with the help of simulation 
results. 
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CHAPTER 4 Performance Evaluation 
4.1 Introduction 
This chapter presents the experiments and the results of the proposed router-assisted 
schemes. Details of the schemes were presented in Chapter 3. Section 4.2 describes the 
simulation tool. The experimental setup is described in Section 4.3. Section 4.4 presents the 
results for the various homogeneous scenarios. The effect of the schemes when the router sup-
ports RED packet drop scheme is presented in Section 4.5. The results under heterogeneous 
conditions are presented in Section 4.6. Section 4. 7 discusses the effect of invocation interval 
on the performance of the proposed schemes. Section 4.8 concludes the chapter with remarks 
and inferences. 
4.2 The OPNET Simulator 
OPNET Modeler, a simulation tool widely used in the industry, was employed for evalu-
ating the performance of the schemes introduced in Chapter 3. OPNET Modeler is an event 
based simulator, employing a hierarchical approach [8]. The network model is at the top of 
the hierarchy and is composed of interconnected nodes. Nodes are in turn composed of the 
node model, which connects different processes, protocols, and subsystems, forming a flow di-
agram of the nodes functionality. The node model consists of process models, which define the 
programmable block of the node model using a state-transition diagram. 
The proposed router-assisted schemes are implemented by modifying the existing standard 
TCP /IP implementation in the simulator. The modifications are done at the process model 
level. The experiments involved working with the IP and the TCP protocol suites. 
The IP protocol is primarily implemented in the ip_rte_v4 process model. This process 
invokes the process model ip_outpuLiface which manages incoming packets, and executes the 
enqueue process of ip_rte_v4 process model. This in turn invokes an external C file ( oms_qm) 
for the queue management. The modifications corresponding to the IP suite are done primarily 
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in oms_qm. The tcp_conn_v3 process model defines the TCP connection process. 
For ease of working, the scheme to be selected and the invocation interval, can be set via 
the "IP QoS Definition" object in the network model. 
4.3 Experiment Setup 
The experiments are aimed at evaluating the performance of the proposed schemes under 
high congestion scenarios. As discussed in earlier chapters, with high performance communi-
cation networks, the issue of congestion is of particular interest and therefore the experiments 
lay emphasis on this issue. Scenarios involving homogeneous networks and heterogeneous net-
works are considered. The effect of RED packet drop scheme is also discussed. The effect of 
different parameters like link speed, link delay and router buffer size are also studied. 
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Figure 4.1 Base Network 
The base scenario is shown in Figure 4.1. Three PPP sources connected to a router through 
DS3 links. The router is connected to a PPP server , which acts as the sink for the sources. 
The link connecting the router and the server is also a DS3 link. All the links have a delay 
of 5 ms. The sources are sending FTP traffic to the server. The router buffer capacity is 50 
Avg;. Throughput (bytes/ sec) 
Avg. Delay(sec) 
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schemeO I 
3991794.872 
0.0394 
scheme1 
45224 78.632 
0.0309 
scheme2 I 
4750427.350 
0.0346 
Table 4.1 Result summary for Section 4.4.1 at time = 900s 
packets. Tail dropping packet drop scheme is employed by the router for buffer management. 
All the links have a delay of 5ms in the base scenario. The invocation intervaL for the proposed 
schemes is set at 25. 
4.4 Homogeneous Networks 
The results of experiments on homogeneous network are discussed in this section. Section 
4.4.1 compares the performance of the proposed schemes to standard TCP Reno implementa-
tion. The effect of varying the buffer size is studied in Section 4.4.2. 
4.4.1 Base Comparison 
The network used in this section is the base scenario in Figure 4.1. Results were collected 
for three different setups using this base scenario. The first one is the standard TCP Reno 
implementation, which will be referred to as schemeO. In the second case, the routers imple-
ment Triple Packet Buffering on Congestion, or scherne1. The third case, implements Triple 
Truncated Packets, scherne2, in the router. The simulation was run for 10 minutes. 
The results are shown in Figure 4.2 and Figure 4.3. Figure 4.2 (a) and (b) compares the 
Server TCP throughput of scherneO with schemel and scherne2 respectively. Ui:;ing the aver-
age value of throughput for comparison, the improvement over schemeO when using schernel 
is 13.293 and in scherne2 is 19.003. The TCP throughput of the r01der-assisted schemes 
show marked improvement over the standard TCP Reno implementation. The improvements 
achieved by schemel and scherne2 are very similar. 
The TCP Delay measurements are compared in Figure 4.3. As with the throughput, the 
delay performance also improves in the proposed schemes compared to the standard TCP 
implementation. Compared to schemeO, the average value of the TCP delay decreases by 
12.183 for scherne1 and 21.573 for scherne2. The improvement in delay is attributed to the 
ability to recover early from congestion clue to early notification of congestion. The results for 
this section are summarized in Table 4.1. 
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schemeO I scheme1 
4397955.556 4582044.444 
0.0896 0.0723 
scheme2 I 
4607644.444 
0.0818 
Table 4.2 Result summary for Section 4.4.2 at time = 900s 
4.4.2 Effect of router buffer capacity 
The effect of increasing the buffer size on the TCP throughput is studied in this section. 
The buffer size was doubled from 50 packets to 100 packets. 
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Figure 4.4 Comparison of Server TCP Throughput between schemeO, 
schemel and scheme2, when the router buffer capacity doubled 
to 100 packets. 
The Figure 4.4 compares the TCP throughput for the three schemes. The throughput of 
standard implementation is increased by 4.19% using schemel and by 4.77% using scheme2. 
The delay comparison is shown in Figure 4.5. The decrease in delay compared to schemeO is 
19.31 % and 8. 71 %, for schemel and scheme2 respectively. The results show that the through-
put of schemel and scheme2 is higher than schemeO, but the increase is not as pronounced as 
in the lower buffer scenario. The delay improvement is still significant. This can be explained 
by the effect of decrease in the extent of congestion, due to increased buffer capacity. \Vith 
increased congestion, even with larger buffer sizes, by presence of more sessions, would increase 
the performance difference between the schemeO and the router-assisted schemes. The results 
for this section are summarized in Table 4.2. 
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Figure 4.5 Comparison of Server TCP Delay between schemeO, schemel 
and scheme2, when the router buffer capacity doubled to 100 
packets. 
4.5 Homogeneous Network with RED enabled gateways 
This section considers the same scenario in Figure 4.1, but with the Router employing 
the RED packet dropping scheme instead of tail drop scheme. RED takes a proactive role in 
avoiding congestion, by dropping packets just as the network begins to get congested. When 
combined with the proposed schemes, this congestion notification (the packet drop), is conveyed 
faster to the sender (particularly in scheme2). The buffer size is 50 packets. The maxth value 
is 50, min,;h value is 17 and Pa is 0.02. The results were collected for schemeO, schemel and 
scheme2. 
4.5.1 Performance with RED-enabled routers 
The Figure 4.6 compares the TCP throughput obtained under each scheme. As with earlier 
results, the throughput increases with the proposed scheme. The throughput improvement over 
schemeO in schemel is 18.03% and in scheme2 is 35.43%. 
The comparison of the end to end delay at the TCP layer is shown in Figure 4.7. There is 
significant improvement in delay performance in both schemel (27.67%) and scheme2 (25.4%), 
as compared to schemeO. As discussed earlier, the proposed schemes expedite congestion 
notification, triggered by RED's proactive packet dropping. This explains the performance 
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schemeO I 
I 
Avg. Throughput(bytes/sec) Ill 3382400.000 
Avg. Delay(sec) II 0.0437 
scheme1 II scheme2 I 
3992355.556 4580622.222 
0.0316 0.0326 
Table 4.3 Result summary for Section 4.5.1 at time = 900s 
schemeO I scheme1 II scheme2 I 
I Avg. Throughput(bytes/sec) 4407288.889 4577600.000 4595022.222 
Avg. Delay(sec) 0.0875 0.0708 0.0801 
Table 4.4 Result summary for Section 4.5.2 at time = 900s 
improvement, both in delay and throughput at the TCP layer. Table 4.3 summarizes the 
results for this section. The throughput of some scenarios with RED enabled is lesser than the 
scenarios without DropTail packet drop scheme, which is similar to what was observed in [11], 
as RED provides more overall fairness, though the throughput is lesser. 
4.5.2 Effect of router buffer capacity in RED-routers 
The previous set of simulations was repeated with the router buffer capacity doubled to 100 
packets. The results of this set of simulation run are shown in Figure 4.8 and Figure 4.9. The 
throughput of standard implementation is increased by 3.863 using scheme1 and by 4.263 
using scheme2. The decrease in delay compared to schemeO is 19.09% and 8.463, for scheme1 
and scheme2 respectively. Similar to the observations made in Section 4.4.2, the improvement 
in performance with the proposed schemes is reduced as compared to the results in Section 
4.5.1, due to the reduced level of congestion. As with Section 4.5.1, the delay improvement is 
significant even when the congestion levels are reduced. Table 4.4 summarizes the results for 
this section. 
4.6 Heterogeneous Networks 
The results in Section 4.4 were aimed at evaluating the performance of the proposed schemes 
under homogeneous network conditions. In this section the performance of the schemes under 
heterogeneous network conditions are discussed. The effect of different link speeds is discussed 
in section 4.6.2. Section 4.6.l studies the effect of links with different link delays. 
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4.6.1 Effect of varying link delay 
The network used for the study of effect of links with differing link delays is shown in Figure 
4.10. The delay of the link between source 1 and the router is lms and that between source 3 
and the router is 9ms. The buffer capacity is set to 15 packets and invocation interval of 7 is 
used. 
source 1 
source 2 
1 ms 
45Mbps 
/ 9 nts 
45Mbps 
router 
5 JI\$ 
45Mbps 
server 
Figure 4.10 Heterogenous network with varying link delays. 
As this scenario involves two sources with different link propagation values it is not ap-
propriate to compare the combined throughput value at the receiver. Instead we compare the 
individual throughput at the link level for the sources individually. The link delay between 
source 1 and the router is 1 ms, which is a low delay link in this scenario. The comparison of 
this link throughput is shown in Figure 4.11. The throughput for both schemel and scheme2 
are lower than schemeO. The throughput of the high delay link (i.e., from source 2 and router, 
9 ms) , is shown in Figure 4.12. The throughput of the proposed schemes are higher than the 
standard implementation. 
It is known that the standard TCP implementation has a bias towards connections with 
low propagation speeds, as it takes lesser amount of time to get the feedback about the network 
conditions. The router assisted schemes, by hastening the feedback mechanism, works towards 
reducing the variance in the throughput. It can be seen by comparing Figure 4.11 and Figure 
4.12 that though the throughput is higher in the case of the source with the lower link delay, 
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the relative difference with the proposed schemes is lesser than the standard implementation. 
The proposed schemes thereby are less biased towards difference in delays of the links. 
4.6.2 Effect of varying link speed 
Figure 4.13 shows the configuration of the network that will be used to test our schemes 
under heterogeneous conditions. Links have different transmission rates as shown in figure . 
source 1 and source 3 connect to the router using a DSl. The link between source 2 and the 
router operates at a DS3 speed. The buffer capacity is set to 50 packets and the invocation 
interval used is 25 packets. As with the previous section, the throughput at the server is not 
presented, instead the individual link throughput is presented. 
5 ms 
~. 55Mbps 
source l '--.._ 
source 2 
source 3 
5 Ill$ 
45Mbps 
5 ms 
1 55Mbps 
.5 ms 
1. 55Mbps 
router server 
Figure 4.13 Heterogenous network with varying link capacities. 
The comparison of the link throughput of source l and source 2 are shown in Figure 4.14 
and Figure 4.15. Source 2, which is the DS3 link has a far higher transmission speed and so the 
number of packets that are sent by it , initially, is higher compared to the other sources, though 
the router bandwidth is far lower, at DSl. The window size of the TCP source also limits the 
maximum throughput. Thus, it suffers far more packet drops, and this causes its rate to be 
very low, performing worse than the DSl link. The throughput comparison with the different 
schemes show that the proposed schemes perform better than the standard implementation, 
though the throughput under schemel drops very close to that of the standard implementation 
with time. 
The throughput results for this scenario is shown in instantaneous values , unlike the other 
scenarios that present the average values to highlight a property of the protocol. Figure 4.14 
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Figure 4.15 Comparison of throughput from source 2 (DS3 link)to router, 
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shows the throughput of the standard implementation oscillating between full utilization of the 
link and about one third of full utilization. A closer examination of the results indicates that 
source 1 tries to ramp up the throughput at some stages and then there is sudden reduction 
in transmission. This indicates that there are multiple timeouts as not enough packets are 
transmitted, with the network still congested. These timeouts trigger multiple slow starts 
and thus reduce the link utilization. The throughput values of schemel and scheme2 are 
maintained at full utilization. This indicates that the proposed schemes are successful in 
keeping the TCP sources from going into slow start, which is the case with the sources under 
schemeO. Though the cumulative throughput at the TCP level was not improved substantially 
by this scheme, rmtter assisted schemes are successful in ensuring that the TCP recovers 
through Fast Retransmit/ Fast Recovery, rather than going into Slow Start. 
4. 7 Effect of invocation interval 
The effect of invocation interval is studied in this section. The network used in this section is 
same as the homogeneous scenario and is shown in Figure 4.1. The value of invocation interval 
is chosen by taking the router's buffer capacity into consideration as this value determines how 
often in a buffer length of packets, the router assisted schemes are invoked. Simulations were 
run with invocation interval values of 25, 100 and 200 packets; with schemel and scheme2. 
Server -Average TCP Traffic Received (bytes/sec) 
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Figure 4.16 Comparison of Server TCP Throughput, under schemel. with 
invocation interval of 25, 100 and 200. 
The comparison of the results for schemel and scheme2 are shown in Figure 4. lG and Figure 
4.17 respectively. The performance increases as the invocation interval is decreased, that is 
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Figure 4.17 Comparison of Server TCP Throughput, under scheme2, with 
invocation interval of 25, 100 and 200. 
made more frequent. The increase in throughput is little over 5% under both schemes when the 
invocation interval was reduced to 25 from 200. In other words, the more frequent the schemes 
are invoked, the better the performance. This would give an idea on the tradeoff involved 
between performing this operation often versus reasonable improvements. The simulations 
were generally run with an invocation interval equal to half the buffer size, which proved to 
be a good measure for the value. 
4.8 Summary 
This chapter presented the results of different experimental scenarios aimed at evaluating 
the performance of the proposed schemes and comparing it to the standard implementation. 
Section 4.4 studied the performance in homogeneous networks. The throughput and the delay 
improved with the proposed router-assisted schemes. The trend was maintained with varying 
router buffer capacities, though the amount of increase reduced with higher buffer sizes. Also, 
it was observed that as the invocation interval was decreased, the performance increased. 
The effect of the router-assisted schemes on routers with RED packet dropping scheme 
enabled was discussed in section 4.5. The observed results were consistent with the results of 
section 4.4. 
Section 4.6 presented the performance of the schemes under heterogeneous network scenar-
ios. The improvement observed were lesser than in the homogeneous case. It was also shown 
that the proposed schemes are less biased to change in link delays. 
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CHAPTER 5 Conclusion 
5.1 Thesis Contribution 
This thesi8 has pre8ented two scheme8 which expedite the detection of network congestion, 
and recover from packet losses in a timely fa8hion. The motivation behind these schemes is 
that in a typical network, the network congestion, indicated by packet losses, is detected by 
retransmission timeout rather than three duplicate acknowledgements. Thi8 i8 because the 
feedback from the network does not get to the source in a timely manner. We therefore realize 
that routers may take some active roles that expedite this feedback mechanism, and therefore 
improve the functioning of the congestion control mechanism. 
The motivation for the work was conveyed through a simplified analytical modelof packet 
handling at the router. This model was used to evaluate the distribution, and consequently the 
moments of the time taken to detect a packet loss through three duplicate acknowledgements. 
It was shown that the mean time for this detection can be long under heavy load, due to 
multiple packet losses, and also under light load, due to the long packet interarrival time. 
The proposed, router assisted, schemes were then presented in detail. Both schemes ha<l the 
same objective, namely,that once a packet is to be discarded, the condition of three other 
packets arriving at the destination should be satisfied as soon as possible in order for the three 
duplicate acknowledgements to be generated, and for congestion to be detected. However. 
the two scheme differ in their operation. In the first scheme, the router allows at least three 
packets from the flow with the lost packets to propagate to the receiver. In the second scheme, 
however, artificial, short and erroneous packets are generated by the router, which does not 
require the arrival of three packets. 
It was shown through a simulation study that both of the proposed schemes allow TCP /IP 
networks to recover from congestion faster, and thus achieve a higher throughput, and lower 
mean delay. The TCP window behavior, as shown by the transient results, is improved by 
avoiding multiple slow starts and timeouts. Also, the bias in TCP towards low delay path8 is 
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also reduced under the proposed schemes. 
Thus, it can be concluded that the proposed schemes are effective in enhancing the conges-
tion recovery mechanism in the router and thereby enhancing the performance of the Internet. 
The results in this work provide strong justification for including these schemes as part of 
standard implementations. 
5.2 Future Work 
This work proposed two new schemes and presented arguments in favor of its implementa-
tion on the Internet. There are some interesting avenues for future work along this line. 
5.2.1 Dynamically Varying Networks 
One issue of particular interest would be to investigate the performance of the scheme un-
der dynamically changing network conditions, with routers that do not support these schemes. 
Another direction of work relates to what was stated earlier, that there is an implicit assump-
tion with schemel that the three new packets arriving from the same flow as the dropped 
packet have sequence numbers higher than the dropped packet. This restriction can be re-
moved by changing the number of buffered packets to a different number. This number could 
be determined by modelling the packet arrival at the router and determining the general trend 
in the sequence numbers of the packets that arrive. The number of packets to be buffered can 
be increased, if required according to this analysis, so as to trigger three duplicate acknowl-
edgements at the source. 
5.2.2 Extra Information 
It can be explored if the truncated packet (or the packet that is not dropped in case of 
schemel) can carry some information that would tell the subsequent routers that this packet 
has already been through the scheme and so forward the packet (and the next three packets 
from the same flow in case of schemel) and consider this step to be equivalent to invoking of 
the schemes in this router. This requires that the router be aware of the proposed schemes 
and involves more processing. 
It would also be interesting to study the effect of the router assisted schemes with other 
TCP /IP enhancements. This work studied the functioning of the scheme with RED packet 
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dropping. The effect of performance of this scheme with NewReno, which modifies the Fast 
Recovery algorithm, will also be worth studying. 
5.2.3 Differentiation in Service 
Today's Internet traffic also requires some differentiation in service based on applications. 
The role of invocation interval as a differentiating measure can be studied. The value of 
invocation interval can be made a dynamic value that would vary according to the service 
class that a flow belongs to and thus achieve differentiation in performance. This might require 
further granularity in the flows than used in the proposed schemes as TCP information might 
also be required and this would mean that the layering would be transgressed. 
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