Shotcrete spray is an indispensable process in tunnel construction. At present, the construction of tunnels in China is mainly depend on labor or mobile concrete sprayer, which has lots problems like timeconsuming, low precision, and labor intensive. An intelligent detection method for tunnel shotcrete spraying is proposed in this article. There are two main issues need to be solved, one is the modeling of tunnel in real-time to monitor the thickness of shotcrete and other is the detection of spraying area in the tunnel. The LiDAR can obtain a 3D model of tunnel after performing necessary preprocess on it in real-time. On the other hand, the spraying areas are usually divided by arches in the tunnel, so we can detect the position of arches to determine the spraying areas. Inspired by the YOLO algorithm, we proposed a novel neural network structure to detect the approximate bounding boxes of the arches and a line-detection algorithm is used to determine the final positions of the spraying area in the image. The size of the weight file of our neural network is only 2.57 MB after the use of some deep compression tricks, which means our model is device friendly. After that, the object detection results in the image will be projected to the point cloud data. The experimental results suggest that our method performed well in the detection for tunnel shotcrete spraying, and the mAP for spraying area detection was found to be 91.4%.
I. INTRODUCTION
Shotcrete support is commonly used in the construction of railways, highway tunnels, mine roadways, subways, and various underground buildings [1] . Tunnel shotcrete spraying is a process of spraying shotcrete at a very high speed onto a rock or concrete surface to prevent the collapse of the tunnel during excavation [2] , [3] . To address the shortcomings of manual spraying such as a high rebound rate, large amount of dust, unstable construction quality, and slow construction progress [4] , mobile concrete sprayer emerged. However, this method still requires an operator to manually operate the robot arm for spraying, which means that the quality of the shotcrete from this method depends largely on the experience of the operator. In order to liberate humans from heavy and dangerous work, the intelligent detection for tunnel shotcrete spray is necessary for the automated construction of tunnels. In analyzing the process of tunnel shotcrete spraying, the main tasks are the detection of tunnel profile and spraying area.
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For the tunnel profile detection, some researchers have [5] - [7] used the LiDAR or RGB-D camera to build the 3D model of tunnel. In order to ensure the accuracy of 3D model of tunnel and make it sense in the subsequent process, the resolution of sensor is required to be higher, which means high costs. Our method does not process the point cloud data directly, so the performances of sensor such as the scanning angle and the density of data are not relatively important. Correspondingly, due to the sparsity of the point cloud, the data registration is necessary for surface reconstruction. The Iterative Closest Point (ICP) algorithm has been widely used in point cloud registration.
For the detection of the spraying area, the area is divided by two steel arches, and the arches are connected by steel bars. We can detect the spray area by extract the steel bar in the tunnel. However, there a few studies have focused on the detection of arches in a tunnel. The study of rock drilling fields is a more popular research area in tunnel construction, and is not needed the detection of arches. References [8] , [9] introduce a method to detect an arch by manual division and Mah et al. [10] proposed a Principal Component Analysis (PCA)-based method to detect the mesh in point clouds. However, these methods are not sufficiently automated or precise. Since Krizhevsky [11] proposed the use of a convolutional neural network to extract the feature of image in 2012, the field of objection detection in image has experienced great development [12] - [15] . The speed and accuracy are the main evaluation of model performance in object detection, and some deep learning algorithms such as Faster Region-based Convolutional Neural Network (Faster-RCNN), You Only Look Once (YOLO), and Single Shot MultiBox Detector (SSD) worked well in it. However, these algorithms are mainly used for RGB images, and the 3-dimensional point cloud is not suitable for directly applying these algorithms due to extradimensional data. The object detection for 3D point cloud datasets has been a vast, growing research area in recent times [16] , [17] . Before the emergence of the deep learning method, 3D point cloud-based object detection already had a relatively mature process: point cloud filtering, point cloud clustering, feature extraction and classification [18] , [19] . A Directed Edge Growing (DEG) method proposed by Zhang et al. [7] can effectively extract the points of tunnel arches from LiDAR directly, but this method require the point cloud data with high-resolution which means high costs. In addition to the method that extracting the feature on point cloud according to the traditional workflow, many object detection methods in point cloud based on deep learning have been proposed in recent years. Such methods [20] - [24] use deep neural networks to extract features in an end-to-end manner, but they are difficult to balance the speed and accuracy of detection.
To achieve intelligent detection for tunnel shotcrete spraying, a deep learning and LiDAR-based method that can monitor the tunnel profile and determine the shotcrete area in real-time is developed. This new approach performs well in our experiments and has a high resistance to interference. The rest of this paper is organized as follows. Section 2 gives the related papers in regarding intelligent detection. Section 3 introduces the research methodology. Section 4 evaluates the effect of this approach in the construction of tunnels. Finally, Section 5 provides the summaries and conclusions of this research.
II. LITERATURE SEARCH A. OBJECT DETECTION IN IMAGE
In the early stage of the development of the object detection algorithm, most people built complex models and more complex multimodel integration based on low-level features to slowly improve detection accuracy [25] . DPM is one of these traditional algorithms [26] . When a convolutional neural network achieved great success in the 2012 ImageNet classification task Girshick et al. [11] proposed the Regional Convolutional Neural Network object detection Framework (R-CNN) in 2014 [27] . Since then, the field of object detection has begun to develop at an unprecedented rate. In recent years, the development of object detection algorithms based on deep learning has been mainly divided into two types. One type of these algorithms is based on object proposals, such as Fast-RCNN, Faster-RCNN and FPN, and the other type of algorithms is not proposal-based but is based on integrated convolutional networks, such as YOLO, SSD, and Retina-Net [13] - [15] , [28] , [29] . The comparison of the mAP, frame per second with the evolution of different object detection algorithms is shown in Fig. 1 . The development of object detection algorithms has shown prospects in both speed and accuracy. Consequently, object detection algorithms based on deep learning have been applied to various industries [30] - [32] .
B. OBJECT DETECTION IN A 3D POINT CLOUD
LiDAR-based 3D object detection is an inevitable requirement for the automation of tunnel shotcrete spraying because it is directly related to the understanding of the environment, thus laying the foundation for prediction and motion planning. Currently, there are three different deep learning methods in the field of 3D point cloud object detection [33] , direct point cloud processing using multilayer perceptron, a method converting point clouds into voxels or image stacks by using CNN, and the combined fusion method. Some scholars have pushed the field forward. Engelcke et al. [34] proposed an approach to detecting objects natively in 3D point clouds using Vote3Deep net. Xiao et al. [35] proposed a novel hybrid CRF model to fuse the information from a camera and LiDAR for detecting a road. Caltagirone et al. [36] projected an unstructured and sparse point cloud to the camera image plane and then used fully convolutional neural networks to carry out road detection. Based on the literature survey, object detection in point cloud studies was reported less often.
C. INTELLIGENT DETECTION FOR TUNNEL SHOTCRETE SPRAY
In the process of tunnel excavation, the traditional methods mainly rely on the manual operation of the concrete sprayer for spraying. Studies on the automation of tunnel shotcrete spraying are relatively few in number. Some studies on automatically modeling and intelligently monitoring profile structures have been proposed [37] , [38] . All of these studies use LiDAR to accomplish the goal of monitoring and have relatively better results. However, the use of only LiDAR is not sufficient to identify a shotcrete spraying area. Thus, we combined LiDAR with a camera to determine the shotcrete spraying areas by using deep learning and a novel line-detection algorithm.
III. RESEARCH METHODOLOGY A. 3D MODELING OF A TUNNEL
Because of the limitations of LiDAR, it is difficult to complete the surface reconstruction of a tunnel directly through one frame of point cloud data. Before the 3D reconstruction of the tunnel, the mobile shotcrete sprayer would scan the whole tunnel by LiDAR. In this research, point cloud registration is used to expand the amount of data. The Iterative Closest Point (ICP) algorithm is a point set to point set registration method. As shown in Fig. 2 , the source point clouds (blue) and the target point clouds (green) are two different point sets. The task of the ICP algorithm is to calculate the rotation and translation transformation matrix so that the target point clouds overlap with the source point clouds as much as possible.
Given two corresponding point sets X = {x 1 , . . . , x n } , P = {p 1 , . . . , p n }, registration minimizes the error between the transformed point clouds P and the source point clouds X . In the ICP algorithm, registration uses least squares to represent the error. To minimize the Equation (1), [39] , [40] proposed a workflow to finish the registration of point cloud data.
where x i and p i are corresponding points, R is the rotation matrix, t is the translation matrix, and N p is the number of corresponding points. After the tunnel 3D scanning using LiDAR has finished, we propose a surface reconstruction process based on continuous point cloud data, as shown in Fig. 3 . First, the continuous tunnel point cloud data collected by LiDAR in real time are down sampled at a certain time interval. Then the discretized point cloud data are paired and the ICP algorithm is used for registration. Then, we take the first registration data point as a reference and add the subsequently registered point cloud to it. Last, we combine all the registration point cloud data to obtain the final output. A continuous contour model can be generated through surface reconstruction, which can express the tunnel conditions more intuitively. For numerical analysis and graphics, triangulation is an important preprocessing technique. References [40] , [41] proposed a method that uses Delaunay triangulation to select a sample triangle as the initial surface, and continuously expands the boundary of the surface until all the points that conform to the geometric and topological conditions are connected, and finally form a complete triangle mesh surface. This algorithm is for fast triangulation of the original point cloud and has a relatively good surface reconstruction effect for point clouds with a smooth surface and uniform density [42] .
B. DETECTION OF SPRAYING AREA 1) FUSION OF CAMERA AND LiDAR
Although some studies use LiDAR for clustering to detect objects, the LiDAR we used is 16 lines, and its data are too sparse to cluster a distant object. Therefore, an RGBcamera is used for object detection, and then, the object is projected to the 3D point cloud to obtain the object position. To project the 2D bounding box coordinate information to the point cloud and obtain 3D bounding box coordinates of objects, the relationship between the two coordinate systems is required [43] , [44] . The role of joint calibration is to fuse the camera (pixel) and LiDAR (point cloud) data. Fig. 4 shows the relationship between the pixel coordinates and the world coordinates. The conversion relationship between the world coordinates and pixel coordinates can be expressed by Equation (2):
where α x = 1/dx and a y = f /dy , which are called the scale factors of the u and v axes, R is a 3 * 3 rotation matrix, t is a 3 * 1 translation matrix, [x w , y w , z w , 1] T represents the coordinates under the world coordinates, M 1 is the intrinsic parameter matrix of the camera, M 2 is the extrinsic parameter matrix of the camera, and M is the projection matrix. The intrinsic parameters of the camera should also include the five distortion parameters k 1 , k 2 , k 3 , p 1 , p 2 to eliminate the influence of distortion and the intrinsic parameter matrix M 1 . The unknown variables for joint calibration include the 4 intrinsic parameters α x , α y , u 0 , v 0 , the extrinsic parameters [R, t], and the 5 distortion parameters. We can determine the intrinsic parameters and extrinsic parameters of the camera by the corresponding position in the image and the threedimensional coordinate system, and the corresponding position is identified by calibration targets such as a chessboard. The difference between our method and that of [45] is that the origin of the world coordinate system is fixed on the LiDAR rather than on corner of the chessboard.
2) DETECTION OF THE SPRAYING AREAS IN THE IMAGE
The detection of spraying areas in the image consists of: (1) a CNN detection module, which is used to detect the bounding boxes of arches and (2) a line detection module, which is used to extract the precise position of the arches. Fig. 5 presents the workflow of the detection of spraying areas in the image.
YOLO [46] algorithm is a popular object detection algorithm. Different from other object detection algorithms, such as Faster-RCNN, it is a one-stage algorithm. The YOLO algorithm has been upgraded to three versions and greatly improved in speed and accuracy. In the YOLO-v3 [47] structure, there are some tricks such as multiscale prediction, darknet-53 backbone structure, and no pooling layer or full connection layer, to ensure the deeper layers and the higher accuracy of the network. However, there are 184 layers of darknet structure so that the parameters of the whole model can achieve 62.6 million, and the volume of the weight files is 239 MB, which means that it is difficult to apply the training results to a small controller. To reduce the redundancy, a simplified neural network is proposed to complete the object detection task, as shown in Fig. 6 .
Inspired by YOLO-v3, this network uses successive 3 × 3 and 1 × 1 convolutional layers and has some residual units.
The residual structure can accelerate the training speed of the network and make the network converge faster. Note that we reduce the depth of the darknet and the predicted dimensions. After the backbone network, darknet-23, the outputs of the network have 2 parts; each grid cell in the output feature map predicts B anchors and N + 5 parameters for those anchors, where B is the number of anchors and N is the numbers of classes. In addition to the position parameters of the anchors (x, y, w, h), there is also an additional predicted parameter C, which is the confidence of the anchors. The confidence comprehensively reflects the probability that the current bounding box contains the object Pr(object) and the accuracy of predicted bounding box IoU truth pred , as shown in Equation (3). If the object is in the grid, Pr (object) = 1.
In addition, we also need to predict the probabilities of C classes for each grid cell. It represents the conditioned probability predicted by grid cell belongs to which category, which is Pr (class i | object) , i = 1, 2, . . . , C. The classspecific confidence scores are shown as following:
In addition to the simplification of the network structure, we discard the upsampling layers in YOLO-v3, because the object in tunnel is only an arch that is relatively fixed and large in the image, and the lower layers in the neural network contain more representational features. The lower layer features can be concatenated with a higher layer when the stride is set at two. After replacing the upsampling layers with down sampling DBL layers, the accuracy of our model improves.
The model size of our simplified structure is 57.8 MB, which is a dramatic reduction in model volume compared with that of the original YOLO-v3 model, and because some redundant layers are removed, the accuracy of our model is improved. To further reduce the parameter size of the model and make the model available in embedded systems, some deep compression methods are used in this paper. Han and Forrest N. Iandola et al. [48] , [49] used pruning, trained quantization and weight sharing to compress some classical deep learning models many times. The pruning method is used to eliminate some unnecessary network parameters and retain those important to the network. Similar to [50] , we evaluate the importance of filter channels in every convolutional layer using the average value of the normalized neuron weights for L1/L2 and the numbers of times when the output of the neurons is not 0. The flowchart is shown in Fig. 7 .
In the pruning process, there is a ratio to control the degree of pruning of the model, and we can continually iterate the process of pruning to compress the model volume again. After comparing the iterative numbers, we find that the model can achieve a relatively better balance between the size and accuracy if the iterative number is two and the pruning ratio is 0.9. After pruning, a fine-tuning process is used to recover the potential degradation in the performance, which is very important for pruning. In addition to the pruning method, other deep compression methods, such as trained quantization, transfer learning and low rank approximation are adopted to compress the model volume without affecting the accuracy. Based on the simplified neural network structure and these compression methods, we further present this new model with shallow structure and fewer trainable parameters than YOLO-v3. Moreover, due to the simplification of the parameters and model, our model can suppress overfitting to some extent.
Although the proposed neural network can detect the bounding boxes of the arch with high accuracy, there is still a problem with using the deep learning algorithm to detect the spraying area, and the results are affected by the shooting angle. As shown in Fig. 8 , the areas of the bounding boxes of arches vary with the shooting angle. Object segmentation can be used, but this method is time-consuming and sensitive to the color in the image. In addition, the extraction of arches with image segmentation is irregular shape, which enhances the difficulty of the subsequent fusion with point cloud data. Considering the Line-Detection module can correct the bounding boxes position with less computes, it is used as the supplement of deep learning-based algorithm.
The process of the line detection algorithm that we have adopted to extract the precise position of arches is presented as follows:
(i) Preprocess the image; (ii) Conduct line segment detection; (iii) Convert the coordinates to polar coordinates and calculate the features of the line, ρ, θ; and (iv) Conduct non-maximum suppression. In 3.2.1, we have obtained the distorting parameters of camera by calibration, which can be used to offset the effect of camera distortion to some extent. During the construction of tunnel, there is always lack of sufficient light, and the hue (H) and Saturation (S) of image are not sensitive to light [51] . Therefore, in the line detection module, the bounding boxes of the arches predicted by the neural network algorithm, is converted to the HSV color model first. Since the arches are always vertical, two convolutional kernels are designed to extract the edge features of the image, as shown in Fig. 9 .
The Line Segment Detector (LSD) algorithm can extract all the features of a line on a grayscale image in a short amount of time [52] . This algorithm calculates the angle between each pixel and the level-line to form a level-line field and merge the pixels in the neighboring regions with an approximate direction. These merged regions are called line support regions, which are the proposed line segments. When a line support region is particularly slender, it can be considered a straight-line segment. However, in the LSD algorithm, each pixel can only belong to one line support region, so if there is an intersection between two lines, at least one line is split into two parts. Moreover, the LSD algorithm is based on region growth, and long lines are often split into multiple lines because of occlusion, blur and so on. Instead of describing a line segment by the end point and starting point coordinates, we can use ρ, θ to describe a line in the polar coordinate system, where ρ is the distance from the origin to the nearest point on the line and θ is the angle between the x-axis and ρ. Therefore, if the ρ and θ of the two lines detected by the LSD algorithm are very close, they are considered to be the same line and are merged.
The last step in line detection is Non-Maximum Suppression (NMS), and as the input is the bounding box of each arch, and each bounding box has only one arch, the output should be two lines. After NMS and line merging, there may still be multiple lines, and only 2 of the longest lines are used as the final output as the precise position of the arch.
3) CLUSTERING IN POINT CLOUDS
After obtaining the category and positions of objects, we can project this information to the point cloud, then the clustering algorithm is used to achieve the detection of the tunnel shotcrete spraying area [53] . The point cloud data are mainly a collection of a massive number of points that represent the surface of the object and do not contain the aggregate topology information of traditional entity grid data. The Kd-tree [54] is a data structure used in computer science to represent a set of points in k-dimensional space. This structure is a binary search tree with constraints. The Kd-tree is useful for interval and neighborhood searches [40] . We organize all the points using a binary tree. With the Kd-tree structure, the neighbors of a point can be searched only in their parent nodes and child nodes, which greatly reduces the calculation time for searching neighboring points. The process of Euclidean clustering based on the Kd-tree is as follows [55] :
(i) Create a Kd-tree representation for the input point cloud dataset P;
(ii) Set up an empty list of clusters C, and a queue of the points that need to be checked Q;
(iii) Then for every point p i ∈ P, perform the following steps:
• Add p i to the current queue Q; • For every point p i ∈ Q do:
• Search for the set P i k of point neighbors of p i in a sphere with radius r < d th • For every neighbor p k i ∈ P k i , check if the point has already been processed, and if not add it to Q; (iv) Terminate the algorithm when all the points p i ∈ P have been processed and are now part of the list of point clusters C.
In this algorithm, the most important parameter is d th = (x − x 0 ) 2 + (y − y 0 ) 2 + (z − z 0 ) 2 , which represents the radius threshold of clustering. Within this radius, all the points are clustered into a point cloud cluster. By clustering, we can detect the edges of objects and determine the minimum number of 3D bounding boxes in the point cloud that surround the objects
IV. EXPERIMENTAL ANALYSIS
To verify the effectiveness of this method of intelligent detection for tunnel shotcrete spraying, we selected a tunnel in China under construction as the test environment and set up a series of contrast experiments. These sensors can be integrated into a Robot Operating System (ROS), which is a robotic software platform that provides system-like functionality for heterogeneous computer clusters. We used a laptop to collect the raw point cloud and RGB image data through the bag recording function in the ROS for the subsequent processes. Fig. 10 shows the basic flowchart of intelligent detection for tunnel shotcrete spraying.
A. EXPERIMENTAL EQUIPMENT AND DATASET
The dataset for verification was captured using a Velodyne 3D laser scanner and an RGB camera. We have tested that this LiDAR, VLP-16, can reflect the shape of the tunnel well in low light condition with little effect from the dispersed nature of light. The sampling frequency of the Velodyne VLP-16 is 10 Hz with a 30 • vertical field of view (±15 • up and down), and this scanner provides 16 equally spaced angular subdivisions (approximately 1.8 • ). The maximum detection distance is 120m. Valid values for azimuth range from 0 to 359.99 degree, which means each scan of LiDAR yields 640,000 points. To ensure the successful combination of different sensors, the frame rate of camera and LiDAR is fixed. The reconstruction of 3D tunnel model is achieved only by LiDAR, so the parameters of camera will not affect the accuracy of 3D model. We used the ROS in the Ubuntu system to record the real-time scanned 3D point cloud data in the tunnel for subsequent processing. In terms of deep learning, we used 1000 tunnel construction images as the dataset for the detection for tunnel shotcrete spraying. The dataset was divided into three parts randomly, 640 images for training, 160 images for validation, and 200 images for testing. All images were labeled by the tool in Matlab named 'Image Labeler'. Because of the limited condition, the data were collected from the same tunnel, which means our data are extremely conformed to the Independently identically distribution (IIP) condition, and there is only one class need to be detected in the part of CNN Detection Module. To prevent overfitting problem, the data were sampled with different angle and distance, so the numbers of arches at each image are not certain. Each image in training or testing data set has one to four steel arches. To ensure the definition of images, we used the mobile shotcrete sprayer to light the construction region.
B. MODEL EVALUATION 1) 3D MODELING AND PROFILE DETECTION
To reduce the interference of the environment, we filtered the input point cloud data by means such as removing the point cloud data where the distance is too close and within a certain range of angles. Fig. 12 shows the performance of the point cloud registration using ICP. When the number of iterations is 5, a better registration result can be achieved. Fig. 14 shows the results of the 3D reconstruction of the tunnel. Thereby, the stopping criterion for the spraying can be obtained.
2) MODEL TRAINING AND VERIFICATION
The hardware environments used for the training and testing were as follows:
• OS: Ubuntu 16.04 LTS (64 bit); • CPU: Intel(R) Core (TM) i7-9700k CPU @ 3.60 GHz • CPU RAM: 16GB • GPU: GeForce RTX 2070 • Graphics card RAM size: 8 GB Table 1 presents the results of different object detection algorithms including YOLOv3, YOLOv3-tiny, Faster-RCNN with VGG16 net, Complex-YOLO, our proposed model without any compression, with a 0.9 compression ratio, and with a 0.95 compression ratio, and DPM. The Faster-RCNN, YOLO algorithms and our proposed model are deep learning based and the DPM algorithm is a model-based method. In addition to these algorithms used in RGB image, we also evaluate the performance of Complex-YOLO which is a state-of-the-art real time 3D object detection network on point clouds only [56] . To train the compared networks for a fair comparison, a momentum of 0.9, a weight decay of 0.0005, a training rate of 0.001 and a number of iterations of 40,000 are used in the different deep learning methods of these networks. of the series of the YOLO algorithms in general, and the DPM performed the worst. However, because the sampling frequency of our LiDAR is 10 Hz, the detection speed should be higher than this value to guarantee the fusion of the different data. Our proposed structure with a 0.9 compression ratio performs the best in the balance of accuracy, processing speed, and volume size, with the mAP reaching 90% while maintaining a processing speed of greater than 31 frames per second (FPS). In addition, the model volume is only 6.79 MB. The object detection results are shown in Fig.11  and Fig.14. 3) FUSION OF CAMERA AND LiDAR DATA During the construction of tunnel, workers do not spray the shotcrete on the entire surface of the tunnel but focus on the part of it. After this part of shotcrete solidifies, workers will spray the next part, which is not a continuous process. Our sensors are attached on the robotic arm, which allows the scope of scanning always match the spraying process. In total, the process of detection is dynamic, so even if the scanning scope after the combination of LiDAR and camera is a small part, it will not affect the result of our model. As the position relationship between LiDAR and car body is certain, we can transform the point cloud data obtained by LiDAR to the fixed coordinate system on mobile shotcrete sprayer. This transformation relation is a kinematics problem ant it is relatively easy to figure out once the sizes of each part of sprayer are known. The current collected tunnel point cloud contour will be aligned with the standard structure manually before the processing on it.
In addition to Table 1 , we also evaluated the detection results of our method and other state-of-the-art algorithms in the point cloud data. The results are presented in Fig. 15 , Table 2 , and Table 3 . Similar to the calculation of IoU, the overlap rate between the outputs of algorithm and the ground truth marked manually is used to represent the detection accuracy in point cloud, shown as follow. TN represents the number of predicted points in the sets of ground truth, and FN represents the number not in the sets.
Our proposed model with LSD performed the best both in the pression and speed among these algorithms, which means our model is more robust. Other projective methods based on different backbone CNN structure can work better when the camera is facing to the steel arches. As the Complex-YOLO is trained on points cloud only, the differences of shooting angle will not greatly affect its performance, but its mAP is worse than other deep learning-based methods.
The 3D point cloud projection of the shotcrete spray area detection results using the neural network in the image is shown in Fig. 16 . According to the point cloud clustering algorithm, the shotcrete spray area can be better identified. Therefore, we can sample the point cloud data of each line between this area in turn to direct the mobile shotcrete sprayer.
V. CONCLUSION
With the development of human society, more tunnels and underground structures need to be built, but the traditional process of spraying in a tunnel is time-consuming, laborintensive, and error-prone. In this paper, we combine deep learning and LiDAR to realize the intelligent detection for tunnel shotcrete spraying. For the detection of the shotcrete spraying area, the basic idea of the method is to use a deep learning algorithm to detect the object in the image, then project the object into the corresponding point cloud region, and finally determine the spraying area using point cloud clustering. For the detection of shotcrete spraying quality, we use LiDAR to construct a 3D point cloud model of the tunnel and use ICP and the greedy projection triangulation algorithm to achieve 3-dimensional reconstruction and detection of the tunnel profile in real time. Combining deep learning algorithms and LiDAR can ensure the accuracy of object detection and reflect the physical characteristics of tunnels in the real world. The presented deep learning and LiDAR-based method can serve as a reference for subsequent research on the automation of tunneling equipment.
