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ABSTRACT We study the delay over virtual RAN (vRAN) topologies, entailing base stations that are divided
into centralized and distributed units, as well as the packet-switched fronthaul network that connects them.
We consider the use of flexible functional split, where the functions that are executed at each of these two
entities can be dynamically shifted. We propose a queuing-based model, which is able to precisely mimic
the behavior of such nodes, and we validate it by means of extensive simulations. We also exploit Jackson
Networks theory to establish the end-to-end delay over the fronthaul network, allowing us to assess the impact
of having different networking policies and conditions (for instance, background traffic or heterogeneous
technologies). Thanks to the simulator we can also broaden the analysis, by studying the delay variability.
In addition, we conduct an in-depth analysis of the performance exhibited by a realistic network setup, whose
particular characteristics might hinder the services performance, due to the longer dwell times at each split
configuration. The results evince the validity of the proposedmodel, even under realistic conditions.We show
that it might not be enough to guarantee an average stable operation of the centralized/distributed units, but
the traffic load should remain below the slowest service rate, to avoid reaching unacceptable delays. An
increase of >100× is observed in the delay, using the realistic network setup, when these conditions do not
hold.
INDEX TERMS 5G, beyond 5G, functional split, virtual RAN (vRAN), Markov chain, quasi-birth-
death (QBD) process, Jackson theory.
I. INTRODUCTION
It is well known that one of the most stringent requirements
for forthcoming cellular systems (5G and Beyond 5G) comes
from the so-called Ultra-Reliable Low Latency Communica-
tion (URLLC). End-to-end delay needs to be kept at very low
values, to enable an appropriate provisioning of some of the
envisaged services (augmented reality, autonomous driving,
etc). On the other hand, and considering an architectural
look, Radio Access Networks (RAN) have also witnessed
a strong shift, and thanks to the SDN and NFV paradigms,
operators are deploying many of the functions that were
traditionally co-located in the base station (BS) in central-
ized controllers. While this leverages several advantages
The associate editor coordinating the review of this manuscript and
approving it for publication was Meng-Lin Ku .
(CAPEX/OPEX reduction, cooperation between access ele-
ments, etc.), it also imposes new challenges, in particular
considering the delay [1].
In this regard, the Cloud-RAN (C-RAN) solution [3], [4]
starts from a single centralized entity that controls a number
of Remote Radio Heads (RRH). The former executes many
of the functions of traditional BSs, and the RRHs imple-
ment the radio-frequency (RF) tasks. Although this approach
might yield important capacity improvements in the RAN,
by exploiting tight cooperation techniques (i.e. CoMP),
it also imposes stringent requirements in the network con-
necting the different entities, both in terms of throughput
and delay. In order to overcome the limitations coming from
fully centralized solutions, functional-split architectures were
proposed to permit the use of multiple centralization lev-
els [5], which could be adapted to the particular network
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FIGURE 1. Possible functional splits between the CU and DU according to 3GPP. The vertical dashed red line establich the split, so that the function at left
are placed in the CU and the functions at right are moved to the DU. [2].
TABLE 1. Overview of requirements, benefits and cons of each split according to [2] for a base station with 100 MHz channel bandwidth, 256 QAM
modulation and 8 MIMO layers.
characteristics, traffic features and service requirements. The
traditional BS is now divided in three entities, so that the
RRH is called the radio unit (RU) and the BS protocol stack
is divided between a distributed unit (DU), which is located
close to the RU, and a central unit (CU). Hence, CUs can be
grouped together in virtualization pools or clusters. Figure 1
depicts the functional splits defined by the 3GPP [2] for LTE,
which set the limit between the functions implemented in the
CU (at left) and DU (at right). While the splits are defined
based on the LTE protocol stack, the specification of the 5G
radio access network assumes the split of the base station
(i.e. gNB) [6]. Indeed, the protocol stack of LTE and 5G
are almost identical in their high level descriptions, but for
the new Service Data Adaptation Protocol (SDAP) included
in 5G. As can be seen, most of the splits are defined in the
protocols boundaries, while a few of them separate function-
alities that belong to the same protocol. It is worth noting
that the RF functionalities would be located at the RU, so
that the PHY/RF split would boil down to a C-RAN solution.
The applicability of the different splits is still being ana-
lyzed by standardization and industrial bodies like 3GPP and
O-RAN [7], where special attention is being payed to low
layer splits [8]. According to those analysis, Table 1 summa-
rizes the requirements, benefits and limitations identified for
each split by the 3GPP [2].
Altogether, the new RAN is made of physical and virtual
entities, leading to the so called virtual RAN (vRAN) [9].
These architectural changes have also imposed new chal-
lenges on the fronthaul network that connects such entities,
since it needs to provide quality of service (QoS) levels
aligned with the configured split. Recent initiatives, such as
the Next Generation Fronthaul Interface (NGFI) [10], envi-
sion a packet-switched fronthaul network divided in a seg-
ment connecting the RU and DU (NGFI-I), and another one,
the so-called midhaul, which provides connectivity between
theDU andCU (NGFI-II). Eventually, recent studies consider
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the dynamic, or flexible, shifting of the selected functional
split, to adapt the network to the varying environment [11]
(i.e. new services, traffic changes). In this novel scenario,
the network adaptation encompasses both the selection of the
most appropriate functional split and the re-configuration of
the underlying fronthaul network to provide the communica-
tion capacity demanded by the selected centralization level.
As an example, Figure 2 shows the functional diagram of
a base station with PDCP/RLC split. As can be observed, the
CU hosts both RRC and PDCP protocols and it is connected
to the gateways of the operator core. On the other hand, the
DU implements protocols below PDCP and it is connected
to the RU which performs the RF tasks. Finally, NGFI-I and
NGFI-II connect both the CU with the DU, and the DU with
the RU.
FIGURE 2. Example of PDCP/RLC functional split. The figure depicts the
functionalities distribution and location of interfaces.
In this paper we consider a flexible functional split sce-
nario, and we broaden the model that was originally pre-
sented in [12], which allows us to accurately predict the delay
traversing CU or DU nodes. The main contributions are:
• We first extend the DU/CU model, by considering not
only different service rates per split configuration, but
also dwell times. In addition, this enhanced model also
permits having different stand-by times after each split,
and avoids the possibility of going to the same split after
leaving it.
• We exploit Jackson Theory and the CU/DU model to
yield the overall end-to-end delay, considering the fron-
thaul packet-switched network. To the best of our knowl-
edge, this is the first work that exploits queuing theory
to study the delay for vRAN architecture with Flexible
Functional Split, embracing the fronthaul network.
• We exploit an event-driven simulator to assess the valid-
ity of the proposed model, which also allows us to study
the variability of the observed behavior, and to carry out
various complementary analysis.
• Finally, we also discuss the behavior exhibited by a real
network configuration, where the particular character-
istics might severely hinder the observed performance,
due to rather long buffer lengths. We assess how the
delay is distributed, and we discuss how this could also
be used as a worst-case design parameter.
The proposed model can help to understand the expected
behavior of different functional split policies, and to find
reasonable limits on the maximum acceptable traffic load.
In addition, the developed simulator could also help to derive
appropriate queuing management policies.
The rest of the paper is structured as follows. In Section II
we provide an in-depth literature review of flexible functional
split, and we highlight the main contributions of our paper.
Then, Section III introduces the queuing model that is used
to characterize the delay of CUs and DUs, and how this can
be extended to study the overall fronthaul delay, exploiting
Jackson Open Networks Theory. In Section IV we validate
themodel, comparing its performancewith that obtained after
a thorough simulation-based study, over a simple scenario
with various configurations. In order to assess the validity of
the model with more complex scenarios, we use a realistic
network deployment in Section V, which has an optimal
split policy, and we again compare the results yielded by
the proposed model with the behavior obtained by means
of simulation-based experiments. We conclude the paper in
Section VI, where we summarize the work and identify our
future lines of research.
II. RELATED WORK
In recent years the research community has studied functional
split solutions from different angles. From a general perspec-
tive, some works analyze the capabilities of each split [13],
and their performance [12]. These studies have been comple-
mented with other works that mostly focus on the constraints
imposed by the fronthaul network [14]. Worth of attention are
papers that consider the x-haul (networking resources shared
between backhaul and fronthaul) [15]. Along with it, other
lines of research have paid attention to the application of
regular networking techniques in RAN, which exploit func-
tional splits. Within this group, an overview of scheduling
techniques suitable for dynamic functional splits is presented
in [16]. In addition, and also from an overall perspective,
Lagén et al. provide in [17] an overview of architectures
supporting functional splits, and the fronthaul compression
proposed by 3GPP and O-RAN.
Apart from the literature devoted to assessing the capa-
bilities and requirements of functional splits, other research
efforts aim at implementing dynamic functional split solu-
tions. In this regard, a functional split prototype is introduced
in [18] to evaluate the impact of low-level split options over
the energy consumption, while the authors of [19] depict a 5G
RAN implementation that allows dynamic split shifting. Also
from this implementation perspective, some works have paid
attention to the reconfiguration of the underlying network to
support the split requirements. For instance, in [20], [21] the
authors analyze and assess solutions to reconfigure the optical
fronthaul network, while Chang et al. evaluate in [22] the
implementation of a framework to enable flexible functional
split over Ethernet-based fronthaul. A few works focus on
the resources in the access elements, like [23], where the
authors propose a new architecture, called F-RAN, to enable
split selection considering availability of radio resources.
From a different perspective, the authors of [24] propose
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a technique to select the functional split, shifting baseband
signal precoding, using compression-after-precoding (CAP)
or data-sharing (DS) strategies, when it is implemented in the
BBU or RRH.
As can be observed, the scope of the aforementioned works
is different from ours in essence. The related literature ana-
lyzed so far aims to study the goodness and limitation of
flexible functional split, and how it can be implemented.
On the other hand, our goal is to propose a framework to
analyze the system performance when a given split selection
policy is applied, in particular focusing on the end-to-end
delay. In this sense, someworks have addressed themodeling,
definition, development and assessment of such policies. For
instance, in [25], [26] Harutyunyan et al. model the func-
tional split selection as a Virtual Network Embedding (VNE)
problem, which is formulated as a Integer Linear Program
(ILP). Similarly, the authors of [27] propose an algorithm
to allocate Customer Virtual Networks (CVN) considering
functional split. Another proposal can be found in [28] where
Rodriguez et al. suggest a split selection algorithm to ensure
efficient utilization of the fronthaul network, while allowing
a cooperation among BSs. In this same line, the authors
of [29] propose adjusting the split selection to enable URLLC
services, exploiting Coordinated Multi-Point techniques.
Furthermore, a number of split selection policies have
been proposed to optimize different metrics, taking into
account various scenario features. For instance, the data rate
is maximized in [30], while end-to-end delay is considered
in [31]. Differently, the mobility of users and interference
level are taken into account in the split selection solution
in [32] and [33], respectively. Worth of mentioning is the
work of Temesgene et al. [34], where reinforcement learning
is applied to select the split in a scenario with small cells.
As we have mentioned before, the adaptation of the fronthaul
network is a requirement to efficiently implement flexible
split solutions. In this sense, Alameer and Sezgin proposed
in [35] a solution for allocating functions that jointly tackles
resource allocation and routing, using Alternating Direction
Method of Multipliers (ADMM). A solution for functional
split selection to optimize energy consumption, in scenarios
comprising small cells, is proposed in [36], where the opti-
mization problem is posed as a constraint Markov Decision
Process (MDP).
Among the works that propose split selection policies,
a group of them pay special attention to the optical fron-
thaul. In this sense, a novel mobile fronthaul architecture
to reduce latency in functional split enabled networks is
proposed in [37], while the authors of [38] introduce dif-
ferent techniques with the goal of minimizing the delay.
Similarly, the available capacity of the optical network is
considered in [39], [40] as a constraint in the split selection
procedure, while wavelength usage and transponder cost of
optical networks is addressed in [41]. Other works focus
on the orchestration and split reconfiguration for the optical
fronthaul network [42], and on the development of simulation
tools to study the impact of flexible functional split solutions
over the underlying optical network [43], [44]. As can be
observed, although these works develop split selection poli-
cies, they model and analyze the system performance accord-
ing to particular indicators and features. Opposed to that,
our paper does not propose a split policy, but it aims to
model the system in a generic way, regardless of the specific
split selection policy, to understand its behavior and fairly
compare different strategies.
Another group of works seek to optimize energy consump-
tion in flexible functional split scenarios. Under this cate-
gory, the authors of [45] discuss the optimal centralization
level, considering energy consumption and midhaul band-
width. Temesgene et al. [46] suggest the use of Q-learning
and SARSA algorithms to optimize the placement of func-
tions in terms of energy. In a similar way, an online solu-
tion for flexible functional split selection considering energy
is proposed in [47], where the problem is formulated as
a MDP. The energy consumption, together with functional
split, is also studied in [48], using a real implementation
based on Open Air Interface (OAI). Energy is also considered
in [49], although in this case the flexible functional split is
applied to optimize the energy consumption, including base-
band processing, in scenarios withUnmannedAerial Vehicles
(UAVs)
Finally, it is also worth mentioning some works that con-
sider the interplay of functional split with techniques used
for service deployment and provisioning in cellular networks.
In this regard, functional split is considered in [50] as part
of network slicing to ensure certain QoS. Following a similar
approach, Papa et al. study the combination of functional split
and network slicing in [51]. From a more generic perspective,
the authors of [52] propose a framework to handle heteroge-
neous RAN, functional split selection, and network slicing
for multiple services. Finally, the authors of [53] consider
split selection together with task offloading, analyzing the
interplay of functional split and fog/cloud services. Once
again, these works differ from ours in their scope, since they
do not model the behavior of the fronthaul network with
functional split.
All in all, after this thorough literature review, we can
conclude that the modeling of vRAN has not been sufficiently
addressed before. The theoretical model described and evalu-
ated in this paper aims to shed light on the end-to-end perfor-
mance of the vRAN, in terms of delay, and for any arbitrary
split selection policy. In this sense, it is worth remarking that
the propose model can be configured to consider any split
strategy, and so it would provide an arena to fairly compare
them. To our best knowledge, this is the first paper proposing
a theoretical model that yields the overall end-to-end delay
in vRAN networks, embracing the use of flexible functional
split, as well as the impact of the fronthaul network.
III. FRONTHAUL QUEUING MODEL
In this section we discuss the proposed queuing-based model.
It encompasses two types of nodes: (1) the one used to reflect
the behavior of both CU and DU; and (2) the nodes that are
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used, in the packet-switched fronthaul network, to connect
CUs and DUs. While the latter will be based on the legacy
M/M/1, CUs and DUs, which might implement different
splits, require a more complex approach. Hence, we first
present the model for CU and DU entities. Afterwards,
we exploit Open Jackson Network theory to establish the
average end-to-end delay.
Table 2 enumerates all the variables and symbols that are
used in the proposed model, including those that are used to
solve it.
TABLE 2. Variables and symbols.
A. CU AND DU MODEL
As has been mentioned earlier, the proposed model for the
CU and DU is an extension of the one that was presented
in [12]. We focus on downlink communication, although the
same reasoning can be applied to uplink. We assume that
frames arrive at the CU following a Poisson process of rate
λ pkt/ms. The CU/DU might be configured in s different
functional split configurations, each of them characterized
by a certain service time, which we assume exponentially
distributed, with mean µ−1j ms, for the j
th split.
We assume that such nodes might change their current
split, after a time that we also assume exponentially dis-
tributed, with mean γ−1j ms for the j
th split. Before mov-
ing to the next configuration, a standby situation happens,
which captures the time devoted to the reconfiguration tasks
required in the CU/DU. The time that the node spends in this
standby situation (where it does not process frames) is also
modeled with an exponential random variable, with average
ξ−1j ms, for the j
th split. A change in the functional split is
modeled as a random event, with probability αjk of going
from split jth to kth. We impose that αjj equals 0, ensuring
that whenever there is a functional split change, the node does
actually modify the configuration.
Themain improvements from themodel that was originally
presented in [12] are:
• We can consider different sojourn times for the various
functional splits.
• The time spent at the standby status is also different for
each split.
• When changing a particular configuration, we ensure
that the next functional split is different from the pre-
vious one.
We can thus capture a more realistic behavior, having a
greater number of knobs to tune the node configuration. The
CU/DU node can be modeled with the 3-dimensional Markov
chain that is shown in Figure 3.
We define two types of states by means of the tuples
(i, j) and (i,̃ j), respectively. The first one denotes a state of
normal operation, where i corresponds to the current number
of frames at the node, and j is the index of the current
functional split. The second tuple represents a standby state
reached upon leaving the jth split. The proposedMarkov chain
has s horizontal planes, each of them representing a particular
split.
If the CU/DU node is active and working at a particular
split j, anytime a frame arrives there is a rightwards transi-
tion (rate λ), and when a frame finishes its processing and
exits the node, we can see a leftwards transition (rate µj).
At any time the node might shift to a standby situation,
modeled with a transition to the corresponding state (i,̃ j),
in the same plane, with rate γj. Once in this standby situ-
ation, frames might keep arriving, reflected by rightwards
transitions, but the node would not be able to process them,
and there is not any leftwards transition, as can be seen in
Figure 3.
When in the standby state, the node will eventually go to
another split configuration. The corresponding sojourn time
is modeled with an exponential random variable, and so the
overall rate towards other splits is ξj. Once the standby status
is over, the next functional split is selected with probability
αjk , with k ∈ {1, . . . , s}, k 6= j, and so the transition
rate between (i,̃ j) and (i, k) is αjk · ξj. Although the CU/DU
node cannot process frames during this standby situation,
we assume that the node has enough buffer capacity to keep
incoming frames until they can be eventually processed, pro-
vided it works in a stable regime of operation.
The underlying model boils down to a quasi-birth-death
(QBD) process, where each level corresponds to all states
having the same number of frames: (i, j) and (i,̃ j), for j,̃ j ∈
{1, . . . , s}. Therefore, we use the Matrix Geometric method
to find the average delay of processing a frame in this node.
The reader can refer to the seminal works from Neuts [54]
and Hajek [55] for a thorough treatment of this theoretical
framework.
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FIGURE 3. Markov chain for CU and DU nodes.
The infinitesimal matrix characterizing the QBD process
is defined as follows:
Q =

L0 F 0 0 · · ·
B L F 0 · · ·





where L0,B,L,F ∈ R2s×2s. Matrices B,F are given in
equation (2), while L is given in (3), as shown at the bottom
of the page. On the other hand, L0 = L + B.
F =

λ 0 · · · 0









µ1 0 0 0 · · · 0 0
0 0 0 0 · · · 0 0
0 0 µ2 0 · · · 0 0








0 0 0 0 · · · µs 0
0 0 0 0 · · · 0 0

, (2)
We denote the stationary distribution of the QBD process
as 5 = [π0, π1, π2, . . .], where πi is a column vector of
length 2s, and πi(t), t ∈ {1, . . . , 2s} is the probability of
having i frames at the node when: (1) for odd t , the node is
working at the jth split, and j = t+12 , (2) for even t , the node
is at standby, after split jth, j = t2 .
If the node is working at a stable operation regime, then a
stationary solution for5 exists and there is a constant matrix
R that fulfills the following relation [56, Theorem 3.1.1]:
R2 · B+ R · L + F = 0, (4)
where R ∈ R2s×2s. Although there is not a closed solution
for the quadratic equation (4), an iterative method can be used
instead to find R. In addition, there exists a unique positive









−1 1 = 1, (5)
where 0, 1 are all-zeros and all-ones column vectors of length
2s, respectively.
Then, the complete stationary distribution 5 =









−(λ+ µ1 + γ1) γ1 0 0 0 · · · 0 0
0 −(λ+ ξ1) α12 · ξ1 0 α13 · ξ1 · · · α1s · ξ1 0
0 0 −(λ+ µ2 + γ2) γ2 0 · · · 0 0









0 0 0 0 0 · · · −(λ+ µs + γs) γs
αs1 · ξs 0 αs2 · ξs 0 αs3 · ξs · · · 0 −(λ+ ξs)

(3)
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FIGURE 4. Markov chain for CU and DU nodes.
From the stationary probability distribution 5, we can















where ‖·‖1 is the 1-norm.
Finally, applying Little’s Law, we can find the average






As mentioned before, the stationary distribution is only
guaranteed if the average service rate of the node is higher
than the incoming data rate. We can thus establish the maxi-




θi · µi (9)
where θi is the probability that the CU/DU node works at
a particular functional split. The value of each θi can be
obtained by solving:
2ᵀ ·M = 0ᵀ; 2ᵀ · 1 = 1 (10)
where2 is a column vector of length 2s, with the probability
of working at a particular split (and the corresponding standby
configuration): 2 = [θ1, θ̃1, θ2, θ̃2, . . . θs, θ̃s]; M = L + B+
F ; and 0 and 1 are all-zeros and all-ones column vectors of
length 2s, respectively.
B. FRONTHAUL END-TO-END DELAY
Once we have established the delay in both CU and DU
nodes, we are now interested in finding the end-to-end delay
between a CU and its corresponding DU. As mentioned ear-
lier, we assume they are connected through a packet-switched
fronthaul network, comprising switches as well as links con-
necting them, which might be of different technologies. In the
most generic case, we consider that both switches and links
can be modeled as legacy M/M/1 queuing systems and so
exploit Open Jackson Networks theory to find the end-to-end
delay.
We model the network topology as a directed graph G =
(V,E), where V is the set containing all network nodes and
E is the set of all links. If we assume that there are c CUs,
d DUs, n switches, and l links, then we can define V ,
|V| = c + d + n + l. Based on the network topology and
the particular routing strategy we can establish the routing
matrix, R, of size V × V , which defines how frames travel
from the CU to its corresponding DU. In Section IV we
provide an illustrative example of suchmatrix. Figure 4 shows
a typical fronthaul connection, where CUx and DUx are
connected through a single switch, Sx , and the corresponding
two links. As can be seen, the QBDmodel that was introduced
previously is used to capture the performance of both CU and
DU nodes, while M/M/1 systems are used for both the switch
and the corresponding two links.
In a packet-switched network, provided that the conditions
established by Burke and Jackson’s Theorems [57]–[60] are
met, we can establish the end-to-end delay as the sum of the
individual contributions from each of the considered nodes
within the path. These conditions impose that the output pro-
cess is statistically identical to the one at the input, for a given





where µ and λ are such node’s service and incoming rates,
respectively. In order to guarantee a stable regime of opera-
tion, it is required that µ > λ.
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Since both the switches and the corresponding links can
be shared by different traffic flows, the incoming data rate at
each of them might be different. We assume that only CUs
receive external traffic, and that the aforementioned routing
matrix, R, captures how the flows traverse the fronthaul
network. We define 3 as a row vector, where each compo-
nent λv corresponds the arrival rate at each of the v ∈ V
nodes [59], [60]:
3 = 8 · (I −R)−1 (12)
where8 is another row-vector containing the external traffic
in the network, i.e., φv = 0 for all switches, links, DUs, and
φv 6= 0, for all CUs. Hence, based on the routingmatrixR and
the incoming traffic at all CUs we can obtain the incoming
traffic rate at each node and so yield the corresponding delays.
Once we have the delay of all nodes in the network,
we could use the following expression to establish the end-
to-end delay for any particular flow f ∈ F, where F is the set




τv; P (f ) : F −→ V (13)
where P (f ) returns the nodes traversed by flow f .
We can also obtain the overall average delay (for all consid-






where λ0 is the overall external traffic in the network: λ0 =∑
v∈V φv, and nv is the average number of frames at node v.
For CUs and DUs this value is provided by equation (7), and





being ρ the corresponding node occupancy, which can be
calculated as: ρ = λ
µ
.
As will be discussed later, the output process of CUs is not
strictly Poisson and this would actually hinder the possibility
of applying the Open Jackson framework. We will discuss
that, under mild conditions (i.e. short standby times), the
results are still valid, and close to real performances.
IV. MODEL VALIDATION AND DISCUSSION
In this section we validate the previously described model,
comparing the theoretical results with those obtained from
extensive simulation-based experiments. For that, we exploit
an event-driven simulator, which was developed from scratch
in C++. In a nutshell, it implements the two types of nodes
used in the model: M/M/1 for links and switches, and the
QBD for the CU and DU, and it considers four types of
events. First, for all nodes, we implement two event types:
(1) arrival of an external frame; and (2) end of frame pro-
cessing. In addition, in the case of the QBD nodes (CU/DU),
two additional event types are taken into account: (3) change
of functional split; and (4) end of stand-by situation. Several
flows can be configured, and a routing matrix is used to
establish the node that needs to process a frame, when it first
enters the system, or whenever it finishes its processing by
any other node.1
Table 3 shows the configuration parameters that we use
in all scenarios. We consider four functional splits (s = 4),
with service rates µ1,2,3,4 = {1, 1.5, 2, 4} pkt/ms. These
values are chosen for illustrative purposes, and they reflect
the different processing delays featured by each functional
split option. In addition, the average time at each of the func-










−1. As can be seen, these rates are
flipped for the DU, since processing is divided between the
two entities (i.e. when split 1 is used in the CU for a particular
frame, the DU should use split 4, and so appropriately com-
plete the processing). Furthermore, we assume that ξj is con-
stant for all possible configurations, ξj = ξ ∀j, and wemodify
the corresponding standby time to evaluate its impact. Matrix
A establishes the probabilities of selecting the next functional
split, upon a change from this particular configuration. In this
sense, αj,k corresponds to the probability of going to split k
from j, with αj,j = 0, and
∑
t=1s αt,k = 1. As can be observed
in Table 3, the corresponding matrix for the DU is the flipped
version of the CU one, to reflect that a frame processed with
a certain split in the CU requires a particular one in the DU.
TABLE 3. Scenario configuration.
1The simulator will be made publicly available in an open GitHub repos-
itory upon paper acceptance.
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As was mentioned earlier, M/M/1 nodes are used to model
the behavior of both links and switches on the fronthaul
network. In particular, we will use various service rates to
reflect different situations. As a starting point, the service
rates of the switches will be µn = 5 pkt/ms (we will reduce
it to 3 pkt/ms in the last scenario), while for the fronthaul
links we consider two underlying technologies: optical fiber,
µof = 8 pkt/ms, and milimeter waves, whose service rate,
µmmw, will be varied (1, 2, 4 pkt/ms) to assess its impact.
Table 3 also depicts the routing matrix that corresponds to
the scenario shown in Figure 7. The indexes for both rows
and columns are: cu1, cu2, cu3, du1, du2, du3, s1, s2, s3, s4;
and we assume that there are three different flows in the
network: φi, i = 1, 2, 3, from cui to dui. The corresponding
routes are depicted in Figure 7. As we mentioned before, this
section is intended to validate both the proposed model and
the simulator implementation. To this end, we have selected
configuration parameters that permit us exemplifying differ-
ent situations, but which, while sensible, are synthetic. In the
next section, the proposed model will be used to analyze a
realistic setup.
A. SINGLE NODE CU/DU
In the first set of experiments, we validate the model for
a single CU/DU node. In Figure 5 we show the average
sojourn time at the CU (upper figure) and DU (lower figure)
when using the configuration depicted in Table 3, as we
increase the incoming frame rate. We repeat the experiment
for different values of the average standby time. The results
that are obtained with the theoretical model are shown with
solid lines, while themarkers correspond to the values yielded
by the simulator. In this case, 100 independent simulations,
comprising the transmission of 106 frames, were carried out
for each configuration (λ and ξ−1 combination), to ensure
statistically tight results. First, we can observe an almost
perfect match between the two approaches, thus validating
both the proposed model for the CU/DU nodes, as well as the
FIGURE 5. Sojourn time at a CU/DU node Vs. incoming frame rate (λ) for
different standby times. Simulation and theoretical results are shown
with markers and solid lines respectively.
TABLE 4. Maximum admissible λ for CU/DU nodes.
simulator. On the other hand, the Figure 5 also shows the great
impact of the standby duration, since the average sojourn
time heavily increases when ξ−1 gets higher. It is worth
mentioning that, in real systems, it is quite likely that the time
required at the standby configuration is much shorter than
those characterizing the different functional splits, as was
reported in [19]. We can see that the DU yields longer times
than the CU, since the probability of working at the quicker
split configurations is lower. The figure also reflects the
maximum admissible frame rate to ensure system stability
(asymptotically increase of the delay for a certain λ). The
corresponding values, which can be obtained using (9), are
summarized in Table 4. Although the DU seems to be more
restrictive than the CU, it is worth recalling that the stability
of both nodes needs to be guaranteed, and so the maximum
allowable rate for a particular flow shall be the lowest one.
In order to characterize the overall end-to-end delay, along
the complete fronthaul network, we exploit, as was previ-
ously discussed, the Jackson Theory, which requires that all
nodes comply with the Burke’s Theorem, so that the output
process at every node is statistically identical to the one
at the input [58], [60]. Hence, for the CU nodes, we need
the output process to be Poisson, which implies that the
inter-departure times follow an exponential random variable.
Even if the incoming frame rate ensures system stability,
as established by (9), theremight be circumstances that hinder
the aforementioned requirement. In this sense, in order to
guarantee that the corresponding Jackson Theory conditions
hold, we need that: (i) the incoming frame rate is lower than
the slowest function split service rate; and (ii) the time at the
stand-by situation can be neglected and the node thus moves
instantaneously from one split to the next one.
In order to assess whether these two aspects need to be
strictly respected or not, we use the simulator to study the
inter-departure times at the CU. Figure 6 represents the cor-
responding relative standard deviation (RSD) of such times,
which is defined as the ratio between the standard devia-
tion and the average value. If the output of the CU node
were a pure Poisson process, the corresponding RSD would
equal 1.
We observe that the RSD of the output process is sub-
stantially greater than 1 when the average standby time is
large, and thus the output process could not be modeled as a
Poisson process in this situation. Conversely, when the value
of the standby time is much smaller than the split times, the
RSD barely differs from 1. Hence, we can conclude that,
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FIGURE 6. Relative standard deviation of the inter-departure times at the
CU Vs. incoming rate for different standby times.
under realistic conditions (i.e. standby-times much shorter
than split times), the output of the CU node mostly corre-
sponds to a Poisson process, even if the incoming frame
rate is slightly higher than the slowest functional split rate
(1 pkt/ms). According to that, the use of Jackson Theory (as
was discussed in Section III) to analyze the end-to-end delay
in the fronthaul network is valid.
B. FRONTHAUL END-TO-END DELAY
After validating the model that we have introduced for the
CU/DU nodes, and studying whether it can be exploited to
assess the overall end-to-end delay, we now focus on studying
such parameter. We consider the scenario shown in Figure 7,
which comprises three CU/DU pairs, and four switches
that interconnect them. A flow is established between each
CU/DU pair, and the corresponding paths are as follows (see
Figure 7): (i) CU1 → S1 → S2 → DU1; (ii) CU2 → S1 →
S3→ S4→ DU2; (iii) CU3→ S3→ DU3.
We first assume that all links are of high capacity (opti-
cal) and they are not bottleneck, so that they do not impact
the overall delay. Under this assumption, the links are not
included in the evaluation, but only the CU/DU nodes, as well
as the four switches, are considered. We increase the frame
rate for all flows and we study the average end-to-end delay
FIGURE 7. Fronthaul network to validate the proposed model.
for the three of them, as well as the overall delay. We use (14)
and (15) to obtain the analytical delays, which are com-
pared with the values yielded by the simulator. We execute
100 independent simulations per configuration, each of them
comprising the transmission of 106 frames per flow (it is
worth recalling that all of them are using the same rate, and so
the time required to transmit such number of frames would be
alike). Figure 8 shows the average delay. As can be seen, there
is again an almost perfect match between the delays obtained
with the analytical model and those yielded by the simulator.
As the frame rate increases, the end-to-end delay gets higher.
More interestingly, the graph also shows that the proposed
model yields delays rather close to the ones obtained in the
experiments, even when the requirements to apply Jackson
Theory do not completely hold, i.e. when the traffic rate is
higher than the slowest service rate (1 pkt/ms). In fact, there
is not a relevant difference with the delays obtained with
the simulator, even when getting closer to the maximum λ
ensuring system stability, which is (when the stand-by time
could be neglected) ≈1.4974 pkt/ms. The results show that
for low rates the maximum delay is below 10 ms, while
FIGURE 8. End-to-end fronthaul delay as λ (per flow) increases. Upper
figure shows average delays (simulation and theoretical results are
shown with markers and solid lines respectively), while the two bottom
graphs represent the variability of the observed results.
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it sharply increases when the incoming rate surpasses the
slowest service rate (1 pkt/ms).
The simulator does not only allow us to validate the pro-
posed model, but it can also be exploited to broaden the
analysis. One particular aspect of interest is the dispersion of
the delay, since not only its average value, but its variability
as well might jeopardize the behavior of services with time-
stringent requirements. Since the model can only be used to
ascertain the average value, we use the simulator to look at
the delay variability. Figure 8b uses whisker plots to represent
such variability for various λ (per flow) values. Each whisker
plot includes the median (0.5-percentile) as an horizontal line
within each box, as well as the 0.25- and 0.75-percentiles,
which correspond to the box lower and upper limits, respec-
tively. In addition, the 0.05- and 0.95-percentiles are also
represented, as the lower and upper limits of the vertical
lines. In addition, we have added, as a circular marker, the
corresponding average delay. As can be observed, not only
the delay grows with the incoming traffic rate, but the vari-
ability gets also higher. For instance, for a packet rate of
1.2 pkt/ms, the average delay is roughly around 2 ms, but
the 95% confidence interval might be as large as 100 ms
(5 times the average value).
We now use a different configuration. We keep the frame
rate for flows 1 and 3 at 0.8 pkt/ms, and we increase the
traffic for flow 2. As can be seen in Figure 7, f2 traverses S1
(which is also used by f1), and S3, shared with f3. Figure 9
shows the end-to-end delays. We use solid lines to represent
the analytical values, while markers correspond to the delays
obtained with the simulator. We also carried out 100 inde-
pendent experiments per configuration. In this case, for each
run we ensure that the flow having the lowest rate generates
106 frames, and that the other two flows are always active
(the number of transmitted packets is adapted to guaran-
tee they are active during the whole experiment), so as to
ensure the validity of the results. Again, the analytical and
simulation-based results show almost no difference between
them. We can see that when the fronthaul switches are not
heavily loaded the impact of the increased traffic over the
FIGURE 9. End-to-end fronthaul delay as λf2 increases. Simulation and
theoretical results are shown with markers and solid lines
respectively.
delay perceived by the other flows is not very relevant, and
they stay almost constant for all λf2 . Hence, we can also con-
clude that under these particular circumstances, the increased
end-to-end delay for flow 2 is mostly due to the time spent at
both the CU and DU nodes.
C. IMPACT OF BACKGROUND TRAFFIC
In order to complement the previous results, we synthetically
increase the load of a number of the fronthaul switches,
to assess how the end-to-end delay for the flows of interest
is affected. We fix the rates for all flows to 0.8 pkt/ms,
which ensures that the conditions to apply Jackson Theory
hold. Then, we add some background traffic, with rate λbg in
S1 and S3, and we study the end-to-end delay for the three
flows. In order to add the background traffic in the model we
just need to include an external flow at a particular switch
(vector 8), and accordingly adapt the routing matrix (R).
We represent the results in Figure 10, where again solid lines
correspond to analytical results, while markers are the values
yielded by the simulator. The duration of each experiment is
established by sending 106 for the slowest flow (including the
background traffic), while we ensure that all the others are
sending packets during the whole time. Once again, we can
see an almost perfect match between simulation results and
FIGURE 10. Impact of background traffic in the fronthaul network over
the end-to-end delay. Simulation and theoretical results are shown with
markers and solid lines respectively.
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analytical values. In Figure 10a, we add the background
traffic only at S1, while in Figure 10b, it affects both S1 and
S3. We can observe that when background traffic is larger, and
so the load of the corresponding nodes gets higher, there is a
clear increase on the end-to-end delay for the affected flows.
In this sense, when the background traffic only affects S1,
the end-to-end delay for flow 3 remains constant, since this
flow does not traverse such node. On the other hand, when
both S1 and S3 have some background traffic, the end-to-end
delay for flow 2 ismore heavily affected, since it goes through
both nodes, while the other two flows only use one of them.
It is worth recalling that the service rate of the switches is
µmm1 = 5 pkt/ms and when λbg = 3 pkt/ms, the load of
S3 would reach 4.6 pkt/ms (the sum of λbg, λf2 , λf3 ), so at
that point the network is fairly congested.
D. IMPACT OF HETEROGENEOUS LINKS AND
ROUTING STRATEGY
The last experiment that was run over this validation scenario
(cf. Figure 7), aims to evaluate the impact of the links charac-
teristics over the network performance. We also assess how
the routing strategy might yield lower delays. We assume
that all links in the fronthaul network are of high capacity
(µfo = 8 pkt/ms), but the one connecting S1 and S2, which
is of lower capacity µmmw, reflecting the use of a different
technology (for instance, millimeter wave). Under these con-
ditions, we also vary the routing strategy at S1 for flow f1,
so that with probability ϕ frames use the shortest path (i.e.,
traversing the link between S1 and S2), and with probability
1 − ϕ they will use the path: CU1 → S1 → S3 → S2 →
DU1. Furthermore, in this setup we decrease the processing
capacity of the four switches, to µn = 3 pkt/ms, so that
their impact over the overall delay is comparable with that
of the millimeter wave link. Figure 11 shows how the overall
average delay (considering all flows) varies as ϕ is modified.
The rates for the three flows were 0.8 pkt/ms. Analytical
results are represented with solid lines, while the markers are
the values obtained with the simulator, again averaging the
output of 100 independent runs, in each of them transmitting
106 frames per flow. There is again a good match between
FIGURE 11. Fronthaul end-to-end delay with heterogeneous underlying
technologies and different routing policies. Simulation and theoretical
results are shown with markers and solid lines respectively.
analytical and simulation-based results. The results show that
the routing strategy has an impact over the network perfor-
mance. More interestingly, we can actually see that there
might exist optimumoperation points, where the overall delay
is minimum, which could be found by using the proposed
theoretical model. In the scenario we are considering, when
the service rate of the link between S1 and S2 is 1 pkt/ms,
this optimum value is seen for ϕ ≈ 0.6.
V. PERFORMANCE OF A REALISTIC TOPOLOGY
In order to illustrate the applicability of the proposed model,
in this section we use it to analyze the performance of a
split selection policy over a realistic network deployment.
We will first describe the system under analysis, and the
particular split selection policy applied. Later on, we will use
an outcome of that policy to feed the model and evaluate the
expected system behavior.
A. SYSTEM DESCRIPTION
As mentioned before, the network consists of a set of links,
switches, and base stations, each of which is divided into a
CU and a DU. We now assume that all CUs are deployed
into a single data center, located at a convenient position
for the operator. Conversely, DUs are deployed close to the
radio equipment. One fourth of the base stations correspond
to macro cell, whereas the rest are small cells [61]. The
geographical location of the base stations is that of a dense
urban scenario, in which macro cells are distributed over
a triangular grid, with an inter-site distance of 200 m, and
small cells are randomly distributed over the covered area.
Altogether, the scenario comprises G base stations.
DUs and the data center containing the CUs are connected
by means of a packet-switched fronthaul network, which,
in addition to DUs and the data center, consists of layer-3 or
layer-2 switches and high-speed links (1 Tbps). We assume
that there is, on average, one network switch per 10 DUs and
they are connected to the data center via a minimum spanning
tree plus additional links from a Waxman model [62], until
an average node degree of 3.5 is achieved [63]. The number
of UEs is modeled with variable U , which corresponds to
U = 10 × G [61]. UEs can be either uniformly distributed
over the covered area, or concentrated into clusters.
Under this scenario, we assume that the functional split
is dynamically chosen with the goal of optimizing user-
perceived performance. Namely, the network operator aims
at instantaneously maximizing user data rates in a proportion-
ally fair manner. This can be accomplished by selecting the
functional split such that the sum of the logarithm of the user
spectral efficiencies is maximized. In particular, we adopt the
model described in [33], where the functional split selection
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0 n is a switch
r(xg) n is a CU
−r(xg) n is a DU
∀g ∈ G, (17)
G∑
g=1
φge ≤ 8e ∀e ∈ E, (18)
φge ≥ 0 ∀e ∈ E, ∀g ∈ G, (19)
xg ∈ {1, . . . , s} ∀g ∈ 1, . . . ,G, (20)
where pu is the signal power received byUE u from its serving
base station, ς is thermal noise, iu,g is the interference power
received by UE u from cell g. The serving base station of u is
denoted by the index hu, c(xg) is the maximum interference
cancellation factor that can be applied in base station g given
its current functional split xg, G , {1, . . . ,G}, where we
recall that G is the number of base stations. As for traffic,
φ
g
e is the flow proasduced by base station g on link e, 8e is
the capacity of link e, E is the set of all links, E+(n) is the
set of links leaving node n, E−(n) is the set of edges entering
node n and r(x) is the capacity required by split x. Notice that
in (16) the cancellation factor that multiplies iug is determined
by the lowest functional split of the interfering and serving
base stations.
Problem (16) can be approximated by a Mixed Integer
Linear Program (MILP), as shown in [33], which allows for
timely solving, even for relatively large networks. Our setup
considers G = 300 base stations and 4 possible functional
splits: PDCP-RLC, MAC-PHY; Intra-PHY and C-RAN. The
fronthaul protocols used for these splits are CPRI or eCPRI
for C-RAN and Intra-PHY protocols [64], the nFAPI protocol
for MAC-PHY [65], and the F1 application protocol for
PDCP-RLC [66], as described in 3GPP recommendations.
The use of these protocols produces a signaling overhead
that can be comparable or even greater than the actual user
throughput [61]. Nonetheless, these additional throughput
requirements are already considered in the model, since each
functional split is described separately. For this scenario the
equation (16) can be solved in less than 500 ms using operator
grade equipment [33].
Our simulated time spans 12 hours and the optimal func-
tional split is computed every second. Since there are strate-
gies in the state of the art that can change the functional
split in the millisecond range, we consider that changing the
split every second is a feasible option, if required. Users are
randomly distributed over the covered area, andmove accord-
ing to the mobility parameters proposed in TS38.913 [61]:
20% are vehicles moving at 30 km/h and the remaining
80% are pedestrians walking at 3 km/h. Their movement is
mainly confined to street and squares without special pref-
erence for any specific point. Nonetheless, small clusters do
form randomly, which influences the optimal functional split
selection.
FIGURE 12. Real network scenario, the sub-network used for the
evaluation is highlighted and zoomed in.
FIGURE 13. Delay at CU for different traffic rates. λmax to ensure system
stability is ≈1.22 pkt/ms. Simulation and theoretical results are shown
with markers and solid lines respectively.
B. SYSTEM PERFORMANCE
By considering the features that were previously discussed to
establish the optimal functional split policy, we then exploit
the model introduced in Section III, as well as the event-
driven simulator, to assess the performance of a realistic
network scenario. In particular, the network topology under
consideration is shown in Figure 12. The picture shows the
overall network that has been used during the simulation
and from which we have obtained the statistics needed for
the model. Then, we have chosen a sub-network, which is
highlighted in Figure 12, to carry out the analysis.
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FIGURE 14. Buffer evolution at CU with λ = 1 pkt/ms. Low rate split is
highlighted with shaded areas.
Taking the outcome of the 12-hour simulation that was
described above, we use the split change probabilities to
obtain the corresponding rates (γ ). To estimate the ser-
vice rates, we assume that the network is limited by the
computational resources in the data center, which is a sen-
sible assumption, since all CUs are deployed in a single
facility. This way, we use the computational complexity in
the CU associated to each split [67], so that the C-RAN
configuration would yield the lowest service rate (highest
computational needs at the CU). We also assume that the
service rate for this C-RAN configuration would correspond
to an average channel quality. For that, we use mean transport
block size (TBS) of a base station using 15 physical resource
blocks (PRBs), which is 695 packets per seconds (packets are
assumed to have 1500 bytes). From that value, we estimate
the service rate for others splits by scaling that of the C-RAN
scheme by the ratio of computational complexities (i.e. using
a linear relationship). We reckon that different assumptions
could be taken, rather than the computational limitation, and
we leave other network configurations for our future work.
Nevertheless, as will be seen below, the described configu-
ration illustrates the applicability of the proposed model on
a realistic setup. Furthermore, we neglect the propagation
delay, since it is much lower than the overall delay. For a
global distance of 3 km in the fronthaul network, the prop-
agation delay would be more than 100 times lower than the
values that were observed for the lowest traffic rate.
All in all, we select four CU-DUpairs, which are connected
by means of the fronthaul network comprising 6 switches,
as shown in Figure 12. From the 12-hours simulation select-
ing the optimal split, we obtained the model parameters
which are summarized in Table 5. As can be observed, the
outcome of the split selection policy described above, and the
corresponding solution of (16), does not embrace all the splits
in a single base station. On the contrary, for the first base
station, the optimal policy shifts between PDCP-RLC and
MAC-PHY splits, while for the others it selects the highest
centralization options. It is worth pointing out that different
statistics would be obtained with other policies, network
setups or users deployments, but our primary goal is to assess
the validity of the proposed model for realistic configuration
FIGURE 15. Probability of having n packets when being in each split in the CU for different traffic rates. Model and simulation results are
shown in with solid and shaded colors respectively.
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TABLE 5. Scenario configuration.
characteristics. On the other hand, the service rate of the
switches is set high enough so that we can neglect their
impact over the overall delay. Since all CUs are collocated,
the corresponding routing matrix becomes trivial and it is
therefore not included in Table 5.
First, we focus on the CU behavior. Since the
standby-times are rather short compared to the average dwell
time at each functional split, it is sensible neglecting them.
Hence, by using Eq. (9) we can find the traffic rate that
ensures system stability. We take CU3 configuration, which
just uses splits 2 and 3, with inverse of dwell time given by
γcu3 in Table 5. The maximum traffic rate to ensure system
stability is, for this particular configuration, ≈1.22 pkt/ms.
We then conduct an experiment in which we increase the
incoming rate until 1 pkt/ms (roughly 80% of the maxi-
mum admissible rate), thus ensuring system stability and we
analyze the delay in the CU. Figure 13 shows the results. The
solid line corresponds to the delay yielded by the proposed
model, while themarkers reflect the results that were obtained
after simulations encompassing the transmission of 108 pack-
ets. We can again see that the model is able to perfectly
match the expected behavior, regardless of the particular CU
configuration. More interestingly, results show that the delay
can significantly increase, even if we keep the loadwell below
λmax. The reason is that when the incoming packet rate is
higher than the service rate of any split configuration, frames
start to be kept at the buffer, until the CU moves to a quicker
configuration. Since the dwell times at the various splits in
real networks might be much longer than the ones used in
the scenario that was studied in Section IV, the buffer length
may strongly increase, and so the delay, which might become
unacceptable.
In order to better highlight this behavior, Figure 14 and 15
show the evolution of the buffer lengths for a particular exper-
iment. First, Figure 14 illustrates the instantaneous variation
of the buffer length within a time interval of 3000 seconds and
for an incoming traffic rate of 1 pkt/ms. We use gray areas
to reflect the time intervals in which the CU was working at
the third split configuration, with a service rate lower than
the incoming traffic rate. As can be seen, the buffer length
increases very sharply, reaching rather high values. On the
other hand, when the CU moves to a quicker configuration
(split #2), the graph evinces that the buffer occupancy also
reduces at a very quick pace (the service rate in this split
is 37% faster than the incoming traffic). As can be seen,
the buffer length remains mostly below 10 frames, but when
the slowest split configuration is active. Hence, the system
is stable, but the average delay remarkably increases, up to
unacceptable values, as was shown in Figure 13, showing in
addition a very large variability.
Then, Figure 15 shows the probability density function
(pdf ) of the node occupancy (number of frames at the CU).
We can first observe that the theoretical results match again
the values obtained with the simulator. In accordance to what
was seen in Figure 14, the results evince that lower buffer
lengths are more likely with the fast split (#2), while longer
buffer sizes are mostly caused by moving to split #3. On the
other hand, the results, obtained for two different values of
λ, also show the strong impact of the slowest service rate.
When the traffic rate is slower than such value (upper figures),
longer buffer lengths are not likely with split #2, but this is
not the case when λ equals 1 pkt/ms, where the quickest
split is needed to transmit the frames that were buffered when
split #3 was active. In addition, the pdf is this case has a
much longer tail (see the lower values of the y-axis in the
figures), reflecting larger buffer lengths. Finally, Figure 16
depicts the end-to-end delay seen by the four flows, as we
increase the traffic load for each of them. First, Figure 16a
FIGURE 16. End-to-end delay as λ (per flow) increases. Upper figure
shows average delays (simulation and theoretical results are shown with
markers and solid lines respectively), while the two bottom graphs
represent the variability of the observed results.
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shows the average delay comparing analytical and simulated
results. As can be seen, the theoretical model yields again the
same performance than the experiments carried out with the
simulator. The results show that the base stations using splits
#2 and #3, MAC-PHY and Intra-PHY respectively, are less
impacted by the increase in the traffic rate. On the contrary,
the first base station, which uses the fastest splits in the CU,
shows higher end-to-end delay as we increase λ, due to the
DU behavior, whose service rates are slower, as could be seen
in Table 5. The results also evince that, provided the traffic
load is below the slowest split configuration, the end-to-end
delays remains within reasonable levels. Then, in Figure 16b
we show the delay variability, obtained using the simulator.
We use again whisker plots, and we add as well the corre-
sponding average delay, represented with circular markers.
For low data rates all the flows present similar distributions.
However, as we increase the incoming traffic rate, we can see
that the delay at the base station with fastest splits in the CU
(Flow1) does not only has a higher average value, but also far
larger variability.
FIGURE 17. Complementary CDF of the end-to-end fronthaul delay.
In order to complement the previous discussion, Figure 17
shows the complementary cdf for the end-to-end delay, using
the scenario depicted in Figure 12. As can be seen, for low
values of λ, the probability of having long delays is very
low. However, when λ gets higher, surpassing the service rate
of a particular split (this mimics the configuration that was
used to obtain Figure 14), the probability of suffering rather
long delays is quite high. This can be used as another design
parameter, considering the performance under a worst-case
scenario.
All in all, we can conclude that the proposed model yields
accurate results, even when using realistic configuration
setups.
VI. CONCLUSION
In this paper we have introduced a novel model, based on
queuing theory, which can be used to study the performance
of CU/DU nodes in vRAN architectures.We can consider dif-
ferent service rates for the various functional splits, as well as
dwell times for each of them and their corresponding standby
times. The delay in traversing such nodes can be obtained
with the matrix-geometric method. We have also studied
the circumstances under which we could exploit this model,
together with Open Networks Jackson Theory, to assess the
end-to-end delay over a fronthaul network. We have shown
that under sensible operation regimes, there is a very good
match between the values yielded by the theoretical model
and the real behavior.
We have also conducted a thorough study of the expected
performance over a fronthaul network. An event-driven sim-
ulator was used not only to assess the validity of the pro-
posed model, but also to broaden the analysis, by looking
at the variability of the observed performance. In all cases,
the match between the values obtained by the simulator and
the proposed model is almost perfect.
Last, we have used a more realistic configuration, to assess
the impact that the use of flexible functional split might have
over the end-to-end delay over the fronthaul. The features
of the scenario were selected from a realistic network setup,
where the average sojourn times at each functional split might
be much longer. We first confirmed that the proposed model
still yields accurate results. On the other hand, we also saw
that even if the stability of the CU/DU nodes was guaranteed,
the buffer lengths, and so the delay, might strongly increase
when the traffic load becomes higher than the service rate
of a particular split configuration. In this sense, we saw that
when the incoming traffic rate was higher than the slowest
split processing rate, even if system stability was ensured,
the delay could increase by a factor of >100×. This can be
used to carry out an analysis based on a worst-case perfor-
mance, which might hinder the behavior of certain services,
especially those having strict delay requirements.
There are two different lines of work that we will pursue
in our future research. On the one hand we will study how
the use of finite buffers and different traffic characteristics,
as well as split selection policies, impact the system perfor-
mance, using the developed simulator. On the other hand,
we will also exploit the model to facilitate the design and
planning of vRAN topologies, proposing sensible split selec-
tion policies. We will also exploit the developed simulator to
propose and study different buffer management schemes.
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