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Chapitre 1
Présentation générale des systèmes
étudiés
1.1 Le problème du signe des solutions.
Lorsque Ω est un domaine borné régulier de RN (N ≥ 1), L un opérateur diﬀé-
rentiel elliptique du second ordre et f un élément positif de L2(Ω), le signe de la
solution u, du problème de Dirichlet :{
Lu = λu+ f sur Ω
u = 0 sur ∂Ω
est un résultat classique. Ce résultat dépend de la comparaison du paramètre λ à
la valeur principale λ1.
Lorsque λ < λ1, la solution u est positive (principe du maximum). Les livres de
Gilbarg-Trudinger [GT], Protter-Weinberger [PW] donnent les résultats classiques,
pour les solutions fortes et faibles.
Dans le cas des équations à poids positif,{
Lu = λmu+ f sur Ω
u = 0 sur ∂Ω
toujours dans le cas d'un domaine borné régulier, le principe du maximum reste
valable (voir par exemple Hess et Kato [HK] ). Ce résultat s'étend à des poids qui
changent de signe quand 0 < λ < λ1.
Lorsque λ > λ1, Clément et Pelletier [CP] ont montré, toujours sous l'hypothèse
Ω borné régulier, le principe d'anti-maximum : il existe un réel δ > 0, dépendant
de f tel que si λ ∈ (λ1;λ1 + δ) alors la solution u est négative.
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De nombreuses adaptations de ces résultats existent pour des systèmes de la forme
(S) LU = ΛMU +HU + F sur Ω,
où L est une matrice diagonale d'opérateurs elliptiques Lk, 1 ≤ k ≤ n, H et M
sont des matrices de fonctions données et U est un vecteur de fonctions s'annulant
à la frontière de Ω, (voir par exemple Hess [H] , Cantrell Cosner [CC], Cosner
Schaefer [CS]).
Ce travail est consacré à l'étude de quelques systèmes de la forme précédente,
déﬁnis sur des ouverts soit non réguliers, soit non bornés.
Dans la première partie, on s'intéresse à des domaines Ω qui sont bornés, mais
non réguliers. La condition au bord, appelée condition de Dirichlet raﬃnée est
introduite dans Strook et Varadhan [SV] et étudiée dans [BNV] ; c'est une condition
limite adaptée aux irrégularités de l'ouvert : on demande à la solution u de ne
s'annuler qu'en des points particuliers de la frontière. Perdant ainsi le contrôle
de la solution, Berestycki, Nirenberg, et Varadhan [BNV] montrent qu'on n'obtient
pas de principe du maximum pour toutes les solutions, mais seulement pour les
solutions bornées. L'espace naturel de recherche pour les solutions devient alors
W 2,Nloc (Ω) ∩ L∞(Ω).
Pour ces conditions limites de Dirichlet raﬃnées, le principe du maximum (et
celui de l'anti-maximum) ont été étudiés par Birindelli [Bi]. Enﬁn des principes
du maximum ont été établis par [BMS] pour des systèmes de la forme (S), avec
certaines matrices H non nulles.
Dans ce travail, en utilisant un théorème de Krein-Rutman adapté à des ensembles
de cône positif d'intérieur vide, on étend certains de leurs résultats à des systèmes
de la forme :
LU = ΛMU + F sur Ω
où U est un vecteur dont les composantes sont des fonctions appartenant àW 2,Nloc (Ω)∩
L∞(Ω), et vériﬁant la condition de Dirichlet raﬃnée.
Dans la seconde partie, le domaine est RN tout entier. L'opérateur est un opérateur
de Schrödinger de la forme
Lq = −∆ + q •,
où q est un potentiel positif, radial, ou une petite perturbation d'un potentiel
radial, tendant vers +∞ à l'inﬁni. Il est classique qu'un tel opérateur possède une
"valeur propre principale" λ1 associée à l'état fondamental ϕ1. Pour une équation
de la forme
(Eq) Lqu = λu+ f sur RN ,
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avec f positif, élément de L2(RN), le "principe du maximum" (fort) est aussi
classique pour λ < λ1 ; dans [RS], c'est " l'amélioration de la positivité".
Une diﬀérence importante avec les domaines bornés est la comparaison à l'état
fondamental. Dans le cas borné, le signe des solutions est donné directement par
comparaison à l'état fondamental ϕ1.
Pour l'équation (Eq) avec f dans l'ensemble :
X =
{
f ∈ L2(RN) : f
ϕ1
∈ L∞(RN)
}
,
des résultats plus ﬁns de la forme u ≥ cϕ1 ("positivité fondamentale") ou u < −cϕ1
("négativité fondamentale") sont démontrés par Alziary, Taká£ [AT1], [AT2] ou
Alziary, Fleckinger, Taká£ [AFT1], [AFT2]. En eﬀet, si pour un ouvert borné ce
type de résultats découle immédiatement du principe du maximum de Hopf, il n'en
va pas de même quand l'ouvert est RN .
Plusieurs des résultats mentionnés ci-dessus sont adaptés à des systèmes par Car-
doulis [C], Besbas [Be], Alziary Fleckinger Taká£ [AFT3]. On en établit de nou-
veaux ici valables en particulier pour des systèmes non nécessairement coopératifs.
On obtient des résultats de "positivité fondamentale" ou "négativité fondamen-
tale" pour certains sytèmes de la forme (S) avec Lk = Lqk , plus précisément pour
les systèmes
(SSch)
{ −∆u1 + q1(x)u1 = λu1 + a u1 + b u2 + f(x) in L2(RN)
−∆u2 + q2(x)u2 = λu2 + c u1 + d u2 + g(x) in L2(RN)
Dans un premier temps a, b c et d sont des réels de signes quelconques. Dans
un second temps, on donne des résultats pour a, b c et d fonctions bornées. La
comparaison des solutions à l'état fondamental pour un tel système 2 × 2 est
obtenue par une technique de découplage, et s'inspire du papier de Cosner, Schaefer
[CS] pour des domaines réguliers bornés.
Le plan de ce travail est le suivant :
Dans la première partie on rappelle la déﬁnition de la "condition de Dirichlet
raﬃnée" et les résulats de [BNV] et [Bi] sur l'existence d'une "valeur propre prin-
cipale" et le principe du maximum pour une équation à poids positif. On donne
ensuite un principe du maximum pour une équation à poids qui change de signe
en utilisant l'existence d'une valeur propre principale positive faite dans [FHT].
Enﬁn on donne nos résultats pour les sytèmes : on donne des conditions sur
la matrice M permettant de s'assurer de l'existence et de l'unicité de la valeur
principale, puis on s'intéresse au signe des composantes du vecteur U .
On démontre ces résultats dans le chapitre suivant.
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Dans la deuxième partie on rappelle d'abord les résultats classiques pour une équa-
tion de Schrödinger à potentiel positif tendant vers +∞ ainsi que certains résul-
tats de "positivité fondamentale" ou "négativité fondamentale" de [AT1], [AFT1],
[AT2] valables pour des potentiels à croissance suﬃsamment rapide (superquadra-
tique). Ces résultats sont utiles pour aborder les systèmes sur l'espace tout entier.
On donne ensuite nos résultats
Dans le chapitre suivant, on fait l'état des lieux : on donne des résultats proches
déjà connus sur les systèmes, résultats moins complets que ceux qu'on a pu obtenir
ici. Enﬁn, dans le dernier chapitre, on donne les démonstrations des nouveaux
résultats.
1.2 Notations et déﬁnitions
On précise ici quelques déﬁnitions et notations utilisées dans ce travail.
1.2.1 Positivité d'un vecteur
Module : Pour un vecteur x = (x1, . . . , xN) de RN , le module est |x| =
√
N∑
i=1
x2i
Positivité d'un vecteur de fonctions Soit un vecteur U de fonctions ui déﬁ-
nies sur un ensemble Ω, à valeurs réelles.
 On dit que U est positif, noté U ≥ 0, si on a pour chaque composante :
∀x ∈ Ω ui(x) ≥ 0
 On dit que U est strictement positif, noté U > 0, si ∀x ∈ Ω on a ui(x) > 0
1.2.2 Forte positivité d'un opérateur
Les déﬁnitions utilisées ici sont celles de Daners-Koch-Médina [DKM]
Déﬁnition 1 Quasi-intérieur Soit un treillis de Banach E, de dual E∗. On dit
que x est un point quasi-intérieur du cône positif de E si pour tout x∗ ∈ E∗, , x∗ ≥
0, x∗ 6= 0 on a le produit de dualité 〈x∗, x〉 > 0
Le quasi-intérieur de LN(Ω) est l'ensemble des fonctions strictement positives
presque partout.
Déﬁnition 2 Soit un treillis de Banach E On appelle opérateur fortement positif
un opérateur linéaire borné T tel que si x ≥ 0, x 6= 0, alors Tx est un point
quasi-intérieur.
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Déﬁnition 3 Soit T un opérateur linéaire borné de rayon spectral r(T ). On dit
qu'un opérateur est irréductible si il existe λ > r(T ) tel que (λI−T )−1 est fortement
positif.
Exemple Si T est fortement positif, ou si une puissance de T est fortement positive,
alors T est irréductible, car on a pour tout λ > r(T ) :
(λI − T )−1 =
∞∑
k=0
λ−(k+1)T k
1.2.3 Déﬁnitions concernant les matrices
Matrice pleinement couplée
Soit M = (mi,j)1≤i≤n;1≤j≤m une matrice dont les composantes mi,j sont des fonc-
tions de L∞(Ω). On dit que M est pleinement couplée lorsque la matrice M˜ des
normes : M˜ =
(‖mi,j‖∞)1≤i≤n;1≤j≤m est telle que Idnm + M˜ est irréductible.
La matrice des restrictions des composantes mi,j à un sous ensemble de Ω peut ne
pas être pleinement couplée.
M−matrice non singulière Soit M = (mi,j)1≤i≤n;1≤j≤n, une matrice dont les
composantes mi,j sont des réels. On dit que M est une M−matrice non singulière
si M est de la forme M = λI−B où λ ∈ R∗+, B est une matrice positive telle que
λ > ρ(B) où ρ(B) est le rayon spectral de B.
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Première partie
Systèmes elliptiques sur un ouvert
borné non régulier
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Chapitre 2
La condition de Dirichlet raﬃnée
2.1 Introduction
On s'intéresse dans cette partie à des problèmes aux limites de la forme
LU = ΛMU + F
déﬁnis sur un ouvert Ω borné de RN , à bord non nécessairement régulier.
La condition au bord considérée, compte-tenu de l'irrégularité du bord de l'ouvert,
est la condition de Dirichlet raﬃnée.
Elle a été introduite par Strook et Varadhan en 1972, [SV], puis utilisée par Beres-
tycki, Nirenberg, Varadhan [BNV], Birindelli [Bi] et Birindelli, Mitidieri, Sweers
[BMS]. Elle est déﬁnie au paragraphe 2.2.2
Ici, L est une matrice diagonale d'opérateurs elliptiques Li déﬁnis dans le para-
graphe suivant.
M est une matrice de fonctions mesurables, bornées, positives sur Ω, F est un
vecteur de fonctions apppartenant à LN(Ω) et Λ est un paramètre réel.
Cette partie est organisée de la façon suivante : on rappelle d'abord le cas d'une
équation, en précisant quelques résultats nouveaux. Ensuite, on donne des résultats
concernant des systèmes. Le chapitre 3 contient les démonstrations. Pour être plus
complet, certains résultats sont donnés en annexe.
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2.2 Cas d'une équation
2.2.1 L'opérateur étudié
Soit Ω un domaine borné, sans condition de régularité, de RN .
On considère l'opérateur L déﬁni pour u ∈ W 2,Nloc (Ω) par
(1) Lu = −
N∑
j,k=1
ajk(x)
∂2u
∂xj∂xk
+
N∑
j=1
aj(x)
∂u
∂xj
+ a0(x)u.
On fait sur L les hypothèses suivantes :
Hypothèses (HL) :
L'opérateur L est uniformément elliptique à coeﬃcients bornés, c'est à dire qu'il
existe des constantes strictement positives b, c0 et C0 vériﬁant :
(2)
(∑
a2j
)1/2
≤ b ; |a0| ≤ b ;
(2′) c0 |ξ|2 ≤
∑
j,k
ajk(x)ξjξk ≤ C0 |ξ|2 ∀ξ ∈ RN( en particulier ajk ≥ 0);
de plus
(3) ajk ∈ C (Ω) , aj ∈ L∞ (Ω) , a0 ∈ L∞ (Ω) .
Nous notons L+ l'opérateur déﬁni par :
(4) L+u = Lu− a0u = −
N∑
j,k=1
ajk
∂2u
∂xj∂xk
+
N∑
j=1
aj
∂u
∂xj
.
2.2.2 Condition au bord de Dirichlet raﬃnée
La condition de Dirichlet raﬃnée est une condition au bord adaptée aux do-
maines irréguliers. Elle a été introduite par Strook et Varadhan [SV]. On utilise
ici les déﬁnitions et des résultats de Berestycki, Nirenberg, Varadhan, [BNV] et
Birindelli [Bi]. On expose plusieurs de leurs principaux résultats en annexe.
Sur un domaine irrégulier, il n'est pas facile de s'assurer que le problème Lu =
f sur Ω admette des solutions qui s'annullent en tout point de la frontière ∂Ω.
Nous cherchons des solutions qui ne s'annullent qu'en des points bien choisis de la
frontière, les points à barrière forte déﬁnis ci-dessous :
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Déﬁnition 4 Le point y de ∂Ω admet une barrière forte si pour une certaine
boule Br(y) = {|x− y| < r} il existe dans Br(y)∩Ω = U une fonction strictement
positive h ∈ W 2,nloc (U) satisfaisant L+h ≥ 1 et pouvant être prolongée par continuité
au point y par h(y) =0.
Remarque : K. Miller [M] a montré que la condition de cône extérieure en y est
suﬃsante pour que ce point y admette une barrière forte. ([BNV]p 63)
Notation Etant données u ∈ W 2,Nloc (Ω) et une suite de points xj de Ω convergeant
vers x ∈ ∂Ω, xj u→ ∂Ω signiﬁe que u(xj)→ 0.
Au couple (Ω, L+) on associe une fonction u0 déﬁnie de la façon suivante :
Théorème 1 (Construction de u0) : il existe u0 satisfaisant L
+u0 = 1 sur Ω et
pouvant être prolongée par 0 en tout point de ∂Ω admettant une barrière forte. La
fonction u0 est strictement positive. Elle est bornée par une constante dépendant
du diamètre de Ω
Démonstration : H. Berestycki, L.Niremberg et S.R.S. Varadhan, dans [BNV](p.
61 à 64), démontrent ce théorème de la façon suivante : On considère une suite
croissante d'ouverts réguliers Ωj ⊂ Ωj+1 et
⋃
j
Ωj = Ω.
Sur chaque ouvert Ωj, soit uj solution de :{
L+uj = 1 sur Ωj
uj = 0 sur ∂Ωj
Cette suite, bornée, croissante, converge vers une fonction u0 qui s'annule en les
points du bord admettant une barrière forte (mais ne s'annulant pas nécessairement
sur tout le bord). La fonction u0 est indépendante du choix de la suite d'ouverts.
Remarque : Si K est un compact de Ω, la suite converge faiblement dansW 2,p(K),
et fortement dans C1(K)
Déﬁnition 5 ([BNV]p 54) On dit que u vériﬁe la la condition de Dirichlet
raﬃnée si xj
u0→ ∂Ω implique u(xj)→ 0. On note u u0= 0
En d'autres termes u se comporte comme u0 au bord : si x ∈ ∂Ω avec u0(x) = 0,
alors, pour toute suite xj → x , ona u(xj)→ 0
Exemple : Soit Ω la boule unité dans R3 privée de l'origine. On l'approche par
la suite d'ouverts :
Cj =
{
x ∈ R3, 1
j
< |x| < 1
}
, j ∈ N∗.
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Soit L = L+ = −∆
Sur chaque Cj, la fonction uj vériﬁe
−∂
2uj
∂r2
− 2
r
∂uj
∂r
= 1.
La fonction u0 = lim
j→+∞
uj est la fonction u0 (x) =
1
6
(
1− |x|2) . La propriété u u0= 0
sur ∂Ω signiﬁe que u s'annulle sur la sphère unité ; on ne se préoccupe pas de la
valeur de u à l'origine.(d'après l'exemple de la page 54[BNV])
2.2.3 Notion de valeur propre pour les problèmes à poids
positifs
On donne ici quelques déﬁnitions et résultats concernant des équations avec poids
m. Ce poids vériﬁe l'hypothèse :
Hypothèse (Hm) : le poids m est une fonction appartenant à L
∞(Ω) ; de plus il
existe des constantes positives α et β telles que 0 < α ≤ m ≤ β sur Ω.
Dans toutes la suite de ce chapitre, sauf mention expresse du contraire, l'opérateur
L est déﬁni sur Ω avec les conditions au bord de Dirichlet raﬃnées.
Déﬁnition 6 Nous disons que φ est une "fonction propre" de L , associée au
poids m, positif, de valeur propre λ , (éventuellement complexe) si φ est non iden-
tiquement nulle, φ est bornée et
(V p)
{
Lφ = λmφ sur Ω
φ
u0= 0 sur ∂Ω.
Remarque : L'hypothèse φ est bornée qui intervient dans la déﬁnition est liée
au principe du maximum raﬃné, exposé au paragraphe 2.2.4.
Nous adaptons ici au cas d'un poids m borné par des constantes positives sur Ω,
la notion de valeur principale, introduite dans le cas m ≡ 1, par Berestycki, et al,
(p3)
Déﬁnition 7 Soit m une fonction vériﬁant l'hypothèse (Hm). On déﬁnit le réel
λ1(m), appelé valeur principale de L associé au poids m par :
λ1(m) = sup {λ ∈ R/ ∃φ > 0 sur Ω, t.q. λmφ ≤ Lφ} .
La valeur principale est aussi valeur propre :
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Proposition 1 Soit m une fonction vériﬁant l'hypothèse (Hm). Alors
(i) il existe une fonction φ1 > 0 dansW
2,p
loc (Ω), ∀p <∞, appelée fonction principale
et vériﬁant Lφ1 = λ1(m)mφ1.
(ii) si on normalise φ1 par φ1(x0) = 1 en un point ﬁxé x0 ∈ Ω, alors φ1 ≤ k sur
Ω, où k est une constante dépendant de x0, Ω, c0, C0, b et m.
(iii) ∃c > 0 tel que φ1 ≤ cu0.
Le dernier point de la proposition assure que la fonction φ1 vériﬁe la condition de
Dirichlet raﬃnée ; cette fonction φ1 est bien une fonction propre : elle vériﬁe (Vp)
et λ1(m) est une valeur propre.
Pour le cas m ≡ 1 les deux articles [BNV] et [Bi] montrent, de deux façons dif-
férentes, que la valeur principale est aussi valeur propre. Comme il est remarqué
dans [BNV], la proposition 1 s'obtient directement à partir du théorème mon-
trant, pour le cas m ≡ 1, que la valeur principale de L est aussi valeur propre. La
démonstration complète est au chapitre suivant.
Notation : on note λ∗ la valeur principale pour le poids m ≡ 1 et φ∗ la fonction
propre associée.
2.2.4 Principe du Maximum Raﬃné pour une équation
Déﬁnition 8 On dit que L satisfait "le principe du maximum raﬃné" sur
Ω si :
∗ Lw ≥ 0 sur Ω, w minorée
∗ lim inf w(xj) ≥ 0 pour toute suite (xj) convergeant vers un point de la fron-
tière annulant u0
implique w ≥ 0 [BNV] p54
On en déduit, pour les opérateurs satisfaisant le principe du maximum raﬃné, le
corollaire suivant :
Corollaire 1 Si L satisfait le principe du maximum raﬃné, si Lw ≥ 0 sur Ω, w
minorée, et si w
u0= 0, alors w ≥ 0.
Remarque : ([BNV] remarque 1.1 p 54) L'hypothèse w minorée dans ce principe est
la diﬀérence fondamentale de fonctionnement de la condition de Dirichlet raﬃnée
avec la condition de Dirichlet usuelle.
Si Ω est la boule ouverte unité dans R3 privée de l'origine et L l'opérateur -∆. La
fonction u0 est déﬁnie par u0 (x) =
1
6
(1− |x|2) . Vériﬁer la condition de Dirichlet
raﬃnée pour une fonction u signiﬁe ici que u(x) = 0 pour tout x tel que |x| = 1.
Soit la fonction déﬁnie par w (x) = 1− |x|−1. Cette fonction s'annule bien en tout
point x tel que |x| = 1. On a ∆w = 0. Cette fonction n'est pas minorée sur Ω.
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Il est clair que w(x) n'est pas positif sur Ω. Il faut éviter cette situation, où w
s'échappe par l'origine.
On retrouve pour la condition de Dirichlet raﬃnée des résultats bien connus
pour la condition de Dirichlet classique : le principe du maximum raﬃné est
vériﬁé lorsque la valeur principale λ∗ est strictement positive. Cela est vrai en
particulier si a0 ≥ 0. Ces résultats sont donnés en annexe : voir théorème 12 et
corollaire 5
Principe du maximum raﬃné fort pour une équation
Pour travailler sur les systèmes, il est nécessaire d'établir des résultats concer-
nant les équations éventuellement à poids. Les deux propositions suivantes sont
démontrées dans ce but.
La première proposition (dans laquelle le poids n'intervient pas) est presque donnée
au cours d'une démonstration de [Bi]. Néanmoins elle n'est pas exprimée en tant
que telle.
Proposition 2 Principe du maximum raﬃné fort
On considère l'opérateur L vériﬁant (HL), déﬁni sur Ω avec condition de Dirichlet
au bord raﬃnée. On suppose que λ∗ > 0.
Si u, minorée, vériﬁant la condition de Dirichlet raﬃnée, est telle que Lu ≥ 0,
et Lu 6≡ 0, alors u > 0 sur Ω.
On dit alors que L vériﬁe le principe du maximum raﬃné fort.
La proposition suivante permet de connaître le signe d'un élément u deW 2,Nloc (Ω)∩
L∞(Ω) lorsque u est solution de
(S1)
{
Lu = λmu+ f
u
u0= 0
où m représente un poids positif, et f une fonction positive non identiquement
nulle.
Proposition 3 Signe de L− λm : λ est un réel et m une fonction de L∞(Ω)
bornée par des constantes strictement positives. On considère (1) avec u ∈ W 2,Nloc (Ω)∩
L∞(Ω)
• Si λ < λ1(m), alors l'opérateur L − λm vériﬁe le principe du maximum fort
raﬃné
• Si λ ≥ λ1(m) alors pour toute fonction u ≥ 0, on a : Lu− λmu ≥ 0 sur Ω si et
seulement si λ = λ1(m) et u = kφ1 où k est une constante réelle.
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Remarque : Le dernier point montre que la valeur propre principale est algébri-
quement simple.
Conséquence Soit f dans LN(Ω), positive, non identiquement nulle, et u solution
bornée de
(S1)
{
Lu = λmu+ f
u
u0= 0
 Si λ < λ1(m) alors u > 0 (amélioration de la positivité)
 Si λ > λ1(m) alors il n'y a pas de solution u ≥ 0.
2.2.5 Problèmes à poids indéﬁni
On combine dans ce paragraphe nos résultats avec ceux de Fleckinger, Hernandez,
de Thélin [FHT] pour obtenir un principe du maximum fort raﬃné pour une
équation à poids indéﬁni.
L'opérateur L est déﬁni comme précédemment, sur Ω avec la condition de Dirichlet
raﬃné. On suppose
Hypothèse (H ′L) : positivité a0 ≥ 0.
Le poids g vériﬁe maintenant l'hypothèse :
Hypothèse (H ′g) : le poids g est une fonction mesurable, bornée, et l'ensemble
Ω+ = {x ∈ Ω, g(x) > 0} est de mesure non nulle.
Fleckinger, Hernandez, de Thélin ([FHT]théorème 3.2) ont montré l'existence
d'une valeur principale strictement positive.
Soit λ1(L, g,Ω) > 0 cette valeur principale et φ1(g) la fonction propre positive
associée.
Proposition 4 λ est un réel et g une fonction vérifant (H ′g) . Soit fdans L
N(Ω),
f ≥ 0 et f 6≡ 0. On considère u solution de
(S2)
{
Lu = λgu+ f
u
u0= 0
avec u ∈ W 2,Nloc (Ω) ∩ L∞(Ω)
• Si 0 ≤ λ < λ1(L, g,Ω), alors u > 0
• Si λ ≥ λ1(L, g,Ω) alors pour toute fonction u ≥ 0, on a : Lu − λgu ≥ 0 sur Ω
si et seulement si λ = λ1(L, g,Ω) et u = kφ1(g) où k est une constante réelle.
Remarque : On a λg = −λ(−g), c'est pourquoi on se limite dans ce cas à λ ≥ 0
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2.3 Systèmes
2.3.1 Notations
Considérons un nombre ﬁni d'opérateurs Li, 1 ≤ i ≤ p ; ces opérateurs étant de la
même forme que l'opérateur étudié au premier chapitre :
(6) Liu = −
N∑
j,k=1
aijk
∂2u
∂xj∂xk
+
N∑
j=1
aij
∂u
∂xj
+ ai0u,
Ils s'appliquent aux éléments de W 2,Nloc (Ω). On suppose vériﬁées les hypothèses
suivantes :
Hypothèse (Hi) : Chaque opérateur Li 1 < i < N vériﬁe (HL) c'est à dire qu'il
est uniformément elliptique, à coeﬃcients bornés et que aijk ∈ C (Ω) .
Hypothèse (H ′i) : (hypothèse de positivité) : Les coeﬃcients a
i
0 sont positifs ou
nuls.
On note L la matrice diagonale, de coeﬃcients diagonaux Li. Pour chaque opé-
rateur Li, on considère la fonction u
i
0 intervenant pour déﬁnir la condition de
Dirichlet raﬃnée sur Ω. On note U0 le vecteur (u
i
0)1≤i≤p
Déﬁnition 9 Soit un vecteur U d'éléments de W 2,Nloc (Ω). Il vériﬁe la condition de
Dirichlet raﬃnée si chacune de ses composantes ui est telle que ui
ui0= 0 sur ∂Ω
Nous notons alors U
U0= 0 sur ∂Ω.
2.3.2 Principaux résultats sur les systèmes
Nous étudions d'abord un problème de valeur propre pour des systèmes elliptiques,
avec condition de Dirichlet raﬃnée, de la forme
(SvP )
{
LU = ΛMU sur Ω
U
U0= 0 sur ∂Ω
où L = Diag(Li)1≤i≤p vériﬁant les hypothèses (Hi) et (H ′i), Λ étant un paramètre
réel.
La matriceM = (mi,j(x))1≤i≤p,1≤j≤p sera toujours supposée coopérative : mi,j ≥ 0
lorsque i 6= j. Suivant les énoncés la matrice M vériﬁe des hypothèses parmi les
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suivantes :
Hypothèse (HM) (coeﬃcients bornés) Les fonctions mi,j sont dans L
∞(Ω).
Hypothèse (H ′M) La matrice M est pleinement couplée, ce qui signiﬁe que la
matrice M˜ + I est irréductible, où M˜ est la matrice déﬁnie par les composantes
m˜i,j = ‖mi,j‖∞
Hypothèse (H ′′M1)(forte positivité des termes diagonaux) Pour chaque terme dia-
gonal mii, il existe des réels αi et βi tels que 0 < αi ≤ mii < βi
Hypothèse (H ′′M2)(stricte positivité des termes diagonaux) On a mi,i(x) > 0 sur
Ω
Nous utilisons dans la démonstration du théorème 4 des résultats de Birindelli,
Mitidieri, Sweers [BMS]. Ils ont étudiés des systèmes de la forme :{
(L −H)U = ΛMU sur Ω
U
U0= 0 sur ∂Ω
où L = Diag(Li)1≤i≤p ; H = (hi,j(x))1≤i≤p,1≤j≤p et M = (mi,j(x))1≤i≤p,1≤j≤p sont
deux matrices à coeﬃcients dans C(Ω).
Les résultats de Birindelli, Mitidieri, Sweers [BMS], supposent l'existence d'une
sursolution forte, ainsi que le couplage de la matrice H, mais ils admettent des
coeﬃcients diagonaux mi,i qui changent de signe.
Ici les résultats sont obtenus sans supposer l'existence d'une sursolution forte, et
sans utiliser de matrice H couplée. Dans un premier temps, on s'interesse à des
coeﬃcientsmi,i(x) stictement positifs sur Ω, dans un deuxième temps, on considère
des coeﬃcients mi,i qui changent de signe.
2.3.3 Résultats pour M positive
Les résultats que nous avons obtenus sons les suivants :
Théorème 2 Existence d'au moins une valeur propre principale
Soit le système
(SvP )
{
LU = ΛMU sur Ω
U
U0= 0 sur ∂Ω
où l'opérateur L s'applique à U ∈
(
W 2,Nloc (Ω) ∩ L∞(Ω)
)p
. On suppose que
(i) les opérateurs Li vériﬁent l'hypothèse (Hi) : ils sont elliptiques
(ii) ils vériﬁent aussi l'hypothèse (H ′i) de positivité
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(iii) la matrice coopérativeM vériﬁe les hypothèses (HM) (bornée), et (H
′′
M1) (forte
positivité des termes diagonaux).
Alors il existe au moins une valeur propre Λ1, strictement positive, associée à un
vecteur propre positif Φ = (φi)1≤i≤p .
Remarque 1 : Ce résultat généralise à la condition de Dirichlet raﬃnée un résul-
tat obtenu par Hess [H] pour les ouverts réguliers, avec la condition de Dirichlet
usuelle.
Dans cet article, Hess remarque, ce qui est vériﬁé ici aussi, qu'il n'y a pas d'unicité
de la valeur propre ainsi déterminée.
En eﬀet, il suﬃt de prendre
(
L1 0
0 L2
)
, avec L1 et L2 ayant deux valeurs prin-
cipales distinctes, associées respectivement aux fonctions propres φ∗ et ψ∗, M la
matrice identité, et de considérer les deux vecteurs
(
φ∗
0
)
et
(
0
ψ∗
)
: ce sont
deux vecteurs positifs, non colinéaires, associés chacun à une valeur propre positive
diﬀérente.
Remarque 2 : Nous généralisons ainsi les résultats obtenus par Birindelli et al,
[BMS] au cas H = 0, et donc sans aucune hypothèse de couplage. Il nous faut
alors rajouter l'hypothèse de positivité H ′i pour utiliser le principe du maximum
raﬃné. [BMS] n'ont pas besoin de cette hypothèse : en ajoutant à Li et aux termes
diagonaux hii la même quantité, ils peuvent s'assurer du principe du maximum
raﬃné.
Proposition 5 : Comparaison entre Λ1 et λ1(mii) :
On suppose les hypothèses du théorème 2 vériﬁées. Soit Λ1 une valeur propre prin-
cipale associée à un vecteur propre positif Φ = (φi)1≤i≤p .
Soit λ1(mi,i) les valeurs propres principales des équations à poids :
(vp) Liu = λmi,iu
avec la condition de Dirichlet raﬃnée au bord de Ω. Pour tout indice i tel que
φi 6≡ 0 on a alors deux cas possibles :
• Premier cas : Λ1 < infi {λ1(mi,i)}
• Second cas : il existe un indice i tel que Λ1 = λ1(mi,i)
Remarque : Dans le second cas, on peut avoir Λ1 > λ1(mjj) pour un certain indice
j, comme le montre le contre exemple de la remarque qui suit le théorème 2.
Le résultat suivant permet de préciser une condition suﬃsante pour avoir unicité
de la valeur principale.
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Théorème 3 : Existence et unicité de la valeur principale pour un sys-
tème pleinement couplé.
On suppose les hypothèses du théorème 2 vériﬁées :
(i) les opérateurs Li vériﬁent l'hypothèse (Hi) (opérateurs elliptiques).
(ii) ils vériﬁent aussi l'hypothèse (H ′i) (positivité).
(iii) la matrice coopérative M vériﬁe les hypothèses (HM) (bornée), et (H
′′
M2)
(stricte positivité des termes diagonaux).
De plus, on suppose :
(iv) la matrice M vériﬁe l'hypothèse (H ′M) : elle est pleinement couplée
Alors
(a)Il existe une valeur propre Λ1, strictement positive, associée à un vecteur propre
strictement positif.
(b) C'est l'unique valeur propre positive associée à un vecteur propre positif, et sa
multiplicité algébrique est 1.
(c) Il n'y a pas de valeur propre dans l'intervalle [0; Λ1[
Enﬁn nous obtenons un principe du maximum pour un système de la forme (SM) :
Théorème 4 : Principe du maximum pour un système pleinement cou-
plé
Les hypothèses du théorème 3 étant vériﬁées, soit le système (SM)
(SM)
{
LU = ΛMU + F sur Ω
U
U0= 0 sur ∂Ω
avec F ∈ (LN(Ω))p, F ≥ 0 et F 6≡ 0 alors
(i) si 0 < Λ < Λ1, il existe une solution unique U ∈
((
W 2,Nloc (Ω) ∩ L∞(Ω)
))p
au
système (SM) et U > 0
(ii) si Λ = Λ1, quelque soit F ≥ 0, F 6≡ 0, il n'y a pas de solution U ∈(
W 2,Nloc (Ω) ∩ L∞(Ω)
)
au système (SM)
(iii) si Λ > Λ1, quelque soit F ≥ 0, F 6≡ 0, il n'y a pas de solution positive
U ∈
(
W 2,Nloc (Ω) ∩ L∞(Ω)
)
au système (SM)
Il découle de ce théorème la caractérisation de la valeur principale pour les sys-
tèmes :
Λ1 = sup
{
Λ ∈ R,∃φ ∈
(
W 2,Nloc (Ω
)p
, φ > 0 et ΛMφ ≤ Lφ
}
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2.3.4 Résultats pour une matrice à coeﬃcients diagonaux
qui changent de signes.
On considère maintenant le système
(SB)
{
LU = ΛBU sur Ω
U
U0= 0 sur ∂Ω
avec les hypothèses suivantes :
(i) les opérateurs Li vériﬁent l'hypothèse (Hi) (opérateurs elliptiques).
(ii) ils vériﬁent aussi l'hypothèse (H ′i) (positivité).
(iii) la matrice B, coopérative, vériﬁe l'hypothèse (HM) (bornée)
(iv) la matrice B vériﬁe l'hypothèse (H ′B) : elle est pleinement couplée
Théorème 5 Sous les hypothèses précédentes, alors
(a) Il existe une valeur propre Λ1, strictement positive, associée à un vecteur propre
strictement positif.
(b) C'est l'unique valeur propre positive associée à un vecteur propre positif, et sa
multiplicité algébrique est 1.
(c) Il n'y a pas de valeur propre dans l'intervalle ]0; Λ1[
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Chapitre 3
Démonstrations
3.1 Démonstrations des propositions 1, 2, 3 et 4
Démonstration de la proposition 1 :
La première proposition montre que la valeur principale associée au poids m est
bien valeur propre. Elle provient directement des résultats pour les équations sans
poids de Berestycki, Niremberg, Varadhan [BNV]. On suppose donc (HL) et (Hm)
réalisées.
On note D∗ = {λ ∈ R/ ∃φ > 0 sur Ω, t.q. λφ ≤ Lφ} et λ∗ = supD∗ est la valeur
principale de L sans poids.
On note de même Dm = {λ ∈ R/∃φ > 0 sur Ω, t.q. λmφ ≤ Lφ} et λ1(m) =
supDm la valeur principale avec le poids m.
• On montre d'abord que λ1(m) et λ∗ sont de même signe
On sait que puisque m vériﬁe l'hypothèse (Hm), il existe deux réels α et β tels que
0 < α ≤ m ≤ β.
Dans le cas où λ∗ > 0, soit λ > 0 ∈ D∗ ; il existe φ > 0 sur Ω, t.q. λφ ≤ Lφ , et
donc
λ
β
mφ ≤ Lφ. Donc λ
β
∈ Dm ; ce qui entraîne 0 < λ
∗
β
≤ λ1(m)
De plus, pour tout λ > 0 ∈ Dm, il existe φ > 0 sur Ω, t.q. λmφ ≤ Lφ. Donc
αλφ ≤ Lφ : αλ ∈ D∗. On obtient alors αλ1(m) ≤ λ∗, qui entraîne que λ1(m) est
ﬁni, et l'encadrement
αλ1(m) ≤ λ∗ ≤ βλ1(m) lorsque λ∗ > 0.
Dans le cas où λ∗ ≤ 0, supposons qu'il existe λ > 0 ∈ Dm.
Alors, il existe φ > 0 sur Ω, t.q. λmφ ≤ Lφ. Donc αλφ ≤ Lφ : αλ ∈ D∗. On
obtient alors 0 < αλ ≤ λ∗ : ce qui est contradictoire avec l'hypothèse λ∗ ≤ 0.
Finalement, tout réel λ ∈ Dm est négatif ou nul, donc λ1(m) ≤ 0. En raisonnant
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comme précédemment, on obtient l'encadrement
βλ1(m) ≤ λ∗ ≤ αλ1(m) lorsque λ∗ ≤ 0.
En particulier, si λ1(m) = 0, on aura λ
∗ = 0.
• On montre maintenant que λ1(m) est valeur propre.
Puisque a0−λ1(m)m ∈ L∞(Ω), l'opérateur S = L−λ1(m)m vériﬁe les hypothèses
(HL). Il a pour valeur principale, en l'associant au poids m, λ1,S(m) = 0 ; et donc
on a λ∗S = 0. D'après le théorème 2.1 [BNV] p 57, qui donne le résultat pour
les équations sans poids : λ∗S = 0 est valeur propre ; une fonction propre associée
à λ∗S = 0 est aussi fonction propre associée à λ1,S(m) = 0. Cette fonction est
fonction propre de L pour le poids m, associé à la valeur principale λ1(m) ; les
autres propriétés découlent immédiatement du théorème 2.1 de [BNV]
Nous montrons maintenant les deux propositions, concernant une équation, qui
interviennent dans les démonstrations des résultats obtenus sur les systèmes.
Démonstration de la proposition 2
principe du maximum fort raﬃné pour le poids m ≡ 1
Remarquons d'abord que puisque λ∗ > 0, et que la fonction u est minorée, le
principe du maximum raﬃné s'applique et u ≥ 0.
Le principe du maximum fort usuel s'énonce :
Théorème 6 ([GT] théorème 9.6 p 225) Le domaine Ω étant borné, et L unifor-
mément elliptique avec a0 ≥ 0, si u ∈ W 2,Nloc (Ω) vériﬁe Lu ≥ 0 sur Ω, alors u ne
peut atteindre son minimum sur Ω, sauf si u est constante.
Lorsque a0 ≥ 0, nous avons directement le résultat.
Pour a0 < 0, on remarque que si Lu ≥ 0, −a0u ≥ 0 et donc L′u = Lu− a0u ≥ 0.
L'opérateur L′ vériﬁe les hypothèses du théorème ci-dessus, par conséquent u ne
peut atteindre son minimum sur Ω sauf si u est constante. Puisque ce minimum
est positif ou nul et que u n'est pas identiquement nulle, on a u > 0 sur Ω 
Démonstration de la proposition 3 : Signe de L− λm
La proposition 3 donne le signe de L − λm ; elle découle très directement des
résultats sur les équations sans poids.
Soit un réel λ. La fonction m vériﬁe (Hm) et l'opérateur L vériﬁe (HL). Posons
S = L− λm. La fonction a0− λm est dans L∞(Ω), et donc S est bien de la forme
des opérateurs étudiés.
L'opérateur S associé au poids m a pour valeur principale, associée au poids m :
λ1,S(m) = λ1(m)−λ, qui est du même signe que la valeur principale de S, considéré
sans poids, λ∗S
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Si λ < λ1(m), on en déduit que λ
∗
S > 0 ; d'après la proposition 2, le principe du
maximum fort raﬃné est vériﬁé par S, et donc si Su ≥ 0, alors u est strictement
positive sur Ω.
Si λ ≥ λ1(m), on utilise le lemme suivant qui est une simple adaptation d'un
corollaire de [BNV](corollaire 2.2 p58)
Lemme 1 Si v, minorée, est telle que Lv ≥ λ1(m)mv et vériﬁe, pour toute suite
(xj) de points de Ω convergeant vers x de ∂Ω avec u0(x) = 0, lim inf v(xj) ≥ 0
alors v est égale à une constante multipliée par φ1
En appliquant ce lemme à une fonction u positive ou nulle, vériﬁant la condition de
Dirichlet raﬃnée, on ne peut avoir Lu ≥ λmu que si u est une constante multipliée
par φ1 ; on a alors Lu = λ1(m)mu. Il est impossible d'avoir Lu− λmu positif non
identiquement nul. Pour λ > λ1(m) il n'y a pas de solution positive au système
(S1) :
{
Lu = λmu+ f
u
u0= 0
. 
Démonstration de la proposition 4 : Poids indéﬁni
Notations On note g+ = max(g, 0) et g− déﬁnie par g = g+ − g−. On utilise aussi
Ω+ = {x ∈ Ω, g(x) > 0} ; Ω0 = {x ∈ Ω, g(x) = 0} et Ω− = {x ∈ Ω, g(x) < 0}.
Le théorème 3.2 de [FHT] donne l'existence de la valeur principale λ1(L, g,Ω).
Nous commençons par nous intéresser à des propriétés la valeur principale pour
un poids strictement positif, ce qui généralise les résultats pour les poids bornés
par des constantes strictement positives. D'après le théorème 3.2 de [FHT], si
p ∈ L∞ est un poids strictement positif sur Ω, alors il existe une valeur principale
λ1(L, p,Ω) > 0, qui est l'unique valeur propre positive associée à une fonction
propre positive.
Lemme 2 Soit p ∈ L∞ un poids strictement positif sur Ω et λ un réel. Alors
 Si λ < λ1(L, p,Ω) l'opérateur L− λp améliore la positivité
 Si λ ≥ λ1(L, p,Ω) alors pour u > 0, on a Lu−λpu ≥ 0 sur Ω si et seulement
si λ = λ1(L, p,Ω) et u est un multiple de la fonction propre. En particulier,
il est impossible d'avoir Lu− λpu ≥ 0 avec Lu− λpu 6≡ 0
La valeur principale λ1(L, p,Ω) est valeur propre, associée à la fonction strictement
positive φ1, normalisée par φ1(x0) = 1 en un certain x0 de Ω. Soit λ un réel. On
pose comme précédemment Sλ = L− λp. On a Sλφ1 = (λ1(L, p,Ω)− λ)φ1.
 Si λ < λ1(L, p,Ω), on a Sλφ1 > 0. D'après le corollaire 2, donné en annexe,
ce n'est possible que si la valeur propre λ∗(Sλ) est strictement positive. Alors
le principe du maximum fort s'applique à Sλ.
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 Si λ ≥ λ1(L, p,Ω), on montre par l'absurde le résultat : on suppose qu'il
existe une fonction u > 0 telle que Sλu ≥ 0. Alors Sλ1(L,p,Ω)(u) = Sλu+ (λ−
λ1(L, p,Ω))pu. Puisque Sλu ≥ 0 et λ−λ1(L, p,Ω) > 0, on a Sλ1(L,p,Ω)(u) > 0.
Or Sλ1(L,p,Ω)(φ1) = 0. Donc 0 est valeur propre de l'opérateur Sλ1(L,p,Ω) associé
à une fonction propre strictement positive. La valeur principale de Sλ1(L,p,Ω)
est 0. D'après le corollaire 2, donné en annexe, on ne peut avoir Sλ1(L,p,Ω)(u) ≥
0 que si la valeur principale de Sλ1(L,p,Ω) est strictement positive, -ce qui est
impossible- ou si Sλ1(L,p,Ω)u = 0 -ce qui est impossible aussi, sauf si u est un
multiple de φ1
En conséquence du lemme, on peut écrire pour un poids strictement positif la valeur
principale sous la forme λ1(L, p,Ω) = sup
{
λ ∈ R, ∃φ > 0, φ ∈ W 2,Nloc (Ω), λpφ ≤ Lφ
}
Nous allons nous intéresser aux propriétés de la valeur principale considérée comme
une fonction de a0.
Lemme 3 Soit p ∈ L∞ un poids strictement positif. Notons λ1(a0) la valeur prin-
cipale λ1(L, p,Ω) considérée dans sa dépendance à a0. Alors la fonction qui à a0
associe λ1(a0) est une fonction concave, strictement croissante (si â0 ≥ a0, â0 6≡ a0
alors λ1(â0) > λ1(a0)).
Remarque : Pour un poids borné par des constantes strictement positives, ce ré-
sultat découle immédiatement de la proposition 2.1 p 59 dans [BNV].
On a λ1(a0) = sup
{
λ ∈ R, ∃φ > 0, φ ∈ W 2,Nloc (Ω), λpφ ≤ (L′ + a0)φ
}
, ce qui en-
traîne immédiatement la croissance en a0, au sens large.
Soit aˆ0 ≥ a0, â0 6≡ a0. Posons ψ la fonction propre strictement positive associée à
λ1(a0).
On a (L+ + â0 − λ1(a0)) pψ = (â0−a0)pψ ≥ 0, avec (â0−a0)pψ 6≡ 0 puisque ψ > 0,
p > 0 et a0− â0 6≡ 0. D'après le lemme 2, cela n'est possible que si λ1(â0) > λ1(a0)
Pour montrer la concavité, nous utilisons la même technique que [BNV] page 68.
Soit φ > 0 ; soit z telle que ez = φ ; lorsque φ ∈ W 2,Nloc (Ω), on a z ∈ W 2,Nloc (Ω). On
a L+φ = L+zφ+
∑N
i,j=1 ai,j
∂z
∂xi
∂z
∂xj
φ.
Posons F (z) = −L+z−∑Ni,j=1 ai,j ∂z∂xi ∂z∂xj. F est une fonction convexe de z ([BNV]
p 50)
Soit A l'ensemble des éléments z de W 2,Nloc (Ω) tels que F (z) est majorée. La valeur
principale est : λ1(a0) = sup
z∈A
inf
x∈Ω
{
− F (z) + a0
p
}
.
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Pour tout a0 et â0 dans L
∞, pour tout z et tout ẑ de A, pour tout réel t ∈ [0; 1],
on a, par convexité de F :
F (tz + (1− t)ẑ)− ta0 − (1− t)â0 ≤ tF (z) + (1− t)F (ẑ)− ta0 − (1− t)â0
Le poids p étant strictement positif, on peut écrire
− F (tz + (1− t)ẑ) + ta0 + (1− t)â0
p
≥ t − F (z) + a0
p
+ (1− t) − F (ẑ) + â0
p
,
donc
− F (tz + (1− t)ẑ) + ta0 + (1− t)â0
p
≥ t inf
x∈Ω
{
− F (z) + a0
p
}
+(1−t) inf
x∈Ω
{
− F (ẑ) + â0
p
}
,
d'où
λ1(ta0 + (1− t)â0) ≥ t inf
x∈Ω
{
− F (z) + a0
p
}
+ (1− t) inf
x∈Ω
{
− F (ẑ) + â0
p
}
,
ce qui permet de conclure : λ1(ta0 + (1− t)â0) ≥ tλ1(a0) + (1− t)λ1(â0).
Maintenant, on considère Lu + tqu = λpu, où q appartient à L∞(Ω). Le poids p
est strictement positif sur Ω, et t représente un paramètre réel.
Ce problème possède une valeur propre principale positive que l'on note r(tq, p,Ω).
La fonction qui, au réel t, associe r(tq, p,Ω) est continue, strictement croissante et
concave. De plus, on a r(tq, p,Ω) = sup
φ>0
inf
Ω
(
Lφ
pφ
)
, où φ ∈ W 2,Nloc (Ω). Il en résulte
que r(tq, p,Ω) ≤ r(ta0, p,Ω′) pour Ω′ ⊂ Ω.
On transforme l'équation Lu = λgu + f comme dans [FHT] : on a (L + λq)u =
λpu+ f avec q = g− + χΩ0∪Ω− et p = g+ + χΩ0∪Ω− . Ainsi p est positif et bornée, q
est positive et bornée.
Soit r(λq, p,Ω) la valeur principale de L + λq associé au poids p. Il résulte de ce
qui précède que r(λq, p,Ω) est concave, stictement croissante en λ et majorée par
r(λq, p,Ω+) = λ1(L, g
+,Ω+). De plus r(0, p,Ω = λ1(L, p,Ω) > 0. Donc r(λq, p,Ω)
admet un unique point ﬁxe. Cette valeur est en fait la valeur principale λ1(L, g,Ω)
([FHT])
Puisque λ1(L, g,Ω) est l'unique point ﬁxe de r(λq, p,Ω), les propriétés de la
fonction r(λq, p,Ω) permettent d'aﬃrmer que λ < λ1(L, g,Ω) si et seulement si
λ < r(λq, p,Ω). On est en mesure d'en déduire le principe du maximum raﬃné
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fort.
Donc, dans le cas λ < λ1(L, g,Ω),on sait que λ est inférieur à la valeur principale
r(λq, p,Ω). D'après la proposition 3, si u est solution de (L+λq)u = λpu+f , c'est
à dire de Lu = λgu+ f , alors u > 0.
Lorsque λ ≥ λ1(L, g,Ω), λ est supérieur à la valeur principale r(λq, p,Ω) et, d'après
la proposition 3, si u est solution de (L+ λq)u = λpu+ f , alors u ≥ 0 si et seule-
ment si λ = r(λq, p,Ω) et u est un multiple de la fonction propre. Il n'existe donc
de solution positive que pour le point ﬁxe de r, c'est à dire λ1(L, g,Ω), et ce sont
alors les multiples de la fonction propre.
3.2 Résultats sur les systèmes
Le théorème 2 concerne l'existence d'une valeur propre associée à un vecteur propre
positif. Cette démonstration utilise le théorème de Krein-Rutman, en suivant une
technique de Birindelli, [Bi], qui permet d'obtenir le résultat même lorsque le cône
positif est d'intérieur vide.
Démonstration du théorème 2 :
• Remarquons d'abord que la matrice M vériﬁant l'hypothèse (H ′′M1), il existe un
réel α, tel que mi,i(x) > α pour tout x de Ω et tout indice i.
• Propriétés de L−1M
Soit les opérateurs Ti, déﬁnis de L
N(Ω) dans LN(Ω) qui à tout f ∈ LN(Ω) associent
u tel que Liu = fet u
u0= 0 sur ∂Ω. (Rappelons qu'en fait u ∈ W 2,Nloc (Ω) ∩ L∞(Ω)).
D'après Birindelli [Bi], on sait que ces opérateurs sont bien déﬁnis, et qu'ils sont
linéaires, compacts et positifs.
L'opérateur T = diag(Ti) est donc compact et positif dans (LN(Ω))p
Les coeﬃcientsmi,j étant positifs et étant dans L
∞, l'opérateur qui à U de
(
LN(Ω)
)p
associe MU de
(
LN(Ω)
)p
est borné et positif.
Posons A = TM = L−1M
Cet opérateur est le produit de deux opérateurs positifs, donc il est positif. Il est
le produit d'un opérateur compact avec un opérateur borné, donc il est compact.
• Utilisation du théorème de Krein-Rutman
L'énoncé du théorème de Krein-Rutman est le suivant :
Théorème 7 Théorème de Krein-Rutman (Birindelli [Bi] théorème 2.6 p
456)) Soit (X,P ) un espace de Banach ordonné, de cône positif P , fermé, convexe,
total (càd X = P − P ). On suppose T ∈ L (X) compact tel que T (P ) ⊂ P
Si il existe e 6= 0 ∈ P et une constante strictement positive ρ telle que Te−ρe ∈ P
Alors le rayon spectral : r(T ) est strictement positif. Le rayon spectral est valeur
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propre de T et de son dual T ∗ de vecteurs propres associés respectivement φ dans
P et ψ dans P ∗.
Dans cet énoncé du théorème de Krein-Rutman, nous n'avons pas besoin d'un cône
d'intérieur non vide ; la simple hypothèse de cône total, qui est vérifée pour le cône
positif dans
(
LN(Ω)
)p
, et l'existence de E > 0 convient.
On cherche donc l'existence de E 6= 0, E ∈ (LN(Ω))p ∩ P , tel qu'il existe une
constante ρ > 0 telle que AE − ρE appartienne au cône positif.
Or on sait (Birindelli [Bi] p 459) qu'il existe ei ≥ 0, ei ∈ LN(Ω) ∩ L∞(Ω), et
une constante ρi > 0 telle que Tiei ≥ ρiei. Alors, puisque les Ti sont linéaires et
positifs, on a Ti
(
p∑
k=1
mikek
)
≥ T (mi,iei) ≥ αT (ei) ≥ αρiei, pour chaque indice i
entre 0 et p.
Si on choisit E =
 e1...
ep
 on obtient bien AE ≥ min
i
(αρi)E
On peut donc appliquer le théorème de Krein-Rutman : il existe r > 0 et Φ,vecteur
du cône positif tels que AΦ = rΦ, ce qui équivaut, en posant Λ1 =
1
r
à LΦ = Λ1MΦ

Démonstration de la proposition 5 :
La proposition suivante (proposition 5) permet de comparer une valeur propre Λ1
issue du système précédent à la valeur principale λ1(mi,i) de chaque ligne
Soit φi les composantes du vecteur Φ, vecteur propre positif associé à Λ1. On a :
Liφi = Λ1mi,iφi +
p∑
j=1,j 6=i
Λ1mi,jφj
On a toujours
p∑
j=1,j 6=i
Λ1mi,jφj ≥ 0 d'après l'hypothèse de positivité (H ′M).
D'après la proposition 3, l'équation Liu = Λ1mi,iu + f avec f ≥ 0 ne peut avoir
une solution positive, que
 si Λ1 < λ1(mi,i) ; alors
p∑
j=1,j 6=i
Λ1mi,jφj 6= 0
 si Λ1 = λ1(mi,i), φi étant alors, à un facteur multiplicatif près la fonction
propre associée, et
p∑
j=1,j 6=i
Λ1mi,jφj = 0 
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Démonstration du théorème 3 :
Le théorème suivant, le théorème 3 est le théorème qui précise des hypothèses
suﬃsantes pour avoir unicité de la valeur propre principale.
Soit les opérateur Ti, déﬁni de L
N(Ω) dans LN(Ω) qui à tout f ∈ LN(Ω) associent
u tel que Liu = fet u
u0= 0 sur ∂Ω. (Rappelons qu'en fait u ∈ W 2,Nloc (Ω) ∩ L∞(Ω)).
D'après Birindelli [Bi], on sait que ces opérateurs sont bien déﬁnis, et qu'ils sont
linéaires, compacts et positifs.
L'opérateur T = diag(Ti) est donc compact et positif dans (LN(Ω))p
La matrice M étant coopérative, vériﬁant l'hypothèse (H ′′M2), les composantes mij
étant dans L∞, l'opérateur qui à U de
(
LN(Ω)
)p
associe MU de
(
LN(Ω)
)p
est
borné et positif.
Posons A = TM = L−1M comme précédemment
• PREMIERE PARTIE : Positivité de A
On a vu que cet opérateur est compact. Nous allons montrer le lemme suivant :
Lemme 4 On suppose les hypothèses du théorème 3 vériﬁées. Soit F ∈ (LN(Ω))p,
on suppose F ≥ 0, F 6≡ 0. Alors AF est un point quasi-intérieur du cône positif
de
(
LN(Ω)
)p
.
On note F = (fj), et U = (uj) l'image de F par A. On a donc U = AF
Le vecteur F a au moins une composante non identiquement nulle. Nous pouvons
admettre, sans nuire à la généralité du problème, qu'il s'agit de la première, f1
Première étape : on montre que u1 est strictement positive
La première ligne dans l'égalité U = AF s'écrit T1(
∑p
i=1 m1,jfj) = u1, c'est à dire
L1u1 = m1,1f1 +
∑p
j=2 m1,jfj. Le membre de droite est positif, non identiquement
nul, puisque f1 6≡ 0 et m1,1 > 0
On obtient donc, d'après la proposition 2, que u1 est une fonction strictement
positive.
Seconde étape : les autres composantes ui du vecteur U sont strictement positives
Sur la première colonne,M étant pleinement couplée, il existe un indice i tel que :
mi,1 6≡ 0. Nous pouvons supposer que cet indice soit i = 2.
La ligne 2 de l'égalité U = AF permet d'écrire L2u2 = m2,1f1 +
∑p
j=2m2,jfj.
Puisque f1 > 0 sur Ω, que m2,1 positif , m2,1 6= 0 et que
p∑
j=2
m2,jfj ≥ 0, le
membre de droite est positif, non identiquement nul. D'après la proposition 2, u2
est strictement positive sur Ω. Si p = 2, le résultat est démontré. Sinon, on poursuit
le raisonnement :
Si pour un entier 1 < n < p, on a fj strictement positive sur Ω pour tout indice
1 ≤ j ≤ n, la matrice M étant pleinement couplée, elle ne peut contenir un bloc
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triangulaire inférieur de 0 de la forme 0p−n;n. Autrement dit, parmi les composantes
mi,j de M , avec n+ 1 ≤ i ≤ p et 1 ≤ j ≤ n, il en existe au moins une qui est non
identiquement nulle. Supposons que ce soit pour i = n+ 1.
Alors pour la ligne n+ 1, on obtient :
Ln+1un+1 =
n∑
j=1
mn+1,jfj +
p∑
j=n+1
mn+1,jfj
Nous savons qu'il existe un indice j inférieur à n tel que mn+1,j est non identique-
ment nul, et que toutes les fonctions fj sont strictement positives pour 1 ≤ j ≤ n.
Donc le terme
∑n
j=1mn+1,jfj est strictement positif.
Le membre de droite étant positif, non identiquement nul, d'après la proposition
2, un+1 est strictement positive sur Ω.
En procédant ainsi jusqu'à p, on a toutes les composantes ui du vecteur U qui sont
strictement positives sur Ω.
• SECONDE PARTIE : Unicité, simplicité de la valeur principale
On utilise ici un théorème de Daners - Koch -Medina ([DKM]), appliqué à l'opé-
rateur A = L−1M .
Théorème 8 Soit E un espace de Banach ordonné et T ∈ L(E) un opérateur
positif irréductible. On suppose de plus que T est compact et E est un treillis de
Banach. Alors les propositions suivantes sont vériﬁées :
1. le rayon spectral r(T ) > 0 est un pôle de la résolvante de T d'ordre 1
2. r(T ) est une valeur propre algébriquement simple de T , le vecteur propre
associé étant un point quasi intérieur de E
3. r(T ) est une valeur propre algébriquement simple de l'adjoint T ′, la fonction
propre associée étant strictement positive
4. r(T ) est l'unique valeur propre associé à une fonction propre positive.
Le lemme a permis de montrer que A est un opérateur irréductible ; il est positif,
compact. Nous pouvons appliquer le théorème de [DKM] : le rayon spectral r(A) est
une valeur propre simple strictement positive, qui est la seule valeur propre positive
associée à une fonction propre positive. Soit Φ cette fonction propre. L'égalité
AΦ = r(A)Φ équivaut à LΦ = 1
r(A)
MΦ. On arrive bien à l'unicité et la simplicité
de la valeur propre positive Λ1 =
1
r(A)
associée à une fonction propre positive.
Autres valeurs propres On démontre maintenant le point (c) du théorème 3
Soit Λ > 0 une valeur propre de L associé à la matrice M . Alors 1
Λ
> 0 est valeur
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propre de A, et donc est inférieur au rayon spectral de A. On a donc
1
Λ
<
1
Λ1
: il
n'y a pas de valeur propre dans l'intervalle ]0; Λ1[.
Le réel 0 est valeur propre de L associé à la matrice M si et seulement si 0 est
valeur propre de chaque ligne, ce qui n'est pas possible d'après l'hypothèse (H ′i)
de positivité. Donc il n'y pas de valeur propre pour L associé à la matrice M dans
l'intervalle [0; Λ1[. 
Démonstration du théorème 4 :
Nous montrons maintenant le théorème 4 ; c'est un principe du maximum pour
les systèmes :
(SM)
{
LU = ΛMU + F sur Ω
U
U0= 0 sur ∂Ω
Pour 0 < Λ < Λ1, on pose à nouveau A = TM . L'égalité LU = ΛMU + F est
équivalente à U = ΛAU + T F , c'est à dire (I − ΛA)U = T F. Le rayon spectral
de ΛA est
Λ
Λ1
; en utilisant les séries de Neumann, on obtient que I − ΛA est un
opérateur inversible, d'inverse strictement positif. D'où U = (I − ΛA)−1T F .
L'opérateur T est fortement positif, (I − ΛA)−1 strictement positif, donc U > 0.
Pour la suite de cette démonstration, nous utilisons le théorème 9 de [BMS], (p 8
théorème 6) que nous rappelons maintenant
Théorème 9 [BMS, p 8] soit F ∈ (LN(Ω))p, F > 0. On considère le problème
P : {
(L −H)U = ΛMU + F sur Ω
U
U0= 0 sur ∂Ω
On suppose vériﬁées les hypothèses suivantes :
 il existe une supersolution forte de L −H
 H est coopérative
 H est pleinement couplée
 M est coopérative
 mi,i(x) > 0 pour un indice i ∈ 1, . . . , p et un élément x ∈ Ω
alors
(i) si 0 ≤ Λ < Λ1, il existe une solution unique U ∈
(
W 2,Nloc (Ω) ∩ L∞(Ω)
)
au
problème P et U > 0
Si de plus M est à coeﬃcients positifs, on a
(ii) si Λ = Λ1, quelque soit F ≥ 0, F 6≡ 0, il n'y a pas de solution au problème P
(iii) si Λ > Λ1, quelque soit F ≥ 0, F 6≡ 0, il n'y a pas de solution positive au
problème P
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Soit Λ > 0 un réel ; nous allons nous interesser au système LU −
Λ
2
MU = µMU + F sur Ω
U
U0= 0 sur ∂Ω
Le vecteur principal Φ vériﬁe LΦ− Λ
2
MΦ =
(
Λ1 −
Λ
2
)
Φ
Si on a Λ1−
Λ
2
strictement positif, autrement dit Λ < 2Λ1 alors Φ est une sursolution
forte et Λ1 −
Λ
2
est la valeur principale de ce système.
La matrice
Λ
2
M est coopérative et pleinement couplée.
D'après le théorème 9, puisque M a ses coeﬃcients positifs,
 pour 0 < µ < Λ1 −
Λ
2
il existe une unique solution U et U >> 0 sur Ω. En
particulier, si 0 < Λ < Λ1, en prenant µ =
Λ
2
< Λ1 −
Λ
2
, on a bien existence
d'une unique solution positive. Il est équivalent pour U d'être solution du
système ci-dessus ou d'être solution de{
LU = ΛMU + F sur Ω
U
U0= 0 sur ∂Ω
Nous avons une solution unique, positive si F > 0 : la proposition (i) du
théorème 4 est démontrée.
 pour µ = Λ1 −
Λ
2
, le théorème 9 aﬃrme qu'il n'y a pas de solution lorsque
F > 0. Cela est vrai en particulier si nous prenons Λ = Λ1 et µ =
Λ1
2
. Or,
dans ce cas, l'égalité
LU − Λ
2
MU = µMU + F
est équivalente à
LU = Λ1MU + F.
La proposition (ii) du théorème est donc prouvée.
 Dans le cas µ > Λ1 −
Λ
2
, quelquesoit F > 0, d'après le théorème 9, il n'y
a pas de solution positive. En particulier, si Λ1 < Λ < 2Λ1, en prenant
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µ =
Λ
2
> Λ1 −
Λ
2
, il n'y a pas de solution positive à LU −
Λ
2
MU =
Λ
2
MU + F sur Ω
U
U0= 0 sur ∂Ω
c'est à dire pas de solution positive à :{
LU = ΛMU + F sur Ω
U
U0= 0 sur ∂Ω
Nous avons démontré la proposition (iii) uniquement pour Λ1 < Λ < 2Λ1 Pour
terminer cette démonstration il faut s'interesser à Λ ≥ 2Λ1.
Dans ce cas, on peut toujours trouver un entier n tel que nΛ1 > Λ. On considère
alors le système :  LU −
Λ
n
MU = µMU + F sur Ω
U
U0= 0 sur ∂Ω
Le vecteur principal Φ vériﬁe LΦ − Λ
n
MΦ =
(
Λ1 −
Λ
n
)
Φ > 0 ; c'est donc une
sursolution forte de L − Λ
n
M . La valeur principale est Λ1 −
Λ
n
Dans le cas µ > Λ1 −
Λ
n
, nous savons d'après le théorème 9 que si F > 0, il n'y a
pas de solution positive. Cela est vrai en particulier si nous prenons µ = Λ − Λ
n
.
Or dans ce cas, le système ci-dessus est équivalent à{
LU = ΛMU + F sur Ω
U
U0= 0 sur ∂Ω
Nous avons entièrement montré la proposition (iii) du théorème 4. 
Démonstration du théorème 5 :
Lorsque les coeﬃcients diagonaux changent de signe, on utilise la même technique
que pour une équation à poids indéﬁni. Le système
(SB)
{
LU = ΛBU sur Ω
U
U0= 0 sur ∂Ω
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s'écrit alors
(SB)
{
LU + ΛQU = ΛPU sur Ω
U
U0= 0 sur ∂Ω
où Q est la matrice diagonale : Q = diag(qk) avec qk = b
−
kk + χk, où χk est la
fonction caractéristique de l'ensemble {x ∈ Ω, bkk ≤ 0}, et P = (pjk) avec pour
j 6= k, pjk = bjk et pkk = b+kk + χk.
Soit t un paramètre réel. On considère le système à matrice positive
(SB)
{
LU + tQU = Λ(t)PU sur Ω
U
U0= 0 sur ∂Ω
Un réel Λ est solution de (SB) si et seulement si il est point ﬁxe de t→ Λ(t).
On remarque que si B est pleinement couplée, il en est de même pour P .
Comme Q est à coeﬃcients positifs ou nuls, la fonction t → Λ(t) est croissante.
Or Λ(t) < λ∗(Lk + tqk, pkk,Ω) pour tout k ∈ {1, 2, . . . , p}. La première remarque
permet d'aﬃrmer que l'on peut appliquer les résultats du paragraphe précédent.
Les deux suivantes montrent que l'on coupe la bissectice, et que l'on a donc un
point ﬁxe. 
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Chapitre 4
Annexe
4.1 La fonction u0
On note L+u = −
n∑
j,k=1
ajk
∂2u
∂xj∂xk
+
n∑
j=1
aj
∂u
∂xj
.
Les hypothèses sur les coeﬃcients sont celles des chapitres précédent.
Pour vériﬁer la condition de Dirichlet raﬃnée, une foncion u ne devra s'annuler
qu'en certains points de la frontière. Ce sont les points déﬁnis ci-dessous :
Déﬁnition 10 Le point y de ∂Ω admet une barrière forte si pour une certaine
boule Br(y) = {|x− y| < r} il existe dans Br(y)∩Ω = U une fonction strictement
positive h ∈ W 2,nloc (U) satisfaisant L+h ≥ 1 et pouvant être prolongée par continuité
au point y par h(y) =0.
K. Miller [M] a montré que la condition de cône extérieure en y est suﬃsante
pour que ce point y admette une barrière forte. ([BNV]p 63)
Théorème 10 (Construction de u0) : il existe u0 satisfaisant L
+u0 = 1 sur Ω et
pouvant être prolongée par 0 en tout point de ∂Ω admettant une barrière forte. La
fonction u0 est strictement positive.
H. Berestycki, L.Niremberg et S.R.S. Varadhan, dans [BNV](p. 61 à 64), dé-
montrent ce théorème de la façon suivante : u0 est construite à partir d'une suite
de solutions du problème de Dirichlet déﬁni sur des ouverts réguliers formant une
suite Ωj croissante vers Ω ; si J est un compact de Ω, la suite converge faible-
ment dans W 2,p (J), et fortement dans C1 (J). La fonction u0 ainsi obtenue est
indépendante du choix de la suite d'ouverts.
Exemple : Soit Ω la boule unité dans R3 privée de l'origine. Prenons l'opérateur
L = L+ = −∆. Il est clair que l'origine n'admet pas de condition de cône extérieur.
36
La fonction u0 est la fonction qui à x de Ω associe u0 (x) =
1
6
(
1− |x|2) . Cette
fonction s'annulle sur la sphère unité, mais pas à l'origine. La propriété u
u0= 0 sur
∂Ω signiﬁe que u s'annulle sur la sphère unité ; on ne se préoccupe pas de la valeur
de u à l'origine.(d'après l'exemple de la page 54[BNV])
Par contre si on prend comme domaine la boule unité dans son entier, on retrouve
la condition de Dirichlet classique.
4.2 Théorèmes concernant la fonction principale
Pour le problème de Dirichlet classique, les coeﬃcients de L étant continus et le
domaine régulier, on connait la propriété :
λ1 = sup
0<Φ∈W 2,Nloc (Ω)
inf
Ω
(
LΦ
Φ
)
.
C'est cette propriété qu'ont utilisé [BNV] pour déﬁnir la valeur principale de notre
opérateur avec condition de Dirichlet raﬃnée.
La valeur principale est bien valeur propre. Nous disposons pour ce résultat de
deux démonstrations, l'une de Berestycki, Niremberg, Varadhan [BNV], théorème
2.1 p 57 et l'autre de Birindelli [Bi] p 459
Théorème 11 Existence de la fonction propre principale
(i) Il existe une fonction strictement positive φ1 dans W
2,p
loc (Ω) , ∀p < ∞appellée
fonction propre principale, vériﬁant : Lφ1 = λ1φ1
(ii) Si on normalise φ1 par φ1 (x0) = 1 pour un x0 ﬁxé dans Ω, alors φ1 ≤ k où k
est une constante dépendant seulement de x0, Ω,c0, C0 et b
(iii) φ1 est majorée par une constante multipliée par la fonction u0 : φ1 ≤ Bu0,
([BNV] p 57, théorème 2.1).
Remarque : Le (iii) implique que φ1
u0= 0 sur ∂Ω
La démonstration de ce théorème s'applique aussi aux opérateurs associés à un
poids continu positif. Ce résultat existe aussi pour les poids qui changent de signe
[FHT]
4.3 Théorèmes liés au signe de λ1
Il est habituel de lier le principe du maximum au signe de la valeur principale.
Nous retrouvons cette situation avec la condition de Dirichlet raﬃnée.
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Corollaire 2 Supposons qu'il existe u > 0 avec Lu ≥ 0 sur Ω. Alors :
soit λ1 > 0
soit λ1 = 0 et u = kφ1 où k est une constante. ([BNV] p 58 corollaire 2.1)
Théorème 12 Le principe du maximum raﬃné est vériﬁé si et seulement si λ1 >
0([BNV] théorème 1.1 p 55)
Lemme 5 Si a0 ≥ 0 alors le principe du maximum raﬃné est vériﬁé.
Pour a0 ≥ 0, a0 6≡ 0, ce lemme provient du corollaire 2 et du théorème 12 en les
appliquant à la fonction u ≡ 1 ; pour a0 ≡ 0 le résultat est démontré par [BNV]
(Lemme 3.2 p 64)
Théorème 13 Supposons λ1 > 0. Pour tout f ∈ LN(Ω), il existe une et une seule
solution u, avec |u| bornée de
{
Lu = f sur Ω
u
u0= 0 sur ∂Ω
De plus, il existe une constante A dépendant uniquement de c0, C0,, b, Ω, et λ1
telle que :
‖u‖L∞(Ω) ≤ A ‖f‖LN (Ω)
([BNV] théorème 1.2 p 55)
4.4 L'équation Lu = λu + f
4.4.1 L'opérateur solution
L'opérateur L est de la même forme que précédemment. Nous supposons ici, de
plus, que a0 ≥ 0. D'après le lemme 5 le principe du maximum est vériﬁé et λ1 > 0.
Considérons l'équation Lu = f .
D'après le théorème 13, nous pouvons déﬁnir l'opérateur solution, T , de LN(Ω)
dans LN(Ω), qui associe à tout élément f de LN(Ω) l'unique u ∈ LN(Ω), bornée,
telle que {
Lu = f sur Ω
u
u0= 0 sur ∂Ω
([Bi] p 451) En fait u ∈ W 2,Nloc (Ω) ∩ L∞(Ω)
Le principe du maximum raﬃné étant vériﬁé, T est un opérateur positif. Notons
T ∗ l'opérateur conjugué de T .
Birindelli, [Bi], démontre la proposition suivante
Proposition 6 l'opérateur T est compact. Il existe une valeur propre positive ρ1
de T et T ∗ associée à des fonctions propres positives, φ1 ∈ LN(Ω) et ψ1 ∈ L NN−1 (Ω)
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Remarque : cette proposition est une preuve diﬀérente de l'existence de λ1 comme
valeur propre.
La compacité de T permet d'aboutir au résultat suivant sur le spectre de L :
Proposition 7 Le spectre de L ne contient que des valeurs propres isolées, sans
point d'accumulation. (Birindelli [Bi] théorème 1.2)
4.4.2 Principe d'Anti-Maximum
On note Γ le sous-ensemble de ∂Ω où la frontière est C2.
Birindelli [Bi] (th 1.3 p 452) nous propose un principe d'antimaximum
Théorème 14 Principe d'Anti-Maximum Soit f ∈ LN(Ω) vériﬁant∫
Ω
Ψ1fdx > 0
où Ψ1 est la fonction propre positive de T
∗ ; si de plus on a l'une des hypothèses
suivantes :
 f a son support compact dans Ω
 f a son support compact dans Ω∪Γ ; f ∈ Lp(Ω) pour un p > N ; on suppose
de plus que aij ∈ C(Ω ∪ ∂Ω)
alors il existe un réel δ > 0 tel que pour tout λ de l'intervalle ]λ1, λ1 + δ[,
il existe une solution unique, bornée u ∈ LN(Ω) au problème Lu = λu+f , vériﬁant
la condition de Dirichlet raﬃnée. Cette solution est négative sur Ω
L'hypothèse de support compact pour f lorsque la frontière n'est pas régulière
ne peut être omise, ainsi que le montre le contre-exemple suivant (Birindelli [Bi]
proposition 3.2)
Exemple : Soit Q le carré (0, pi) × (0, pi),et L = −∆. La valeur propre de L est
λ1 = 2, associé à la fonction propre : φ1(x; y) = sinx sin y. Il existe δ > 0 tel que
pour tout λ de l'intervalle ]2; 2+δ[, la solution u de −∆u = λu+1 change de signe
sur Q.
On considère, pour f ∈ LN(Ω) donnée, l'équation Lu = λu+ f (E), où l'inconnue
u doit vériﬁer la condition de Dirichlet raﬃnée, et est bornée.
4.4.3 Equation (E) : Lu = λu+ f
En appliquant ce qui précède à l'opérateur L − λ, dont la valeur principale est
λ1 − λ, on arrive à :
• Si λ < λ1, d'après le théorème 13 appliqué à L− λ, il existe une solution unique
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à l'équation (E). De plus, si f ≥ 0, alors u est positive.
• Si λ = λ1, et si f n'est pas identiquement nulle, il n'y a pas de solution, d'après
le corollaire 2
• Si λ > λ1, pour un λ assez proche de λ1 on dispose du Principe d'Anti-Maximum.
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Deuxième partie
Systèmes de Schrödinger sur RN
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Chapitre 5
Résultats sur les systèmes de
Schrödinger RN
5.1 Introduction
Dans cette partie, le domaine est RN . On considère des opérateurs de la forme
Lq = −∆ + q,
déﬁnis sur L2(RN), où q est un potentiel déﬁni de RN dans R, continu et positif.
On cherche ici à étudier des systèmes de deux équations de Schrödinger de la
forme suivante :
(SSch)
{ −∆u1 + q1(x)u1 = λu1 + a(x)u1 + b(x)u2 + f(x) in L2(RN)
−∆u2 + q2(x)u2 = λu2 + c(x)u1 + d(x)u2 + g(x) in L2(RN)
On note L = diag(Lq) et M la matrice M =
(
a b
c d
)
où a, b c et d sont des
fonctions. Aucune hypothèse n'est faite pour le moment sur le signe de b et c car
on étudie ici aussi bien des systèmes coopératifs que des systèmes non coopératifs.
Nous étudierons de façon complète le cas q1 = q2 et a, b, c et d constantes ;
puis nous regarderons aussi quelques cas avec des coeﬃcients variables, ainsi que
q2 6= q1, mais suﬃsamment proche de q1.
Soit U =
(
u1
u2
)
et F =
(
f
g
)
Le système considéré s'écrit
(SSch) LU = λU +MU + F
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Le but est de donner des résultats de positivité fondamentale des solutions u1
et−ou u2, des résultats de négativité fondamentale de u1 et−ou u2 suivant la
valeur du paramètre réel λ.
Dans la section 2, après avoir donné les déﬁnitions utiles au problème, on rappelle
sous quelles hypothèses il est possible d'obtenir des résultats de positivité et de
négativité fondamentale pour une équation. Enﬁn, dans la section 3, on présente
les résultats obtenus pour les systèmes, et plus particulièrement à la comparaison
des solutions à l'état fondamental.
5.2 Déﬁnitions et rappels pour une équation
5.2.1 L'opérateur étudié
On considère sur L2(RN) l'opérateur de Schrodinger :
Lq := −∆ + q(x).
où le potentiel q ∈ L∞loc(RN) est continu, satisfait 0 < const ≤ q(x), et tend vers
l'inﬁni quand |x| → ∞.
Les notations et rappels de ce paragraphe sont ceux de Fleckinger ([F2]).
On note
Vq(RN) =
{
u ∈ L2(RN) :
∫
RN
|∇u|2dx+
∫
RN
q(x)|u|2dx <∞
}
.
Cet ensemble est muni de la norme déﬁnie par : ‖u‖2q =
∫
RN |∇u|2dx+
∫
RN q(x)|u|2dx.
Il s'injecte dans L2(RN), de façon compacte.
On note D(Lq) le domaine de Lq considéré au sens fort :
D(Lq) =
{
u ∈ Vq(RN), Lqu ∈ L2(RN)
}
. L'injection de D(Lq) dans Vq(RN) est
continue d'image dense.
Le résultat suivant est classique (voir en particulier [EE] , [F1] et [F2])
Proposition 8 L'opérateur Lq admet une unique réalisation positive autoadjointe
sur L2(RN).
Il est inversible, et son inverse noté L−1q est autoadjoint, compact dans L
2(RN),
d'image D(Lq).
L'opérateur Lq admet donc un spectre discret constitué d'une suite croissante de
valeurs propres strictement positives λk(q) > 0, chacune de multiplicité ﬁnie.
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La plus petite valeur propre λ1(q) est simple, et est caractérisée par
λ1(q) = inf
u∈Vq(RN )
{ ∫
RN |∇u|2dx+
∫
RN q(x)|u|2dx∫
RN |u|2dx
}
On associe à cette valeur propre principale une fonction propre ϕ1 > 0 sur RN , nor-
malisée par ‖ϕ1‖2L2(RN ) = 1. Cette fonction décroit exponentiellement au voisinage
de l'inﬁni. Cette fonction est appelée état fondamental en physique.
On déﬁnit à partir de la fonction principale l'ensemble :
X =
{
u ∈ L2(RN) : u
ϕ1
∈ L∞(RN)
}
Cet ensemble muni de la norme
‖u‖X = inf
{
C ∈ R : |u| ≤ Cϕ1 presque partout dans RN
}
est un espace de Banach.
Le principe du maximum pour cet opérateur est un résultat classique, qui peut
s'obtenir par la théorie des semi-groupes (voir par exemple : Reed et Simon [RS]).
Plus précisément, on a l'amélioration de la positivité :
Théorème 15 Amélioration de la positivité
On suppose que le potentiel q est une fonction localement essentiellement bornée,
qui vériﬁe :
0 < const ≤ q(x), avec lim
|x|→+∞
q(x) = +∞.
La fonction f appartient à L2(RN). Soit λ un paramètre réel, et u une fonction du
domaine de Lq telle que
Lqu(x) = −∆u(x) + q(x)u(x) = λu(x) + f(x), ∀x ∈ RN .
Alors, si λ < λ1, on a
f ≥ 0, f 6≡ 0 =⇒ u > 0 dans RN
5.2.2 Positivité et négativité fondamentale
Pour ce type d'opérateur, les principes de maximum et d'anti-maximum généralisés
ont été établis par Alziary, Taká£ [AT1], Alziary, Fleckinger et Taká£ [AFT1],
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Alziary et Taká£ [AT2].
Les hypothèses sur le potentiel -qui sont indiquées un peu plus loin-, utilisées pour
obtenir des principes de maximum et d'anti-maximum, proviennent de ces articles.
Il s'agit de potentiel radial, ou représentant une petite pertubation d'un potentiel
radial.
On utilise ici des déﬁnitions et des résultats de Alziary et Taká£ [AT1] et [AT2].
Les notions de fonction fondamentalement positive et fondamentalement néga-
tive qui font référence à l'état fondamental :
Déﬁnition 11 Une fonction u ∈ L2(RN) est dite fondamentalement positive ou
ϕ1−positive s'il existe une constante c > 0 telle que
u ≥ cϕ1 presque partout dans RN
De même, une fonction u ∈ L2(RN) est dite fondamentalement négative ou ϕ1−négative
s'il existe une constante c > 0 telle que
u ≤ −cϕ1 presque partout dans RN
5.2.3 Les hypothèses sur le potentiel
L'hypothèse : le potentiel q tend vers l'inﬁni quand |x| → ∞ ne permet pas
d'obtenir des comparaisons à l'état fondamental. Le potentiel doit avoir une vitesse
de croissance suﬃsante ; en particulier, il n'y a pas de positivité fondamentale pour
q(x) = k2|x|2 où k est une consante réelle. ([AT1] p 281 [AT2] p 36).
On précise ici les hypothèses utilisées, qui sont celles de Alziary et Taká£ [AT2].
Le potentiel représente une petite perturbation d'un potentiel à symétrie radiale.
Pour déﬁnir les hypothèses sur le potentiel, on déﬁnit une classe CQ de fonctions :
Classe CQ : ensemble des fonctions Q telles que Q : R+ → (0,∞) est continue
croissante sur un intervalle [r0,∞), 0 < r0 <∞, et vériﬁe∫ ∞
r0
Q(r)−1/2 dr <∞.
En conséquence, lim
r→∞
Q(r) =∞ et Q′(r) ≥ 0 presque partout pour r ≥ r0.
Remarque : C'est la condition sur l'intégrale qui permet de garantir une croissance
supérieure à x2 pour le potentiel q. L'hypothèse de monotonie est une hypothèse
technique, qui peut être remplacée par d'autres conditions. [AFT1] [AFT2]
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Le potentiel q sera supposé vériﬁer l'hypothèse :
Hypothèse (Hq) :  Il existe deux fonctions Q1 et Q2 de classe CQ et deux
constantes strictement positives C12, r0 ∈ (0,∞), telles que
Q1(|x|) ≤ q(x) ≤ Q2(|x|) ≤ C12Q1(|x|) pour tout x ∈ RN ,
et telles que :∫ ∞
r0
(Q2(s)−Q1(s))
∫ s
r0
exp
(
−
∫ s
r
[Q1(t)
1/2 +Q2(t)
1/2] dt
)
dr ds <∞ .
Remarque : Cette dernière condition signiﬁe que q est proche d'une fonction radiale
Q1, et garantie que l'espace X associé à Q1 et à Q2 est le même que l'espace X
associé à q. En conséquence, l'ensemble X est le même lorsque le potentiel q est
remplacé par un potentiel q − c, avec c constante réelle. De même, X ne change
pas si q est remplacé par q − f où f est une fonction bornée.
5.2.4 Résultats sur la positivité fondamentale
Les résultats qui suivent donnent une comparaison entre u solution de l'équation
Lqu = λu+ f , et l'état fondamental ϕ1.
Pour un potentiel vériﬁant les hypothèses (Hq), on dispose du résultat de Alziary
et Taká£ :
Théorème 16 ([AT2] théorème 3.1 p 41) On suppose l'hypothèse (Hq) vériﬁée.
Soit f ∈ L2(RN), telle que f ≥ 0 presque partout sur RN , et f 6≡ 0.
Soit λ un réel. On suppose λ < λ1. Alors il existe une solution unique u à l'équation
Lqu = λu+ f , et cette solution est fondamentalement positive.
Plus précisément, si on note K|X la restriction de K = (Lq − λI)−1 à l'espace de
Banach X, l'opérateur K|X est borné, linéaire sur X ; sa norme d'opérateur est
inférieure à
1
λ1 − λ. ([AT2] p 41)
Proposition 9 Comportement de la constante : on a u ≥ cϕ1, où c tend vers
l'inﬁni quand λ tend vers λ1.
Ce résultat est obtenu au cours de la démonstration.
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5.2.5 Résultats sur la négativité fondamentale
La négativité fondamentale a été montrée d'abord pour un potentiel radial par
Alziary, Fleckinger, Taká£, [AFT2]. Dans ce cas, l'état fondamental ϕ1 est à sy-
métrie radiale. On utilise ici l'énoncé donné dans [AT2], pour un potentiel proche
du radial.
Théorème 17 ([AT2] théorème 3.4 p 42) On suppose les hypothèses (Hq) véri-
ﬁées. Soit f dans X, telle que
∫
RN fϕ1dx > 0. Alors il existe un réel strictement
positif δ, dépendant de f tel que, pour tout λ ∈ (λ1;λ1 + δ), la solution u de
Lqu = λu+ f est fondamentalement négative.
Plus précisément, on a u ≤ −cϕ1 où c est une constante positive dépendant de f .
5.3 Nouveaux résultats sur les systèmes
5.3.1 Coeﬃcients constants
On considère ici le système 2× 2 :
(SSch) LU = λU +MU + F
avec les hypothèses suivantes
Hypothèse (HL) :  le potentiel q sera le même pour les deux équations. Ce
potentiel q vériﬁe les hypothèses (Hq) énoncées précédemment.
Hypothèse (HF ) :  f et g sont dans X.
Hypothèses (HM) : Soit la matrice M =
(
a b
c d
)
où les coeﬃcients sont
constants.
 Sans nuire à la généralité du résultat, on peut supposer a > 0, d > 0, ce qui peut
être vériﬁé en additionnant de chaque côté une constante multipliée par
(
u1
u2
)
.
 On suppose a ≥ d (ce qui donne simplement l'ordre d'écriture des équations)
avec c 6= 0.
 On suppose D = (a− d)2 + 4bc > 0
L'hypothèse D = (a − d)2 + 4bc > 0 donne que M est diagonalisable, les deux
valeurs propres étant distinctes. On note ν+ la plus grande valeur propre et ν−
l'autre valeur propre.
Théorème 18 On suppose que les hypothèses (HL), (HF ) et (HM) sont vériﬁées.
On suppose de plus que f +
2b
a− d+√Dg ≥ 0 p.p.
Alors si u1 et u2 sont les solutions du système, on a
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Condition sur λ Condition sur M Conclusion
λ1 − ν+ − δ < λ < λ1 − ν+ c > 0 u1 et u2 sont
où δ > 0 dépend de f, g et M fondamentalement positives.
λ1 − ν+ − δ < λ < λ1 − ν+ c < 0 u1 est fondamentalement positive
où δ > 0 dépend de f, g et M et u2 fondamentalement négative
λ1 − ν+ < λ < λ1 − ν+ + δ c > 0 u1 et u2 sont
où δ > 0 dépend de f, g et M fondamentalement négatives.
λ1 − ν+ < λ < λ1 − ν+ + δ c < 0 u1 est fondamentalement négative
où δ > 0 dépend de f, g et M et u2 fondamentalement positive
Remarque : Au cours de la démonstration, on montre qu'on peut choisir v+, vecteur
propre associé à ν+ tel que sa première coordonnée est strictement positive, ce qui
permet d'orienter la droite vectorielle engendrée par v+. On note v− un vecteur
propre associé à ν−. La conditon f+
2b
a− d+√Dg ≥ 0 p.p. signiﬁe que la projection
du vecteur F sur v+ parallèlement à v− est de même sens que v+.
Dans le cas particulier c = 0, en utilisant la même technique, on obtient un second
résultat autorisant deux potentiels diﬀérents. On étudie le système :
(S ′Sch)
{ −∆u1 + q1(x)u1 = λu1 + a u1 + b u2 + f
−∆u2 + q2(x)u2 = λu2 + d u2 + g
Plus précisément, la matrice M =
(
a b
c d
)
vériﬁe l'hypothèse suivante :
Hypothèses (H ′M) :
 On suppose toujours a > 0, d > 0.
 On suppose a > d et c = 0.
Les valeurs propres de M sont alors a et d, l'hypothèse a > d permet de s'assurer
que M possède deux valeurs propres distinctes.
Les deux équations peuvent comporter deux potentiels distincts, lorsqu'ils véri-
ﬁent :
Hypothèses (H ′L)
Les potentiels q1 et q2 vériﬁent les hypothèses (Hq) avec les mêmes fonctions auxi-
laires. En conséquence, l'ensemble X est le même pour q1 et pour q2.
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Théorème 19 On suppose que les hypothèses (H ′L), (HF ) et (H
′
M) sont vériﬁées.
On suppose de plus que g ≥ 0 et f− b
a− dg ≥ 0 p.p. et que λ1(q1)−a < λ1(q2)−d.
Soit le système
(S ′Sch)
{ −∆u1 + q1(x)u1 = λu1 + a u1 + b u2 + f
−∆u2 + q2(x)u2 = λu2 + d u2 + g
Alors
− Il existe un réel δ > 0 dépendant de f , g et M tel que
si λ1(q1)− a− δ < λ < λ1(q1)− a, alors u1 et u2 sont fondamentalement positives
− Il existe un réel δ′ > 0 dépendant de f , g et M tel que
si λ1(q1) − a < λ < λ1(q1) − a + δ′ alors u1 est fondamentalement négative et u2
est fondamentalement postive.
5.3.2 Coeﬃcients variables
Ici on s'intéresse au système
(SSch) LU = λU +MU + F
où la matrice M a ses coeﬃcients variables :
M =
(
a(x) b(x)
c(x) d(x)
)
Ce résultat généralise le premier résultat : coeﬃcients constants avec c 6= 0. Il
suppose donc, comme le premier résultat, que les deux équations aient le même
potentiel : l'hypothèse (HL) est supposée vériﬁée.
La méthode de découplage employée ne peut être utilisée que si la forme de la
matrice permet d'obtenir des vecteurs propres aux coordonnées constantes. Cosner
et Schaefer [CS] ont montré qu'il y a deux formes de matrices qui conviennent :
 les matrices dont les composantes non diagonales sont proportionnelless à
a− d
 les matrices dont les composantes diagonales sont égales, et dont les compo-
santes b et c sont proportionnelles entre elles, et de même signe.
On reprend ici ces deux formes, que l'on étudie
Cas où les fonctions b et c sont proportionnelles à a− d
Hypothèses (HMv) :
 On suppose que pour tout x, on a a(x) ≥ 0, d(x) ≥ 0, de plus a(x)− d(x) ≥ 0,
a− d 6≡ 0.
 On suppose que les fonctions a et d sont dans L∞(RN)
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 On suppose qu'il existe deux réels b∗ et c∗ 6= 0 tels que b(x) = b∗(a(x)− d(x)) et
c(x) = c∗(a(x)− d(x))
 Soit D∗ = 1 + 4b∗c∗ ; on suppose D∗ > 0
Remarque : Cette dernière hypothèse permet de s'assurer que M(x) est diagona-
lisable. On note ν+(x) et ν−(x) les deux valeurs propres distinctes de M(x). Les
hypothèses sur a − d permettent de s'assurer que l'une des valeurs propres est
toujours strictement supérieure à l'autre. On note ν+(x) la plus grande.
On note λ1(q− ν+) la valeur propre principale de −∆ + (q− ν+) sur RN , de même
λ1(q − ν−). Puisque ν+(x) > ν−(x), on a λ1(q − ν+) < λ1(q − ν−).
Théorème 20 On suppose que les hypothèses (HL), (HF ) et (HMv) sont vériﬁées.
On suppose de plus que f +
2b∗
1 +
√
D∗
g ≥ 0 p.p.
Alors si u1 et u2 sont les solutions du système, on a
Condition sur λ Condition sur M Conclusion
λ1(q − ν+)− δ < λ < λ1(q − ν+) c > 0 u1 et u2 sont
où δ > 0 dépend de f, g et M fondamentalement positives.
λ1(q − ν+)− δ < λ < λ1(q − ν+) c < 0 u1 est fondamentalement positive
où δ > 0 dépend de f, g et M et u2 fondamentalement négative
λ1(q − ν+) < λ < λ1(q − ν+) + δ c > 0 u1 et u2 sont
où δ > 0 dépend de f, g et M fondamentalement négatives.
λ1(q − ν+) < λ < λ1(q − ν+) + δ c < 0 u1 est fondamentalement négative
où δ > 0 dépend de f, g et M et u2 fondamentalement positive
Cas où a = d, les fonctions b et c sont proportionnelles entre elles,
et de même signe
Hypothèses (H ′Mv) :
 On suppose que pour tout x, on a a(x) ≥ 0.
 On suppose que la fonction a est dans L∞(RN)
 On suppose qu'il existe deux réels b∗ et c∗ 6= 0 tels que b(x) = b∗r(x) et
c(x) = c∗r(x) avec b∗, c∗ réels strictement positifs et  = ±1.
 De plus, la fonction r est dans L∞(RN), et r(x) > 0 pour tout x.
Ici aussi, les hypothèses sur la forme de b et c permettent de diagonaliser la matrice
M(x), l'une des valeurs propres, notée ν+(x) étant toujours supérieure à l'autre
valeur propre ν−(x), ce qui permet d'avoir λ1(q − ν+) < λ1(q − ν−).
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Théorème 21 On suppose que les hypothèses (HL), (HF ) et (H ′Mv) sont vériﬁées.
On suppose de plus que
√
c∗f + 
√
b∗g ≥ 0
Alors si u1 et u2 sont les solutions du système, on a
Condition sur λ Condition sur M Conclusion
λ1(q − ν+)− δ < λ < λ1(q − ν+) c > 0 u1 et u2 sont
où δ > 0 dépend de f, g et M fondamentalement positives.
λ1(q − ν+)− δ < λ < λ1(q − ν+) c < 0 u1 est fondamentalement positive
où δ > 0 dépend de f, g et M et u2 fondamentalement négative
λ1(q − ν+) < λ < λ1(q − ν+) + δ c > 0 u1 et u2 sont
où δ > 0 dépend de f, g et M fondamentalement négatives.
λ1(q − ν+) < λ < λ1(q − ν+) +−δ c < 0 u1 est fondamentalement négative
où δ > 0 dépend de f, g et M et u2 fondamentalement positive
Remarque : Dans tous les autres systèmes, l'ordre des équations était donné par la
condition a > d. Ici dans le cas  = 1, les deux solutions sont soit fondamentalement
positives soit fondamentalement négatives simultanément. Dans le cas  = −1, la
condition
√
c∗f + 
√
b∗g ≥ 0 revient simplement à ﬁxer l'ordre des équations.
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Chapitre 6
Comparaison des résultats avec les
résultats existants
Dans le cas d'un domaine borné régulier, l'existence et la positivité de solutions
pour un système coopératif d'équations est un résultat bien connu ; une référence
importante est Protter et Weinberger [PW].
Pour les opérateurs de Schrödinger sur RN , présentés au chapitre précédent, il
existe diﬀérents résultats de positivité, de négativité. Dans ce chapitre on présente
des résultats déjà connus pour des systèmes, non nécessairement coopératifs, en
soulignant les diﬀérences et les améliorations de notre résultat.
6.1 Principe du maximum pour des systèmes co-
opératifs
Cardoulis [C] en utilisant des méthodes variationnelles, la positivité forte pour une
équation et des résultats sur les matrices, a montré un principe du maximum pour
un système n× n.
On considère n potentiels qi, on note L la matrice diagonale des opérateurs −∆+qi,
F = (fi)i=1,n et M la matrice à coeﬃcients constants M = (mi,j)i,j.
On s'intéresse au système
(SS1) LU = MU + F
où U = (ui)i=1,n
Les hypothèses sur les potentiels sont les suivantes : pour tout i,le potentiel qi est
continu sur RN , supérieur à 1, et tend vers +∞ quand |x| tend vers +∞.
On note ϕ1(qi) l'état fondamental associé à la valeur principale λ1(qi) de l'opéra-
teur −∆ + qi. On note Λ la matrice diagonale des valeurs principales λ1(qi).
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Théorème 22 ([C] théorème 3.1.2 p 54)
On suppose que :
 les potentiels qi sont continus sur RN , supérieurs à 1, et tendent vers +∞
quand |x| tend vers +∞.
 les fonctions fi sont dans L2(RN)
 la matrice M est coopérative
 la matrice Λ−M est une M−matrice non singulière
Alors le système (SS1) vériﬁe le principe du maximum :
si F ≥ 0, alors U ≥ 0
La condition sur M n'est pas nécessaire et suﬃsante pour obtenir le principe du
maximum, sauf si tous les potentiels sont égaux. Il n'y a pas de comparaison à
l'état fondamental.
6.2 Positivité fondamentale pour des systèmes.
6.2.1 Systèmes coopératifs, et potentiels distincts
L'article d'Alziary, Fleckinger, Taká£ [AFT2] donne la comparaison à l'état fonda-
mental. Le premier résultat concerne des systèmes n × n coopératifs, et a permi-
toujours de la forme :
(SS1) LU = MU + F
Hypothèses sur les potentiels : Les hypothèses sur les potentiels sont plus
fortes. Elles utilisent une classe C ′Q de fonctions auxiliaires Q, déﬁnies sur R+ :
Classe C ′Q :
Il existe r0 tel que pour tout r ≥ r0, Q(r) > 0, Q est localement absolument
continue, Q′(r) ≥ 0, et il existe β ∈ (0; 1
2
) tel que
∫∞
r0
Q(r)−βdr <∞.
Hypothèse (H ′q)
 Le potentiel q s'écrit comme somme :
q(x) = q′(|x|) + q′′(x) pour tout x ∈ RN
de deux fonctions q′ et q′′ mesurables, et vériﬁant les propriétés suivantes, où Q
est une fonction auxiliaire de classe C ′Q :
Propriété de q′ : La fonction q′ : R+ → R est localement essentiellement bornée,
q′(r) ≥ const > 0 pour tout r ≥ 0 et il existe une constante c1 > 0 telle que
c1Q(r) ≤ q′(r) pour r0 ≤ r <∞
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Propriété de q′′ :
La fonction q′′ : RN → R est localement essentiellement bornée, telle que q(x) =
q′(|x|) + q′′(x) ≥ const > 0 pour tout x ∈ RN et il existe une constante c2 > 0 telle
que
|q′′(x)| ≤ c2Q (|x|)
1
2
−β pour x ∈ RN
Théorème 23 ([AFT2], théorème 4.1 p 19)
On suppose que :
 les potentiels qi, continus, vériﬁent l'hypothèse (H ′q) ;
 il existe une constante K, 0 < K < 1 telle que q1 − qi < Kq1
 les fonctions fi sont dans L2(RN)
 la matrice Λ−M est une M−matrice non singulière
Alors il existe une constante c > 0 telle que ui ≥ cϕ1(qi) pour toute composante ui
de solution U du système (SC3).
Dans tous ces articles, on utilse des méthodes variationnelles, mais on ne détermine
pas la valeur principale du système. Cela ne permet pas d'aller au-delà de la
positivité fondamentale.
6.2.2 Systèmes 2× 2 non coopératifs, même potentiel
On s'intéresse au cas d'un système 2×2, avec les deux potentiels égaux, q1 = q2 = q,
de la forme :
(SS2)
{ −∆u1 + qu1 = au1 + bu2 + f
−∆u2 + qu2 = cu1 + du2 + g
La technique utilisée est celle de de Figuerido, Mitidieri [FM]. En insérant ce
système dans un système 3× 3 bien choisi, et en appliquant le résultat précédent,
Alziary, Fleckinger, Taká£ [AFT2] donnent dans le cas b < 0, donc d'un système
non coopératif, le résultat de positivité fondamentale :
Théorème 24 ([AFT2], théorème 4.2 p 19)
On suppose que :
 les coeﬃcients : b < 0, c > 0 a > d et D = (a− d)2 + 4bc ≥ 0
 le potentiel q, vériﬁe les hypothèses (H ′1q) et (H ′′1q)
 la valeur principale λ1(q) > a et λ1(q) > d
 les fonctions f et g sont dans L2(RN), f ≥ 0 et g ≥ 0, f ou g 6= 0
 on suppose f − a− d+
√
D
2c
g ≥ 0
Alors il existe une constante C > 0 telle que u1 ≥ Cϕ1(q) et u2 ≥ Cϕ1(q).
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Remarque : La condition f − a− d+
√
D
2c
g ≥ 0 apparait comme une condition
technique, nécessaire pour plonger le système 2×2 dans le système coopératif 3×3.
Notre méthode montre que cette condition correspond au sens de la projection du
vecteur F sur le vecteur propre à coordonnées positives de M .
6.3 Négativité fondamentale pour un système co-
opératif, potentiel radial
Les travaux cités précédemment ne donnent pas de résultat de négativité fonda-
mentale. Dans sa thèse, Besbas [Be] a établi des résultats de ϕ1−négativité pour
des systèmes 2× 2.
Le résultat de négativité fondamentale pour une équation, utilisé dans ce travail
n'était pas vériﬁé pour f ∈ X, mais sur un ensemble plus restreint, noté Xα,2, où
N − 1
2
< α <∞
Déﬁnition 12 Soit SN−1 =
{
ω ∈ RN , |ω| = 1} et ∆S l'opérateur de Laplace-
Beltrami sur SN−1.On pose pour tout x de RN , r = |x| et x′ = x
r
. Alors Xα,2
est l'ensemble :{
f ∈ L2loc(RN , ∃C > 0,
∮
|f(r, x′)|2dσ(x′) +
∮ ∣∣∣[(−∆S)α2 f] (r, x′)∣∣∣2 dσ(x′) ≤ (Cϕ1)2 ∀r ∈ R+}
La plus petite constante C > 0 déﬁnit la norme ‖f‖Xα,2
Dans le cas particulier où f est radiale, on a l'équivalence : f ∈ Xα,2 ⇔ f ∈ X
Cardoulis a apporté des résultas complémentaires à ceux indiqués ici.
6.3.1 Système de deux équations
On s'intéresse au cas d'un système 2×2, avec les deux potentiels égaux, q1 = q2 = q.
Le système est de la forme :
(SS3)
{ −∆u1 + qu1 = λu1 + bu2 + f
−∆u2 + qu2 = cu1 + λu2 + g
Les coeﬃcients a, b c et d sont constants.
Le potentiel q vériﬁe l'hypothèse suivante :
Hypothèse (Hq−rad)
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 La fonction q est radiale, q : R+ → R est continue, positive, q(|x|) ≥ const >
0.
 De plus, il existe une fonction auxilaire Q : R+ → R et une constante Cq > 0,
qui vériﬁent pour tout r ≥ r0 > 0 :
Q(r) > 0, Q est localement absolument continue,
Q′(r) ≥ 0 et∫ +∞
r0
Q(r)−
1
2dr <∞ et
CqQ(r) ≤ q(r) +
(N − 1)(N − 3)
4r2
Le résultat de négativité fondamentale est le suivant :
Théorème 25 (Besbas [Be] théorème 3.3.3 p 32)
On suppose que :
 le potentiel q vériﬁe l'hypothèse (Hq−rad)
 les coeﬃcients a, b c et d sont des constantes, b > 0, c > 0 (le système est
coopératif)
 f et g sont dans Xα,2,
 f > 0, g > 0
Soit Λ1 = λ1(q)−
√
bc et Φ1 =
(
ϕ1
γϕ1
)
, avec γ =
√
b
c
Alors il existe un nombre δ(f, g, b, c) > 0 el que pour tout λ ∈ (Λ1,Λ1 + δ), la
solution U =
(
u1
u2
)
, du système (SS3) vériﬁe
U ≤ −CΦ1
où C = C(f, g, b, c, λ) est une constante strictement positive.
Ce résultat de négativité fondamentale est obtenu par découplage, et en utilisant
la norme d'opérateur K = (Lq − λI)−1 On utilise le même type de technique dans
le chapitre suivant pour les nouveaux résultats.
Pour un système n × n dans le cas symétrique, Besbas a pu déterminer la valeur
principale.
Pour le nouveau résultat, on utilise des énoncés de positivité ou de négativité
fondamentale plus puissant que ceux dont disposait Besbas.
56
Chapitre 7
Démonstration des résultats
7.1 Principal résultat
Pour cette démonstration, on cherche à mener une étude semblable à celle de
Cosner et Schaefer [CS]. Leur article donne le signe de solutions à un système 2×2
d'équations elliptiques, sur un domaine borné régulier, en utilisant les techniques
de découplage.
En découplant le système étudié, et en utilisant la décomposition de la résolvante
de l'opérateur de Schrödinger, on réussit à mener une étude similaire à celle de
Cosner et Schaefer. En eﬀet, pour aborder des problèmes dans un domaine non
borné, il faut être capable de contrôler le comportement des solutions à l'inﬁni, ce
que permet le résultat de compacité de la résolvante de [AFT2]. En réalisant le
découplage sur des systèmes 2× 2 d'opérateurs de Schrödinger sur RN , on aboutit
à des résultats donnant la comparaison à l'état fondamental.
On considère un système de deux équations de la forme
(SSch)
{ −∆u1 + q(x)u1 = λu1 + a u1 + b u2 + f
−∆u2 + q(x)u2 = λu2 + c u1 + d u2 + g
système qu'on note aussi :
(SSch) LU = λU +MU + F
où les composantes a b c et d de M sont des constantes.
Les hypothèses (Hq), (HF ) sont supposées vériﬁées.
Première partie : découplage du système
Lorsqu'on suppose l'hypothèse (HM), la condition D = (a− d)2 + 4bc > 0 permet
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d'aﬃrmer que M possède deux valeurs propres réelles :
ν+ =
a+ d+
√
D
2
et ν− =
a+ d−√D
2
.
La plus grande valeur propre ν+ est strictement positive.
Remarque : La condition D > 0 est toujours vériﬁée dans le cas d'une matrice
coopérative irréductible.
Soit v+ =
 a− d+√D2
c
 et v− =
 −ba− d+√D
2
.
Ces deux vecteurs v+ et v− sont des vecteurs propres deM , associés respectivement
aux valeurs propres ν+ et ν−. Le vecteur v+ a sa première composante strictement
positive, puisque a ≥ d d'après l'hypothèse (HM) et que D > 0.
Soit P la matrice de passage formée par v+ et v−. La matrice inverse est
P−1 =
1√
D
 1
2b
a− d+√D−2c
a− d+√D 1

On note
(
u˜1
u˜2
)
= P−1
(
u1
u2
)
et
(
f˜
g˜
)
= P−1
(
f
g
)
. Puisque f et g sont dans
X, f˜ et g˜ sont dans X.
Remarque : On a
(
f
g
)
= f˜v+ + g˜v− autrement dit f˜ est la projection de
(
f
g
)
sur le vecteur propre v+ parallèlement à v−. L'hypothèse f+
2b
a− d+√Dg ≥ 0 p.p.,
c'est à dire f˜ ≥ 0 signiﬁe que cette projection est orientée de la même façon que
le vecteur v+.
Le système s'écrit :{
−∆u˜1 + qu˜1 = (λ+ ν+) u˜1 + f˜ (1)
−∆u˜2 + qu˜2 = (λ+ ν−) u˜2 + g˜ (2)
Une fois déterminés u˜1 et u˜2, les inconnues u1 et u2 peuvent être calculées par les
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relations :
u1 =
a− d+√D
2
u˜1 − bu˜2 (3)
u2 = cu˜1 +
a− d+√D
2
u˜2 (4)
Seconde partie : Etude de la positivité ou de la négativité fondamentale
des solutions.
On suppose λ < λ1 − ν−. Alors l'équation (2) satisfait à la positivité fondamen-
tale (théorème 16). Puisque les fonctions f˜ et g˜ sont dans X et pour une certaine
constante Cg˜, on a
|u˜2| ≤
(
λ1 − λ− ν−
)−1
Cg˜ϕ1
Premier cas Lorsque λ < λ1 − ν+ < λ1 − ν−, l'équation (1) vériﬁe la positivité
fondamentale (théorème 16), donc on a
u˜1 ≥ C(λ, f˜)ϕ1
où C(λ, f˜) tend vers +∞ quand λ tend vers λ1 − ν+ d'après la proposition 9.
De plus, on a
|u˜2| ≤
(
λ1 − λ− ν−
)−1
Cg˜ϕ1 ≤
(
ν+ − ν−)−1Cg˜ϕ1
Par conséquent u˜2 reste borné, alors que u˜1 prend de grandes valeurs quand λ tend
vers λ1 − ν+.
Donc il existe un réel strictement positif δ, qui dépend à fois de f , g et M , tel que,
pour tout λ de (λ1 − ν+ − δ, λ1 − ν+), on obtient pour u1 et u2, en reprenant les
équations (3) et (4), u1 ≥ Cu1ϕ1 et u2 ≥ Cu2ϕ1 où Cu1 et Cu2 sont deux constantes
positives.
Second cas Lorsque λ1 − ν+ < λ < λ1 − ν−, la relation
|u˜2| ≤
(
λ1 − λ− ν−
)−1
Cg˜ϕ1
reste vériﬁée, et l'équation (1) vériﬁe le principe de négativité fondamentale (théo-
rème 17). Donc il existe δu˜1 ≤ ν+ − ν−,strictement positif, tel que pour tout
λ ∈ (λ1 − ν+, λ1 − ν+ + δu˜1), on a :
|u˜2| ≤
(
λ1 − λ− ν−
)−1
Cg˜ϕ1 ≤
(
ν+ − ν− − δu˜1
)−1
Cg˜ϕ1
et u˜1 ≤ −C(λ, f˜)ϕ1 avec C(λ, f˜) qui tend vers +∞ lorsque λ tend vers λ1 − ν+.
Par conséquent, u˜2 reste bornée, alors que u˜1 prend de grandes valeurs négatives,
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lorsque λ est assez proche de λ1 − ν+.
Donc il existe un réel strictement positif δ, qui dépend à fois de f , g et M , tel que,
pour tout λ de (λ1 − ν+, λ1 − ν+ + δ), on obtient pour u1 et u2, dans le cas c > 0,
en reprenant les équations (3) et (4), u ≤ −Cu1ϕ1 et u2 ≤ −Cu2ϕ1 où Cu1 et Cu2
sont deux constantes positives.
Dans le cas c < 0, on obtient u1 ≤ Cu1ϕ1 et u2 ≥ Cu2ϕ1 où Cu1 et Cu2 sont deux
constantes positives. 
7.2 Le cas particulier c = 0
On peut utiliser la même méthode pour le cas c = 0.
Les valeurs propres de M sont alors a et d, l'hypothèse a > d permet de s'assurer
que M possède deux valeurs propres distinctes.
Ici on a : v+ =
(
1
0
)
et v− =
(
b
a−d
1
)
, vecteurs propres de M , associés respec-
tivement aux valeurs propres a et d. Soit P la matrice de passage formée par v+
et v−. La matrice inverse est :
P−1 =
(
1 −b
a−d
0 1
)
On note toujours
(
u˜1
u˜2
)
= P−1
(
u1
u2
)
et
(
f˜
g˜
)
= P−1
(
f
g
)
. Puisque f et g
vériﬁent g ≥ 0 et f − b
a− dg ≥ 0 p.p., on a f˜ ≥ 0 p.p. et g˜ ≥ 0 p.p.
Le système s'écrit :{
−∆u˜1 + q1u˜1 = (λ+ a) u˜1 + f˜ (1′)
−∆u˜2 + q2u˜2 = (λ+ d) u˜2 + g˜ (2′)
Et on dispose des relations :
u1 = u˜1 +
b
a− du˜2 (3
′)
u2 = u˜2 (4
′)
On suppose λ < λ1(q2) − d. Alors l'équation (2') satisfait à la positivité fonda-
mentale du théorème 16. Les fonctions f˜ et g˜ sont dans X et pour une certaine
constante Cg˜, on a
|u˜2| ≤ (λ1(q2)− λ− d)−1Cg˜ϕ1.
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De plus, puisque g˜ ≥ 0, on sait que u˜2 est fondamentalement positive.
Premier cas Lorsque λ < λ1(q1)−a < λ1(q2)−d, l'équation (1') vériﬁe la positivité
fondamentale du théorème 16, donc on a, d'après la proposition 9,
u˜1 ≥ C(λ, f˜)ϕ1
où C(λ, f˜) tend vers +∞ quand λ tend vers λ1(q1)− a.
De plus, on a
|u˜2| ≤ (λ1(q2)− λ− d)−1Cg˜ϕ1 ≤ (a− d)−1Cg˜ϕ1
Par conséquent u˜2 reste borné, alors que u˜1 prend de grandes valeurs quand λ tend
vers λ1(q1)− a.
Donc il existe un réel strictement positif δ, qui dépend à fois de f , g et M , tel que,
pour tout λ de (λ1(q1)− a− δ, λ1(q1)− a), on obtient pour u1 et u2, en reprenant
les équations (3′) et (4′), u1 ≥ Cu1ϕ1 et u2 ≥ Cu2ϕ1 où Cu1 et Cu2 sont deux
constantes positives.
Second cas Lorsque λ1(q1)− a < λ < λ1(q2)− d, la relation
|u˜2| ≤ (λ1(q2)− λ− d)−1Cg˜ϕ1
reste vériﬁée, et l'équation (1′) vériﬁe le principe de négativité fondamentale (théo-
rème 17). Donc il existe δu˜1 ≤ a − d, strictement positif, tel que pour tout
λ ∈ (λ1(q1)− a, λ1(q1)− a+ δu˜1), on a :
|u˜2| ≤ (λ1(q2)− λ− d)−1Cg˜ϕ1 ≤ (a− d− δu˜1)−1Cg˜ϕ1
et
u˜1 ≤ −C(λ, f˜)ϕ1
avec C(λ, f˜) qui tend vers +∞ lorsque λ tend vers λ1(q1)− a.
Par conséquent, u˜2 reste bornée, alors que u˜1 prend de grandes valeurs négatives,
lorsque λ est assez proche de λ1(q1)− a.
Donc il existe un réel strictement positif δ′, qui dépend à fois de f , g etM , tel que,
pour tout λ de (λ1(q1)− a, λ1(q1)− a+ δ′), on obtient pour u1 et u2, en reprenant
les équations (3) et (4), u1 ≤ −Cu1ϕ1 et u2 ≥ Cu2ϕ1 où Cu1 et Cu2 sont deux
constantes positives.
7.3 Coeﬃcients variables
7.3.1 Première forme : a 6= d, les fonctions b et c étant pro-
portionnelles à a− d
Les calculs précédents pour diagonaliser M dans le cas général c 6= 0 reste va-
lables ; mais on peut écrire D sous la forme D = (a − d)D∗. Les valeurs propres
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s'écrivent alors ν+(x) =
a(x) + d(x) + (a(x)− d(x))D∗
2
, qui est strictement posi-
tive quelquesoit x et ν− =
a(x) + d(x)− (a(x)− d(x))D∗
2
< ν+.
Ici, on peut prendre comme vecteurs propres : v+ =
 1 +√D∗2
c∗
 et v− = −b∗1 +√D∗
2
.
Ces deux vecteurs v+ et v− sont des vecteurs propres deM , associés respectivement
aux valeurs propres ν+ et ν−. Le vecteur v+ a sa première composante strictement
positive. On remarque que les composantes des deux vecteurs propres choisis sont
constantes.
Soit P la matrice de passage formée par v+ et v−. La matrice inverse est
P−1 =
1√
D∗
 1
2b∗
1 +
√
D∗−2c∗
1 +
√
D∗
1

On note comme précédemment :
(
u˜1
u˜2
)
= P−1
(
u1
u2
)
et
(
f˜
g˜
)
= P−1
(
f
g
)
.
Par le changement de variable ainsi déﬁni, le système s'écrit :{
−∆u˜1 + (q − ν+)u˜1 = λu˜1 + f˜ (1′′)
−∆u˜2 + (q − ν−)u˜2 = λu˜2 + g˜ (2′′)
Une fois déterminés u˜1 et u˜2, les inconnues u1 et u2 peuvent être calculées par les
relations :
u1 =
1 +
√
D∗
2
u˜1 − b∗u˜2 (3′′)
u2 = c
∗u˜1 +
1 +
√
D∗
2
u˜2 (4
′′)
L'hypothèse (HMv) entraîne que les fonctions ν
+ et ν− sont bornées. D'après la
remarque du paragraphe donnant l'hypothèse (Hq), l'espace X est le même pour
q, q− ν+ et q− ν−. De plus, on a λ1(q− ν−)− λ1(q− ν+) ≥ supx{ν+(x)− ν−(x)}
Notons h = supx{ν+(x)− ν−(x)}.
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Si λ < λ1(q− ν−), l'équation (2) satisfait à la positivité fondamentale (théorème
16). Puisque les fonctions f˜ et g˜ sont dans X et pour une certaine constante Cg˜,
on a
|u˜2| ≤
(
λ1(q − ν−)− λ
)−1
Cg˜ϕ1
Premier cas Lorsque λ < λ1(q−ν+) < λ1(q−ν−), l'équation (1) vériﬁe la positivité
fondamentale (théorème 16), donc on a
u˜1 ≥ C(λ, f˜)ϕ1
où C(λ, f˜) tend vers +∞ quand λ tend vers λ1(q − ν+) d'après la proposition 9.
De plus, on a
|u˜2| ≤
(
λ1(q − ν−)− λ
)−1
Cg˜ϕ1 ≤ h−1Cg˜ϕ1
où h = supx{ν+(x)− ν−(x)}
Par conséquent u˜2 reste borné, alors que u˜1 prend de grandes valeurs quand λ tend
vers λ1(q − ν+).
Donc il existe un réel strictement positif δ, qui dépend à fois de f , g et M , tel que,
pour tout λ de (λ1(q− ν+)− δ, λ1(q− ν+)), on obtient pour u1 et u2, en reprenant
les équations (3′′) et (4′′), u1 ≥ Cu1ϕ1 et u2 ≥ Cu2ϕ1 où Cu1 et Cu2 sont deux
constantes positives.
Second cas Lorsque λ1(q − ν+) < λ < λ1(q − ν−), la relation
|u˜2| ≤
(
λ1(q − ν−)− λ
)−1
Cg˜ϕ1
reste vériﬁée, et l'équation (1′′) vériﬁe le principe de négativité fondamentale
(théorème 17). Donc il existe δu˜1 ≤ h,strictement positif, tel que pour tout λ ∈
(λ1(q − ν+), λ1(q − ν+) + δu˜1), on a :
|u˜2| ≤
(
λ1(q − ν−)− λ
)−1
Cg˜ϕ1 ≤ (h− δu˜1)−1Cg˜ϕ1
et u˜1 ≤ −C(λ, f˜)ϕ1 avec C(λ, f˜) qui tend vers +∞ lorsque λ tend vers λ1(q−ν+).
Par conséquent, u˜2 reste bornée, alors que u˜1 prend de grandes valeurs négatives,
lorsque λ est assez proche de λ1(q − ν+).
Donc il existe un réel strictement positif δ, qui dépend à fois de f , g et M , tel que,
pour tout λ de (λ1(q − ν+), λ1(q − ν+) + δ), on obtient pour u1 et u2, dans le cas
c∗ > 0, en reprenant les équations (3′′) et (4′′), u1 ≤ −Cu1ϕ1 et u2 ≤ −Cu2ϕ1 où
Cu1 et Cu2 sont deux constantes positives.
Dans le cas c∗ < 0, on obtient u1 ≤ Cu1ϕ1 et u2 ≥ Cu2ϕ1 où Cu1 et Cu2 sont deux
constantes positives.
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7.3.2 Seconde forme a = d, les fonctions b et c étant propor-
tionnelles entre elles
Puisque b = b∗r(x) et c = c∗r(x), on obtient D = 4b∗c∗r2(x), et les deux valeurs
propres sont :
ν+(x) = a(x) +
√
b∗c∗r(x), strictement positive
et ν−(x) = a(x)−√b∗c∗r(x) < ν+(x).
On remarque que ν+(x) − ν−(x) = 2√b∗c∗r(x), qui est bornée. On note comme
précédemment h = supx{ν+(x)−ν−(x)}. On a encore λ1(q−ν−)−λ1(q−ν+) ≥ h.
Ici, les vecteurs propres : v+ =
( √
b∗

√
c∗
)
et v− =
( −√b∗√
c∗
)
sont associés
respectivement aux valeurs propres ν+ et ν−. On a toujours pour le vecteur v+
la première composante strictement positive. Les composantes des deux vecteurs
propres choisis sont constantes.
Soit P la matrice de passage formée par v+ et v−. La matrice inverse est
P−1 =

1
2
√
b∗

2
√
c∗−
2
√
b∗
1
2
√
c∗

On retrouve alors le système{
−∆u˜1 + (q − ν+)u˜1 = λu˜1 + f˜ (1′′)
−∆u˜2 + (q − ν−)u˜2 = λu˜2 + g˜ (2′′)
en faisant le même changement de variable que précédemment.
La condition
√
c∗f + 
√
b∗g ≥ 0 assure de la positivité de f˜ . L'étude de la compa-
raison des solutions à l'état fondamental est la même que dans le cas précédent.
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RESUME de la THESE
L'objet de cette thèse est l'étude de solutions de certains systèmes d'opérateurs
elliptiques, soit sur des domaines bornés, soit sur RN tout entier.
Dans la première partie, les solutions respectent la condition de Dirichlet raﬃnée.
Cette condition au bord, déﬁnie par Strook et Varadhan, est adaptée aux domaines
bornés sans condition de régularité. L'utilisation de plusieurs versions adaptées du
théorème de Krein-Rutman permet ici de déterminer le signe des solutions des
systèmes.
Dans la seconde partie, les opérateurs sont des opérateurs de Schrödinger. On
établit les comparaisons à l'état fondamental pour des solutions de systèmes 2×2,
dans le cas de systèmes à coeﬃcients constants, et dans le cas de certains systèmes
à coeﬃcients variables.
Mots clés
Systèmes elliptiques, domaines non réguliers, opérateur de Schrödinger, principe
du maximum, principe d'anti-maximum, positivité fondamentale, négativité fon-
damentale.
ABSTRACT
This thesis is devoted to the study of solutions of some elliptic systems, either on
bounder non regular domains or on RN .
In the ﬁrst part, solutions respect the Reﬁned Dirichlet Condition. This condi-
tion, deﬁned by Strook and Varadhan, is adapted to bounded domains, whithout
condition of regularity. Some adapted Krein-Rutman's Theorem permit to know
the sign of solutions of the system.
In the second part, operators are Schrödinger operators. We study comparison
with the fundamental state for 2× 2 systems, in the case of systems with constant
coeﬃcients, and in the case of some systems with variable coeﬃcients.
Key words
Elliptic systems, non regular domains, Schrödinger operators, maximum principle,
anti-maximum principle, fundamental positivity, fundamental negativity.
