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Racˇunalna tomograﬁja (engl. Computerized Tomography - CT) je slikovna radiološka metoda koja
podrazumijeva korištenje ionizirajuc´e-rendgenskog zracˇenja [1] u svrhu kreiranja slojevitog prikaza
odred¯enog dijela tijela. CT je pogodan za prikaz koštanih struktura, slobodnih zglobnih tijela te
topografskog odnosa koštanih i mekotkivnih struktura. Prema [2], rastuc´i broj CT snimki povec´ava
potencijalni rizik od zracˇenja i postaje razlog zabrinutosti javnosti. Da bi se smanjio potencijalni
rizik, CT s niskom dozom zracˇenja privlacˇi sve vec´u pozornost, ali smanjivanje kolicˇine zracˇenja
znatno pogoršava kvalitetu CT snimke.
Cilj ovog diplomskog rada je dati teorijsku podlogu vezanu za konvolucijske neuronske mreže,
opisati state of the art metode unaprjed¯ivanja kvalitete CT snimki primjenom neuronskih mreža te za
prakticˇni dio implementirati neuronsku mrežu koja unaprjed¯uje kvalitetu CT snimki iz prikupljenog
skupa podataka. Glavna motivacija rada je razvoj neuronske mreže koja radiolozima omoguc´uje
korištenje niže kolicˇine zracˇenja za snimke jednake kvalitete kao kod onih snimljenih s višom
dozom.
U drugom c´e se poglavlju opisati teorijska podloga vezana za umjetne neuronske mreže, duboke
neuronske mreže i konvolucijske neuronske mreže. Navest c´e se razlicˇiti slojevi konvolucijske
neuronske mreže te opisati kako neuronske mreže ucˇe. U trec´em c´e se poglavlju opisati state of
the art metode unaprjed¯ivanja kvalitete CT snimki primjenom neuronskih mreža. U cˇetvrtom c´e se
poglavlju opisati dvije predložene neuronske mreže kreirane u svrhu unaprjed¯ivanja kvalitete CT
snimki. Navest c´e se njihova arhitektura, korišteni skup podataka, opisati proces ucˇenja te c´e se
prikazati rezultati evaluacije predloženih mreža.
1.1. Zadatak diplomskog rada
Zadatak diplomskog rada je istražiti i opisati state of the art metode unaprjed¯ivanja kvalitete CT
snimki primjenom neuronskih mreža. Za prakticˇni dio rada potrebno je razviti sustav za generiranje
podataka za ucˇenje te razviti arhitekturu neuronske mreže koja c´e omoguc´iti unaprjed¯ivanje kvalitete
CT snimki.
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2. UMJETNE NEURONSKE MREŽE
Umjetne neuronske mreže (engl. artiﬁcial neural networks) ili skrac´eno neuronske mreže (engl.
neural networks) prvotno su bile inspirirane nacˇinom rada ljudskog mozga [3], ali se vremenom
udaljilo od pokušaja emulacije rada mozga i pocˇelo koristiti prikladnija rješenja za speciﬁcˇne
probleme. Neki od tih problema su: racˇunalni vid, obrada prirodnog jezika (engl. natural language
processing) i prepoznavanje govora.
Neuronske mreže postoje vec´ dugo godina, ali su se tek u zadnje vrijeme postavile kao bolji izbor
u odnosu na konkurentne metode strojnog ucˇenja. Prema [3], primarni razlog toga je brzi razvoj
racˇunalne tehnologije i cˇinjenica da neuronske mreže omoguc´uju korištenje GPU-a (engl. Graphics
Processing Unit - jedinica za obradu graﬁke) koji su znatno brži od CPU-a (engl. Central Processing
Unit - središnja jedinica za obradu), koje koriste tradicionalne metode, prilikom obrade podataka.
Takod¯er, neuronske mreže omoguc´uju kreiranje kompleksnijih i boljih algoritama te obradu vec´eg
skupa podataka (engl. dataset) u odnosu na konkurentne metode.
Kao i sve ostale metode strojnog ucˇenja, neuronska mreža se može opisati kao matematicˇki model
za obradu informacija. U neuronskim se mrežama obrada informacija odvija kroz niz jednostavnih,
povezanih elemenata koji se nazivaju neuroni i koji izmjenjuju informacije putem veza koje ih
povezuju. Neuroni su matematicˇke funkcije koje na temelju jednog ili više ulaza daju izlaz. Veze
izmed¯u neurona su opisane težinama koje odred¯uju njihovu važnost te kako se obrad¯uju informacije.
Svaki neuron ima unutarnje stanje koje je odred¯eno na temelju izlaza svih neurona koji su s njime
povezani. Izlaz neurona se odred¯uje korištenjem aktivacijske funkcije koja omoguc´uje kreiranje
nelinearnih neuronskih mreža i koja je izracˇunata na temelju unutarnjeg stanja neurona. Na slici
Sl. 2.1. nalazi se prikaz najcˇešc´e korištenih aktivacijskih funkcija.
Sl. 2.1.: Najcˇešc´e korištene aktivacijske funkcije [4]
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Neuronska mreža može imati neogranicˇen broj neurona koji su organizirani u med¯usobno povezane
slojeve (engl. layers). Ulazni sloj predstavlja skup podataka i pocˇetne uvjete te se inacˇe ne broji kod
opisa mreže i utvrd¯ivanja broja slojeva, a izlazni sloj predstavlja izlaz iz mreže. Izlazni sloj može
imati više od jednog neurona, a to je izuzetno korisno kod klasiﬁkacije gdje svaki izlazni neuron
predstavlja jednu od klasa.
Na slici Sl. 2.2. nalazi se prikaz neuronske mreže koja se sastoji od više ulaza koji su povezani s
jednim neuronom. Prvi iznosi 1 i on ima težinu koja je predstavljena slovom b, što oznacˇava bias.
Sl. 2.2.: Neuronska mreža [3]




xiwi + b) (2-1)
gdje y predstavlja izlaz, f() aktivacijsku funkciju, xi ulaze, wi težine, a b bias. Izlaz, ulazi, težine i
bias su numericˇke vrijednosti.
Izmed¯u ulaznog i izlaznog sloja neuronske mreže se može nalaziti još slojeva koji se nazivaju
skrivenim slojevima. Na slici Sl. 2.3. nalazi se prikaz neuronske mreže s 3 potpuno povezana sloja.
Uobicˇajeno je da svi neuroni u istom sloju imaju jednaku aktivacijsku funkciju, ali za razlicˇite
slojevi ona ne mora biti jednaka.
Svaka neuronska mreža mora proc´i kroz postupak ucˇenja (engl. training) da bi se suvislo podesili
parametri mreže, tj. težine veza izmed¯u neurona. Buduc´i da je neuronska mreža aproksimacija
kriterijske funkcije, niti jedna mreža nec´e biti jednaka kriterijskoj funkciji koju aproksimira nego
c´e se od nje razlikovati za pogrešku (engl. error). Prilikom ucˇenja koristi se backpropagation
algoritam koji, nakon svakog prolaska podataka kroz mrežu, ponovno podešava parametre mreže s
ciljem minimizacije pogreške.
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Sl. 2.3.: Neuronska mreža s 3 sloja [3]
2.1. Duboke neuronske mreže
Neuronske mreže koje imaju više od jednog skrivenog sloja nazivaju se duboke neuronske mreže
(engl. deep neural networks). Glavni razlog korištenja dubokih neuronskih mreža je razina ucˇenja.
One ne ucˇe samo kako predvidjeti izlaz na temelju ulaznih podataka nego imaju sposobnost
razumijevanja osnovnih znacˇajki i karakteristika ulaza. Ta se sposobnost naziva duboko ucˇenje
(engl. deep learning).
Njihova upotreba je najcˇešc´a pri rješavanju problema predikcije, detekcije znacˇajki i klasiﬁkacije.
Najpoznatije primjene dubokog ucˇenja u praksi:
- Googleov Vision API [5] i Amazonov Rekognition [6] omoguc´uju korištenje dubokog ucˇenja
u svrhu raznih primjena racˇunalnog vida kao što su: prepoznavanje i detekcija objekata i
scena na slikama, prepoznavanje teksta, prepoznavanje lica,
- obrada MR (engl. Magnetic Resonance - magnetna rezonanca) [7] i CT [2] snimki u medicini,
- Googleov Neural Machine Translation API [8] omoguc´uje korištenje dubokih neuronskih
mreža za racˇunalno prevod¯enje,
- Googleov Assistant [9], Appleova Siri [10] i Amazonova Alexa [11] se oslanjaju na duboke
neuronske mreže za prepoznavanje govora,
- Googleov AlphaGo [12], koji je baziran na dubokom ucˇenju, je 2016. godine pobijedio
svjetskog prvaka Lee Sedola u poznatoj japanskoj strateškoj igri Go.
Najpopularnije biblioteke otvorenog koda (engl. open-source libraries) koje se koriste za duboko
ucˇenje u programskom jeziku Python su TensorFlow, Keras i PyTorch.
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2.2. Konvolucijske neuronske mreže
Konvolucijska neuronska mreža (engl. convolutional neural network) ili jednostavno konvolucijska
mreža je vrsta dubokih neuronskih mreža koja, prema [3], trenutno daje bolje rezultate od svih
ostalih metoda strojnog ucˇenja u podrucˇju racˇunalnog vida i obrade prirodnog jezika. Vid je jedan
od najbitnijih ljudskih osjetila te se na njega oslanjamo gotovo pri svakoj radnji. Unatocˇ tome,
racˇunalni vid i prepoznavanje slika je do sada bio jedan od najtežih problema racˇunalnih znanosti.
Vrlo je teško objasniti racˇunalu koje sve znacˇajke cˇine koji objekt i kako ih prepoznati, ali dubokim
ucˇenjem neuronske mreže mogu samostalno naucˇiti te znacˇajke.
Konvolucijske neuronske mreže se sastoje od niza slojeva: konvolucijski slojevi (engl. convolutional
layers), slojevi sažimanja (engl. pooling layers) i potpuno povezani slojevi (engl. fully connected
layers). Na slici Sl. 2.4. nalazi se prikaz jedne arhitekture konvolucijske neuronske mreže koja služi
za klasiﬁkaciju slika.
Sl. 2.4.: Arhitektura konvolucijske neuronske mreže [3]
2.2.1. Konvolucijski sloj
Konvolucijski sloj je najbitniji sloj u konvolucijskim neuronskim mrežama i služi za ekstrakciju
znacˇajki iz ulaznih podataka. Sastoji se od niza kernela koji predstavljaju ﬁltere koji se primjenjuju
na svim dijelovima ulaznih podataka. Kernel je deﬁniran nizom težina koje imaju sposobnost ucˇenja.
Buduc´i da su ulazni podatci dvodimenzionalni u slucˇaju crno-bijele slike te trodimenzionalni u
slucˇaju slike u boji (RGB), svaki piksel slike predstavljen je s jednim (crno-bijela slika) ili tri
neurona (slika u boji). Svaki neuron sadrži intenzitet boje piksela na tom mjestu te su samo susjedni
neuroni povezani, što smanjuje broj težina. Na slici Sl. 2.5. nalazi se ilustracija primjene kernela
dimenzije 3x3 na dvodimenzionalne ulazne podatke.
Kernel se prvo postavlja u gornji lijevi kut slike te se za odred¯ivanje izlaznog neurona utvrd¯uje
ponderirana suma (engl. weighted sum) ulaza s ciljem da se istakne speciﬁcˇna znacˇajka ulaza,
primjerice rub ili crta. Skup neurona koji sudjeluju u ulazu kernela nazivaju se receptivno polje
(engl. receptive ﬁeld). U kontekstu mreže, izlaz dobiven primjenom kernela predstavlja aktivacijsku
vrijednost neurona u sljedec´em sloju. Kernel se tako pomicˇe po slici s korakom (engl. stride)
odred¯ene velicˇine dok ne obid¯e cijelu površinu ulaznih podataka, a tijekom obilaska mu težine ostaju
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Sl. 2.5.: Primjena kernela na dvodimenzionalne ulazne podatke [3]
Sl. 2.6.: Konvolucija s kernelom velicˇine 2x2 [3]
nepromijenjene. Na slici Sl. 2.6. nalazi se prikaz konvolucije gdje se na temelju ulaza dimenzije
4x4 i kernela dimenzije 2x2 dobije izlaz dimenzije 9x9.
Izlazni podatci dobiveni konvolucijom se nazivaju mapama znacˇajki (engl. feature maps) i svaki
konvolucijski sloj ih može imati više, ali je svaka mapa dobivena kernelom razlicˇitih težina. Mape
znacˇajki se koriste kao ulazi u sljedec´i sloj konvolucijske mreže.
2.2.2. Sloj sažimanja
Sloj sažimanja dijeli ulazne podatke na matricu gdje svaka podmatrica predstavlja receptivno polje
nekoliko neurona. Nakon toga se na svaku podmatricu primjenjuje operaciju sažimanja. Sloj
sažimanja ne mijenja dubinu ulaznih podataka nego samo služi da se reprezentacija slike drži
što manjom. Najcˇešc´i oblik sažimanja je po maksimalnoj vrijednosti (Sl. 2.7.), a postoji i oblik
sažimanja po srednjoj vrijednosti (Sl. 2.8.). Slojevi sažimanja su deﬁnirani korakom i velicˇinom
receptivnog polja. Na slikama je za izracˇun izlaza korišten korak od 2, a velicˇina perceptivnog polja
je bila 2x2.
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Sl. 2.7.: Sažimanje po maksimalnoj vrijednosti [3]
Sl. 2.8.: Sažimanje po srednjoj vrijednosti [3]
2.2.3. Potpuno povezani sloj
Potpuno povezani slojevi predstavljaju nekoliko potpuno povezanih slojeva neurona i oni, korišten-
jem aktivacijske funkcije, estimiraju izlaze konvolucijske neuronske mreže. Ako je namjena mreže
višeklasna klasiﬁkacija onda se koristi softmax aktivacijska funkcija, a broj izlaznih neurona je
jednak broju klasa iz skupa za klasiﬁkaciju. Softmax aktivacijska funkcija odred¯uje vjerojatnosti da
objekt koji se klasiﬁcira pripada pojedinoj klasi, a ukupan zbroj vjerojatnosti uvijek iznosi 1.
2.3. Ucˇenje neuronskih mreža
Nakon deﬁniranja arhitekture neuronske mreže koja sadrži informacije o mreži kao što su vrsta
ulaza, broj skrivenih slojeva, broj neurona u skrivenom sloju, aktivacijska funkcija i vrsta izlaza,
moraju se postaviti težine koje c´e deﬁnirati interna stanja svakog neurona.
Prema [3], svaka neuronska mreža je aproksimacija kriterijske funkcije te ne može nikada biti
jednaka funkciji koju aproksimira. Tijekom ucˇenja neuronske mreže, cilj je minimizirati pogrešku
aproksimacije. Pogreška ovisi o težinama, kojih je mnogo u neuronskim mrežama, tako da se za
pogrešku može rec´i da je ona funkcija s mnogo varijabli. Minimizacija aproksimacije tada oznacˇava
traženje minimuma hiperravnine.
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Kriterijske funkcije koje se koriste u ovom diplomskom radu su:
- MSE (engl. mean squared error) - srednja kvadratna pogreška,
- MAE (engl. mean absolute error) - srednja apsolutna pogreška i
- L0 - proizvoljno implementirana funkcija.






(yi − yˆi)2, (2-2)






|yi − yˆi|, (2-3)
gdje yi predstavlja referentni izlaz, a yˆi izlaz modela.




(|yi − yˆi| + 10−8)gamma, (2-4)
gdje yi predstavlja referentni izlaz, yˆi izlaz modela, a gamma potenciju cˇija je inicijalna vrijednost
2 i koja se smanjuje pri svakoj sljedec´oj epohi.
Ucˇenje neuronske mreže za sebe veže nekoliko pojmova koje treba deﬁnirati. Prema [3], stopa
ucˇenja predstavlja vrijednost koja oznacˇava kolika c´e biti promjena trenutnih težina mreže kada se
pojave novi podaci. Ona se može odrediti tako da ostane nepromijenjena tijekom cijelog procesa
ucˇenja, ali se može i dinamicˇki mijenjati ovisno o tocˇnosti mreže ili o proteklom vremenu od
pocˇetka ucˇenja. Stopa ucˇenja se najcˇešc´e predaje kao parametar metodi optimizacije kojoj je cilj
minimizirati kriterijsku funkciju i koja se primjenjuje tijekom ucˇenja mreže.
Metode optimizacije koje se koriste u ovom diplomskom radu su:
- SGD (engl. stochastic gradient descent) - stohasticˇki gradijent spusta,
- Adam (engl. adaptive moment estimation) - adaptivna estimacija momenta i
- RMSprop.
Trajanje ucˇenja neuronske mreže odred¯uje se brojem epoha, a jedna epoha predstavlja jedan obilazak
skupa podataka za ucˇenje. Da bi se ubrzalo ucˇenje mreže, u memoriju se može ucˇitati više podataka
od jednom, a broj istovremeno ucˇitanih podataka naziva se velicˇina batcha (engl. batch size).
Prije procesa ucˇenja neuronske mreže, skup podataka je potrebno podijeliti na 3 dijela:
- skup za ucˇenje - skup podataka na temelju kojih neuronska mreža ucˇi,
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- skup za validiranje naucˇenog - skup podataka na temelju kojih se provjerava tocˇnost mreže
tijekom ucˇenja, cˇesto nakon svake epohe,
- skup za testiranje - skup podataka koje mreža nije "vidjela" tijekom ucˇenja, na temelju njega
se testira ﬁnalna tocˇnost mreže nakon ucˇenja.
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3. METODEUNAPRJEÐIVANJAKVALITETECT SNIMKI PRIMJENOM
NEURONSKIH MREŽA
Zbog lakšeg odabira arhitekture neuronske mreže za rješavanje zadanog problema, proucˇene su i
opisane state of the art metode unaprjed¯ivanja kvalitete CT snimki primjenom neuronskih mreža.
3.1. Jednostavna konvolucijska neuronska mreža
Chen i ostali u svom prvom radu na temu unaprjed¯ivanja kvalitete CT snimki [2] predlažu ko-
rištenje konvolucijske neuronske mreže koja se sastoji od tri sloja. Prvi i drugi sloj se sastoje od
konvolucijskog dijela s ReLU (engl. Rectiﬁed Linear Unit) aktivacijskom funkcijom, a trec´i sloj
od konvolucijskog dijela bez aktivacijske funkcije. Ulaz i izlaz su slike, ali se svaka ulazna slika
dijeli na preklapajuc´e segmente slike ﬁksne velicˇine (engl. patches) s odred¯enim korakom koji je
manji od velicˇine segmenta. Mreža ucˇi koristec´i navedene patcheve te se, na temelju naucˇenog,
slika rekonstruira netom prije izlaza.
3.1.1. Korišteni skupovi podataka
Skup podataka preuzet je s mrežne stranice The Cancer Imaging Archive (TCIA). On se sastoji od
165 CT snimki raznih dijelova tijela pacijenata koje su snimljene pri uobicˇajenoj kolicˇini zracˇenja.
Snimke ukupno sadrže 7015 slika (engl. slices) rezolucije 256x256 piksela. Na slici Sl. 3.1. nalazi
se prikaz tipicˇnih slika iz skupa podataka.
Sl. 3.1.: Slike iz skupa podataka [2]
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Dodavanjem Poissonovog šuma na preuzete slike dobiveni su parovi slika, referentne i zašumljene.
Za dodatno testiranje mreže nad realnim podatcima, korištene su dvije CT snimke ovce koje je
pružio doktor Eric Hoffman iz sveucˇilišta americˇke savezne države Iowa. Jedna CT snimka je
snimljena pri uobicˇajenoj kolicˇini zracˇenja, a druga pri niskoj kolicˇini zracˇenja.
3.1.2. Rezultati
Predložena mreža je implementirana koristec´i programski jezik MATLAB, ucˇena je koristec´i 200,
a testirana koristec´i 100 parova slika. Od 200 slika iz skupa za ucˇenje kreirano je ukupno 106
patcheva. Kao metoda optimizacije korištena je SGD metoda, kriterijska funkcija je temeljena je
na srednjoj kvadratnoj pogrešci, a ucˇenje je ukupno trajalo 17 sati koristec´i NVIDIA GTX 980 Ti
graﬁcˇku karticu.
Rezultati predložene konvolucijske mreže nad podacima preuzetim s mrežne stranice TCIA us-
pored¯eni su s 3 konkurentne metode za uklanjanje šuma: ASD-POCS [15], K-SVD [16] i BM3D
[17], cˇiji su parametri postavljeni prema izvornim cˇlancima.
Kvantitativna evaluacija mreže predložene u [2] izvršena je uspored¯ujuc´i njene rezultate unaprjed¯i-
vanja kvalitete slika s rezultatima prethodno navedenih konkurentnih metoda. Usporedba rezultata
je izvršena korištenjem nekoliko metoda: omjer signala i šuma (engl. peek signal to noise ratio
- PSNR), korijen srednje kvadratne pogreške (engl. root mean square error - RMSE) i indeks
strukturne slicˇnosti (engl. structural similarity - SSIM). PSNR i SSIM metode su dodatno opisane u
potpoglavlju 4.3.. Na slici Sl. 3.2. nalaze se rezultati kvantitativne evaluacije.
Sl. 3.2.: Kvantitativna evaluacija mreže [2]
Kvalitativnu evaluaciju su izvršila tri radiologa s više od 8 godina klinicˇkog iskustva na temelju
parova zašumljenih i izvornih slika iz skupa podataka za testiranje te pripadajuc´ih slika unaprjed¯ene
kvalitete dobivenih svakom od metoda. Utvrd¯eno da je predložena mreža ostvarila najbolje rezultate.
Dodatnim testiranjem nad realnim podatcima, rezultati predložene mreže kvalitativno su evaluirani
usporedbom s rezultatima konkurentnih metoda te je utvrd¯eno da je predložena mreža ostvarila
najbolje rezultate.
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Povec´anjem skupa slika za ucˇenje s 200 na 2000 ostvareni su neznatno bolji rezultati. Ucˇenje mreže
se odvijalo na temelju 107 patcheva te je trajalo 56 sati.
Autori navode kako bi korištenje trodimenzionalnih ulaznih podataka bio efektivan nacˇin poboljšanja
performansi preložene neuronske mreže, ali da je implementacija znatno teža te da traži znatno više
racˇunalnih resursa.
3.2. Konvolucijska neuronska mreža temeljena na usmjerenim valovima
Kang i ostali u svom radu na temu unaprjed¯ivanja kvalitete CT snimki [18] predlažu korištenje
konvolucijske neuronske mreže temeljene na usmjeravanju valova (KAIST-Net). Usmjerenom
valnom transformacijom (engl. directional wavelet transform) se iz ulaznih podataka izdvajaju
usmjerene komponente artefakta i njihove korelacije te ih mreža efektivno uklanja. U svrhu bržeg
ucˇenja i ostvarivanja boljih performansi, mreži je dodan rezidualni dio. Na slici Sl. 3.3. prikazana je
arhitektura predložene neuronske mreže.
3.2.1. Korišteni skupovi podataka
Skup podataka za ucˇenje pružila je Mayo klinika pri svom tzv. “velikom izazovu” gdje je cilj
bio unaprjed¯ivanje kvalitete CT snimki koje su snimljene pri niskoj kolicˇini zracˇenja (engl. the
2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge). Skup podataka se sastojao od 10
snimki pacijenata, ukupno 3642 slika rezolucije 512x512 piksela, koje su prethodno uparene tako
da svaka snimka snimljena pri niskoj dozi zracˇenja (cˇetvrtina uobicˇajene kolicˇine) ima svoj par koja
predstavlja snimku koja je snimljena pri uobicˇajenoj kolicˇini zracˇenja.
Sl. 3.3.: Arhitektura predložene mreže [18]
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Mayo klinika je takod¯er pružila i skup podataka za testiranje mreže. On se sastojao od 20 CT snimki
pacijenata, ukupno 2101 slika rezolucije 512x512, koje su snimljene koristec´i cˇetvrtinu uobicˇajene
kolicˇine zracˇenja.
3.2.2. Rezultati
Predložena mreža je implementirana koristec´i programski jezik MATLAB. Umjesto slika pune
velicˇine, mreža koristi patcheve koje ekstraktira sa slika.
Kvalitativnu evaluaciju mreže izvršili su strucˇnjaci na temelju rezultata koje je mreža dobila
koristec´i skup podataka za testiranje. Predložena mreža osvojila drugo mjesto na navedenom
"velikom izazovu".
3.3. Rezidualna enkoder-dekoder konvolucijska neuronska mreža
U svom drugom radu na temu unaprjed¯ivanja kvalitete CT snimki [19], Chen i ostali predlažu
korištenje rezidualne konvolucijske neuronske mreže (RED-CNN). Na slici Sl. 3.4. prikazana je
arhitektura predložene neuronske mreže koja se sastoji od deset slojeva. Prvih se pet slojeva sastoje
od konvolucijskg dijela s ReLU aktivacijskom funkcijom, a drugih pet dijelova od dekonvolucijskog
dijela, takod¯er s ReLU aktivacijskom funkcijom. Na slici Sl. 3.5. prikazan je krajnji oblik neuronske
mreže gdje je na arhitekturu predložene mreže dodan rezidualni dio.
Sl. 3.4.: Arhitektura predložene mreže [19] Sl. 3.5.: Predložena mreža s dodanim
rezidualnim dijelom [19]
3.3.1. Korišteni skupovi podataka
Skup podataka za ucˇenje i testiranje predložene mreže preuzet je s mrežne stranice National
Biomedical Imaging Archive te se sastoji od 165 CT snimki koje su snimljene pri uobicˇajenoj
kolicˇini zracˇenja. Preuzete snimke se sastoje od 7015 slika rezolucije 256x256 piksela. Kao i u
potpoglavlju 3.1., snimkama je pogoršana kvaliteta koristec´i Poissonov šum te su dobiveni parovi
snimki, referentne i zašumljene. Autori te podatke nazivaju simuliranim podatcima. Na slici Sl. 3.6.
nalazi se prikaz tipicˇnih slika iz skupa podataka.
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Sl. 3.6.: Slike iz skupa podataka [19]
Skup podataka za krajnje testiranje mreže nad klinicˇkim podacima pružila je Mayo klinika u obliku
snimki koji su korištene pri tzv. “velikom izazovu” klinike gdje je cilj bio unaprjed¯ivanje kvalitete
CT snimki koje su snimljene pri niskoj kolicˇini zracˇenja (engl. the 2016 NIH-AAPM-Mayo Clinic
Low Dose CT Grand Challenge). Preuzeto je 10 snimki pacijenata, ukupno 2378 slika rezolucije
512x512 piksela. One su prethodno uparene tako da svaka snimka snimljena pri niskoj dozi zracˇenja
(cˇetvrtina uobicˇajene kolicˇine) ima svoj par koja predstavlja snimku koja je snimljena pri uobicˇajenoj
kolicˇini zracˇenja.
3.3.2. Rezultati
Predložena mreža je implementirana koristec´i programski jezik MATLAB, a ucˇena je koristec´i
NVIDIA GTX 1080 Ti graﬁcˇku karticu. Umjesto slika pune velicˇine, mreža koristi patcheve koje
ekstraktira sa slika.
Da bi se kvantitativno utvrdila tocˇnost dobivenih rezultata, korišteni su: korijen srednje kvadratne
pogreške (RMSE), omjer signala i šuma (PSNR) i indeks strukturne slicˇnosti (SSIM).
Rezultati predložene mreže nad simuliranim podacima uspored¯eni su s 5 konkurentnih metoda
za unapjed¯ivanje kvalitete CT snimki: TV-POCS [15], K-SVD [16], BM3D [17], CNN10 [2] i
KAIST-Net [18], cˇiji su parametri postavljeni prema izvornim cˇlancima. CNN10 je konvolucijska
neuronska mreža opisana u potpoglavlju 3.1., a KAIST-Net je konvolucijska neuronska mreža
opisana u potpoglavlju 3.2.
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Na slici Sl. 3.7. nalaze se rezultati kvantitativne evaluacije predložene mreže i konkurentnih metoda
nad simuliranim podatcima, a na slici Sl. 3.8. se nalaze rezultati nad klinicˇkim podatcima. Prvi broj
u rezultatima predstavlja srednju vrijednost, a drugi broj standardnu devijaciju.
Sl. 3.7.: Kvantitativna evaluacija nad simuliranim podatcima [19]
Sl. 3.8.: Kvantitativna evaluacija nad klinicˇkim podatcima [19]
Kvalitativnu evaluaciju su nad klinicˇkim podatcima izvršila dva radiologa s 6 i 8 godina klinicˇkog
iskustva na temelju 10 slika iz snimki koje su snimljene pri niskoj kolicˇini zracˇenja te pripadajuc´ih
poboljšanih slika dobivenih svakom od navedenih metoda. Predložena mreža je i kvalitativno
pokazala najbolje rezultate.
3.4. Rezidualna konvolucijska neuronska mreža
Yang i ostali u svom radu na temu unaprjed¯ivanja kvalitete CT snimki [20] predlažu korištenje
rezidualne konvolucijske neuronske mreže (ResNet). Predložena mreža unaprjed¯uje kvalitetu CT
snimki uklanjanjem šuma i artefakta predvid¯anjem rezidualne komponente izmed¯u CT snimki koje
su snimljene pri niskoj kolicˇini zracˇenja i CT snimki koje su snimljene pri uobicˇajenoj kolicˇini
zracˇenja. Buduc´i da dvodimenzionalna verzija predložene mreže ne uzima u obzir prostornu
neprekidnost tkiva i organa, kreirana je trodimenzionalna verzija predložene mreže te su mreže
uspored¯ene evaluacijom rezultata nad klinicˇkim podatcima.
Na slici Sl. 3.9. se nalazi prikaz uobicˇajene konvolucijske neuronske mreže (a) i konvolucijske
neuronske mreže s dodanim rezidualnim dijelom (b), a na slici Sl. 3.10. se nalazi prikaz arhitekture
predložene mreže.
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Sl. 3.9.: Konvolucijska neuronska mreža (a) i kon-
volucijska neuronska mreža s dodanim rezidual-
nim dijelom (b) [20]
Sl. 3.10.: Arhitektura predložene mreže [20]
3.4.1. Korišteni skupovi podataka
Klinicˇke podatke za ucˇenje i testiranje predložene mreže je pružila Mayo klinika. To su CT snimke
koje su korištene na tzv. "velikom izazovu" klinike gdje je cilj bio unaprjed¯ivanje kvalitete CT
snimki koje su snimljene s niskom dozom zracˇenja (engl. the 2016 NIH-AAPM-Mayo Clinic Low
Dose CT Grand Challenge). Podatci se sastoje od snimki koje su snimljene pri niskoj kolicˇini
zracˇenja i pripadajuc´ih snimki koje su snimljene pri uobicˇajenoj kolicˇini zracˇenja. Preuzeto je 10
snimki pacijenata rezolucije 512x512 piksela.
3.4.2. Rezultati
Predložena mreža je implementirana koristec´i programski jezik MATLAB, a ucˇena je koristec´i
NVIDIA GTX 1080 graﬁcˇku karticu. Umjesto slika pune velicˇine, mreža koristi patcheve koje
ekstraktira sa slika.
Rezultati predložene rezidualne konvolucijske mreže uspored¯eni su s 3 konkurentne metode za
uklanjanje šuma: BM3D [17], NLM [21] i DFR [22], cˇiji su parametri optimizirani za dobivanje što
boljih rezultata nad klinicˇkim podatcima.
Kvantitativna evaluacija predložene mreže izvršena je uspored¯ujuc´i njene rezultate unaprjed¯ivanja
kvalitete slika s rezultatima prethodno navedenih konkurentnih metoda. Usporedba rezultata je
izvršena korištenjem nekoliko metoda: omjer signala i šuma (PSNR), indeks strukturne slicˇnosti
(SSIM), korijen srednje kvadratne pogreške (RMSE) i srednja apsolutna pogreška (MAE).
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Obje predložene mreže su po svim aspektima ostvarile bolje rezultate od konkurentnih metoda, a
trodimenzionalna mreža je ostvarila bolje rezultate od dvodimenzionalne.
3.5. Perceptivna konvolucijska neuronska mreža
Yang i ostali u svom radu na temu unaprjed¯ivanja kvalitete CT snimki [23] predlažu korištenje per-
ceptivne konvolucijske neuronske mreže. Arhitektura predložene mreže je prikazana na slici Sl. 3.11.
i sastoji se od konvolucijske neuronske mreže sacˇinjene od 8 slojeva i kalkulatora perceptivnog
gubitka. Svaki od 8 slojeva se sastoji od konvolucijskog i ReLu dijela.
Sl. 3.11.: Arhitektura predložene mreže [23]
3.5.1. Korišteni skupovi podataka
Skup za ucˇenje mreže sastoje se od 2600 CT slika, a skup za testiranje mreže od 500 CT slika koje
je pružila bolnica Massachusetts General. Umjesto slika pune velicˇine, mreža koristi patcheve koje
ekstraktira sa slika. Za ucˇenje, korišteno je 100 tisuc´a patcheva koji su nasumicˇno ekstraktirani sa
slika iz skupa za ucˇenje.
3.5.2. Rezultati
Kvantitativna evaluacija predložene mreže uspored¯ena je s 2 konkurentne metode za uklanjanje
šuma: BM3D [17] i CNN-MSE [2]. Usporedba rezultata je izvršena korištenjem omjera signala i
šuma (PSNR) i indeksa strukturne slicˇnosti (engl. structural similarity - SSIM). Prema dobivenim
rezultatima, utvrd¯eno je da perceptivna regularizacija mreže sprjecˇava pretjerano izglad¯ivanje i
gubitak strukturnih detalja.
3.6. Konvolucijska neuronska mreža temeljena na U-net arhitekturi
Iako do sada primjenu nije našla u unaprjed¯ivanju kvalitete CT snimki, U-net je mreža [24], koja
inacˇe služi za segmentaciju biomedicinskih snimki, uz blage izmjene [7] donijela izvrsne rezultate
pri unaprjed¯ivanja kvalitete slika. Mreža je uspjela naucˇiti kako na temelju slika kojima je kvaliteta
znatno pogoršana, koristec´i referentne slike kojima je kvaliteta blago pogoršana, za izlaz dobiti
rekonstruirane slike jednake, a ponekad cˇak i bolje kvalitete nego kad je mreža ucˇena s referentnim
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Sl. 3.12.: Arhitektura U-net mreže [24]
slikama kojima kvaliteta nije pogoršana. Na slici Sl. 3.12. nalazi se prikaz arhitekture U-net mreže
iz izvornog cˇlanka, a na slici Sl. 3.13. prikaz rezultata unaprjed¯ivanja kvalitete slike za nasumicˇni
impulsni šum. Može se primijetiti kako su pri testiranju, za istu sliku na ulazu, obje mreže ostvarile
gotovo identicˇne rezultate iako su pri ucˇenju imale razlicˇitu kvalitetu referentnih slika. Mreža iz
cˇlanka [7] je pri ucˇenju koristila Adam optimizacijsku metodu, stopu ucˇenja od 0.001, a velicˇinu
batcha od 4.
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(a) Rezultati mreže koja je pri ucˇenju imala referentne slike kojima kvaliteta
nije bila pogoršana
(b) Rezultati mreže koja je pri ucˇenju imala referentne slike pogoršane
kvalitete
Sl. 3.13.: Rezultati mreže za nasumicˇni impulsni šum [14], gdje je lijevo
referentna slika (ulaz pri testiranju), na sredini slika pogoršane kvalitete, a
desno rekonstruirana slika, tj. rezultat neuronske mreže
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4. KONVOLUCIJSKA NEURONSKA MREŽA ZA UNAPRJEÐIVANJE
KVALITETE CT SNIMKI
U ovom c´e se poglavlju opisati dvije predložene konvolucijske neuronske mreže za unaprjed¯ivanje
kvalitete CT snimki. Prvo c´e se dati teorijska pozadina vezana za tehnologije korištene pri im-
plementaciji predloženih mreža te teorijska pozadina vezana za metode evaluacije unaprjed¯ivanja
kvalitete CT snimki, a zatim c´e se opisati skup podataka te detaljno opisati nacˇin implementacije
svake od predloženih mreža. Opis implementacije svake mreže c´e se sastojati od opisa predobrade
skupa podataka, opisa ucˇenja i prikaza rezultata evaluacije predložene mreže.
4.1. Programski jezik Python
Python je programski jezik otvorenog tipa kojeg je 1989. godine kreirao Guido van Rossum [25].
Uz programski jezik dolazi i standardna biblioteka koja zadovoljava zahtjeve vec´ine korisnika:
regularni izrazi, obrada teksta, korištenje internetskih protokola, razvoj programske podrške i
kreiranje sucˇelja za operacijske sustave. Dolazi u dvije verzije: Python 2.x i Python 3.x.
Buduc´i da ga je lako koristiti te sadrži alate i biblioteke za rješavanje raznih problema, široko je
korišten u znanstvenim i istraživacˇkim krugovima [26]. Rezultati istraživanja iz 2018. je godine
pokazuju da 66% znanstvenika koji se bave podatkovnim znanostima svakodnevno koriste Python.
4.2. Programska biblioteka TensorFlow i Keras API
TensorFlow je programska biblioteka otvorenog tipa kreirana 2015. godine od strane GoogleBrain
tima [27] i najcˇešc´e je korištena za strojno ucˇenje. Može se koristiti na nekoliko CPU-a ili GPU-a
te je dostupan na raznim platformama: Linux, MacOS, Windows, Android i iOS.
Keras je API (engl. Application Programming Interface) visoke razine koji se koristi za rad s
neuronskim mrežama [28]. Napisan je u programskom jeziku Python i koristi se putem programske
biblioteke TensorFlow. Kreiran je s fokusom na brzinu s ciljem da se od ideje može brzo doc´i do
implementacije.
Prema [28], glavne osobine Kerasa su:
- podržava konvolucijske i povratne neuronske mreže, ali i njihovu kombinaciju,
- radi besprijekorno s CPU-om, ali i s GPU-om,
- nudi izvrsno korisnicˇko iskustvo te smanjuje kolicˇinu programskog koda kojeg korisnik mora
pisati,
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- kriterijska funkcija, metode optimizacije, aktivacijske funkcije i ostali dijelovi su svi odvojeni
u posebne module,
- može ga se lako proširiti dodatnim klasama, funkcijama i dodatnim modulima,
- radi s Pythonom i ne zahtjeva posebne datoteke za konﬁguraciju,
- greške u programskom kodu su detaljno i jasno opisane.
4.3. Metode evaluacije unaprjed¯ivanja kvalitete CT snimki
U ovom se diplomskom radu koriste dvije vrlo poznate metode za objektivnu evaluaciju kvalitete
slika: omjer signala i šuma (engl. peek signal to noise ratio - PSNR) i indeks strukturne slicˇnosti
(engl. structural similarity - SSIM).
Prema cˇlanku [29], PSNR metoda se deﬁnira kao:









(fij − gij)2 (4-2)
gdje je f referentna slika velicˇine MxN piksela, g testna slika velicˇine MxN piksela, aMSE(f, g)
srednja kvadratna pogreška izmed¯u slike f i g. Vrijednost PSNR metode približava se beskonacˇnosti
kako se vrijednost MSE metode približava nuli. To pokazuje da vec´a vrijednost PSNR metode
oznacˇava vec´u kvalitetu slike.
SSIM metoda se deﬁnira kao:
SSIM(f, g) = l(f, g) c(f, g) s(f, g) (4-3)
gdje f predstavlja referentnu sliku velicˇine MxN piksela, g testnu sliku velicˇine MxN piksela,
l(f, g) metodu koja racˇuna blizinu srednjeg osvjetljenja izmed¯u slika, c(f, g) metodu koja racˇuna
blizinu kontrasta izmed¯u slika, a s(f, g) metodu koja racˇuna korelacijske koeﬁcijente izmed¯u slika.
Vrijednosti SSIM metode su unutar intervala [0, 1], gdje 0 oznacˇava da slike ni malo ne nalikuju
jedna na drugu, a 1 oznacˇava da su slike jednake.
4.4. Opis skupa podataka
Skup podataka koji se koristi u ovom diplomskom radu sastoji se od 20 CT snimki. Svaka od njih
se sastoji od niza slika (engl. slice) rezolucije 512x512 piksela. One zajedno cˇine trodimenzionalni
prikaz snimanog dijela tijela. Na slici Sl. 4.1. nalaze se slike iz skupa podataka.
Ovisno o arhitekturi neuronske mreže, skup podataka je potrebno prikladno obraditi i generirati
slike za ucˇenje, validiranje i testiranje konvolucijske mreže.
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Sl. 4.1.: Slike iz skupa podataka
Buduc´i da snimke iz skupa podataka sadrže mjerni šum, može se zakljucˇiti da se ne radi o CT
snimkama koje su snimljene korištenjem uobicˇajene (visoke) kolicˇine zracˇenja.
4.5. Jednostavna konvolucijska neuronska mreža
Buduc´i da je konvolucijska mreža opisana u potpoglavlju 3.1. ostvarila dobre rezultate unaprjed¯i-
vanja kvalitete CT snimki, predlaže se implementacija opisane konvolucijske mreže. Radi se o
konvolucijskoj mreži koja se sastoji samo od 3 sloja:
1. sloj - konvolucijski sloj s ReLU aktivacijskom funkcijom,
2. sloj - konvolucijski sloj s ReLU aktivacijskom funkcijom,
3. sloj - konvolucijski sloj.
Primarna razlika izmed¯u mreže iz cˇlanka i konvolucijske mreže implementirane u ovom diplomskom
radu je u tome što mreža iz cˇlanka nakon ulaza dijeli sliku na više manjih dijelova (engl. slices), a
prije izlaza rekonstruira sliku da bi dobila izlaz prikladnog oblika. Implementirana konvolucijska
mreža za sve korake, od ucˇenja pa do testiranja, koristi slike pune velicˇine.
4.5.1. Predobrada skupa podataka
Buduc´i da konvolucijska neuronska mreža za ulaz i izlaz koristi slike, iz skupa podataka je bilo
potrebno generirati prikladne slike. Skup podataka je ucˇitan u memoriju i pretvoren u matricˇni oblik
koristec´i programsku biblioteku SimpleITK i njene metode "ReadImage" i "GetArray". Zatim je




# Extract slices from the dataset
for filename in sorted(os.listdir(path)):
print(filename)
image = sitk.ReadImage(path + filename)
nda = sitk.GetArrayFromImage(image)
size = image.GetSize()
first_slice = int(0.05 * size[2])
last_slice = int(0.95 * size[2])
for j in range(first_slice, last_slice):
slice = nda[j, :, :]
slices.append(slice)
slices = np.array(slices, dtype=np.float32)
# Scale 0 - 255
ma = np.max(slices)
mi = np.min(slices)
slices = (slices - mi) / (ma - mi) * 255.0
# Add noise
noisy_slices = np.random.poisson(slices)
noisy_slices = noisy_slices.clip(0.0, 255.0)
Ispis koda 4.1.: Implementacija ucˇitavanja skupa podataka i generiranja zašumljenih slika
šuma u odnosu na ostale slike. Pomoc´u informacija dobivenih koristec´i metode "max" i "min"
programske biblioteke NumPy, vrijednost piksela svake slike je skalirana na interval [0, 255] te
je na slike primijenjen nasumicˇni Poissonov šum da bi se dobile zašumljene slike. Za primjenu
nasumicˇnog Poissonovog šuma na slike prvo je korištena NumPy metoda "random", a zatim metoda
"poisson". Nakon primjene Poissonovog šuma, koristec´i NumPy metodu "clip", sve vrijednosti
piksela iznad 255 su postavljene na 255, a sve vrijednosti piksela manje od 0 su postavljene na 0.
Na ispisu programskog koda 4.1. nalazi se opisani postupak implementiran koristec´i programski
jezik Python.
Nakon odbacivanja prvih i zadnjih 5% slika iz svake snimke, u skupu podataka je ukupno ostalo 5911
referentnih slika. Da bi mreža prilikom ucˇenja brže konvergirala prema minimumu hiperravnine,
slike su ponovno skalirane, ali na interval [0, 1]. Zatim su slike nasumicˇno podijeljene na 3 dijela u
omjeru:
- 70% skup slika za ucˇenje mreže (4137 parova slika),
- 20% skup slika za validiranje mreže (1182 parova slika),
- 10% skup slika za testiranje mreže (592 parova slika)
te spremljene u obliku prikladnom za korištenje s konvolucijskim mrežama. Svaki skup slika sastoji
se od referentnih (izvornih) slika i zašumljenih slika, tj. izvornih slika kojima je kvaliteta pogoršana
koristec´i nasumicˇni Poissonov šum.
Na ispisu programskog koda 4.2. nalazi se implementacija navedene podjele. Koristec´i metodu





X = X.reshape(-1, 512, 512, 1)
y = y.reshape(-1, 512, 512, 1)
# Split
X_train, X_valid, y_train, y_valid = train_test_split(X, y , test_size=0.3,
random_state=42)
X_valid, X_test, y_valid, y_test = train_test_split(X_valid, y_valid, test_size=1/3,
random_state=42)
Ispis koda 4.2.: Implementacija podjele skupa podataka
slika za ucˇenje i validiranje mreže u omjeru 70%/30%, a zatim je skup slika za validiranje mreže
podijeljen u skup za validiranje i testiranje mreže u omjeru 66.66%/33.33%. Time je dobivena
željena podjela na 3 dijela u omjeru 70%/20%/10%. Referentne slike su oznacˇene s y, a zašumljene
s X .
4.5.2. Ucˇenje predložene konvolucijske neuronske mreže
Odabrana arhitektura konvolucijske neuronske mreže je implementirana u programskom jeziku
Python koristec´i Keras. Cilj mreže je da zašumljenim slikama na ulazu unaprijedi kvalitetu te da na
izlazu prikaže slike što slicˇnije referentnim slikama. Na slici Sl. 4.2. nalazi se prikaz arhitekture
predložene konvolucijske neuronska mreže.
Sl. 4.2.: Arhitektura predložene konvolucijske neuronske mreže
Mreža se sastoji od ulaza i 3 sloja, a sadrži otprilike 24 tisuc´e težina. Ulaz mreže je crno-bijela
slika rezolucije 512x512 piksela. Prvom konvolucijom ulazna slika dobije 64 dimenzije, drugom
konvolucijom se broj dimenzija reducira na 32, a na kraju se konvolucijom broj dimenzija reducira
na 1 te se na izlazu dobije crno-bijela slika.
Kao kriterijska funkcija korištena je srednja kvadratna pogreška, a kao metoda optimizacije korištena
je SGD metoda. Mreža je ucˇena 200 epoha, koristec´i velicˇinu batcha od 32 te je nakon svake epohe
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Sl. 4.3.: Greška u odnosu na epohe
def autoencoder(input_img):
out = Conv2D(64, 9, activation=’relu’, padding=’same’)(input_img)
out = Conv2D(32, 3, activation=’relu’, padding=’same’)(out)





input_img = Input(shape=(512, 512, 1))













Ispis koda 4.3.: Implementacije ucˇenja konvolucijske mreže
validirana na skupu slika za validaciju. Na slici Sl. 4.3. nalazi se prikaz promjene greške pri ucˇenju
i greške pri validiranju u odnosu na epohe. Nakon ucˇenja, spremljene su težine mreže i povijest
ucˇenja.
Na ispisu koda 4.3. nalazi se implementacija konvolucijske mreže i opisanog procesa ucˇenja.
Funkcija "autoencoder" predstavlja implementaciju predložene konvolucijske mreže koja koristi
Keras metodu "Conv2D" za kreiranje konvolucijskih slojeva. Koristec´i Keras metodu "compile"
kreirana je konvolucijska mreža, a koristec´i metodu "ﬁt" izvršen je proces ucˇenja.
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4.5.3. Evaluacija predložene konvolucijske neuronske mreže
Nakon ucˇenja, konvolucijska mreža je testirana koristec´i zašumljene slike iz testnog skupa slika.
Ucˇitane su težine mreže koje su spremljene na kraju ucˇenja, inicijalizirana je mreža te su joj na ulaz
predane zašumljene slike. Ona je kao izlaz dala niz rekonstruiranih slika koje su spremljene zbog
daljnje evaluacije.
Na slici Sl. 4.4. nalazi se prikaz rezultata za dvije slike iz skupa za testiranje. Na lijevom dijelu
slike se nalazi referentna slika, na srednjem dijelu slika pogoršane kvalitete, a na desnom dijelu
rekonstruirana slika, tj. rezultat neuronske mreže.
(a) Rezultati za referentnu sliku dobre kvalitete
(b) Rezultati za zašumljenu referentnu sliku
Sl. 4.4.: Dio rezultata dobivenih neuronskom mrežom, gdje je lijevo
referentna slika (ulaz pri testiranju), na sredini slika pogoršane kvalitete, a
desno rekonstruirana slika, tj. rezultat neuronske mreže
Za kvantitativnu evaluaciju konvolucijske mreže korištene su dvije metode: PSNR i SSIM. Navedene
metode služe za usporedbu zašumljenih slika i rekonstruiranih slika s referentnim slikama. Na slici
4.5. nalazi se prikaz dobivenih rezultata.
Prosjecˇna vrijednost PSNR metode prikazuje poboljšanje s 32.7169 dB na 38.8981 dB, a prosjecˇna
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(a) Prosjecˇna vrijednost PSNR
metode za testne slike
(b) Prosjecˇna vrijednost SSIM
metode za testne slike
Sl. 4.5.: Kvantitativna evaluacija testnih slika koristec´i dobiveni model
konvolucijske neuronske mreže
vrijednost SSIM metode prikazuje poboljšanje s 0.761 na 0.9512. Može se zakljucˇiti kako mreža
ima dobre kvantitativne rezultate iako se kvalitativnom evaluacijom koja se sastoji od pregleda
rekonstruiranih slika ne može zakljucˇiti isto. Iako je šum vidljivo prigušen, detalji s referentne slike
nisu ispravno rekonstruirani nego su mutni.
4.6. Konvolucijska neuronska mreža temeljena na U-net arhitekturi
Buduc´i da kvalitativna evaluacija jednostavne mreže iz potpoglavlja 4.5. nije dala prikladne
rezultate, predlaže se korištenje kompleksnije U-net arhitekture konvolucijske mreže koja je opisana
u potpoglavlju 3.6.. Glavna ideja izvornog cˇlanka je to da se za unaprjed¯ivanje kvalitete slika ne
mora imati referentne slike bez šuma nego neuronska mreža može, na temelju jacˇe zašumljenih slika
i blaže zašumljenih referentnih slika, rekonstruirati referentne slike. Buduc´i da se skup podataka
sastoji od snimki na kojima vec´ postoji mjerni šum, odlucˇeno je implementirati danu arhitekturu te
evaluirati njene rezultate.
4.6.1. Predobrada skupa podataka
Skup slika za ucˇenje, validiranje i testiranje mreže bilo je potrebno generirati iz skupa podataka
koji se sastoji od 20 CT snimki. Slike su ucˇitane u memoriju te je prvih i zadnjih 5% slika iz svake
snimke odbacˇeno buduc´i da su one sadržavale znatno vec´i mjerni šum nego ostale slike. Nakon
odbacivanja slika, u skupu podataka je ukupno ostalo 5911 slika. Njima je razlucˇivost smanjena s
512x512 piksela na 256x256 piksela zbog velikih memorijskih zahtjeva U-net arhitekture. Slike
su takod¯er skalirane na interval [0, 255] buduc´i da se crno-bijela slika tako sprema u racˇunalnu
memoriju.
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Preostale slike su nasumicˇno podijeljene na 3 dijela u omjeru:
- 70% skup slika za ucˇenje mreže (4137 slika),
- 20% skup slika za validiranje mreže (1182 slika),
- 10% skup slika za testiranje mreže (592 slika)
te su spremljene na cˇvrsti disk.
Svaki skup slika sastoji se samo od referentnih slika. Poissonov šum nije primijenjen na slike buduc´i
da se implementacija U-net arhitekture temelji na tome da se šum nasumicˇno generira prilikom
ucˇenja, validiranja i testiranja neuronske mreže.
4.6.2. Ucˇenje predložene konvolucijske neuronske mreže
Implementacija neuronske mreže se temelji na programskom kodu s mrežne stranice GitHub
[14] gdje je mreža implementirana koristec´i programski jezik Python i Keras. Prikaz arhitekture
implementirane mreže nalazi se u prilogu. Kao kriterijska funkcija korištena je srednja kvadratna
pogreška, kao optimizacijska metoda korištena je Adam metoda, inicijalna stopa ucˇenja postavljena
na 0.001, a velicˇina batcha je bila 16. Mreža je ucˇena 60 epoha, od kojih se svaka sastojala od 1000
koraka. Mreža ukupno sadrži 31 milijun težina, a ucˇenje je ukupno trajalo 6 sati i 30 minuta na
NVIDIA Titan V graﬁcˇkoj kartici. Nakon ucˇenja, spremljene su težine mreže i povijest ucˇenja. Na
slici Sl. 4.6. nalazi se prikaz ucˇenja neuronske mreže.
(a) Promjena PSNR vrijednosti
tijekom ucˇenja
(b) Promjena greške tijekom
ucˇenja
Sl. 4.6.: Ucˇenje konvolucijekse mreže
Ucˇenje se odvijalo tako da se prilikom svakog koraka epohe nasumicˇno odabralo 16 slika iz seta
za ucˇenje koje predstavljaju referentne slike i na njih primijenio nasumicˇni Poissonov šum, cˇime
se dobilo zašumljene slike. Mreža je pri svakoj epohi ucˇila na temelju 16 tisuc´a slika, što ukupno

















Ispis koda 4.4.: Dio implementacije ucˇenja konvolucijske mreže
jedan prolaz skupom slika za ucˇenje mreže, ali c´e se u nastavku diplomskog rada epohom nazivati
i jedan prolazak kroz 16 tisuc´a slika iz skupa slika za ucˇenje. Tijekom ucˇenja se racˇunala greška
i prosjecˇna vrijednost PSNR metode nad podacima za ucˇenje, a na kraju svake epohe, mreža se
validirala nad cijelim validacijskim setom te se izracˇunala greška i prosjecˇna vrijednost PSNR
metode nad validacijskim skupom. Validacijski skup se prilikom svake epohe kreirao tako da se na
svaku sliku iz validacijskog skupa primijenio nasumicˇni Poissonov šum te se time dobilo referentne
i zašumljene slike.
Na ispisu koda 4.4. nalazi se dio implementacije opisanog procesa ucˇenja kreirane konvolucijske
neuronske mreže. Takod¯er je, kao i u ispisu koda 4.3., za kreiranje mreže korištena Keras metoda
"compile", ali se korištena metoda za ucˇenje mreže "ﬁt_generator" znatno razlikuje. Njoj su predane
informacije o tome kako c´e se prilikom ucˇenja generirati podatci za ucˇenje i validiranje mreže koje
su dobivene koristec´i funkcije "NoisyImageGenerator" i "ValGenerator".
4.6.3. Evaluacija predložene konvolucijske neuronske mreže
Nakon ucˇenja, mreža je testirana tako da se na svaku sliku iz testnog skupa dodao nasumicˇni
Poissonov šum. Koristec´i težine dobivene ucˇenjem, inicijalizirana je mreža te su joj na ulaz predane
zašumljene slike. Ona je kao izlaz dala niz rekonstruiranih slika koje su spremljene zbog daljnje
evaluacije.
Kvalitativna evaluacija mreže izvršena je koristec´i PSNR i SSIM metode koje služe za usporedbu
zašumljenih i rekonstruiranih slika s referentnim slikama. Na slici 4.7. nalazi se prikaz dobivenih
rezultata.
Uspored¯ujuc´i rezultate sa slike Sl. 4.7. i rezultate dobivene u potpoglavlju 4.5.3. koji se nalaze na
slici Sl. 4.5. može se zakljucˇiti da je U-net mreža ostvarila bolje rezultate. Prosjecˇna vrijednost
29
(a) Prosjecˇna vrijednost PSNR
metode za testne slike
(b) Prosjecˇna vrijednost SSIM
metode za testne slike
Sl. 4.7.: Kvantitativna evaluacija testnih slika koristec´i dobiveni model
konvolucijske neuronske mreže
PSNR metode prikazuje poboljšanje s 32.8015 dB na 43.3944 dB, a prosjecˇna vrijednost SSIM
metode prikazuje poboljšanje s 0.7894 na 0.9722.
Na slici Sl. 4.8. nalazi se prikaz rezultata za dvije slike iz skupa za testiranje. Na lijevom dijelu
slike se nalazi referentna slika, na srednjem dijelu slika pogoršane kvalitete, a na desnom dijelu
rekonstruirana slika, tj. rezultat neuronske mreže. Promatranjem slike, ali i ostalih rezultata, može
se zakljucˇiti kako je mreža ostvarila izvrsne rezultate. Dio rekonstruiranih slika gotovo je jednak
referentnima (a), a dio je bolje kvalitete (b).
Uspored¯ujuc´i rezultate sa slike Sl. 4.8. i rezultate dobivene u potpoglavlju 4.5.3. koji se nalaze na
slici Sl. 4.4., može se zakljucˇiti da je U-net mreža ponovno ostvarila bolje rezultate. Kvalitativnom
evaluacijom, koja je izvršena pregledom svih rezultata za testni skup slika, može se zakljucˇiti da je
U-net mreža bolje sacˇuvala detalje prilikom rekonstrukcije te je u svakom pogledu ostvarila bolje
rezultate.
4.6.4. Optimizacija parametara predložene konvolucijske neuronske mreže
Da bi se dobili što bolji rezultati, mreža je ucˇena koristec´i razlicˇite parametre i testirana koristec´i
testni skup slika. Mreža sa svim navedenim konﬁguracijama je ucˇena koristec´i stopu ucˇenja od
0.001, a za kvantitativnu evaluaciju su iskorištene one težine mreže koje su ostvarile najbolje
rezultate PSNR metode nad slikama iz skupa za validaciju. U tablici Tab. 4.1. se nalaze rezultati
kvantitativne evaluacije za nekoliko razlicˇitih konﬁguracija ucˇenja mreže.
Mreža koja je ucˇena koristec´i Adam optimizacijsku metodu i MSE kriterijsku funkciju ostvarila
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(a) Rezultati za referentnu sliku dobre kvalitete
(b) Rezultati za zašumljenu referentnu sliku
Sl. 4.8.: Dio rezultata dobivenih testiranjem neuronske mreže, gdje je
lijevo referentna slika (ulaz pri testiranju), na sredini slika pogoršane
kvalitete, a desno rekonstruirana slika, tj. rezultat neuronske mreže
je najbolju prosjecˇnu vrijednost PSNR metode nad testnim slikama, a mreža koja je ucˇena koris-
tec´i RMSprop optimizacijsku metodu i MAE kriterijsku funkciju ostvarila je najbolju prosjecˇnu
vrijednost SSIM metode nad testnim slikama. Buduc´i da je razlika u prosjecˇnoj vrijednosti SSIM
metode za navedene konﬁguracije tek na cˇetvrtom decimalnom mjestu, a razlika u prosjecˇnoj
vrijednosti PSNR metode na drugom decimalnom mjestu, odabrana je konﬁguracija koja koristi
Adam optimizacijsku metodu. U tablici Tab. 4.1. se ne nalaze rezultati za SGD optimizacijsku
metodu gdje se koriste L0 i MSE kriterijske funkcije buduc´i da je pri tim konﬁguracijama pogreška
pri pocˇetku ucˇenja mreže znatno divergirala. Na slici Sl. 4.9. nalazi se prikaz promjene vrijednosti
PSNR metode za svaku od konﬁguracija prikazanih u tablici Tab. 4.1.
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Tab. 4.1.: Usporedba rezultata za razlicˇite konﬁguracije ucˇenja mreže









SGD MAE 40.7548 0.9586
(a) Adam, MSE (b) Adam, MAE (c) Adam, L0
(d) RMSprop, MSE (e) RMSprop, MAE (f) RMSprop, L0
(g) SGD, MAE
Sl. 4.9.: Promjena PSNR vrijednosti tijekom ucˇenja za razlicˇite parametre
32
5. ZAKLJUCˇAK
Umjetne neuronske mreže su našle široku primjenu u rješavanju problema kao što su racˇunalni vid,
obrada prirodnog jezika i prepoznavanje govora. Iako postoje vec´ dugo godina, tek su se u zadnje
vrijeme postavile kao bolji izbor u odnosu na konkurentne metode strojnog ucˇenja. Razlog tome je
brzi razvoj racˇunalne tehnologije i cˇinjenica da neuronske mreže omoguc´uju korištenje jedinice
za obradu graﬁke (GPU) koja je znatno brža od središnje jedinice za obradu (CPU) za rješavanje
problema strojnog ucˇenja.
U diplomskom radu je dana teorijska podloga vezana za umjetne neuronske mreže, duboke neu-
ronske mreže i konvolucijske mreže. Navedene su i opisane razlicˇite vrste slojeva konvolucijske
neuronske mreže te je opisano kako neuronske mreže ucˇe. Proucˇene su i opisane state of the
art metode za unaprjed¯ivanje kvalitete CT snimki primjenom neuronskih mreža te je to znanje
primijenjeno prilikom razvoja prakticˇnog dijela rada.
Za prakticˇni dio diplomskog rada implementirane su dvije konvolucijske neuronske mreže za
unaprjed¯ivanje kvalitete CT snimki. Opisan je postupak predobrade kojim se skup podataka
prilagodio svakoj od mreža, opisan je proces ucˇenja te su uspored¯eni rezultati njihove evaluacije.
Buduc´i da je konvolucijska mreža za unaprjed¯ivanje kvalitete CT snimki koja se temelji na U-
net arhitekturi ostvarila bolje rezultate u svakom aspektu evaluacije, predlaže se njeno korištenje
za rješavanje zadanog problema. Usporedbom rezultata dobivenih kvantitativnom evaluacijom
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Iako su CT snimke pogodne za prikaz koštanih struktura, slobodnih zglobnih tijela te topografskog
odnosa koštanih i mekotkivnih struktura, njihov rastuc´i broj povec´ava potencijalni rizik od zracˇenja
i postaje razlog zabrinutosti javnosti. Da bi se smanjio potencijalni rizik, CT s niskom dozom
zracˇenja privlacˇi sve vec´u pozornost, ali smanjivanje kolicˇine zracˇenja znatno pogoršava kvalitetu CT
snimke. U sklopu ovog diplomskog rada proucˇene su state of the art metode te su implementirane
dvije konvolucijske neuronske mreže za unaprjed¯ivanje kvalitete CT snimki. Opisan je postupak
predobrade kojim se skup podataka prilagodio svakoj od mreža, opisan je proces ucˇenja te su
uspored¯eni rezultati njihove evaluacije. Buduc´i da je konvolucijska mreža za unaprjed¯ivanje
kvalitete CT snimki koja se temelji na U-net arhitekturi ostvarila bolje rezultate u svakom aspektu
evaluacije, predlaže se njeno korištenje za rješavanje zadanog problema. Usporedbom rezultata
dobivenih kvantitativnom evaluacijom predložene mreže s rezultatima state of the art metoda može
se zakljucˇiti kako im je predložena mreža konkurentna.
Kljucˇne rijecˇi: umjetne neuronske mreže, duboko ucˇenje, konvolucijske neuronske mreže, unapr-
jed¯ivanje kvalitete CT snimki, U-net arhitektura
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SUMMARY: CT IMAGEENHANCEMENTUSINGNEURALNETWORKS
Although CT scans are suitable for displaying bone structures, joints, and the topographic relation-
ship of bone and soft tissue structures, their growing number increases the potential risk of radiation
and is a cause for public concern. To reduce the potential risk, low-dose CT is gaining increasing
attention, but reducing the amount of radiation signiﬁcantly degrades the quality of the CT scan.
As part of this graduate thesis, state of the art methods were studied and two convolutional neural
networks were implemented to improve the quality of CT images. Both data preprocessing, which
was used to adapt the dataset to each network, and the learning process were described, and the
evaluation results of both networks were compared. As the convolutional network for CT image
enhancement based on the U-net architecture has achieved better results in every aspect of the
evaluation, its use is proposed as a solution for the given problem. Comparing the results obtained
by quantitative evaluation of the proposed network with the results of the state of the art methods,
one can conclude that the results closely match.
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Prilog P.4.1.: shema neuronske mreže opisane u potpoglavlju 4.6.
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