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The Prometheus project has investigated new ways
of creating, distributing and displaying 3D television.
The tools developed will also help today’s virtual
studio production.
3D content is created by extension of the
principles of a virtual studio to include realistic 3D
representation of actors. Several techniques for this
have been developed:
• Texture-mapping of live video onto rough 3D
actor models.
• Fully-animated 3D avatars:
• Photo-realistic body model generated
from several still images of a person
from different viewpoints.
• Addition of a detailed head model taken
from two close-up images of the head.
• Tracking of face and body movements
of a live performer using several
cameras, to derive animation data
which can be applied to the face
and body.
• Simulation of virtual clothing which can be
applied to the animated avatars.
MPEG-4 is used to distribute the content in its
original 3D form.
The 3D scene may be rendered in a form
suitable for display on a ‘glasses-free’ 3D display,
based on the principle of Integral Imaging.
By assembling these elements in an end-to-end
chain, the project has shown how a future 3D TV
system could be realised. Furthermore, the tools
developed will also improve the production
methods available for conventional virtual studios,
by focusing on sensor-free and markerless motion
capture technology, methods for the rapid creation
of photo-realistic virtual humans, and real-time
clothing simulation. 
MPEG-4 encoding
In order to deliver the 3D content to
the viewer, it needs to be encoded in a
way which preserves the model-based
nature of the content, allowing the
viewer to independently control
viewpoint, and even view it with a 3D
display. The MPEG-4 coding standard,
in particular the Binary Format for
Scenes (BIFS), provides a way of
achieving this. Queen Mary, University
of London have developed a system
that encodes the 3D models and
associated animation data into an
MPEG4 BIFS stream, based on the Java
Media Framework (JMF) and Java3D.
The Prometheus project has investigated new ways of creating, distributing and
displaying 3D television. Tools have been developed for creation and animation of 3D
actor models from conventional camera images, and methods for coding and displaying
3D images have been demonstrated. A real-time framework has been developed to link
these tools together.
Head and body model creation
To create a 3D model of a person, several
still photographs of the person are taken
from different angles. The University of
Surrey have developed a method to
conform a generic avatar to match these
views, using silhouettes derived by
chroma-key. In a multi-camera studio, all
images can be captured at the same time.
Alternatively, a single camera may be used
to capture four views. A commercial
product using this approach has been
developed by Avatar-Me.
Special attention to detail is required
for the face. BTexact Technologies have
developed a semi-automatic process to
create a detailed head model from two
images, using a similar approach that starts
with a generic head model.
Animation data from images
To generate animation data for head and body, the
project has developed novel marker-free systems
that work entirely from conventional video images.
This makes the techniques easier to integrate with
conventional TV production, and allows motion
data to be captured without the need for
specialist equipment.
By tracking the head, hands and silhouette of an
actor from several camera views, the University of
Surrey have developed methods to derive whole-
body animation data. For simple scenes this can be
done in real-time without user intervention.
Tracking of facial features uses a single camera
image of the face, which is analysed in real-time by
software developed by BTexact Technologies.
Clothing simulation
Although it is possible to represent clothing
as a part of the image that is texture-
mapped onto the actor model, higher
realism is achieved by modelling the
clothing separately. University College
London’s Virtual Environments and
Computer Graphics Group have developed
a real-time cloth simulation system, which
models the effects of forces on the cloth,
including contacts with the avatar, wind and
gravity. By use of carefully chosen
approximations in the modelling process,
real-time performance can be achieved.
3D display
Although animated 3D content can be adequately
displayed on a standard 2D display with viewpoint
control, its full value can only be appreciated when
viewed on a 3D display. De Montfort University
have been studying a method known as Integral
Imaging, which can generate 3D images that can be
viewed without special glasses, which provides
continuous parallax effects as the viewer’s head
moves. In essence, an Integral Image display
consists of a high-resolution ‘image’ with an array
of microlenses positioned in front of it. Each
microlens behaves as a ‘directional pixel’,
reproducing the light that would pass through its
point in space if the 3D scene being displayed was
physically present. The challenge has been to
devise efficient ways of rendering the image to
place under the microlens array from the object-
based scene representation. One approach is to
render a series of images from a range of different
viewpoints. These images are then multiplexed to
match the structure of the lens array.  This
maintains the integral nature of the displayed image
so that information about a spatial point is
contained in all adjacent microlenses. 
Rough 3D models from live images
In applications where the actor will be viewed
mainly from one direction, a full 3D model is not
required. A technique to generate an approximate
3D model from a single camera image has been
developed by BBC R&D. The outline of the actor,
derived from the chroma-key signal, is used to
generate a rough 3D shape. This uses the
assumption that people are generally convex, with
the central parts of the image being further
forward than the edges. The video image of the
person is then texture-mapped onto this 3D shape.
This method can be implemented in real-time on a
PC. It provides models of a sufficient quality for
applications such as synthesising camera views
from locations some way away from that of the
real camera.
