Abstract. We estimate the norm of the Harper operator
Introduction and Statement of Results
A Harper operator is a discrete Schrödinger operator that acts on the Hilbert space ℓ 2 = ℓ 2 (Z) as H θ,φ ξ(n) = ξ(n + 1) + ξ(n − 1) + 2 cos 2π(nθ + φ) ξ(n), where θ and φ are real numbers and ξ(n) n denotes the canonical orthonormal basis in ℓ 2 . The study of the spectral properties of this class of operators has attracted a significant amount of interest in the past couple of decades (see [5] , [3] , [8] , [1] , [10] , [14] , [12] , [7] for some of the most important developments). Most of this work has focused on the "Ten Martini problem" of M. Kac, concerning the possible values of the labels of the gaps that appear in the spectrum of these kinds of operators, and on the localization properties of the spectrum.
The Harper operator can be regarded as the image of the self-adjoint element H θ = U + U * + V + V * in the representation of the rotation C * -algebra A θ = C * (U, V unitaries ; U V = e 2πiθ V U ) that maps U to the bilateral shift u 0 defined on ℓ 2 by u 0 ξ(n) = ξ(n − 1), and V to the diagonal unitary v 0 defined by v 0 ξ(n) = e 2πi(nθ+φ) ξ(n).
When θ = p/q is rational with 0 ≤ p < q coprime integers, the spectrum of H θ , viewed as an element of A θ , consists either in the union of q disjoint intervals (when q is odd), or of q − 1 disjoint intervals (when q is even). This is best illustrated in Hofstadter's butterfly ( [11] ) in Figure 1 The irreducible representations of A p/q can be classified up to unitary equivalence. They all have dimension q and are given by 
. . .
We also have in this case (θ rational) [1] , [4] , [9] or [13] for different proofs with various degrees of generality).
All these properties of rotation C * -algebras and of Harper operators can be found, with self-contained proofs, in the first four chapters of [6] .
Surprisingly, the first results on such a natural question as estimating the norm of the Harper operators have appeared only recently. The first one, proved by C. Béguin, A. Valette and A. Zuk ( [2] ), is the inequality
It was also conjectured by these authors in [2] that
A proof of (1.4) has appeared in [15] . Unfortunately, the trigonometric formulas at page 157 are not correct and relation (13) in [15] should change to
This makes the forthcoming arguments at pages 158-159, concerning the possibility of chosing γ n such that (1.5) be satisfied, to be incorrect. The motivation of this work was to give a complete proof of the inequality (1.4). This task is achieved first in Section 2, where it is also proved that
In Section 3, we sharpen significantly the upper bound 2 √ 2 for H θ on [1/4, 1/2], and prove that for every θ ∈ [1/4, 1/2] the inequality
which is a significant improvement of (1.4) (see Figures 3 and 2) . The upper bound estimates (1.6) and (1.7) are compared in Figure 2 with (1.3) and with the bound
proved (correctly) in [15] . In the last part of the paper, we give some explicit lower bounds for H θ , proving the inequality
where (1.12)
In particular we get
This is a good estimate for min
H θ , which appears to be, by numerical computations, just fractionally larger than 2.59. We also get (see Figure 3) (1.14) min
and for all 0 ≤ θ ≤ 0.23441 we get 
Throughout this section, we take θ = p/q, denote
and consider the self-adjoint q × q matrix h θ defined in (1.2). That is, h θ acts on ℓ 2 (Z q ) by
where ǫ(n) n∈Zq denotes the canonical orthonormal basis in ℓ 2 (Z q ).
In this section and the next one, we set
Let (X m ) m∈Zq be a unit eigenvector for the eigenvalue λ of h θ with X m = X m (θ) ∈ R. Then (2.1)
Subtracting the right-hand side from the left-hand side in (2.3), we get
By (2.2) we infer that = cos 2mπθ + cos 2mπθ cos 2πθ + sin 2mπθ sin 2πθ + sin 2mπθ cos 2πθ − cos 2mπθ sin 2πθ − sin 2mπθ = cos 2mπθ(1 + cos 2πθ − sin 2πθ) − sin 2mπθ(1 − cos 2πθ − sin 2πθ) = 2 cos 2mπθ cos πθ(cos πθ − sin πθ) − 2 sin 2mπθ sin πθ(sin πθ − cos πθ) = 2(cos πθ − sin πθ)(cos πθ cos 2mπθ + sin πθ sin 2mπθ) = 2(cos πθ − sin πθ) cos(2m − 1)πθ, which gives in conjunction with (2.5)
Using also C m + C m−1 = cos 2mπθ + cos 2(m − 1)πθ = 2 cos πθ cos(2m − 1)πθ, we derive from (2.6) and (2.3)
From (2.6) it follows that (2.8)
Using the identity
we collect from (2.2) and (2.9)
= ℜ e (2m−1)πiθ (2 cos πθ) 3 = 8 cos 3 πθ cos(2m − 1)πθ and (2.10), we collect
We can now prove
(ii) For every θ ∈ [0, 1/4], we have
Proof. Using the continuity of the map θ → H θ , it suffices to assume in the first place that θ is rational. Taking now stock on (1.1), we may replace H θ by h θ .
(i) Let θ ∈ [1/4, 1/2). The sum m X m X m−1 cos(2m − 1)πθ played a central role in the previous computations. We do not have any control over this sum. However, the point is that if m X m X m−1 cos(2m − 1)πθ ≤ 0, then (2.11) gives λ 2 ≤ 8, and if m X m X m−1 cos(2m − 1)πθ ≥ 0, then (2.8) gives λ 2 ≤ 8.
(ii) This estimate follows from (2.8) and from the next elementary lemma. Combining this with Cauchy-Schwartz, we derive and B = X m−1 / X 2 m+1 + X 2 m−1 , the expression in (3.1) may be written as
The statement follows now from
Before stating the main result, it is worth to note that
and as a result
Therefore, (2.7) implies for all θ ∈ (1/4, 1/2),
and so 2 tan πθ − 1 tan πθ − 1 λ 2 ≤ 4S + 4(tan πθ + 1) tan πθ − 1 .
This shows that
Proof. We may assume as in the proof of Theorem 2.1 that θ is rational and then replace H θ by h θ . Let ε be a constant to be chosen later. Suppose first that
we infer from (3.5) and Lemma 3.1 that
We combine this with (3.4) to collect
then we infer from (2.7) and from 1 − tan πθ ≤ 0 that
In summary, we combine (3.6) and (3.7) to get
for all θ ∈ (1/4, 1/2) and all ε ∈ R. The statement follows if we choose
tan πθ .
Some lower bounds for H θ
We shall consider sequences (x n ) n and (y n ) n in ℓ 2 , of the form
with A 2 + B 2 = 1, and with 0 < r = r(θ) < 1 to be chosen later. We have 
we find
Taking r = tan(α/2) with 0 < α < π/2, it follows that H θ 2 is greater or equal than sup 0<α<π/2 6− 4 cos 2 α 1 + cos α +2 cos 2 α 1 1 − sin 2 α cos 2 2πθ + 4 sin α cos 2 πθ 1 − sin 2 α cos 2 πθ .
Chosing α such that
we arrive at
where f 1 (θ) is defined in (1.10).
In particular, we infer from (4.3) and (1.10) that (4.4) min
To get a better estimate in a neighborhood of 1/4 and 1/2, we use the sequence (y n ) n and relations (4.1) and (4.2), to collect n (2y n cos 2nπθ + y n+1 + y n−1 ) (1 − r 2 ) 2 1 − 2r 2 cos 4πθ + r 4 .
Taking r = tan(α/2) with 0 < α < π/2, we find we deduce from (4.7) that (4.9)
where f 3 (θ) is as in (1.12) .
