Introduction
In certain physical systems the main process is the generation of electric power by chemical reactions. By itself, the classical (phenomenological) electromagnetic theory provides limited means to the modelling of these systems. Consequently, they have drawn a lot of attention from the physics and chemistry research communities, and addia E-mail: tuomas.kovanen@tut.fi, Fax: +358331152160 tional information on microscopic processes has been combined with the classical theory for a more detailed model.
When employing the classical theory, generation and dissipation are usually confined to distinct parts of space.
In the dissipative part, the electric field intensity e of a given charge distribution is determined by the Poisson equation of electrostatics together with the charge conservation law and the classical Ohm's law. In the generator part of space, on the other hand, the product of e and the current density j needs to be made negative. To accomplish this, the Ohm's law could be modified by an additional source current term assumed to be known in advance.
For some purposes, a more detailed model than provided by the classical theory can be useful. Such a model necessarily involves an alternative for Ohm's law to be used in the description of current generation. In addition to the current density, also charge density ρ is not known in advance but need to be obtained as a part of the problem solution. Here we employ the modelling of chemical composition for the above mentioned tasks. Since we have been unable to find a treatment where the physicalchemical setting is introduced in logical order, a detailed formalisation is given in the first part of the paper.
Examples in which the classical approach is usually adjusted in this way include semiconductor devices and various types of solar cells [1] [2] [3] [4] [5] [6] . A particular example is a dye-sensitised solar cell in which generation occurs throughout a film of macroscopic thickness [7, 8] . In the latter part of the paper, we demostrate the method by generating a model for dye-sensitised solar cells. From the point of view of these cells, we focus here on their dynamic behaviour under transient light pulse illumination.
Formalisation
Let us consider a physical system as being composed of different subsystems. In constructing and superposing these subsystems, quantities for which addition and scalar multiplication make physical sense are of particular importance for modelling purposes. These two elementary operations open the way to efficiently employ mathematics in a modelling process, that is, in the translation of physical assumptions and laws into form accessible by experimentation. The value of mathematics is thus in assisting us with practical problems, and, on the other hand, a request for such assistance makes its use indispensable.
The chemical subsystem
To describe chemical composition in the spatial domain, we assume the precence of appropriate energy carriers called substances. These can be, for instance, certain molecules, electrons or photons. By composition we refer to quantities that indicate amounts of substances per unit volume at each mesoscopic point of space.
1 Formally, a
proper quantity for each element s of a set of substances is the substance density n s , see Appendix A for details.
Since each point of space can be considered as an open system, transport of substances exists. In addition, substances are generated and regenerated locally by chemical reactions. Proper quantities to take these processes into account are substance fluxes j s and generation rates r s . Also, energy is stored and released in the spatial domain, 1 At each mesoscopic point of space there is statistical abundance of quanta of energy carriers for their density to be a meaningful concept. Also, the length scale of the largest spatial inhomogenities smoothed out in the model determines the smallest length scale under explicit consideration. Length scales much smaller than this limit are then referred microscopic. Unless otherwise stated, all points of space referred in this paper are mesoscopic.
and quantities that characterise the response of the free energy density to changes in substance densities will be of crucial importance. Such quantities are named with hindsight as electrochemical potentials µ s , the detailed definition of which is given in Appendix B.
To obtain starting points (axioms) for modelling, physical and chemical knowledge of relationships between these quantities is utilised. Such laws serve as predicates for the quantities and may be used to define relations between them, see Appendix A for details. A conjunction of carefully chosen laws (expressed as the intersection of relations) will then uniquely determine these quantities.
A type of conservation law is that the substance flowing out of each space point per unit time must be generated at the point or the substance density at this point must change accordingly. This idea is employed in the model by introducing continuity relations
for each substance s. In addition, we need to express the behaviour of background materials in an appropriate way.
Relying on the second law of thermodynamics we require that substance is transported to the direction of lower electrochemical potential until equilibrium is reached [9] [10] [11] .
This is done by introducing pointwise mappings L s , such that j s = −L s (gradµ s ). Using these mappings, the idea can be employed by introducing relations
for each substance s. Denoting the array of all substance densities as n S , we express the dependence of generation rates on composition by introducing pointwise mappings F s , such that r s = F s (n S ), and further relations
which are referred in chemistry as rate laws [11] . To obtain the substance densities as a part of the solution, we would still need relations between µ s 's and n s 's. This need will drive us to decompose electrochemical potentials into two parts. For this, we turn our focus to the electric subsystem.
Connection to the electric subsystem
Informally, the charge density ρ is a sum of contributions by different charged substances. To make use of the idea, we introduce relation
where each coefficient q s is the charge per unit amount of substance s. The same idea applies for the current density j. Therefore, we introduce relation
By considering (1), (4) and (5) together, it can be seen that the charge conservation divj +∂ t ρ = 0 further implies a relation for generation rates. That is, we have
which is imposed in the construction of the rate laws. 
for each substance s.
By taking the intersection of (1), (3), (7) and (8), we
for each substance s. By further taking the intersection of (4), (9) and the relation of electrostatics,
we obtain a unique element (up to boundary conditions) (n S , ρ, φ el ) which satisfies all the requirements of the modelling. Furthermore, according to (5) and (7), the current density is given as
which can be interpreted as an extended Ohm's law. Relations (9) and (10) 
Finally, in view of a concrete instance such as the dyesensitised solar cell, the set of substances, the chemical reactions present and the constitutive relations (3), (7) and (8) are left to be determined.
2 Strictly speaking, the relations need to be considered as subsets of the same set (the linear space of elements (nS , φ el , µ ch S , rS , j S ) in this case) to take the intersection. This should be kept in mind throughout this paper.
Application
Detailed modelling of dye-sensitised solar cells (referred by dye cells below) under steady-state operation have been performed elsewhere [13] . With an eye for these results we aim to generate a model with some predictive power concerning the dynamic behaviour of the cell, and simulate the steady-state operation mainly for illustration purposes. To the authors' knowledge, such dynamic modelling have been restricted to a model that includes only one substance [14] . Alternatively, one has considered timeharmonic situations [15] [16] [17] [18] [19] [20] .
Structure and operation of the dye cell
Let us first have a brief overview of the dye cell. In this device the large surface area of a nanoporous semiconductor electrode is employed to attach a large amount of photoactive dye on the surface where the photochemical reactions take place. The structure of the cell is shown in Fig. 1 . The continuous performance of the cell is made possible by the electrolyte which reduces the photoexcited dye while the electrons released to the semiconductor are transported through the nanoparticle network, the conducting substrate and the external load to the counter electrode and again back to the electrolyte [7, 21] .
Relevant substances
Keeping in mind the preceding ideas, we begin with specifying the set of substances. A typical electrolyte contains at least iodide/triiodide redox pair (I -/I -3 ), lithium ions (Li + ) and tert-butylpyridine (tBP ) [18, 22] . In the semiconductor nanoparticles, free electrons can be trapped to localised energy states [8] . Hence, in the active electrode region two types of electrons are of interest, trapped electrons e -t and conduction electrons e -c , in addition to the electrolyte species. This is not the case in the counter electrode where only conduction electrons need to be considered. Finally, by including photons hν, the relevant substances can be collected into
This selection of substances means that the dye, the electrolyte solvent and the semiconductor crystal structure are taken into account only by the constitutive relations.
Often, in modelling the dye cell, also the effect of photons, ions and molecules on the transport and generation of the modelled substances is dubbed into the constitutive relations. 3 Accordingly, the resulting set of substances consists of only conduction and trapped electrons. It is typically thought that the larger the set of substances, the deeper the physical and/or chemical understanding. Here we consider conduction and trapped electrons explicitly to obtain a dynamic model for the cell.
Chemical reactions
Chemical reactions occur in each point of the active electrode (anode) and at the surface of the counter electrode (cathode). The reactions may be written using chemical formalism as follows [8, 23] :
Anode:
Cathode:
Here we have written the net photoreaction at the anode which does not explicitly state the precence of the dye. Notice that the cathode reaction occurs also at the anode. This recombination reaction is considered to be a significant degrading factor of the cell performance, and it largely motivates the mesoscopic modelling of the cell.
Constitutive relations
There is a controversy of what should be done with the constitutive relations of field theories in general. One conception defends their determination strictly by measurement to confine any uncertainty into such measurements, while others try to derive them from the fundamental assumptions of microscopic theories. In connection with dye cells both of the approaches have gained interest, and here we will also employ both of them.
"Flux laws" (L s )
In accordance with the band theory of solids, relation (7) for conduction electrons is given as
where u ec is the mobility [24] , which holds information on the microstructure of each mesoscopic point of Fig. 1 .
Here we have identified µ ec with the difference of the quasiFermi level of electrons and the Fermi-level at equilibrium.
The trap states are localised in space so for trapped electrons the mobility is zero. Therefore, the trapped electron flux vanishes so relation (7) is
"Potential laws" (H s )
By treating conduction electrons as a non-degenerate (classical) gas [24] , relation (8) for conduction electrons is given as
where n eq c is the equilibrium conduction electron density in the dark, k B is Boltzmann's constant, and T is temperature. Here we have further identified q ec φ el with the deviation of the conduction band edge from its equilibrium level. As a consequence of the predicate in relation (14) , the relation (8) for trapped electrons will not be needed.
"Rate laws" (F s )
The rate law of generation of conduction electrons is composed of contributions of the different reactions at the anode. That is, we have
where the generation rate of conduction electrons by photons is
and the generation rate of conduction electrons by trapping and detrapping can be given as
where k detrap is the rate constant of detrapping, k trap is the rate constant of trapping, and N trap is the density of traps [15, 19] . Equation (18) is a simplification of theories where the trapped electrons are distributed in energy [26, 27] . To employ such theories it would be necessary to determine the trapped electron density (per unit volume and energy) also in "energy space". Finally, the generation rate of conduction electrons by recombination (negative quantity) is taken as first order in excess conduction electron density [15, 20] . That is
where k cb is the rate constant of recombination from the conduction band. The above rate law is a simplification of experimental evidence suggesting that recombination is second order in electron density [18] . To obtain an expres-
(n hν ) in (16), the generation rate of photons (negative quantity) F hν (n hν ) appearing on the right hand side of (17) is usually given a priori as a function of position and time. This corresponds to the assumption that the photon density is independent of the densities of other substances in the cell.
For the rate law of generation of trapped electrons, we have
, n e -
where the generation rate of trapped electrons by trapping and detrapping is
and the generation rate of trapped electrons by recombination with electrolyte (negative quantity) is taken as first order in excess trapped electron density [28] , that is
where k tb is the rate constant of recombination of the trapped electrons, and n eq t is the equilibrium trapped electron density in the dark.
Finally, we emphasise that the present formulation of the rate laws excludes the effect of the density variations of ions and molecules on the generation rates. The use of such rate laws is justified here due to the large density of electolyte species which is only slightly perturbed under cell operation according to earlier modelling results [13] .
Formulation
The axioms necessary for mathematical modelling have now been collected into relations (1), (13), (14), (15), (16) and (20) . By taking the intersection of these relations, we get the coupled drift-diffusion problem with trapping and recombination expressed by relations
and
and further relation
Notice that although the ions are not considered explicitly in the chosen modelling they need to be taken into account in (4), and hence in (25) . Clearly, we have taken a shortcut when leaving them out of the model. However, this was done with the knowledge of an earlier modelling result [13] . According to this result, the local charge neutrality is maintained (to a good approximation) in the active electrode under cell operation, corresponding to a vanishing electric field according to relation (25) . Relying on this result, we leave out relation (25) and the electric field term in (23).
Current and voltage
We need the global electric quantities, the cell current and the cell voltage, in terms of conduction electron density.
As stated in Appendix C, the problem is reduced to one dimension, and the spatial domain consisting of the active electrode is parametrised by x ∈ [0, d], such that x = 0 is the substrate interface and x = d is the electrolyte interface of the active electrode. As a result, the cell current (per unit area) I is given directly by (5), (13) and (15) as cell voltage V is given as
Typically, it is assumed that the counter electrode is in its equilibrium state of the dark, so that the electrochemical potential vanishes there. This leads to the widely employed expression
where the latter equality follows from relation (15) 
Boundary conditions
To specify the electron densities uniquely, boundary and initial conditions are still required. For clarification we review here three types of conditions. To begin with, the current-voltage characteristics of the cell -the macroscopic counterpart of (11) 
where the latter part of the predicate expresses the zero electron flux to the electrolyte. The procedure of finding the unique element of the intersection of (23), (24) and (29) 
where n can be realised by using the kinetic rate constant of electron extraction k ext . Accordingly, we introduce relation 
The open-circuit case when negligible amount of electrons is extracted to the circuits is obtained by setting k ext = 0, and the short-circuit situation when n c (0) = n eq c (0) is (formally) obtained in the limit k ext = ∞. It is notable that a finite resistance situation cannot be modelled by a finite value of k ext since this would contradict the Ohm's law V = RI. The method to take the intersection of (23), (24) and (31) is given in Appendix C.
Parameter values
The parameter values of the constitutive relations used in the modelling were taken from literature and are listed in Table 1 . The order of magnitude values for the first order recombination rate constants, as well as for the rate constants of trapping and detrapping, were estimated based [19] on references [18, 19] , and further adjusted to obtain typical steady-state current-voltage characteristics for various light intensities. Other parameter values were taken directly from the references indicated.
Results
Simulated steady-state current-voltage characteristics are shown in Fig. 2 for two different light intensities. As the curves are typical for these cells [13] , we may hope for that also dynamic simulations show reasonable results. We fo- 
Appendix B: Definitions
For the definition of the electrochemical potential, we first consider the density of free energy at each point in space and time, g(x, t), as a function of composition. 4 Electrochemical potentials are constructed to express the response of the free energy density to variations in substance densitites. Since substance density at a point y can affect to the free energy density at another point x (Coulomb interactions are included), the electrochemical potential µ s is defined for each substance s at each point (x, t) as the "derivative of g(x, t) at composition n S to the direction n s ", and is denoted as ∂ nS g(n s ) (the argument (x, t)
is dropped for notational simplicity). The operator ∂ nS g 4 To make a connection to the thermal subsystem, we identify this energy with the (electrochemical) Gibbs free energy by assuming constant temperature and pressure [9] . Hence, all non-thermal and non-mechanical energy exchange is included.
(bounded and linear) is the Fréchet derivative at n S , defined by
where · is a norm given for the substance densities.
It is noticed that the potentials constructed in this way need not be continuous in space. However, they are usually required to be continuous in certain parts of space called regularity regions. In practice, these regions are specified a priori based on the qualitative understanding of the situation. In this paper, the derivatives are restricted to the regularity regions of the potential in question.
For the definition of the substance potential, the electric energy density g el is considered. Parallelling the construction above, substance potentials are defined as µ 
for each substance s such that q s = 0, where the latter derivative is taken pointwisely.
Appendix C: Solution procedures
The structure of the dye cell has enough symmetry to reduce the problem to one spatial dimension. We parametrise the resulting spatial domain by x ∈ [0, d], such that x = 0 is the substrate interface and x = d is the electrolyte interface of the active electrode. We further consider illumination from the substrate side of the cell to give the driving term for the problem using photon flux at the boundary,
where g describes the a priori fixed spatial variation. The function g is typically given using the absorption coefficient α as g(x) = αe −αx [15, 19] . Before proceeding, we clarify our notation somewhat. That is, we set
Steady-state situation
With the above notation, for a given n t , the conduction electron density n c that belongs to the intersection of (23), (24) and (29) satisfies
For n c given, on the other hand, the trapped electron density of the intersection satisfies
To solve the combined problem of (C.8) and (C.9) we employ the finite element method and a fixed point iteration procedure to solve the nonlinearity caused by the used trapping rate law.
It is noticed that the chemical subsystem is constructed in such a way that the pairs (µ s , n s ), (µ s , r s ) and (gradµ s , j s ) are related to energies or powers. As a consequence, the existence of the constitutive relations suggests us to search such solutions n c and n t that are square integrable in the domain together with their gradients -the square integrability guarantees the finiteness of energy. 5 In the case of (C.8), we end up in searching for an approximation to its variational formulation from the following subspace of the
(Affine function is a function of the form f (x) = αx + β.)
Since this is also a subspace of an appropriate Sobolev space [30] , a relevant problem (the solution of which, if
5 This is the case if there are strictly positive coefficients representing the constitutive relations that are bounded below and above [29] .
smooth enough, satisfies (C.8)) can be set to find n c ∈ S N h such that
where Intuitively, the "fixed point" means that for a given n c , (C.9) results in some n t , and by (C.11) we have n c again, which must be the same we started from. To prove that the iteration procedure self-consistently converges to a unique fixed point for all initial guesses, it would be sufficient to show that the associated mapping (which maps the array of nodal values N j to new nodal values) is a contraction mapping. This is bypassed here but in practice the procedure does converge.
Dynamic situation
Parallelling the above strategy, for a given n t , the conduction electron density n c that belongs to the intersection of (23), (24) and (31) whereas, for n c given, the trapped electron density of the intersection satisfies We further employ the time discretisation that n k c ∈ S h (resp. n k at t = t k = k△t, where △t is the time step and k ∈ N.
Then, an approximation to the variational formulation of the time discretised version of (C.14) is defined by the problem: Find n k c ∈ S h recursively for k > 0 such that 
