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Linear Approximations to AC Power Flow in Rectangular Coordinates
Sairaj V. Dhople, Swaroop S. Guggilam, and Yu Christine Chen
Abstract— This paper explores solutions to linearized power-
flow equations with bus-voltage phasors represented in rectan-
gular coordinates. The key idea is to solve for complex-valued
perturbations around a nominal voltage profile from a set of
linear equations that are obtained by neglecting quadratic terms
in the original nonlinear power-flow equations. We prove that
for lossless networks, the voltage profile where the real part of
the perturbation is suppressed satisfies active-power balance in
the original nonlinear system of equations. This result motivates
the development of approximate solutions that improve over
conventional DC power-flow approximations, since the model
includes ZIP loads. For distribution networks that only contain
ZIP loads in addition to a slack bus, we recover a linear
relationship between the approximate voltage profile and the
constant-current component of the loads and the nodal active-
and reactive-power injections.
I. INTRODUCTION
The power-flow problem is fundamental to all aspects of
modelling, analysis, operation, and control of transmission
and distribution systems. In a nutshell, it amounts to solving
for the nodal voltages in the nonlinear active- and reactive-
power balance equations that characterize the sinusoidal
steady-state behaviour of AC electrical networks. Iterative
numerical methods are ubiquitous in this regard, since multi-
plicative and trigonometric nonlinearties quash any fledgling
hopes of obtaining analytical closed-form solutions. Having
said that, linear approximations that yield accurate estimates
of nodal voltages have long been recognized to be useful
from computational and analysis perspectives [1], [2].
In this paper, we investigate linearizations of the nonlinear
power-flow equations with voltages expressed in rectangular
coordinates. The main premise is to solve for a (complex-
valued) perturbation vector in rectangular form around an
appropriately formulated nominal voltage profile. We provide
solutions tailored to the constitutional properties of transmis-
sion systems (where generators are modelled as PV buses
and loads are modelled as ZIP buses) and distribution sys-
tems (where, in addition to a slack bus, nodes in the network
are modelled as ZIP buses). Indeed, a key assumption that
is made from the outset to obtain the linearized model is
that the second-order terms in the power-balance expressions
are negligible. To investigate the validity of this assumption,
we provide a priori computable bounds on the active- and
reactive-power balance errors as appropriate.
Voltage phasors are typically expressed in polar coor-
dinates in most renditions of the power-flow equations.
S. V. Dhople and S. S. Guggilam are with the Department of Electrical
and Computer Engineering at the University of Minnesota, Minneapolis, MN
55455, USA. E-mail: {sdhople,guggi022}@umn.edu. Y. C. Chen is with the
Department of Electrical and Computer Engineering, University of British
Columbia, Vancouver, British Columbia V6T 1Z4. Email: chen@ece.ubc.ca
Noteworthy exceptions where rectangular-coordinate repre-
sentations are leveraged for analytical and computational
benefits include: algorithms for optimal power flow [3]–[5],
techniques to identify low-voltage solutions [6], solving the
power-flow equations for ill-conditioned systems [7], investi-
gating load-flow feasibility [8], and state estimation [9], [10].
(This is by no means an exhaustive survey.) Formulating the
power-flow equations with voltages expressed in rectangular
coordinates affords us to opportunity to offer a fresh perspec-
tive on the ubiquitous DC power-flow equations [11]. (See
also [1], [12] for recent work in this domain.) Particularly,
we formally uncover the restrictive assumptions (flat voltage
profile, small angle approximations, neglecting shunt loads
and current loads, etc.) with which the linearized solution
in rectangular coordinates boils down to the classical DC
power-flow approximations. Another theoretical contribution
of this work is that in lossless transmission systems including
PV and ZIP buses, we prove that a purely imaginary
complex perturbation around a flat-voltage linearization en-
sures active-power balance in the original nonlinear power-
flow equations. Similar insights have recently been reported
in [13], where the author observes that a purely complex
perturbation around a flat start ensures balance of the active-
power flows in the original nonlinear equations for lossless
networks. (This is also alluded to in [14].) Leveraging
insights from lossless networks, we hypothesize on a voltage
profile for transmission networks as an alternative to the DC
power-flow equations that incorporates ZIP loads, and does
not assume the slack bus has unit voltage magnitude.
In addition to the transmission-network setting, we also
consider distribution networks that are composed of ZIP
buses in addition to a slack bus (that models the secondary
side of the step-down transformer at the feeder head). The
nominal voltage is chosen to be the one where the constant-
power nodal constraints are ignored; this is referred to
subsequently as the no-load voltage. The choice of the no-
load voltage is intuitively obvious from a circuit-theoretic
vantage point, and proves to be algebraically beneficial in
that it yields an analytically tractable linear model. We
outline graph- and network-theoretic conditions to establish
the uniqueness of solutions to this linearized system. For this
setting, the real and imaginary components of the voltage
perturbation vector can be solved uniquely without any
further structural assumptions since the active- and reactive-
power injections at all buses are known. Our results for
distribution networks extend recent results in [15] to include
constant-current loads. We also systematically delineate the
restrictive set of assumptions under which it is appropriate
to presume that voltage magnitudes are strongly coupled
to active-power injections and phases are strongly coupled
to reactive-power injections. These assumptions underpin
a vast body of work on distribution-system operation and
control [16]–[18].
The remainder of this manuscript is organized as follows.
Section II establishes notation and describes the power-
system model. In Sections III and IV, we outline solution
strategies suited to transmission and distribution networks,
respectively. Concluding remarks are provided in Section V.
II. PRELIMINARIES AND POWER-SYSTEM MODEL
In this section, we establish notation, a few pertinent
mathematical preliminaries, and describe the power-system
model and the linearization used in the remainder of the
paper.
A. Notation and Mathematical Preliminaries
The matrix transpose will be denoted by (·)T, complex
conjugate by (·)∗, real and imaginary parts of a complex
number by Re{·} and Im{·}, respectively, magnitude of a
complex scalar by | · |, and j := √−1.
A diagonal matrix formed with entries of the vector x is
denoted by diag(x); diag(x/y) forms a diagonal matrix with
the ℓth entry given by xℓ/yℓ, where xℓ and yℓ are the ℓth en-
tries of vectors x and y, respectively; and diag(1/x) forms a
diagonal matrix with the ℓth entry given by x−1ℓ . For a matrix
X , xℓm returns the entry in the ℓ row and m column of X .
The null space of a matrix X is denoted by N(X). For a vec-
tor x = [x1, . . . , xN ]T, cos(x) := [cos(x1), . . . , cos(xN )]T
and sin(x) := [sin(x1), . . . , sin(xN )]T. We will routinely
decompose the complex-valued vector x ∈ CN (complex-
valued matrix X ∈ CN×N ) into its real and imaginary parts
as follows: x = xre + jxim (X = Xre + jXim, respectively).
The spaces of N × 1 real-valued and complex-valued
vectors are denoted by RN and CN , respectively; TN denotes
the N -dimensional torus. The N × N identity matrix is
denoted by IN×N . The M × N matrices with all zeros
and ones are denoted by 0M×N and 1M×N , respectively;
similarly, the N × 1 vectors with all zeros and ones are
denoted by 0N and 1N , respectively.
In subsequent developments, we will routinely employ the
following norms. The standard 2-norm of the vector x ∈ CN
is denoted by ||x||, and defined as
||x|| :=
(
N∑
ℓ=1
|xℓ|2
) 1
2
. (1)
We will also find the following norm for the matrix A ∈
CN×N useful [15]:
||A||† := max
ℓ
(
N∑
k=1
|aℓk|2
) 1
2
. (2)
We conclude this section, with two bounds that we will
utilize to bound error terms in the remainder of the paper. Let
||x|| be the 2-norm of a complex-valued vector, x ∈ CN , as
defined in (1), and ||A||† be the matrix norm of a complex-
valued matrix, A ∈ CN×N , as defined in (2). Then
||diag(x)Ax|| ≤ ||A||†||x||2, (3)
||Ax|| ≤ ||A||†||x||. (4)
These bounds can be derived from Lemma A.1 in [15].
B. Power-system Model
Consider a power system with N+1 buses collected in the
set N . We model loads as the parallel interconnection of a
constant impedance, a constant current, and a constant power
component; in the literature, this is commonly referred to as
a ZIP model [19]. On the other hand, we model generators
as PV buses, i.e., at generator buses the voltage magnitudes
and active-power injections are fixed.
Without loss of generality, the slack bus is fixed to be
the N + 1 bus, and its voltage is denoted by V◦ejθ◦ . Let
V = [V1, . . . , VN ]
T ∈ CN , where Vℓ = |V |ℓ∠θℓ ∈ C
represents the voltage phasor at bus ℓ. In subsequent devel-
opments, we will find it useful to define the vectors |V | =
[|V |1, . . . , |V |N ]T ∈ RN>0 and θ = [θ1, . . . , θN ]T ∈ TN .
Given our focus on rectangular coordinates, we will also
routinely express V = Vre + jVim, where Vre, Vim ∈ RN
denote the real and imaginary components of V .
Let I = [I1, . . . , IN ]T, where Iℓ ∈ C denotes the current
injected into bus ℓ. Kirchhoff’s current law for the buses in
the power system can be compactly represented in matrix-
vector form as follows:[
I
IN+1
]
=
[
Y Y
Y
T
y
][
V
V◦e
jθ◦
]
, (5)
where V◦ejθ◦ is the slack-bus voltage, IN+1 denotes the
current injected into the slack bus, and the entries of the
admittance matrix have the following dimensions: Y ∈
C
N×N
, Y ∈ CN , and y ∈ C \ {0}.
Corresponding to the matrix Y = G+ jB, where G,B ∈
R
N×N
, we will denote the vector of shunt admittances (that
appear on its diagonal) by Ysh ∈ CN , and write Ysh = Gsh+
jBsh, where Gsh, Bsh ∈ RN . Exploiting the construction of
the admittance matrix, we can extract these shunt elements
through:
Y 1N + Y = Ysh = Gsh + jBsh. (6)
Note that Ysh includes both the shunt terms from the
transmission-line lumped-element model as well as those
originating from the constant-impedance component of the
ZIP load model.
Remark. The matrix Y does not correspond to the admit-
tance matrix of a realizable AC electrical circuit. Nonethe-
less, we prove in Lemma 1 that it is nonsingular by virtue of
irreducible diagonal dominance [20] if removal of the slack
bus does not affect connectivity of the remaining network.
Denote the vector of complex-power bus injections by S =
[S1, . . . , SN ]
T
, where Sℓ = Pℓ + jQℓ. By convention, Pℓ
and Qℓ are positive for generators and negative for loads
(these represent the constant power component of the ZIP
load model). Furthermore, let IL = [IL1, . . . , ILN ]T, where
ILℓ ∈ C denotes the current injected into bus ℓ due to the
constant current component of the ZIP load at that bus. Then,
using (5), complex-power bus injections can be compactly
written as
S = diag (V ) I∗ − diag (V ) I∗L
= diag (V )
(
Y ∗V ∗ + Y
∗
V◦e
−jθ◦ − I∗L
)
. (7)
C. Linearized Power-flow Equations
Suppose the solution to the power-balance expression
in (7) is given by V ⋆ ∈ CN :
S = diag(V ⋆)
(
Y ∗(V ⋆)∗ + Y
∗
V◦e
−jθ◦ − I∗L
)
. (8)
The abounding nonlinearities in (8) preclude the possibility
of seeking a closed-form solution to V ⋆ (or even establish ex-
istence of solutions). Therefore, we will seek to linearize (8)
instead. Central to the linearization approach is to express
V ⋆ = V +∆V , where V is some a priori determined nominal
voltage vector,1 and entries of ∆V capture perturbations
around V . With V appropriately determined (we comment
on the choice of V shortly), we need to solve for ∆V that
satisfies (8). Substituting V ⋆ = V +∆V in (8), we see that
V +∆V satisfies:
S = diag (V +∆V )
(
Y ∗(V +∆V )∗ + Y
∗
V◦e
−jθ◦ − I∗L
)
.
(9)
Expanding terms in (9), we get
S = diag (V )Y ∗V ∗ + diag (V )Y ∗∆V ∗
+ diag (∆V )Y ∗V ∗ + diag (∆V )Y ∗∆V ∗
+ diag (V )Y
∗
V◦e
−jθ◦ + diag (∆V )Y
∗
V◦e
−jθ◦
− diag (V ) I∗L − diag (∆V ) I∗L. (10)
Neglecting the second-order term, diag (∆V )Y ∗∆V ∗, and
recognizing that
diag (∆V )Y ∗V ∗ = diag (Y ∗V ∗)∆V,
diag (∆V )Y
∗
V◦e
−jθ◦ = V◦e
−jθ◦diag
(
Y
∗
)
∆V,
diag (∆V ) I∗L = diag (I
∗
L)∆V,
we can reorganize terms in (10) to get
Γ∆V + Ξ∆V ∗ = S +Π, (11)
where Γ ∈ CN×N , Ξ ∈ CN×N , and Π ∈ CN are given by
Γ = diag
(
Y ∗V ∗ + Y
∗
V◦e
−jθ◦ − I∗L
)
, (12)
Ξ = diag (V )Y ∗, (13)
Π = −diag (V )
(
Y ∗V ∗ + Y
∗
V◦e
−jθ◦ − I∗L
)
. (14)
With (11) in place, we turn our attention to solving
for the bus-voltage perturbation vector ∆V , using which
we could recover an approximation to the actual solution
1We slightly abuse notation with this formulation, since V ⋆ (and not
V ) satisfies (5). Nonetheless, for ease of exposition, we persist with this
notation subsequently.
V ⋆. Decomposing all quantities in (11) into their real and
imaginary parts, we can write it equivalently as follows:[
Γre + Ξre −Γim + Ξim
Γim + Ξim Γre − Ξre
] [
∆Vre
∆Vim
]
=
[
P +Πre
Q+Πim
]
,
(15)
In general, it is not possible to establish the invertibility of
the 2N × 2N matrix in (15). Some special cases do allow
us to establish this, and we dwell on these soon. We next
outline some possible choices for the nominal voltage, V .
1) Flat Voltage: In a non-stressed system, we can assume
all bus-voltage magnitudes are close to 1 p.u. and phase-
angle differences are small. In this simplest case, we set
V = 1N . We will utilize this approximation in our study of
transmission networks in Section III.
2) No-load Voltage: The structure of the expressions
in (11) and (12)–(14) suggest that with the following choice:
V = Y −1
(
IL − Y V◦ejθ◦
)
, (16)
we get Γ = 0N×N , Π = 0N , and subsequently recover the
following linearized power-flow expressions
diag (V ∗)Y∆V = S∗. (17)
Notice that V in (16) is the non-zero voltage solution
recovered when the current injections in the buses (i.e.,
Y V + Y V◦e
jθ◦ − IL) are zero. Since this corresponds to
the non-zero solution to (7) when S = 0N , we refer to it
as the no-load voltage. It turns out that with the choice of
the no-load voltage, we can establish the following result on
existence and uniqueness of solutions to (17).
Lemma 1 A unique solution to (17) exists with the choice
of the no-load voltage, V = Y −1 (IL − Y V◦ejθ◦), in (16) if
(i) Removal of the slack bus does not affect network
connectivity.
(ii) The constant-current components of the ZIP buses are
such that IL 6= Y V◦ejθ◦ .
Condition (i) establishes invertibility of Y and (ii) ensures
that V = Y −1
(
IL − Y V◦ejθ◦
) 6= 0N . Taken together, they
guarantee that the matrix diag (V ∗)Y is non-singular, and
consequently this ensures (17) admits a unique solution.
Proof. We first dwell on (i). Since removal of the slack
bus does not affect network connectivity, it follows that
the undirected graph induced by Y is connected. This is
equivalent to stating that Y is irreducible [20, Theorem
6.2.24]. Furthermore, by construction of the network admit-
tance matrix, it follows that the entries of Y are such that
|yℓℓ| ≥
∑
ℓ 6=m
|yℓm|, ∀ ℓ ∈ N \ {N + 1}.
This implies that Y is diagonally dominant. In addition, for
the buses that are connected to the slack bus, a set that we
denote by NN+1, it follows that
|yℓℓ| >
∑
ℓ 6=m
|yℓm|, ∀ ℓ ∈ NN+1.
Under these conditions, it follows that Y is irreducibly
diagonally dominant [20, Definition 6.2.25], from which we
conclude that Y is nonsingular [20, Corollary 6.2.27].
Next, consider the statement in (ii). Since (i) ensures
invertibility of Y , it follows that N(Y ) = N(Y −1) = {0N}.
Therefore, ensuring IL 6= Y V◦ejθ◦ is sufficient to guarantee
that V = Y −1
(
IL − Y V◦ejθ◦
) 6= 0N .
Considered together, conditions (i) and (ii) ensure that
the matrix diag (V ∗)Y is nonsingular, hence guaranteeing
a unique solution to (17). 
We will utilize the no-load voltage profile in analyzing
distribution networks in Section IV.
D. Errors in Complex-, Active-, and Reactive-power Balance
To gauge the accuracy of linearized solutions out-
lined subsequently, we will revert to the quadratic term
diag(∆V )Y ∗∆V ∗ that we neglected in the derivation
of (11). To this end, we denote the error in complex-power
balance by Sh.o.t. and express it as
Sh.o.t. = diag(∆V )Y
∗∆V ∗ (18)
= diag(∆Vre + j∆Vim)(G − jB)(∆Vre − j∆Vim).
From above, isolating the real part of Sh.o.t., we obtain the
error in active-power balance, which we denote by Ph.o.t.:
Ph.o.t. = Re{Sh.o.t.}
= diag (∆Vre) (G∆Vre −B∆Vim)
+ diag (∆Vim) (G∆Vim +B∆Vre). (19)
Similarly, we isolate the imaginary part of Sh.o.t., to recover
the error in reactive-power balance, which we denote by
Qh.o.t.:
Qh.o.t. = Im{Sh.o.t.}
= diag (∆Vim) (G∆Vre −B∆Vim)
− diag (∆Vre) (G∆Vim +B∆Vre). (20)
Note that Sh.o.t., Ph.o.t., and Qh.o.t. are all functions of
∆V = ∆Vre+j∆Vim. However, we will drop this functional
dependence to simplify notation.
III. APPROXIMATIONS TAILORED TO TRANSMISSION
NETWORKS
In this section, we exploit the well-known structural prop-
erty that transmission networks are mostly inductive [11] to
postulate on a solution to (15). We consider the special case
where G = 0N×N in Section III-A, and then examine the
classical DC power-flow approximations in Section III-B.
A. Purely Inductive Network & Flat-voltage Linearization
Consider an inductive network for which G ≈ 0N×N .
This model is appropriate for transmission networks where
the line inductive elements dominate over the resistive ones.
In making this assumption, recognize that we have also
neglected all shunt conductance terms (i.e., Gsh = 0N ). For
such a network, it turns out that with a linearization around
the flat-voltage V = 1N , and under a (technical) constraint
on the constant-current component of the ZIP loads, we can
demonstrate that the solution to (15) where ∆Vre = 0N
ensures zero error in the active-power balance. We formally
state and prove this next. Before so doing, we establish some
notation to ease exposition. From (12)–(14), for the particular
case G = 0N×N , Gsh = 0N , V = 1N , and V◦ejθ◦ = 1, with
the aid of (6), we get
Γ = diag
(
Y ∗V ∗ + Y
∗
V◦e
−jθ◦ − I∗L
)
= diag
(
Y ∗1N + Y
∗ − I∗L
)
= diag(Y ∗sh − I∗L)
= diag(−jBsh − I∗L),
Ξ = diag (V ) Y ∗ = IN×NY
∗ = −jB,
Π = −diag (V )
(
Y ∗V ∗ + Y
∗
V◦e
−jθ◦ − I∗L
)
= −IN×N
(
Y ∗1N + Y
∗ − I∗L
)
= − (Y ∗sh − I∗L)
= jBsh + I
∗
L. (21)
We will find it useful to define
Φre := Γre + Ξre = −diag(IL,re), (22)
Φim := −Γim + Ξim = −(B − diag(Bsh))− diag(IL,im).
With the definitions in (22), it follows that following lin-
ear equations need be solved to determine the voltage-
perturbation vector, ∆V :
Φre∆Vre +Φim∆Vim = P + IL,re. (23)
Note that (23) is underdetermined, specifically, with N
equations and 2N unknowns. We next examine the solution
where the real component is suppressed, i.e., ∆Vre = 0N ,
and demonstrate that it satisfies the active-power balance in
the original nonlinear power-flow expressions. We formally
prove this statement next.
Theorem 1 Consider an inductive network, G = 0N×N .
Suppose that the constant-current component of the ZIP
loads satisfies the following requirements:
1) For node ℓ ∈ N \ {N + 1}, we have∣∣∣−∑
ℓ 6=m
bℓm − IL,im,ℓ
∣∣∣ ≥ ∑
ℓ 6=m
|bℓm|. (24)
2) For at least one node in the set NN+1 we have∣∣∣−∑
ℓ 6=m
bℓm − IL,im,ℓ
∣∣∣ > ∑
ℓ 6=m
|bℓm|. (25)
It follows that the voltage profile
1N +∆V = 1N + jΦ
−1
im (P + IL,re), (26)
where Φim is specified by (22) minimizes the active-power-
balance error, ||Ph.o.t.||, to zero, i.e.,
arg min
∆V ∈CN
||Ph.o.t.|| = jΦ−1im (P + IL,re)
min
∆V ∈CN
||Ph.o.t.|| = 0. (27)
Furthermore, the voltage profile in (26) yields the following
upper bound on the reactive-power balance error
||Qh.o.t.|| ≤ ||B||†||Φ−1im (P + IL,re)||2. (28)
Proof. With the conditions in (24)–(25), it follows that Φim
is invertible. Consequently, from (23), we can write
∆Vim = Φ
−1
im (P + IL,re)− Φ−1imΦre∆Vre. (29)
Also, in the setting where G = 0N×N , we see that Ph.o.t.
from (19) simplifies to the following
Ph.o.t. = −diag (∆Vre)B∆Vim + diag (∆Vim)B∆Vre.
(30)
Substituting for ∆Vim from (29) in (30), we get after a few
elementary algebraic manipulations
Ph.o.t. = −diag(BΦ−1im (P + IL,re))∆Vre
+ diag(∆Vre)Φ
−1
imΦre∆Vre + diag(Φ
−1
im (P + IL,re))B∆Vre
− diag(Φ−1imΦre∆Vre)B∆Vre. (31)
Taking the 2-norm on both sides above, applying the triangle
inequality, and utilizing (3)–(4), we see that
||Ph.o.t.|| ≤ ||diag(BΦ−1im (P + IL,re))||†||∆Vre||
+ ||Φ−1imΦre||†||∆Vre||2 + ||diag(Φ−1im (P + IL,re))B||†||∆Vre||
+ ||Φ−1imΦreB−1||†||B∆Vre||2. (32)
Taking the minimum on both sides above with respect to
∆Vre, and noting that N(B) = 0N (see Lemma 1), we see
that
min
∆Vre∈RN
||Ph.o.t.||
≤ min
∆Vre∈RN
(
||diag(BΦ−1im (P + IL,re))||†||∆Vre||
+ ||Φ−1imΦre||†||∆Vre||2 + ||diag(Φ−1im (P + IL,re))B||†||∆Vre||
+ ||Φ−1imΦreB−1||†||B∆Vre||2
)
= 0. (33)
Note that (27) then follows straightforwardly from (33).
Furthermore, from (20), for the case G = 0N×N , we can
see that the error in the reactive-power balance is given by
Qh.o.t. = −diag(∆Vim)B∆Vim−diag(∆Vre)B∆Vre. (34)
With the choice
∆Vre = 0N , ∆Vim = Φ
−1
im (P + IL,re), (35)
we can simplify above to get
Qh.o.t. = −diag(Φ−1im (P + IL,re))BΦ−1im (P + IL,re). (36)
Applying (3) (with the choice x = Φ−1im (P + IL,re) and
A = B), we recover the upper bound on the reactive-power-
balance error in (28). 
B. Connection to the classical DC Power Flow
The voltage profile in (26) brings to mind the classical
DC power flow relations [11]:
− (B − diag(Bsh)) θ = P, (37)
where B ∈ RN×N is the imaginary part of Y ∈ CN×N ,
Bsh ∈ RN is the vector with shunt susceptance terms, θ ∈
T
N is the vector of bus phases, and P ∈ RN is the vector
of active-power bus injections.2
We remark that (26) extends the classical DC power flow
approximation to the case where the network contains ZIP
loads and assumptions of small bus-voltage angle differences
are not made. Next, we demonstrate how (37) can be recov-
ered from (11), and in so doing, illustrate all the restrictive
assumptions imposed in deriving (37).
Lemma 2 The DC power flow approximation in (37) can
be derived from (11) under the following assumptions and
approximations:
1) a flat-voltage initialization, V = 1N ;
2) disregarding the constant-current loads, IL = 0N ;
3) neglecting shunt conductances, Gsh = 0N ;
4) setting the slack bus voltage to unity, V◦ejθ◦ = 1∠0;
and
5) the small-angle approximation for voltages θ ≈ ∆Vim.
Proof. Let us begin with (12)–(14). We set IL = 0N , and
operate under the flat-voltage assumptions V = 1N , Vo =
1p.u., and θo = 0◦. Then, with the aid of (6), we get
Γ = diag
(
Y ∗V ∗ + Y
∗
V◦e
−jθ◦ − I∗L
)
= diag
(
Y ∗1N + Y
∗
)
= diag(Y ∗sh),
Ξ = diag (V )Y ∗ = IN×NY
∗,
Π = −diag (V )
(
Y ∗V ∗ + Y
∗
V◦e
−jθ◦ − I∗L
)
= −IN×N
(
Y ∗1N + Y
∗
)
= −Y ∗sh.
Substituting Γ, Ξ, and Π from above in (11), we get
diag (Y ∗sh)∆V + Y
∗∆V ∗ = S − Y ∗sh. (38)
Assuming ∆Vre = 0N , we see that ∆V = j∆Vim. Conse-
quently, it follows that ∆V ∗ = −∆V , and (38) simplifies
to
− (Y ∗ − diag (Y ∗sh))∆V = S − Y ∗sh. (39)
Isolating the real part of (39), we obtain
− (B − diag(Bsh))∆Vim = P −Gsh. (40)
We see that (37) follows from (40) by neglecting the shunt
conductance terms (i.e., setting Gsh = 0N ), and under the
small-angle approximation
θ = ∠(V +∆V ) = ∠(1N + j∆Vim) ≈ ∆Vim, (41)
which completes the proof. 
Remark. It is straightforward to see that the error in the
solution to ∆Vim incurred in neglecting the shunt conduc-
tance terms is given by || (B − diag(Bsh))−1Gsh||. Since
Gsh includes shunt conductance terms from the constant-
impedance portion of ZIP loads (in addition to that emerging
2Typically, in the literature, solutions to the DC power flow expressions
are written as −B−1P . However, with regard to the notation we use in this
work, the matrix B includes shunt terms that are excluded in the classical
DC power flow expressions.
from the transmission-line lumped-element model), neglect-
ing Gsh can potentially result in large errors in the estimate
of the bus-voltage angles with the conventional DC power
flow approximations.
IV. APPROXIMATIONS TAILORED TO DISTRIBUTION
NETWORKS
In this section, we consider a network that only contains
ZIP buses in addition to the slack bus. This model is
appropriate for distribution networks, where the slack bus
models the secondary side of the step-down transformer at
the feeder head. We begin with the solution for the most
general case, and present some special cases next.
A. Solution for the General Case
Since we know the active- and reactive-power injections at
all buses, and assuming the conditions of Lemma 1 are met,
the solution to (17) can be expressed in analytical closed
form as follows:
∆V = Y −1diag (1/V ∗)S∗, (42)
with V chosen as in (16) from before. The linear approxi-
mation to the voltage profile in this setting is therefore given
by V + Y −1diag (1/V ∗)S∗. Finally, note that the error in
complex-power balance induced by this linear approximation
can be obtained from (18), and is given by
Sh.o.t. = diag
(
Y −1diag (1/V ∗)S∗
)
diag (1/V )S, (43)
Applying (3) (with the choice x = Y −1diag (1/V ∗)S∗ and
A = Y ∗), we recover the following upper bound on the
complex-power-balance error:
||Sh.o.t.|| ≤ ||Y ∗||†||Y −1diag (1/V ∗)S∗||2. (44)
B. Revisiting Coupling Arguments
Let us denote (G + jB)−1 = R + jX . Then, expanding
the terms in (42), it is straightforward to separately write out
the real and imaginary components of ∆V as follows:
∆Vre =
(
Rdiag
(
cos θ
|V |
)
−Xdiag
(
sin θ
|V |
))
P
+
(
Xdiag
(
cos θ
|V |
)
+Rdiag
(
sin θ
|V |
))
Q, (45)
∆Vim =
(
Xdiag
(
cos θ
|V |
)
+Rdiag
(
sin θ
|V |
))
P
−
(
Rdiag
(
cos θ
|V |
)
−Xdiag
(
sin θ
|V |
))
Q. (46)
If we suppose that entries of Vre and Vim dominate those
in ∆Vre and ∆Vim, respectively, then |V |+∆Vre serves as
a first-order approximation to the voltage magnitudes across
the distribution network. Similarly, θ + ∆Vim serves as a
first-order approximation to the phases across the distribution
network.
In literature pertaining to distribution system operation and
control, a common assumption made to simplify analysis is
that voltage magnitudes are strongly coupled to active-power
injections and phases are strongly coupled to reactive-power
injections [16]–[18]. Here, with the aid of (45) and (46), we
investigate the validity of these assumptions, and the exact
topological and constitutional requirements to justify them.
First, we have to assume B = 0N×N , following which, we
have R = G−1 and X = 0N×N in (45)–(46). (Note that
setting B = 0N×N neglects the line reactances as well as
inductive shunt loads.) We also need to suppose cos θ = 1N
and sin θ = 0N . Under these assumptions, we get
∆Vre = G
−1diag
(
1
|V |
)
P,∆Vim = −G−1diag
(
1
|V |
)
Q.
With these restrictive set of assumptions, we see that |V |+
∆Vre, the first-order approximation to the voltage magni-
tudes, is only a function of the active-power injections.
Similarly, θ + ∆Vim, the first-order approximation to the
voltage phases across the distribution network, is only a
function of the reactive-power injections.
C. Recovering Results in [15] as a Special Case
Consider the special case in which constant-current com-
ponents in the ZIP loads are neglected, i.e., IL = 0N in (16).
In this case, from (16), the choice of V simplifies to
V = V◦e
jθ◦w, (47)
where w = −Y −1Y (adopting the notation in [15]). Using
the choice of V in (47), the solution to (17) becomes
∆V = Y −1diag
(
1
V ∗
)
S∗ =
ejθ◦
V◦
Y −1diag
(
1
w∗
)
S∗.
This suggests the following linearized voltage profile
V◦e
jθ◦
(
w +
1
V 2◦
Y −1diag
(
1
w∗
)
S∗
)
(48)
to be a good first-order approximation for voltages in the
distribution network. We mention that this result matches
that in [15], which was derived with fixed-point arguments.
Finally, we note that with this voltage profile, it follows that
||Sh.o.t.|| ≤ 1
V 2◦
||Y ∗||†||Y −1diag (1/w∗)S∗||2. (49)
V. CONCLUDING REMARKS
This paper examined the classical power-flow expressions
written in a compact matrix-vector form and with the nodal
voltages expressed in rectangular coordinates. We sought
solutions to the nodal voltages in the form of a pertur-
bation around a nominal voltage. For lossless transmission
networks, with the usual flat-voltage linearization, we proved
that the perturbation where the real component is suppressed
yields a voltage profile that satisfies active-power balance in
the original nonlinear power-flow expressions. For distribu-
tion networks, we demonstrated the analytical convenience
of a no-load voltage linearization, and extended recent results
on linear voltage approximations to include ZIP loads.
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