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1. Introduction 
 
Seawater intrusion is an important environmental problem for coastal aquifers of 
Queensland, Australia. Coastal aquifer systems in Queensland supply up to 370000 
megalitres of groundwater per annum for irrigation, industrial and town water supply 
purposes. In this paper, a coastal irrigation area near Bundaberg in Queensland is 
studied. Gooburrum is located in the coast of Bundaberg, Queensland and the 
Gooburrum groundwater area lies between the Burnett and Kolan Rivers to the north 
of Bundaberg approximately 15 km inland. Both ground and surface water are used to 
irrigate the crops, predominantly for sugarcane. As a result of excessive extraction of 
groundwater in the Gooburrum area, the quality of water has degraded at certain 
locations [Bajrachaya, Arunakumaren and Huxley, 1998].  The Gooburrum coastal 
alluvial aquifer system that comprises the Tertiary Elliott Formation and Fairymead 
Beds has supplied water for irrigation for the past 40 years. Excessive demand for 
groundwater in coastal areas has stressed the aquifers beyond their long term yield, 
resulting in seawater intrusion with a consequential loss of agricultural land. Since the 
1960s, 12500 hectares of land in Gooburrum have been lost to seawater intrusion and 
the seawater interface is currently estimated to be moving at 100 metres per annum in 
highly permeable channels [Bajracharya, Arunakumaren and Huxley, 1998]. The 
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general occurrence and distribution of groundwater in the Bundaberg area is rather 
well understood [Scriven, 1994]. However, the dynamics of the circulation of 
saltwater is not well understood. Simulation of a variable density flow and transport 
through saturated-unsaturated media is a difficult problem. The modelling is further 
compounded by the complex regional aquifer geometry in the Bundaberg area. This 
area is unconfined and the water surface fluctuates with time. Continued development 
of groundwater resource for irrigation has raised concerns of how much additional 
extraction can be allowed from various borehole locations without adversely affecting 
the water quality as a result of saltwater invasion.  
In this paper, a two-dimensional control volume finite element model is developed for 
simulating the seawater intrusion into the heterogeneous aquifer system at Gooburrum. 
It is demonstrated that the transport simulation can provide an excellent tool for a 
hydraulic investigation even when complex transition zones are involved.   
2. Statement of the problem 
Groundwater level contours of the Bundaberg area indicate that the major flow 
direction of water in the upper aquifer is from the southwest to the northeast with the 
discharge mainly to the ocean. Under such circumstances, preliminary assessments 
made from two-dimensional simulations can be reasonably informative. Here, a two-
dimensional density-dependent, saturated and unsaturated flow and transport 
computational model was used to analyse the Bundaberg groundwater system. For 
this study, one vertical section is modelled (refer to section A-A in Figure 1). The 
illustrated section A-A runs from the Pacific Ocean near Moore Park to a point about 
14 km to the southwest of Moore Park. Note that the orientation of the vertical section 
is formulated parallel to the major groundwater flow direction to minimise the effects 
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of water flow coming from the direction perpendicular to the section (Bajracharya, 
Arunakumaren and Huxley, 1998). 
Figure 2 shows the geological units in the vertical section interpreted using the 
available data from the observation bores in the area. This is a heterogeneous and 
anisotropic aquifer system and section A-A comprises two aquifers that are separated 
by a leaky layer. The zones in the diagram numbered from 1 to 8 indicate the regions 
of different permeabilities. The upper aquifer consists primarily of sand and gravel 
with minor clay, while the top surface is the rainfall recharge. Rainfall recharge 
infiltrates through the unsaturated portion of the upper aquifer and then reaches the 
water table. Thus, the upper aquifer is treated as unconfined. The lower aquifer (zones 
7 and 8) consists of sand, gravel and clays. The leaky aquitard (zore 6) consists 
mainly of silty or sandy clays and clays. The permeability of the aquitard is estimated 
to be approximately 5 orders of magnitude less than that of zone 8. The exact location 
and extent of the connections between the aquifers and the ocean are unknown. 
However, based on the National Bathymetric map series of Bundaberg, the aquifers 
are extended 1.8 km into the Pacific Ocean. The inland boundary and the bottom 
boundary of the domain are formed by relatively impermeable sediment.  
The problem of seawater intrusion into coastal aquifers can be formulated in terms of 
two partial differential equations. The first equation describes the flow of a variable-
density fluid, and the second equation describes the transport of dissolved salt.  
The two-dimensional flow equation may be written as [see Voss, 1984]    
            ( )gw rw op w P
S P C k
S S S P Q
P t C t
ρ ρ
ρ ερ ε ρ
µ
 ∂ ∂ ∂ ∂   + + = ∇⋅ ∇ − +    ∂ ∂ ∂ ∂    
K
              (1) 
where  
( , , )P x z t   fluid pressure, 
2/M LT ; 
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( , , )C x z t   solute concentration as a mass fraction, (mass solute/mass fluid) /sM M ; 
( , , )PQ x z t   the fluid mass source (mass fluid/aquifer volume/time), 
3/M L T ;  
ε   aquifer volumetric porosity (=0.34 for Bundaberg);  
µ  fluid dynamic viscosity, /M LT  (=0.001 kg/ms);  
g  gravity acceleration vector, 
2/L T  (= ( )- g 0,z g∇ = − ), 29.81g m s= ;  
opS   specific pressure storativity, 
2 /LT M ( )( )1 ε α εβ= − + ; 
α   compressibility of soil matrix, 2 /LT M ( )8 21.0 10 ms kg−= × ; 
β   compressibility of  fluid, 2 /LT M ( )10 24.47 10 ms kg−= × ; 
( , , )x z tρ  density of fluid, 3/ fM L , ( )0 0C C
C
ρ
ρ
∂ = + − ∂ 
  
where 0ρ   is the base fluid density at the base concentration, 0C ,  (usually, 0 0C = , 
and the base density is that of pure water); the factor, Cρ∂ ∂ , is approximately 700 
3kg m ; wS   is the water saturation.  When  1wS = , the void space is completely filled 
with fluid (saturated). When 1wS < , the void space is only partly water filled 
(unsaturated). w sS θ θ= . For unsaturated flow locations the van Genuchten model 
was used to describe the soil characteristics. The van Genuchten model parameters for 
the Bundaberg soil were obtained from the CSIRO, Cunningham Laboratory, 
Queensland, Australia where details of the soil characteristics of the Bundaberg area 
are well documented. For simplicity, the whole cross-sectional area was assumed to 
have the following soil moisture characteristics curve:   
                                  ( )
( )
1
1
1
n
n
r s r n
CaP
θ θ θ θ
− 
 
  
= + −  
+  
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where  θ  is the volumetric water content, rθ ( )0.0798=  is the residual water content, 
sθ ( )0.34=  is the saturated water content, 1.78185n = ,  43.34 10a −= × , CP  is the 
capillary pressure. When 0P < , CP P= − ; when 0P ≥ , 0CP = . rk  is the relative 
permeability to fluid flow:  
                                            
2
1
1
* *2 11 1
n
n n
n
r w wk S S
−
−
 
  = − −   
 
,  
( ) ( )* 1w w wres wresS S S S= − − , wres r sS θ θ= .  K  is the solid matrix permeability. Table 
1 shows the permeability values corresponding to the zones numbered from 1 to 8 
depicted in Figure 2. The permeability values have been assumed such that the flow in 
the horizontal direction is three orders of magnitude more conducting than that in the 
vertical direction.  
 
Zone No Permeability ( )2m  
1 111.20 10−×  
2 114.00 10−×  
3 101.00 10−×  
4 104.00 10−×  
5 105.00 10−×  
6 152.00 10−×  
7 113.50 10−×  
8 103.50 10−×  
 
Table 1. Permeability values used in simulation 
 
A basic connection between pressure P and hydraulic head, h , is given by the relation 
                                         
0
P
h z
gρ
= +                                                               
where z  is reference elevation.     
To describe solute transport, the following form of the Fokker-Planck equation is used: 
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( ) ( ) ( ) *w w w P
S C
S C S C Q C
t
ερ
ερ ερ
∂
= ∇ ⋅ ⋅∇ −∇ ⋅ +
∂
D v                 (2) 
where  
*C   solute concentration of fluid sources (mass fraction), /sM M ;  
( , , )x z tv  fluid velocity, /L T ; 
D   dispersion tensor, 
2 /L T . 
 A two-dimensional zx −  coordinate system for the tensor is given as [Bear, 1979]: 
               
( )
2 22 2
, ,x xz zxx L T d xx zz T L d zz
x z
xz zx L T
v vv v
D D T D D T
v v
D D
α α α α
α α
   
= + + = + +      
   
 
= = −  
 
v v v v
v
                     (3) 
where dD   ( )9 23 10 /m s−= ×  is the molecular diffusivity  coefficient; x xT   and  z zT  are  
the principal components of tortuosity tensor; Lα  (=100 m) and Tα (=20 m) are the 
longitudinal and transverse dispersivities respectively. 
The Darcy velocity vector may be expressed as 
                                 ( )gr
w
k
P
S
ρ
ε µ
 
= − ⋅ ∇ − 
 
K
v .                                            (4) 
 To obtain a unique solution to (1) and (2), appropriate initial and boundary conditions 
must be specified. The boundary conditions used for simulating the flow in the aquifer 
are also shown in Figure 2. Note that the three layer system has been treated as an 
integral part of the dynamic aquifer system and is modelled as a single system in a 
cross-sectional simulation. A no-flow condition is imposed along the inland and basal 
boundaries of the cross-section. The upper boundary is a recharge boundary and the 
recharge enters variably along the top of the aquifer as exhibited in Figure 2.  
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3. A control volume finite element method 
In this paper, a control volume unstructured mesh finite element method (CVFEM) is 
developed for simulating seawater intrusion into the Gooburrum aquifer systems. A 
two-dimensional finite volume unstructured mesh method based on a triangular 
background interpolation mesh using linear shape functions has been proposed 
previously for analysing the evolution of the seawater intrusion into single and 
multiple coastal aquifers system [Liu, Turner and Anh, 2002]. The model formulation 
consisted of a ground-water flow equation (the reference hydraulic head as a variable) 
and a salt transport equation (the solute concentration as a variable). A two-
dimensional finite volume unstructured mesh method based on a quadrilateral 
background interpolation mesh using bilinear shape functions has also been proposed 
for analysing the model system [Liu, Turner, Anh and Su, 2002]. The model 
formulation consists of a flow equation (the reference hydraulic head as a variable) 
and a modified Fokker-Planck equation (the solute concentration as a variable).  In 
this paper, a two-dimensional CVFEM based on a quadrilateral background 
interpolation mesh is developed for simulating seawater intrusion into aquifers with 
both saturated and unsaturated regions. This model formulation consists of a flow 
equation where the fluid pressure is used as a variable and a Fokker-Planck equation 
for the solute concentration as a variable.   
A similar implementation as that discussed in Liu, Turner, Anh and Su [2002] can be 
used for this simulation. The flow and solute transport across each control surface 
must be determined by an integral.  The CVFEM discretisation process is initiated by 
utilising the integrated form of Eqs. (1) and (2).  Integrating the flow Eq. (1) and the 
transport Eq. (2) over an arbitrary control volume yields 
                               ww op w
v v
S P C
S S dv S dv
P t C t
ρ
ρ ερ ε
∂ ∂ ∂ ∂   + +   ∂ ∂ ∂ ∂  ∫ ∫
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                           ( )gr P
v
k
P Q dv
ρ
ρ
µ
  
= ∇ ⋅ ∇ − +  
  
∫
K
                                                  (5) 
                              
( )w
v
S C
dv
t
ερ∂
∂∫       
                            ( ) ( ) *w w P
v v v
S C dv S C dv Q C dvερ ερ= ∇⋅ ⋅∇ − ∇⋅ +∫ ∫ ∫D v                     (6) 
Applying the Gauss divergence theorem and the lumped mass approach to Eqs. (5) 
and (6) gives 
                      
p pw
w op p w p
pp
dP dCS
S S v S v
P dt C dt
ρ
ρ ερ ε
∂ ∂   + +   ∂ ∂  
 
                   ( ) [ ]gr P pp
S
k
P d Q v
ρ
ρ
µ
  
= ⋅ ∇ − ⋅ +  
  
∫
K
n                                                    (7) 
                       [ ] pw pp
dC
S v
dt
ερ  
                   [ ] ( ) *w w P pp
S S
S C d S C d Q C vερ ερ  = ⋅∇ ⋅ − ⋅ +  ∫ ∫D n v n                                 (8)  
where dn  represents the components of the outward surface vector normal to the 
control surface S, and an anticlockwise traversal of the finite volume integration is 
assumed, i.e., dn  can be approximated in the discrete sense by ˆ ˆd zk xi= ∆ −∆n ; x∆  
and z∆  represent the x  and z  components of the sub-control volumes (SCV)  face; 
pv  is the area of the control volume, and is evaluated for the vertex case as 
∑
=
=
PSCV
i
N
i
SCVp vv
1
                                               (9) 
where PSCVN  is the total number of SCV’s that make up the control volume 
associated with the node p . 
The integrals in Eqs. (7) and (8) are line integrals, which will be represented  by the 
midpoint approximation for each control surface in order to attain second order 
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accuracy.  To approximate this midpoint, the argument of the integrals is required at 
the midpoint of the control surface and it is for these surfaces that the outward normal 
vector will be required. 
The integral in Eq. (7) can be rewritten as  
     ( )gr
S
k
P d
ρ
ρ
µ
  
⋅ ∇ − ⋅  
  
∫
K
n                                                                                   (10) 
( )
1 2
1
g
PSCV
j j
jN
j j jr
j S S
k
P d
ρ
ρ
µ= +
  
= ⋅ ∇ − ⋅  
   
∑ ∫
K
n  
, ,2
1 1 , , ,
PSCV
j j jN l j l j
j j j jx r z r z r
l l l l
j l l ups l ups l ups
k P k P k
z x g x
x z
ρ ρ ρ
ρ
µ µ µ= =
         ∂ ∂  = ∆ − ∆ − ∆        ∂ ∂          
∑ ∑
K K K
where the upstream weighting technique will be used in this work: 
                 ,
j j
l ups pu u= , if ( ) 0
lCS
⋅ ≥v n  , ,
j j
l ups lu u= , if  ( ) 0
lCS
⋅ <v n                   (11) 
where ,  ( 1,2)lCS l =  is a control surface. 
Upstream weighting can be shown to converge to the physically correct solution 
[Sammon, 1988, Liu et al, 2002] and has been used previously for saturated-
unsaturated flow with dry initial conditions in heterogeneous media [Forsyth, et al, 
1995].  
The first integral on the right hand side of Eq. (8) can be rewritten as 
             ( )w
S
S C dερ ⋅∇ ⋅  ∫ D n  
        ( )
1 2
1
PSCV
j j
N
j j
w
j S S
S C dερ
= +
 = ⋅∇ ⋅ ∑ ∫ D n  
         ( )
, ,2
, ,
1 1
PSCVN l j l j
j j j
w xx l xz l lp
j l
C C
S D D z
x z
ερ
= =
  ∂ ∂
= + ∆  ∂ ∂  
∑ ∑   
         
, ,
, ,
l j l j
j j j
zx l zz l l
C C
D D x
x z
 ∂ ∂ 
− + ∆  ∂ ∂  
                                                                      (12) 
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where 
                        
( )
2 2
, ,
,
2 2
, ,
,
, ,
, ,
,
,
.
x l z lj
xx l L T d xx
l l
x l z lj
zz l T L d zz
l l
x l z lj j
xz l zx l L T
l
v v
D D T
v v
D D T
v v
D D
α α
α α
α α
 
= + +  
 
 
= + +  
 
 
= = −  
 
v v
v v
v
                 (13) 
The second integral on the right hand side of Eq. (8) can be rewritten as 
         w
S
S C dερ ⋅∫ v n  
( )gr
S
k
C P d
ρ
ρ
µ
  
= − ⋅ ∇ − ⋅  
  
∫
K
n  
 ( )
1 2
1
g
PSCV
j j
jN
j j jr
j S S
k
C P d
ρ
ρ
µ= +
  
= − ⋅ ∇ − ⋅  
   
∑ ∫
K
n  
 
, ,2
,
1 1 , ,
PSCV
jjN l j l j
y rj j jx r
l ups l l
j l l ups l ups
K kK k P P
C z x
x z
ρρ
µ µ= =
     ∂ ∂  = − ∆ − ∆    ∂ ∂      
∑ ∑  
     
,
j
j j jr
z l l
l ups
k
K g x
ρ
ρ
µ
  
− ∆  
  
                                                                                  (14) 
To evaluate the terms in Eqs. (10), (12) and (14), a local-global co-ordinate 
transformation is introduced.  It is convenient to work in a local co-ordinate system so 
that each element may be treated identically, irrespective of how distorted an element 
may be in terms of the global co-ordinates.  Since the conservation law is applied in 
terms of global co-ordinates, it is necessary to relate the local and global co-ordinates 
as follows: 
Let  [ ] [ ]1,1 1,1E = − × −
)
 be the reference square having the vertices ( )1,2,3,4iA i =
)
.  
For every element E  in the mesh, there exists a unique mapping: E E→
)
, given by  
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                  ( )
4
1
,i i
i
x x N ξ η
=
=∑ ,   ( )
4
1
,i i
i
z z N ξ η
=
=∑                   (15) 
where ( ) ( ), 1,2,3,4iN iξ η =  are bilinear shape functions on E
)
, i.e.,  
                            
( ) ( )( )
( ) ( )( )
( ) ( )( )
( ) ( )( )
1
2
3
4
, 1 1 4,
, 1 1 4,
, 1 1 4,
, 1 1 4
N
N
N
N
ξ η ξ η
ξ η ξ η
ξ η ξ η
ξ η ξ η
= − −
= + −
= + +
= − +
                            (16) 
and ix , iz  are given global co-ordinates at local node i . 
Using the chain rule for partial derivatives, the x  and z  derivatives of the shape 
functions can be determined and written in matrix form as follows: 
                                 
i i
i i
N x z N
x
N x z N
z
ξ ξ ξ
η η η
∂ ∂ ∂    ∂ 
     ∂ ∂ ∂ ∂   =  
∂ ∂ ∂ ∂     
     ∂ ∂ ∂ ∂    
                            (17) 
where 
                                   
4 4
1 1
4 4
1 1
, ,
, .
i i
i i
i i
i i
i i
i i
x N x N
x x
z N z N
z z
ξ ξ η η
ξ ξ η η
= =
= =
∂ ∂ ∂ ∂
= =
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂
= =
∂ ∂ ∂ ∂
∑ ∑
∑ ∑
                                      (18) 
The local derivatives of the shape functions are determined by differentiating Eqs. 
(16): 
                                   
( ) ( )
( ) ( )
( ) ( )
( ) ( )
1 1
2 2
3 3
4 1
1 1
, ,
4 4
1 1
, ,
4 4
1 1
, ,
4 4
1 1
, .
4 4
N N
N N
N N
N N
η ξ
ξ η
η ξ
ξ η
η ξ
ξ η
η ξ
ξ η
− − − −∂ ∂
= =
∂ ∂
− − +∂ ∂
= =
∂ ∂
+ +∂ ∂
= =
∂ ∂
− + −∂ ∂
= =
∂ ∂
                          (19) 
By solving the system (17) the derivatives of the iN  can be determined: 
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1 1
i i ii
i i i i
z z N z N z NN
x
N x x N x N x NJ J
z
η ξ ξ η ξ ξ η
η ξ η η ξ ξ η
∂ −∂ ∂ ∂ ∂ ∂ ∂     ∂  −       ∂ ∂ ∂ ∂ ∂ ∂ ∂∂      = = 
∂ ∂ ∂ ∂ −∂ ∂ ∂ ∂       +      ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂       
              (20) 
where 
                                          
x z z x
J
ξ η ξ η
∂ ∂ ∂ ∂
= −
∂ ∂ ∂ ∂
                 (21) 
is the Jacobian of the transformation. 
Any variable in the element may be defined if the nodal values are known. Let 
                                           
4
1
i i
i
P PN
=
=∑ ,                          (22) 
                                           
4
1
i i
i
C C N
=
=∑ .                               (23) 
The derivatives of any variable with respect to x  and z  within the element can be 
approximated in the same manner as the variable itself: 
                                        
4 4
1 1
4 4
1 1
, ,
, .
i i
i i
i i
i i
i i
i i
N NP P
P P
x x z z
N NC C
C C
x x z z
= =
= =
∂ ∂∂ ∂
= =
∂ ∂ ∂ ∂
∂ ∂∂ ∂
= =
∂ ∂ ∂ ∂
∑ ∑
∑ ∑
                    (24) 
If the approximations to the global derivatives are used, Eqs. (22), (23) and (24) are 
substituted into Eqs. (10), (12), (14), and the final form of the discretised equations 
become 
          
p pw
w op p w p
pp
dP dCS
S S v S v
P dt C dt
ρ
ρ ερ ε
∂ ∂   + +   ∂ ∂  
 
    
, ,2 4
1 1 1 , ,
PSCV
j jN l j l j
j j jx r i iz r
l l i
j l i l ups l ups
K k N NK k
z x P
x z
ρ ρ
µ µ= = =
      ∂ ∂   = ∆ − ∆     ∂ ∂      
∑ ∑ ∑   
         0 .
,
j
j jz r
l S l
l ups
K k
C g x
C
ρ ρ
ρ
µ
  ∂  − + ∆    ∂    
+[ ]P ppQ v ,                                           (25) 
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                [ ] pw pp
dC
S v
dt
ερ  
       = ( )
, ,2 4
, ,
1 1 1
PSCVN l j l j
j j ji i
w xx l xz l lp
j l i
N N
S D D z
x z
ερ
= = =
  ∂ ∂
+ ∆  ∂ ∂  
∑ ∑∑  
      
, ,
, ,
l j l j
j j j ji i
zx l zz l l i
N N
D D x C
x z
 ∂ ∂ 
− + ∆  ∂ ∂  
 
      
, ,2 4
,
1 1 1 , ,
PSCV
j jN l j l j
j j j jx r i iz r
l ups l l i
j l i l ups l ups
K k N NK k
C z x P
x z
ρ ρ
µ µ= = =
      ∂ ∂   − ∆ − ∆     ∂ ∂      
∑ ∑ ∑  
      0 .
,
j
j jz r
l S l
l ups
K k
C g x
C
ρ ρ
ρ
µ
  ∂  − + ∆    ∂    
+ *P pp
Q C v   .                                          (26) 
The concentration ,
j
r SC  in the gravitational term within each SCV is represented by 
the use of shape functions at the midpoint ( ( , ), 1,2IPr IPrIPr x z r = ) of each SCV, i.e., 
the ,
j
r SC  will be evaluated at the SCV integration point for each face: 
( )
4
,
,
1
,j j l jl S i i IPr IPr
i
C C N x z
=
=∑ .                                    (27) 
The components of the fluid velocity will be approximated by 
2 2
, ,
,4
,
1 ,
,4
, 0 .
1 , ,
,
,
.
l x l z l
j
l j
jx r i
x l i
i w l ups
j j
l j
j jiz r z r
z l i l S
i w wl ups l ups
v v
K k N
v P
S x
NK k K k
v P C g
S x S C
ε µ
ρ
ρ
ε µ ε µ
=
=
= +
  ∂
= −   ∂ 
   ∂ ∂ = − − +     ∂ ∂    
∑
∑
v
                   (28) 
Equations (1) and (2) are transformed into a system of ordinary differential equations 
(ODE) of the form (25) and (26) for each node using CVFEM.  In this work, we used 
DASSL as the ODE solver. This technique has been used previously with good 
success to solve adsorption problems involving steep gradients in a bidisperse particle 
[Liu and Bhatia, 1999 and 2001b],  hyperbolic models of transport in bidisperse solids 
(Liu, Bhatia and Abarzhi, 2000), transport problems involving steep concentration 
gradients [Liu and Bhatia, 2001a], modelling saltwater intrusion into coastal aquifers 
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[Liu, Turner and Anh, 2002; Liu, Turner , Anh and Su, 2002] and numerical solution 
of the fractional-order advection-dispersion equation [Liu, Anh and Turner, 2002]. 
4. Numerical results and discussion 
The numerical techniques described in this paper have been implemented in Fortran-
77. Two examples are presented.  
In the first example, seawater intrusion in a confined aquifer is tested in order to 
provide a preliminary verification of the coding and to assess the accuracy of the 
CVFEM. This test problem is known widely as Henry’s saltwater intrusion problem. 
The comparison between various numerical models and the Henry solution [Henry, 
1964] must be considered in different groups as published by various authors. 
Following most authors, the parameters are chosen to match Henry’s dimensionless 
values, namely:  
(dissolved solids)
0.035
(seawater)
s
kg
C
kg
 
=  
 
,                   0.35ε = , 
2
3
(seawater)
700
( (dissolved solids) )
kg
C kg m
ρ  ∂
=  ∂  
,             31025s kg mρ = , 
26.6 10INQ kg s
−= × ,                                         30 1000kg mρ = , 
9 21.020408 10 (based on K=0.01m s)k m−= × ,   29.8g m s= , 
0.0L Tα α= = ,                                                      
6 26.6 10dD m s
−= × , 
0.0INC = . 
Figure 3 describes the physical system, together with the finite element mesh (231 
nodes, 200 elements) used for the computations.  
Results from the various simulations are presented in Figure 4. These results include 
the simulations of Pinder and Cooper [1970], Segol et al. [1975], Frind, 1982, Desai 
and Contractor [1977], Voss and Souza [1987] and our CVFEM. The Figure depicts 
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the 0.5-isochlor distribution as computed using the CVFEM for the transient state at 
t=100 min. It is apparent that the present solution is good agreement with those of 
Segol  et al. [1975], Frind, 1982, Desai and Contractor [1977] and Voss and Souza 
[1987]. This good agreement with previously published results instils confidence in 
the computational model proposed in this work and justified its use for the more 
complex problem under investigation at Gooburrum. 
Thus, for the second example, the CVFEM is used to simulate seawater intrusion into 
the aquifer system at Gooburrum. Figure 5 shows the non-uniform finite element 
mesh (724 rectangular elements and 817 nodes) employed for the chosen cross-
sectional region (recall Figure 1). In this application, two cases were considered. The 
first case concerned the steady-state regime and another case concerned a transient 
situation where pumping from both the upper and lower aquifers was activated. 
Case 1: Steady-state 
The steady-state water table configuration in the cross section aquifer was achieved 
by employing a long-term transient simulation from the arbitrary initial conditions. 
The initial pressure and concentration were also set to zero. Spatially varying recharge 
was used along the top boundary. The ground surface is assigned a time-independent 
spatially variable rainfall recharge. The recharge intensities are 60 mm/year for about 
4.5 km and 90 mm/year for about 9.6 km. These values were estimated from collected 
rainfall data [Bajracharya et al., 1998]. Note that the seawater concentrations were 
assigned at the specified pressure boundary condition at the right end of the problem 
domain. The seawater level in the offshore aquifer was fixed by specifying a constant 
pressure, i.e., depthsP gρ= × .  
Figure 6 shows the steady state concentration distribution. This result is similar to the 
results documented previously by Bajracharya et al [1998] using SUTRA [Voss, 
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1984]. Figure 7 shows the steady state pressure distribution where the saturated and 
unsaturated areas can be clearly observed. 
Case 2:  Pumping from both upper and lower aquifers 
In order to simulate the pumping from both the upper and lower aquifers, two wells 
were located in the top aquifer at a distance of 12.75 km from the inland end of the 
problem domain at depths of 6.5 and 9.5 m below AHD. Similarly, four wells in the 
bottom aquifer were located at a distance of 11.85 km from the inland end of the 
domain at depths of 48.5, 51.5, 54.5 and 57.5 m below AHD. These are the locations 
where maximum extraction of water takes place in the section.  
In order to simulate the seawater intrusion into the aquifer system when the pumping 
from both upper and lower aquifers is activated, the steady state concentration and 
pressure distribution were used as initial values. The differential algebraic system 
solver package DASSAL was used for the transient simulations. The time step 
selection was automatically controlled by the code depending on the behaviour and 
convergence of the solution.  
Figures 8 and 9 show the salt concentration distribution after 5 years and 10 years of 
pumping for a total extraction of 347 ML per annum, respectively. Here, 126 ML of 
water per annum is pumped from the bottom aquifer and 221 ML of water per annum 
is pumped from the upper aquifer. The simulation results are again similar to those 
observed by Bajracharya et al [1998] using SUTRA. 
(Vo, Kiran, perhaps we should add some further observations from a physical 
standpoint for both cases) 
5. Conclusion  
Analysis of a freshwater-saltwater aquifer system that contains a relatively narrow 
transition zone is a very difficult problem for saturated and unsaturated flow, variable 
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density transport simulation. In this paper, a two-dimensional control volume finite 
element method for the density-dependent, saturated and unsaturated flow and 
transport model has been described. This model has been used to simulate seawater 
intrusion into the aquifer system at Gooburrum.  
The methods and techniques discussed in this paper can also be extended to three-
dimensional problems, which will be the subject of future research work.  
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Figure 1:  Plan view of  Gooburrum area. 
Figure 2:  Cross section along AA shown in Figure 1 and shown in the figure are the 
zones with different permeabilities. 
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Figure 3:  Boundary conditions and finite element mesh for Henry [1964] solution. 
Figure 4:  Match of 0.5 isichlor contours for Henry [1964] problem with simulated 
results for 6 26.6 10dD m s
−= × . 
Figure 5:    No-uniform finite element mesh for cross-sectional model of Gooburrum, 
Bundaberg, Queensland, Australia. 
Figure 6:  Steady state concentration distribution. (Concentrations are in mass 
fraction. A mass fraction of 0.0357 is equivalent to 36592 mg/L). 
Figure 7:   Steady state pressure distribution. 
Figure 8:   Concentration distribution after 5 years of continuous pumping at a 
constant rate of 347 ML per annum. (Concentrations are in mass fraction.) 
Figure 9:   Concentration distribution after 10 years of continuous pumping at a 
constant rate of 347 ML per annum. (Concentrations are in mass fraction.) 
 
