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Abstract
L’objectif de cet article de synth+ese est de pr,esenter ensemble un certain nombre de
r,esultats liant les pavages +a la logique suivant divers points de vue: certains structurels, d’autres
plus algorithmiques en termes d’ind,ecidabilit,e, de complexit,es. c© 2002 Published by Elsevier
Science B.V.
1. Plan
Nous commen3cons par pr,esenter des techniques usuelles dans le monde des pavages,
discutant des di4,erentes d,e5nitions possibles ainsi que des liens qui les unissent. Nous
pr,esentons ensuite l’approche topologique et les constructions principales que cette
approche permet d’exprimer succinctement.
Les probl+emes de logiques autour de das Entscheidungsproblem de HILBERT sont
expos,es bri+evement a5n que le lecteur puisse comprendre quel est l’apport de la
th,eorie de la pavabilit,e dans ce domaine. Nous exposons alors les liens entre les
pavages et le calculs. Ces liens sont aussi fondamentaux du fait que la notion de calcul
porte en elle une large composante g,eom,etrique (machines de Kolmogorov–Uspensky
[21]).
Nous expliquons comment des pavages complexes peuvent eˆtre obtenus en donnant
juste les id,ees n,ecessaires aux preuves ou seulement les r,esultats quand ces id,ees sont
trop complexes pour eˆtre expos,ees. Nous exposons di4,erentes versions de ce qu’est la
complexit,e d’un ensemble de tuiles en termes de complexit,e de Kolmogorov, de degr,es
d’ind,ecidabilit,e, ou de structure.
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2. Prerequis
2.1. Quelques d3e4nitions
Les pavages peuvent eˆtre d,e5nis de plusieurs mani+eres. Ils repr,esentent les syst+emes
+a contrainte locale et uniforme du plan discret sans dynamique temporelle. On peut
donner diverses d,e5nitions plus pr,ecises, plus ou moins bien adapt,ees +a ce qu’on
souhaite en faire. Nous commen3cons par pr,esenter les pavages par tuiles de Wang [24].
Une tuile est un carr,e unit,e +a bords color,es; dans la suite, les ensembles de tuiles
consid,er,es sont suppos,es eˆtre 4nis. Ces tuiles jouent le roˆle de “mod+eles de tuiles”: on
en place des copies dans les cases du plan. Ainsi, on obtient la notion de con5guration:
une application du plan discret Z2 dans l’ensemble de tuiles. On dit alors qu’une zone
est bien pav,ee si on y observe partout que deux coˆt,es de tuiles en contact ont la meˆme
couleur. Ainsi, pour certains ensembles de tuiles, on peut former des pavages du plan,
pour d’autres on ne peut pas; certains peuvent paver le plan p,eriodiquement (avec 2
vecteurs de p,eriodicit,e ind,ependants), d’autres ne le peuvent pas. Pour une expression
plus ais,ee, un ensemble de tuiles qui peut servir +a paver le plan est appel,es une palette
(suivant une suggestion de Leonid LEVIN dans [10]).
D’autres d,e5nitions sont possibles. Par exemple, on peut utiliser des carr,es +a bords
dentel,es, ou aussi remplacer les carr,es par des convexes +a sommets +a coordonn,ees
rationnels. Dans ces cas, la contrainte locale est l’emboLˆtement (sans trou) des coˆt,es
en contact. On peut remplacer ces coˆt,es dentel,es par des M+eches de di4,erents types
dessin,ees dans les tuiles et la contrainte locale s’exprime naturellement: toute M+eche
doit pointer sur la queue d’une M+eche du meˆme type. La rationalit,e des coordonn,ees
des sommets permet de se restreindre +a paver le plan r,egulier Z2 et non des structures
plus complexes comme celles qu’on obtient lorsqu’on utilise des polygones tels les
tuiles de Penrose. Nous excluons ces derniers cas de notre ,etude bien qu’une grande
partie des r,esultats que nous pr,esentons s’y g,en,eralisent facilement.
On peut aussi utiliser un mod+ele g,en,eral pour exprimer les pavages: les syst7emes
7a contraintes locales [16]. Ces syst+emes consid+erent des mots de dimension 2 sur
un alphabet quelconque (toujours 5ni) qu’on peut r,eduire +a {0; 1}. On appelle alors
con4guration toute application de Z2 dans {0; 1} ET on contraint les con5gurations
de la fa3con suivante: on d,e5nit un domaine D (i.e. un sous ensemble 5ni de Z2),
et on impose que tous les motifs de domaine D extraits de la con5guration (i.e.
toutes les applications de D dans {0; 1} qui sont des restrictions de la con5gura-
tion translat,ee d’un vecteur quelconque) appartiennent +a un ensemble de motifs
autoris,es.
Cette notion se formalise ais,ement et la d,e5nition ainsi obtenue ressemble +a celle
des automates cellulaires, dynamique temporelle en moins: on appelle syst+eme +a con-
traintes locales tout couple c=(V; f) o+u V est un vecteur d’,el,ements distincts de Z2
et f une fonction de {0; 1}n dans {0; 1}. V est le domaine ou voisinage et f la
fonction de contrainte. Une con5guration p v3eri4e c=(f; (v1; : : : ; vn)) si et seulement
si
∀x ∈ Z2; f(p(x + v1); p(x + v2); : : : ; p(x + vn)) = 0:
B. Durand / Theoretical Computer Science 281 (2002) 311–324 313
On dit qu’un syst+eme +a contraintes locales est trivial s’il est v,eri5,e par toute con5g-
uration, il est non-trivial sinon; P(c) est l’ensemble des con5gurations qui v,eri5ent c,
et c est une palette si et seulement si P(c) = ∅.
D’un certain point de vue, les syst+emes +a contraintes locales sont ,equivalents aux tu-
iles de Wang: +a un ensemble de tuile on peut associer des motifs de 0 et 1 ainsi qu’un
syst+eme +a contraintes locales de telle fa3con que le plan est pavable (resp. pavable
p,eriodiquement 1) si et seulement s’il existe une con5guration (resp. une con5gura-
tion p,eriodique) qui respecte la contrainte locale. R,eciproquement, on peut associer +a
tout syst+eme +a contraintes locales un ensemble de tuiles pr,eservant la pavabilit,e et la
pavabilit,e p,eriodique. Ce raisonnement peut eˆtre fait pour les carr,es +a bords dentel,es
et on obtient l’,equivalence des notions de pavabilit,e associ,ees.
Ce genre de simulation ressemble +a l’,equivalence entre mod+eles de calcul (machines
de Turing, machines RAM, algorithmes de Markov, etc.) On peut donc formuler une
esp+ece d’analogue +a la th+ese de Church-Turing-Post: les pavages repr,esentent exacte-
ment la notion de syst+emes +a contraintes uniformes et locales du plan discret. Il est
clair que les pavages sont bien de tels syst+emes. Maintenant, ,etudions un syst+eme de
ce type. Il s’int,eresse au plan discret qui peut eˆtre vu comme une r,epartition dans le
plan d’informations ,el,ementaires. En d’autres termes, le plan est consid,er,e comme un
ensemble de cases (il n’est pas continu) dans lesquelles est r,epartie de l’information
discr+ete (on ne peut pas mettre un nombre r,eel dans une case du plan). La contrainte
est locale: ce qui se passe au niveau d’une case ne peut inMuencer que les cases dans
un certain rayon autour d’elle. L’uniformit,e signi5e que la contrainte est la meˆme
dans tout le plan donc supprime tout roˆle sp,eci5que aux num,eros des cases. L’absence
d’origine notamment va cr,eer des probl+emes tr+es profonds ,etudi,es plus loin, car un
pavage sans origine n’est pas manipulable par une “machine”, o+u le terme machine
est compris dans le cadre des mod+eles de calculs usuels par exemple de type Turing.
La localit,e et l’uniformit,e permettent d’utiliser des m,ethodes de type topologique pour
,etudier les pavages: les pavages possibles avec une palette 5x,ee forment un ensemble
compact. On peut meˆme utiliser des m,ethodes emprunt,ees aux syst+emes dynamiques
discrets pour ,etudier les pavages, ce qui peut paraLˆtre surprenant, les pavages n’ayant
justement pas de composante dynamique. Le fait que tous les syst+emes +a contraintes
uniformes et locales du plan discret sont “repr,esentables” par des pavages rel+eve du
domaine de la conviction et non de celui de la preuve: quelqu’aient ,et,es les syst+emes
consid,er,es (pavages par pi+eces dentel,ees, contraintes sur des ,etats, etc.) il a toujours
,et,e possible de les “simuler” par des pavages par tuiles de Wang. Cette simulation
est une fa3con d’expliciter une repr,esentation du syst+eme dans le mod+ele des tuiles de
Wang.
Quelles sont les simulations acceptables est une question diTcile presque d’ordre
philosophique. En e4et, on est ici dans le meˆme genre de discussion que pour la th+ese
de Church-Turing-Post; cette derni+ere dit que toute formalisation de notre id,ee intuitive
d’algorithme est ,equivalente aux mod+eles de calculs connus comme celui de la machine
de Turing. Ces formalisations sont souvent de nature tr+es di4,erentes et l’,equivalence
1 Pour nous une con5guration est p3eriodique si elle admet deux vecteurs de p,eriodicit,e ind,ependants (ou
par cons,equence si elle est form,ee d’un carr,e r,ep,et,e p,eriodiquement dans le plan).
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consiste +a montrer qu’elles calculent les meˆmes fonctions sur les mots. Mais pour
d,e5nir les fonctions qu’elles calculent intervient une notion analogue +a celle de sim-
ulation: il faut expliquer comment un mot est transform,e en une entr,ee du syst+eme,
comment le syst+eme ,evolue pour ,eventuellement donner une sortie, et en5n comment
cette sortie est transform,ee en un mot. Si on n’y prend pas garde, on peut introduire du
“non-calculable” dans chacune de ces ,etapes. Ainsi pour d,e5nir un mod+ele de calcul,
il faut d,e5nir cette sorte de simulation de telle fa3con que tout lecteur soit convaincu
qu’aucune de ces ,etapes ne sort de ce qu’il entend intuitivement par calculable. Il ex-
iste dans la litt,erature une proposition de domaine uni5,e dans lequel tous les mod+eles
de calculs seraient exprimables: les machines de Kolmogorov–Uspensky. Le fait que
toute formalisation de notre id,ee intuitive d’algorithme est transformable en une ma-
chine de Kolmogorov–Uspensky constitue une autre th+ese du meˆme ordre d’id,ees que
celle de Church-Turing-Post [21]. Mais les probl+emes de transformations ne disparais-
sent pas pour autant: ils se retrouvent pour transformer (i.e. simuler) les mod+eles de
calcul connus en des machines de Kolmogorov–Uspensky. Ces simulations ne doivent
pas introduire du “non-calculable” et ceci rel+eve du domaine de la conviction et non
de celui de la preuve. Ces questions de simulation sont plus d,elicates encore dans
le cadre des automates cellulaires o+u la notion d’universalit,e peut prendre di4,erentes
signi5cations [9].
2.2. Un peu de topologie
L’approche topologique est souvent utilis,ee pour les pavages car elle permet des
preuves synth,etiques. Elle est inspir,ee de la dynamique symbolique. Nous consid,erons
ici le mod+ele des tuiles de Wang.
Soit un ensemble de tuiles . Munissons-le de la topologie discr+ete ( est 5ni et
tous ses sous-ensembles sont des ouverts). Une con5guration est donc une application
de Z2 dans . L’ensemble de toutes les con5gurations Z2 est un produit cart,esien
d,enombrable d’ensembles que l’on peut munir de la topologie produit: un ouvert
de Z
2
est une union (quelconque) d’intersections 5nies d’ensembles de la forme
Oi; a = {c∈ Z2 ; c(i)= a}.
Dans cette approche, la notion de motifs est naturelle: elle correspond aux ouverts
fondamentaux de la topologie. Plus pr,ecis,ement on associe +a un motif un ouvert d,e5ni
comme l’ensemble de toutes les con5gurations ,egales au motif lorsqu’on les restreint
+a son support:
Op = {c ∈ Z2 ; c|domaine(p) = p}:
Il convient de noter que les Op (ainsi que les Oi; a qui sont des Op particuliers) sont
+a la fois ouverts et ferm,es: leurs compl,ements sont les unions 5nies des Op′ o+u
domaine(p)= domaine(p′) et p =p′. On quali5e ces ouverts de fondamentaux car
tout ouvert U s’,ecrit comme union (quelconque) d’ouverts fondamentaux:
U =
⋃
pmotif
Op:
B. Durand / Theoretical Computer Science 281 (2002) 311–324 315
Proposition 1. Z
2
est un espace m3etrique compact.
Preuve. Comme  muni de la topologie discr+ete est compact, le produit d,enombrable
de compacts Z
2
est aussi compact par le th,eor+eme de Tychono4. Mais le th,eor+eme de
Tychono4 pour les produits d,enombrables peut eˆtre prouv,e de fa3con tr+es direct, et la
technique de preuve employ,ee est tr+es largement utilis,ee sous di4,erents noms: proc3ed3e
d’extraction diagonale ou lemme de K:onig en g,en,eral. Dans ces deux cas, l’axiome du
choix n’est pas n,ecessaire alors que dans le cas d’un produit quelconque de compacts
il est indispensable.
Une distance “discr+ete” sur l’ensemble 5ni  est d,e5nie par
si s = s′ alors d(s; s′) = 0 sinon d(s; s′) = 1:
Une distance produit sur Z
2
est donc
d(c; c′) = 2−mo Uu m = min{(i; 0); c(i) = c′(i)}:
On peut utiliser comme distance  sur Z2 n’importe quelle distance discr+ete habituelle
comme ((m; n); (0; 0))= max(|m|; |n|). La topologie induite par la distance d ainsi
obtenue est la topologie produit.
On utilise tr+es souvent la compacit,e de Z
2
et plus pr,ecis,ement celle des pavages
par  not,es P().
Proposition 2. Soit  une palette. L’ensemble P() est un compact de Z
2
.
Preuve. Comme Z
2
est compact, il suTt de prouver que P() est ferm,e dans Z
2
.
Consid,erons son compl,ement et prouvons que c’est un ouvert. Si une con5guration n’est
pas un pavage, alors elle contient une “erreur” (i.e. deux coˆt,es en contact de couleurs
di4,erentes). Cette erreur apparaLˆt +a un certain endroit dans le plan. Consid,erons un
motif M de la con5guration englobant cette erreur. L’ensemble OM est ouvert, contient
cette con5guration, et est disjoint de P(). Ainsi, le compl,ement de P() est une union
d’ouverts, donc lui-meˆme ouvert.
2.3. Topologie et quasip3eriodicit3e
Denition 1. Consid,erons deux con5gurations c1 and c2. On dit que c1 est extraite
de c2 si chaque motif qui apparaLˆt dans c1 apparaLˆt aussi quelque part dans c2. On note
c1≺ c2.
Cette notion est intuitivement tr+es claire. Exprimons-la en termes topologiques. Pour
cela, consid,erons les translations horizontales et verticales h et v. D,e5nissons (c)
comme la cloˆture topologique de l’ensemble de tous les translat,es de c. Introduire un tel
ensemble est bien naturel puisqu’on tend souvent +a consid,erer que deux con5gurations
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superposables sont les meˆmes. Dans la d,e5nition plus formelle qui suit, la cloˆture
topologique est repr,esent,ee par surlignage:
(c) =
⋃
i;j∈Z
{ih ◦ jv(c)}:
Proposition 3. Les propri3et3es suivantes sont 3equivalentes:
(a) c1≺ c2,
(b) c1 ∈(c2),
(c) (c1)⊂(c2).
Le symbole d’inclusion “⊂” est pris ici comme dans la suite au sens large. La preuve
de cette propri,et,e est ,el,ementaire et n’introduit pas d’id,ee nouvelle; nous la laissons
donc au lecteur.
Il convient de noter une propri,et,e ,evidente mais cruciale: si (c1)⊂(c2) et si c2
est un pavage, alors c1 est aussi un pavage. Autrement dit, la pavabilit,e est compatible
avec l’extraction (dit autrement elle est monotone pour ≺.
Denition 2. Une con5guration c est quasip3eriodique si pour tout motif M qui apparaLˆt
dans c, il existe un entier n tel que M apparaLˆt dans tout motif carr,e de taille n× n
pris dans c.
Comme tout motif peut eˆtre inclus dans un motif carr,e et que l’ensemble des motifs
carr,es de taille born,ee est 5ni, on peut reformuler cette d,e5nition en ,ecrivant que c est
quasip,eriodique si et seulement si pour tout m, il existe n tel que tout motif de taille
m×m apparaissant dans c apparaLˆt dans tout motif de c de taille n× n.
Une con5guration p,eriodique est bien suˆr quasip,eriodique; nous quali5ons de stricte-
ment quasip,eriodique toute con5guration quasip,eriodique non p,eriodique.
La quasip,eriodicit,e est une propri,et,e de r,egularit,e tr+es importante. Elle intervient
notamment dans le domaine des quasicristaux [15,19]. Dans le contexte de la th,eorie
des mots, on dit en g,en,eral d’un mot quasip,eriodique qu’il est uniform,ement r,ecurrent
(Fig. 1).
Fig. 1. Con5gurations quasip,eriodiques.
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Proposition 4. Une con4guration q est quasip3eriodique si et seulement si (q) est
minimal pour l’inclusion dans la famille {(c); c∈ Z2}.
Comme toujours dans cet article de synth+ese, les preuves +a caract+ere ,el,ementaire
sont omises.
Theoreme 1. Toute palette admet un pavage quasip3eriodique.
Ce th,eor+eme correspond dans le cas des mots +a une dimension +a une application
du lemme de Furstenberg [11,7]. Il prend ici un sens particuli+erement fort et se r,ev+ele
,eclairant [8].
Preuve. La palette  pave le plan. L’ensemble {(c); c∈P()} est donc non vide.
Le lemme de Zorn nous assure de l’existence d’un (q) minimal donc d’un pavage
quasip,eriodique.
Il est important de noter que le lemme de Zorn n’est pas pleinement employ,e car
cette proposition ne n,ecessite pas l’axiome du choix (une preuve combinatoire sans
choix se trouve dans [8]). De plus, lorsqu’on regarde le Th,eor+eme 1 comme une
formule logique, on s’aper3coit qu’elle est trop basse dans la hi,erarchie des formules
mises sous forme pr,enexe pour que sa preuve n,ecessite l’axiome du choix (c’est un
th,eor+eme de ZF si et seulement si c’est un th,eor+eme de ZFC).
3. De la logique aux pavages
3.1. Le probl7eme
Si les pavages int,eressent diverses communaut,es, les logiciens ont les premiers
d,evelopp,e la th,eorie g,en,erales de la pavabilit,e. Pour comprendre d’o+u viennent les
probl+emes de pavabilit,e en logique, reportons-nous dans les ann,ees 1930 apr+es que
G YODEL a montr,e ses deux th,eor+emes d’incomp l,etude. Le premier th,eor+eme d’incomp
l,etude ,etablit dans sa forme syntaxique qu’il existe des formules non prouvables dont
la n,egation n’est pas non plus prouvable, et dans sa forme s,emantique qu’il ex-
iste des formules vraies mais non prouvables. Ceci est valable pour toute th,eorie
math,ematique ,enum,erable 2 comportant au moins l’arithm,etique. 3 Ce th,eor+eme a con-
stitu,e la premi+ere r,eponse n,egative au probl+eme de d,ecision de Hilbert (das Entschei-
dungsproblem). ,A la 5n du XIX+eme si+ecle, on avait d,ej+a donn,e des axiomatisations
2 Une th,eorie est dite 3enum3erable si (1) savoir si un texte est ou non une preuve de cette th,eorie est
d,ecidable, (2) il existe un algorithme permettant d’extraire d’une preuve la formule qu’elle prouve (i.e. le
th,eor+eme).
3 Une ,el,egante r,ef,erence pour comprendre la preuve du premier th,eor+eme d’incompl,etude de GYodel est le
texte de V USPENSKY [23].
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pour certaines branches des math,ematiques comme par exemple la g,eom,etrie d’Euclide
(th,eorie qu’on montrera plus tard eˆtre d,ecidable). HILBERT y avait notamment particip,e.
On disposait aussi d’une formalisation satisfaisante de la notion de preuve, de raison-
nement, graˆce surtout aux travaux de FREGE. Das Entscheidungsproblem est le probl+eme
de l’existence d’une proc,edure automatique (on dirait aujourd’hui d’un algorithme) qui
puisse dire si une certaine formule logique est une tautologie (i.e. vraie dans tout
mod+ele), ou si elle est satisfaisable (i.e. vraie dans au moins un mod+ele), ou si cette
formule admet une preuve (i.e. est un th,eor+eme). La question d’ordre philosophique
sous-jacente au probl+eme de Hilbert ,etait de savoir si on pouvait fonder sur la logique
du premier ordre un “monde parfait” des math,ematiques i.e. complet et d,ecidable. Le
premier th,eor+eme d’incompl,etude de GYodel a mis un premier coup de frein s,erieux +a
l’espoir d’,edi5er un tel monde, mais on pouvait encore imaginer qu’en se restreignant +a
des classes de formules assez larges pour contenir les math,ematiques usuelles mais pas
trop pour ne pas introduire trop d’ind,ecidabilit,e, on pourrait tout de meˆme obtenir un
monde math,ematique assez solide. La question principale a donc ,et,e la suivante: ,etant
donn,ee une classe de formules d,e5nie syntaxiquement (par la structure de son pr,e5xe
sous forme pr,enexe), la satisfaisabilit,e est-elle d,ecidable sur cette classe? Le panorama
a ,et,e achev,e dans les ann,ees 1970 [4]: il existe 3 classes d,ecidables maximales et
9 classes ind,ecidables minimales. ,Etant donn,ee une classe de formules pr,enexes, soit
elle est incluse dans l’union des 3 classes d,ecidables maximales, soit elle contient au
moins une des 9 classes ind,ecidables minimales. Dans le premier cas elle est d,ecidable,
dans le second elle ne l’est pas. On peut d,eterminer syntaxiquement tr+es facilement
dans quel cas on se trouve +a partir de la structure de la classe (i.e. du pr,e5xe de ses
formules sous forme pr,enexe). 4 Comme les classes d,ecidables sont trop pauvres pour
qu’on puisse y exprimer une partie suTsamment signi5ante des math,ematiques, il est
mis un terme d,e5nitif +a l’id,ee d’exprimer les math,ematiques dans un monde unique,
syntaxiquement d,e5ni et d,ecidable.
Les pavages interviennent de la fa3con suivante: on peut transformer tout ensemble de
tuiles  en une formule   de la classe de Kahr K = [∀∃∀; (0; !)] de telle fa3con que 
pave le plan si et seulement si   est satisfaisable, et que  pave le plan p3eriodiquement
si et seulement si   est satisfaisable dans un mod+ele 4ni. Ainsi Hao WANG a pos,e
en 1961 la question du probl+eme de la pavabilit,e par tuiles +a bords color,es [24].
L’ind,ecidabilit,e du probl+eme de la pavabilit,e (en 1966 par un ,el+eve de WANG du
nom de BERGER [3]) montre donc l’ind,ecidabilit,e de la satisfaisabilit,e pour une des 9
classes introduites plus haut: la classe de Kahr. L’int,ereˆt des pavages est encore renforc,e
par le fait que toutes les 8 autres classes minimales sont montr,ees ind,ecidables par
r,eductions +a partir de la classe de Kahr. De plus, on ne sait toujours pas faire ces
preuves autrement qu’en passant par les pavages. Egon B YORGER, Erich GR YADEL, et Yuri
GUREVICH ont ,ecrit un livre de synth+ese [4] sur das Entscheidungsproblem maintenant
qu’il est enti+erement r,esolu et une annexe ,ecrite avec Cyril ALLAUZEN y donne une
version moderne des constructions de pavages associ,ees [1]. Nous donnons dans la
4 Les classes de fonctions ,etudi,ees ne comportent pas de symbole d’,egalit,e, mais si on ajoute ce symbole
et ,eventuellement des symboles de fonctions le r,esultat est analogue.
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section qui suit quelques id,ees fondamentales introduites a5n d’obtenir les r,esultats
souhait,es dans le cadre des pavages.
3.2. Pavages et ind3ecidabilit3e
L’objectif de cette section est de pr,esenter non pas une preuve compl+ete des r,esultats
pr,esent,es mais une explication des id,ees originales qu’il a fallu introduire pour prouver
ces r,esultats.
Le th,eor+eme fondamental est le suivant:
Theoreme 2 (Berger [3], Gurevich and Koriakov [26]). On ne peut pas s3eparer
r3ecursivement les ensembles de tuiles qui ne pavent pas le plan de ceux qui le pavent
p3eriodiquement.
En d’autres termes, soit N = {; P()= ∅} et P= {; P()∪ = ∅} o+u  est l’
ensemble des con5gurations p,eriodiques. Alors N et P sont r,ecursivement ins,eparables
(i.e. il n’existe pas d’algorithme qui prend en entr,ee , s’arreˆte toujours en r,epondant
0 ou 1, si ∈N r,epond 0, si ∈P r,epond 1—on autorise les r,eponses 0 et 1 si  pave
le plan mais non p,eriodiquement).
Ce th,eor+eme est une version plus forte du th,eor+eme de Berger qui dit qu’on ne peut
d,ecider si un ensemble de tuile est ou non une palette.
Il convient de faire d’abord une remarque importante: ce th,eor+eme implique qu’il
existe une palette ap3eriodique (i.e. qui pave le plan mais jamais de fa3con p,eriodique).
En e4et, il n’est pas tr+es diTcile de voir que N et P sont ,enum,erables. Pour N il suTt
d’utiliser la compacit,e de P(): si on peut paver des zones carr,ees non born,ees, on peut
aussi paver le plan. Donc un algorithme de semi-d,ecision pour N consiste +a essayer de
paver un carr,e de taille n en essayant toutes les combinaisons possibles (un nombre 5ni
d’essais suTt) et si le carr,e est pavable, augmenter sa taille. On obtient un carr,e non
pavable (avec arreˆt de notre algorithme) si et seulement si ∈N . Pour P on essaye
aussi tous les carr,es et on compare les bord pour voir si les couleurs correspondent.
D+es qu’un tel pavage est obtenu, ∈P. Graˆce au th,eor+eme de Post qui indique que
si un ensemble et son compl,ement sont ,enum,erables alors l’ensemble est r,ecursif, on
conclue: il existe des palettes ap,eriodiques.
Le th,eor+eme 2 a non seulement pour cons,equence l’existence d’une palette
ap,eriodique mais en plus utilise une telle palette dans sa preuve. De fait, la question
de l’existence d’une telle palette ,etait conjectur,ee par la n,egative et on pensait que
les probl+emes de d,ecisions mentionn,es ci-dessus ,etaient d,ecidables. La raison ayant
conduit H. WANG +a cette conjecture est assez simple: consid,erons un pavage ayant
un (seul) vecteur de p,eriodicit,e. Il est donc constitu,e de “bandes” verticales ou hori-
zontales qui se r,ep+etent p,eriodiquement. Dans ces bandes, consid,erons les segments
horizontaux (resp. verticaux). Seul un nombre 5ni de segments di4,erents peuvent
apparaLˆtre puisque l’ensemble de tuiles est 5ni. Ainsi un meˆme segment apparaLˆt +a
au moins deux reprises. Il suTt de couper le rectangle d,elimit,e par la bande et les
occurrences des segments pour obtenir un motif pouvant se r,ep,eter p,eriodiquement.
Ainsi avec le meˆme ensemble de tuiles on peut paver p,eriodiquement le plan. En
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r,esum,e une palette ap,eriodique forme seulement des pavages n’ayant aucun vecteur de
p,eriodicit,e.
3.2.1. Une palette ap3eriodique
Plutoˆt que d’introduire un ensemble de tuile et de montrer que c’est une palette
ap,eriodique dont les pavages ont un certain nombre de propri,et,es, nous allons ,enoncer
la propri,et,e que nous recherchons pour cette palette sous une forme qui permet de
la reconstruire. Plus pr,ecis,ement, on pourra reconstruire en suivant cette propri,et,e de
nombreuses palettes di4,erentes. Peu importe la palette pr,ecise qui aura ,et,e construite,
elle conviendra pour la suite.
Nous consid,erons une palette  telle que tous les -pavages (i.e. les pavages obtenus
avec ) sont form,es de carr,es rouges et bleus et caract,eris,es par la propri,et,e  d,e5ni
par les 4 ,el,ements suivants:
• les plus petits carr,es sont rouges, de taille 2× 2 et situ,es +a distance 2 les uns des
autres;
• au centre de tout carr,e rouge (resp. de tout carr,e bleu) est situ,e le coin d’un carr,e
bleu (resp. d’un carr,e rouge);
• quelque soit leur taille, deux carr,es de meˆme couleur ne s’interceptent pas;
• les carr,es de meˆme taille sont align,es horizontalement et verticalement.
Une telle palette  est construite dans [1]. Nous n’expliquerons pas ici comment en
construire une, ce n’est pas tr+es diTcile car les 4 ,el,ements de la propri,et,e  sont assez
faciles +a satisfaire +a l’aide de tuiles (Fig. 2).
Expliquons maintenant comment cette propri,et,e formul,ee de fa3con assez informelle
peut eˆtre pr,ecis,ee. D’abord les couleurs bleu et rouges ne sont pas des couleurs corre-
spondant au bord des tuiles: on consid+ere une projection de l’ensemble de tuiles dans
un ensemble +a 5 couleurs (r, b, r–b, b–r, blanc) repr,esentant respectivement le rouge, le
bleu, le croisement rouge-horizontal+ bleu-vertical, le croisement inverse, et le blanc.
La combinaison de carr,es est obtenue par cette projection.
 est une sorte de propri,et,e d’auto-similarit,e avec son point d’initialisation (les
carr,es rouges 2× 2) et sa r+egle de construction donn,ee par les coins. Les tailles des
carr,es sont donc 2k , les cas o+u k est impair correspondent aux carr,es rouges, les pairs
aux carr,es bleus.
De nombreux pavages peuvent eˆtre obtenus puisque cette propri,et,e caract,erise un
ensemble non d,enombrable de combinaisons de carr,es. Consid,erons la combinaison
ayant deux axes de sym,etrie se croisant en (0; 0) (cas centr,e). Consid,erons la verticale
d’abscisse n. n peut eˆtre ,ecrit uniquement sous la forme n=(2k + 1)2l. Sur cette
verticale on trouve les cot,es de carr,es de taille 2l+1. La parit,e de l donne la couleur,
la parit,e de k d,etermine si on est en pr,esence d’un cot,e gauche (k pair) ou droit (k
impair).
Utilisons cette con5guration pour caract,eriser tous les pavages possibles (+a translation
pr+es). Consid,erons h et v deux suites in5nies sur {0; 1}. D,e5nissons la fonction s-hk
qui ne fait rien si hk =0 mais fait une translation horizontale de 2k sur tous les carr,es
de taille 2k+1 si hk =1. On peut d,e5nir la composition in5nie
s-h = · · · ◦ s-hp ◦ · · · ◦ s-h1 ◦ s-h0
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Fig. 2. Combinaisons correspondant +a .
puisqu’+a partir d’un certain rang on est certain que s-hk n’a4ecte pas de points voisins
de l’origine. On d,e5nit de fa3con analogue s-v sur la suite v. Les fonctions s-h et
s-v commutent. Toute con5guration obtenue du cas centr,e par application de s-h ◦ s-
v satisfait clairement . Si v ou h sont nulles +a partir d’un certain rang, alors soit
le centre reste dans le plan, soit un des axes de sym,etrie reste. Sinon, le centre est
expuls,e en dehors du plan. R,eciproquement, v,eri5ons qu’on a bien caract,eris,e toutes
les con5gurations v,eri5ant . On part d’un quelconque des carr,es les plus petits et
on obtient les carr,es de di4,erentes tailles en consid,erant le carr,e dont le coin est
au centre. A chaque ,etape n on d,e5nit un nouveau carr,e de taille 2n qui d,etermine
3 autres carr,es de taille 2n−1 en chacun de ses coins. Ainsi on obtient une zone
d,etermin,ee. Premier cas, cette zone couvre le plan. On obtient ainsi les suites h et
v et s-h ◦ s-v sur le cas centr,e nous donne la con5guration choisie. Second cas, la
zone couvre un demi plan. Graˆce +a la derni+ere condition de  on obtient un des cas
d,ecrits pr,ec,edemment. Dernier cas, la zone remplit un quart de plan et c’est un cas
centr,e.
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3.2.2. Calculs
Observons un diagramme espace-temps d’une machine de Turing. Ce diagramme
est form,e par les ,etats successifs du ruban sur lequel l’,etat de la teˆte est inscrit sur
la case o+u elle se trouve. Il est fondamental de remarquer que la r+egle d’,evolution
de la machine de Turing consid,er,ee est une contrainte locale dans ce diagramme.
Ceci permet de “mimer” tr+es simplement les machines de Turing par des pavages. On
obtient ainsi des r,esultats d’ind,ecidabilit,e [24,25,14], de NP-compl,etude [22,20] et de
NP-compl,etude en moyenne (selon la th,eorie de Leonid LEVIN [18] expliqu,ee par Yuri
GUREVICH [12,13]).
On montre facilement de la sorte l’ind,ecidabilit,e du probl+eme de pavabilit,e con-
traint: en entr,ee on consid+ere un ensemble de tuiles et une tuile particularis,ee dans
cet ensemble; la question est de pouvoir ou non former un pavage du plan avec cette
tuile particuli+ere +a l’origine. L’id,ee est de repr,esenter la teˆte de la machine dans l’,etat
initial par cette tuile particuli+ere et avec la construction ,ebauch,ee ci-dessus, la machine
de Turing consid,er,ee ne s’arreˆte pas sur l’entr,ee vide si et seulement si l’ensemble de
tuiles qui lui est associ,e pave le plan avec la tuile particularis,ee +a l’origine.
Reprenons notre th,eor+eme sur les pavages quasip,eriodiques. Si nous voulons nous
a4ranchir de la contrainte sur la tuile au centre, il faut qu’on puisse former un pavage
quasip,eriodique du plan dans le cas o+u la machine de Turing ne s’arreˆte pas. On en
d,eduit que la teˆte doit apparaLˆtre dans toute feneˆtre suTsamment grande, et meˆme
que le lemme informel suivant doit eˆtre v,eri5,e: pour tout t, il existe une taille de
feneˆtre telle que o+u qu’on place cette feneˆtre dans n’importe quel pavage du plan
par l’ensemble de tuiles ainsi obtenu, on voit dedans au moins t pas de calcul de la
machine.
L’id,ee est donc de rendre les calculs denses dans le plan et ce but est atteint en
donnant une structure auto-similaire au diagramme espace-temps de la machine de
Turing consid,er,ee: le diagramme est tronqu,e en fragments de di4,erentes tailles; chaque
fragment est ins,er,e dans un plus long. On se sert de l’ensemble de tuile  d,ecrit par
la propri,et,e " pour arriver +a ce but.
3.3. Pavages complexes
Le probl+eme de trouver une palette dont la complexit,e minimale des pavages soit
la plus ,elev,ee possible est tr+es ancien et r,esolu de fa3con optimale dans [10]. Nous
avons construit un ensemble de tuile formant des pavages d’irr,egularit,e maximale. Ce
probl+eme s’est progressivement impos,e comme ,etant diTcile. Il s’inspire du 18+eme
probl+eme de HILBERT “Savoir s’il existe un poly+edre pavant l’espace uniquement de
fa3con irr,eguli+ere”. HILBERT a par la suite re-,enonc,e ce probl+eme dans le plan (probl+eme
non encore r,esolu +a cause du cas diTcile des pentagones). Ce probl+eme restreint aux
tuiles de Wang (i.e. restreint au plan discret Z2) a ,et,e r,esolu par BERGER en 1966—
existence d’un ensemble de tuiles dit ap,eriodique. Il est amusant que ce r,esultat ait ,et,e
trouv,e a5n de r,esoudre das Entscheidungsproblem de HILBERT; on peut penser que ce
dernier ne s’attendait pas +a un tel lien entre ces deux probl+emes. Puis HANF et MYERS
ont am,elior,e le r,esultat de BERGER en montrant qu’il existe un ensemble de tuile qui ne
produit que des pavages non r,ecursifs. Notre r,esultat [10] va dans cette direction des
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ensembles de tuiles g,en,erant des pavages de plus en plus complexes mais contient aussi
un r,esultat d’optimalit,e: notre ensemble de tuiles produit les pavages les plus complexes
possibles +a une constante multiplicative pr+es. Ces pavages ont la propri,et,e amusante
que tout carr,e de taille n× n pris dans l’un quelconque d’entre eux contiennent n
bits d’une suite al,eatoire (+a un facteur multiplicatif pr+es). Ces r,esultats sont obtenus +a
l’aide de la complexit,e de Kolmogorov d’une part, de constructions g,eom,etriques sur
des ensembles de tuiles ap,eriodiques formant des pavages autosimilaires d’autre part.
Une autre fa3con de se poser la question des pavages complexes est de se demander
quel nombre de tuiles de Wang est n,ecessaire pour obtenir un pavage ap,eriodique. Le
meilleur r,esultat +a l’heure actuelle est obtenu par J. KARI et K. C^ULIK [17] en utilisant
une construction fond,ee sur des syst+emes dynamiques dont les ,evolutions sont toutes
non p,eriodiques au lieu d’utiliser l’auto-similarit,e.
On peut aussi s’int,eresser +a des questions qui rel+event plus du monde de la combi-
natoire. A quelle condition peut-on paver le plan par translations +a partir d’un poly-
omino (ensemble connexe de carr,es de meˆme taille), ou bien d’un polyomino et de
son sym,etrique par rapport +a un des axes, ou par une sym,etrie centrale. On souhaite
bien suˆr obtenir une condition d,ecidable par un algorithme eTcace. Ces cas on ,et,e
r,esolus par des constructions souvent tr+es subtiles. La premi+ere en date est celle de
D. BEAUQUIER et M. NIVAT; elle aboutit +a un ,el,egant crit+ere: un polyomino peut paver
le plan si et seulement si il forme un pseudo-hexagone [2]. Les deux autres cas ont
,et,e r,esolus l’un par M. NIVAT 5 et l’autre ensuite par COUSINEAU [6] qui emploie des
techniques compl+etement di4,erentes. Les probl+emes +a 2 polyominos ou plus ne sont
pas encore r,esolus +a ma connaissance. En dimension 3, on ne sait pas grand chose. . .
Il est int,eressant d’,etudier la complexit,e des ensembles de tuiles en termes de degr,es
d’insolvabilit,e. Le r,esultat de HANF et MYERS indique qu’il existe des palettes (constru-
ites e4ectivement) qui peuvent g,en,erer seulement des pavages non-r,ecursifs (de degr,e
strictement positif). Ceci ne peut eˆtre am,elior,e de fa3con signi5cative: on ne peut trou-
ver de palette pour lesquels tous les pavages soient au moins 0′ puisque pour toute
palette  et pour tout ensemble non r,ecursif A, il existe un -pavage T tel que A ne
soit pas Turing-r,eductible +a T [10]. En s’inspirant du th,eor+eme de Rice de la th,eorie
de la calculabilit,e, on montre qu’on ne peut d,ecider si deux ensembles de contraintes
locales non triviaux produisent les meˆmes pavages du plan [5].
En5n, pour retourner +a la topologie, on peut mesurer la complexit,e d’un pavage
quasip,eriodique par sa fonction de quasip,eriodicit,e qui, +a un entier x associe la taille
minimale de feneˆtre dans laquelle tous les motifs de taille x apparaissant dans le pavage
puisse eˆtre observ,es (quelle que soit la position de la feneˆtre). On peut montrer que
non seulement presque toutes les fonctions r,ecursives peuvent eˆtre observ,ees mais en
plus qu’il existe une palette formant une classe unique de pavages quasip,eriodiques
mutuellement extractibles qui ont une fonction de quasip,eriodicit,e qui croLˆt plus vite
que toute fonction r,ecursive [5]. En d’autres termes, la r,egularit,e de ces pavages
quasip,eriodiques ne peut eˆtre observ,ee!
5 Maurice NIVAT m’a expos,e cette preuve en d,etails. Elle est assez longue et d,elicate mais ne fait intervenir
que des arguments combinatoires ,el,ementaires. J’esp+ere qu’il la r,edigera un jour prochain tant pour l’int,ereˆt
du r,esultat que pour celui de sa preuve.
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