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How do you know what I might also like?

“Een exploratieve studie naar zowel het (interactie) proces dat een gebruiker en een recommender systeem doorstaan om tot een recommandatie te komen, als mogelijke verhouding tussen de gebruiker en deze recommandatie en de beïnvloeding van de koopbeslissingen”

Deel 1: Inleiding in recommender systemen
Hoe past het recommender systeem in het medialandschap?
                                                                                                                                                                                                             
De afgelopen eeuw heeft er een verschuiving plaatsgevonden in de rol van media gebruik. Waar men, bij het gebruik van oudere media zoals televisie en radio, geacht werd de getoonde mediaberichten enkel op te nemen, bieden de nieuwe media de gebruiker de optie om interactief deel te nemen aan de aangeboden media. Deze verschuiving bracht met zich mee dat de media zich meer gingen richten op de vraag van het individu en minder op de vraag van de massa. Deze ontwikkeling beschreef Chris Anderson aan de hand van het begrip ‘the long tail’. ​[1]​ Hij beschreef hoe een optelsom van minder populaire producten, in grotere oplagen verkocht werden. 
Doordat er een groter aanbod aan obscure producten op de markt gebracht worden, worden er steeds grotere aantallen van dit soort producten verkocht in verhouding tot de verkoop van de zogenaamde ‘bestsellers’. Waar bedrijven zich eerder richtten op de vraag van de massa, kunnen bedrijven, met de komst van nieuwe media en nieuwe distributie systemen, zich gaan richten op niches (Anderson 25-37). 

Een reactie die plaatsvindt doordat er op zoek wordt gegaan naar de kleinste niche. beschrijft Journalist Stephan Baker in zijn boek, The Numerati. De kleinste niche wordt mogelijk gevonden door in te spelen op de individuele behoefte van de gebruiker. De media worden gepersonaliseerd. Baker beschrijft aan de hand van interviews met de door hem benoemde Numerati, hoe, in het tijdperk dat doordrenkt is van informatie, bedrijven en instellingen hun producten precies bij diegene krijgen die er behoefte aan heeft. De ‘Numerati’ worden door Baker beschreven als de mathematici en computer geleerden die het eerder genoemde aanbod aan informatie ‘beheersen’ (Baker 9). Ze zullen elk stukje informatie gebruiken om een model van een individu in elkaar te puzzelen dat dit individu beschrijft in zijn interesses, zijn benodigde medische hulp, zijn stemgedrag, zijn liefdesleven, zijn werk maar vooral belangrijk voor dit onderzoek: zijn koopgedrag (Baker 12).

De Numerati puzzelen het koopgedrag van de gebruiker bij elkaar. Hiermee houdt het echter niet op. Hier wordt een derde ontwikkeling van het medialandschap zichtbaar. Media worden steeds meer “premediated”. Deze term is gemunt door mediawetenschapper Grusin. Grusin beschrijft premediation als de trend van media om op de toekomst te anticiperen en deze te ‘koloniseren’. Dit koloniseren houdt in dat er gepoogd wordt de ongewisse toekomst te bepalen (Grusin 2004, 36).  Grusin richt zich hierbij over het algemeen op de nieuwsmedia en de oorlogsverslaggeving in het speciaal maar het sluit ook aan bij de anticipaties die de Numerati maken. Grusin beschrijft een fenomeen op dit vlak door twee uitspraken aan te halen uit een interview over Google’s gebruik van ‘targeted advertising’ met Google CEO, Eric Schmidt. Ten eerste stelt Schmidt:

“technology will be so good it will be very hard for people to watch or consume something that has not in some sense been tailored for them." 

Ten tweede stelt hij:

"I actually think most people don't want Google to answer their questions, They want Google to tell them what they should be doing next."  (Grusin 2010)

Het eerste citaat beschrijft het fenomeen dat ook beschreven wordt door Baker en Anderson. Het laatste citaat geeft weer dat deze ontwikkelingen leiden tot het maken van assumpties over de toekomst. In dit onderzoek wordt er gekeken naar de manier waarop data wordt ingezet om media te personaliseren en naar de manier waarop assumpties over de toekomst de gebruiker kunnen beïnvloedden. Een fenomeen dat de twee hierboven genoemde trends behuisd, is het recommender systeem van amazon.com.

Amazon.com zal dienen als casus van dit onderzoek. Anderson beschrijft dit fenomeen om de Long Tail uit te leggen (Anderson 25). Deze online boekenwinkel heeft een systeem ontwikkeld waardoor minder populaire producten alleen worden gerecommandeerd aan mensen die er mogelijk in geïnteresseerd kunnen zijn. Deze recommender systemen doen precies dat wat Baker beschrijft als het werk van de Numerati: ze verzamelen informatie, schetsen een beeld van de behoeftes van een gebruiker en bieden ze vervolgens producten aan die mogelijk deze behoeftes vervullen. Er zijn echter nog twee andere redenen om de recommender systemen van amazon.com te gebruiken als casus. 

Ten eerste omdat Amazon.com de eerste webwinkel was die gebruik maakte van een recommender systeem onder het motto “Mass Customisation” (Spector 142) en onder dit motto zijn ze uitgegroeid tot een van de bekendste webwinkels.

De tweede reden ligt bij een menselijkere interpretatie van het fenomeen. Men kan zich afvragen “hoe kan een dergelijk elektronisch systeem een individu inschatten?” maar vooral ook de vraag die daar op volgt: “Kan een algoritme een zoiets subjectiefs als preferenties vast leggen, laat staan voorspellen?”. Het bepalen van iemands interesses en preferenties zal eerder worden gezien als een zeer menselijke interpretatie, die enkel, voorzichtig ,kan worden gemaakt door een nabije kennis.

In dit onderzoek zullen de volgende vragen worden beantwoord: Hoe worden koopbeslissingen beïnvloed en wat voor gevolgen kan het gebruik van recommender systemen hebben. De gevolgen van het gebruik van recommender systemen zal hier erg breed worden opgevat, zo zal er worden gekeken naar de manier waarop de gebruiker wordt beinvloed en of hier sprake is van vrije wil, er zal gekeken worden naar de plek van een recommender systeem binnen het koopbeslissings proces en er zal worden gekeken naar de sociale aard van het recommender systeem. Ook zal er nog kort worden ingegaan op de privacy issue die speelt rond de datamining die plaats vindt. Dit zal worden gedaan door enerzijds vast te leggen hoe een recommender systeem werkt en anderzijds door de theorieën van drie kritische nieuwe media wetenschappers te toetsen aan de casus.

Naast een maatschappelijke verklaring, is er ook een wetenschappelijke reden om in te gaan op dit onderwerp. Er zijn al een groot aantal studies gedaan naar recommender systemen en datamining, echter bevinden deze studies zich op een ander vlak. Zo zijn er kwantitatieve studies gedaan naar recommender systemen en gebruikers (Häubl et al.), (Bo et al.), (Fitzximons et al.) en vele anderen. Er zijn veel studies naar de werking en verbetering van recommender systemen op een technisch vlak: (adomavicius et al.), (Burke), (Gonçalves et al.) en vele anderen. Ook zijn er teksten van minder wetenschappelijke aard, die kritieken hebben op Recommender systemen (Lanier), (Duguit et al.). In deze paper zal de casus worden vastgelegd door naar het fenomeen te kijken, zoals de gebruiker het tot zich zou kunnen nemen. Door te kijken naar wat amazon.com aanbiedt zullen er uitspraken gedaan worden over de eerder beschreven fenomenen. Er zal worden gekeken naar (1) de informatie die over een gebruiker wordt verzameld, (2)  hoe het recommender systeem interpretaties van deze informatie aanbiedt aan de gebruiker en (3) de mogelijke gevolgen van het aannemen van deze gegeven informatie.

Een drieslag aan factoren bepalen hoe de gepersonaliseerde berichten van amazon.com tot stand komen. Ten eerste speelt het recommender systeem (1) de grootste rol in dit onderzoek. Dit is immers het fenomeen dat beschreven wordt. De data (2) die het recommender systeem verwerkt zijn een tweede belangrijk onderdeel. Als laatste is de rol van de gebruiker (3) erg belangrijk. Deze gebruiker zorgt er immers voor dat het recommender systeem van informatie wordt voorzien. De rol van de gebruiker is belangrijk omdat deze uiteindelijk bepaalt hoe het recommender systeem wordt geïnterpreteerd en gebruikt en hiermee ook welke gevolgen het gebruik van een recommender systeem kan hebben. 

Uit welke drie onderdelen bestaat het fenomeen?
Recommender systemen

De computer wetenschappers Resnick en Varian definieerden recommendation systemen als: “Een systeem dat user models als input neemt en deze verenigt en vervolgens recommandaties teruggeeft aan de gebruikers” (Gonçalves et al. 112).

Een recommender systeem is een computer systeem dat gebruikers op de hoogte stelt van producten die bij de gebruiker in de smaak zouden kunnen vallen. Door leken zullen deze systemen worden herkend aan de tekst “You might also like”.

Dit computer systeem kan worden beschreven als een ‘agent’. Een agent is een computer systeem dat zich binnen een bepaalde digitale omgeving begeeft, en in staat is autonome acties te ondernemen in deze omgeving, om de doelen te bereiken waarvoor het is ontworpen (Weiss 5). Specifiek aan een recommender systeem is dat het ontwerpdoel is om te bepalen wat ‘jij mogelijk leuk vindt’ (you might also like). 

Enerzijds begeeft een agent zich in een profiel van de gebruiker (you). Dit profiel wordt vastgelegd door de data die het systeem over de gebruiker verzamelt. Hierover later meer wanneer wordt gedefinieerd wat datamining is. Anderzijds begeeft het zich in een database van alle mogelijke producten die de gebruiker leuk zou kunnen vinden (what you might like). De autonome actie die de agent onderneemt, is het vergelijken van het profiel met de database. Amazon.com maakt deze vergelijking doormiddel van een 'item to item collaborative filter'. ‘Item to item’ betekent dat deze vergelijking plaats vindt doordat een gebruiker in contact wordt gesteld met items die vergelijkbaar zijn met andere items waar de gebruiker al eerder mee in contact is gekomen. Het ene ‘item’ komt voort uit het profiel van de gebruiker en het andere 'item' komt voort uit de database. Dit betekent dat het profiel van de gebruiker is opgebouwd uit de items waarmee hij of zij eerder mee in contact is gekomen. Met welke items de gebruiker in contact komt, wordt dus bepaald door de acties die hij of zij onderneemt op de site.

De ‘vergelijkbaarheid’ van items wordt bepaald door ‘collaborative filtering’. Dit algoritme bepaalt op Amazon.com de ‘vergelijkbaarheid’ van items aan de hand van de mate waarin items door verschillende personen tegelijk worden aangeschaft (Linden et. al. 2003). 
Collaborative filtering kan in zijn algemeenheid worden gedefinieerd als het “samenbrengen en inzetten van activiteiten van anderen om het doel van een zoektocht naar informatie te bereiken” (Gonçalves et al. 112). De werking van een dergelijk systeem wordt op Amazon.com kernachtig verwoord door in de recommender interface te vermelden: “People who bought items you bought, also bought”​[2]​. 

Zoals al eerder gesteld, werkt een recommender systeem binnen een database van verschillende gebruikersprofielen en items. Het is dan ook niet verwonderlijk dat de origine van deze systemen ligt in ‘information retrieval’ systemen. Dergelijke systemen zorgden er in de jaren zeventig voor dat informatie opgeslagen in digitale databases gemakkelijker was op te zoeken. In de jaren tachtig deden ‘information filtering’ systemen hun intrede. In plaats van relevante data op te zoeken, filterden deze irrelevante data uit de weergave. Deze information filtering systemen werden toegespitst op een gebruikers profiel en werden onder de naam ‘content based filtering’ systemen onder andere ingezet om recommandaties uit te voeren. Deze recommandaties werden uitgevoerd door het gebruikers profiel te vergelijken met de content van de items. Dit systeem werkte echter vooral goed in databases met tekst intensieve items. In 1992 kwam er een oplossing voor dit probleem toen ‘collaborative filtering’ zijn intrede deed. De term werd gemunt toen Tapestry werd beschreven, dit werd later bekend als het eerste recommender systeem. (Gonçalves et al. 111 - 112).

De grootste vernieuwing die collaborative filtering bracht, was het feit dat de activiteiten van de gebruikers een grote rol speelden binnen dit zoeksysteem. Computer wetenschappers Perugini, Gonçalves en Fox stellen dat de invoering van collaborative filtering effectief is geweest in het geven van recommandaties, omdat de smaak van mensen typisch niet binnen één systeem te bevatten is (niet orthagonaal) (Gonçalves et al. 112). Hiermee doelen ze op de eigenschap van een dergelijke zoekmachine om menselijke acties en beslissingen te incorporeren in een zoekproces. Deze menselijke beslissingen worden immers genomen vanuit veel verschillende overwegingen die niet zijn te vervatten in een computer systeem. 
De Gebruiker
Uit het vorige subhoofdstuk is gebleken dat een karakteristiek kenmerk van collaborative filtering is dat bijna alles draait om de gebruiker. Zo speelt bij (de analyse van) amazon.com de gebruiker ook een erg grote rol. De gebruiker zorgt voor de input van het systeem, het systeem draait op alle interacties van andere gebruikers, de output van het systeem is bedoeld voor de gebruiker en wanneer de gebruiker het niet eens is met de gemaakte recommandaties, krijgt deze de macht om de input en/of de werking van het systeem aan te passen.

De rol van de gebruiker is dus erg belangrijk, maar ongrijpbaar. In dit onderzoek wordt de website www.amazon.com gebruikt als casus.
Een probleem dat dit met zich mee brengt is dat er doormiddel van dit onderzoek weinig kan worden gezegd over de daadwerkelijke acties die de gebruiker onderneemt en in welke mate hij of zij dit doet. Om hier iets over te kunnen zeggen zou kwantitatief onderzoek meer geschikt zijn. Dit onderzoek manifesteert zich aan de andere kant van het gebruik van recommender systemen. Het biedt een overzicht van de mogelijkheden die amazon.com aan de gebruiker toont. 

We identificeren de gebruiker in dit onderzoek op twee manieren. Ten eerste wordt de gebruiker –in dit hoofdstuk-  gedefinieerd als een consument die een keuze moet maken tussen verschillende producten. Ten tweede wordt in de casus onderzocht op wat voor manieren een gebruiker dient als een onderdeel van het recommandatie systeem. 
Ondanks de genoemde rollen van gebruiker gaat het uiteindelijk om een
vlakke interpretatie is van ‘wat een mens is’. Deze stelling lijkt in termen van wetenschappelijk onderzoek niet praktisch om te hanteren omdat ‘wat een mens is’ te diffuus is om te onderzoeken. Toch zal er in dit onderzoek ruimte moeten zijn voor een dergelijke stelling, ten eerste omdat het een recommender systeem iets dergelijks subjectiefs, persoonlijks en ingewikkeld als menselijke preferenties probeert te benaderen en ten tweede omdat een stelling als deze aansluit bij de denkbeelden van ‘technologisch humanist’ Jaron Lanier.
De gebruiker als consument en maker van koopbeslissingen.
Bettman et al. beschrijven een beslissing van een consument niet als een simpele rationele  keuze. Een consument kan echter nooit alle opties overzien en verwerken omdat de keuze vaak te groot is (Bettman et al. 187). Daarnaast kennen de consumenten zelf vaak hun eigen preferenties nog niet maar ontdekken ze deze pas als ze op het punt staan om een beslissing te nemen. Bettman et al. benaderen preferenties als gedeeltelijk ‘geconstrueerde’ gegevens bij het maken van beslissingen. Slechts ‘gedeeltelijk’ omdat een consument soms ook al preferenties in zijn geheugen heeft zitten. Er zijn veel verschillende redenen die de geconstrueerde preferenties een veranderlijke eigenschap meegeven. Bijvoorbeeld: een consument heeft op een koude dag zin in warme chocomel maar heeft op een warme dag zin in koud water (Bettman et al. 188). In hoeverre deze veranderlijke en constructieve aard van preferenties invloed heeft op, en wordt beïnvloed door, recommender systemen zal worden besproken na de beschouwing van de casus.
.

Erg belangrijk bij het maken van een koopbeslissing zijn wat Bettman ‘attributes’ noemt. In deze paper zal dit begrip worden vertaald naar de term ‘producteigenschappen’. Bettman beschrijft hoe een consument de voor hem bekende producteigenschappen afweegt om tot een koopbeslissing te komen. De manieren waarop afwegingen kunnen worden gemaakt tussen de verschillende waarden van producteigenschappen en de mate van kennis die de consument heeft van het product, worden beschreven als strategieën. Voordat men een koopbeslissing maakt kiest de gebruiker eerst een strategie.(Bettman et al. 182-189)

De data
Daarnaast is het dataverkeer dat plaatsvindt tussen het recommender systeem en de gebruiker erg belangrijk. De manier waarop data wordt verzameld door recommender systemen wordt datamining genoemd.

Professor filosofie en voorzitter van de International Society for Ethics and Information Technology Herman t. Tavani beschreef datamining in een artikel over privacy als “het proces van (A) het vinden van patronen en correlaties in data die zijn opgeslagen in grote databases en (B) het analyseren van die data vanuit verschillende perspectieven en wordt gecategoriseerd en de nuttige informatie wordt opgesomd (Tavani 1). Dit fenomeen vindt plaats binnen recommender systemen wanneer verschillende items aan elkaar worden gerelateerd. Er is echter nog een andere vorm van informatievergaring die belangrijk is wanneer het draait om recommender systemen. We spreken namelijk van een andere vorm van datamining wanneer er door een recommender systeem actief data worden gewonnen uit de ondernomen acties van een gebruiker. Hoewel deze informatie ook wordt opgeslagen in een database (en dus ook wordt onderzocht en geanalyseerd) ligt de nadruk van deze vorm bij het actieve karakter van het recommender systeem om een individu vast te leggen aan de hand van verzamelde data. 

In het eerder genoemde boek van Stephan Baker, The Numerati , draait alles om datamining. Baker beschrijft in zijn boek hoe doormiddel van datamining, instellingen en bedrijven van elk individu te weten kunnen komen wie ze zijn, wat ze doen en wat ze hebben. Op deze manier kunnen ze te weten komen hoe ze efficiënter met het individu: de werknemer,de klant of de burger, om kunnen gaan (Baker 12).
Het feit dat dus ieder individu wordt vastgelegd aan de hand van data brengt veel vragen met zich mee. In hoeverre kunnen we spreken van een nauwkeurige represenatie? In hoeverre heeft een dergelijke vastlegging van het individu invloed op de manier waarop het individu zich in het echt gaat gedragen? Of voor welke doeleinden wordt deze vastlegging nog meer gebruikt. Vooral de eerste twee vragen zijn belangrijk in dit onderzoek en zullen uitvoerig worden behandeld na het observeren van de casus. De laatste vraag raakt aan een begrip dat een grote rol speelt in datamining: ‘privacy’

Over privacy stelt Tavani ten eerste dat bepaalde datamining technieken persoonlijke privacy schenden, doordat er over individuen informatie wordt verzameld zonder dat zij daar weet van hebben. Ten tweede stelt hij dat gebruikers die mogelijk wel weet hebben van dergelijke informatie verschaffing, niet weten dat deze informatie voor andere doeleinden wordt gebruikt (Tavani 8).

Het onderscheid tussen de wetenschap en de onwetendheid met betrekking tot datamining is dus belangrijk in de privacy kwestie. Hierop zal verder worden ingegaan in de discussie. Gonçalves et al. beschrijven eenzelfde onderscheiding in hun artikel. Zij stellen dat datamining op twee verschillende manieren kan plaatsvinden: expliciet en impliciet. Informatie die expliciet gewonnen wordt is informatie waarom gevraagd wordt door de website zelf. Hierbij kan men denken aan rating systemen om producten te raten maar ook het expliciet opstellen van een profiel met daarin demografische kenmerken en preferenties (Gonçalves et al. 109). Impliciet gewonnen informatie is wat Mobasher noemt ‘Web usage Mining’ (Mobasher 98). Deze informatie wordt gewonnen doordat er toezicht wordt gehouden op de ondernomen acties van de gebruiker (Gonçalves et al. 109).

Mobasher beschrijft ook het verschil tussen “automatic personalization” en “customization”. Deze begrippen beschrijven beide het leveren van content, speciaal gericht op de gebruiker. Het verschil zit hem in wie die controle heeft over de creatie van het gebruikers profiel. De term “customization” beschrijft het proces waarin de gebruikers zelf (en vaak handmatig) hun interesses en eisen weergeven. “Automatic personalization” houdt in dat de gebruikersprofielen worden aangemaakt en bijgewerkt door een automatisch systeem. Hierbij heeft de gebruiker vaak weinig expliciete controle (Mobasher 90 -91).

In het volgende hoofdstuk zullen zowel impliciete als expliciete datamining apart worden gecategoriseerd. Uit deze uiteenzetting kan men een gissing doen naar de mate waarin een gebruiker zich bewust is van het feit dat er informatie uit zijn interacties word gewonnen. 
Deel 2: De recommendersystemen op Amazon.com
De interacties die plaatsvinden tussen de gebruiker en de recommender systemen

Al eerder is vastgesteld dat Amazon.com gebruik maakt van een ‘item to item collaborative filter’ recommender systeem. In dit hoofdstuk zal er een mapping plaatsvinden van de verschillende varianten van dit systeem in verschillende contexten. De mapping zal plaatsvinden op twee verschillende vlakken.
Als eerste zal er in kaart worden gebracht welke recommender interfaces er zichtbaar 
zijn wanneer men niet is ingelogd op het persoonlijke gebruikersprofiel waarvan men gebruik kan maken op amazon.com. Daarna zal er worden gekeken naar de recommender interfaces die zichtbaar zijn als de gebruiker inlogt op zijn persoonlijke profiel. De ingelogde gebruikers verschillen van de niet ingelogde gebruikers in het feit dat de acties die ze ondernemen worden vast gelegd op verschillende plekken, dat de recommandaties aan deze persoon niet worden benoemd als zijnde ‘recommendations’ en dat deze gebruikers wel in staat zijn items te raten, te taggen en/of te kopen 

Binnen deze tweedeling, zal deze mapping worden opgesplitst in twee verschillende varianten van datamining: Expliciet vergaarde informatie en impliciet vergaarde informatie.

Bij deze tweede tweedeling moet echter wel worden gesteld dat er soms sprake is van overlap. Acties zoals ratings en tags kunnen wellicht worden geclassificeerd in beide groepen. Het is immers niet geheel duidelijk in hoeverre de gebruiker weet waarvoor een rating of tagging wordt gebruikt. De gebruiker zou ook ratings of taggings kunnen uitvoeren voor de lol, zonder dat hij of zij weet heeft van de andere werkingen van deze opties. In deze mapping zullen deze fenomenen worden behandeld als expliciet, omdat taggings en ratings vragen van de gebruiker om actief deel te nemen door te stellen wat deze gebruiker vindt van bepaalde producten.

Waneer men niet is ingelogd
Welke data worden impliciet verzameld door het recommender systeem

Wanneer men op een PC amazon.com voor het eerst bezoekt, zullen er nog geen recommandaties verschijnen. Op de plek waar normaliter een recommender systeem interface te zien is, zal de tekst verschijnen: "You have no recently viewed items or searches. After viewing product detail pages or search results, look here to find an easy way to navigate back to pages you are interested in”. De recommandaties –of beter gezegd reclames- die de website toont wanneer men nog nooit amazon.com heeft bezocht zijn producten die over het algemeen vaak worden aangeschaft.

Naarmate een gebruiker bepaalde zoekopdrachten uitvoert en producten bekijkt, zullen de volgend kopjes verschijnen: “Customers with Similar Searches Purchased”, “More Items to Consider” en “Related to Items You've Viewed”

Verder onderaan de pagina verschijnt een recommender interface met de titel:
“Your recent history”

Waar de eerst genoemde recommender interfaces uitgaan van één item (gebaseerd op de zoekgeschiedenis of op de bezochte pagina’s van een item), is er bij de interface van "your browsing history” sprake van een meerdere items, zowel de zoekgeschiedenis als uit de bezochte item pagina’s. 

De data bestaan dus uit een lijst van bezochte item pagina’s en ondernomen zoekopdrachten. Deze data worden opgeslagen in de 'cookies'​[3]​ van de gebruikte pc.

Op elke item pagina is ook een recommender interface te vinden met de titel: “Customers Who Bought This Item Also Bought”. Deze recommender interface maakt geen gebruik van de opgeslagen data van de gebruiker.


Welke data wordt er expliciet van de gebruiker gevraagd?

Wanneer men niet is ingelogd op een profiel, heeft men de mogelijkheden om expliciet veranderingen aan te brengen in de opgeslagen data. Onder de eerst genoemde recommender interfaces is een link weergegeven met de tekst “View or edit your browsing history”.

De ‘your recent history’ recommender interface geeft per recommandatie aan hoe deze recommandatie tot stand is gekomen en of men de data die gebruikt zijn voor deze recommandatie, aan wil aanpassen doormiddel van de tekst “Fix this recommandation". Ook in deze recommender interface is het mogelijk om gebruik te maken van de “View or edit your browsing history” optie.

Wanneer men wel  ingelogd is, heeft men de mogelijkheid om op“[…]’s amazon.com” te klikken (waarbij […] de gebruikersnaam is). Hier zal men de volgende tapbladen zien: “Your Amazon.com”, “Your Browsing History”, “Recommended For You”, “Rate These Items”, “Improve Your Recommendations”, “Your Profile”, “Your Communities” en “Learn More”.

Welke data wordt impliciet verzameld door het recommender systeem

Wanneer men ingelogd is op een persoonlijk profiel van amazon.com, verschijnen de eerder genoemde recommender interfaces: “Customers with Similar Searches Purchased”, “More Items to Consider”, “Related to Items You've Viewed” en “Your recent history”. Deze recommender systemen gebruiken zowel de data die zijn opgeslagen in de 'cookies' directory als ook data die worden opgeslagen op het gebruikers account. 

Wanneer de gebruiker is ingelogd kan deze items kopen. De aankopen die deze gebruiker doet, zullen leiden tot recommandaties. De recommandatie interfaces die te zien zijn op de startpagina, zijn getiteld: “New for You®” en “Recommendations for You in […]”. In de laatste van deze twee wordt een recommandatie door amazon.com gecategoriseerd. Men kan bijvoorbeeld “Recommendations for You in Music” of “Recommendations for You in Books”. "New for You®” doet recommandaties aan voor nieuw binnen gekomen items​[4]​. 

Wanneer een gebruiker naar “your recommendations" gaat, krijgt men een nog groter aanbod aan recommandaties. De hierboven genoemde recommandaties komen voort uit opgeslagen aakopen van items. Deze data wordt opgeslagen op een database op amazon.com. 

Welke data wordt er expliciet van de gebruiker gevraagd?

Alle recommandaties die amazon.com "Recommendations for You" noemt, worden gedaan vanuit opgeslagen taggings, ratings of het feit dat de gebruiker een bepaald item bezit. Hier volgen enkele voorbeelden van manieren waarop er expliciete interactie plaatsvindt tussen een gebruiker en een recommender systeem. Deze interactie kan zowel bestaan uit het expliciet maken van de data die de het recommender systeem gebruikt om recommandaties te maken, als de input van de gebruiker om deze data te veranderen.

Amazon.com geeft, wanneer men is ingelogd, bij elk item de kans om aan te geven dat de gebruiker dit item al bezit of dat hij of zij niet is geïnteresseerd. Bij elk item wat men bezit kan er een rating of een tagging worden toegevoegd. In het tapblad ‘improve your recommendations’ zijn alle factoren die meehelpen bij het maken van een ‘recommendation for you' weergegeven. Deze factoren kunnen worden aangepast doordat tags en ratings kunnen worden toegevoegd, veranderd of verwijderd. Ook kan een gebruiker de items verwijderen of aanvinken als ‘don't use this recommendation’. Ook heeft men de mogelijkheid om items aan te vinken als ‘Gifts’ om te voorkomen dat dit item wordt opgenomen in ‘Recommendations for You’.








Wanneer een gebruiker nieuw is voor amazon.com, wordt er expliciet gevraagd om data te genereren die kunnen dienen voor recommandaties. Er verschijnt een zoekbalk en het verzoek om (meerdere malen) items te zoeken en deze te beoordelen doormiddel van rating, tagging of door te laten weten dat je het item zelf bezit (figuur1).

Alle data die worden gebruikt bij het maken van recommandaties, worden opgeslagen op een database op amazon.com. 

Het is overigens mogelijk om enkele veranderingen aan te brengen in de oplsag van de geminde data. Wanneer men is ingelogd kan men (onder het kopje “Your amazon.com” en “Your Advertising Preferences”) er voor zorgen dat de data die verzameld worden, niet worden gebruikt bij het personaliseren van advertenties. Wanneer men aangeeft dat men dit niet wil, zullen er op amazon.com of op websites verwant aan amazon.com, geen gepersonaliseerde reclame die gebaseerd is op de geminde data verschijnen.

Ook is het mogelijk om het vastleggen van de browsing history stop te zetten (onder het kopje “Your amazon.com”, “Your Browsing History” en “Manage Your browsing history”). Data over bezochte itemsites en zoekacties zullen niet meer worden opgeslagen in amazon.com
Andere mogelijke invloeden op koopbeslissingen

Naast de mapping van de manieren waarop er recommandaties plaatsvinden, zal er een mapping plaatsvinden van twee andere factoren die een grote rol spelen bij het maken van koopbeslissingen. Eerst een uiteenzetting van de manieren waarop men in aanraking komt met bepaalde items. Daarna volgt er een uiteenzetting van de ‘producteigenschappen’ die amazon.com weergeeft over zijn producten. Deze worden vermeld omdat deze uiteindelijk worden afgewogen om tot een beslissing te komen. 

De manieren waarop een gebruiker in aanraking kan komen met een bepaald product.

De presentatie van de producten kan worden gezien als een filtering van de producten. Omdat een consument onmogelijk weet kan hebben van alle producten die amazon.com aanbiedt, zijn er voor de consument slechts enkele producten in beeld. Al eerder is besproken dat een recommender systeem de consument helpt met het om gaan met grote hoeveelheden informatie, daarnaast gebruikt amazon.com ook enkele andere mogelijkheden om zijn producten aan te bieden zoals hier het zichtbaar maken van enkele producten.. Bij het maken van een koopbeslissing is het immers erg bepalend welke producten er voor de consument zichtbaar zijn.
De items die te zien zijn na het uitvoeren van een zoekopdracht.
De producten die aan de gebruiker getoond worden, zijn  interessant voor dit onderzoek omdat de database aan producten gefilterd wordt. De zoekmachine werkt echter, anders dan de recommender systemen, voornamelijk zoals content based filtering. Er wordt ten eerste gekeken naar vergelijkbaarheid van het product: titel, auteur, onderwerp (en dergelijke) en wat de gebruiker in heeft getypt in de zoekbalk. Op de tweede plaats worden de producten gecategoriseerd op de ‘belangrijkheid’ van de producten. Dit betekent dat producten ook worden gerangschikt op verkoopcijfers, ratings en taggings.

De aangeboden items via recommender systemen.
De focus van dit onderzoek ligt op deze manier van informatie filteren. Hoewel de recommender systemen uitvoerig worden besproken in deze paper, wordt er hier benadrukt dat een recommender systeem voortkomt uit een zoekmachine en dus producten filtert uit een grote database aan producten. 

De twee hierboven genoemde manieren om tot een bepaald item te komen komen het meest voor op amazon.com. De twee manieren die nu genoemd zullen worden komen veel minder voor op amazon.com
De aangeboden niet-gepersonaliseerde aanbevelingen/reclame.
Ten tijden van het schrijven is het meest aangeboden product, dat niet weergegeven wordt op basis van personalisatie van de gebruiker, de e-reader Kindle. Verder zijn er op de homepage producten te zien als camera’s, kerst cadeaus en andere producten. Deze aanbevelingen verschillen niet van advertenties op andere websites.
De items besproken in de amazon.com community.
Een belangrijk aspect voor de sociale aard van het verkoopplatform dat amazon.com biedt, zijn de communities. Een gebruiker kan zijn eigen persoonlijke profiel aanmaken. Hierop zijn bijvoorbeeld de demografische kenmerken, de geschreven reviews, ‘lists’ en, wanneer de gebruiker hiermee heeft ingestemd, de laatste aankoop van deze gebruiker, weergegeven. De gebruiker kan met zijn profiel contact leggen met andere gebruikers door ze op te zoeken. Ook kan men nieuwe gebruikers leren kennen in de discussies die plaatsvinden binnen de verschillende communities. 

Welke producteigenschappen geeft amazon.com weer?
Bij het maken van een mapping van amazon.com zullen ook de producteigenschappen in beeld gebracht moeten worden. Deze eigenschappen worden immers uiteindelijk door de gebruiker vergeleken en afgewogen. Hier volgt een opsomming van de producteigenschappen die invloed kunnen hebben op de koopbeslissing van de gebruiker.






-	Vorm (paperback/softcover of mp3/vinyl/CD)
-	Prijs
-	Nieuw/tweedehands
-	Een aanbeveling in ‘your communities’.
-	Afbeelding van de kaft/hoes
-	De samples
-	De productinformatie die al bekend is bij de gebruiker (eerder werk van de zelfde auteur, recensies en informatie verkregen buiten amazon.com om, het horen van citaten uit het product, het horen van een track van de cd op de radio en dergelijke manieren waarop men informatie kan verzamelen van het product).
Samenvatting van de mapping.

Wanneer men amazon.com bezoekt zullen de acties van een gebruiker altijd worden vastgelegd. De plaats waar deze data wordt opgeslagen, hangt er van af of de gebruiker al dan niet is ingelogd op zijn persoonlijke amazon.com profiel. Ingelogd eindigen deze data op een server van amazon.com en wanneer men niet ingelogd is worden deze data in de ‘cookies’ directory van een gebruiker opgeslagen. Deze informatie kan zowel impliciet als expliciet gewonnen zijn. Amazon.com biedt op veel plekken de mogelijkheid om te zien welke data amazon.com tot haar beschikking heeft en gebruikt voor recommendaties. Ook biedt amazon.com vaak de mogelijkheid om invloed uit te oefenen op deze data.

Er zijn vier manieren om kennis te nemen van de aanwezige items op amazon.com. De twee meest gebruikte zijn de zoekmachine en de recommender systemen. De andere twee manieren zijn: aanbevelingen van andere gebruikers op ‘your communities’ en de ongepersonaliseerde reclame.

Omdat de producteigenschappen een grote rol spelen bij het maken van een koopbeslissing zijn deze opgesomd.
Deel 3: Een discussie rond de werking van de casus
Is er empirisch bewijs dat recommender systemen invloed uitoefenen op de gebruiker?

Voor dat er behandeld zal worden wat voor uitwerkingen het gebuik van de recommender systemen kan hebben op de gebruiker, zal er worden ingegaan op de mate waarin een gebruiker wordt beïnvloed. Een literatuurstudie van Bo en Bensabat naar eerder onderzoek geeft aan dat er zowel onderzoeken zijn geweest die aangeven dat een recommender systeem de kwaliteit van de koopbeslissing verhogen als ook dat er studies zijn die concluderen dat dit niet zo is. Over de daadwerkelijke werking van een recommender systeem, is dus nog geen consensus (Bo et al. 151).

Het ontbreken van dergelijke consensus draagt slechts beperkt bij, bij het trekken van een conclusie over de casus van dit onderzoek. Wel belangrijk is het om op te merken dat de afwezigheid van een consensus hierover de relevantie van dit onderzoek verhoogt. In dit hoofdstuk zullen twee kritische visies van drie nieuwe media wetenschappers worden behandeld. Beide visies bevragen de werking van agents en recommender systemen en creëren met deze bevragingen een ruimte om aan de hand van verwijzingen naar het casusonderzoek en andere literatuur, een beeld te schetsen over de werking van de recommender systemen op amazon.com

Wat voor kritiek kan men hebben op recommender systemen?
Lanier: Wie een agent vertrouwt, reduceert zichzelf.

De recommender systemen van amazon.com kunnen worden beschreven als ‘agents’ die recommandaties maken. De interacties tussen de mens en agents worden bekritiseerd door nieuwe media wetenschapper Jaron Lanier. Hoewel de tekst in nieuwe media termen vrij gedateerd is, geeft “agents of alienation” uit 1995 goed weer waarom Jaron Lanier pessimistisch is over het gebruik van agents.
Lanier geeft een recommender systeem gekscherend de defenitie: 

“Agent (n): A network/database query program whose user interface is so obscure that the user must think of it as a quirky, but powerful, person in order to accept it. ALT. Definition: A program that conceals a haphazard personality profile of a user from that user.” (Lanier 1995).

 Lanier stelt dat informatie kan worden gezien als een vervreemde ervaring ("Information is Alienated Experience"). Informatie kan volgens Lanier dus geen representatie zijn van menselijke ervaringen. Ten tweede stelt Lanier dat een mens zichzelf degradeert wanneer deze uitgaat van een agent als ‘autonoom’ of ‘slim’ (Lanier 1995). Om uit te gaan van een ‘slimme agent’ moet de mens zich aanpassen en verlagen tot een taal die een computer kan verwerken als input. Omdat een agent, zoals een recommender systeem, alleen maar om kan gaan met informatie en niet met menselijke ervaringen, zal een dergelijke agent slechts een cartoon versie van de interesses van de gebruiker kunnen weergeven. Wanneer een gebruiker de wereld gaat zien door de ogen van een agent, zal deze een cartoon versie van de wereld zien (Lanier 1995). 

Een zelfde reductie van perceptie beschrijft Lanier ruim 15 jaar later in zijn manifest “You are not a Gadget”. Lanier beschrijft hoe de online representatie van een persoon de ware identiteit van deze persoon verdoezeld. Wanneer men zich representeert op een profielsite zoals facebook.com zal er een “abstract person” ontstaan. Deze abstracte persoon zal echter moeten voldoen aan de conventies van het medium en zal hierdoor de ware aard van de persoon niet kunnen grijpen. Lanier stelt dat, op het moment dat men aanneemt dat een ‘abstract person’ een goede representatie is van de ‘real person’ dat deze persoon deze abstractie als ‘echt’ gaat beschouwen waardoor men zich gaat gedragen zoals deze “reductions of life” (Lanier 2010 70). 

Een dergelijke degradatie werd in het jaar 2000 beschreven door Paul Duguid en John Seely Brown in ‘The social life of information’. In het hoofdstuk ‘Angels and agents’ beschrijven de wetenschappers enkele nadelen van (recommender) agents. 

Duguid & Brown: Het vertrouwen in een agent zorgt voor slechte koopbeslissingen en neemt verantwoordelijkheid uit handen van een gebruiker.
Ten eerst beschrijven Duguid en Brown een gedachtegang vergelijkbaar aan die van Lanier. Ze stellen: een agent zal nooit deel uit kunnen van de ‘social fabric’ zoals deze tussen mensen bestaat (Brown et al.). Duguid en Brown gaan ook verder in op de rol van de agent in een recommender systeem: wanneer een mens een koopbeslissing probeert te maken, onderhandelen mensen tussen verschillende producteigenschappen (Brown et al.). Deze onderhandelingen zijn vergelijkbaar met de eerder genoemde afwegingen die gemaakt worden om bepaalde koopstrategieën aan te nemen (Bettman 182 - 189). De onderhandelingen die mensen maken komen volgens Duguid en Brown niet overeen met de onderhandelingen die een agent maakt. Een mens weegt veel verschillende aspecten af die onderdeel zijn van de social fabric, hierdoor veranderen de preferenties en de ‘regels’ voor het beslissen tussen producten. Agents werken echter exact volgens een set regels en zullen hier niet van afwijken, ze negeren hier het belang van het onderhandelen op sociaal niveau (Brown et al.).

Ten tweede beschrijven ze de ondoorzichtigheid van de ‘bestuurder’(controler) van een agent. Men zou kunnen stellen dat men er niet achter kan komen wie de bestuurder is van een agent. Is dat: de gebruiker van de agent, de ontwikkelaar van de agent of de persoon die de informatie van de agent verschaft?.

Een derde punt sluit aan bij het vorige. Duguid en Brown stellen dat men niet meer kan vast stellen wie er verantwoordelijk is voor de acties die ondernomen worden door een agent. Als de gebruiker verantwoordelijk is voor de uitkomsten die een agent levert, dan moet deze gebruiker wel weten wat een agent doet en waarom deze dat doet (Brown et al.).


Toetsing aan de casus
Aan de hand van de mapping van de casus zullen de hierboven genoemde kritieken worden besproken.
Vertrouwen in het recommender systeem
Beide kritieken waarschuwen voor de slechte effecten van het hebben van vertrouwen in agents zoals recommender systemen. De mapping toont een breed scala aan verschillende recommender systemen, veel verschillende plekken op amazon.com. Het bestaan van een dergelijk groot aantal aan recommender systemen zou betekenen dat de gebruiker deze systemen genoeg vertrouwt om er gebruik van te maken. Als deze systemen niet gebruikt zouden worden zouden ze immers al lang niet meer op de site staan.

Een onderzoek uit 2007 van Izak Bensabat en Bo Xiao, beschrijft het vertrouwen in een recommender systeem als volgt: “De gebruiker gelooft erin dat een recommender systeem: effectief is, te werk gaat vanuit de preferenties van de gebruiker, geeft om deze preferenties en dat het systeem zich houdt aan principes waarmee de gebruiker het eens is (Bo et al. 144).

Het vertrouwen in recommender systemen werd getoetst door kwantitatieve onderzoeken te vergelijken. Zes conclusies die getrokken werden waren:

1) Naarmate een gebruiker meer controle had over het recommender systeem had deze  hier vaker meer vertrouwen in. 

2) Het geven van veel product informatie leidt ook tot veel vertrouwen in het systeem.

3) Het geven van informatie van de werking van een recommender systeem leidt tot veel vertrouwen in het systeem.

4) Gebruikers met weinig kennis van de producten hadden meer vertrouwen in het recommender systeem.

5) Mensen die vaker gebruik maakten van recommender systemen hadden hier meer vertrouwen in.






Hoewel er in dit onderzoek geen vergelijkingsmateriaal aanwezig is, lijkt de mapping voor punt 1, 2, 3 en 6 een bewijs te leveren voor de aanwezigheid van vertrouwen wekkende elementen. Extra controle over het recommender systeem wordt geboden doormiddel van de opties “fix this recommendation” en “improve your recommendations”. In de mapping wordt ook de productinformatie weergegeven, deze informatie is uitgebreid te noemen. Amazon.com biedt bij elke recommandatie de mogelijkheid aan de gebruiker om te checken waarom deze recommandatie wordt gedaan. Het vertrouwen wordt niet geschaad door het feit dat amazon.com de verzamelde informatie doorspeelt aan adverteerders. Men heeft echter ook de mogelijkheid om het doorspelen van de persoonlijke informatie aan derden uit te zetten​[6]​.

Men zou verder kunnen stellen dat een gebruiker op een bepaalde manier wordt gedwongen om vertrouwen te hebben in de recommender systemen. Zoals blijkt uit de casus mapping zijn er vier manieren waarop een gebruiker in aanraking kan komen met een bepaald product. Hoewel dit onderzoek geen cijfers biedt om deze uitspraak te gronden, blijkt uit de mapping van de casus dat de twee voornaamste manieren om tot een productpagina te komen de zoekopdracht of een recommandatie zijn. Het feit dat deze recommandaties veel aanwezig zijn, geeft sterk de indruk dat nagenoeg elke klant gebruik maakt van deze recommender systemen. Daarbij komt dat de resultaten van een recommender systeem worden weergegeven op de startpagina waardoor het kijken naar een recommender systeem al kan betekenen dat men er ‘gebruik’ van maakt.
Wie heeft er agentschap over de gemaakte beslissingen.

Zowel Lanier als Paul en Duguit lijken aan te geven dat het vertrouwen van een recommender systeem leidt tot verkeerde effecten. Uit het vorige subhoofdstuk is gebleken dat dit vertouwen daadwerkelijk aanwezig is. Vervolgens doet de vraag zich voor: “wie heeft de controle over de acties die leiden tot een koopbeslissing?” Hoeveel vertrouwen een gebruiker heeft in een recommendation bepaalt uiteindelijk niet of de beslissing wordt gemaakt. De gebruiker heeft ook agentschap, de gebruiker zelf kan ook beslissen om een recommandatie naast zich neer te leggen of om actief mee te werken in het maken van een recommandatie. Uit de mapping blijkt dat deze twee opties beide mogelijk worden gemaakt door amazon.com

De beïnvloeding van de gebruiker wordt ook bepaald door de keuzemogelijkheden die de gebruiker voorgeschoteld krijgt. De gebruiker krijgt op amazon.com op vier verschillende manieren toegang tot een item. Wanneer men notie krijgt van een recommender systeem, kan de gebruiker twee dingen doen: de gebruiker  kan zijn preferenties laten beïnvloedden door een agent of de gebruiker kan de recommandaties naast zich neerleggen en gebruik maken van een search engine om bij een bepaald item terecht te komen. Hierbij moet wel vermeld worden dat een search engine eigenlijk net zo goed een agent genoemd zou kunnen worden. Hierdoor zullen de preferenties van een gebruiker immers net zo goed worden beïnvloed. 
Een manier waarop men niet in aanraking komt met agents is wanneer men via een van de ‘communities’ een item vindt. In dit geval wordt een preferentie beïnvloed door een andere gebruiker. Een laatste manier om tot een bepaald item te komen is de niet gepersonaliseerde reclame. Het is echter nog maar de vraag of de twee laatst genoemde manieren vaak worden gebruikt, gezien het feit dat deze opties zich veel minder vaak voordoen binnen de casus.

Wanneer de gebruiker toch gebruik maakt van agents kan dat op twee manieren gebeuren. De keuze tussen deze twee heeft te maken met danwel het impliciete of expliciete karakter van de dataverzameling bij de gebruiker in kwestie. Een gebruiker kan een recommandatie aannemen zonder dat men weet van de manier waarop deze recommandatie tot stand is gekomen. In dit geval spreken we van “automatic personalization” (Mobasher  90 -91). In dit geval is er geen sprake van een hoge mate van agency van de gebruiker van het recommender systeem. Deze vorm biedt bij amazon.com echter wel de mogelijkheid om invloed uit te oefenen op de recommandaties. Men kan dat doen door gebruik te maken van opties als ‘fix this recommendation’, ‘edit your browsing history’, ‘improve your recommendations’ ‘don’t use this recommendation’ en andere opties. Ook het feit dat de werking van de recommendation systems zichtbaar wordt gemaakt geeft aan dat er op amazon.com sprake is van “customisation” (Mobasher  90 -91). Het feit dat een gebruiker een recommandatie aanneemt nadat hem of haar expliciet is duidelijk gemaakt hoe (tot op zekere hoogte) deze tot stand is gekomen, betekent dat hij te kennen geeft dat hij zich bewust is van het feit dat hij gebruik maakt van een dergelijk systeem en dat hij dus zelf verantwoordelijk is voor zowel de totstandkoming als de aanname van de recommandatie. Hoewel er op veel plekken wordt weergegeven dat er de mogelijkheid is om de recommendaties actief te beïnvloeden, blijft het afhankelijk van de kennis of zin van de gebruiker of deze wil mee werken aan deze mogelijkheid om inbreng te hebben.

Vrije wil en de invloed van een recommender systeem op zijn gebruiker.

Wanneer men het heeft over de beïnvloeding van personen en hun keuzes dan heeft men het ook over vrije wil. In het vorige subhoofdstuk is er geconcludeerd dat de mate waarin de gebruiker wordt beïnvloed door een recommander systeem afhankelijk is van gebruiker zelf. Wanneer we spreken over vrije wil, praten we binnen de filosofie over de scheiding tussen determinisme en het bestaan van een vrije wil. Filosoof Daniel Dennett probeert in zijn boek “Elbow Room”  aan te geven wat voor een vorm van determinisme (danwel vrije wil) het waard is om in ons leven te hanteren. Hij beschrijft meerdere varianten van theorieën die voorstelbaar zijn, zonder dat hij daarbij een uitspraak doet over welke theorie waar is. Hij stelt (onder andere) de deterministische visie voor dat de mens beïnvloedt wordt door zijn huidige staat en externe omgeving waar hij geen controle over heeft (Dennett 1984 170). Men zou een recommender systeem dus naast zich neer kunnen leggen of er in verschillende mate  gebruik van kunnen maken. De keuze die men maakt wordt dus behalve bepaald door dingen die al van te voren vast stonden, namelijk de beslissing van de gebruiker, ook bepaald door de invloed van het recommendersysteem en andere invloeden in het milieu. Het kan ook zo zijn dat de mens gehoor geeft aan een rationele stem die geen verplichtingen heeft aan een causaal gedreven milieu (Dennett 1984 170). In dit geval bepaalt de gebruiker zelf wel of hij of zij gebruik maakt van een recommender systeem of in welke mate. Dennett stelt voor dat theorieën zoals deze, beide aannemelijk zijn en dus plausibel. Hier zou men de conclusie kunnen trekken dat het niet uitmaakt in hoeverre een beslissing vanuit een persoonlijk rationeel standpunt wordt genomen, danwel door het feit dat we door onze omgeving zo zijn voorgeprogrammeerd. 

Dennett beschrijft dat de vrije wil die voor een mens belangrijk is, er een is waarbij de mens genoeg bewegingsvrijheid (elbow room) heeft om binnen een bepaald milieu bepaalde keuzes te maken. We willen agentschap hebben door bepaalde acties te kunnen initiëren en hiervoor de verantwoordelijkheid nemen. We worden echter nog wel beïnvloed door bijvoorbeeld politieke voorkeur, dwang, manipulatie door opgenomen informatie, of door de drang van honger of armoede. Ook worden we beïnvloed door zelf opgelegde onvrijheden, zoals het behouden van vriendschappen of levensprojecten (Dennett 1984 169). 
Onder deze zelf opgelegde onvrijheden zou ook iets wat we smaak noemen, kunnen vallen. Dit is immers iets waar men niet snel van afwijkt. De mogelijke invloed van recommender systemen zouden we kunnen scharen onder ‘manipulatie doormiddel van opname van informatie’. Wanneer men uit gaat van deze vorm van vrije wil, heeft de gebruiker dus invloed op zijn eigen beslissingen, bepaalt deze in een mate die voor hem of haar van toepassing is, in hoeverre hij of zij gebruik maakt van recommender systemen. Daarnaast bepaalt de gebruiker op een zelfde manier of deze zijn of haar preferenties laat beïnvloeden door het feit dat het recommender systeem een bepaalde keuze aanbiedt. Men kan dus niet stellen dat wanneer men op amazon.com komt, men automatisch algeheel wordt beïnvloed door de recommender systemen, net zo goed als men niet kan stellen dat recommender systemen de gebruikers dusdanig beïnvloeden dat hun koopbeslissingen daardoor in zijn geheel worden gestuurd.

De agentschap ligt dus bij de gebruiker, deze wil immers een verantwoordelijk persoon zijn (Dennett 1984 169). De beïnvloeding van deze persoon zal echter worden bepaald door de mate waarin deze persoon beïnvloedbaar is, dit hangt echter af van de persoon in kwestie. 

Hoe ziet de gebruiker de agents van amazon.com?

Om te bepalen op wat voor manier een gebruiker waarde hecht aan het recommender systeem zou men gebruik kunnen maken van de intentional stance theorie. Deze theorie van filosoof Daniel Dennett gaat er vanuit dat mensen de resultaten van systemen​[7]​ op drie manieren kunnen voorspellen. De gebruiker kan een ‘physical stance’ , een ‘ design stance’  of een ‘ intentional stance’  aannemen. Deze ‘stances’ zijn manieren om het proces dat een systeem doorgaat aan te duiden (Dennett 1989 14).

Wanneer men de physical stance aanneemt dan gaat men er vanuit dat men de uitkomst van een systeem kan bepalen door letterlijk alle fysieke aspecten van een systeem te onderzoeken. Afhangende van de complexiteit van het systeem kijkt men met microfysche of fysische nauwkeurigheid naar een systeem. Door alle elementen van het systeem te bestuderen zou men kunnen voorspellen hoe deze elkaar beïnvloeden. Aan de hand van deze analyse kan men voorspellen wat het resultaat van het systeem is (Dennett 1989 14). In het geval van de recommender systemen op amazon.com zal men zeer precies kijken naar de gekochte, getagde en geratte items. Deze items zullen tegen een database moeten worden afgewogen doormiddel van collaborative filtering. Op deze manier zou men kunnen voorspellen welke items er gerecommandeerd zouden worden. 

Wanneer men de design stance aanneemt ten opzichte van een systeem, gaat men er van uit dat men een uitkomst van het systeem kan anticiperen door er vanuit te gaan dat het systeem zich zal gedragen zoals het ontworpen is zich te gedragen (Dennett 1989 16). In het geval van de casus zal men er dus vanuit gaan dat er op basis van eerder ondernomen acties een recommandatie wordt gedaan. Enkele inzichten in hoe dit werkt kunnen worden ontleend aan de ‘fix this recommendation’  knop met daarin de teksten  “Recommended for You”,  “ Because you rated...”. Door deze teksten te volgen kan de gebruiker vaag inzien hoe een recommender systeem bij een bepaalde recommandatie komt echter zal men niet compleet kunnen bevatten hoe een item to item collaborative filter werkt.

De laatste houding die men kan aannemen is de intentionary stance. Wanneer men op deze manier kijkt naar het systeem stelt men dat het een ‘rationele agent’ met ‘overtuigingen’ en ‘verlangens’ betreft (Dennett 1989 17). Al eerder is gebleken dat een agent altijd een doel moet hebben waarvoor het ontworpen is (Weiss 5). De recommender systemen moeten namelijk bepalen wat ‘jij mogelijk leuk vindt’. In het geval van de intentional stance zal men de recommender systemen van amazon.com zien als systemen die hen als gebruiker graag ‘wil’ helpen. Hierbij let men niet op de manier waarop een dergelijk systeem is ontwikkeld.

De verschillende stances zullen ten opzichte van de recommender systemen door verschillende gebruikers afwisselend worden aangenomen. De physical stance zal misschien echter het minste voorkomen omdat het recommender algoritme moeilijk is te bevatten. Zelfs na het lezen van deze paper zal men nog niet precies in kunnen zien hoe de algoritmes van het recommender systeem uiteindelijk tot een recommandatie leiden. De transparantie die amazon.com geeft over de werking van de recommender systemen, spoort de gebruiker aan om een design stance in te nemen. Veel gebruikers zullen echter een intentional stance aannemen. Ten eerste omdat ze geen weet hebben van de werking van het systeem en ten tweede omdat deze manier gemakkelijk in het gebruik is.

Een agent gezien vanuit de intentional stance kan worden gezien als een ‘smart agent’. Deze agent is immers slim genoeg om te geloven dat het ‘gelooft’ de preferenties van de gebruiker te kunnen bepalen en dit ook graag ‘wil’. Beide eerder genoemde kritieken zullen een intentional stance ten opzichte van de recommender systemen bekritiseren. Een recommender systeem is echter niet meer dan een algoritme en moet dus niet worden beschouwd als een systeem met een eigen wil. Wanneer de indruk wordt gewekt dat de agent en de gebruiker elkaar ‘begrijpen’, betekent dit dat men op een zelfde niveau probeert de ‘denken’ als een agent, wat zal leiden tot het verlagen van het niveau van de gebruiker (Lanier 1995). Op een zelfde manier zal de intentional stance menselijke ervaringen als: overtuigingen en verlangens worden vervreemd wanneer men er vanuit gaat dat het recommender systeem deze eigenschappen bezit.

Hoe ziet een recommender systeem de gebruiker?

Wanneer men de intentional stance theorie door trekt kan men stellen dat een recommender systeem de preferenties van de gebruiker en de voorspelling daarvan vaststelt vanuit de design stance. Hier wordt buiten beschouwing gelaten of een digitale agent wel een stance kan aannemen. We kunnen er echter wel van uit gaan dat een recommender systeem is ontworpen met een bepaalde stance ten opzichte van de gebruiker als zijnde een systeem waarvan het gedrag voorspeld kan worden. Om uit te leggen waarom een het recommender systeem een design stance aan neemt zal eerst worden uit gelegd waarom een de andere stances niet van toepassing zijn.

Het systeem kan de gebruiker niet voorzien van een recommandatie vanuit de physic stance. Om dit te kunnen doen zou het systeem tot op microfysisch niveau een mens moeten kunnen vastleggen en interpreteren om te kunnen voorspellen wat deze mens gerecommendeerd wil hebben. Het is echter nog maar de vraag of een computer systeem iets dergelijks vast zou kunnen leggen. Het is immers de vrije wil van een mens die bepaalt wat hij of zij gerecommandeerd wil hebben en of deze vrije wil op microfysisch niveau is vast te leggen is een vaak betwiste filosofische vraag.

Een recommender systeem legt de gebruiker ook niet vast vanuit een intentional stance. Dit is te bewijzen vanuit de overduidelijke reden dat het systeem enkel de taggings, ratings en gemaakte koopbeslissingen vastlegt. Het gaat er niet vanuit dat de mens een ‘rationeel systeem’ is met ‘verlangens’ simpelweg omdat dit niet het gene is waarop een recommender systeem zijn recommandaties baseert. Ook hier komt de filosofische vraag om de hoek kijken of een computer systeem de mens wel zou kunnen beinterpreteren als een rationeel systeem met verlangens.

Al eerder is gesteld dat een recommender systeem een gebruiker vastlegt vanuit een design stance. Om dit uit te kunnen leggen moet er worden beseft dat een recommender systeem ontworpen is. Het systeem heeft dus geen notie van de mogelijke redenen voor het ontwerp van een menselijk koopbeslissing systeem, als dit al ontworpen zou zijn. Om dergelijke verwarrende constructies te vermijden kunnen we stellen dat het recommender systeem is ontworpen om er vanuit te gaan dat een menselijk koopbeslissingssysteem op een bepaalde manier ontworpen is. 

Het feit dat een recommender systeem een dergelijke stance hanteert is precies dat gene wat Lanier probeert te stellen met zijn stelling “information is alienated experience”. Waar een recommandatie door een mens wordt ervaren als een ervaring, ziet het recommender systeem een recommandatie als iets dat te vatten valt binnen een systeem. In het volgende subhoofdstuk zal er worden bekeken in hoeverre het systeem dat de recommender hanteerd overeenkomt met het model dat  Bettman et al. hebben opgesteld om een koopbeslissing te maken.
Hoe past het recommender systeem binnen het koopbeslissings systeem?

Duguid en Brown gaven te kennen dat agents geen ‘onderhandelingen’ kunnen uitvoeren zoals mensen dat doen. Wanneer men kijkt naar de casus, kan men stellen dat er wel sprake is van onderhandelingen. In hoofdstuk 1 is gesteld dat, voorafgaand aan het maken van een koopbeslissing, preferenties worden geconstrueerd en dat aan de hand van deze preferenties een strategie wordt gekozen om te bepalen welke producteigenschappen belangrijk zijn en welke koopbeslissing moet worden gemaakt (Bettman et al. 182-189). Het kiezen van een strategie kan men beschrijven als wat Duguid en Brown noemen “het maken van onderhandelingen”. Wanneer men gebruik maakt van een recommender systeem geeft men een deel van de koopbeslissing uit handen. Een recommender systeem verzamelt data over de gebruiker en bepaalt aan de hand hiervan zijn preferenties. Deze preferenties bestaan binnen het recommender systeem uit items die lijken op de verzamelde data van het recommender systeem. De onderhandeling die een recommender systeem maakt gaat als volgt: “item X” is een item dat bij deze gebruiker past. “Item X” lijkt in vergelijking tot andere items het meest op “Item Y” omdat het een x aantal keer gekocht is door gebruikers die ook “Item X” kochten en omdat het een x aantal keer is getagt en gerate is door gebruikers die ook “Item X” hebben gekocht. Een recommender systeem gaat slechts uit van een producteigenschap: de vergelijkbaarheid van het ene product met het andere (dit kan worden verdeeld onder verschillende redenen waarom deze vergelijking wordt gelegd zoals ratings, taggings, gemaakte koopbeslissingen). Duguid en Brown stellen dat deze onderhandelingen niet dezelfde sociale aard hebben als de onderhandelingen uitgevoerd door mensen. De sociale aard van dit proces zal in het volgende subhoofdstuk worden besproken. Doordat er slechts één producteigenschap wordt getoetst kan men vaststellen dat er van slechts een strategie gebruik wordt gemaakt, waar mensen automatisch moeten kiezen tussen verschillende strategieën.

Hoewel er geen sprake is van ‘onderhandeling’ zoals mensen dat doen, kan een consument een recommandatie gebruiken als producteigenschap en de recommandatie afwegen tegenover andere producteigenschappen zoals reviews, samples, de afbeelding, de prijs en andere producteigenschappen genoemd in hoofdstuk 2. Zoals behandeld in het vorige subhoofdstuk, kan de consument uiteindelijk zelf bepalen wat hij of zij met een recommandatie doet.

In een onderzoek van Häubl en Trifts naar de rol een recommender systeem bij het maken van een koopbeslissing, wordt er gerefereerd naar een recommender als “decision aid”, een hulpmiddel bij het maken van een koopbeslissing, niet als een tool die bepaald wat de gebruiker moet kopen (Häubl et al. 75). Het is immers ook gebleken dat wanneer een recommender systeem een aanbeveling doet die niet in de smaak valt bij een gebruiker, het vertrouwen in dit systeem wordt verminderd (Fitzsimons et al. 93). 
Het sociale karakter van recommender systemen

In het vorige subhoofdstuk werden de onderhandelingen van een recommender systeem weergegeven door: “item X” is een item dat bij deze gebruiker past. “Item X” lijkt in vergelijking tot andere items het meest op “Item Y” omdat het een x aantal keer gekocht is door gebruikers die ook “Item X” kochten en omdat het een x aantal keer is getagt en gerate is door gebruikers die ook “Item X” hebben gekocht.

Duguid en Brown beschreven hoe een dergelijke recommandatie niet goed een menselijke koopbeslissing kan weergeven omdat deze onderhandelingen geen kennis namen van de ‘social fabric’ (Brown et al.). 

Duguid en Brown beschrijven hoe een consument vaak van ‘doel’ wisselt, omdat deze constant met zichzelf in onderhandeling is (Brown et al.). Ook Bettman et al. beschrijven dat men voor het maken van een koopbeslissing vaak meerdere doelen voor ogen heeft (Bettman et al. 188). De consument in een supermarkt stelt zichzelf vragen als: "wil ik dit product echt?" "Is dit product de prijs het waard?" "Zal de familie het lusten?" (Brown et al.).  Deze vragen worden niet gesteld door het recommender systeem. Toch komen de recommandaties wel tot stand door de antwoorden op dergelijke vragen omdat deze recommandaties voortkomen uit colaborative filtering. 

Yun Wan stelt dat de agent design van het heden is gekomen waar het nu is, doordat het veel sociale invoelden heeft gehad. Wan noemt onder andere het feit dat een collaborative filtering agent zijn input haalt uit ‘human effort’ (Wan). De human effort die wordt gebruikt om verbanden te leggen tussen items, bestaat uit een kwantificatie van keuzes van andere gebruikers. Deze keuzes kunnen gemaakt zijn vanuit veel verschillende redenen die hun oorsprong vinden in wat Duguid en Brown ‘social fabric’ noemen. Enkele voorbeelden van redenen voor gemaakte koopbeslissingen van gebruikers zouden kunnen luiden: “Ik heb item X gekocht omdat ik hiermee laat zien dat ik bij een punk subcultuur hoor”, “dit item heb ik gekocht omdat ik het zag liggen in een klein en gezellig boekenwinkeltje, ik moest er aan denken toen ik het zag op amazon.com”, “Dit item heb ik gekocht omdat ik eerder iets van de zelfde auteur heel leuk vond” of “Dit item heb ik een slechte rating gegeven omdat het me erg deed denken aan vervelende situaties in mijn leven”. Deze beweegredenen worden door het recommender systeem niet begrepen nog opgeslagen. Toch zullen veel items verbanden met elkaar hebben omdat ze met vergelijkbare complexe sociale beweegredenen zijn gerate, getagt of gekocht.
Het recommender systeem gebruikt dus wel degelijk sociale beweegredenen bij het uitzoeken van items en het maakt gebruik van de antwoorden op de vragen van Duguid en Brown die andere gebruikers gegeven hebben. 

Een dergelijke kritiek is interessant om te behandelen omdat ‘collaborative filtering’ ook kan worden gezien als een agent die gebouwd is op een input van sociale aard. Gonçalves et al. beschrijven hoe datamining structuren, in de vorm van een ‘sociaal netwerk’, kunnen aantreffen in datasets die ontstaan zijn door collaborative filtering (Gonçalves et al. 109). Een dataset van een collaborative filtering recommender systeem bestaat immers uit connecties tussen gebruikers. Uit deze connecties kunnen ‘informele communities’ zichtbaar worden gemaakt (Gonçalves et al. 109). Deze informele communities zijn groepen mensen in een cluster die volgens het recommender systeem gelijke preferenties hebben. Vaak word de opsomming van de gebruikers die vergelijkbare preferenties hebben als een gebruiker de ‘neighbourhood’ genoemd (Mobasher 96). Dit metafoor getuigt van enige (informele) sociale lading. Daarnaast is het zo dat de impliciet verzamelde preferenties van een gebruiker, voorspellend zijn voor het bepalen van bestaande communities van mensen (Gonçalves et al. 120). Omdat er door ‘human efford’ een dergelijk ‘sociaal netwerk’ is ontstaan, kan men stellen dat de recommandaties toch hun origine vinden in de ‘social fabric’.

Zoals benoemd in de mapping van de casus is het op amazon.com ook mogelijk om aan te sluiten bij online communities die onder het tapblad “my communities” kan worden gevormd. Dit deel van het platform dat amazon.com biedt is een goed alternatief voor het gebruik maken van recommender systemen om tot bepaalde producten te komen en is van expliciete (zonder digitale omweg) sociale aard. De gebruiker heeft op amazon.com dus de ruimte voor expliciete sociale interactie. In dit geval spreken we echter niet meer over recommender systemen.

Wat voor ‘abstract person’ wordt er ontwikkeld door amazon.com
Een punt dat nog niet behandeld is, is het ontstaan van wat Lanier een ‘abstract person’ noemde. Dit begrip zal worden behandeld omdat het een mogelijk gevolg van het gebruiken van recommendations weergeeft, hier volgen twee profielen die weergeven op wat voor manier een gebruikersprofiel door het recommender systeem wordt aangemaakt.





“Gezocht op: “Beatles Help”. bezocht: muziekalbum “Help!”. Gezocht op “Radiohead”. Bezocht: muziekalbum “Kid A”. Bezocht: muziekalbum “The Bends”. Bezocht: muziekalbum “Nevermind”. Gezocht op “Exit through the giftshop” in Tv & Movies. Bekeken: “Exit through the giftshop”.






Adress: Jhon Doe straat 32bis, 3578 AA  Utrecht Nederland.
Web page: LucasMicha.nl
Friends with: Thomas Micha, Abraham Dreipus

Heeft getagt, gekocht en gerate met 5 sterren: “Brothers” van “The Black Keys”.
Heeft gekocht: muziekalbum “Led Zeppelin IV” van “Led Zepplin”.
Heeft gekocht en gerate met 1 sterren: muziekalbum “Coda” van “Led Zepplin”.
Heeft gekocht (maar cadeau gedaan): muziekalbum “Audioslave” van “Audioslave”.
Heeft gekocht: boek “Das Kapital” van “Karl Marx”
Heeft gezegd dat hij heeft gekocht en gerate met vier sterren: muziekalbum “Natureally” van “JJ Cale”
Heeft gekocht en drie sterren gerate: “The Long Tail” van “Chris Anderson” 

Hoewel Lanier de term ‘abstract person’ noemt om aan te geven op welke manier personen vervreemden door zich aan te sluiten bij online social networks zoals Facebook (Lanier  2010, 70). Past deze term erg goed binnen de casus. Op een zelfde manier als op Facebook wordt er door de recommender systemen van amazon.com een gebruikersprofiel aangelegd. 

Het eerste dat opvalt is dat de abstract person opgesplitst in twee delen. Men zou dit op zich al kunnen zien als een vervreemdend effect. Het eerste voorbeeld dat  genoemd wordt bestaat uit ondernomen acties die betrekking hebben tot het navigeren van de gebruiker. Waar het tweede deel bestaat uit het maken van een koopbeslissing en het toekennen van waarden dat hiermee gepaard gaat.

Wanneer we uit gaan van Laniers uitspraak ‘information is alienated experiance' (Lanier 1995) kan er gesteld worden dat de informatie van personen die (zowel impliciet als expliciet) gemined wordt een ‘vervreemd’ beeld schept van de gebruiker.
De ervaring die in het geval van de recommender systemen wordt vervreemd is de ervaring die men heeft wanneer men van bepaalde mediaobjecten houdt. De liefde voor een media object leidt immers vaak tot het identificeren hiermee. Het is een veel voorkomend feit dat een persoon (waarschijnlijk vooral adolescenten op zoek naar een identiteit) zichzelf wil identificeren aan de hand van bands, auteurs, acteurs of personages. Door gebruik te maken van een recommender systeem wordt deze drang verzadigd maar kan deze ook vervreemd worden. Doordat een bepaald profiel slechts een deel laat zien van de daadwerkelijke smaak van deze gebruiker zal het beeld dat de gebruiker van zijn eigen smaak heeft verwrongen worden. Daarnaast schetst een recommender systeem ook nog een beeld van ‘stukken identiteit’ die de gebruiker nog niet heeft toe geëigend maar mogelijk wel toe zou kunnen eigenen. Een punt dat nog misschien nog wel meer mee weegt is de vorm van de informatie die is opgeslagen. De mediaobjecten die onderdeel uit maken van de identiteit zoals deze geschetst wordt op amazon.com worden weergegeven als producten. Door de identiteit van een persoon weg te trekken bij de daadwerkelijke content van een bepaald media object en meer richting de weergave op amazon.com​[9]​ te duwen, wordt de ervaring van smaak nog meer vervreemd. Het profiel van de gebruiker op amazon.com bestaat immers slechts uit producten. Men zou hier de vraag kunnen stellen in hoeverre het wenselijk is dat een abstract person bestaande uit producten het echte persoon beïnvloed.

Een abstract person bestaande uit een opsomming van producten

Er is echter al vaker beschreven dat mensen hun identiteit bepalen aan de hand van producten. Dit proces vindt plaats op zowel sociaal vlak (Sirgy; Solomon) of op persoonlijk vlak, waar producten dienen als ‘verlengstukken van het zelf’ die worden bepaald doordat het gene wat ‘me en mine’ is, verweven zijn en moeilijk te onderscheiden (Belk 140). Het is dus maar de vraag in hoeverre een gebruiker een gekocht item beschouwd als ‘van hem’ in plaats van dat dit item ‘onderdeel is’ van hem of haar. Aangezien Belk zijn bevindingen al beschreef voor de komst van de recommender systemen, kan men stellen dat het bepalen van een identiteit aan de hand van producten niet nieuw is. Het zichtbaar maken (op amazon.com weergegeven onder “improve your recommendations”) en/of gebruik maken van een recommender systeem maakt de gebruiker echter wel extra duidelijk dat deze gebruiker zichzelf identificeert doormiddel van deze producten. Waarschijnlijk geeft de weerspiegeling van de identiteit van de gebruiker, de gebruiker extra vertrouwen in het recommender systeem. Het is immers al vaker genoemd dat websites een grote rol kunnen spelen bij het ontwikkelen van een identiteit (Frissen et al. ). Over het ontstaan van dergelijke online identiteit stelt Lanier dat “Wie je bent, niet past binnen een template zoals op een social network site” (Lanier 2010 21). In het begin van dit subhoofdstuk wordt benoemd hoe de identiteit van een gebruiker wordt vastgelegd in de steekwoorden die amazon.com als template biedt. Deze steekwoorden bestaan uit (synoniemen van) de woorden: bezocht, gezocht, gerate, gekocht, gezegd dat hij/zij bezit, getagt en de items opgeslagen in de database van amazon.com. Wanneer een gebruiker zijn weerspiegeling zal gaan zien als een goede afspiegeling van hem of haarzelf, zal deze persoon zijn eigen persoonlijkheid kunnen gaan interpreteren aan de hand van deze steekwoorden die voornamelijk ‘producten’ aanduiden. Zou het kunnen dat deze gebruiker op deze manier een erg matrealistisch zelfbeeld krijgt. 

Heeft een ‘abstract person’ invloed op de creativiteit van de gebruiker?

Een andere vraag die nog gesteld dient te worden is, in hoeverre de mogelijke verdoezeling van het echte persoon door het ‘abstract person’ slecht is. Eén antwoord op deze vraag is in het vorige subhoofdstuk gegeven, men zou kunnen stellen dat een persoon een erg matrealistisch zelfbeeld krijgt. Maar er is nog een punt dat mee speelt wanneer men zich gaat gedragen als een abstract person. Men zou er van uit kunnen gaan dat deze persoon enkel zijn preferenties laat beïnvloedden door het systeem dat der recommender systemen gebruiken. Lanier promoot gebruikers om creatief te zijn en legt de gebruikers op het hart dat ‘wie jij  bent’ niet past binnen een ‘template’ van een site (Lanier 2010 21), dit zou de creativiteit van een persoon kunnen dempen. Het zelfde zou kunnen gelden voor de zoektocht van een gebruiker om nieuwe muziek stromingen te ontdekken. Men zou er van uit kunnen gaan dat deze beïnvloeding leidt tot een vernauwing van het blikveld van deze persoon. Wanneer iedereen elkaar beïnvloedt via collaborative filtering, zal iedereen zich steeds meer laten beïnvloedden door de zelfde recommandaties en zullen er meer van de zelfde items verkocht worden. Een fenomeen dat Stephan Johnson beschrijft als het Beatles-Bach-syndrome zou op kunnen treden. Dit fenomeen vindt plaats wanneer recommender systemen enkel aan zullen raden wat iedereen leuk vindt (Johnson 193). Stephan Johnson beschrijft in zijn boek “Interface Culture” wat er zou gebeuren als iedereen zijn recommandaties blijft opvolgen. Hij stelt dat er altijd wel genoeg creatieveilingen zijn die buiten de blikvernauwing kijken die ons wordt opgelegd (Johnson 203). Het is immers de taak van creatieveilingen zoals schrijvers, bands, regisseurs en acteurs om er voor te zorgen dat het medialandschap veranderd. En als deze veranderingen aanslaan zullen de mediaobjecten binnen deze verandering meer worden verkocht en zullen de consumenten er dus mee in aanraking komen.

Nogmaals: Vrije wil
Een kanttekening die ook geplaatst dient te worden bij de beïnvloeding van een echt persoon door een abstract person, is het idee dat de gebruiker nog steeds een persoon is met een vrije wil. Hoewel de gebruiker zal beïnvloed worden door de manipulatie van het medium heeft deze zelf nog wel de mogelijkheid om zich niet te laten beïnvloeden. Lanier onderschat de mens hierin niet. Hij is er zich van bewust dat een mens er aan kan werken om niet te veel ‘locked in’ te raken in de templates, wetten en manieren van het de digitale media. Zijn manifest is immers ook geschreven voor mensen om zich te behoeden voor dergelijke effecten (Lanier 2010 21)

Een ander gevaar: Privacy
Een laatste gevaar van digitaal gecreëerde gebruikers profielen dat benoemt moet worden, is dat van privacy. Het zou goed kunnen dat tussen de regels van deze paper dit onderwerp al enkele keren heeft aangestipt. Omdat dit onderwerp een nog veel grotere discussie teweeg kan laten brengen zal er hier kort worden weergegeven op wat voor manier dit begrip zich heeft gemanifesteerd in dit onderzoek. 

Buiten de invloed die de ‘abstract person’ zou kunnen hebben op de gebruiker om, bewerkstelligd een dergelijk ‘abstract person’ nog andere gevaren. Hoe weet de gebruiker wie er in contact staat met zijn online dubbelganger? Voor het zelfde geld kan iedereen te weten komen van het complete doen en laten van het abstract person en dus indirect te weten komen wat de gebruiker daadwerkelijk allemaal onderneemt. 
Over privacy stelt Tavani ten eerste dat bepaalde datamining technieken persoonlijke privacy schenden, doordat er over individuen informatie wordt verzameld zonder dat zij daar weet van hebben. Ten tweede stelt hij dat gebruikers die mogelijk wel weet hebben van dergelijke informatie verschaffing, niet weten dat deze informatie voor andere doeleinden wordt gebruikt (Tavani 8).
Beide punten van Tavani kunnen op amazon.com van toepassing zijn. Ten eerste blijkt uit de mapping van de casus dat er veel impliciete datamining plaats vindt. Dit punt kan echter in twijfel worden gebracht door de grote aanwezigheid van expliciet gemaakte datamining op amazon.com. Er zijn veel plekken op amazon.com waar men de geminde data kan aanpassen enkele voorbeelden hiervan zijn: “Fix this recommendation”, “improve your recommendations” en “View or edit your browsing history”. De gebruiker zou in principe kunnen weten dat er informatie over hem of haar bekend is en dat deze verwijderd of  veranderd kan worden. In hoeverre de gebruiker hiervan op de hoogte is kan doormiddel van de mapping geen uitspraak worden gedaan. Het tweede punt dat Tavani noemt is het feit dat de informatie vergaard over de gebruikers voor andere doeleinden kan worden gebruikt. Amazon.com gebruikt de persoonlijke gegevens van de gebruikers als input voor advertenties van adverteerders op amazon.com en verwante websites​[10]​. Ook gebruikt amazon.com de persoonlijke gegevens om op andere websites gepersonaliseerde amazon.com advertenties te plaatsen. Het is overigens wel mogelijk voor de gebruiker om het doorgeven van deze informatie uit te schakelen. Ook is het mogelijk om het vastleggen van de cookies tegen te gaan door een internet browser te gebruiken die dit ondersteunt. Op amazon.com is ook de mogelijkheid om het vast leggen van de ‘browsing history’ te stoppen. Deze mogelijkheden zijn te vinden op amazon.com onder het kopje: “you’re in control”

Waar Tavani de hierboven genoemde interacties beschrijven als schending van de persoonlijke privacy van de gebruiker stelt Baker in zijn boek dat in de inleiding van deze paper is besproken dat dergelijke dataminging niet perse slecht is. Baker beschrijft vooral het fenomeen vanuit het idee dat alle data ons helpt bij het vinden van onze interesses. Baker is er echter ook van overtuigd dat de Numerati (zoals die in dienst zijn bij amazon.com) ons niet persoonlijk kennen. Voor de meeste advertisers zullen de gebruikers slechts onderdelen zijn van ‘buckets’​[11]​. Slechts kleine onderdelen van een groter geheel (Baker 202). Wanneer we terug willen vechten en onze privacy terug willen krijgen, zullen we terug moeten vechten met nummers (Baker 202 - 203). Zoals bij vrijwel alle onderwerpen die ten sprake zijn gekomen in deze discussie is het goed om te beseffen dat de mate van kritiek die er geleverd kan worden op amazon.com afhangt van de mate waarin de gebruiker omgaat met zowel de informatie die deze afstaat als met de informatie die men op neemt. Zoals er op amazon.com wordt beweerd “You’re in Control”.
Conclusie

In de inleiding zijn drie onderzoekers aangehaald die drie fenomenen in kaart brachten. Ten eerste stelt Anderson dat het medialandschap verandert zodat long tail marketing een positieve invloed heeft op de verkoop van producten. Dit betekent dat de niches waaraan verkocht wordt steeds kleiner worden. Ten tweede stelt Baker dat deze niches erg goed benaderd kunnen worden doormiddel van data mining. Ten derde stelt Grusin dat de media er steeds meer op uit zijn om de ongewisse toekomst in beeld te brengen. Deze drie visies beschrijven allemaal in zekere zin het fenomeen recommender systeem.

Er is in dit onderzoek onderzocht op wat voor manier amazon.com recommandaties doet. Dit alles is vastgelegt in een mapping van amazon.com. 
Alvorens er wordt ingegaan op de effecten van recommender systemen, wordt er opgemerkt dat empirisch onderzoek zowel heeft uitgewezen dat een recommender systeem een positieve werking heeft op de kwaliteit van het koopgedrag van de gebruiker als ook dat er een negatieve werking plaatsvindt (Bo et al. 151) In dit onderzoek zal er geen conclusie plaatsvinden over de werking van recommender systemen vanuit kwantitatief oogpunt. Er zal een discussie plaatsvinden tussen verschillende visies en denkbeelden die toegepast kunnen worden om een beeld te scheppen van de gebruiker van een recommender systeem en zijn koopbeslissigen. De bespreking van de bevindingen van drie mediawetenschappers (Lanier, Brown en Duguid) zullen dienen als basis voor de discussie. 

Zowel de kritiek van Lanier als die van Brown en Duguid waarschuwen voor het hebben van vertrouwen in agents zoals recommender systemen. Wanneer men de casus van amazon.com bekijkt en kijkt naar het onderzoek van Bo et al. kan men de conclusie trekken dat er inderdaad veel mensen zijn die vertrouwen in de recommenders van amazon.com. Dit vertrouwen hoeft echter niet direct te leiden tot een beïnvloeding van de preferenties van de gebruiker. Deze gebruiker kan genoeg agency hebben om de recommandaties actief te beïnvloedden of de recommandatie naast zich neer te leggen. Daarbij komt dat amazon.com ook alternatieve biedt. Om tot een bepaald product te komen hoeft men geen gebruik te maken van recommender systemen. Afhankelijk van de gebruiker kan er invloed worden uitgeoefend op de recommandatie, waardoor de gebruiker mede verantwoordelijk wordt gesteld voor zijn eigen recommandaties. Hierdoor is een recommandatie meer een hulpmiddel dan een agency die de gebruiker iets oplegt. Als men de vrije wil (die het waard is om te hebben) aan houdt zoals Dennet deze beschrijft, leiden zowel de keuze van de gebruiker zelf, als ook zijn eigen preferenties, als ook het recommender systeem, evenals andere elementen uit zijn of haar omgeving, tot het maken van een beslissing.

Een ander punt dat Dennett maakt is dat systemen op verschillende manieren kunnen worden bekeken. De recommender systemen van amazon.com worden vrij transparant weergegeven, waardoor de gebruiker waarschijnlijk een design stance inneemt. Een design stance zorgt er voor dat de gebruiker weet hoe zijn keuzes mogelijk worden beïnvloed en zal deze persoon meer agentschap geven bij het maken van een koopbeslissing. Voor het innemen van een intentional stance waarschuwt Lanier. Wanneer een gebruiker een intentional stance aanneemt ten opzichte van een recommender systeem, zal de indruk wordt gewekt dat de agent en de gebruiker elkaar ‘begrijpen’. Dit betekent dat de gebruiker op een zelfde niveau probeert de ‘denken’ als een agent, wat zal leiden tot het verlagen van het niveau van de gebruiker (Lanier 1995).
Het aannemen van een stances werkt echter ook de andere kant op. Het recommender systeem legt de gebruiker vast aan de hand van een design stance. Deze design stance toont aan wat Lanier bedoelt met “information is alienated experience (Lanier1995). Doordat de werking van het menselijke koopbeslissings systeem wordt vast gelegd in een informatie systeem zal dit tot een vervreemding van dit systeem leiden.
Hoe sluit dit recommender systeem aan bij het daadwerkelijke systeem dat achter een koopbeslissing schuil gaat? Brown en Duguid stellen dat de onderhandelingen die een persoon maakt, niet overeenkomen met de manier waarop  recommender systemen dat doen (Brown et al.). Het is inderdaad zo dat de koopbeslissing die een recommender systeem aandraagt, vergelijkbaar is met de manier waarop een mens een koopbeslissing maakt. Een recommender systeem zou echter wel kunnen dienen als een hulpmiddel bij het maken van een beslissing. Het feit dat een recommender systeem verwijst naar een bepaald item zou kunnen worden gezien als een wel afgewogen producteigenschap waarvan de gebruiker nog moet bepalen in hoeverre hij of zij dit mee wil laten wegen bij het maken van een koopbeslissing. Duguid en Brown stellen dat een recommender systeem geen gebruik kan maken van de social fabric. Het is inderdaad niet zo dat een recommender zelf het besef heeft van de (mogelijk sociale) motieven van de koopbeslissingen, die deze als input heeft. Het is echter wel zo dat de input van recommender systemen bestaat uit koopbeslissingen die mogelijk hun origine vinden in de ‘social fabric’ van gebruikers.
Daarnaast ontstaan er in collaborative filtering databases clusters of 'informele communities' die deel uitmaken van een 'sociaal netwerk'. Wanneer men het op deze manier bekijkt kan men stellen dat er sprake is van een social fabric waaruit de recommandaties tot stand komen. Ook stellen Gonçales et al. Vast, dat de impliciet vastgestelde preferenties, bestaande communities van mensen kunnen voorspellen (Gonçalves et al. 120). Als laatste wordt er ingegaan op het profiel van de gebruiker dat een recommender systeem heeft gemined. Dit profiel kan goed worden vergeleken met wat Lanier beschrijft als een abstract person. Ook bij recommender systemen kan er worden gesteld dat een verdoezeling van een ‘echt persoon’ door een ‘abstract person’ plaatsvindt.  Deze verdoezeling zou een matrealistisch zelfbeeld te weeg kunnen brengen en/of de creativiteit van het zoeken naar mediaobjecten kunnen vervreemden. Een kant tekening die hierbij moet worden geplaatst is het feit dat de vervreemding en verdoezeling die Lanier beschrijft te beinvloedden is door de gebruiker. Hij of zij bepaald immers zelf in hoeverre men zich laat beinvloeden door een medium.
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^1	  Het begrip ‘long tail’ slaat op de vorm van een grafiek met de verkoop cijfers van een bedrijf dat gebruik maakt van de long tail. Een voorbeeld is het internet muziek bedrijf Rhapsody. Op de x as van deze grafiek staat de hoogte van de verkochte nummers in de ‘charts’ en op de y as het aantal downloads. hoe lager de nummers zijn genoteerd op de ranglijst hoe minder de nummers verkocht worden. Men kan echter wel opmerken dat de ‘staart’ van de grafiek aan nummers laag op deze ranglijst, erg lang is. Dit betekent dat zich in deze staart is erg veel verkochte nummers bevinden, ook al ligt de verkoop per nummer niet erg hoog. De ‘long tail’ slaat dus op de staart van de grafiek (Anderson 29).
^2	  Met de term ‘recommender interface’ wordt de grafische weergave van het recommender systeem bedoelt.
^3	  Cookies zijn kleine stukjes data die naar de computer van de gebruiker woren gestuurd wanneer een website wordt bezocht. Deze data kan op een ander tijdstip weer worden opgehaald wanneer de gebruiker deze site weer bezoekt. Cookies helpen de website bij het herkennen van hun bezoekers, bijvoorbeeld zodat de informatie op deze site kan worden gepersonaliseerd voor deze gebruiker (amazon.com).
^4	  Deze nieuw binnen gekomen items zullen echter nog niet vaak zijn gekocht, gerate of getagd de vergelijkbaarheid met andere items zal dus niet zo groot zijn. Dit probleem heet het  ‘cold start problem’. Deze items zullen waarschijnlijk ‘content based’ worden voorzien van ‘vergelijkbare producten’ doordat een werknemer van amazon.com deze toekent. Naarmate deze items meer worden verkocht maken ze geen onderdeel meer uit van het cold start problem (Gonçalves et al. 114).
^5	  De volgende bronnen zijn door Xiao en Benbasat uitgevoerd om tot deze conclusies te komen.Komiak, S., and Benbasat, I. “Understanding Customer Trust in Agent-Mediated Electronic Commerce, Web-Mediated Electronic Commerce, and Traditional Commerce,” Information Technology and Management (5:1-2), 2004, pp. 181-207.Jiang, Z., Wang, W., and Benbasat, I. “Multimedia-Based Interactive Advising Technology for Online Consumer Decision Support,” Communications of the ACM (48:9), 2005, pp. 92-98.Sinha, R., and Swearingen, K. “Comparing RecommendationsMade by Online Systems and Friends,” in Proceedings of the 2nd  DELOS Network of Excellence Workshop on Personalisation and Recommender Systems in Digital Libraries, Dublin, Ireland, June 18-20, 2001.Swearingen, K., and Sinha, R. “Beyond Algorithms: An HCI Perspective on Recommender Systems,” paper presented at the ACM SIGIR Workshop on Recommender Systems, New Orleans, LA, September 13, 2001.Wang, W., and Benbasat, I. “Impact of Explanations on Trust in Online Recommendation Agents,” Working Paper No. 02-MIS- 002, MIS Division, Sauder School of Business, University of British Columbia, Vancouver, 2004a.Swearingen, K., and Sinha, R. “Interaction Design for Recommender Systems,” paper presented at the International Conference on Designing Interactive Systems (DIS 2002), London, June 25-28, 2002.Sinha, R., and Swearingen, K. “The Role of Transparency in Recommender Systems,” in CHI 2002 Extended Abstracts on Human Factors in Computing Systems, Minneapolis, MN, April 20-25, 2002, pp. 830-831.Wang, W. Design of Trustworthy Online Recommendation Agents:Explanation Facilities and Decision Strategy Support, unpublished Doctoral Dissertation, University of British Columbia, Vancouver, 2005.Senecal, S. Essays on the Influence of Online Relevant Others on Consumers’ Online Product Choices, unpublished doctoral dissertation, HEC Montreal, University of Montreal, 2003.Senecal, S., and Nantel, J. “The Influence of Online Product Recommendations on Consumers’ Online Choices,” Journal of Retailing (80:2), 2004, pp. 159-169.
^6	   Amazon gebruikt de geminde informatie om gepersonaliseerde advertenties te plaatsen van derden. Het gebruik van deze persoonlijke informatie kan echter worden uitschakeld. Informatie over het gebruik van geminde informatie en de mogelijkheid om dit uit te schakelen is te vinden (wanneer ingelogd) op http://www.amazon.com/gp/advertising/oo/.
^7	  Het woord ‘systemen’ kan worden op gevat in een heel breede zin van het woord. Het kan hier zowel mensen, dieren, planten, dingen als computer systemen betekenen. Dennett zelf gebruikt vaak het voorbeeld van de termostaat (Dennett 1989 22). Het belangrijkste waaraan het systeem aan moet voldoen om binnen binnen deze theorie te passen is dat het door een mens beinterpreteerd kan worden als iets dat een bepaald resultaat bewerkstelligd.
^8	  De hier genoemde opgesomde profielen zijn fictief. De tekst weergegeven in italic is informatie die kan worden opgegeven wanneer men een profiel aanmaakt. Men kan er voor kiezen om deze gegevens voor publiekelijk weer te geven of om deze informatie alleen kenbaar te maken aan de gebruiker zelf en amazon.com
^9	  Deze weergave bestaat uit de producteigenschappen zoals weergegeven in de mapping
^10	  Amazon.com stelt zelf over deze verwante websites: “An Amazon Associate is a website owner who places links to the Amazon.com website on his or her site and earns referral fees through sales of Amazon.com or its affiliates' products (such as shoes from Endless.com). The website that displayed this link to you is an Amazon.com Associate.”
^11	  Een bucket is een term die marketers gebruiken bij het selecteren van doelgroepen (Baker 49-50). Een persoon die houdt van Eminem zal bijvoorbeeld in de zelfde bucket terecht komen als iemand die houdt van Dr. Dre.
