We study numerical integration of functions depending on an infinite number of variables. We provide lower error bounds for general deterministic linear algorithms and provide matching upper error bounds with the help of suitable multilevel algorithms and changing dimension algorithms.
Introduction
The evaluation of integrals over functions with an unbounded or even infinite number of variables is an important task in physics, quantum chemistry or in quantitative finance, see, e.g., [19, 48] and the references therein. In recent years a large number of researchers contributed to the design of new algorithms as, e.g., multilevel and changing dimension algorithms or dimension-wise quadrature methods, to approximate such integrals efficiently. Multilevel algorithms were introduced by Heinrich and Sindambiwe [28, 29] in the context of integral equations and parametric integration, and by Giles [19, 20] in the context of stochastic differential equations. Changing dimension algorithms were introduced by Kuo et al. [35] in the context of infinite-dimensional integration in weighted Hilbert spaces and dimension-wise quadrature methods were introduced by Griebel and Holtz [27] for multivariate integration. (Changing dimension algorithms and dimension-wise quadrature methods are based on a similar idea.)
In this paper we want to study infinite-dimensional numerical integration on a weighted reproducing kernel Hilbert space of functions with infinitely many variables as it has been done in [31, 35, 39, 30, 40, 23, 43, 22, 4, 7, 24] . The Hilbert spaces we consider here posses so-called anchored function space decompositions. For a motivation of this specific function space setting and connections to problems in the theory of stochastic processes and mathematical finance we refer to [30, 39, 40] .
We provide error bounds for the worst case error of deterministic linear algorithms; these bounds are expressed in terms of the cost of the algorithms. We solely take account of function evaluations, i.e., the cost of function sampling, and neglect other cost as, e.g., combinatorial cost. To evaluate the cost of sampling, we consider two cost models: the nested subspace sampling model (introduced in [10] , where it was called variable subspace sampling model ) and the unrestricted subspace sampling model (introduced in [35] ).
In the nested subspace sampling model lower error bounds for infinite-dimensional integration were provided in [40] for general n-point quadrature formulas in the case where the weighted Hilbert space of integrands is defined via an anchored kernel and the weights are product weights. We generalize these error bounds to general weights. In the unrestricted subspace sampling model lower error bounds where provided for product weights and anchored kernels in [35] , and for general weights and the Wiener kernel in [23] . We generalize these results to anchored kernels and general weights. (Let us mention that in the randomized setting similar general lower error bounds for infinite-dimensional integration on weighted Hilbert spaces are provided for anchored decompositions in [22] and for underlying ANOVA-type decompositions in [7] ; to treat the latter decompositions, a technically more involved analysis is necessary.)
In this paper we further study two classes of weights in more depths: The class of product and order-dependent (POD) weights, which includes, in particular, product weights and finite-product weights, and the class of weights of finite active dimension, which includes, in particular, finite-diameter weights and (the more general) finite-intersection weights. We derive several new results for both classes of weights which might also be of interest for other tractability studies of continuous numerical problems on weighted spaces, apart from the infinite-dimensional integration problem.
For these two classes of weights we provide upper error bounds with the help of multilevel algorithms and changing dimension algorithms. These bounds show that for the cost functions most relevant in applications, namely those cost functions which grow at least linearly in the number of active variables, the convergence rate of our algorithms is arbitrarily close to the convergence rate of the Nth minimal integration error and our lower bounds are thus sharp. For the remaining cost functions, which grow sub-linearly in the number of active variables, our bounds are still sharp in most of the cases (depending on the smoothness of the kernel and the decay rate of the weights).
These new upper bounds improve on the results obtained for product weights in [40] and [23] . Furthermore, in contrast to [40, Thm. 3] , we are able to formulate our results on upper bounds without introducing additional auxiliary weights that are not problem inherent.
We provide explicit quasi-Monte Carlo multilevel and changing dimension algorithms based on higher order polynomial lattice rules for weighted Hilbert spaces of integrands that correspond to anchored Sobolev spaces with smoothness parameter α > 1. These algorithms are optimal in the sense that they achieve convergence rates arbitrarily close to the optimal convergence rate (i.e., the convergence rate of the Nth minimal integration error).
The article is organized as follows: In Section 2 the setting we want to study is introduced. In Section 3 we provide lower error bounds for deterministic quadrature formulas for solving the infinite-dimensional integration problem on weighted Hilbert spaces. In Section 3.1 we present the most general form of the lower bounds which is valid for arbitrary weights. In Section 3.2 we state the form of the lower bounds for the two specific classes of weights we consider. In Section 4.1 and 4.2 we explain multilevel and changing dimension algorithms. In Section 4.3 we provide upper error bounds for POD weights, and in Section 4.4 for weights with finite active dimension. In Section 5 we illustrate the upper and lower bounds in the situation where the space of integrands is based on the univariate anchored Sobolev space with smoothness parameter α > 1. Here we consider specific quasi-Monte Carlo multilevel and changing dimension algorithms that achieve higher-order convergence.
The general setting 2.1 Notation
For n ∈ N we denote the set {1, . . . , n} by [n] . If u is a finite set, then its size is denoted by |u|. We put U := {u ⊂ N | |u| < ∞}.
We use the common Landau O-notation. For two non-negative functions f and g we write occasionally f = Ω(g) for g = O(f ), and f = Θ(g) if f = Ω(g) and f = O(g) holds.
The function spaces
As spaces of integrands of infinitely many variables, we consider reproducing kernel Hilbert spaces which are discussed in more detail in [30, 25] . Our standard reference for general reproducing kernel Hilbert spaces is [3] . We start with univariate functions. Let D ⊆ R be a Borel measurable set of R and let K : D × D → R be a measurable reproducing kernel with anchor c ∈ D, i.e., K(c, c) = 0. This implies K(·, c) ≡ 0. We assume that K is non-trivial, i.e., K = 0. We denote the reproducing kernel Hilbert space with kernel K by H = H(K) and its scalar product and norm by ·, · H and · H , respectively. We use corresponding notation for other reproducing kernel Hilbert spaces. If g is a constant function in H(K), then the reproducing property implies g = g(c) = g, K(·, c) H = 0.
Let ρ be a probability measure on D. We assume that
For arbitrary x, y ∈ D N and u ∈ U we define
where by convention K ∅ ≡ 1. The Hilbert space with reproducing kernel K u will be denoted by H u = H(K u ). Its functions depend only on the coordinates j ∈ u. If it is convenient for us, we identify H u with the space of functions defined on D u determined by the kernel j∈u K(x j , y j ), and write f u (x u ) instead of f u (x) for f u ∈ H u and x ∈ D N , where
This property yields an anchored decomposition of functions, see, e.g., [36] . Let now γ = (γ u ) u∈U be weights, i.e., a family of non-negative numbers. We assume that γ satisfies
(One may also consider slightly weaker conditions as done, e.g., in [35, Sect. 5] or [43] ; for a comparison of these different conditions see [25] .) We denote the set of active coordinate sets, {u ∈ U | γ u > 0} by A = A(γ). (Sets u ⊆ N with |u| = ∞ are always assumed to be inactive.) We always assume that A is non-trivial, i.e., that there exists a ∅ = u ∈ U with u ∈ A. Let us define the domain X of functions of infinitely many variables by
Let µ be the infinite-product probability measure of ρ on D N . Due to our assumptions we have µ(X) = 1, see [30, Lemma 1] or [25] . For x, y ∈ X we define
K γ is well-defined and, since K γ is symmetric and positive semi-definite, it is a reproducing kernel on X × X, see [3] . We denote the corresponding reproducing kernel Hilbert space by H γ = H(K γ ) and its norm by · γ . For the next lemma see [31, Cor. 5] or [25] .
In the case of convergence, we have
For u ∈ A let P u denote the orthogonal projection P u :
Infinite-dimensional integration
Due to (3), we have H γ ⊆ L 1 (X, dµ), and the integration functional
is continuous on H γ , i.e., the operator norm of I is finite:
see, e.g., [25] . We assume that I is non-trivial, i.e., that C 0 > 0. Notice that C 0 ≤ M. For a given set of weights γ we denote by γ the set of weights defined by
The representer h ∈ H γ of I, i.e., the function h satisfying I(f ) = f, h γ for all f ∈ H γ , is given by
and consequently the operator norm of the functional I satisfies I Hγ = h γ . For u ∈ A we define I u := I • P u on H γ , i.e., I u (f ) = f, P u (h) γ for all f ∈ H γ . More concretely, we have
and the representer h u of I u in H γ is given by h u (x u ) = P u (h)(x u ). Thus we have
Admissible algorithms, errors, and cost models
We define the set of admissible sample points S by
Here again x u = (x j ) j∈u ∈ D u , and (x u ; c) denotes the vector y = (y 1 , y 2 , . . .) ∈ D N with y j = x j if j ∈ u and y j = c otherwise. Note that (x u ; c) ∈ X. We consider algorithms of the form
with points t v i ∈ (D \ {c}) v i and coefficients a i ∈ R. The worst case error is given by e(Q; H γ ) := sup
For an algorithm Q of the form (7) we put (Q) u := Q • P u , i.e.,
We have the identity [e(Q;
where
For the cost of an algorithm we only take into account the cost for function evaluations. To make this more precise, let us fix a cost function $ : N → [1, ∞), which is nondecreasing. In this paper we consider two models for the cost of function evaluations, the nested subspace sampling and the unrestricted subspace sampling model.
In the nested subspace sampling model we first define for a fixed strictly increasing sequence w = (w i ) i∈N of coordinate sets w 1 ⊂ w 2 ⊂ · · · ∈ U the cost of a function evaluation in x ∈ X to be
Here we use the standard convention that inf ∅ = ∞. For a linear algorithm Q of the form (7) we define
Let C nest denote the set of all cost functions c w,c of the form (9) where w runs through all strictly increasing sequences w of coordinate sets. Then we define the cost of Q in the nested subspace sampling model to be
This model was introduced in [10] .
1
In the unrestricted subspace sampling model a function evaluation f (x) costs
The cost of a linear algorithm Q of the form (7) in the unrestricted subspace sampling model is given by
The unrestricted subspace sampling model was introduced in [35] .
2
We denote the cost of an algorithm Q in the nested and unrestricted subspace sampling model by cost nest (Q) and cost unr (Q), respectively. Obviously, the unrestricted subspace sampling model is more generous than the nested subspace sampling model. Note that in both sampling models the cost for function evaluations in non-admissible sample points is infinite.
Strong tractability
Let mod ∈ {nest, unr}. The ε-complexity is defined as the minimal cost among all algorithms of the form (7), whose worst case errors are at most ε, i.e., comp mod (ε; H γ ) := inf {cost mod (Q) | Q is of the form (7) and e(Q; H γ ) ≤ ε} .
The integration problem I is said to be strongly tractable 3 if there are non-negative constants C and p such that
The exponent of strong tractability is given by
Essentially, 1/p mod is the convergence rate of the Nth minimal worst case error e mod (N; H γ ) := inf{e(Q; H γ ) | Q is of the form (7) and cost mod (Q) ≤ N}.
In particular, we have for all p > p mod that e mod (N;
Weights
Here we introduce further definitions and notation which is necessary for our analysis of lower and upper bounds for the exponents of strong tractability in the different models. Let γ = (γ u ) u∈U be a given family of weights. Weights γ are called finite-order weights of order ω if there exists an ω ∈ N such that γ u = 0 for all u ∈ U with |u| > ω. Finite-order weights were introduced in [16] for spaces of functions with a finite number of variables. The following definition is taken from [23] .
Definition 1 For weights γ and σ ∈ N let us define the cut-off weights of order σ
Clearly, cut-off weights of order σ are in particular finite-order weights of order σ.
We always assume that the weights γ we consider satisfy (3). Let us denote by u 1 (σ), u 2 (σ), . . ., the distinct non-empty sets u ∈ U with γ (σ)
We can make the same definitions for σ = ∞; then we have obviously γ (∞) = γ. For convenience we will usually suppress any reference to σ in the case where σ = ∞. For σ ∈ N ∪ {∞} let us define
The following definition is from [23] .
Let σ ∈ N. Since |u i (σ)| ≤ σ for all i ∈ N, we have obviously t * σ ≤ σ. On the other hand, if we have an infinite sequence (u j (σ)) j∈N , it is not hard to verify that t * σ ≥ 1, see [23] .
In the following two subsections we describe the classes of weights we want to consider in this article.
Product and order-dependent weights
Product and order-dependent (POD) weights γ were introduced in [33] and are a hybrid of so-called product weights and order-dependent weights. Their general form is
Special cases are product and finite-product weights that are defined as follows.
Definition 3 Let (γ j ) j∈N be a sequence of non-negative real numbers satisfying γ 1 ≥ γ 2 ≥ . . . . With the help of this sequence we define for ω ∈ N ∪ {∞} weights γ = (γ u ) u⊂ f N by
where we use the convention that the empty product is 1. In the case where ω = ∞, we call such weights product weights, in the case where ω is finite, we call them finite-product weights of order (at most) ω.
Product weights were introduced by Sloan and Woźniakowski in [45] and have been studied extensively since then. Finite-product weights were considered in [23] and are obviously finite-order weights of order at most ω.
It is easily seen that product weights and finite product weights of order ω are POD weights; in (14) one just has to choose Γ ν = 1 for all ν ∈ N to obtain product weights and Γ |u| = 1 for |u| ≤ ω and Γ |u| = 0 for |u| > ω to obtain finite product weights. Other concrete examples of POD weights can be found in [33, 34] .
Algorithmic dimension
The following definition introduces the concept of the algorithmic dimension of a family of weights.
where [∞] = N. That is, φ| u is injective for each u ∈ W. If d ∈ N, then we say that W has finite algorithmic dimension. In this case we call the minimal d * = d * (W) for which such a φ exists the algorithmic dimension of W.
Let γ = (γ u ) u∈U be a family of weights. If its set A of active coordinate sets has algorithmic dimension d * (A), we say that the family of weights γ has algorithmic dimension
If we do not want to specify the algorithmic dimension d * , we just say that γ has finite algorithmic dimension.
Weights γ of finite algorithmic dimension d * are obviously finite-order weights of order ω ≤ d * , but finite-order weights do not necessarily have finite algorithmic dimension. We define a graph associated with W in the following way. For a given set W ⊆ U we consider the infinite simple graph G W = (N, E W ), where (i, j) with i = j, belongs to the set of edges E W if and only if there exists a u ∈ W with i, j ∈ u. The graph G W does not contain loops, i.e. edges (i, i). We call G W the associated graph of W. Notice that two different subsets W, W ′ of U may have the same associated graph. The following lemma connects the concept of minimal algorithmic dimension to the chromatic number χ(G W ) of G W . Recall that the chromatic number of a graph G is the minimal number of colors needed to color the vertices of G in such a way that any two vertices connected by an edge have a different color. With the help of Lemma 2 we derive in the following remark a lower bound on the algorithmic dimension.
Remark 1 A complete graph G with n vertices has chromatic number n, since all vertices are connected to each other by an edge and hence all vertices must have a different color. If W has algorithmic dimension d ∈ N, then |u| ≤ d for all coordinate sets u in W, since G W contains a subgraph which is a complete graph with |u| vertices. Hence
Thus weights with algorithmic dimension d ∈ N are necessarily finite-order weights of order ω ≤ d.
The lower bound (17) is not necessarily sharp, as shown by the following example: Let |u| ≤ 2 for all u ∈ W and let there exist a sequence of sets
where k is odd. In other words, G W contains an odd cycle. Then this graph has chromatic number 3 as can easily be shown. An even more drastic example is the set W := {u ∈ U | |u| = 2}, which has not even finite algorithmic dimension.
Let us now turn to upper bounds on the algorithmic dimension.
Remark 2 As a consequence of Lemma 2, we obtain that if G W is a planar graph (meaning that every finite subgraph is planar), then the famous Four Color Theorem [1, 2] says that G W can be colored with at most four colors. Hence in this situation the minimal algorithmic dimension of W is at most four.
We provide further upper bounds on the algorithmic dimension in Theorem 1 and 2.
Theorem 1 Let W ⊆ U. Then the minimal algorithmic dimension of W is bounded by
Proof. By Lemma 2 it follows that it suffices to show that χ(G W ) satisfies the bound. By [17, Theorem 8. By taking the maximum of the degrees over all vertices in the graph G W we obtain the result. ✷
In some circumstances the above result can be slightly improved using Brooks' theorem from graph theory, see [17, Theorem 8.1.3] .
Theorem 2 Let W ⊆ U such that sup u∈W |u| ≥ 3. Let Z = sup i∈N u∈W:i∈u u . Let i 1 , i 2 , . . . be the set of vertices for which | ∪ u∈W:i k ∈u u| = Z. Assume that for each k ≥ 1 the subgraph consisting of the vertices in ∪ u∈W:i k ∈u u is not complete. Then
Various other bounds on d * can be obtained from graph theory via bounds on the chromatic number of the associated graph, see for instance [17] .
Remark 3
In general it is difficult to find a function φ as in (16) for a given set W. This can be done by a greedy algorithm for graph coloring, see [17, p. 114] . However, this algorithm does not necessarily find a coloring with the smallest possible number of colors.
A particular class of weights whose set W = A of active coordinate sets has a finite minimal algorithmic dimension d, is the class of finite-intersection weights defined in [23] .
Definition 5 Let ρ ∈ N. The finite-order weights (γ u i ) i∈N , where γ u i > 0, are called finite-intersection weights with intersection degree at most ρ ∈ N 0 if we have
Note that for finite-order weights condition (18) is equivalent to the following condition: There exists an η ∈ N such that
Indeed, if (18) is satisfied, then (19) holds with η ≤ 1 + ρ, and if (19) is satisfied, then (18) 
Lower bounds
Here we provide lower bounds for the exponents of tractability in the nested and in the unrestricted subspace sampling model. We assume that there exist constants ̺, β > 0 such that the nth minimal error of univariate integration on H = H(K) satisfies
where e(n;
Since for ∅ = u ∈ U the integration problem over H u is at least as hard as in the univariate case, assumption (20) results in
for any quadrature of the form
see [42, Theorem 17.11] . If now Q is an algorithm of the form (7) and (Q) u = Q • P u , then (8) and (22) imply
Since we assumed that A is non-trivial, we obtain from (23)
Lower bounds for general weights
In this section we study general weights; here "general" means that we only require the condition (3) to hold.
Nested subspace sampling
We start with a new lower bound for the exponent of strong tractability for general weights in the nested subspace sampling model.
for some s > 0, and let γ be weights that satisfy (3). Then I is only strongly tractable in the nested subspace sampling model if decay γ > 1. In this case,
Proof. Let Q be of form (7) with cost nest (Q) ≤ N. Then there exists an increasing sequence of sets w = (w i ) i∈N such that c w,c (Q) ≤ N + 1. Let m be the largest integer that satisfies $(|w m |) ≤ N + 1. Hence, v 1 , . . . , v n ⊆ w m . Let σ ∈ N, and let γ (σ) be the corresponding cut-off weights of γ. Then it is easily seen that e(Q; H γ ) ≥ e(Q; H γ (σ) ), cf. [23, Remark 3.3] . Thus we get from (23) [e(Q;
Let now t > t * σ . Then, for a suitable constant C t > 0,
Hence we obtain for every
This shows that I is only strongly tractable if decay γ > 1. In that case,
From this and (24) follows the statement of the theorem. ✷ Note that we have on the one hand t * 1 ≤ t * 2 ≤ t * 3 ≤ · · · , and on the other hand decay γ,1 ≥ decay γ,2 ≥ decay γ,3 ≥ · · · . Thus it is not a priori clear for which σ ∈ N the supremum in (26) is attained. As shown in [23] and as we will see below, this may vary for different classes of weights.
Unrestricted subspace sampling
The next theorem is a generalization of [23, Cor. 4.1] , where only the specific kernel
2 was treated.
for some s > 0, and let γ be weights that satisfy (3). Then I is only strongly tractable in the unrestricted subspace sampling model if decay γ > 1. In this case,
Proof. The proof of Theorem 4 is essentially identical with the one of Theorem 3.4 and Corollary 4.1 in [23] . One just has to keep in mind that the simple lower bound p * ≥ 1 appearing there has to be replaced by p unr ≥ 1/β, see (24) . ✷
Lower bounds for special classes of weights 3.2.1 Product and order-dependent weights
Recall that POD weights include as special cases product weights and finite product weights. We now present a generalized version of [23, Lemma 3.8], which holds not only for product and finite product weights, but for general POD weights.
Lemma 3 Let γ = (γ u ) u∈U be POD weights as in (14) . Then
This holds still if we replace condition (3) by the weaker condition that the weights γ are bounded and have only 0 as accumulation point.
Proof. Let σ ∈ N. Since decay γ,1 ≥ decay γ,σ ≥ 0, it remains to show that decay γ,1 ≤ decay γ,σ . We can confine ourselves to the case decay γ,1 > 0. Let p ∈ (0, decay γ,1 ). This
where we used the estimate ln(1 + x) ≤ x, which holds for all non-negative x. Since the sequence γ u j (σ) , j ∈ N, is monotonically decreasing, this implies γ u j (σ) = o(j −p ). Hence p ≤ decay γ,σ . Since we may choose p arbitrarily close to decay γ,1 , we obtain decay γ,1 ≤ decay γ,σ . ✷ For POD weights with decay γ > 1 Lemma 3, and Theorem 3 and 4 imply strong tractability and
For product weights the lower bound for p nest can be derived from [40, Thm. 4] , and the one for p unr from [35, Thm. 3.3 & Sect. 5.6]. Notice that the lower bounds for p nest and p unr for finite-product weights are not weaker than for product weights.
Weights with finite algorithmic dimension
For the special case of finite-intersection weights of order ω it was observed in [23] that if A(γ (σ) ) = ∞, then t * σ = 1 for all σ ∈ N. Hence for finite-intersection weights the lower bounds (25) and (26) result in
For the Wiener kernel K(x, y) = min{x, y}, defined on For general weights of finite algorithmic dimension it is however not necessarily true that t * σ = 1 for all σ ∈ N as the following two lemmas show.
Then there exists a set of weights γ with algorithmic dimension d such that for all k > d there exists a v ∈ U with |v| = k and
Proof. We construct a graph G with vertex set N and chromatic number d in the following way: color the vertex j ∈ N by the color c ∈ Proof. For d ∈ N let γ be weights as in Lemma 4. Due to (29) we have for all σ ∈ N∪{∞} that t * σ ≥ min{σ, d}. Since the algorithmic dimension of γ is d, we have additionally that t * σ ≤ d. Since always t * σ ≤ σ, the statement of the lemma is valid. ✷ For general weights with finite algorithmic dimension we just know that the values decay γ,1 , . . . , decay γ,ω satisfy the relation decay γ,1 ≥ . . . ≥ decay γ,ω . We can, e.g., easily construct weights of finite algorithmic dimension whose set of active coordinate sets A(γ) consists only of sets of size at least σ ∈ {2, . . . , ω}. Thus decay γ,1 = . . . = decay γ,σ−1 = ∞, but decay γ,σ may be either finite or infinite. Together with Lemma 5 this argument shows that for general weights with finite algorithmic dimension we should use the general form of the bounds (25) and (26) to fully exploit the specific features of the weights we are working with.
Upper bounds
Here we provide constructive upper bounds on the exponents of tractability in the nested and in the unrestricted subspace sampling model. To this purpose we consider two types of algorithms: multilevel algorithms, which perform well in the nested subspace sampling model, and changing dimension algorithms, which are well suited for the unrestricted subspace sampling model.
Multilevel algorithms
Let us describe the general form of the algorithms we want to use more precisely:
Let L 0 := 0, and let L 1 < L 2 < L 3 < . . . be natural numbers, and let
In the general case we will use the sets v
k , k = 1, . . . , m. In the special cases of POD weights, it is more convenient to make use of the relatively simple ordering of the corresponding set system u j , j ∈ N, and choose the sets v
Let us furthermore define
We put
where the numbers n 1 ≥ n 2 ≥ . . . ≥ n m , the coefficients a (k) j , and the points t
v k will be chosen later, depending on the weights γ.
If we choose the nested sequence of coordinate sets v 1 ⊂ v 2 ⊂ v 3 ⊂ . . . in the nested subspace sampling model, then the cost of the multilevel algorithm Q ML m satisfies
and the same cost bound is valid in the more generous unrestricted subspace sampling model. From (8) we obtain
where (Q
Let us now for simplicity assume that v k = [max v k ] for all k ∈ N, which is always possible by simply renumbering the variables recursively. Helpful for the construction of good multilevel algorithms for higher order convergence and general weights is a result of the following kind:
There exists an α ≥ 1/2 such that for each k ∈ N and each n k ∈ N we find a quadrature Q v k as in (31) which satisfies in the case α = 1/2 for τ = 1/2, and in the case α > 1/2 for τ ∈ [1/2, min{α, decay γ /2}), τ arbitrarily close to min{α, decay γ /2}, the bound
for some C τ independent of k. If we use algorithms Q v k that satisfy condition (35) to define Q k as in (31), then we obtain from (34) [e(Q
The aim is to minimize the right hand side of this error bound for given cost by choosing τ , m, and n 1 , . . . , n m (nearly) optimal. To this purpose one needs a good estimate for the constants C k,τ,γ and for the tail j / ∈U (m) γ u j , i.e., more specific information about the weights.
Changing dimension algorithms
For given weights γ let A 0 be a finite subset of A(γ). A changing dimension algorithm Q CD is an algorithm of the form
where the integrand f ∈ H γ has the uniquely determined anchored decomposition
and Q nu,u is a quadrature rule for approximating I u (f u ). If the building blocks Q nu,u are linear algorithms, then also Q CD is linear; this follows from the explicit formula
for arbitrary u ∈ A, see [36] . Thus a function evaluation f u (x) can be done at cost bounded by |{v ∈ A | v ⊆ u}|$(|u|) ≤ 2 |u| $(|u|). Changing dimension algorithms for infinite-dimensional integration were introduced in [35] . For POD weights we use a slight modification of the changing dimension algorithms presented in [43] and for weights with finite active dimension we employ the changing dimension algorithms from [35, Sect. 4 ].
Product and order-dependent weights
We consider now product and order-dependent weights (POD) weights, where for each u ∈ U we have
where (Γ |u| ) u∈U and (γ j ) j∈N are sequences of nonnegative real numbers as in (14) . (Note to distinguish between γ u , where u ∈ U is a finite set of positive integers, and γ d , γ j , where d, j ∈ N are positive integers. ) Before we present the concrete algorithms that we use to obtain upper bounds for the exponents of tractability p nest and p unr , we provide some useful results on POD weights.
For the POD weights determined by γ j = j −p * for j ∈ N, Γ 0 = 1 = Γ 1 , and
we have decay γ,∞ = q * and decay γ,σ = p * for all σ ∈ N.
A rigorous proof of Lemma 6 can be found in Section 6. We suspect that the condition p * /(2q * ) ∈ N in the above lemma is not necessary. If the condition q ≤ p * /2 can be replaced by q ≤ p * in Corollary 8 in Section 6, then the condition p * ≥ 2q * can be replaced by p * ≥ q * in the above lemma. Lemma 6 considers the boundary case where for given product weights γ j , the Γ k are made as large as possible such that the POD weights still have finite decay. This allows us to obtain cases where the decay of the POD weights differs from the decay of the corresponding product weights, cf. also Lemma 3. In the following theorem we consider POD weights where Γ k is smaller such that the decay of the POD weights is always the same as the decay of the corresponding product weights.
Theorem 5 Let γ = (γ u ) u∈U be POD weights with γ u = Γ |u| j∈u γ j . Let p * := decay γ,1 > 1 and q ≤ p * . Let there exist a constant C q > 0 such that Γ k ≤ C q (k!) q for all k ∈ N. In the case where q = p * , we additionally assume
Then we get the following results:
If p * = q, then
The last identity holds also for p = p * if
In particular, our assumptions lead for all q ≤ p * to decay γ,∞ = decay γ,1 .
In the proof we use the multi-index notation, which we recall here:
Proof. Obviously, we always have
and decay γ,∞ ≤ decay γ,1 . Now let us consider the case where q = p * and T :=
Similar as in [33, Lemma 6.2] we now employ the multinomial formula and the formula for (finite) geometric series to obtain
In particular, we showed that u∈U γ 1/p * u < ∞, which implies that decay γ,∞ ≥ p * .
Let now Γ k ≤ C q (k!) q for some q < p * , and let p ∈ (q, p * ] with 
Thus, by the argument used in the case p * = q, we get
In particular, we showed that u∈U γ 1/p u < ∞ for all p < p * , which implies that decay γ,∞ ≥ p * . The same holds for p = p * if
Corollary 1 Let γ = (γ u ) u∈U be POD weights with γ u = Γ |u| j∈u γ j . Let p * := decay γ,1 > 1 and q < p * . Let there exist a constant C q > 0 such that Γ k ≤ C q (k!) q for all k ∈ N. Then we have for every τ ∈ [1, p * ) and every constant C τ > 0 that
Proof. Let τ and C τ be given. Obviously,
Now let p ∈ (max{τ, q}, p * ). Define the POD weights γ = Γ |u| j∈u γ j by γ j = γ j C τ τ . Then p * = decay γ,1 and, due to Jensen's inequality and Theorem 5, we obtain
✷ From Corollary 1 we immediately get the following useful corollary.
Corollary 2 Let γ be POD weights that satisfy the assumptions of Corollary 1, and let
and furthermore
Nested subspace sampling
Let γ be POD weights that satisfy the assumptions of Corollary 1. Let L k := L⌈a k−1 ⌉ for k ∈ N, where L ∈ N and a ∈ (1, ∞) are fixed. (A canonical choice would be L = 1 and a = 2, but in some applications other choices may be more convenient.) Furthermore, let
We use multilevel algorithms Q ML m as in (32) that employ quadratures Q v k fulfilling the estimate (35) . In particular, these multilevel algorithms satisfy the error estimate (37) .
for some s ≥ 0. Let γ = (γ u ) u∈U be POD weights that satisfy the assumptions of Corollary 1. We assume that there exists an α ≥ 1/2 such that for all k ∈ N and all n k ∈ N we find quadratures Q v k as in (31) that satisfy (35) . Then our multilevel algorithms Q ML m , defined as in (32) , establish the following result: In the case where s ≥ (2α − 1)/2α we obtain
In the case where 0 ≤ s < (2α − 1)/2α, we obtain for decay γ,1 ≥ 2α:
If the assumptions of Theorem 6 hold and if additionally the nth minimal worst case error of univariate integration satisfies e(n; H(K)) = Ω(n −α ), then, due to the lower bound on p nest in (27), we have a sharp upper bound on the exponent p nest if s ≥ (2α − 1)/2α, and for decay γ,1 ≥ 2α and for 1/(1 − s) ≥ decay γ,1 > 1 if 0 ≤ s < (2α − 1)/2α. Observe that the case s ≥ (2α − 1)/2α is more interesting and relevant than the case 0 ≤ s < (2α − 1)/2α, see, e.g., [19, 40, 43] .
Notice further that Theorem 6 improves on the corresponding results in [23, 40] for product weights. Proof. Let p ∈ (1, decay γ,1 ) and let τ ∈ [1/2, min{α, p/2}) satisfy (35) . (Here we treat in detail only the case α > 1/2; in the easier case α = 1/2 one chooses always τ = 1/2.) Let σ k be as in Corollary 2. Then we get from (37) and Corollary 2 that
Let m be given, and
we choose the number of sample points n k as n k := ⌈x k ⌉, where
The cost of the multilevel algorithm Q ML m is then of order cost nest (Q 
and we may choose τ arbitrarily close to α. Subcase 1b: 1 + 2αs > p > 1. Then it is not hard to verify that (p − 1)/s ∈ (0, min{2α, p}). Thus we may choose τ ≥ (p − 1)/2s and get
If we let p tend to decay γ,1 , we see that the estimates (42) and (43) (43) .
Letting again p tend to decay γ , we have thus verified the theorem. ✷
Unrestricted subspace sampling
If the cost function satisfies $(k) = O(k s ) for 0 ≤ s ≤ 1, we may again use multilevel algorithms as done in the previous subsection. In the case where we have a cost function $(k) = Ω(k s ) for s ≥ 1 and product weights, changing dimension algorithms, as considered in [35, 43] , have proved to be the essentially optimal choice in the unrestricted subspace sampling setting, see the analysis in [43] . We present here a slight modification of the changing dimension algorithms from [43] which ensures that the results from [43] do not only hold for product weights but for all POD weights that satisfy the conditions of Corollary 1.
As in [43] , we assume that there exist positive constants c, C, τ , a non-negative λ 1 , and a λ 2 ∈ [0, 1] such that for each u ∈ U \ {∅} and n ∈ N there are algorithms Q n,u using n function evaluations of functions f u ∈ H u with e(Q n,u ; H u ) 2 ≤ cC
where by convention the last factor in (44) should be 1 for |u| = 1. We may assume that c ≥ 1 and C ≥ C 0 , so that (44) holds also true for n = 0. With the help of the building blocks Q n,u one can define changing dimension algorithms for a fixed λ 0 ∈ (0, 1−1/ decay γ ) and any given ε > 0 in the following way: Let us put
we choose n u = n u (ε, λ 0 ) to be zero and Q nu,u to be the trivial zero algorithm Q nu,u f u = 0 for all f u ∈ H u . Otherwise, we put n u = ⌊(γ
1/2τ ⌋ and choose Q nu,u as in (44) . We define the changing dimension algorithm Q
Observe that for any ε > 0 there are only finitely many u ∈ U with n u ≥ 1. For given
Then it is easily verified that |u| > d(ε) implies n u = 0. Thus the "ε-dimension" d(ε) is the largest number of active variables used by the changing dimension algorithm Q CD ε .
Due to Section 4.2 we obtain
The following theorem is a slight generalization of [43, Thm. 1].
Theorem 7 Let γ = (γ u ) u∈U be POD weights that satisfy the assumptions of Corollary 1. Let λ 0 ∈ (0, 1 − 1/ decay γ ), and let τ < λ 0 · decay γ /2 satisfy (44). Then the changing dimension algorithm Q CD ε defined in (46) satisfies
and its cost satisfies
If the cost function $ satisfies $(d) = O(e ℓd ) for some ℓ ≥ 0, then the integration problem is strongly tractable with exponent
Let us now additionally assume that $(d) = Ω(d) and that the nth minimal worst case error of univariate integration satisfies e(n; H(K)) = Ω(n −α ). If (44) holds for τ arbitrarily close to α, then
In the case of product weights, the statement of Theorem 7 was proved in [43] , see Theorem 1 and 2 there.
In the case where we have general POD weights satisfying the assumptions of Corollary 1, we see that decay γ,∞ = decay γ,1 , see Theorem 5, and these quantities do not change if we multiply the γ j , j ∈ N, by some constant. With the help of this observation one can verify that for the upper bound on p unr the analysis in [43] only needs to be slightly modified to carry over to POD weights that satisfy the assumptions of Corollary 1. The lower bound follows from (27).
Weights with finite algorithmic dimension
Let W ⊆ U with minimal algorithmic dimension d ∈ N, and let (γ u ) u∈U be weights with γ u = 0 for all u / ∈ W (i.e., A = A(γ) ⊆ W). Assume furthermore, that there exist non-negative constants c, C, β 1 , β 2 , an α > 0, and for any n ∈ N 0 a quadrature Q n , given by
such that
With the help of the algorithms Q n and a mapping φ that satisfies (16), we can construct for arbitrary v ∈ U algorithms Q W v on H γ in the following way (cf. also [23, Prop. 3.11] ): First we formally consider infinite vectors
N , where the jth component is t
Then we define the quadrature
Note that for u ⊆ v, u ∈ W, we have |u| = |φ(u)| and e((Q
. By combining such algorithms in a suitable way, we get the following results for nested and unrestricted subspace sampling.
Nested subspace sampling
In the nested and in the unrestricted subspace sampling regime we propose to use multilevel algorithms Q ML m that employ the quadratures
Here we consider for the kth level the set of coordinates v k = v
where L ∈ N and a ∈ (1, ∞) are fixed. As in (31), the quadrature Q k on the kth level is given by
Due to (34) and (48) we get for arbitrarily small δ > 0
where the constant C depends on d, α, δ, c, C, β 1 , and β 2 , but not on m or the specific values n k , k = 1, . . . , m. Notice that in the last inequality we implicitly used n 1 ≥ n 2 ≥ · · · ≥ n m , since it might happen for some
This estimate is almost identical with estimate (45) in [23, Sect. 3.2.2]: there one just has to replace n k by n k + 1 and δ − 1 by δ − α, and rename the constant C η,ω,δ by C 2 . Adapting the reasoning in [23] that follows after estimate (45), we obtain the following theorem.
Let the weights γ have finite algorithmic dimension, and let decay γ > 1. Assume that there exist for α > 0 and all n ∈ N algorithms Q n as in (47) that satisfy (48) 
be as in (49). Then the multilevel algorithms Q ML m , defined as in (32) , establish the following result: The exponent of strong tractability in the nested subspace sampling model satisfies
If the assumptions of Theorem 8 hold and if additionally the nth minimal worst case error of univariate integration satisfies e(n; H(K)) = Ω(n −α ), then, due to the lower bound on p nest in (27) , we see that our upper bound on p nest in (50) is sharp for finite-intersection weights; cf. also Section 5.5.1.
Unrestricted subspace sampling
In the case where the cost function $ is of the form $(k) = Ω(k s ) for some s > 1, we can improve the bound on the exponent of tractability from Theorem 8 by changing from the nested to the more generous unrestricted subspace sampling model. For general finiteorder weights γ of order ω appropriate changing dimension algorithms were provided in [35] . These algorithms can in particular be used for weights with finite algorithmic dimension d, which are finite-order weights of order ω = d. If decay γ,ω > 1 and if there exist algorithms Q n as in (47) satisfying (48), then changing dimension algorithms lead to an upper bound Theorem 9 Let $(k) = O(k s ) for some s ≥ 0. Let the weights γ have finite algorithmic dimension, and let decay γ > 1. Assume that there exists for some α > 0 and all n ∈ N algorithms Q n as in (47) that satisfy assumption (48) . Then the exponent of tractability in the unrestricted subspace sampling model satisfies
Our lower bound on p unr in (28) shows that the upper bound (52) is sharp for the sub-class of finite-intersection weights if e(n; H(K)) = Ω(n −α ). For finite-intersection weights and the Wiener kernel K(x, y) = min{x, y} the bound (52) was proved in [23, Thm. 3.12].
Higher Order Convergence
In this section we confine ourselves to the domain D = [0, 1], endowed with the restricted Lebesgue measure. We assume that α ≥ 1 is an integer.
Higher order polynomial lattice rules
Here we introduce polynomial lattice rules which can achieve arbitrary high convergence rates of the integration error for suitably smooth functions, see [14] .
Classical polynomial lattices were introduced in [37] (see also [38, Section 4.4] ) by Niederreiter. These lattices are obtained from rational functions over finite fields. For a prime b let F b ((x −1 )) be the field of formal Laurent series over
where w is an arbitrary integer and all t l ∈ F b . Note that F b ((x −1 )) contains the field of rational functions over F b as a subfield. Further let F b [x] be the set of all polynomials over F b .
The following definition is a slight generalization of the definition from [37] , see also [38] , which first appeared in [14] ; see also [15, Chapter 15.7] .
Definition 6 Let b be prime and 1 ≤ m ≤ n. Let ϑ n be the map from
be the b-adic expansion of h. With each such h we associate the polynomial
Then S p,m,n (q) is the point set consisting of the b m points
We call q the generating vector of the polynomial lattice rule and p the modulus. For more information on (higher order) polynomial lattice rules see [14, 15] .
, where x i , σ i ∈ {0, . . . , b − 1}. We define the digital b-adic shifted point y by
s and σ ∈ [0, 1) s the digital b-adic shift x ⊕ σ is defined component wise. is defined as 0. The inner product of the corresponding reproducing kernel Hilbert space
with corresponding norm · H(Kα,c) = ·, · H(Kα,c) . Note that for every f ∈ H(K α,c ) we have f (c) = 0.
It is well known that the nth minimal error of univariate integration on H(K α,c ) is of order e(n; H(K α,c )) = Ω(n −α ).
Embedding theorem
We now investigate the decay of the Walsh coefficients for functions in H(K α,c ). To do so, we briefly introduce Walsh functions in base b [9, 18, 47] . For a function f defined on [0, 1] we define the kth Walsh coefficient by
See also [15, Chapter 14, Appendix A] for more information on Walsh functions in the context of numerical integration.
For α ≥ 2 let W α denote the space of all Walsh series f : [0, 1) → R given by
It was shown in [12, Lemma 3] that there is a constant C 1,r > 0 such that
The constant C 1,r can be chosen as
Thus, there is a constant C 2,α > 0 such that
We can choose
The following result goes back to Fine [18] (see also [12, Lemma 1] ). The function J k (x) can be represented by a Walsh series
otherwise.
For k = 0 we have
For k ∈ N 0 and α = 1 let χ 1 (k) = 1 0
Lemma 7 For α ∈ N and t ∈ [0, 1] we have
Proof. We show the result by induction. Let α = 1. Then (x − t) 
Thus there is some constant C > 0 such that
The result for χ (−) α+1 can be shown by the same arguments. ✷ Therefore
Thus, using [12, Lemma 3] and Lemma 7 there is some constant C > 0 such that
where the constant C > 0 is independent of k and f . ✷ One can show that the constant in Theorem 10 can be chosen as C 3,α := √ αC 1,α , where C 1,α is given by (54).
The result can be generalized for tensor product spaces. Let u ⊂ N be a finite set.
This reproducing kernel defines a reproducing kernel Hilbert space H(K α,c,u ) with inner product ·, · α,c,u and corresponding norm · α,c,u .
We define the Walsh functions
For α ≥ 2 we define the Walsh space W α,u as the space of all Walsh series
Using the representation f (x) = f, K α,c,u (·, x) H(Kα,c,u) one obtains a multidimensional Taylor series with integral remainder. The k i th Walsh coefficients of products of
can all be estimated by Cb −µα(k i ) . Thus we obtain the following corollary.
Corollary 3 Let u ⊂ N be a finite set. For α ≥ 2 the tensor product space H(K α,c,u ) is continuously embedded in W α,u . That is, there is a constant C 4,α,|u| > 0 such that for all f ∈ H(K α,c,u ) we have f Wα,u ≤ C 4,α,|u| f H(Kα,c,u) .
The constant C 4,α,|u| can be chosen as C 4,α,|u| = (C 3,α ) |u| = α |u|/2 (C 1,α ) |u| . Consider now a reproducing kernel of the form
which defines the reproducing kernel Hilbert space H(K α,γ ) with inner product ·, · H(Kα,γ ) and corresponding norm · H(Kα,γ ) . Further we define the Walsh space
, as the space of all Walsh series
with finite norm
where f u = f, K α,c,u H(Kα,γ ) is the projection of f onto H(K α,c,u ). Then we have
where γ = ( γ u ) u⊆[s] and γ u = C 4,α,|u| √ γ u .
Numerical integration
Let α > 1 be an integer. The worst-case integration error in H(K α,c,u ) using a quasi-Monte Carlo algorithm
u is given by e(Q; H(K α,c,u )) = sup
Since the reproducing kernel Hilbert space H(K α,c,u ) is continuously embedded in W α,u , the results on numerical integration of [6] in W α,u apply. From [6, Theorem 3.1] we obtain the following result which will be used in the changing dimension algorithm. can be constructed component-by-component such that the quasi-Monte Carlo rule Q g,p using the quadrature points S p,m,αm (q) satisfies
(56)
The constant here is given by
where C 3,α is as in Section 5.3 and
Note that one does not require a random digital shift of the polynomial lattice point set in Proposition 1 due to the embedding of the function space H(K α,c,u ) in the Walsh space. This random digital shift is however required for α = 1 to get a corresponding result (which is not covered in Proposition 1).
The construction cost of the component-by-component algorithm is of O(|u|N α α log N) operations using O(N α ) memory (where N = b m is the number of points), see [5] . Consider now a reproducing kernel of the form (55). For functions f ∈ H(K α,γ ) with
where γ u = C we obtain that a higher order polynomial lattice point set S p,m,αm (q) with modulus p of degree αm and generating vector g can be constructed component-by-component such that the quasi-Monte Carlo rule Q g,p using the quadrature points S p,m,αm (q) satisfies
Note that the construction above is explicit, however, the range of τ is restricted to 1 ≤ τ < α. In the following we therefore consider the range 1/2 ≤ τ < 1. If one chooses 1/2 ≤ τ < 1, then one can use the construction of polynomial lattice rules from [13] to obtain the result that there exists a digital shift σ ∈ [0, 1) s such that
for some suitable constant C ′ τ > 0 independent of s and m. Note that the space H(K α,γ ) is continuously embedded in the space
. This follows from the tensor product structure of the reproducing kernel Hilbert spaces H(K α,c,u ) and
which in turn follows from
for x ≥ c and an analogous expression for x < c. Thus functions in H(K α,γ ) are also in
. Therefore (57) applies for functions in H(K α,γ ) where one replaces the constant C ′ τ with 2
In the component-by-component algorithm one updates the components g j of g inductively. γ u e (Q g,p (σ)) u ; H(K α,c,u
(58)
Unrestricted subspace sampling
If the cost function satisfies $(k) = O(k s ) for 0 ≤ s ≤ 1, we can use the quasi-Monte Carlo multilevel algorithms from Section 5.5.1 and achieve the same result as in Corollary 4. If $(k) = Ω(k s ) for s ≥ 1, we can use changing dimension algorithms as in (46) with polynomial lattices rules as in Proposition 1. Due to Corollary 4 and Theorem 7 these QMC multilevel and changing dimension algorithms lead to the following result.
Corollary 5 Let $(k) = Θ(k s ) for some s ≥ 0. Let γ = (γ u ) u∈U be POD weights that satisfy the assumptions of Corollary 1. Let α > 1 be an integer.
If s ≥ (2α − 1)/2α, then the infinite-dimensional integration problem is strongly tractable with exponent p unr = max 1 α , 2 min{1, s} decay γ,1 −1 .
If s < (2α − 1)/2α, then the infinite-dimensional integration problem is strongly tractable and p unr satisfies the same relations as p nest in Corollary 4.
Results for weights with finite algorithmic dimension
Let us briefly mention the results that our quasi-Monte Carlo multilevel and changing dimension algorithms achieve in the case of weights with finite algorithmic dimension. We now show how quadrature rules which satisfy (48) can be constructed explicitly. Choose t (i,n) in (47) to be the first n points of a (t, α, d)-sequence as constructed in [11] . The weights a (48) . In the following two theorems let Q n denote the higher order quasi-Monte Carlo rule as described in this paragraph.
Nested subspace sampling
Due to Theorem 8 we obtain the following corollary. The lower bound (28) on p nest shows that the upper bound in Corollary 6 is sharp for finite-intersection weights.
Unrestricted subspace sampling
In the unrestricted subspace sampling setting we use for $(k) = O(k s ) and s ≤ 1 multilevel algorithms Q ML m as in Corollary 6, and for s > 1 changing dimension algorithms, see Section 4.4.2, that rely on the higher order quasi-Monte Carlo rules Q n described above. This results in the following corollary.
Corollary 7 Let $(k) = O(k s ) for some s ≥ 0. Let the weights γ have finite algorithmic dimension, and let decay γ > 1. Let α ≥ 1 be an integer. Then the exponent of strong tractability in the unrestricted subspace sampling model satisfies p unr ≤ max 1 α , 2 min{1, s} decay γ −1 .
The lower bound (28) on p unr shows that the upper bound in Corollary 7 is sharp for finite-intersection weights.
Appendix
Here we provide a detailed proof of Lemma 6. 
Note that sin x < x for x > 0, thus sin π/r < π/r, which implies 1 < π r sin π/r .
Proof. We have 
