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ABSTRACT
With the proliferation of multimedia capable devices, media
services have to deal with heterogeneous environments where
very different types of terminals wish to receive content any-
where and anytime. This situation motivates the appearance
of multimedia services that adapt contents to the specific con-
text of users. However, current Internet architecture is based
on a rigid layered model which makes difficult to introduce
new functionalities efficiently. To solve this, Service Oriented
Architectures (SOA) appear with the goal of proposing new
architectures based on services that can be invoked when and
where necessary. This work introduces how SOA paradigm
can be applied to context-aware multimedia communications.
In addition, a scoring function for selecting different service
implementations is presented and particularized for a case of
selecting transcoding functions taking into account different
quality assessment metrics.
Index Terms— Quality assessment, context-awareness,
service composition, multimedia
1. INTRODUCTION
Multimedia content in the network is growing daily. There
are emerging services which offer contents in multiple ways
and different formats. Popularity of video services such as
Youtube or Hulu, have made video traffic in the Internet the
most present one. Moreover, the heterogeneity of devices
connected to the network is also rising (e.g. handheld, PC,
TV, etc.) and it usually requires the creation or the adaptation
of services and resources specifically for each target platform.
This situation leads to generic and static systems that do not
provide the content adapted to the final device or too complex
systems that require a big effort in development and mainte-
nance tasks.
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In this scenario, the necessity of context-aware systems
arises. Their goal is to offer services adapted to the context of
users (e.g. device capabilities, network context, user prefer-
ences). These services allow the maximization of the Quality
of Service (QoS) and Quality of Experience (QoE) of the user,
while allowing a more efficient usage of resources. How-
ever, their deployment requires precise and efficient monitor-
ing and data management systems.
One promising approach to efficiently provide context-
aware services is using Service Oriented Architectures
(SOA), which divides Services in simpler ones and couples
only those that are required or preferred for a specific con-
text. Solutions based on this type of architectures provide
some clear benefits: loose coupling, implementation neutral-
ity, flexible configurability, granularity, task distribution, en-
ergy efficiency, efficient use of resources, etc.
The division of services could be done based on differ-
ent aspects such as location, capabilities, functionalities, etc.
In this paper we follow a role-based decomposition approach
[1], and we divide complex services into indivisible or atomic
functionalities. Examples of these functionalities are: encod-
ing, acknowledgment or retransmission. Following this ap-
proach, in [2] authors call these functionalities Atomic Ser-
vices (ASs), and specify that each of these services could be
offered by different specific implementations, called Atomic
Mechanisms (AMs). This separation between service defi-
nition and implementation should facilitate a loose coupling
among services and a more flexible creation and reuse of com-
plex services through the network. In order to overcome the
limitations of current Internet TCP/IP layered stack [3], these
principles are used by several Future Internet proposals aim-
ing to define novel architectures in a clean slate manner.
Additionally, no matter how the decomposition is done,
there are many approaches or visions of doing the composi-
tion process. However, there are some points to be taken into
account and some common problems that appear in most of
current techniques:
• Considering services as self-contained, self-describing,
modular applications that can be published, located,
and invoked across the network, service composition
process can be defined as the combination of those ser-
vices required to create new processes and services.
• Fulfillment of preconditions when a service that can
provide the desired effects exists [4].
• Generation of several effects. It is possible that a ser-
vice request is associated to multiple effects that can be
satisfied by different services.
• Knowledge and context data acquisition and manage-
ment.
These problems denote a close relationship between optimal
compositions and context-awareness. Thus, how to obtain
and analyze the context is an important issue, in order to pro-
vide a good ground for the service composition process. In
this framework, we review different methods that could be ap-
plied to evaluate the quality of multimedia services and how
to apply multimedia quality assessment to enhance a multi-
media service composition process.
Context-awareness features are especially relevant, as the
ubiquity of mobile devices and the proliferation of wireless
networks is enabling permanent access to the Internet at all
times and all places. The next step to an Internet of Services
is an Internet of context-aware Services.
The rest of this paper is organized as follows. In Section
2, authors provide background and related work, including a
review of context-awareness, service composition approaches
and multimedia quality assessment methods. Then, Section 3
describes the proposal for service composition and justifies
the adopted principles. Section 4 details the multimedia qual-
ity assessment process used for scoring multimedia services.
In Section 5 we present a proof of concept of the scoring func-
tion usage for a media transcoding service use case. Section
6 summarizes the results obtained from Section 5. Finally,
Section 7 presents the conclusions.
2. RELATED WORK
According to the definition provided by Dey in [5], context is
any information that can be used to characterize the situation
of an entity, where an entity is a person, place, or object that
is considered relevant to the interaction between a user and an
application, including the user and applications themselves.
Context-awareness refers to the capability of an applica-
tion or service to be aware of its physical environment or situ-
ation and responding intelligently (pro-actively or reactively)
based on such context. So, it is important to compose ser-
vices and dynamically adapt them according to the context
information and changes in order to provide personalized and
customized services to users. This should allow improving
the QoS and QoE of users while optimizing the usage of net-
work and computational resources.
Revising literature related to context-awareness [6][7], we
define a consensus classification of the context according (but
not limited) to the following:
• User context: user characteristics, user location, user
preferences, and environmental constraints of the user
(e.g. working place, home, etc.).
• Device context: type and capability of the device.
• Service context: service availability, minimum required
QoS level for providing the service, and additional pa-
rameters that define specific attributes for a service.
• System resource context: CPU, memory, processor,
disk, I/O devices, and storage.
• Network context: bandwidth, traffic, topology, and
other parameters related to network performance.
On the subject of service composition, several approaches
can be found in literature tackling service composition
[8][9][10][11]. For example, in [10] authors propose a classi-
fication system in the form of taxonomy, for semantic web
service composition approaches, that could be generalized
to the global concept of service composition, and applied to
compose services at network level.
Unlike other solutions, our approach uses the discovery
process to find those services to be composed all along the
end-to-end path attending to the requirements specified by the
requester and, consequently, assuring a certain level of QoS.
Regarding to the quality assessment process, an overview
on different metrics and techniques is presented.
Multimedia quality metrics can be classified into three
groups taking into account in which way a reference signal is
needed to measure the quality: (1) Full Reference (FR), which
compares two entire signals, a reference signal (usually the
original one) and a compared signal (usually the coded one);
(2) Reduced Reference (RR), which only compares some sig-
nal characteristics (blocking, blurring, ringing, masking, etc.)
previously detected; and (3) Non Reference (NR) metrics,
which does not use any reference signal to determine the qual-
ity of a signal. Each of them is used depending on the avail-
ability of an undistorted signal (reference signal). The most
used metrics are FR (e.g. PSNR), due to its low complexity,
but as a drawback, both signals are needed: the original signal
and the coded signal.
Additionally, methods for quality assessment can also be
divided into two categories: a) objective and b) subjective.
Objective methods aim to mathematically estimate the im-
pairment introduced to media resources during compression
or transmission whilst the Subjective ones aid in the statisti-
cal analysis of sample ratings generated by humans. In this
work we used different objective quality metrics for estimat-
ing the quality of a received media resource. For video we
used Peak Signal-to-Noise Ratio (PSNR) and Structural Sim-
ilarity (SSIM) [12]), while PSNR, audio SSIM [13] and Per-
ceived Audio Quality (PEAQ) [14] were used for audio qual-
ity assessment.
Fig. 1. Service Composition
3. COMPOSITION PROCESS
Taking into account a service framework as presented in [2]
we define Composed Services (CSs) as a workflow of func-
tionalities or Atomic Services (ASs) that could be imple-
mented by different Atomic Mechanisms (AMs). It can be
seen in detail in Figure 1. The composition process of these
ASs consists on the process of selecting, allocating and com-
bining those services to be executed along the path from Re-
quester Node (RN) to the End Service Node (ESN). In this
context, we propose a composition process orchestrated by
the RN, to empower the consumer control of this process. RN
will always decide which services to choose according to the
discovered ones. Ideally, selection and allocation decision is
done taking into account the cost of using it, with regard to
RN priorities and requirements.
We divide the composition process into the following
stages: Filtering, Composing ASs and Scoring AMs. a) Fil-
tering: This phase consists of filtering according to the re-
quirements specified by the RN. This process is done at each
node in the path from RN to ESN in order to propose to the
RN the best services for the required communication. More-
over, when RN receives all the possible responses to the ser-
vice discovery request it should validate if answers fulfill the
specified requirements. Concretely, for a multimedia com-
munication, this filtering phase can be done at the server side,
taking into account the specific capabilities of the user which
desires to visualize a streamed content. For example, con-
sidering the supported audio/video profiles that the server is
able to generate and the client features, the best profile must
be selected based on the end user context information such
as network (e.g. bandwidth) and terminal capabilities (e.g.
display resolution). b) Composing ASs: RN composes the
services per each node (intermediate and end nodes). As seen
in [10], several approaches can be adopted for service compo-
sition. Defining which are the most suitable for each case is
out of the scope of this paper. However, it would be interest-
ing to propose benchmarks and comparisons of composition
algorithms and techniques, in order to determine which are
the best under specific conditions. c) Scoring AMs: In this
phase the concrete AM that implements each AS is selected
according to specific scoring functions, which take into ac-
count the QoS parameters and effects that they can provide
and the priorities of RN. Several compositions can be pro-
duced to perform the same operation, so that the best suited
to request priorities will be chosen. For instance, a reliable
service can be provided by means of acknowledgments, error
detection and retransmissions, or by applying forward error
correction functions. Depending on the combinations, QoS
may vary. Finally, those AMs that scored best will be se-
lected and incorporated into a final composition. Section 4
describes how AMs can be scored taking into account differ-
ent parameters. Concretely, we particularize this problem to
the selection of the best codec to be used in a communication
taking into account quality assessment metrics. However, it is
just a first proof of concept of the framework explained until
now, which is still being developed.
4. MULTIMEDIA QUALITY ASSESSMENT
As said in Section 3, AMs need to be selected according to
several parameters such as performance, quality of service
or, in case of multimedia applications and services, param-
eters such as the perceptual quality. Quality assessment can
be used for measuring the quality of multimedia communica-
tions. The goal is to select the best AM for each communica-
tion, and best means that it can provide the highest possible
perceptual quality. This section proposes to use quality met-
rics for deciding which is the best AM to use when an AS
of the type transcoding is used. This AS mainly consists on
adapting a content taking into account the context of the re-
quester. We introduce a scoring function that uses the mea-
sured objective quality and the compression ratio provided by
different codecs. However, other parameters can be added,
such as performance ones (e.g. CPU, energy consumption).
4.1. Multimedia Quality Analyzer
We have developed a multimedia quality analyzer module
(Figure 2) that calculates a score for each codec supported by
the multimedia transcoding service. In this case, each codec
corresponds to an AM, implementations of the AS named
”transcoding”. We use a FR system that can use the metrics
defined in Table 1 for determining the obtained quality.
Media Metrics
Image PSNR SSIM -
Video PSNR SSIM -
Audio PSNR SSIM PEAQ
Table 1. Full Reference metrics
Fig. 2. Quality Analyzer module
PSNR is an objective quality metric used to calculate the
ratio between the maximum possible power of a signal (in this
case an audio or video stream) and the power of the corrupting
noise. It is commonly used to calculate the effect of losses in
a video or audio signal. SSIM is a metric for calculating the
similarity between two images, which lies in the assumption
that human visual perception is highly adapted for extracting
structural information from a scene. Its application to audio
measurement is still being studied. Finally, PEAQ is a stan-
dardized algorithm for objectively measuring the perceived
audio quality.
The inputs of the quality analyzer module are: (1) a media
resource (image, video or audio) in raw format, (2) the same
media resource coded with a supported codec, (3) the same
media resource decoded to raw format.
(1) and (2) are used to evaluate the compression ratio and
to obtain the file with losses due to the effect of coding. 3) is
used to compare the resulting resource with the original one in
raw format (input of the multimedia analyzer) and to measure
the differences and impairments. In our system, this process
is performed offline, when the system starts or a new codec
is added to the system. Then, the system performs all the
analyses and stores the results (scores) into a table which is
looked up when necessary by the decision-making algorithm.
4.2. Score parameter definition
The use of lossy codecs allows the compression of the re-
source size. But, intrinsically, it also reduces the user quality
perception. So, it must be found a trade-off of the compres-
sion ratio and the perceptual quality.
A way to decide which codec is better than another is to
consider the perceptual quality and the compression ratio of
a coded media resource. Thus, it can be said that a codec
is better than other if this presents a better perceptual quality
and compression ratio relationship. This can be expressed
according to:
score = A ∗ perceptual quality + (1−A) ∗ compression ratio,
where0 ≤ A ≤ 1
A is a weight, which determines the relevance of each pa-
rameter considered in the scoring function. Hence, the rel-
evance of each parameter can be changed. The weight that
specifies an equitable relationship between perceptual quality
and compression ratio is obtained for A = 0.5.
The score parameter is defined in the R set and can take
values from -1 to 1:
score ∈ R, − 1 ≤ score ≤ 1
where -1 and 1 indicates respectively the worst and the best
perceptual quality and compression ratio relation.
The compression ratio parameter is defined in the R set
and it can also take values between -1 and 1:
compression ratio ∈ R,
−1 ≤ compression ratio ≤ 1
where -1 indicate that there is no compression between the
original and the coded resource, but there has been an incre-
ment in the total number of bits, and a positive value (less
than 1) indicates a reduction of the total number of bits.
The compression ratio parameter mathematical expres-
sion is defined in (1).
compression ratio =
(original resource num of bits− coded resource num of bits)
(original resource number of bits)
(1)
The perceptual quality parameter can take values between 0
and 1 and it is also defined in the R set:
quality ∈ R,
0 ≤ quality ≤ 1
where 0 indicates, in perceptual quality terms defined by ITU-
R in [15], very annoying perceptual quality, and 1 indicates no
difference between the original and coded resource.
Some of the considered quality metrics do not take values
between the defined ranges. So, they must be normalized.
The quality metrics to be normalized are:
0 ≤ PSNR ≤ ∞,
−4 ≤ PEAQ ≤ 0
It is not necessary to normalize the SSIM quality metric as its
output range fits into the perceptual quality parameter range.
More details are shown in [16].
4.3. Combining audio and video
The scoring of audiovisual contents should take into account
the relationship between audio and video, not only consid-
ering their individual scores in an independent manner. The
goal is to avoid bad combinations of audio and video profiles,
for instance when obtaining combined profiles with very good
audio and very poor video (or viceversa).




In (2) we define a combined score as the sum of individ-
ual qualities and the substraction of each point (videoQ and
audioQ) to the line defined by the optimal quality (Ax-By=0).
A and B coefficients are defined by the R parameter (3). This
parameter can be introduced by default (system administra-
tor) or by the user as a preference.
A = 0.5 ∗B = R,R ∈ [0, 0.5]
A = (1−R) ∗B = 0.5, R ∈]0.5, 1] (3)
R ∈ [0, 1]
Fig. 3. Score combination
Figure 3 shows how the quality function looks like for an ex-
ample value of R=0.66, which corresponds to a 4:3 relation
between audio and video. Thus, we give a little bit more pri-
ority to video than to audio. However, this relation can be
tweaked according to user preferences.
5. PROOF OF CONCEPT
We have implemented a quality assessment tool (Multimedia
Quality Analyzer) in Java that is able to perform the calcu-
lation of the score parameter defined in Section 4 in order
to verify its behavior and to test different common codecs
against network loss effect. The quality assessment tool is
able to use PSNR, SSIM and PEAQ metrics. The testbed sce-
nario is composed of three basic elements: (1) streaming me-
dia server, (2) streaming client where the media resource is
analyzed, and (3) a controlled network over which losses are
introduced.
The media resource server acts as a video streaming
server. It has been used the FFMPEG transcoding software
(libavcodec 52.10.0)[17]. This transcoder allows transcoding
multimedia resources with a wide range of supported codecs.
FFMPEG also supports streaming over a network interface.
In our case, we used UDP/RTP to stream the content over the
network and to notice the loss effect. In order to remotely con-
trol this transcoder a web-service interface which publishes
the transcoding service has been deployed.
The Analyzer Client is a Java application that realizes re-
quests to the transcoding web-service and receives the stream-
ing sent by the server. Once it receives the coded video re-
source, it decodes the video and analyzes its perceptual qual-
ity. The decoding process is done using the FFMPEG frame-
work too. It is mandatory that the client gets the original re-
source in raw format to allow the analyzer module to perform
the resource analysis. The Controlled Network consists on
a PC running the DummyNet [18] network emulator, which
permits to emulate networks with a specific bandwidth and
Packet Loss Rate (PLR). The analyzed codecs, configuration
and input resources are shown in Table 2, 3 and 4 respectively.
It has been chosen these multimedia resources because they
are those used in typical quality assessment studies.
The packet loss rates applied in the video and audio tests
were: 1%, 3%, 5% and 10%. Image analysis considers that if
there is a loss in the transmission, all the image is lost.
Image JPEG, GIF, PNG
Video MPEG-1 video, MPEG-2 video, MPEG-4 part 2,
H.263, H.264, WMV1, WMV2
Audio MP3, AAC, AC3, Vorbis
Table 2. Tested codecs (AMs)
Video Audio
Bitrate: 1024kbps Bitrate: 128kbps
Frame rate: 25fps Sampling frequency: 44100Hz
GoP size: 12 Bits/sample: 16bits
Quantification scale variation: Coding quality parameter: default codec
Table 3. Configuration parameters
6. RESULTS
Results shown in Figure 4 are focused on audio because all
the mentioned metrics can be used in audio analysis (Table 1)
and also due to space limitations. A deeper insight on results
can be found in [16].
From the PEAQ scoring results it can be concluded that
the best audio codec in terms of quality is AC3, followed by
AAC. However, in terms of compression ratio the best one is
Vorbis, although it is the worst in terms of quality. Thus, if the
score parameter is considered, the best scored one is the AC3
codec. The scoring function allows to order different imple-
mentations of a specific function, this case a transcoding ser-
vice implemented by different codecs, in order to determine
which is the best one. Moreover, the use of SSIM for audio
quality assessment is still being studied [13].
7. CONCLUSIONS
Notice that this research wants to take special relevance for
Future Internet network architectures, which can be used in
the development of distributed real-time systems, and will
permit the allocation of network services according to each
situation and not in a monolithic way. Thus, services must be
allocated all along the route, executing just the desired ser-
vice at each hop, section of hops or end-to-end. Hence, this
research should help to pave the way to highly flexible net-
works, by efficiently applying service oriented approach to
networking, resource optimization and service composition.
Concretely, we only present a proof of concept of the pro-
posed framework, where we particularize a general expres-
sion for scoring services in the case of selecting a multimedia
codec taking into consideration quality assessment metrics.
However, it is important to notice that other parameters can
be added to the scoring function. Additionally, each AS can
propose a specific scoring function in order to select the best
AM that is able to provide it. The scoring of an AMs can be
done by each node in the network or, if the profile information
for all the nodes is available in the network, it can be done by
Image Lena
Video Foreman
Audio Vocal quartet, Instrument flute
Table 4. Tested resources
Fig. 4. Testbed results
specific external nodes that can carry out this task. Current
services using these techniques will be able to adapt content
taking into account the context of users intrinsically.
Moreover, the study presented here introduces a way of
enabling context-aware communications in the context of Fu-
ture Internet architectures based on services. Thanks to these
architectures new functionalities can be added in an easy and
flexible way, allowing the proliferation of new applications
while adapting architectures to past, present and newcom-
ing requirements. Regarding to streaming services, advanced
video coding techniques such as MDC (Multiple Description
Coding), SVC (Scalable Video Coding) or MVC (Multiview
Video Coding) for next 3D formats could be placed in the net-
work, and instantiated only if required, to enable transparent
media aware networks and save network resources consump-
tion.
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