The paper presents an algorithm, written in PROLOG, for processing English sentences which contain either Gapping, Right Node Raising (RNR) or Reduced Conjunction (RC).
(McCord 80) proposes a "more straightforward and more controllable" way of parsing sentences like (I) within a Slot Grammar framework.
He treats "drove his car through and completely demolished" as a conjoined VP, which doesn't seem quite valid. (Boguraev 83) suggests that when "and" is encountered, a new ATN arc be dynamlcally constructed which seeks to recognise a right hand constituent categorlally similar to the left hand one just completed or being currently processed. The problem is that the left-hand conjunct may not be the current or most recent constituent hut the constituent of which that former one is a part. In the first section of the paper, problems raised for Natural Language Processing by Gapping, RNR and RC are investigated. Section 2 gives a grouping of sentences containing coordinate conjunctions.
Finally, the algorithm is described in Section 3.
I GAPPING, RIGHT NODE RAISING AND REDUCED CONJUNCTION

I.I Gapping
Gapping is the case where the verb or the verb together with some other elements in the non-leftmost conjuncts is deleted from a sentence:
(3) Bob saw Bill and Sue [saw] Mary.
(4) Max wants to try to begin to write a novel, and Alex [wants to try to begin to write] a play.
Linguists have described rules for generating Gapping, though none of them has made any effort to formulate a rule for detecting Gapping. (Ross 67b) is the first who suggested a rule for Gapping. The formalisation of the rule is due to (Hankamer 73) :
Gap pl ng NP X A Z and NP X B Z --> NP X A Z and NP B where A and B are nonidentical major constituents*.
(Sag 76) pointed out that there were cases where the left peripheral in the right conjunct might be a non-NP, as in (5) At our house, we play poker, and at Betsy's house, bridge.
It should be noted that the two NPs in the Gapping rule must not be the same, otherwise (7) would be derived from (6) When processing (8), we treat it as a simplex containing a compound object ("Bill and Mary") functioning as a unit ("unit interpretation"), although as a rule we treat sentence containing conjunction as derived from a "complex", a sentence consisting of more than one clause, in this case "Bob saw Bill and Bob saw Mary" ("sentence coordination interpretation").
The reason for analysing (8) as a simplex is first, for the purpose of translation, unit interpretation is adequate (the ambiguity, if any, will be "transferred" to the target language); secondly, it is easier to process.
Another fact worth noticing is that in the above Gapping rule, B in the second conjunct could be anything, but not empty. E.g., the (a)s in the following sentences are Gapping examples, but the (b)s are not: Before trying to draw a rule for detecting * According to the dependency grammar we adopt, we define a major constituent of a given sentence S as a constituent immediately dominated by the main verb of S.
Gapping, we will observe the difference between (12) and (13) As we stated above, (12) is not a case of Gapping; instead, we take "Sue and Mary" as a coordinate NP. Nor is (13) a case of Gapping. (14), however, cannot be treated as phrasal coordination because the PP in the left conjunct ("in Paris") is directly dominated by the main verb so that "Mary" is prevented from being conjoined to "Sue". Now, the Gapping Detecting Rule:
The structure "NPI V A X and NP2 B" where the left conjunct is a complete clause, A and B are major constituents, and X is either NIL or a constituent not dominated by A, is a case of Gapping if (OR (AND (X = NIL) (B = NP)) (AND (V = 3-valency verb)* (OR (B = NP) (B = to NP))) (AND (X /= NP) (X /= NIL)))**
Right Node Raising (RNR)
RNR is the case where the object in the nonrightmost conjunct is missing.
(15) John struck and kicked the boy. (16) Bob looked at and Bill took the jar.
RNR raises less serious problems than Gapping does.
All we need to do is to parse the right conjunct first, then copy the object over to the left conjunct so that a representation for the left clause can be constructed. Then we combine the two to get a representation for the sentence.
Sentences
llke the following may raise difficulty for parsing:
(17) I ate and you drank everything they brought.
(cf. Church 79) (17) can be analysed either as a complex of two full clauses, or RNR, according to whether we treat '~te" as transitive or intransitive.
Reduced Conjunction
Reduced Conjunction is the case where the conjoined surface strings are not well-formed constituents as in (18) John drove his car through and completely demolished a plate glass window.
where the conjoined surface strings "drove his car through" and "completely demolished" are not wellformed constituents.
The problem will not be as * 3-valency verbs are those which can appear in the structure "NP V NP NP', such as "give', "name', "select', 'call', etc. ** Here "/=" means "is not". serious as might have seemed, given our understanding of Gapping and RNR.
After we process the left conjunct, we know that an object is still needed (assuming that "through" is a preposition).
Then we parse the right conjunct, copying over the subject from the left; finally, we copy the object from the right conjunct to the left to complete the left clause.
II GROUPING OF SENTENCES CONTAINING CONJUNCTIONS
We can sort sentences containing conjunctions into three major groups on the basis of the nature of the left-most conjunct: Group A contains sentences whose left-most conjuncts are recognized by the analyser as complete clauses; Group B, the left-most conjuncts are not complete clauses, but contain verbs; and Group C, all the other cases. The following is a detailed grouping with example sentences:
AI. (Gapping) Clause-lnternal ellipsis: (37) The man with the telescope and the woman with the umbrella kicked the ball. (38) Slowly and stealthily, he crept towards his victim.
III THE ALGORITHM
The following algorithm, implemented in PROLOG Version 3.3 (shown here in much abridged form), produces correct syntactlco-semantic representations for all the sentences given in Section 2. We show here some of the essential clauses* of the algorithm: "sentence', "rest sentencel" and "sentence conjunction'. The top-most clause "sentence" parses sentences consisting of one or more conjuncts. In the body of "sentence', we have as sub-goals the disjunction of "noun_phrase" and 'noun phrasel', for getting the sentence subject; the disjunction of "[W], Is verb" and 'verbl', plus 'rest verb', for treating the verb of the sentence; the disjunction of 'rest sentence" and "rest sentence1" for handling The object, preposltlonaT phrases, etc; and finally "sentence conJunctlon', for handling coordinate conjunctlon~
The Gapping, RNR and RC sentences In Section II contain deletions from either left or right conjuncts or both.
Deleted subjects in right conjuncts are handled by 'noun phrasel' in our program; deleted verbs in right conjuncts by 'verbl'. The most difficult deletions to handle (for previous systems) are those from the left conjuncts, ie. the deleted objects of RNR (Group BI) and the deleted preposition objects of RC (Group B2), because when the left conJuncts are being parsed, the deleted parts are not avallabl~ This is dealt with neatly in PROLOG DCG by using logical variables which stand for the deleted parts, are "holes" In the structures built, and get filled later by unification as the parsing proceeds.
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