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ABSTRACT 
Fuzzy reasoning methods are generally classified into two approaches: the direct 
approach and the truth space approach. Set,eral researches on the relationships between 
these approaches haL'e been reported. There has been, howeLrer, no research which 
discusses their utility. The authors haL~e preL, iously proposed four types of fuzzy neural 
networks (FNNs) called Type I, II, III, and IV. The FNNs can identify the fuzzy rules 
and tune the membership functions of fuzzy reasoning automatically, utilizing the 
learning capability of neural networks. Types III and IV, which are based on the truth 
space approach, can acquire linguistic fuzzy rules with the fuzzy cariables in the 
consequences labeled according to their linguistic truth t'alues (LTVs). HoweL~er, the 
expressions aL,ailable for the linguistic labeling are limited, since the L TVs are single- 
tons. This paper presents a new type of FNN based on the truth space approach for 
automatic acquisition of the fuzzy rules with linguistic hedges. The new FNN, called 
Type V, has the L TVs defined by fuzzy sets for fuzzy rules and can express the identified 
fuzzy rules linguistically using the fuzzy t~ariables in the consequences with finguistic 
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hedges. Two simulations are done for demonstrating the feasibility of the new method. 
The results show that the truth space approach makes the fuzz)' rules easy to under- 
stand. 
KEYWORDS:  fuzzy neural network, truth space approach, automatic acqui- 
sition, linguistic hedges, back-propagation algorithm, fuzzy modeling, fuzzy 
control 
1. INTRODUCTION 
Fuzzy reasoning methods are generally classified into two approaches: 
the direct approach and the truth space approach. The direct approach, 
proposed by Zadeh [1], considers the fuzzy rule as a fuzzy relation, and the 
inferred value is calculated using the compositional rule of inference. The 
truth space approaches, proposed by Baldwin [2], Tsukamoto [3], and 
Mizumoto [4], evaluate the truth value of the fuzzy rule as well as those of 
the propositions in the antecedents and the consequences, and obtain the 
inferred value through the truth space. Several researches on the relation- 
ships between the direct approach and the truth space approaches have 
been reported [5-7]. These researches show that the two approaches have 
the same mathematical functions. There has been, however, no research 
which discusses their utility. Tsukamoto's inference method, in contrast 
with Baldwin's and Mizumoto's, has the distinguishing feature that the 
fuzzy rule can be tuned and understood easily using its linguistic truth 
value (LTV). Although Murakami et al. presented a simplified version of 
Tsukamoto's truth space approach for the speed control of an automobile 
[8], the method does not utilize the merit of that approach, since the LTVs 
of all the fuzzy rules are fixed. 
The authors have presented four types of fuzzy neural networks (FNNs), 
called type I, II, III, and IV, which realize four different types of fuzzy 
reasoning with nonfuzzy inputs and outputs using neural networks (NNs) 
[9-16]. The  FNNs can identify the fuzzy rules and tune the membership 
functions of the fuzzy reasoning automatically, utilizing the learning capa- 
bility of NNs. Among the four types of FNNs, the type I and lI are based 
on the direct approach. The type I FNN realizes the simplified fuzzy 
reasoning, and the type II FNN realizes Takagi and Sugeno's fuzzy 
reasoning. The consequences of the type I are expressed by singletons, and 
those of the type II are described with first-order linear equations. There 
have also been many research studies on the learning fuzzy inference 
systems with the direct approach [17-31]. On the other hand, the type III 
and IV FNNs are based on the truth space approach, and no similar 
method has been proposed. The configuration of the type IV FNN is 
derived from a simplification of that of the type III. Both of them make 
the LTVs of the fuzzy rules variable in the same way as Tsukamoto's 
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inference method and can acquire the linguistic fuzzy rules with the fuzzy 
variables in the consequences labeled according to their LTVs [14, 16]. 
However, expressions available for the linguistic labeling are limited, since 
the LTVs are singletons. 
This paper presents a new type of FNN based on the truth space 
approach for automatic acquisition of the fuzzy rules with linguistic hedges. 
The new FNN, called type V, has the LTVs defined by fuzzy sets instead of 
singletons for fuzzy rules in the inference method of the type IV and can 
express the identified fuzzy rules linguistically using the fuzzy variables in 
the consequences with linguistic hedges. Two simulations are done for 
demonstrating the feasibility of the new method. One is a fuzzy modeling 
of a nonlinear system to compare the type V with the other types of FNNs 
and the methods in [17-20]. The other is a fuzzy control for a first-order 
system with dead time using type V with expert's manipulating data. The 
results show that the truth space approach makes the fuzzy rules easy to 
understand. 
2. FUZZY NEURAL NETWORK BASED ON THE TRUTH SPACE 
APPROACH 
The FNNs previously proposed by the authors are the multilayered 
back-propagation (BP) models of which the structures are designed to 
realize the processes of fuzzy reasoning and to make the connection 
weights of the networks correspond to the parameters of the fuzzy reason- 
ing. Through learning with the BP algorithm [32], the FNNs can identify 
the fuzzy rules and tune the membership functions of the fuzzy reasoning 
automatically. The new type of FNN presented in this paper also has these 
features. 
Figure 1 shows the configuration of the new FNN called type V. The 
figure shows the case where the FNN has two inputs (x~, x2), one output 
(y*), three membership functions in each antecedent, and nine fuzzy rules. 
The circles and the squares in the figure represent he units of the 
network, we, wg, w r, w~, w', Wg, 1, and -1  between the units denote the 
connection weights. The type V FNN shown in Figure 1 realizes the 
following fuzzy reasoning: 
R i : (If x 1 is Ai, 1 and x 2 is Ai2 2 then y is B) is ~-m(t) 
( i= l ,2 , . . . ,nR ;  1 <_ij <_ mj ,  j=  l ,2 ) ,  (1) 
P-i 
t.Li = A i l I (X l )A i22(X2)  , ~L i - ~ nR , (2) 
k=l ~k 
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Figure 1. Fuzzy neural network (Type V). 
i=1  
(3) 
y* = B ~(~'), (4) 
where R i is the ith fuzzy rule, Mi ,  l and Ai~ 2 are the fuzzy variables in 
the antecedents, B is the fuzzy variable in the consequences, ~-t~,(t) is the 
LTV of R i expressed by a fuzzy set whose universe of discourse is the 
numerical truth value t in [0, 1], n R is the number  of fuzzy rules, mj is the 
number  of membership  functions in the antecedent of x/, /z i is the truth 
value of the antecedent of R i, /2 i is the normalized value of P-i, P.' is the 
truth value of the consequence, r/~)(/3, i) is the inverse function of ~-~,(t), 
y* is the inferred value, and B I( /x')  is the inverse function of the 
membership  function in the consequences B(y) .  In the case of Figure 1, 
n R = 9 and m I = m 2 - -  3. Figure 2 shows the LTV of the fuzzy rule ~-R,(t) 
in (1) defined as 
(,) r 
r~c( t ) _  _ = - 
F 
(5) 
where r is in the range (0, 1] and r '  in (0, ~). The LTV rs , ( t )  corresponds 
to the well-known LTVs according to the values of r and r ' ;  for example, 
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' / /  
0 ~ ' 
0 r 1 
Figure 2. Linguistic truth value of fuzzy rule. 
rR,(t) ='true '  when r = r '  = 1 and rR,(t)='very true' when r = 1 and 
r '  = 2. The type V FNN identifies the fuzzy rules using this rw(t). 
The configuration of the type V FNN can be divided into the antecedent 
part and the consequence part according to the process of fuzzy reasoning 
in the same way as the other types of FNNs. The antecedent part which is 
common to all the FNNs consists of layers (A)-(E). The grades of the 
membership functions in the antecedents are calculated in layers (A)-(D). 
The square units with a symbol 1 are the bias units with outputs of unity. 
The outputs of the units with a symbol £ are the sums of their inputs, and 
the units with a symbol f have sigmoid functions for their inner functions. 
The units without any symbol just deliver their inputs to the succeeding 
layers. From the network shown in Figure 1, the outputs O (c) of the units 
in layer (C) are expressed as 
O (c) = (6) 
1 + exp{-wg(xj  + wc) } " 
The connection weights w C and wg are the parameters which determine 
the central positions and the gradients of the sigmoid functions, respec- 
tively. By appropriately initializing the connection weights, the member- 
ship functions in the antecedents A11(xj), A2i(xj), and A3j(xs) can be 
allocated on the universe of discourse as shown in Figure 3. The pseudo- 
trapezoidal membership function A2j(x j) is composed by using two sig- 
moid functions as illustrated in Figure 4. The sigmoid functions are shown 
by the dashed lines in the figure, and the two functions have opposite 
signs. The truth values of the antecedents of the fuzzy rules are obtained 
as the outputs of the units in layer (E). The outputs of the units with a 
254 S. Horikawa, T. Furuhashi, and Y. Uchikawa 
A,,(x,) A2j(xj) Aas(xi) 
0.5 
0 
rain(x,) max(xa ) 
Figure 3. Membership functions in antecedent. 
symbol 1~I are the normalized products of their inputs. Since the inputs of 
the units in layer (E) are the grades of the membership functions in the 
antecedents, the normalized truth values of the antecedents /2i in (2) are 
calculated in layer (E). 
The consequence part of the type V FNN consists of layers (E)-(I). 
The truth value of the consequence is calculated in layers (E)-(H). From 
the definition of the LTVs of the fuzzy rules rR~(t) in (5), the calculation 
of the truth value of the consequence /x' in (3) can be rewritten as 
,'7 R 
~'= ~ rh]/r' (7) 
i - I  
The input-output relationships of the units with a symbol r in layer (G) 
are given by 
0 (c') = I ¢, (8) 
where O (G) are the outputs of the units in layer (G), and I and qb 
correspond to the normalized truth values of the antecedents ~i and the 
connection weights w~ in the network shown in Figure 1, respectively. 
The output of the unit in layer (H) is the sum of the products of O (G) 
0 . :=  . . . . . . . . .  . xj 
x 
-1 '" . . . .  
Figure 4. Composition of membership function A 2j(xj). 
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and the connection weights w r. The output is /~', with w r and w~ represent- 
ing the parameters r and 1/ r '  in (7), respectively. The inverse function of 
the membership function in the consequences B- l (/z') in (4) is realized in 
layers (H)-(I) as follows: 
'/.t' + ' B - l ( / z  ') =y  = wg w,. (9) 
The membership function in the consequences B(y)  is expressed as 
y - w~ 
B(  y )  = tx' - (10) 
B(y)  is the linear function as shown in Figure 5, and the position where 
B(y)  = 0 and the gradient of B(y)  are determined by the connection 
weights w[ and w'~, respectively. The inferred value y* in (4) is obtained as 
the output of the unit in layer (I). Thus, the FNN shown in Figure 1 
realizes the fuzzy reasoning in (1)-(4). 
The truth space approach of fuzzy reasoning derives the inferred value 
through the truth space as follows: 
(i) Calculate the LTV of the proposition in the antecedent ~'A for the 
input using the converse of the truth qualification. 
(ii) Compute the LTV of the proposition in the consequence ~-B from 
T~ and the LTV of the fuzzy rule r R. 
(iii) Obtain the inferred value by the truth qualification of rl~. 
The LTVs T A, r e, and r R in this process are the fuzzy sets whose universe 
of discourse is the numerical truth value, and r A and r e are expressed by 
singletons when the input and the output are nonfuzzy values. In the 
simplified method of Tsukamoto's truth space approach in [8], r A in (i) is 
B(y) 
0.5 
0 
min(y) max(y ) 
Figure 5. Membership function in consequence. 
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given by the singleton whose grade is 1 at the truth value in the an- 
tecedent. ~-l~ in (ii) is equal to ~-A from Lukasiewicz's implication, while ~'R 
is made 'absolutely true'. The truth qualification in (iii) is done for each 
fuzzy rule in the case of multiple fuzzy rules, and the inferred value is 
obtained using the center of gravity method in the same way as the direct 
approach. In the truth space approach realized by the type V FNN, the 
LTVs of the fuzzy rules ~-R,(t) are considered to be the images from the 
LTVs of the propositions in the consequences %, to those in the an- 
tecedents 74 ,. The ~-A, correspond to the normalized truth values in the 
antecedents Bs in (2), and the %~ are calculated as 
Tu, - rR,l(Ta), (11) 
where ~-a, and ~'B, are regarded as the numerical truth values. The inferred 
value is obtained by the truth qualification of the sum of ~',. Therefore, 
the type V FNN has a simple configuration whose antecedent part is 
common to all types of the FNNs. 
The type V FNN initializes the membership functions in the antecedents 
so that they divide the universe of discourse at the same interval as shown 
in Figure 3 and tunes them by modifying their parameters wc and w~, with 
the BP algorithm. The membership function in the consequences is also 
initialized as shown in Figure 5 and tuned by modifying the connection 
weights w~ and u~. The initial values of % and w~ are 0.5 and 1, 
respectively. This means that the FNN starts the learning from the condi- 
tion with no fuzzy rules. The learning algorithm of the FNN is described 
well in [10, 13, 16]. 
3. ACQUISITION OF FUZZY RULES WITH LINGUISTIC HEDGES 
The type V FNN identifies the fuzzy rules with the LTVs defined by the 
fuzzy sets as shown in Figure 2. Although the LTVs are not always 
expressed by the linguistic labels of the well-known LTVs such as 'true' 
and ~very true', the fuzzy variables in the consequences of the identified 
fuzzy rules can be interpreted appropriately using predefined linguistic 
hedges for their LTVs. 
In the case where the truth value in the antecedent of the ith fuzzy rule 
#i is much greater than those of the other rules, the inferred value y* is 
given by 
y* ~ B- l ( r~yr ' ) .  (12) 
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Then the membership function in the consequence B(y) can be expressed 
as follows: 
B-'(r~zl/r ' )  = y = wg(r~y r') -}- w~., (13) 
B(y)  = ~i = wu'r  (14) 
This means that B(y)  can be transformed approximately and the fuzzy 
variable in the consequences B can be converted into the appropriate 
labels according to the parameters r and r '  of the LTV by regarding ~/ in 
(14) as the truth value in the consequence p.' in (10). 
When B ='Big '  and r' = 1, for example, B can be changed according to 
the value of r as follows: 
r < 0.125, S: Small, 
0.125 _< r < 0.375, MS: Medium Small, 
0.375 _< r < 0.625, M: Medium, (15) 
(/.625 _< r < 0.875, MB: Medium Big, 
0.875 _< r, B: Big. 
When B ='Posit ive'  and r '  = 1, the fuzzy variables in the consequences of
the identified fuzzy rules can be expressed as 
r < 0.083, NB: Negative Big, 
0.083 _< r < 0.25, NM: Negative Medium, 
0.25 _< r < 0.417, NS: Negative Small, 
0.417 < r < 0.583, ZO: Zero, (16) 
0.583 < r < 0.75, PS: Positive Small, 
0.75 _< r < 0.917, PM: Positive Medium, 
0.917 _< r, PB: Positive Big. 
Figure 6(a) and (b) show the relationships between the values of r and the 
shapes of B(y)  in (15) and (16), respectively. The universe of discourse of 
the membership functions shown in Figure 6(b) is normalized into [ -  1, 1]. 
The linguistic labels in (15) and (16) are named from the values of the 
output y in which the grades of B(y) are high. Furthermore, the linguistic 
hedges can be given to the fuzzy variables according to the value of r '  as 
shown in Figure 6(c). The figure shows the case where B ='Big '  and 
r = 0.75. The fuzzy variables with the linguistic hedges can be obtained as 
follows: 
0 < r '  _< 0.375, (more or less) 2, 
0.375 < r' < 0.75, more or less, (17) 
1.5 _< r '  < 3, very, 
3 < r ' ,  (very) 2. 
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r={ 
1 
0.5 
MS M MB B 
0.25 0.5 0.75 1 
ram(y)  max(t/) 
(a) B='Big '  and r '= l  
NBNM NS ZO PS PM PB 
r=0 0.17 0.33 0.5 0.67 0.83 1 
0.5 
0 'y  
-1  0 1 
(b) B='Posit ive'  and r '= l  
r'=0.25 : (more or less) 2 MB 
r'=0.5 : more or less MB 
,, 
0.5 r '=2 :very MB 
r'=4 :(very) 2MB 
0 
min( , )  max(y)  
(c) B='Big '  and r=0.75 
Figure 6. Linguistic labeling of fuzzy variable in consequencc: (a) B ='Big' and 
r '  = 1, (b) B ='Positive' and r '  = 1, (c) B ='Big'  and r = 0.75. 
The linguistic labeling in (15)-(17) is just an example, and the fuzzy 
variables in the consequences can be labeled appropr iate ly  in any case by 
changing the extent of the values of r and r ' .  This method is not r igorous, 
but is very useful, since the identif ied fuzzy rules can be expressed 
linguistically and understood easily. 
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4. SIMULATIONS 
4.1. Fuzzy Modeling of Nonlinear System 
To examine the feasibility of the new type of FNN based on the truth 
space approach, a fuzzy model ing of a nonl inear  system using the FNN was 
done. The numerical data in [17] were used for this simulation. 
The nonl inear  system to be identified was expressed as 
X 1512 (18) y = (1 +x  °5 +x2 1 + 3 i . 
Table 1 shows 40 pairs of the input-output data obtained from (18) [17]. 
The data 1-20 were used for the identification of the fuzzy model, and the 
data 21-40 were used for its evaluation. The FNN had the configuration of 
three inputs, one output, two membership functions in each antecedent, 
and eight fuzzy rules. It was known that this structure of the FNN, 
especially the number  of the membership functions in the antecedents, was 
best for the system defined by (18) [10, 12, 16]. In the case where the FNN 
had more than two membership functions in each antecedent, the general- 
Table 1. Input -Output  Pairs of Data 
Inputs Output Inputs Output 
No. x 1 x 2 x 3 y No. x I x 2 x 3 y 
1 1 3 1 11.110 21 1 1 5 9.545 
2 1 5 2 6.521 22 1 3 4 6.043 
3 1 1 3 10.190 23 1 5 3 5.724 
4 1 3 4 6.043 24 1 1 2 11.250 
5 1 5 5 5.242 25 1 3 1 11.110 
6 5 1 4 19.020 26 5 5 2 14.360 
7 5 3 3 14.150 27 5 1 3 19.610 
8 5 5 2 14.360 28 5 3 4 13.650 
9 5 1 1 27.420 29 5 5 5 12.430 
10 5 3 2 15.390 30 5 1 4 19.020 
11 1 5 3 5.724 31 1 3 3 6.380 
12 1 1 4 9.766 32 1 5 2 6.521 
13 1 3 5 5.870 33 1 1 1 16.000 
14 1 5 4 5.406 34 1 3 2 7.219 
15 1 1 3 10.190 35 1 5 3 5.724 
16 5 3 2 15.390 36 5 1 4 19.020 
17 5 5 1 19.680 37 5 3 5 13.390 
18 5 1 2 21.060 38 5 5 4 12.680 
19 5 3 3 14.150 39 5 1 3 19.610 
20 5 5 4 12.680 40 5 3 2 15.390 
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ity of the identified fuzzy model always became poor. The two membership 
functions in each antecedent were labeled 'Small' and 'Big'. The member- 
ship function in the consequences was labeled 'Big'. The learning rates of 
the connection weights w C, Wg, w r, w~, w~, and wg [13, 16] were set at 0.05, 
0.05, 0.02, 0.1, 0.0001, and 0.0005, respectively. In a learning cycle, each of 
the data 1-20 was sequentially fed to the FNN once. The precision of the 
identified fuzzy model was evaluated with the following criterion: 
1 l y i  - y*r  
J = ~ __,~ - -Y i  × 100%, (19) 
where y, was the output of the ith datum shown in Table 1, and y,* was 
the inferred value of the FNN for y~. 
Table 2 shows the precision of the proposed FNN after the 100 learning 
cycles. The precision of the fuzzy models acquired by the other types of 
FNNs [16], Kang and Sugeno's fuzzy modeling method [17], NN driven 
fuzzy reasoning [18], the self-tuning method of fuzzy reasoning [19], and 
fuzzy rule structured NN [20] are also listed in the table. The errors J1 in 
the table were obtained with the data for identification, and the errors J2 
were obtained with the data for evaluation. The identified fuzzy model 
with the type V FNN had superior precision to that with the type I and the 
same level of precision as those with the type II, III, and IV, although J2 
of the type V FNN was inferior only to that of the type IV. Table 2 also 
shows that the five types of FNNs could acquire the fuzzy models with 
higher precision than the methods in [17-20]. Figure 7 shows the member- 
ship functions before learning (dashed line) and after learning (solid line). 
The membership functions in the antecedents were tuned appropriately 
Table 2. Precision of Identified Fuzzy Models 
Methods Jl (%) J2 (%) 
Proposed FNN 
Other types of FNNs [16] 
Kang and Sugeno's fuzzy 
modeling method [17] 
NN driven fuzzy reasoning [18] 
Self-tuning method of fuzzy reasoning [19] 
Fuzzy rule structured NN [20] 
type V 
Type I 
Type I1 
Type III 
Type IV 
Model I 
Model II 
0.23 0.79 
0.66 1.06 
0.23 0.68 
0.31 0.68 
0.31 0.42 
1.5 2.1 
1.l 3.6 
0.47 4.79 
0.38 5.1 
0.453 4.57 
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Figure 7. Membership functions of identified fuzzy model. 
according to the characteristics of their inputs in (18) [33]. The shape of 
the membership function in the consequences hardly changed through the 
learning, since it had little influence on the input-output relationships 
realized by the FNN. Table 3 shows the fuzzy rules of the identified 
models. The fuzzy rules are expressed by the actual parameters of their 
LTVs in Table 3(a), and the fuzzy variables in the consequences converted 
with (15) and (17) in Table 3(b). Although only the linguistic hedge 'more 
or less' is used in Table 3(b), the fuzzy rules in the table not only realize 
good precision but also are very easy to understand and express the 
characteristics of the system very well. 
4.2. Fuzzy Control for First-Order System with Dead Time 
A simulation to obtain a fuzzy controller for a first-order system with 
dead time from an expert's manipulating data using the proposed FNN was 
also done. 
Figure 8 shows the fuzzy control system used for this simulation. The 
time constant and the dead time of the controlled object were 100 and 10, 
respectively, normalized by the sampling time. The fuzzy controller eal- 
ized by the FNN had a configuration of two inputs, one output, seven 
membership functions in each antecedent, and forty-nine fuzzy rules. In 
the case where the controller had less than seven membership functions in 
each antecedent, it was very difficult to acquire good responses of the fuzzy 
control system [15]. The inputs of the controller were the error (e) of the 
output of the controlled object y from the desired value r and the change 
of the error (Ae). The output of the controller was the change (Au) of the 
manipulated variable u. The quantities e, Ae, and Au were calculated as 
follows: 
ek  = rk - -  Yk ,  (20) 
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Table 3. Fuzzy Rules of Identified Fuzzy Model 
X 1 
(a) Actual parameters ofLTVs 
Antecedents Consequences 
x2 x3 "rl~(t) 
Small Small Small (t/0.43) TM 
Small Small Big (t/0.20) °71 
Small Big Small (t/0.26) °65 
Small Big Big (t/0.0]) °'74 
Big Small Small (t/1.00) o.92 
Big Small Big (t/0.61)°89 
Big Big Small (t/0.66) °89 
Big Big Big (t/0.33) °'~ 
(b) Converted fuzzy variables in consequences 
Antecedents  Consequences  
x I y 2 x 3 y 
Small Small Small Medium 
Small Small Big more or less Medium Small 
Small Big Small more or less Medium Small 
Small Big Big more or less Small 
Big Small Small Big 
Big Small Big Medium 
Big Big Small Medium Big 
Big Big Big Medium Small 
Aek = ek -- ek 1, (21) 
AUk = Uk -- /~k 1' (22) 
where k and k - 1 denote the sequence of events. The seven membership 
functions in each antecedent were labeled 'NB', 'NM', 'NS', 'ZO', 'PS', 
'PM', and 'PB'. The membership function in the consequences was labeled 
'Positive'. 
An expert gave the manipulated variable to the controlled object to 
meet the desired value, which changed from 0 to 0.2, 0.4, 0.6, or 0.8 at 
desired 
value 
F 
change of 
manipulated manipulated 
er ror  V variable affable output 
e , ~ S u  ~ 7 - ~  [controlled object] ; 
Ae f i ~ I . . . . .  I [ l+lOOs ] [ 
I c Te or / 
Figure 8. Fuzzy control system. 
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(a) Manipulated Variable 
0.8 .. . . . . . . . . . . . . . .  
~0.6 
~0.4 
0.2 
0 
0 100 200 
, time 
300 
(b) Output 
Figure 9. Expert's manipulating data: (a) manipulated variable, (b) output. 
k = 0, as shown in Figure 9. Figure 9(a) and (b) show the waveforms of the 
manipulated variables and the corresponding outputs of the controlled 
object, respectively. In the figure, the manipulated variables went quickly 
up to the limit at first and quickly down to the appropriate values when the 
outputs of the controlled object came near to the desired values. The 
responses of the controlled object were fairly good, without any overshoot. 
From these waveforms, 160 pairs of the input and output data were 
obtained for the learning of the FNN. The data for the negative desired 
values were made by reversing the signs of the acquired data opposite. 
Therefore, 320 pairs of data were used for the learning. Each pair was 
randomly fed to the FNN once in a learning cycle. The learning rates of 
the connection weights we, wg, Wr, and w" were set at 0.2, 0.1, 1, and 10, 
respectively. Those of w" and w~ were set at zero, and the membership 
function in the consequences was not tuned in this simulation. 
Figure 10 shows the actual responses of the control system using the 
FNN as the fuzzy controller after 100 learning cycles. Figure 10(a) shows 
the cases for which the FNN was specifically trained, while Figure 10(b) 
shows the cases for which the FNN was not specifically trained. The FNN 
realized good responses to the unknown desired values as well as to the 
known desired values. The membership functions in the antecedents 
before learning and after learning are shown in Figure 11(a) and (b), 
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Figure 10. Simulation results: (a) responses to known desired values, (b) responses 
to unknown desired values. 
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Figure 11. Membership functions in antecedents of identified fuzzy controller: (a) 
before learning, (b) after learning. 
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Figure 12, Membership function in consequences of identified fuzzy controller. 
respectively, and that in the consequences i shown in F igure 12. In this 
simulation, the membersh ip  functions in the antecedents were modif ied 
very little through the learning. Table 4 shows the fuzzy rules of the 
identif ied fuzzy control ler  in the same way as Table 3. Table 4(b) was 
derived with (16) and (17), and 'm/ l '  and 'v '  in the table mean the 
linguistic hedges 'more  or less' and 'very',  respectively. In Table 4(b), it is 
easy to understand that the FNN obta ined the expert 's control  rules with 
Table 4. Fuzzy Rules of Identi f ied Fuzzy Contro l ler  
(a) Actual parameters of LTVs 
Ae 
e NB NM NS ZO PS PM PB 
NB (t/0.5) TM (t/0.5) TM (t/0.5) TM (t/O.O) °'~ 
NM (t/0.5) TM (t/0.5) TM (t/0.5) °'9 (t/O.O) °'7 
NS (t/0.5) 1"1 (t/0.6) 2"2 (t/0.5) 1"2 (t/O.O) °'e' 
ZO (t/0.2) °8 (t/0.3) TM (t/0.4) °9 (t/0.4) °~ 
PS (t/0.6) °'6 (t/0.5) L3 (t/0.4) 13 (t/0.9) 2"° 
PM (t/0.5) TM (t/0.5) TM (t/0.5) TM (t/0.6) 33 
PB (t/0.5) TM (t/0.5) TM (t/0.5) 1° (t/1.0) TM 
(t/0.5) TM (t/0.5) TM ( t /0 .5)  TM 
(t/0.5) °'9 (t/0.5) TM (t/0.5) TM 
(t/0.5) °'9 (t/0.6) °'7 (t/0.4) °'° 
(t/0.6) 1"6 (t/0.6) °7 (t/0.9) 14 
(t/0.5) °'9 (t/0.5) °'9 (t/0.5) °~ 
(t/0.5) I° (t/0.5) TM (t/0.5) TM 
(t/0.5) TM (t/0.5) TM (t/0.5) H) 
(b) Converted fuzzy variables in consequences 
Ae 
e NB NM NS ZO PS PM PB 
NB ZO ZO ZO NB ZO ZO ZO 
NM ZO ZO ZO m/1 NB ZO ZO ZO 
NS ZO v ZO ZO NB ZO m/ l  PS (m/ l )  2 NS 
ZO NM NS ZO ZO v ZO m/1 ZO PM 
PS m/1 PS ZO ZO v PB ZO ZO ZO 
PM ZO ZO ZO v 2 PS ZO ZO ZO 
PB ZO ZO ZO PB ZO ZO ZO 
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which the manipulated variable was increased when the error was big, and 
decreased when the error was nearly zero. 
5. CONCLUSION 
This paper has presented a new type of FNN, called type V, based on 
the truth space approach for automatic acquisition of fuzzy rules with 
linguistic hedges. The feasibility of the type V FNN was examined by two 
simulations of fuzzy modeling and fuzzy control. 
Research studies on the fuzzy neural systems with the truth space 
approach have been very few. The results in this paper show that the truth 
space approach has special utility in human-computer  interactions. 
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