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Abstract
We establish theoretical recovery guarantees of a family of Riemannian optimization algo-
rithms for low rank matrix recovery, which is about recovering an m × n rank r matrix from
p < mn number of linear measurements. The algorithms are first interpreted as iterative hard
thresholding algorithms with subspace projections. Based on this connection, we show that
provided the restricted isometry constant R3r of the sensing operator is less than Cκ/
√
r, the
Riemannian gradient descent algorithm and a restarted variant of the Riemannian conjugate
gradient algorithm are guaranteed to converge linearly to the underlying rank r matrix if they
are initialized by one step hard thresholding. Empirical evaluation shows that the algorithms are
able to recover a low rank matrix from nearly the minimum number of measurements necessary.
Keywords. Matrix recovery, low rank matrix manifold, Riemannian optimization, gradient
descent and conjugate gradient descent methods, restricted isometry constant
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1 Introduction
Many applications of interest require acquisition of very high dimensional data which can be pro-
hibitively expensive if no simple structures of the data are known. In contrast, data with an inherent
low dimensional structure can be acquired more efficiently by exploring the simplicity of the un-
derlying structure. For instance, in compressed sensing [23, 19, 13], a high dimensional vector of
length n with only a few nonzero entries can be encoded by p < n linear measurements, where p is
essentially determined by the number of nonzero entries. Moreover, the vector can be reconstructed
from the measurements by computationally efficient algorithms. Another natural representation of
data is matrix which can be imposed other different simple structures in addition to few nonzero
entries. A particularly interesting notion of matrix simplicity is low rank.
Low rank matrices can be used to model datasets from a wide range of applications, such as
model reduction [39], pattern recognition [24], and machine learning [4, 5]. In this paper, we are
interested in the problem of recovering a low rank matrix from a set of linear measurements. Let
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X ∈ Rm×n and assume rank(X) = r < min(m,n). Let A (·) : Rm×n → Rp be a linear map from
m× n matrices to p dimensional vectors of the form
A (Z)ℓ = 〈Aℓ, Z〉 , ℓ = 1, · · · , p. (1)
We take p < mn linear measurements of X via y = A(X). To recover the low rank matrix X
from the measurement vector y, it is natural to seek the lowest rank matrix consistent with the
measurements by solving a rank minimization problem
min rank(Z) subject to A(Z) = y. (2)
There are two typical sensing operators. One is dense sensing, where each Aℓ is a dense matrix, for
example, a Gaussian random matrix. The other one is entry sensing with the sensing matrices Aℓ
only having one nonzero entry equal to one, which corresponds to measuring the entries of a matrix
directly. When a subset of the matrix entries are directly measured, seeking a low rank matrix
consistent with the known entries is typically referred to as matrix completion [18]. Recovering a
low rank matrix when each sensing matrix is dense is usually referred to as low rank matrix recovery
[17]. This paper investigates recovery guarantees of the Riemannian optimization algorithms for
low rank matrix recovery.
Notice that (2) is a non-convex optimization problem and computationally intractable. One of
the well studied approaches is to replace the rank objective in (2) with its nearest convex relaxation,
the nuclear norm of matrices which is the sum of the singular values, and then solve the following
nuclear norm minimization problem
min ‖Z‖∗ subject to A(Z) = y. (3)
The equivalence of solutions between (2) and (3) for low rank matrix recovery can be established
in terms of the restricted isometry constant of the sensing operator which was first introduced in
[20] for compressed sensing and subsequently extended to low rank matrix recovery in [48].
Definition 1.1 (Restricted Isometry Constant (RIC) [48]). Let A(·) be a linear operator from
m× n matrices to vectors of length p. For any integer 0 < r ≤ min(m,n), the restricted isometry
constant, Rr, is defined as the smallest number such that
(1−Rr) ‖Z‖2F ≤ ‖A (Z)‖22 ≤ (1 +Rr) ‖Z‖2F (4)
holds for all the matrices Z of rank at most r.
It has been proven that if the RIC of A (·) with rank 5r is less than a small constant, nuclear
norm minization (3) is guaranteed to recover any measured rank r matrix [48]. Furthermore,
this condition can be satisfied with overwhelmingly high probability for a large family of random
measurement matrices, for example the normalized Gaussian and Bernoulli matrices, provided
p ≥ C ·(m+n−r)r logα (max (m,n)) for some numerical constants C > 0, α ≥ 0 [48, 17]. However,
for the entry sensing operator, it cannot have a small RIC for any r > 0, and more quantitative and
probabilistic sampling complexity has been established for (3) based on the notion of incoherence
[18, 21, 47, 28].
Nuclear norm minimization is amenable to detailed analysis [48, 18, 21, 47, 28, 49, 46, 33, 3].
However, finding the solution to (3) by the interior-point methods needs to solve systems of linear
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equations to compute the Newton direction in each iteration, which limits its applicability for large
m and n. First-order methods for solving (3) usually invoke the singular value thresholding [11].
Alternative to convex relaxation, there have been many algorithms which are designed to target (2)
directly, including iterative hard thresholding [7, 30, 37, 52], alternating minimization [29, 59, 53] ,
and Riemannian optimization [55, 44, 40, 41, 42, 12]. In this paper, we study a family of Riemannian
optimization algorithms on the embedded manifold of rank r matrices. We first establish their
connections with iterative hard thresholding algorithms. Then we prove local convergence of the
Riemannian gradient descent algorithm in terms of the restricted isometry constant of the sensing
operator. As a result, the algorithm is guaranteed to converge linearly to the measured low rank
matrix if it is initialized by one step hard thresholding. For the Riemannian conjugate gradient
descent algorithm, we introduce a restarted variant for which a similar recovery guarantee can be
established while the computational efficiency is maintained.
The rest of this paper is organized as follows. In Sec. 2, we briefly review iterative hard thresh-
olding algorithms for low rank matrix recovery and show their connections with the Riemannian
optimization algorithms on the embedded manifold of low rank matrices. Then we present the main
results of this paper. In Sec. 3, empirical results are presented, which demonstrate the efficiency of
the Riemannian optimization algorithms for matrix recovery. Section 4 presents the proofs of the
main results and Sec. 5 concludes the paper with future research directions.
2 Algorithms and Main Results
2.1 Iterative Hard Thresholding and Riemannian Optimization
Iterative hard thresholding is a family of simple yet efficient algorithms for compressed sensing
[9, 10, 7, 8] and low rank matrix recovery [7, 30, 37, 52]. The simplest iterative hard thresholding
algorithm for matrix recovery is the normalized iterative hard thresholding (NIHT [52], also known
as SVP [30] or IHT [26] when the stepsize is fixed), see Alg. 1. NIHT applies the projected gradient
descent method to a reformulation of (2)
min
Z∈Rm×n
1
2
‖y −A (Z)‖22 subject to rank(Z) = r. (5)
In each iteration of NIHT, the current estimate Xl is updated along the gradient descent direction
Algorithm 1 Normalized Iterative Hard Thresholding (NIHT [52])
Initilization: X0 and its top r left singular vector space U0
for l = 0, 1, · · · do
1. Gl = A∗ (y −A (Xl))
2. αl =
‖PUl(Gl)‖2F
‖APUl (Gl)‖22
3. Wl = Xl + αlGl
4. Xl+1 = Hr(Wl)
end for
Gl with the locally steepest descent stepsize αl defined as
αl := argmin
α
1
2
‖y −A (Xl + αPUl (Gl))‖2F , (6)
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where PUl = UlU∗l denotes the projection to the left singular vector subspace1 of Xl. Then the
new estimate Xl+1 is obtained by thresholding Wl to the set of rank r matrices. In Alg. 1, Hr(·)
denotes the hard thresholding operator which first computes the singular value decomposition of a
matrix and then sets all but the r largest singular values to zero
Hr(Z) := UΣrV ∗ where Σr(i, i) :=
{
Σ(i, i) i ≤ r
0 i > r.
(7)
When there are singular values of Z with multiplicity more than one, Hr(Z) can use any one of
the repeated singular values and the corresponding singular vectors. In this case, it still returns
the best (though not unique) rank r approximation of Z in the Frobenius norm.
NIHT has been proven to be able to recover a rank r matrix if the RIC of A(·) satisfies R3r ≤
1/5 [52]. Despite the optimal recovery guarantee of NIHT, it suffers from the slow asymptotic
convergence rate of the gradient descent method. Other sophisticated variants have been designed
to overcome the slow asymptotic convergence rate of NIHT. For example in SVP-Newton [30], a
least square subproblem restricted onto the current iterate subspace is solved in each iteration.
In [7], a family of conjugate gradient iterative hard thresholding (CGIHT) algorithms have been
developed for low rank matrix recovery which combines the fast asymptotic convergence rate of
more sophisticated algorithms and the low per iteration complexity of NIHT, see Alg. 2 for the non
restarted CGIHT.
Algorithm 2 Conjugate Gradient Iterative Hard Thresholding (CGIHT [7])
Initilization: X0 and its top r left singular vector space U0, P−1 = 0
for l = 0, 1, · · · do
1. Gl = A∗ (y −A (Xl))
2. βl = −〈APUl(Gl),APUl (Pl−1)〉‖APUl (Pl−1)‖22
3. Pl = Gl + βlPl−1
4. αl =
〈PUl(Gl),PUl(Pl)〉
‖APUl(Pl)‖22
5. Wl = Xl + αlPl
6. Xl+1 = Hr(Wl)
end for
In each iteration of CGIHT, the current estimate Xl is updated along the search direction Pl with
the locally steepest descent stepsize αl defined in a similar way to (6). The current search direction
Pl is a linear combination of the gradient descent direction and the previous search direction. The
selection of the orthogonalization weight βl in Alg. 2 ensures that Pl is conjugate orthogonal to
the Pl−1 when restricted to the current subspace determined by Ul. It has been proven that a
projected variant of Alg. 2 has the nearly optimal recovery guarantee based on the RIC of the
sensing operator [7].
In NIHT and CGIHT, the current estimate is updated along a line search direction which
departs from the manifold of rank r matrices. The singular value decomposition is required in
each iteration to project the estimate back onto the rank r matrix manifold. The SVD on a full
1The left singular vector subspace of Xl in Algs. 1 and Algs. 2 can be replaced by its right singular vector subspace,
see [52].
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m× n matrix is typically needed as the search direction is a global gradient descent or conjugate
gradient descent direction which does not belong to any particular low dimensional subspace. The
computational complexity of the SVD on an m × n matrix is O(n3) when m is proportional to n
which is computationally expensive. However, if the estimate is updated along a search direction
in a low dimensional subspace, the intermediate matrix Wl may also be a low rank matrix. So it is
possible to work on a matrix of size much smaller than m and n when truncating Wl to its nearest
rank r approximation. The generalized NIHT and CGIHT for low rank matrix recovery [56] are
presented in Algs. 3 and 4 respectively, which explore the idea of projecting the search direction
onto a low dimensional subspace associated with the current estimate.
Algorithm 3 Riemannian Gradient Descent (RGrad)
Initilization: X0
for l = 0, 1, · · · do
1. Gl = A∗ (y −A (Xl))
2. αl =
‖PSl(Gl)‖2F
‖APSl (Gl)‖22
3. Wl = Xl + αlPSl (Gl)
4. Xl+1 = Hr(Wl)
end for
Algorithm 4 Riemannian Conjugate Gradient Descent (RCG)
Initilization: X0, β0 = 0 and P−1 = 0
for l = 0, 1, · · · do
1. Gl = A∗ (y −A (Xl))
2. βl = −〈APSl (Gl),APSl(Pl−1)〉‖APSl (Pl−1)‖22
3. Pl = PSl (Gl) + βlPSl (Pl−1)
4. αl =
〈PSl(Gl),PSl (Pl)〉
‖APSl (Pl)‖22
5. Wl = Xl + αlPl
6. Xl+1 = Hr(Wl)
end for
Compared with NIHT in Alg. 1, the major difference in Alg. 3 is at step 3, where the current
estimate is updated along a projected gradient descent direction rather than the gradient descent
direction. The search stepsize in Alg. 3 is selected to be the steepest descent stepsize along the
projected gradient descent direction. In Alg. 4, the search direction is selected to be an appropriate
linear combination of the projected gradient descent direction and the previous search direction
projected onto the current iterate subspace. As in Alg. 2, the selection of βl in Alg. 4 guarantees
that the new search direction Pl is conjugate orthogonal to the previous search direction Pl−1 when
projected onto the subspace Sl. Motivated by non-linear conjugate gradient method in optimization,
there are other choices for βl [1], including
Fletcher-Reeves βFRl =
‖PSl (Gl)‖2F∥∥PSl−1 (Gl−1)∥∥2F ,
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Polak-Ribie`re βPRl =
〈PSl (Gl) ,PSl (Gl)−PSl (PSl−1 (Gl−1))〉∥∥PSl−1 (Gl−1)∥∥2F , (8)
Polak-Ribie`re+ βPR+l = max{βPRl , 0}.
2.2 Selection of the Subspace Sl
Let Xl be the current rank r estimate in Algs. 3 or 4 and Xl = UlΣlV
∗
l be the reduced singular
value decomposition with Ul ∈ Rm×r, Σ ∈ Rr×r and Vl ∈ Rn×r. If Sl is selected to be the column
space of Xl
Sl =
{
Z ∈ Rm×n : Z = UlR∗ with R ∈ Rn×r
}
, (9)
then the intermediate matrixWl ∈ Sl is already a rank r matrix and Sl remains unchanged during all
the iterations. So no hard thresholding is needed to projectWl to its nearest rank r approximation.
However, if X 6∈ S0, the algorithm will never converge to X, but to a locally optimal solution.
Similar conclusion can be drawn when Sl is selected to be the row space of Xl
Sl =
{
Z ∈ Rm×n : Z = LV ∗l with L ∈ Rm×r
}
. (10)
So it is desirable to use a larger Sl in each iteration so that the subspace can be updated and can
capture more and more information of the underlying low rank matrix. A potential choice is the
direct sum of the column and row subspaces
Sl =
{
Z ∈ Rm×n : Z = UlR∗ + LV ∗l with L ∈ Rm×r, R ∈ Rn×r
}
. (11)
The subspace Sl in (11) turns out to be the tangent space of the smooth manifold of rank r
matrices at the current estimate Xl [55]. It is well known that all the m× n rank r matrices form
a smooth manifold of dimension (m+n− r)r [55], which coincides with the dimension of Sl. With
this subspace selection, Algs. 3 and 4 are indeed the Riemannian gradient descent and conjugate
gradient descent algorithms on the embedded manifold of rank r matrices under the metric of
canonical matrix inner product. The projection of the previous search direction onto the current
tangent subspace, PSlPl−1, corresponds to “vector transport” in Riemannian optimization and
the hard thresholding operator corresponds to a type of “retraction”. The Riemannian conjugate
gradient algorithm for matrix completion developed in [55] can be recovered from Alg. 4 with the
selection of βl being replaced by β
PR+ in (8). For more details about Riemannian optimization,
we refer the reader to [1]. In particular, the differential geometry interpretations of the Riemannian
optimization algorithms on the embedded manifold of low rank matrices can be found in [55].
2.3 SVD of Wl with O(r
3) Complexity
In the sequel, we assume Sl is selected to be the tangent space specified in (11), unless stated
otherwise. So Algs. 3 and 4 are the Riemannian gradient descent and conjugate gradient descent
algorithms. First notice that the matrices in Sl are at most rank 2r. In addition, for any matrix
Z ∈ Rm×n, the projection of Z onto Sl can be computed as
PSl (Z) = UlU∗l Z + ZVlV ∗l − UlU∗l ZVlV ∗l . (12)
In Algs. 3 and 4, the SVD is still required when projecting Wl onto the rank r manifold since it is
not a rank r matrix. However, as Wl is in the low dimensional subspace Sl, the SVD of Wl can be
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computed from the SVD of a smaller size matrix. To see this, notice that the intermediate matrix
Wl in Algs. 3 and 4 has the form
Wl = Xl + PSl (Zl) ,
where Zl = αlGl in Alg. 3 and Zl = αl (Gl + βlPl−1) in Alg. 4. So direct calculation gives
Wl = Xl + PSl (Zl)
= UlΣlV
∗
l + UlU
∗
l Zl + ZlVlV
∗
l − UlU∗l ZlVlV ∗l
= UlΣlV
∗
l + UlU
∗
l ZlVlV
∗
l + UlU
∗
l Zl − UlU∗l ZlVlV ∗l + ZlVlV ∗l − UlU∗l ZlVlV ∗l
= Ul (Σl + U
∗
l ZlVl)V
∗
l + UlU
∗
l Zl (I − VlV ∗l ) + (I − UlU∗l )ZlVlV ∗l
:= Ul (Σl + U
∗
l ZlVl)V
∗
l + UlY
∗
1 + Y2V
∗
l .
Let Y1 = Q1R1 and Y2 = Q2R2 be the QR factorizations of Y1 and Y2 respectively. Then we have
U∗l Q2 = 0, V
∗
l Q1 = 0 and Wl can be rewritten as
Wl = Ul (Σl + U
∗
l ZlVl)V
∗
l + UlR
∗
1Q
∗
1 +Q2R2V
∗
l
=
[
Ul Q2
] [Σl + U∗l ZlVl R∗1
R2 0
] [
V ∗l
Q∗1
]
:=
[
Ul Q2
]
Ml
[
V ∗l
Q∗1
]
,
whereMl is a 2r×2r matrix. Since
[
Ul Q2
]
and
[
Vl Q1
]
are both orthogonal matrices, the SVD
of Wl can be obtained from the SVD of Ml, which can be computed using O(r
3) floating point
operations (flops) instead of O(n3) flops.
2.4 Main Results
We first present recovery guarantee of the Riemannian gradient descent algorithm (Alg. 3) in terms
of the restricted isometry constant of the sensing operator.
Theorem 2.1 (Recovery guarantee of Riemannian gradient descent (Alg. 3) for low rank matrix
recovery). Let A(·) be a linear map from Rm×n to Rp with p < mn, and y = A(X) with rank(X) = r.
Define the following constant
γ =
4R2r + 2R3r
1−R2r +
4R2r
σmin (X)
‖X‖F . (13)
Then provided γ < 1, the iterates of Alg. 3 with initial point X0 = Hr (A∗ (y)) satisfy
‖Xl −X‖F ≤ µl ‖X0 −X‖F , (14)
where µ = γ. In particular, γ < 1 can be satisfied if
R3r ≤ σmin (X)
σmax (X)
· 1
12
√
r
. (15)
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For the Riemannian conjugate gradient descent method, we consider a restarted variant of
Alg. 4. In the restarted Riemannian conjugate gradient descent algorithm, βl is set to zero and
restarting occurs whenever one of the following two conditions is violated
|〈PSl (Gl) ,PSl (Pl−1)〉|
‖PSl (Gl)‖F ‖PSl (Pl−1)‖F
≤ κ1 and ‖PSl (Gl)‖F ≤ κ2 ‖PSl (Pl−1)‖F , (16)
where 0 < κ1 < 1 and κ2 ≥ 1 are numerical constants; otherwise, βl is computed using the formula
in Alg. 4. We want to emphasize that the restarting conditions are introduced not only for the sake
of proof, but also to improve the robustness of the non-linear conjugate gradient method [45, 55].
The first condition guarantees that the residual should be substantially orthogonal to the previous
search direction when projected onto the current iterate subspace so that the new search direction
can be sufficiently gradient related. In the classical conjugate gradient method for least square
systems, the current residual is exactly orthogonal to the previous search direction. The second
condition implies that the current residual cannot be too large when compared with the projection
of the previous search direction which is in turn proportional to the projection of the previous
residual. In our implementations, we take κ1 = 0.1 and κ2 = 1.
Theorem 2.2 (Recovery guarantee of restarted Riemannian conjugate gradient descent (Alg. 4) for
low rank matrix recovery). Let A(·) be a linear map from Rm×n to Rp with p < mn, and y = A(X)
with rank(X) = r. Define the following constants
εα =
R2r
(1−R2r)− κ1(1 +R2r) , εβ =
κ2R2r
1−R2r +
κ1κ2
1−R2r ,
τ1 = 2(R2r +R3r)(1 + εα) + 2εα +
4R2r
σmin (X)
‖X‖F + εβ,
τ2 = 2εβ (1 + εα) (1 +R2r) ,
γ = τ1 + τ2. (17)
Then provided γ < 1, the iterates of the restarted conjugate gradient descent algorithm (Alg. 4
restarting subject to the conditions listed in (16)) with initial point X0 = Hr (A∗ (y)) satisfy
‖Xl −X‖F ≤ µl ‖X0 −X‖F , (18)
where µ = 12
(
τ1 +
√
τ21 + 4τ2
)
< 1. Moreover, when κ1 = κ2 = 0, γ in (17) is equal to that in
(13). On the other hand, we have
lim
R2r ,R3r→0
γ = 3κ1κ2,
So whenever κ1κ2 < 1/3, γ can be less than 1 if the restricted isometry constants R2r and R3r of
the sensing operator are small. In particular, if κ1 = 0.1 and κ2 = 1, a sufficient condition for
γ < 1 is
R3r ≤ σmin (X)
σmax (X)
· 1
25
√
r
. (19)
Remark 1. The RIC conditions in Thms. 2.1 and 2.2 are more stringent than conditions of the
form R3r < c, where c > 0 is a universal numerical constant, but how much stringent is it? Let
us consider a random measurement model which satisfies the concentration inequality (II.2) in
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[17]. Then the proof of Thm. 2.3 in [17] reveals that (15) and (19) will hold with high probability
if the number of measurements is O
(
max(m,n)r log
(
σmax(X)
σmin(X)
√
r
))
, which implies the sampling
complexity is nearly optimal up to a logarithm factor.
Remark 2. As stated previously, the entry sensing operator in matrix completion cannot have a
small RIC for any r > 0. So Thms. 2.1 and 2.2 cannot be applied to justify the success of the
Riemannian gradient descent and conjugate gradient algorithms for matrix completion. Recently,
Wei et al. [58] provided the first recovery guarantees of Algs. 3 and 4 for matrix completion. In
a nutshell, if the number of known entries is O(max(m,n)r2 log2(max(m,n))), Algs. 3 and 4 with
good initial guess are able to recover an incoherent low rank matrix with high probability.
Remark 3. If we first run O(log r) +O(log(σmax(X)/σmin(X))) iterations of Alg. 1 until
2
σmin (X)
‖Xl −X‖F < 1,
and then switch to Alg. 3, we have
4R2r + 2R3r
1−R2r +
2
σmin (X)
‖Xl −X‖F < 1
if R3r < c for a sufficiently small numerical constant c > 0. So it follows from (33) that the sufficient
condition for successful recovery of Alg. 3 can be reduced to R3r < c. Similar initialization scheme
can be applied to Alg. 4. However, this is not advocated as it is difficult to determine the switching
point in practice.
Remark 4. In Sec. 2.2, we have noted that if the subspace Sl is selected to be the column space
or the row space of Xl, Algs. 3 and 4 will not work. Here it is worth pointing out why the
proofs for Thms. 2.1 and 2.2 no longer hold if the tangent space is replaced by either the column
space or the row space of the current iterate. The key to the proofs of Thms. 2.1 and 2.2 is that
‖(I − PSl) (Xl −X)‖F = o (‖Xl −X‖F ). However, if for example Sl is selected to be the column
space of Xl, then
‖(I − PSl) (Xl −X)‖F = ‖(I − PUl)X‖F
= ‖(UU∗ − UlU∗l )X‖F ≤ ‖UU∗ − UlU∗l ‖F ‖X‖2
≤
√
2 ‖Xl −X‖F ‖X‖2
σmin (X)
,
where last inequality follows from Lem. 4.2. This implies ‖(I − PSl) (Xl −X)‖F is no longer a
lower order of ‖Xl −X‖F when Sl is the column space of Xl.
Remark 5. There has been a growing interest in investigating recovery guarantees of fast non-
convex algorithms for both low rank matrix recovery [54, 22, 62, 50, 6, 61, 60, 32] and matrix
completion [58, 35, 36, 51, 34, 32, 31]. We compare the results in Thms. 2.1 and 2.2 with those in
[32, 54] where theoretical guarantees are established for other recovery algorithms using restricted
isometry constant, and indirect comparisons can be made from them. It has been proven in [32]
that if R2r ≤ σ
2
min
(X)
σ2max(X)
· 1100r , alternating minimization initialized by one step hard thresholding is
guaranteed to recover the underlying low rank matrix. This result is similar to recovery guarantees
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in Thms. 2.1 and 2.2 if interpreted in terms of the sampling complexity (see Remark 1). The
gradient descent algorithm based on the product factorization of low rank matrices is shown to be
able to converge linearly to the measured rank r matrix if R6r <
1
10 and the algorithm is initialized
by running (N)IHT for a logarithm number of iterations [54]. Remark 3 shows that this is also true
for the Riemannian gradient descent and conjugate gradient descent algorithms. For theoretical
comparisons between the algorithms discussed in this paper and other algorithms in literature on
matrix completion, we refer the reader to [58].
3 Numerical Experiments
In this section, we present empirical observations of the Riemannian gradient descent and conjugate
gradient descent algorithms. The numerical experiments are conducted on a Mac Pro laptop with
2.5GHz quad-core Intel Core i7 CPUs and 16 GB memory and executed from Matlab 2014b. The
tests presented in this section focus on square matrices as is typical in the literature.
3.1 Empirical Phase Transition
A central question in matrix recovery is that given a triple (m,n, r) how many of measurements
are needed in order for an algorithm to be able to reliably recover a low rank matrix. Though
the theoretical results in Thms. 2.1 and 2.2 can provide sufficient conditions for recovery, they are
typically pessimistic when compared with the empirical observations. In practice, we evaluate the
recover ability of an algorithm in the phase transition framework, which compares the number of
measurements, p, the size of an m × n matrix, mn, and the minimum number of measurements
required to recover a rank r matrix, (m + n − r)r, through the undersampling and oversampling
ratios
δ =
p
mn
, ρ =
(m+ n− r)r
p
. (20)
The phase transition curve separates the (δ, ρ) ∈ [0, 1]2 plane into two regions. For problem
instances with (δ, ρ) below the phase transition curve, the algorithm is observed to be able to
converge to the measured matrix. On the other hand, for problem instances with (δ, ρ) above the
phase transition curve, the algorithm is observed to return a solution that does not match the
measured matrix.
Recall that in matrix recovery a linear operator consists of a number of measurement matrices,
each of which returns a measurement by taking inner product with the measured matrix. Though
the model of entry sensing does not satisfy the RIC condition, the algorithms work equally well for
it. So we conduct tests on the following two representative sensing operators:
• G: each entry of the sensing matrix is sampled from the standard Gaussian distribution
N (0, 1);
• E : a subset of entries of the measured matrix are sampled uniformly at random.
The test rank r matrix X ∈ Rm×n is formed as the product of two random rank r matrices; that
is X = LR, where L ∈ Rm×r and R ∈ Rr×n with L and R having their entries sampled from the
standard Gaussian distribution N (0, 1). In the tests, an algorithm is considered to have successfully
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recovered the rank r matrix X if it returns a matrix Xl which satisfies
‖Xl −X‖F
‖X‖F
≤ 10−2.
We present the empirical phase transition of the Riemannian gradient descent algorithm and the
Riemannian conjugate gradient descent algorithms with and without restarting. In the restarted
Riemannian conjugate gradient algorithm, we set κ1 = 0.1 and κ2 = 1. The tests are conducted
with the undersampling ratio δ = p/mn taking 18 equispaced values from 0.1 to 0.95. For Gaussian
sensing, we conduct tests with m = n = 80 while for entry sensing m = n = 800. For each triple
(m,n, p), we start from a rank r that is sufficiently small so that the algorithm can recover all
the test matrices in ten random tests.2 Then we increase the rank by 1 until it reaches a value
such that the algorithm fails to recover each of the ten test matrices. We refer to the largest rank
that the algorithm succeeds in recovering all the test matrices as rmin, and the smallest rank that
the algorithm fails all the tests as rmax. The values of rmin, rmax and the associated ρmin, ρmax
computed through (20) are listed in Tab. 1 for Gaussian sensing and in Tab. 2 for entry sensing.
Figure 1 presents the average empirical phase transition curves of the tested algorithms on the
(δ, ρ) plane, where we use r = (rmin + rmax)/2 to compute the oversampling ratio ρ.
Table 1: Phase transition table for Gaussian sensing with m = n = 80. For each (m,n, p) with
p = δ ·mn, the algorithm can recover all of the ten random test matrices when r ≤ rmin, but fails
to recover each of the randomly drawn matrices when r ≥ rmax.
RGrad RCG RCG restarted
δ rmin rmax ρmin ρmax rmin rmax ρmin ρmax rmin rmax ρmin ρmax
0.1 3 4 0.74 0.97 3 4 0.74 0.97 3 4 0.74 0.97
0.15 4 6 0.65 0.96 4 6 0.65 0.96 4 6 0.65 0.96
0.2 6 8 0.72 0.95 6 8 0.72 0.95 6 8 0.72 0.95
0.25 8 10 0.76 0.94 8 10 0.76 0.94 8 10 0.76 0.94
0.3 11 12 0.85 0.93 11 13 0.85 1 11 13 0.85 1
0.35 12 15 0.79 0.97 12 15 0.79 0.97 11 15 0.73 0.97
0.4 14 17 0.8 0.95 14 17 0.8 0.95 14 17 0.8 0.95
0.45 17 19 0.84 0.93 17 19 0.84 0.93 17 19 0.84 0.93
0.5 20 22 0.88 0.95 20 22 0.88 0.95 20 22 0.88 0.95
0.55 22 24 0.86 0.93 22 24 0.86 0.93 22 24 0.86 0.93
0.6 25 27 0.88 0.94 26 28 0.91 0.96 26 28 0.91 0.96
0.65 28 30 0.89 0.94 28 32 0.89 0.98 28 32 0.89 0.98
0.7 31 33 0.89 0.94 31 35 0.89 0.98 31 35 0.89 0.98
0.75 34 36 0.89 0.93 35 38 0.91 0.97 35 38 0.91 0.97
0.8 38 40 0.91 0.94 40 42 0.94 0.97 40 42 0.94 0.97
0.85 42 44 0.91 0.94 44 47 0.94 0.98 44 47 0.94 0.98
0.9 47 50 0.92 0.95 50 53 0.95 0.98 50 53 0.95 0.98
0.95 52 54 0.92 0.94 57 61 0.97 0.99 57 61 0.97 0.99
Tables 1, 2 and Fig. 1 show that all the three tested algorithms are able to recover a rank r
matrix from p = C · (m + n − r)r number of measurements with C being slightly larger than 1.
The ability of reconstructing a low rank matrix from nearly the minimum number of measurements
2A larger number of random tests have been conducted for a subset of problems. It was observed that the entries
in Tabs. 1 and 2 didn’t change significantly.
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has been previously reported in [52, 53, 7] for other algorithms on low rank matrix recovery and
matrix completion. To be more precise, Fig. 1 shows that the phase transition curves of RCG
and RCG restarted are almost indistinguishable to each other, which shows the effectiveness of our
restarting conditions. For Gaussian sensing, the phase transition curves of RCG and RCG restarted
are slightly higher than that of RGrad when δ ≥ 0.6, while for entry sensing RGrad has a slightly
higher phase transition curve when δ is small. Despite that, Tabs. 1 and 2 show that their recovery
performance only differs by one or two ranks. The erratic behavior of the phase transition curves
for Gaussian sensing is due to the small value of m = n = 80 and associated large changes in ρ for
a rank one change.
Table 2: Phase transition table for entry sensing with m = n = 800. For each (m,n, p) with
p = δ ·mn, the algorithm can recover all of the ten random test matrices when r ≤ rmin, but failes
to recover each of the randomly drawn matrices when r ≥ rmax.
RGrad RCG RCG restarted
δ rmin rmax ρmin ρmax rmin rmax ρmin ρmax rmin rmax ρmin ρmax
0.1 36 38 0.88 0.93 35 37 0.86 0.9 36 37 0.88 0.9
0.15 55 59 0.89 0.95 55 57 0.89 0.92 55 57 0.89 0.92
0.2 76 78 0.9 0.93 74 77 0.88 0.92 74 77 0.88 0.92
0.25 97 99 0.91 0.93 96 98 0.9 0.92 96 98 0.9 0.92
0.3 119 121 0.92 0.93 117 119 0.9 0.92 117 119 0.9 0.92
0.35 142 143 0.92 0.93 140 142 0.91 0.92 140 142 0.91 0.92
0.4 166 167 0.93 0.93 163 166 0.91 0.93 163 166 0.91 0.93
0.45 190 192 0.93 0.94 188 191 0.92 0.93 188 191 0.92 0.93
0.5 217 219 0.94 0.95 214 217 0.93 0.94 214 217 0.93 0.94
0.55 244 248 0.94 0.95 242 246 0.93 0.95 242 245 0.93 0.94
0.6 274 276 0.95 0.95 272 274 0.94 0.95 272 274 0.94 0.95
0.65 306 308 0.95 0.96 302 306 0.94 0.95 304 306 0.95 0.95
0.7 340 343 0.96 0.96 338 340 0.95 0.96 338 340 0.95 0.96
0.75 378 380 0.96 0.97 374 378 0.96 0.96 374 378 0.96 0.96
0.8 418 422 0.96 0.97 416 420 0.96 0.97 416 420 0.96 0.97
0.85 466 470 0.97 0.98 464 468 0.97 0.97 464 468 0.97 0.97
0.9 524 527 0.98 0.98 522 526 0.98 0.98 522 526 0.98 0.98
0.95 600 604 0.99 0.99 600 604 0.99 0.99 600 604 0.99 0.99
3.2 Computation Time
Many algorithms have been designed for the matrix recovery problem, for example [7, 30, 37,
52, 38, 29, 59, 53, 55, 44, 40, 41], just to name a few. Exhaustive comparisons with all those
algorithms are impossible. In this section, we will compare RGrad, RCG, RCG restarted with
the alternating steepest descend (ASD) method developed in [53].3 ASD takes advantage of the
product factorization of low rank matrices and minimizes the bi-quadratic function
f(L,R) =
1
2
‖y −A(LR)‖22
3We do not compare the Riemannian gradient descent and conjugate gradient descent algorithms (Algs. 3 and 4)
with NIHT and CGIHT (Algs. 1 and 2) as the superiority of the Riemannian optimization algorithms is very clear
following from the discussions in Sec. 2.
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Figure 1: Empirical phase transition curves for matrix recovery algorithms: RGrad, RCG, RCG
started. Horizontal axis δ and vertical axis ρ as defined in (20). (a) G with m = n = 80, (b) E with
m = n = 800.
alternatively with L and R, where L ∈ Rm×r and R ∈ Rr×n. In each iteration of ASD, it applies
a step of steepest gradient descent on one factor matrix while the other one is held fixed. The
efficiency of ASD has been reported in [53] for its low per iteration computational complexity.
Indirect comparisons with other algorithms can be made from [53] and references therein.
We compare the algorithms on both Gaussian sensing and entry sensing. For Gaussian sensing,
the tests are conducted for m = n = 80, r = 10 and 1/ρ ∈ {2, 3}; and for entry sensing, the tests
are conducted for m = n = 8000, r = 100 and 1/ρ ∈ {2, 3}. The algorithms are terminated when
the relative residual is less than 10−9. The relative residual plotted against the number of iterations
is presented in Fig. 2. First it can be observed that the convergence curves for RCG and RCG
restarted are almost indistinguishable, differing only in one or two iterations, which again shows
the effectiveness of the restarting conditions. A close look at the computational results reveals that
restarting usually occurs in the first few iterations for RCG restarted. Moreover, RCG and RCG
restarted are sufficiently faster than RGrad and ASD both in terms of the convergence rate and in
terms of the average computation time.
4 Proofs of Main Results
4.1 A Key Lemma
The following lemma will be used repeatedly, which contains the second order information of the
smooth low rank matrix manifold, see Fig. 3.
Lemma 4.1. Let Xl = UlΣlVl be a rank r matrix, and Sl be the tangent space of the rank r matrix
manifold at Xl. Let X be another rank r matrix. Then
‖(I − PSl)X‖F ≤
1
σmin (X)
‖Xl −X‖2 ‖Xl −X‖F (21)
≤ 1
σmin (X)
‖Xl −X‖2F . (22)
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Figure 2: Relative residual (mean and standard deviation over ten random tests) as function of
number of iterations for Gaussian sensing ((a) and (b)) and entry sensing ((c) and (d)). In Gaussian
sensing, m = n = 80, r = 10, 1/ρ = 2 (a) or 1/ρ = 3 (b). In entry sensing, m = n = 8000, r = 100,
1/ρ = 2 (c) or 1/ρ = 3 (d). The values after each algorithm are the average computational time
(seconds) for convergence.
X1
X2
X
θ1
θ2
 → (I-PS
1
)(X1-X)
 → (I-PS
2
)(X2-X)
Figure 3: The set of low rank matrices forms a continuous manifold (denoted by a curve here) in
the ambient space. From the plot, it is clear that ‖(I − PS1) (X1 −X)‖F = ‖X1 −X‖F · sin θ1
and ‖(I − PS2) (X2 −X)‖F = ‖X2 −X‖F · sin θ2. As Xl approaches X (l = 1, 2), the angle also
decreases. So ‖(I − PSl) (Xl −X)‖F = o(‖Xl −X‖F ).
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The proof of Lem. 4.1 relies on the following result which bounds the projection distance of the
singular vector subspaces of two matrices.
Lemma 4.2. Let Xl = UlΣlV
∗
l and X = UΣV
∗ be two rank r matrices. Then
‖UlU∗l − UU∗‖2 ≤
‖Xl −X‖2
σmin (X)
and ‖VlV ∗l − V V ∗‖2 ≤
‖Xl −X‖2
σmin (X)
; (23)
‖UlU∗l − UU∗‖F ≤
√
2 ‖Xl −X‖F
σmin (X)
and ‖VlV ∗l − V V ∗‖F ≤
√
2 ‖Xl −X‖F
σmin (X)
. (24)
The proof of Lem. 4.2 is presented in Appendix A.
Proof of Lemma 4.1. Let S be the tangent space of the rank r matrix manifold at X as defined in
(11). Clearly we have PS (X) = X. So
(I − PSl)X = (PS − PSl)X
= UU∗X +XV V ∗ − UU∗XV V ∗ − UlU∗l X −XVlV ∗l + UlU∗l XVlV ∗l
= (UU∗ − UlU∗l )X +X (V V ∗ − VlV ∗l )
− UU∗XV V ∗ + UU∗XVlV ∗l − UU∗XVlV ∗l + UlU∗l XVlV ∗l
= (UU∗ − UlU∗l )X +X (V V ∗ − VlV ∗l )
− (UU∗ − UlU∗l )XVlV ∗l − UU∗X (V V ∗ − VlV ∗l )
= (UU∗ − UlU∗l )X (I − VlV ∗l ) + (I − UU∗)X (V V ∗ − VlV ∗l )
= (UU∗ − UlU∗l )X (I − VlV ∗l )
= (UU∗ − UlU∗l ) (X −Xl) (I − VlV ∗l ) , (25)
where the last two equalities follow from the fact (I − UU∗)X = 0 and Xl(I − VlV ∗l ) = 0. Taking
the Frobenius norm on both sides of (25) gives
‖(I − PSl)X‖F ≤ ‖UU∗ − UlU∗l ‖2 ‖Xl −X‖F ‖I − VlV ∗l ‖2
≤ 1
σmin (X)
‖Xl −X‖2 ‖Xl −X‖F ,
which completes the proof of (21). Inequality (22) follows directly from the fact ‖Xl −X‖2 ≤
‖Xl −X‖F .
4.2 Proof of Theorem 2.1
Though Alg. 3 can be viewed as a restarted variant of Alg. 4 in which restarting occurs in each
iteration, we choose to provide a separated proof to Thm. 2.1 in order to highlight the main
architecture of the proof. We first list two useful lemmas.
Lemma 4.3. Let Z1, Z2 be two low rank matrices. Suppose 〈Z1, Z2〉 = 0 and rank(Z1)+rank(Z2) ≤
min (m,n). Then
|〈A (Z1) ,A (Z2)〉| ≤ Rrank(Z1)+rank(Z2) ‖Z1‖F ‖Z2‖F .
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This lemma is analogous to Lem. 2.1 in [14] for compressed sensing. The proof for the low
rank matrix version can be found in [17]. We repeat the proof in Appendix B to keep the paper
self-contained.
Lemma 4.4. Let Xl = UlΣlV
∗
l be a rank r matrix with the tangent space Sl. Let X be another
rank r matrix. Then the Frobenius norm of PSlA∗A (I − PSl)X can be bounded as
‖PSlA∗A (I −PSl) (X)‖F ≤ R3r ‖(I − PSl) (X)‖F .
The proof of Lem. 4.4 is also presented in Appendix B.
Proof of Theorem 2.1. The proof begins with the following inequality
‖Xl+1 −X‖F ≤ ‖Xl+1 −Wl‖F + ‖Wl −X‖F ≤ 2 ‖Wl −X‖F ,
where the last inequality follows from the fact that Xl+1 is the best rank r approximation of Wl in
the Frobenius norm. Substituting Wl = Xl + αlPSl (Gl) into the above inequality gives
‖Xl+1 −X‖F ≤ 2 ‖Xl + αlPSl (Gl)−X‖F
= 2 ‖Xl + αlPSlA∗ (y −A (Xl))−X‖F
= 2 ‖Xl −X − αlPSlA∗A (Xl −X)‖F
≤ 2 ‖Xl −X − αlPSlA∗APSl (Xl −X)‖F
+ 2αl ‖PSlA∗A (I − PSl) (Xl −X)‖F
≤ 2 ‖PSl (Xl −X)− αlPSlA∗APSl (Xl −X)‖F
+ 2 ‖(I − PSl) (Xl −X)‖F
+ 2αl ‖PSlA∗A (I − PSl) (Xl −X)‖F
= 2 ‖(PSl − αlPSlA∗APSl) (Xl −X)‖F + 2 ‖(I − PSl) (X)‖F
+ 2 |αl| ‖PSlA∗A (I − PSl) (X)‖F
:= I1 + I2 + I3, (26)
where the last inequality follows from the fact (I − PSl) (Xl) = 0. In the following, we will bound
I1, I2 and I3 one by one.
Bound of I1. We first consider the spectral norm of PSl − PSlA∗APSl . Since it is a symmetric
operator, we have
‖PSl − PSlA∗APSl‖ = sup
‖Z‖F=1
|〈(PSl − PSlA∗APSl) (Z) , Z〉|
= sup
‖Z‖F=1
∣∣∣‖PSl (Z)‖2F − ‖APSl (Z)‖22∣∣∣
≤ sup
‖Z‖F=1
R2r ‖PSl (Z)‖2F ≤ R2r, (27)
where the first inequality follows the RIC bound of the sensing operator by noting that rank (PSl (Z)) ≤ 2r.
The RIC based bound for the descent stepsize αl can be obtained as
1
1 +R2r
≤ αl =
‖PUl (Gl)‖2F
‖APUl (Gl)‖22
≤ 1
1−R2r . (28)
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Immediately we have
|αl − 1| ≤ R2r
1−R2r (29)
Combining (27) and (29) gives the bound of the spectral norm of PSl − αlPSlA∗APSl
‖PSl − αlPSlA∗APSl‖ ≤ ‖PSl − PSlA∗APSl‖+ |1− αl| ‖PSlA∗APSl‖
≤ R2r + R2r
1−R2r (1 +R2r) =
2R2r
1−R2r .
Thus I1 can be bounded as
I1 ≤ 4R2r
1−R2r ‖Xl −X‖F . (30)
Bound of I2. The second term I2 can be bounded as
I2 ≤ 2
σmin (X)
‖Xl −X‖2F . (31)
by Lem. 4.1.
Bound of I3. The third term I3 can be bounded by applying Lem 4.4 as follows
I3 ≤ 2R3r
1−R2r ‖(I − PSl) (X)‖F ≤
2R3r
1−R2r ‖Xl −X‖F , (32)
where the second inequality follows from the fact (I − PSl) (Xl) = 0.
Inserting (30), (31) and (32) into (26) gives
‖Xl+1 −X‖F ≤
(
4R2r + 2R3r
1−R2r +
2
σmin (X)
‖Xl −X‖F
)
‖Xl −X‖F . (33)
Initialization. Let X0 = Hr(A∗ (y)) and U0 ∈ Rm×r be its left singular vectors. Define Q0 ∈
R
m×2r as an orthogonal matrix which spans the column subspaces of X0 and X. Let Q
⊥
0 be the
complement of Q0. Since
‖X0 −A∗ (y)‖2F = ‖X0 − PQ0 (A∗ (y))‖2F +
∥∥∥PQ⊥
0
(A∗ (y))
∥∥∥2
F
and
‖X −A∗ (y)‖2F = ‖X − PQ0 (A∗ (y))‖2F +
∥∥∥PQ⊥
0
(A∗ (y))
∥∥∥2
F
,
the inequality ‖X0 −A∗ (y)‖F ≤ ‖X −A∗ (y)‖F implies
‖X0 − PQ0 (A∗ (y))‖F ≤ ‖X − PQ0 (A∗ (y))‖F . (34)
So we have
‖X0 −X‖F ≤ ‖X0 − PQ0 (A∗ (y))‖F + ‖PQ0 (A∗ (y))−X‖F
≤ 2 ‖PQ0 (A∗ (y))−X‖F
= 2 ‖(PQ0 − PQ0A∗APQ0) (X)‖F
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≤ 2R2r ‖X‖F , (35)
where the last inequality follows from the RIC based bound of PQ0 − PQ0A∗APQ0 which can be
similarly obtained as in (27).
Define
γ =
4R2r + 2R3r
1−R2r +
4R2r
σmin (X)
‖X‖F . (36)
If γ < 1, inserting (35) into (33) and proof by induction gives
‖Xl+1 −X‖F ≤ γ ‖Xl −X‖F . (37)
Moreover, if
R3r ≤ σmin (X)
σmax (X)
· 1
12
√
r
,
we have
γ ≤ 6R3r
1−R3r +
4R3r
√
rσmax (X)
σmin (X)
< 1, (38)
where we have utilized the fact R2r ≤ R3r following from Def. 1.1 and the inequality ‖X‖F ≤√
rσmax (X).
4.3 Proof of Theorem 2.2
The following technical lemma which can be found for example in [7] establishes the convergence
of a three term recurrence relation.
Lemma 4.5. Suppose c0, τ1, τ2 ≥ 0 and let µ = 12
(
τ1 +
√
τ21 + 4τ2
)
. Assume 0 ≤ c1 ≤ µc0 and
define 0 ≤ cl ≤ τ1,l−1cl−1 + τ2,l−2cl−2 with τ1,l−1 ≤ τ1 and τ2,l−2 ≤ τ2 for l ≥ 2. If τ1+ τ2 < 1, then
µ < 1 and
cl ≤ µlc0. (39)
Lemma 4.6. When the inequalities in Eq. (16) are satisfied, we have
|βl| ≤ κ2R2r
1−R2r +
κ1κ2
1−R2r and |αl − 1| ≤
R2r
(1−R2r)− κ1(1 +R2r) . (40)
Notice that when restarting occurs we have βl = 0 and αl can be bounded as in (29). So the
bounds in (40) still apply since κ1 ≥ 0 and κ2 ≥ 0.
Proof of Lemma 4.6. We first bound βl as follows
|βl| =
∣∣∣∣∣ 〈APSl (Gl) ,APSl (Pl−1)〉‖APSl (Pl−1)‖22
∣∣∣∣∣
=
∣∣∣∣∣ 〈PSl (Gl) ,PSlA
∗APSl (Pl−1)〉
‖APSl (Pl−1)‖22
∣∣∣∣∣
≤
∣∣∣∣∣ 〈PSl (Gl) , (PSl − PSlA
∗APSl) (PSlPl−1)〉
‖APSl (Pl−1)‖22
∣∣∣∣∣+
∣∣∣∣∣〈PSl (Gl) ,PSl (Pl−1)〉‖APSl (Pl−1)‖22
∣∣∣∣∣
18
≤ R2r
1−R2r
‖PSl (Gl)‖F
‖PSl (Pl−1)‖F
+
1
1−R2r
∣∣∣∣∣ 〈PSl (Gl) ,PSl (Pl−1)〉‖PSl (Pl−1)‖2F
∣∣∣∣∣
=
R2r
1−R2r
‖PSl (Gl)‖F
‖PSl (Pl−1)‖F
+
1
1−R2r
∣∣∣∣ 〈PSl (Gl) ,PSl (Pl−1)〉‖PSl (Gl)‖F ‖PSl (Pl−1)‖F
∣∣∣∣ ‖PSl (Gl)‖F‖PSl (Pl−1)‖F
≤ κ2R2r
1−R2r +
κ1κ2
1−R2r ,
where the second inequality follows from the RIC bounds of PSl −PSlA∗APSl (see (27)) and APSl ,
and the last inequality follows from (16). To bound αl, first note
|βl 〈PSl (Gl) ,PSl (Pl−1)〉| =
∣∣∣∣∣ 〈APSl (Gl) ,APSl (Pl−1)〉‖APSl (Pl−1)‖22 〈PSl (Gl) ,PSl (Pl−1)〉
∣∣∣∣∣
≤ 1 +R2r
1−R2r
‖PSl (Gl)‖F
‖PSl (Pl−1)‖F
|〈PSl (Gl) ,PSl (Pl−1)〉|
≤ κ1 (1 +R2r)
1−R2r ‖PSl (Gl)‖
2
F ,
where the last inequality follows from (16). Consequently,
|〈PSl (Pl) ,PSl (Gl)〉| ≥ ‖PSl (Gl)‖2F − |βl 〈PSl (Gl) ,PSl (Pl−1)〉|
≥
(
1− κ1 (1 +R2r)
1−R2r
)
‖PSl (Gl)‖2F
and the application of the Cauchy-Schwarz inequality gives
‖PSl (Gl)‖F ≤
1
1− κ1(1+R2r)1−R2r
‖PSl (Pl)‖F .
Since αl can be rewritten as
αl =
〈PSl (Gl) ,PSl (Pl)〉
‖APSl (Pl)‖22
= 1 +
〈PSl (Gl) ,PSl (Pl)〉 − 〈APSl (Gl) ,APSl (Pl)〉
‖APSl (Pl)‖22
= 1 +
〈PSl (Gl) , (PSl − PSlA∗APSl)PSl (Pl)〉
‖APSl (Pl)‖22
,
it follows that
|αl − 1| ≤ R2r
1−R2r
‖PSl (Gl)‖F
‖PSl (Pl)‖F
≤ R2r
(1−R2r)− κ1 (1 +R2r) ,
which completes the proof.
Proof of Theorem 2.2. Analogous to (26), we have
‖Xl+1 −X‖F ≤ 2 ‖Xl + αlPl −X‖F
= 2 ‖Xl −X − αPSlA∗A (Xl −X) + αlβlPSl (Pl−1)‖F
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≤ 2 ‖(PSl − αlPSlA∗APSl) (Xl −X)‖F + 2 ‖(I − PSl) (X)‖F
+ 2 |αl| ‖PSlA∗A (I − PSl) (X)‖F + 2 |αl| |βl| ‖PSl (Pl−1)‖F
:= I4 + I5 + I6 + I7.
The bound for I5 is exactly the same as the bound for I2, while I4 and I6 can be similarly bounded
as I1 and I3, differing only in the bound for αl. Combining the bounds for αl (40) and the spetral
norm of PSl−PSlA∗APSl (27) together gives the bound for the spectral norm of PSl−αlPSlA∗APSl
‖PSl − αlPSlA∗APSl‖ ≤ ‖PSl − PSlA∗APSl‖+ (1− αl) ‖PSlA∗APSl‖
≤ R2r + εα (1 +R2r) ,
where
εα :=
R2r
(1−R2r)− κ1(1 +R2r) .
So I4 can be bounded as
I4 ≤ 2 (R2r + εα (1 +R2r)) ‖Xl −X‖F . (41)
Inserting the bound for αl into I6, together with Lem. 4.4 gives
I6 ≤ 2R3r (1 + εα) ‖(I − PSl) (X)‖F ≤ 2R3r (1 + εα) ‖Xl −X‖F . (42)
To bound I7, first note that βlPSlPl−1 can be expressed in terms of all the previous gradients
βlPSlPl−1 =
l−1∑
j=0
l∏
q=j+1
βq
l∏
k=j
PSk (Gj) , l ≥ 1. (43)
Inserting (43) into I7 gives
I7 ≤ 2 |αl|
l−1∑
j=0
l∏
q=j+1
|βq|
∥∥PSj (Gj)∥∥F
≤ 2 (1 + εα)
l−1∑
j=0
εl−jβ
∥∥PSjA∗A (Xj −X)∥∥F
≤ 2 (1 + εα) (1 +R2r)
l−1∑
j=0
εl−jβ ‖Xj −X‖F ,
where in the second inequality
εβ :=
κ2R2r
1−R2r +
κ1κ2
1−R2r ,
and the third inequality follows from∥∥PSjA∗A (Xj −X)∥∥F = sup
‖Z‖F=1
〈PSjA∗A (Xj −X) , Z〉
= sup
‖Z‖F=1
〈A (Xj −X) ,APSj (Z)〉
≤ sup
‖Z‖F=1
‖A (Xj −X)‖F
∥∥APSj (Z)∥∥
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≤ sup
‖Z‖F=1
(1 +R2r) ‖Xj −X‖F
∥∥PSj (Z)∥∥F
≤ (1 +R2r) ‖Xj −X‖F .
Combining the bounds for I4, I5, I6 and I7 together gives
‖Xl+1 −X‖F ≤
(
2(R2r +R3r)(1 + εα) + 2εα +
2
σmin (X)
‖Xl −X‖F
)
‖Xl −X‖F
+ 2 (1 + εα) (1 +R2r)
l−1∑
j=0
εl−jβ ‖Xj −X‖F , l ≥ 1.
When l = 0, Alg. 4 is exactly the same as Alg. 3, so it follows from (33) that
‖X1 −X‖F ≤
(
4R2r + 2R3r
1−R2r +
2
σmin (X)
‖X0 −X‖F
)
‖X0 −X‖F . (44)
Define c0 = ‖X0 −X‖F ,
c1 =
(
4R2r + 2R3r
1−R2r +
2
σmin (X)
c0
)
c0 (45)
and
cl+1 =
(
2(R2r +R3r)(1 + εα) + 2εα +
2
σmin (X)
cl
)
cl
+ 2 (1 + εα) (1 +R2r)
l−1∑
j=0
εl−jβ cj , l ≥ 1, l ≥ 1. (46)
Then it is clear that cl ≥ ‖Xl −X‖F for all l ≥ 0. Morover, Eq. (46) can be rewritten in a three
term recurrence relation
cl+1 = (εl + εβ) cl + εβ (2 (1 + εα) (1 +R2r)− εl−1) cl−1
≤ (εl + εβ) cl + 2εβ (1 + εα) (1 +R2r) cl−1, (47)
where
ε0 =
4R2r + 2R3r
1−R2r +
2
σmin (X)
c0,
εl = 2(R2r +R3r)(1 + εα) + 2εα +
2
σmin (X)
cl, l ≥ 1
Define
τ1 = 2(R2r +R3r)(1 + εα) + 2εα +
4R2r
σmin (X)
‖X‖F + εβ ,
τ2 = 2εβ (1 + εα) (1 +R2r) ,
µ =
1
2
(
τ1 +
√
τ21 + 4τ2
)
.
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Inequality (35) implies c0 ≤ 2R2r ‖X‖F . So together with the right inequality of (40), we have
ε0 ≤ τ1 < µ. Thus if
γ := τ1 + τ2 < 1, (48)
we have µ < 1, and c1 < c0, which in turn implies
ε1 + εβ ≤
(
2(R2r +R3r)(1 + εα) + 2εα +
2
σmin (X)
c0
)
+ εβ < τ1.
Therefore the application of Lem. 4.5 together with proof by induction implies
cl ≤ µlc0
which completes the proof of the first part of Thm. 2.2.
When κ1 = 0.1 and κ2 = 1, the sufficient condition for γ < 1 can be verified similarly to
(38).
5 Discussion and Future Direction
This paper presents theoretical recovery guarantees of a class of Riemannian gradient descent and
conjugate gradient algorithms for low rank matrix recovery in terms of the restricted isometry
constant of the sensing operator. The main results in Thms. 2.1 and 2.2 depend on the condition
number and the rank of the measured matrix. To eliminate the dependence on the condition
number, the deflation or stagewise technique in [32] may be similarly applicable for Algs. 3 and
4. However, it should be interesting to develop and analyse preconditioned Riemannian gradient
descent and conjugate gradient descent algorithms since they are more favourable in practice. On
the other hand, to eliminate the dependence on
√
r, it may be necessary to study the convergence
rate of the Riemannian optimization algorithms in terms of the matrix operator norm rather than
the Frobenius norm. However, the contraction of iterates under the matrix operator norm remains a
question. In this paper, we have discussed a restarted variant of the Riemannian conjugate gradient
descent algorithm with the selection of βl being developed in [7], and guarantee analysis for the
other selections of βl in (8) as well as for different Riemannian metric [43, 40] is also an interesting
research topic.
The Riemannian gradient descent and conjugate gradient descent algorithms presented in this
paper apply equally to other low rank recovery problems with difference measurement models, such
as phase retrieval [25, 16, 15, 57] and blind deconvolution [2] where the underlying matrix after
lifting is rank one. This line of research will be pursued independently in the future. Since the
condition number of a rank one matrix is always equal to one, it is worth investigating whether
we can obtain similar recovery guarantees for phase retrieval and blind deconvolution, but directly
in terms of the sampling complexity and without explicit dependence on the condition number of
the underlying matrix. Finally, it may be possible to generalize the notion in low rank matrix
manifold, for example the restricted isometry constant, to the abstract framework of Riemannian
manifold and then extend the analysis in this paper to more general Riemannian gradient descent
and conjugate gradient descent algorithms.
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A Proof of Lemma 4.2
We only prove the left inequalities in (23) and (24) and the right inequalities can be similarly
established. The left inequality of (23) follows from direct calculations
‖UlU∗l − UU∗‖2 = ‖UU∗ (I − UlU∗l )‖2 = ‖(I − UlU∗l )UU∗‖2
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=
∥∥(I − UlU∗l )XV Σ−1U∗∥∥2
=
∥∥(I − UlU∗l ) (Xl −X)V Σ−1U∗∥∥2
≤ ‖I − UlU∗l ‖2 ‖Xl −X‖2 ‖V ‖2
∥∥Σ−1∥∥
2
‖U∗‖2
=
‖Xl −X‖2
σmin (X)
,
where the first equality follows from a standard result in textbook, see for example [27, Thm. 2.6.1],
and the fourth equality follows from the fact (I − UlU∗l )Xl = 0.
To prove the left inequality of (24), we first show that
‖(I − UlU∗l )UU∗‖F = ‖UlU∗l (I − UU∗)‖F . (49)
Equality (49) can be obtained by noting that
‖(I − UlU∗l )UU∗‖2F = 〈(I − UlU∗l )UU∗, (I − UlU∗l )UU∗〉
= 〈I − UlU∗l , UU∗〉 = r − 〈UlU∗l , UU∗〉
and
‖UlU∗l (I − UU∗)‖2F = 〈UlU∗l (I − UU∗) , UlU∗l (I − UU∗)〉
= 〈UlU∗l , I − UU∗〉 = r − 〈UlU∗l , UU∗〉 .
So it follows that
‖UlU∗l − UU∗‖F =
√
2 ‖(I − UlU∗l )UU∗‖F
=
√
2
∥∥(I − UlU∗l )XV Σ−1U∗∥∥F
=
√
2
∥∥(I − UlU∗l ) (Xl −X)V Σ−1U∗∥∥F
≤
√
2 ‖I − UlU∗l ‖2 ‖Xl −X‖F ‖V ‖2
∥∥Σ−1∥∥
2
‖U∗‖2
=
√
2 ‖Xl −X‖F
σmin (X)
.
B Proofs of Lemmas 4.3 and 4.4
Proof of Lemma 4.3. The proof follows that for [14, Lem. 2.1] in compressed sensing. Without loss
of generality, assume ‖Z1‖F = 1 and ‖Z2‖F = 1. Then the application of the RIC bounds gives(
1−Rrank(Z1)+rank(Z2)
) ‖Z1 ± Z2‖2F ≤ ‖A (Z1 ± Z2)‖22 ,(
1 +Rrank(Z1)+rank(Z2)
) ‖Z1 ± Z2‖2F ≥ ‖A (Z1 ± Z2)‖22 .
Since 〈Z1, Z2〉 = 0, we have ‖Z1 ± Z2‖2F = 2. So
2
(
1−Rrank(Z1)+rank(Z2)
) ≤ ‖A (Z1 ± Z2)‖22 ≤ 2 (1 +Rrank(Z1)+rank(Z2)) .
Finally the parallelogram identity gives
|〈A (Z1) ,A (Z2)〉| = 1
4
∣∣∣‖A (Z1 + Z2)‖22 − ‖A (Z1 − Z2)‖22∣∣∣ ≤ Rrank(Z1)+rank(Z2),
which completes the proof.
27
Proof of Lemma 4.4.
‖PSlA∗A (I − PSl) (X)‖F = sup
‖Z‖F=1
|〈PSlA∗A (I − PSl) (X), Z〉|
= sup
‖Z‖F=1
|〈A (I − PSl) (X),APSl(Z)〉|
≤ sup
‖Z‖F=1
R3r ‖(I − PSl) (X)‖F ‖PSl(Z)‖F
≤ R3r ‖(I − PSl) (X)‖F ,
where the second to last inequality follows from Lem. 4.3 together with the fact rank ((I − PSl) (X)) ≤
r and rank (PSl(Z)) ≤ 2r.
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