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ON HOMOLOGICAL SMOOTHNESS OF GENERALIZED WEYL
ALGEBRAS OVER POLYNOMIAL ALGEBRAS IN TWO
VARIABLES
LIYU LIU
Abstract. Homological smoothness and twisted Calabi-Yau property of gen-
eralized Weyl algebras over polynomial algebras in two variables is studied. A
necessary and sufficient condition to be homologically smooth is given. The
Nakayama automorphisms of such algebras are also computed in terms of the
Jacobian determinants of defining automorphisms.
1. Introduction
Motivated by the study of algebras analogous with the classical Weyl algebra
A1(k) over a field k, Bavula introduced in [2] the notion of (degree one) generalized
Weyl algebras over the polynomial algebra k[z]. Later on, generalizedWeyl algebras
over any algebra B were defined in [3]. Roughly speaking, a generalized Weyl
algebra over B is an extension of B by two formal variables x, y, parameterized by
an automorphism σ on B and a central element ϕ ∈ B, denoted by B(σ, ϕ). Many
people have intensively studied the situation B = k[z], and such generalized Weyl
algebras are denoted by W(1) in this paper. It is illustrated in [2] that the global
dimensions of W(1) are equal to 1, 2, or ∞. and the latter occurs if and only if
the defining polynomial ϕ admits a multiple root (see also [3], [18], [35]). Their
Hochschild homology and cohomology were computed in [15], [35]. In particular, a
remarkable result in [15] is that to assure a duality between its Hochschild homology
and cohomology (with coefficients in W(1) itself), W(1) should have finite projective
dimension as a bimodule over itself, or equivalently, be homologically smooth. To
answer [25, Question 2] (see also [28]), the author explained in [27] when W(1) is
homologically smooth; a necessary and sufficient condition was given, under which
a duality between its Hochschild homology and cohomology with coefficients in any
bimodule was established. Global dimensions of generalized Weyl algebras W(n)
over B = k[z1, . . . , zn] were also examined by Bavula [1].
Among the results mentioned above and others, B is always required to be com-
mutative. This is not incidental. From an algebraic point of view, noncommutative
rings are more rigid than commutative ones, namely, a commutative ring possesses
“more” automorphisms and central elements than a noncommutative ring. A typi-
cal example is: if B is the generic quantum 2-plane kq[z1, z2], then σ is necessarily
given by σ(z1) = az1, σ(z2) = bz2 for some nonzero scalars a, b ∈ k, and the central
element ϕ must be in k. One concludes that in this case any generalized Weyl
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algebra over kq[z1, z2] is isomorphic to a localization of a quantum 3-space. Hence
the noncommutativity of B usually makes the research of generalized Weyl algebras
trivial. So generalized Weyl algebras over commutative rings are more interesting.
According to papers on this topic, especially the papers by Bavula, two spaces are
extremely important in researching generalized Weyl algebras. One is the space
MaxSpec(B)/〈σ〉 of orbits where 〈σ〉 is the cyclic group generated by σ acting on
the space MaxSpec(B) of maximum spectrum naturally; the other is the σ-stable
space {σn(ϕ) | n ∈ Z}. Normally, many properties, such as global dimensions
and irreducible representations, depend on both spaces simultaneously. But there
is an exception. It is illustrated in [27] that whether a generalized Weyl algebra
W(1) is homologically smooth depends only on ϕ, also, its Nakayama automorphism
depends only on σ.
This paper is a sequel to [27], in which we plan to study the homological smooth-
ness of generalized Weyl algebras W(2) over the polynomial algebra k[z1, z2]. Ho-
mological smoothness, which is a noncommutative generalization of smoothness for
commutative algebras, plays an important role in homological algebra, mathemat-
ical physics, etc. An algebra A is called homologically smooth if A admits a bound
resolution by finitely generated projective Ae-modules (where Ae := A ⊗k A
op is
the enveloping algebra), or equivalently, A is isomorphic to a perfect complex in
the derived category Db(Ae-Mod). Recall that in [27] our strategy was to construct
a free W e(1)-module resolution of W(1) and then to compute cohomology by it. We
will follow the idea for W(2) in this paper. Since the notion of homotopy double
complex introduced in [27] is useful to construct a free resolution of W(2), we re-
view it briefly in this paper. After that, noncommutative differential 1-forms and
derivations on k[z1, z2] are introduced, and a noncommutative version of Jacobian
determinant is defined accordingly. All of these appear in §2.
After the preliminaries, we begin §3 by constructing a free resolution of W(2).
The resolution is given by Proposition 3.3. Using the resolution, we compute the
Hochschild cohomology H∗(W(2),M) with coefficients in any bimodule M . Notice
that ϕ under consideration is a polynomial ϕ(z1, z2). Let ϕ1, ϕ2 be the two formal
partial derivatives of ϕ with respect to z1, z2, and (ϕ, ϕ1, ϕ2) be the ideal of k[z1, z2]
generated by the three elements. Our result is thatH4(W(2),M) = 0 if (ϕ, ϕ1, ϕ2) =
k[z1, z2]. On the other hand, inspired by works of Bavula, we prove that W(2) has
infinite global dimension if (ϕ, ϕ1, ϕ2) is a proper ideal. Therefore, we obtain the
main theorem (Theorem 3.1):
Theorem 1.1. For any σ ∈ Aut(k[z1, z2]), W(2) is homologically smooth if and
only if (ϕ, ϕ1, ϕ2) = k[z1, z2].
Observe thatW(n) is commutative if σ = id, and in this case we write it asW (n).
We remark that if k is of characteristic zero, then the condition (ϕ, ϕ1, ϕ2) =
k[z1, z2] is exactly equivalent to that W (2) is smooth in the commutative sense.
Coincidentally, it is the same case withW (1), which has been explained in [27] using
deformation theory. We regardW(2) as a deformation ofW (2) by the automorphism
σ. The smoothness of W (2) is equivalent to the homological smoothness of W(2).
See Remark 3.1.
The Nakayama automorphism of an algebra is an important invariant. It is re-
lated with the study of rigid dualizing complexes, twisted Poincare´ duality, Hopf
algebra actions on Artin-Schelter regular algebras, and so forth. Examples of alge-
bras that have Nakayama automorphisms are: noetherian Artin-Schelter Gorenstein
algebras, many noetherian Hopf algebras, some (co)invariant subalgebras of Artin-
Schelter regular algebras, PBW deformations of some graded algebras. In general,
the computation of Nakayama automorphisms is not easy. We refer to [6], [7], [22],
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[34], [30], [31], [33], [40] and the references therein for the progress on this topic
during the past years. The goal in §4 is to compute the Nakayama automorphism
of W(2). By virtue of the free resolution constructed in §3, we compute the group
Ext3W e
(2)
(W(2),W
e
(2)). An explicit formula for Nakayama automorphism is hence
obtained. As a consequence, we have (Theorem 4.2, Corollaries 4.3, 4.5)
Theorem 1.2. Let W(2) = k[z1, z2](σ, ϕ) be a generalized Weyl algebra, and J be
the Jacobian determinant of σ. Then
ExtiW e
(2)
(W(2),W
e
(2))
∼=
{
0, i 6= 3,
W ν(2), i = 3.
where ν ∈ Aut(W(2)) is the Nakayama automorphism, given by
ν(x) = Jx, ν(y) = J−1y, ν(z1) = z1, ν(z2) = z2.
In particular, if (ϕ, ϕ1, ϕ2) = k[z1, z2], then
(1) W(2) is twisted 3-Calabi-Yau;
(2) W(2) is Calabi-Yau if and only if J = 1;
(3) the Hochoschild cohomology HH•(W(2)) has a Batalin-Vilkovisky structure.
In the final section §5, we study the homological smoothness and Nakayama
automorphisms of some concrete algebras, by using the two previous theorems.
These algebras contain the quantum groups Oq(SL2), U(sl2), noetherian down-up
algebras, quantum lens space, and others. In each case our main theorems give
alternative proofs of results from the literature.
2. Preliminaries
Throughout, k is a field, and all algebras are over k unless stated otherwise.
Unadorned ⊗ means ⊗k. Let A be an algebra andM an A-bimodule. The group of
algebra automorphisms of A is denoted by Aut(A). For any σ ∈ Aut(A), denote by
σM (resp. Mσ) the left A-module (resp. right A-module) whose ground k-module
is the same with M and whose left (resp. right) A-action is twisted by σ, that is,
a ⊲ m = σ(a)m (resp. m ⊳ a = mσ(a)) for any a ∈ A, m ∈M .
Let Aop be the opposite algebra of A, and Ae = A⊗Aop the enveloping algebra
of A. An A-bimodule can be viewed as a left Ae-module in a natural way. Recall
that A is homologically smooth if A as a left (or equivalently, right) Ae-module,
admits a finitely generated projective resolution of finite length.
2.1. Generalized Weyl algebras. We recall the definition of generalized Weyl
algebras given by Bavula in [2], [3].
Definition 2.1. Suppose B is an algebra. For a central element ϕ ∈ B and an
algebra automorphism σ ∈ Aut(B), the associated (degree one) generalized Weyl
algebra (GWA for short) W is by definition generated by two variables x and y
over B subject to
xb = σ(b)x, yb = σ−1(b)y, ∀b ∈ B,
yx = ϕ, xy = σ(ϕ).
The algebra is written as W = B(σ, ϕ).
We adopt the convention about the super/sub-scripts of cochain/chain complexes
as follows:
· · · −→ Ci−1
di−1
−−−→ Ci
di
−−→ Ci+1 −→ · · ·
· · · −→ Ci+1
di−−→ Ci
di−1
−−−→ Ci−1 −→ · · ·
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and call a chain complex C
•
in an abelian category A alternate in [n,+∞) if di =
di+2 as morphisms in A for all i ≥ n. So necessarily, Ci = Ci+2 = Ci+4 = · · · for
all i ≥ n. A similar definition is given for cochain complexes.
Proposition 2.1. [27] Let W = B(σ, ϕ) be a GWA as above. Suppose further that
ϕ is a regular element. Then W as a left W e-module can be represented by an
alternate complex C
•
∈ Ch≥0(W
e-Mod) in [1,+∞). Concretely, C0 = W ⊗B W ,
C1 = (W
σ ⊗B W )⊕ (W ⊗B
σW ), C2 = (W ⊗B W )⊕ (W
σ ⊗B
σW ), and
dC0 (1⊗ 1, 0) = 1⊗ x− x⊗ 1, d
C
0 (0, 1⊗ 1) = 1⊗ y − y ⊗ 1,
dC1 (1⊗ 1, 0) = (y ⊗ 1, 1⊗ x), d
C
1 (0, 1⊗ 1) = (1⊗ y, x⊗ 1),
dC2 (1⊗ 1, 0) = (−x⊗ 1, 1⊗ x), d
C
2 (0, 1⊗ 1) = (1⊗ y,−y ⊗ 1).
The augmentation C0 →W is given by the multiplication map.
Remark 2.1. Although the second summand of C2 can be simplified to W ⊗BW as
the author wrote in [27], we insist on the expression with double σ so as to make
the computation easier in the following part.
2.2. Noncommutative differential forms and partial derivations. Since in
this paper we mainly focus on GWAs over the polynomial algebra in two vari-
ables, a noncommutative version of differential forms and partial derivations will
be introduced first of all. From now on, let B = k[z1, z2]. For any polyno-
mial g = g(z1, z2) ∈ B, the noncommutative differential 1-form dg is defined as
g ⊗ 1 − 1 ⊗ g. The noncommutative partial derivations with respect to z1, z2 are
defined as k-linear maps
∆1 : B −→ B ⊗B ∆2 : B −→ B ⊗B
zi11 z
i2
2 7−→
i1∑
j=1
zi1−j1 ⊗ z
j−1
1 z
i2
2 , z
i1
1 z
i2
2 7−→
i2∑
j=1
zi11 z
i2−j
2 ⊗ z
j−1
2 .
We have
(2.1) dg = ∆1(g)dz1 +∆2(g)dz2
which is a noncommutative analogy of the total derivative formula in calculus. Let
µ be the multiplication of B. Then it is easy to check that µ∆1 = ∂/∂z1 and
µ∆2 = ∂/∂z2.
Suppose that σ : B → B is an endomorphism which is determined by σ(z1) =
f1(z1, z2), σ(z2) = f2(z1, z2). We call the determinant
Jnc =
∣∣∣∣∣∆1(f1) ∆1(f2)∆2(f1) ∆2(f2)
∣∣∣∣∣
the noncommutative Jacobian determinant of σ. If we take the image of each entry
by µ, it becomes the usual Jacobian determinant of σ,
J =
∣∣∣∣∣∣∣∣
∂f1
∂z1
∂f2
∂z1
∂f1
∂z2
∂f2
∂z2
∣∣∣∣∣∣∣∣
.
Let u, v be any k-linear maps of B, we denote u∆vi = (u ⊗ v) ◦∆i and
u
d
vg =
(u ⊗ v)(dg) = u(g)⊗ 1− 1 ⊗ v(g). By convention, u or v is usually omitted if it is
the identity map.
Lemma 2.2. Let σ be an endomorphism of B, and f1, f2 as above. We have
σ
d
σzi = ∆1(fi)dz1 +∆2(fi)dz2
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for i = 1, 2.
Proof. Directly from (2.1). 
Remark 2.2. The elements dzi, ∆i(g), etc. can be regarded as in W
e via the em-
bedding B ⊗B →֒W ⊗W op. The reader will not confuse them.
2.3. Homotopy double complexes. In [27] the author introduced the notion
of homotopy double complexes in order to present GWAs W(1). Let us recall the
definition.
Definition 2.2. Suppose that A is an abelian category. Let {Cpq}p,q∈Z be a
family of objects in A together with morphisms dv, dh, t of degrees (0, 1), (1, 0),
(2,−1) respectively. The 4-tuple (C••, dv, dh, t) is called a homotopy double cochain
complex if the following conditions are fulfilled:
d2v = 0,(2.2)
dhdv + dvdh = 0,(2.3)
d2h + dvt+ tdv = 0,(2.4)
dht+ tdh = 0,(2.5)
t2 = 0.(2.6)
A homotopy double chain complex is defined in a similar way.
The associated total complex (TotC••, d) is defined by
(TotC••)n =
⊕
p+q=n
Cpq and d = dv + dh + t,
which is a generalization of the usual total complex of a usual double complex.
3. Homological smoothness of a GWA over k[z1, z2]
Throughout this section, B = k[z1, z2], W(2) = B(σ, ϕ) is a GWA over B. We
will construction a homotopy double complex forW(2) whose total complex is a free
W e(2)-resolution of W(2). Using this resolution, a necessary and sufficient condition
under which W(2) is homologically smooth is discussed. Recall that ϕ = ϕ(z1, z2).
Write ϕi = ∂ϕ/∂zi, i = 1, 2, and let (ϕ, ϕ1, ϕ2) be the ideal in B generated by ϕ,
ϕ1, ϕ2. In this section we will prove
Theorem 3.1. For any σ ∈ Aut(B), W(2) is homologically smooth if and only if
(ϕ, ϕ1, ϕ2) = B.
Remark 3.1. Notice that W (2) := B(id, ϕ) is commutative. When chark = 0, W (2)
is smooth (in the commutative sense) if and only if (ϕ, ϕ1, ϕ2) = B. To put it
another way: W(2) is homologically smooth if and only if W (2) is smooth.
(1) A similar phenomenon exists for W(1): W(1) is homologically smooth if and
only ifW (1) := k[z](σ, ϕ) is smooth. This has been explained in deformation
theory [27]. Since an automorphism σ : k[z] → k[z] is necessarily given by
σ(z) = λz + η for some λ ∈ k× and η ∈ k, one can regard W(1) as a
deformation of W (1), following Van den Bergh [36].
(2) Back to B = k[z1, z2], one does not know the expressions of σ(z1), σ(z2) for
an arbitrary σ ∈ Aut(B), although the van der Kulk theorem reveals the
structure of the group Aut(B), i.e., it decomposes into a coproduct of two
subgroups [14], [32], [39]. Thus one cannot say that W(2) is a deformation
of W (2), unless σ is affine. However, the phenomenon can be summarized
in this sentence: σ preserves the (non)smoothness of W(n) for n = 1, 2.
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Remark 3.2. Differential smoothness is another noncommutative generalization of
smoothness. Brzezin´ski discussed noncommutative calculi for a class of differentially
smooth GWA W(1) and W(2) whose defining automorphisms σ are affine [9]. Two
kinds of smoothness are compared, and examples of algebras that are differentially
but not necessarily homologically smooth are given. A relationship between the
two forms of smoothness has not yet been understood.
3.1. Construction of homotopy double complex. Since B admits the follow-
ing Koszul complex
0 −→ B ⊗B
(dz2 −dz1)
−−−−−−−→ (B ⊗B)2
(
dz1
dz2
)
−−−−→ B ⊗B
as a B-bimodule resolution via B ⊗ B
µ
−−→ B, we obtain left W e(2)-free resolutions
of W(2) ⊗B W(2), W
σ
(2) ⊗B W(2), W(2) ⊗B
σW(2), and W
σ
(2) ⊗B
σW(2) as follows:
0 −→W e(2)
(dz2 −dz1)
−−−−−−−→ (W e(2))
2
(
dz1
dz2
)
−−−−→W e(2) −→W(2) ⊗B W(2) −→ 0,
0 −→W e(2)
(σdz2 −
σ
dz1)
−−−−−−−−→ (W e(2))
2
( σ
dz1
σ
dz2
)
−−−−−→W e(2) −→W
σ
(2) ⊗B W(2) −→ 0,
0 −→W e(2)
(dσz2 −d
σz1)
−−−−−−−−→ (W e(2))
2
(
d
σz1
d
σz2
)
−−−−−→W e(2) −→W(2) ⊗B
σW(2) −→ 0,
0 −→ W e(2)
(σdσz2 −
σ
d
σz1)
−−−−−−−−−−→ (W e(2))
2
( σ
d
σz1
σ
d
σz2
)
−−−−−→W e(2) −→W
σ
(2) ⊗B
σW(2) −→ 0.
We will construct a double complex (P
••
, dh, dv, t) in the next step. To be more
intuitive, we draw a diagram to illustrate our construction
P02

P12

oo P22

oo P32

oo · · ·oo
P01

P11

oo P21

oo
❘❘❘❘❘❘❘
hh❘❘❘❘❘❘❘
P31

oo
❘❘❘❘❘❘❘
hh❘❘❘❘❘❘❘
· · ·oo
P00

µ
||②
②
②
②
P10

oo P20

oo
❘❘❘❘❘❘❘
hh❘❘❘❘❘❘❘
P30

oo
❘❘❘❘❘❘❘
hh❘❘❘❘❘❘❘
· · ·oo
W(2) C0oo C1oo C2oo C3oo · · ·oo
where C
•
is the complex given in Proposition 2.1, Pi• is a projective resolution of Ci
for each i, and the dashed arrow P00 →W(2) is the composition P00 → C0 →W(2),
equal to the multiplication map µ.
Based on the alternate complex C
•
in Proposition 2.1, we erect the four resolu-
tions, and then obtain the embryo of a homotopy double complex:
P00 = P02 = W
e
(2),
P01 = P10 = P12 = P20 = P22 = · · · = (W
e
(2))
2,
P11 = P21 = P31 = · · · = (W
e
(2))
4,
and all other entries are zero. Moreover, the morphisms dv are expressed by
dv00 =
(
dz1
dz2
)
, dv01 =
(
−dz2 dz1
)
,
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dv10 =


σ
dz1 0
σ
dz2 0
0 dσz1
0 dσz2

 , dv11 =
(
−σdz2
σ
dz1 0 0
0 0 −dσz2 d
σz1
)
,
dv20 =


dz1 0
dz2 0
0 σdσz1
0 σdσz2

 , dv21 =
(
−dz2 dz1 0 0
0 0 −σdσz2
σ
d
σz1
)
,
and the rest are hence known according to the alternating feature. Next we add
appropriate morphisms dh, t making P
••
into a homotopy double complex. The
morphisms are given as follows:
dh00 =
(
1⊗ x− x⊗ 1
1⊗ y − y ⊗ 1
)
,
dh01 =


x⊗ 1− (1⊗ x)∆1(f1) −(1⊗ x)∆2(f1)
−(1⊗ x)∆1(f2) x⊗ 1− (1⊗ x)∆2(f2)
−1⊗ y + (y ⊗ 1)∆1(f1) (y ⊗ 1)∆2(f1)
(y ⊗ 1)∆1(f2) −1⊗ y + (y ⊗ 1)∆2(f2)

 ,
dh02 =
(
−x⊗ 1 + (1 ⊗ x)Jnc
1⊗ y − (y ⊗ 1)Jnc
)
,
dh10 =
(
y ⊗ 1 1⊗ x
1⊗ y x⊗ 1
)
,
dh11 =


−y ⊗ 1 0 −1⊗ x 0
0 −y ⊗ 1 0 −1⊗ x
−1⊗ y 0 −x⊗ 1 0
0 −1⊗ y 0 −x⊗ 1

 ,
dh12 =
(
y ⊗ 1 1⊗ x
1⊗ y x⊗ 1
)
,
dh20 =
(
−x⊗ 1 1⊗ x
1⊗ y −y ⊗ 1
)
,
dh21 =


x⊗ 1 0 −1⊗ x 0
0 x⊗ 1 0 −1⊗ x
−1⊗ y 0 y ⊗ 1 0
0 −1⊗ y 0 y ⊗ 1

 ,
dh22 =
(
−x⊗ 1 1⊗ x
1⊗ y −y ⊗ 1
)
,
t01 =
(
∆1(ϕ) ∆2(ϕ)
σ∆σ1 (ϕ)∆1(f1) +
σ∆σ2 (ϕ)∆1(f2)
σ∆σ1 (ϕ)∆2(f1) +
σ∆σ2 (ϕ)∆2(f2)
)
,
t02 =


−∆2(ϕ)
∆1(ϕ)
−Jnc
σ∆σ2 (ϕ)
Jnc
σ∆σ1 (ϕ)

 ,
t11 =
(
σ∆1(ϕ)
σ∆2(ϕ) 0 0
0 0 ∆σ1 (ϕ) ∆
σ
2 (ϕ)
)
,
t12 =


−σ∆2(ϕ) 0
σ∆1(ϕ) 0
0 −∆σ2 (ϕ)
0 ∆σ1 (ϕ)

 ,
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t21 =
(
∆1(ϕ) ∆2(ϕ) 0 0
0 0 σ∆σ1 (ϕ)
σ∆σ2 (ϕ)
)
,
t22 =


−∆2(ϕ) 0
∆1(ϕ) 0
0 −σ∆σ2 (ϕ)
0 σ∆σ1 (ϕ)

 .
Proposition 3.2. The 4-tuple (P
••
, dv, dh, t) is a homotopy double cochain com-
plex.
Proof. Notice that (2.2) is clearly satisfied, and so (2.3)-(2.6) are to be verified. All
the verifications are translated into anti-multiplications of matrices over W e(2). We
confine ourselves to the proof of
dh00d
h
10 + d
v
00t01 = 0,(3.1)
dh01d
h
11 + d
v
01t02 + t01d
v
20 = 0,(3.2)
leaving others to the reader.
We have
dh00d
h
10 =
(
y ⊗ 1 1⊗ x
1⊗ y x⊗ 1
)(
1⊗ x− x⊗ 1
1⊗ y − y ⊗ 1
)
=
(
1⊗ ϕ− ϕ⊗ 1
1⊗ σ(ϕ) − σ(ϕ) ⊗ 1
)
,
and dv00t01 equals(
∆1(ϕ) ∆2(ϕ)
σ∆σ1 (ϕ)∆1(f1) +
σ∆σ2 (ϕ)∆1(f2)
σ∆σ1 (ϕ)∆2(f1) +
σ∆σ2 (ϕ)∆2(f2)
)(
dz1
dz2
)
=
(
∆1(ϕ)dz1 +∆2(ϕ)dz2
(σ∆σ1 (ϕ)∆1(f1) +
σ∆σ2 (ϕ)∆1(f2))dz1 + (
σ∆σ1 (ϕ)∆2(f1) +
σ∆σ2 (ϕ)∆2(f2))dz2
)
=
(
ϕ⊗ 1− 1⊗ ϕ
σ∆σ1 (ϕ)
σ
d
σz1 +
σ∆σ2 (ϕ)
σ
d
σz2
)
(by Lemma 2.2)
=
(
ϕ⊗ 1− 1⊗ ϕ
σ(ϕ) ⊗ 1− 1⊗ σ(ϕ)
)
.
Hence (3.1) is proven.
For (3.2), we have
dh01d
h
11 =


−y ⊗ 1 0 −1⊗ x 0
0 −y ⊗ 1 0 −1⊗ x
−1⊗ y 0 −x⊗ 1 0
0 −1⊗ y 0 −x⊗ 1


·


x⊗ 1− (1⊗ x)∆1(f1) −(1⊗ x)∆2(f1)
−(1⊗ x)∆1(f2) x⊗ 1− (1⊗ x)∆2(f2)
−1⊗ y + (y ⊗ 1)∆1(f1) (y ⊗ 1)∆2(f1)
(y ⊗ 1)∆1(f2) −1⊗ y + (y ⊗ 1)∆2(f2)


=


−yx⊗ 1 + 1⊗ yx 0
0 −yx⊗ 1 + 1⊗ yx
(1 ⊗ xy − xy ⊗ 1)∆1(f1) (1 ⊗ xy − xy ⊗ 1)∆2(f1)
(1 ⊗ xy − xy ⊗ 1)∆1(f2) (1 ⊗ xy − xy ⊗ 1)∆2(f2)


=


1⊗ ϕ− ϕ⊗ 1 0
0 1⊗ ϕ− ϕ⊗ 1
(1 ⊗ σ(ϕ)− σ(ϕ) ⊗ 1)∆1(f1) (1⊗ σ(ϕ) − σ(ϕ) ⊗ 1)∆2(f1)
(1 ⊗ σ(ϕ)− σ(ϕ) ⊗ 1)∆1(f2) (1⊗ σ(ϕ) − σ(ϕ) ⊗ 1)∆2(f2)

 ,
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dv01t02 =


−∆2(ϕ)
∆1(ϕ)
−Jσ∆σ2 (ϕ)
Jσ∆σ1 (ϕ)

(−dz2 dz1) =


∆2(ϕ)dz2 −∆2(ϕ)dz1
−∆1(ϕ)dz2 ∆1(ϕ)dz1
Jnc
σ∆σ2 (ϕ)dz2 −Jnc
σ∆σ2 (ϕ)dz1
−Jnc
σ∆σ1 (ϕ)dz2 Jnc
σ∆σ1 (ϕ)dz1

 ,
and t01d
v
20 is equal to


∆1(ϕ)dz1 ∆2(ϕ)dz1
∆1(ϕ)dz2 ∆2(ϕ)dz2
(σ∆σ1 (ϕ)∆1(f1) +
σ∆σ2 (ϕ)∆1(f2))
σ
d
σz1 (
σ∆σ1 (ϕ)∆2(f1) +
σ∆σ2 (ϕ)∆2(f2))
σ
d
σz1
(σ∆σ1 (ϕ)∆1(f1) +
σ∆σ2 (ϕ)∆1(f2))
σ
d
σz2 (
σ∆σ1 (ϕ)∆2(f1) +
σ∆σ2 (ϕ)∆2(f2))
σ
d
σz2

.
It follows that the (1, 1)-, (1, 2)-, (2, 1)-, (2, 2)-entries of dh01d
h
11+d
v
01t02+ t01d
v
20 are
all zero. The (3, 1)-entry is
−σdσϕ∆1(f1) + Jnc
σ∆σ2 (ϕ)dz2 + (
σ∆σ1 (ϕ)∆1(f1) +
σ∆σ2 (ϕ)∆1(f2))
σ
d
σz1
= −σdσϕ∆1(f1) + Jnc
σ∆σ2 (ϕ)dz2 +
σ∆σ1 (ϕ)∆1(f1)
σ
d
σz1 +
σ∆σ2 (ϕ)∆1(f2)
σ
d
σz1
= (σ∆σ1 (ϕ)
σ
d
σz1 −
σ
d
σϕ)∆1(f1) + Jncdz2 +∆1(f2)
σ
d
σz1)
σ∆σ2 (ϕ)
= (−σ∆σ2 (ϕ)
σ
d
σz2)∆1(f1) + Jncdz2 +∆1(f2)
σ
d
σz1)
σ∆σ2 (ϕ)
= (Jncdz2 −∆1(f1)
σ
d
σz2 +∆1(f2)
σ
d
σz1)
σ∆σ2 (ϕ)
= (Jncdz2 −∆1(f1)(∆1(f2)dz1 +∆2(f2)dz2) + ∆1(f2)(∆1(f1)dz1
+∆2(f1)dz2))
σ∆σ2 (ϕ)
= (Jnc −∆1(f1)∆2(f2) + ∆1(f2)∆2(f1))dz2
σ∆σ2 (ϕ)
= 0.
Similarly, the (3, 2)-, (4, 1)-, (4, 2)-entries are zero. Thus (3.2) is also proven. 
Remark 3.3. When constructing homotopy double complex for W(1) in [27], the
verification of (2.5), (2.6) is trivial. But for W(2), this is not so easy.
Proposition 3.3. If ϕ 6= 0, TotP
••
is a resolution of W(2) by finitely generated
free W e(2)-modules via µ. Moreover, the complex TotP•• is alternate in [3,+∞).
Proof. This follows from spectral sequence argument. See [27] for the details. 
3.2. Proof of sufficiency. Suppose (ϕ, ϕ1, ϕ2) = B. Let us prove that W(2) is
homologically smooth in this case.
First of all, notice that ϕ 6= 0 is automatically satisfied. Hence by Proposition
3.3, TotP
••
is a free resolution ofW(2), and so we can compute Hochschild cohomol-
ogy H∗(W(2),M) = Ext
∗
W e
(2)
(W(2),M) for any W
e
(2)-module M by TotP••. Next
let Q••M = HomW e(2)(P••,M), d
pq
v = HomW e(2)(d
v
pq,M), d
pq
h = HomW e(2)(d
h
pq ,M),
and tpq = HomW e
(2)
(tpq,M). Clearly, (Q
••
M , dv, dh, t) is a homotopy double cochain
complex, and
H∗(TotQ••M )
∼= H∗(HomW e(TotP••,M)) ∼= H
∗(W(2),M).
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We write Q•M schematically, as follows.
M
d02
h //
t02
◗◗
◗◗
◗◗
◗◗
◗◗
((◗◗
◗◗
◗◗
◗◗
◗◗
M2
d12
h //
t12
◗◗
◗◗
◗◗
◗◗
◗◗
((◗◗
◗◗
◗◗
◗◗
◗◗
M2
d22
h //
t22
◗◗
◗◗
◗◗
◗◗
◗◗
((◗◗
◗◗
◗◗
◗◗
◗◗
M2
d32
h //M2 // · · ·
M2
d01
h //
t01
◗◗
◗◗
◗◗
◗◗
◗◗
((◗◗
◗◗
◗◗
◗◗
◗◗
d01
v
OO
M4
d11
h //
t11
◗◗
◗◗
◗◗
◗◗
◗◗
((◗◗
◗◗
◗◗
◗◗
◗◗
d11
v
OO
M4
d21
h //
t21
◗◗
◗◗
◗◗
◗◗
◗◗
((◗◗
◗◗
◗◗
◗◗
◗◗
d21
v
OO
M4
d31
h //
d31
v
OO
M4 //
d41
v
OO
· · ·
M
d00
h
//
d00
v
OO
M2
d10
h
//
d10
v
OO
M2
d20
h
//
d20
v
OO
M2
d30
h
//
d30
v
OO
M2 //
d40
v
OO
· · ·
Proposition 3.4. One has H4(TotQ••M ) = 0 for all M if (ϕ, ϕ1, ϕ2) = B. Conse-
quently, W(2) is homologically smooth if (ϕ, ϕ1, ϕ2) = B.
Proof. There exist polynomials α, β1, β2 such that αϕ + β1ϕ1 + β2ϕ2 = 1. We
write d•Q for the differentials of TotQ
••
M .
Letm = (m221 ,m
22
2 ,m
31
1 ,m
31
2 ,m
31
3 ,m
31
4 ,m
40
1 ,m
40
2 ) be a 4-cocycle of TotQ
••
M . We
have 

d22h (m
22
1 ,m
22
2 ) + d
31
v (m
31
1 ,m
31
2 ,m
31
3 ,m
31
4 ) = 0
t22(m221 ,m
22
2 ) + d
31
h (m
31
1 ,m
31
2 ,m
31
3 ,m
31
4 ) + d
40
v (m
40
1 ,m
40
2 ) = 0
t31(m311 ,m
31
2 ,m
31
3 ,m
31
4 ) + d
40
h (m
40
1 ,m
40
2 ) = 0
which is equivalent to the following eight equations
−(x⊗ 1)m221 + (1⊗ x)m
22
2 −
σ
dz2m
31
1 +
σ
dz1m
31
2 = 0,(3.3)
(1 ⊗ y)m221 − (y ⊗ 1)m
22
2 − d
σz2m
31
3 + d
σz1m
31
4 = 0,(3.4)
−∆2(ϕ)m
22
1 − (y ⊗ 1)m
31
1 − (1⊗ x)m
31
3 + dz1m
40
1 = 0,(3.5)
∆1(ϕ)m
22
1 − (y ⊗ 1)m
31
2 − (1⊗ x)m
31
4 + dz2m
40
1 = 0,(3.6)
−σ∆σ2 (ϕ)m
22
2 − (1⊗ y)m
31
1 − (x⊗ 1)m
31
3 +
σ
d
σz1m
40
2 = 0,(3.7)
σ∆σ1 (ϕ)m
22
2 − (1⊗ y)m
31
2 − (x⊗ 1)m
31
4 +
σ
d
σz2m
40
2 = 0,(3.8)
σ∆1(ϕ)m
31
1 +
σ∆2(ϕ)m
31
2 − (x⊗ 1)m
40
1 + (1 ⊗ x)m
40
2 = 0,(3.9)
∆σ1 (ϕ)m
31
3 +∆
σ
2 (ϕ)m
31
4 + (1⊗ y)m
40
1 − (y ⊗ 1)m
40
2 = 0.(3.10)
Define
n121 = (1⊗ β1)m
31
2 − (1⊗ β2)m
31
1 ,
n122 = (1⊗ σ(β1))m
31
4 − (1⊗ σ(β2))m
31
3 + (1⊗ αy)m
22
1 ,
n211 = (1⊗ β1)m
40
1 + (1⊗ β2)∆
∂2
2 (ϕ)m
22
1 ,
n212 = (1⊗ β2)m
40
1 − (1⊗ β1)∆
∂1
1 (ϕ)m
22
1 ,
n213 = (1⊗ σ(β1))m
40
2 − (1⊗ αy)m
31
1 + (1⊗ σ(β2))
σ∆σ∂22 (ϕ)m
22
2 ,
n214 = (1⊗ σ(β2))m
40
2 − (1⊗ αy)m
31
2 − (1⊗ σ(β1))
σ∆σ∂11 (ϕ)m
22
2 ,
n301 = −(1⊗ β1)
σ∆∂11 (ϕ)m
31
1 − (1⊗ β2)
σ∆∂22 (ϕ)m
31
2 ,
n302 = (1⊗ αy)m
40
1 − (1⊗ σ(β1))∆
σ∂1
1 (ϕ)m
31
3 − (1⊗ σ(β2))∆
σ∂2
2 (ϕ)m
31
4 .
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These n∗∗∗ constitute a 3-cochain n. Let us prove d
3
Q(n) =m. The following three
equations are to be checked:
(3.11)
(
m221
m222
)
=
(
y ⊗ 1 1⊗ x
1⊗ y x⊗ 1
)(
n121
n122
)
+
(
−dz2 dz1 0 0
0 0 −σdσz2
σ
d
σz1
)
n211
n212
n213
n214

 ,


m311
m312
m313
m314

 =


−σ∆2(ϕ) 0
σ∆1(ϕ) 0
0 −∆σ2 (ϕ)
0 ∆σ1 (ϕ)


(
n121
n122
)
+


x⊗ 1 0 −1⊗ x 0
0 x⊗ 1 0 −1⊗ x
−1⊗ y 0 y ⊗ 1 0
0 −1⊗ y 0 y ⊗ 1


·


n211
n212
n213
n214

+


σ
dz1 0
σ
dz2 0
0 dσz1
0 dσz2


(
n301
n302
)
,
(3.12)
(3.13)
(
m401
m402
)
=
(
σ∆1(ϕ)
σ∆2(ϕ) 0 0
0 0 σ∆σ1 (ϕ)
σ∆σ2 (ϕ)
)
n211
n212
n213
n214

+
(
y ⊗ 1 1⊗ x
1⊗ y x⊗ 1
)(
n301
n302
)
.
There are eight equalities in total to be verified and the verification is tediously
long. So we divide the whole proof into four lemmas. The sufficiency follows from
them. 
Lemma 3.5. For i = 1, 2, we have
(1) ∆i(ϕ) −∆
∂i
i (ϕ)dzi = 1⊗ ϕi,
(2) σ∆i(ϕ) −
σ∆∂ii (ϕ)
σ
dzi = 1⊗ ϕi,
(3) ∆σi (ϕ)−∆
σ∂i
i (ϕ)d
σzi = 1⊗ σ(ϕi),
(4) σ∆σi (ϕ) −
σ∆σ∂ii (ϕ)
σ
d
σzi = 1⊗ σ(ϕi).
Proof. Clearly, (2), (3), (4) follow from (1). So let us prove (1) for i = 1. The case
i = 2 is left to the reader.
Suppose ϕ =
∑
i,j λijz
i
1z
j
2. Then
∆1(ϕ) =
∑
i,j
i∑
k=1
λijz
i−k
1 ⊗ z
k−1
1 z
j
2
and so
∆∂11 (ϕ)dz1 =
∑
i,j
i∑
k=1
λijz
i−k
1 ⊗ ∂1(z
k−1
1 z
j
2)(z1 ⊗ 1− 1⊗ z1)
=
∑
i,j
i∑
k=1
λijz
i−k
1 ⊗ (k − 1)z
k−2
1 z
j
2(z1 ⊗ 1− 1⊗ z1)
=
∑
i,j
i∑
k=1
λij(k − 1)z
i−k+1
1 ⊗ z
k−2
1 z
j
2 −
∑
i,j
i∑
k=1
λij(k − 1)z
i−k
1 ⊗ z
k−1
1 z
j
2
=
∑
i,j
i−1∑
k=0
λijkz
i−k
1 ⊗ z
k−1
1 z
j
2 −
∑
i,j
i∑
k=1
λij(k − 1)z
i−k
1 ⊗ z
k−1
1 z
j
2
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=
∑
i,j
i∑
k=1
λijz
i−k
1 ⊗ z
k−1
1 z
j
2 −
∑
i,j
λij i⊗ z
i−1
1 z
j
2
= ∆1(ϕ)− 1⊗ ϕ1. 
Lemma 3.6. Eq. (3.11) holds true.
Proof. We have
(y ⊗ 1)n121 + (1⊗ x)n
12
2 − dz2n
21
1 + dz1n
21
2
= (y ⊗ 1)[(1⊗ β1)m
31
2 − (1⊗ β2)m
31
1 ] + (1⊗ x)[(1 ⊗ σ(β1))m
31
4 − (1⊗ σ(β2))m
31
3
+ (1⊗ αy)m221 ]− dz2[(1 ⊗ β1)m
40
1 + (1⊗ β2)∆
∂2
2 (ϕ)m
22
1 ] + dz1[(1 ⊗ β2)m
40
1
− (1⊗ β1)∆
∂1
1 (ϕ)m
22
1 ]
= (1⊗ β1)[(y ⊗ 1)m
31
2 + (1⊗ x)m
31
4 − dz2m
40
1 −∆
∂1
1 (ϕ)dz1m
22
1 ] + (1 ⊗ β2)
· [−(y ⊗ 1)m311 − (1 ⊗ x)m
31
3 −∆
∂2
2 (ϕ)dz2m
22
1 + dz1m
40
1 ] + (1⊗ αyx)m
22
1
†1
= (1⊗ β1)[∆1(ϕ)m
22
1 −∆
∂1
1 (ϕ)dz1m
22
1 ] + (1⊗ β2)[∆2(ϕ)m
22
1 −∆
∂2
2 (ϕ)dz2m
22
1 ]
+ (1⊗ αϕ)m221
†2
= (1⊗ β1)(1 ⊗ ϕ1)m
22
1 + (1 ⊗ β2)(1⊗ ϕ2)m
22
1 + (1⊗ αϕ)m
22
1
= m221
where †1 follows from (3.6), (3.5) , and †2 from Lemma 3.5 (1). Also,
(1⊗ y)n121 + (x⊗ 1)n
12
2 −
σ
d
σz2n
21
3 +
σ
d
σz1n
21
4
= (1⊗ y)[(1⊗ β1)m
31
2 − (1⊗ β2)m
31
1 ] + (x⊗ 1)[(1⊗ σ(β1))m
31
4 − (1⊗ σ(β2))m
31
3
+ (1⊗ αy)m221 ]−
σ
d
σz2[(1⊗ σ(β1))m
40
2 − (1⊗ αy)m
31
1 + (1⊗ σ(β2))
· σ∆σ∂22 (ϕ)m
22
2 ] +
σ
d
σz1[(1 ⊗ σ(β2))m
40
2 − (1⊗ αy)m
31
2 − (1 ⊗ σ(β1))
· σ∆σ∂11 (ϕ)m
22
2 ]
= (1⊗ σ(β1))[(1 ⊗ y)m
31
2 + (x⊗ 1)m
31
4 −
σ
d
σz2m
40
2 −
σ∆σ∂11 (ϕ)
σ
d
σz1m
22
2 ]
+ (1⊗ σ(β2))[−(1 ⊗ y)m
31
1 − (x⊗ 1)m
31
3 −
σ∆σ∂22 (ϕ)
σ
d
σz2m
22
2 +
σ
d
σz1m
40
2 ]
+ (1⊗ αy)[(x⊗ 1)m221 +
σ
dz2m
31
1 −
σ
dz1m
31
2 ]
†3
= (1⊗ σ(β1))[
σ∆σ1 (ϕ)m
22
2 −
σ∆σ∂11 (ϕ)
σ
d
σz1m
22
2 ] + (1⊗ σ(β2))[
σ∆σ2 (ϕ)m
22
2
− σ∆σ∂22 (ϕ)
σ
d
σz2m
22
2 ] + (1⊗ αy)(1 ⊗ x)m
22
2
†4
= (1⊗ σ(β1))(1 ⊗ σ(ϕ1))m
22
2 + (1 ⊗ σ(β2))(1⊗ σ(ϕ2))m
22
2 + (1⊗ σ(αϕ))m
22
2
= m222
where †3 follows from (3.8), (3.7), (3.3), and †4 from Lemma 3.5 (4). 
Lemma 3.7. Eq. (3.12) holds true.
Proof. We have
−σ∆2(ϕ)n
12
1 + (x⊗ 1)n
21
1 − (1 ⊗ x)n
21
3 +
σ
dz1n
30
1
= −σ∆2(ϕ)[(1 ⊗ β1)m
31
2 − (1⊗ β2)m
31
1 ] + (x⊗ 1)[(1⊗ β1)m
40
1
+ (1⊗ β2)∆
∂2
2 (ϕ)m
22
1 ]− (1 ⊗ x)[(1 ⊗ σ(β1))m
40
2 − (1⊗ αy)m
31
1 + (1 ⊗ σ(β2))
· σ∆σ∂22 (ϕ)m
22
2 ] +
σ
dz1[−(1⊗ β1)
σ∆∂11 (ϕ)m
31
1 − (1⊗ β2)
σ∆∂22 (ϕ)m
31
2 ]
= (1 ⊗ β1)[−
σ∆2(ϕ)m
31
2 + (x⊗ 1)m
40
1 − (1 ⊗ x)m
40
2 −
σ∆∂11 (ϕ)
σ
dz1m
31
1 ]
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+ (1⊗ β2)[
σ∆2(ϕ)m
31
1 +
σ∆∂22 (ϕ)(x ⊗ 1)m
22
1 −
σ∆∂22 (ϕ)(1 ⊗ x)m
22
2
− σ∆∂22 (ϕ)
σ
dz1m
31
2 ] + (1⊗ αyx)m
31
1
†1
= (1 ⊗ β1)[
σ∆1(ϕ)m
31
1 −
σ∆∂11 (ϕ)
σ
dz1m
31
1 ] + (1 ⊗ β2)[
σ∆2(ϕ)m
31
1
− σ∆∂22 (ϕ)
σ
dz2m
31
1 ]
+ (1⊗ αϕ)m311
†2
= (1 ⊗ β1)(1⊗ ϕ1)m
31
1 + (1⊗ β2)(1 ⊗ ϕ2)m
31
1 + (1 ⊗ αϕ)m
31
1
= m311
where †1 follows from (3.9), (3.3), and †2 from Lemma 3.5 (2). Next we have
σ∆1(ϕ)n
12
1 + (x⊗ 1)n
21
2 − (1 ⊗ x)n
21
4 +
σ
dz2n
30
1
= σ∆1(ϕ)[(1 ⊗ β1)m
31
2 −(1⊗ β2)m
31
1 ] + (x ⊗ 1)[(1⊗ β2)m
40
1 −(1⊗ β1)∆
∂1
1 (ϕ)m
22
1 ]
− (1 ⊗ x)[(1 ⊗ σ(β2))m
40
2 − (1⊗ αy)m
31
2 − (1⊗ σ(β1))
σ∆σ∂11 (ϕ)m
22
2 ]
+ σdz2[−(1⊗ β1)
σ∆∂11 (ϕ)m
31
1 − (1⊗ β2)
σ∆∂22 (ϕ)m
31
2 ]
= (1⊗ β1)[
σ∆1(ϕ)m
31
2 −
σ∆∂11 (ϕ)(x ⊗ 1)m
22
1 +
σ∆∂11 (ϕ)(1 ⊗ x)m
22
2 −
σ∆∂11 (ϕ)
· σdz2m
31
1 ] + (1⊗ β2)[−
σ∆1(ϕ)m
31
1 + (x ⊗ 1)m
40
1 − (1⊗ x)m
40
2 −
σ∆∂22 (ϕ)
· σdz2m
31
2 ] + (1⊗ αyx)m
31
2
†3
= (1⊗ β1)[
σ∆1(ϕ)m
31
2 −
σ∆∂11 (ϕ)
σ
dz1m
31
2 ]+(1⊗ β2)[
σ∆2(ϕ)m
31
2 −
σ∆∂22 (ϕ)
σ
dz2m
31
2 ]
+ (1 ⊗ αϕ)m312
†4
= (1⊗ β1)(1 ⊗ ϕ1)m
31
2 + (1 ⊗ β2)(1⊗ ϕ2)m
31
2 + (1⊗ αϕ)m
31
2
= m312
where †3, †4 again follow from (3.3), (3.9), and Lemma 3.5 (2) respectively. For the
third,
−∆σ2 (ϕ)n
12
2 − (1⊗ y)n
21
1 + (y ⊗ 1)n
21
3 + d
σz1n
30
2
= −∆σ2 (ϕ)[(1 ⊗ σ(β1))m
31
4 − (1⊗ σ(β2))m
31
3 + (1⊗ αy)m
22
1 ]− (1⊗ y)[(1 ⊗ β1)m
40
1
+ (1 ⊗ β2)∆
∂2
2 (ϕ)m
22
1 ] + (y ⊗ 1)[(1 ⊗ σ(β1))m
40
2 − (1⊗ αy)m
31
1 + (1⊗ σ(β2))
· σ∆σ∂22 (ϕ)m
22
2 ] + d
σz1[(1⊗ αy)m
40
1 − (1 ⊗ σ(β1))∆
σ∂1
1 (ϕ)m
31
3 − (1 ⊗ σ(β2))
·∆σ∂22 (ϕ)m
31
4 ]
= (1⊗ σ(β1))[−∆
σ
2 (ϕ)m
31
4 − (1⊗ y)m
40
1 + (y ⊗ 1)m
40
2 −∆
σ∂1
1 (ϕ)d
σz1m
31
3 ]
+ (1 ⊗ σ(β2))[∆
σ
2 (ϕ)m
31
3 −∆
σ∂2
2 (ϕ)(1 ⊗ y)m
22
1 +∆
σ∂2
2 (ϕ)(y ⊗ 1)m
22
2
−∆σ∂22 (ϕ)d
σz1m
31
4 ] + (1 ⊗ αy)[−∆2(ϕ)m
22
1 − (y ⊗ 1)m
31
1 + dz1m
40
1 ]
†5
= (1⊗ σ(β1))[∆
σ
1 (ϕ)m
31
3 −∆
σ∂1
1 (ϕ)d
σz1m
31
3 ] + (1 ⊗ σ(β2))[∆
σ
2 (ϕ)m
31
3 −∆
σ∂2
2 (ϕ)
· dσz2m
31
3 ] + (1 ⊗ αy)(1⊗ x)m
31
3
†6
= (1⊗ σ(β1))(1 ⊗ σ(ϕ1))m
31
3 + (1⊗ σ(β2))(1 ⊗ σ(ϕ2))m
31
3 + (1⊗ σ(αϕ))m
31
3
= m313
where †5 follows from (3.10), (3.4), (3.5), and †6 from Lemma 3.5 (3). For the last,
∆σ1 (ϕ)n
12
2 − (1⊗ y)n
21
2 + (y ⊗ 1)n
21
4 + d
σz2n
30
2
= ∆σ1 (ϕ)[(1 ⊗ σ(β1))m
31
4 − (1⊗ σ(β2))m
31
3 + (1⊗ αy)m
22
1 ]− (1⊗ y)[(1⊗ β2)m
40
1
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− (1⊗ β1)∆
∂1
1 (ϕ)m
22
1 ] + (y ⊗ 1)[(1⊗ σ(β2))m
40
2 − (1 ⊗ αy)m
31
2 − (1⊗ σ(β1))
· σ∆σ∂11 (ϕ)m
22
2 ] + d
σz2[(1 ⊗ αy)m
40
1 − (1⊗ σ(β1))∆
σ∂1
1 (ϕ)m
31
3 − (1⊗ σ(β2))
·∆σ∂22 (ϕ)m
31
4 ]
= (1 ⊗ σ(β1))[∆
σ
1 (ϕ)m
31
4 −∆
σ∂1
1 (ϕ)(1 ⊗ y)m
22
1 +∆
σ∂1
1 (ϕ)(y ⊗ 1)m
22
2 −∆
σ∂1
1 (ϕ)
· dσz2m
31
3 ] + (1⊗ σ(β2))[−∆
σ
1 (ϕ)m
31
3 − (1⊗ y)m
40
1 + (y ⊗ 1)m
40
2 −∆
σ∂2
2 (ϕ)
· dσz2m
31
4 ] + (1⊗ αy)[∆1(ϕ)m
22
1 − (y ⊗ 1)m
31
2 + dz2m
40
1 ]
†7
= (1 ⊗ σ(β1))[∆
σ
1 (ϕ)m
31
4 −∆
σ∂1
1 (ϕ)d
σz1m
31
4 ] + (1⊗ σ(β2))[∆
σ
2 (ϕ)m
31
4 −∆
σ∂2
2 (ϕ)
· dσz2m
31
4 ] + (1⊗ αϕ)(1 ⊗ x)m
31
4
†8
= (1 ⊗ σ(β1))(1⊗ σ(ϕ1))m
31
4 + (1⊗ σ(β2))(1 ⊗ σ(ϕ2))m
31
4 + (1⊗ σ(αϕ))m
31
4
= m314
where †7 follows from (3.4), (3.10), (3.6), and †8 from Lemma 3.5 (3). 
Lemma 3.8. Eq. (3.13) holds true.
Proof. We have
∆1(ϕ)n
21
1 +∆2(ϕ)n
21
2 + (y ⊗ 1)n
30
1 + (1⊗ x)n
30
2
= ∆1(ϕ)[(1 ⊗ β1)m
40
1 + (1⊗ β2)∆
∂2
2 (ϕ)m
22
1 ] + ∆2(ϕ)[(1 ⊗ β2)m
40
1 − (1⊗ β1)
·∆∂11 (ϕ)m
22
1 ] + (y ⊗ 1)[−(1⊗ β1)
σ∆∂11 (ϕ)m
31
1 − (1⊗ β2)
σ∆∂22 (ϕ)m
31
2 ]
+ (1 ⊗ x)[(1 ⊗ αy)m401 − (1⊗ σ(β1))∆
σ∂1
1 (ϕ)m
31
3 − (1⊗ σ(β2))∆
σ∂2
2 (ϕ)m
31
4 ]
= (1⊗ β1)[∆1(ϕ)m
40
1 −∆
∂1
1 (ϕ)∆2(ϕ)m
22
1 −∆
∂1
1 (ϕ)(y ⊗ 1)m
31
1 −∆
∂1
1 (ϕ)
· (1⊗ x)m313 ] + (1⊗ β2)[∆
∂2
2 (ϕ)∆1(ϕ)m
22
1 +∆2(ϕ)m
40
1 −∆
∂2
2 (ϕ)(y ⊗ 1)m
31
2
−∆∂22 (ϕ)(1 ⊗ x)m
31
4 ] + (1 ⊗ αyx)m
40
1
†1
= (1⊗ β1)[∆1(ϕ)m
40
1 −∆
∂1
1 (ϕ)dz1m
40
1 ] + (1 ⊗ β2)[∆2(ϕ)m
40
1 −∆
∂2
2 (ϕ)dz2m
40
1 ]
+ (1 ⊗ αϕ)m401
†2
= (1⊗ β1)(1 ⊗ ϕ1)m
40
1 + (1⊗ β2)(1 ⊗ ϕ2)m
40
1 + (1⊗ αϕ)m
40
1
= m401
where †1 follows from (3.5), (3.6), and †2 from Lemma 3.5 (1). Furthermore,
σ∆σ1 (ϕ)n
21
3 +
σ∆σ2 (ϕ)n
21
4 + (1⊗ y)n
30
1 + (x⊗ 1)n
30
2
= σ∆σ1 (ϕ)[(1 ⊗ σ(β1))m
40
2 − (1 ⊗ αy)m
31
1 + (1⊗ σ(β2))
σ∆σ∂22 (ϕ)m
22
2 ]
+ σ∆σ2 (ϕ)[(1 ⊗ σ(β2))m
40
2 − (1⊗ αy)m
31
2 − (1 ⊗ σ(β1))
σ∆σ∂11 (ϕ)m
22
2 ]
+ (1⊗ y)[−(1⊗ β1)
σ∆∂11 (ϕ)m
31
1 − (1⊗ β2)
σ∆∂22 (ϕ)m
31
2 ]
+ (x⊗ 1)[(1⊗ αy)m401 − (1⊗ σ(β1))∆
σ∂1
1 (ϕ)m
31
3 − (1 ⊗ σ(β2))∆
σ∂2
2 (ϕ)m
31
4 ]
= (1 ⊗ σ(β1))[
σ∆σ1 (ϕ)m
40
2 −
σ∆σ∂11 (ϕ)
σ∆σ2 (ϕ)m
22
2 −
σ∆σ∂11 (ϕ)(1 ⊗ y)m
31
1
− σ∆σ∂11 (ϕ)(x ⊗ 1)m
31
3 ] + (1⊗ σ(β2))[
σ∆σ∂22 (ϕ)
σ∆σ1 (ϕ)m
22
2 +
σ∆σ2 (ϕ)m
40
2
− σ∆σ∂22 (ϕ)(1 ⊗ y)m
31
2 −
σ∆σ∂22 (ϕ)(x ⊗ 1)m
31
4 ] + (1⊗ αy)[−
σ∆1(ϕ)m
31
1
− σ∆2(ϕ)m
31
2 + (x⊗ 1)m
40
1 ]
†3
= (1 ⊗ σ(β1))[
σ∆σ1 (ϕ)m
40
2 −
σ∆σ∂11 (ϕ)
σ
d
σz1m
40
2 ] + (1 ⊗ σ(β2))[
σ∆σ2 (ϕ)m
40
2
− σ∆σ∂22 (ϕ)
σ
d
σz2m
40
2 ] + (1⊗ σ(αϕ))m
40
2
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†4
= (1 ⊗ σ(β1))(1⊗ σ(ϕ1))m
40
2 + (1⊗ σ(β2))(1 ⊗ σ(ϕ2))m
40
2 + (1 ⊗ σ(αϕ))m
40
2
= m402
where †3 follows from (3.7), (3.8), (3.9), and †4 from Lemma 3.5 (4). 
3.3. Proof of necessity. Now suppose (ϕ, ϕ1, ϕ2) 6= B. Let us first consider the
situation that k is algebraically closed. The arguments presented below are mainly
inspired by [1].
Lemma 3.9. [1] If ϕ = 0, then then W(2) has infinity global dimension.
Lemma 3.10. Suppose that k is algebraically closed and (ϕ, ϕ1, ϕ2) 6= B. If ϕ 6= 0
then W(2) has infinity global dimension.
Proof. Recall from Proposition 3.3 that TotP
••
is alternate. For any right W(2)-
moduleM and any leftW(2)-moduleN , we have Tor
W(2)
4 (M,N) = Tor
W(2)
6 (M,N) =
Tor
W(2)
8 (M,N) = · · · . So, it suffices to show that there exist M and N such that
Tor
W(2)
4 (M,N) 6= 0.
Since (ϕ, ϕ1, ϕ2) is proper and k is algebraically closed, there exists a maximal
ideal m = (z1 − λ1, z2 − λ2) in B containing (ϕ, ϕ1, ϕ2). Let εm : B → B/m be the
projection. We claim that (εm ⊗ εm)(∆1(ϕ)) = (εm ⊗ εm)(∆2(ϕ)) = 0. In fact, we
write ∆1(ϕ) =
∑
b′ ⊗ b′′ using Sweedler’s notation, then
(εm ⊗ εm)(∆1(ϕ)) =
∑
εm(b
′)⊗ εm(b
′′) =
∑
εm(b
′)εm(b
′′)⊗ 1¯
= εm
(∑
b′b′′
)
⊗ 1¯ = εm(ϕ1)⊗ 1¯ = 0
and similarly for ∆2(ϕ).
Denote by Ir and Il respectively the right ideal in W(2) generated by y, z1 − λ1,
z2 − λ2, and the left ideal in W(2) generated by x, z1 − λ1, z2 − λ2. By analyzing
the basis elements of W(2), we know that as k-modules,
Ir =
⊕
i≥1
Byi ⊕
⊕
j≥0
mxj ,
Il =
⊕
i≥0
myi ⊕
⊕
j≥1
Bxj ,
which are both proper. Hence the right W(2)-module M = W(2)/Ir and the left
W(2)-module N = W(2)/Il are nonzero. Moreover, by abuse of notations, we also
refer to εm the map B → M or B → N by identifying B/m with the summand of
M or N .
Let us consider Tor
W(2)
4 (M,N), which is the fourth homology group of M ⊗W(2)
(TotP
••
)⊗W(2) N . The following is a part of M ⊗W(2) P•• ⊗W(2) N :
(M ⊗N)4 (M ⊗N)4
dv40

(M ⊗N)2 (M ⊗N)2
dh30
oo
t21
jj❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
(M ⊗N)2
dh40
oo
with M ⊗W(2) P40 ⊗W(2) N displayed in box. Consider the element (1¯ ⊗ 1¯, 0) in
M ⊗W(2) P40 ⊗W(2) N . We have
t21(1¯ ⊗ 1¯, 0) = ((εm ⊗ εm)(∆1(ϕ)), (εm ⊗ εm)(∆2(ϕ)), 0, 0) = 0,
dh30(1¯ ⊗ 1¯, 0) = (y¯ ⊗ 1¯, 1¯⊗ x¯) = 0,
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and thus (1¯ ⊗ 1¯, 0) gives rise to a 4-cycle in M ⊗W(2) (TotP••) ⊗W(2) N . Were
(1¯ ⊗ 1¯, 0) a boundary, it would be of the form dv40(a1, a2, a3, a4) + d
h
40(b1, b2). It
follows that
1¯⊗ 1¯ =
∑
(a′1 ⊳ z1 ⊗ a
′′
1 − a
′
1 ⊗ z1 ⊲ a
′′
1) +
∑
(a′2 ⊳ z2 ⊗ a
′′
2 − a
′
2 ⊗ z2 ⊲ a
′′
2 )
−
∑
b′1 ⊳ x⊗ b
′′
1 +
∑
b′2 ⊗ y ⊲ b
′′
2 .
Since W(2) is a Z-graded algebra by setting |x| = 1 and |y| = −1, M , N are graded
W(2)-modules with M = M≥0 = ⊕j≥0kx
j and N = N≤0 = ⊕i≥0ky
i. By taking
degree into account, we may assume a1, a2 ∈ M0 ⊗ N0, b1 ∈ M−1 ⊗ N0, and
b2 ∈M0 ⊗N1. This forces b1 = b2 = 0, and a
′
1, a
′′
1 , a
′
2, a
′′
2 ∈ B/m. Thus the above
equality is simplified into
1¯⊗ 1¯ =
∑
(a′1λ1 ⊗ a
′′
1 − a
′
1 ⊗ λ1a
′′
1) +
∑
(a′2λ2 ⊗ a
′′
2 − a
′
2 ⊗ λ2a
′′
2) = 0,
a contradiction.
Thus we catch a nontrivial 4-class and hence Tor
W(2)
4 (M,N) 6= 0, as desired. 
Proposition 3.11. If (ϕ, ϕ1, ϕ2) 6= B, then W(2) has infinite global dimension.
Accordingly, W(2) is not homologically smooth.
Proof. By Lemmas 3.9, 3.10, the proposition is true when k is algebraically closed.
For the general case, let K be the algebraic closure of k and WK(2) = K ⊗W(2).
Note that WK(2) is a GWA over B
K = K[z1, z2] and the ideal (ϕ, ϕ1, ϕ2) in B
K is
proper. According to our argument above, the K-algebra WK(2) has infinite global
dimension. Since the Tor groups respect localization, i.e., K ⊗ Tor
W(2)
∗ (M,N) ∼=
Tor
WK(2)
∗ (M
K, NK) for allM , N , there existMn andNn such that Tor
W(2)
n (Mn, Nn) 6=
0 for all n ∈ N. Therefore we finish the proof in the general case. 
4. Nakayama automorphisms
In [37], Van den Bergh proved the existence of a duality between Hochschild
homology and cohomology for a class of Gorenstein algebras A under the homolog-
ical smoothness condition. Namely, there exists an invertible A-bimodule U and a
positive integer d such that
Hi(A,M) ∼= Hd−i(A,U ⊗A M)
naturally holds for all Ae-modules M and all integers i. In particular, if the invert-
ible bimodule U is of the form Aν for some ν ∈ Aut(A), then the duality becomes
(4.1) Hi(A,M) ∼= Hd−i(A,M
ν).
This is usually called twisted Poincare´ duality in the literature. Recall that an
algebra A enjoys twisted Poincare´ duality if A is a twisted d-Calabi-Yau algebra,
namely, A is homologically smooth and the condition
(4.2) ExtiAe(A,A
e) ∼=
{
0, i 6= d,
Aν , i = d
is fulfilled for some d ∈ N and ν ∈ Aut(A). The number d is called the Hochschild
cohomology dimension of A and respectively ν the Nakayama automorphism of A,
which coincide the d, ν in (4.1).
Many classes of algebras arising from noncommutative algebraic geometry or
quantum group are twisted Calabi-Yau. We refer to [6], [7], [11], [16], [25], [29],
[38], [40] and the references therein for more information and in particular plenty
of examples.
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Remark 4.1. (1) In (4.2), the second variable Ae in the Ext group has left and
right Ae-module structures. The left is used for computing Ext, and the
right is survival, inducing the A-bimodule structure on the Ext group.
(2) An algebra A is said to have a Nakayama automorphism ν if (4.2) is sat-
isfied, even if A is not homologically smooth. The automorphism ν is
unique up to inner automorphism. In [30], ν is proven to be central in
Aut(A)/Inn(A).
(3) When ν is inner, the algebra A is Calabi-Yau in the sense of Ginzburg [16].
Let us focus on Nakayama automorphisms of GWAs. Recall that a GWA W(1) is
proven to have a Nakayama automorphism (with d = 2) whose explicit expression
is determined in [27]. By adapting the proof in loc. cit. one can conclude that W(2)
also has a Nakayama automorphism (with d = 3). However, one does not know the
expressions of σ(z1), σ(z2) for an arbitrary σ ∈ Aut(B), as is mentioned in Remark
3.1. Due to the indeterminacy of σ, we are not able to capture the Nakayama
automorphism ν as we did in [27]. Instead, we will deduce the expression of ν by
spectral sequence argument.
It is illustrated in [27] that the filtration by column of a homotopy double complex
gives rise to a spectral sequence. If the homotopy double complex sits in the
first quadrant, then the spectral sequence converges to the (co)homology of the
associated total complex. So let us apply it to the homotopy double complex Q••W e .
Denote by Epq
•
the induced spectral sequence.
Since W(2) ∼= B
(N) as a left B-module, we have W e(2)
∼= (Be)(N×N) ∼= (Be)(N) as
a left Be-module. Observe that B is 2-Calabi-Yau and so
E0q1 = H
q(Q0•W e
(2)
) = ExtqW e
(2)
(W e(2) ⊗Be B,W
e
(2))
∼= Ext
q
Be(B,B
e)(N)
is zero unless q = 2. By a similar manner, we conclude that for all p ≥ 1, Epq1 is
nonzero only if q = 2.
Notice that E021 is a quotient of E
02
0 = W
e
(2). It is easy to prove that
E021 =
{∑
[w′ ⊗ w′′]
∣∣∣ w′ ∈W(2) and w′′ is a power of x or y}
as a k-module, and similarly, we have Ep21 = E
02
1 ⊕ E
02
1 for all p ≥ 1. Hence, the
differentials E021
d0
−→ E121
d1
−→ E21 are respectively given by
d0 =
(
−x⊗ 1 + J ⊗ x
1⊗ y − Jy ⊗ 1
)
and d1 =
(
y ⊗ 1 1⊗ x
1⊗ y x⊗ 1
)
.
Here we remind the reader that J is the Jacobian determinant of σ and that d0 is
induced by dh02 given in §3.1, and their matrix representations are in fact equal up
to im d02v .
We begin to compute E122 . Suppose x := (x1,x2)
T ∈ ker d2 with
x1 =
∑
i,j≥1
[a1ijx
i ⊗ xj ] +
∑
i≥1,j≥0
[a2ijx
i ⊗ yj ] +
∑
i≥0,j≥1
[a3ijy
i ⊗ xj ] +
∑
i,j≥0
[a4ijy
i ⊗ yj ],
x2 =
∑
i,j≥0
[b1ijx
i ⊗ xj ] +
∑
i≥0,j≥1
[b2ijx
i ⊗ yj] +
∑
i≥1,j≥0
[b3ijy
i ⊗ xj ] +
∑
i,j≥1
[b4ijy
i ⊗ yj ].
Then by a direct computation, we have
b1ij = −ϕσ
−1(a1i+1,j+1), b
2
ij = −σ
−1(a2i+1,j−1),
b3ij = −σ
−1(a3i−1,j+1), a
4
ij = −σ(ϕ)σ(b
4
i+1,j+1)
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and hence
x =
∑
i≥1,j≥1
(
[a1ijx
i ⊗ xj ]
[−ϕσ−1(a1ij)x
i−1 ⊗ xj−1]
)
+
∑
i≥1,j≥0
(
[a2ijx
i ⊗ yj ]
[−σ−1(a2ij)x
i−1 ⊗ yj+1]
)
+
∑
i≥0,j≥1
(
[a3ijy
i ⊗ xj ]
[−σ−1(a3ij)y
i+1 ⊗ xj−1]
)
+
∑
i≥0,j≥0
(
[−σ(ϕ)σ(b˜4ij)y
i ⊗ yj ]
[b˜4ijy
i+1 ⊗ yj+1]
)
where b˜4ij = b
4
i+1,j+1. On the other hand, it is routine to check(
[a1ijx
i ⊗ xj ]
[−ϕσ−1(a1ij)x
i−1 ⊗ xj−1]
)
+ im d0 =
(
[J−1σ(a1ij)x
i+1 ⊗ xj−1]
[−J−1ϕa1ijx
i ⊗ xj−2]
)
+ im d0,(
[a2ijx
i ⊗ yj ]
[−σ−1(a2ij)x
i−1 ⊗ yj+1]
)
+ im d0 =
(
[Jσ(ϕ)σ−1(a2ij)x
i−1 ⊗ yj−1]
[−Jϕσ−2(a2ij)x
i−2 ⊗ yj]
)
+ im d0,(
[a3ijy
i ⊗ xj ]
[−σ−1(a3ij)y
i+1 ⊗ xj−1]
)
+ im d0 =
(
[J−1σ(ϕ)σ(a3ij)y
i−1 ⊗ xj−1]
[−J−1ϕa3ijy
i ⊗ xj−2]
)
+ im d0,
(
[−σ(ϕ)σ(b˜4ij)y
i ⊗ yj ]
[b˜4ijy
i+1 ⊗ yj+1]
)
+ im d0 =
(
[−Jσ(ϕ)b˜4ijy
i+1 ⊗ yj−1]
[Jσ−1(b˜4ij)y
i+2 ⊗ yj ]
)
+ im d0.
Henceforth, x+ im d0 can be uniquely expressed as y + im d0 with
(4.3) y =
∑
i≥1
(
[c1i x
i ⊗ 1]
[−σ−1(c1i )x
i−1 ⊗ y]
)
+
∑
i≥1
(
[c2i y
i ⊗ x]
[−σ−1(c2i )y
i+1 ⊗ 1]
)
.
Since Ext3W e
(2)
(W(2),W
e
(2))
∼= E122 , we have to study the W(2)-bimodule structure
on E122 which is induced by the right regular module structure on W
e
(2).
1 Let us
write an isomorphism Φ: E122 → W(2) of k-module explicitly as follows: for any
class y¯ := y + im d0 ∈ E122 as above, define
Φ(y¯) =
∑
i≥1
J iσ−1(c1i )x
i−1 +
∑
i≥1
J−ic2i y
i.
Lemma 4.1. Let J be the Jacobian determinant of σ, and ν : W(2) → W(2) be the
automorphism defined by
(4.4) ν(x) = Jx, ν(y) = J−1y, ν(z1) = z1, ν(z2) = z2.
Then Φ: E122 →W
ν
(2) is an isomorphism of W(2)-bimodules.
Proof. Let us prove that Φ is an isomorphism of right W(2)-modules. The left
modules case is similar.
Any class in E122 can be represented by some y as in (4.3). So we need to verify
Φ(y¯ ⊳ w) = Φ(y¯) ⊳ w for w ∈ {z1, z2, x, y}.
Let z = z1 or z2. We have
Φ(y¯ ⊳ z) = Φ

∑
i≥1
(
[c1i x
iz ⊗ 1]
[−σ−1(c1i )x
i−1z ⊗ y]
)
+
∑
i≥1
(
[c2i y
iz ⊗ x]
[−σ−1(c2i )y
i+1z ⊗ 1]
)
= Φ

∑
i≥1
(
[c1i σ
i(z)xi ⊗ 1]
[−σ−1(c1iσ
i(z))xi−1 ⊗ y]
)
+
∑
i≥1
(
[c2iσ
−i(z)yi ⊗ x]
[−σ−1(c2i σ
−i(z))yi+1 ⊗ 1]
)
=
∑
i≥1
J iσ−1(c1iσ
i(z))xi−1 +
∑
i≥1
J−ic2i σ
−i(z)yi
=
∑
i≥1
J iσ−1(c1i )x
i−1z +
∑
i≥1
J−ic2i y
iz
1This is also called the inner bimodule structure on W(2) ⊗W(2).
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= Φ(y¯) ⊳ z.
Also, we have
Φ(y¯ ⊳ x) = Φ

∑
i≥1
(
[c1ix
i+1 ⊗ 1]
[−σ−1(c1i )x
i ⊗ y]
)
+
∑
i≥1
(
[c2i y
ix⊗ x]
[−σ−1(c2i )y
i+1x⊗ 1]
)
= Φ

∑
i≥2
(
[c1i−1x
i ⊗ 1]
[−σ−1(c1i−1)x
i−1 ⊗ y]
)
+
∑
i≥1
(
[c2i σ
1−i(ϕ)yi−1 ⊗ x]
[−σ−1(c2iσ
1−i(ϕ))yi ⊗ 1]
)
= Φ

∑
i≥2
(
[c1i−1x
i ⊗ 1]
[−σ−1(c1i−1)x
i−1 ⊗ y]
)
+
(
[c21ϕ⊗ x]
[−σ−1(c21ϕ)y ⊗ 1]
)
+
∑
i≥1
(
[c2i+1σ
−i(ϕ)yi ⊗ x]
[−σ−1(c2i+1σ
−i(ϕ))yi+1 ⊗ 1]
)
= Φ

∑
i≥2
(
[c1i−1x
i ⊗ 1]
[−σ−1(c1i−1)x
i−1 ⊗ y]
)
+
(
[J−1σ(c21ϕ)x⊗ 1]
[−J−1c21ϕ⊗ y]
)
+
∑
i≥1
(
[c2i+1σ
−i(ϕ)yi ⊗ x]
[−σ−1(c2i+1σ
−i(ϕ))yi+1 ⊗ 1]
)
=
∑
i≥2
J iσ−1(c1i−1)x
i−1 + Jσ−1(J−1σ(c21ϕ)) +
∑
i≥1
J−ic2i+1σ
−i(ϕ)yi
=
∑
i≥1
J i+1σ−1(c1i )x
i + c21ϕ+
∑
i≥1
J−ic2i+1y
iϕ
=
∑
i≥1
J iσ−1(c1i )x
i−1Jx+
∑
i≥1
J−ic2i y
iJx
= Φ(y¯) ⊳ x,
and
Φ(y¯ ⊳ y) = Φ

∑
i≥1
(
[c1ix
iy ⊗ 1]
[−σ−1(c1i )x
i−1y ⊗ y]
)
+
∑
i≥1
(
[c2i y
i+1 ⊗ x]
[−σ−1(c2i )y
i+2 ⊗ 1]
)
= Φ

∑
i≥0
(
[c1i+1x
i+1y ⊗ 1]
[−σ−1(c1i+1)x
iy ⊗ y]
)
+
∑
i≥2
(
[c2i−1y
i ⊗ x]
[−σ−1(c2i−1)y
i+1 ⊗ 1]
)
= Φ

∑
i≥1
(
[c1i+1x
i+1y ⊗ 1]
[−σ−1(c1i+1)x
iy ⊗ y]
)
+
(
[c11xy ⊗ 1]
[−σ−1(c11)y ⊗ y]
)
+
∑
i≥2
(
[c2i−1y
i ⊗ x]
[−σ−1(c2i−1)y
i+1 ⊗ 1]
)
= Φ

∑
i≥1
(
[c1i+1σ
i+1(ϕ)xi ⊗ 1]
[−σ−1(c1i+1σ
i+1(ϕ))xi−1 ⊗ y]
)
+
(
[Jσ−1(c11)y ⊗ x]
[−Jc11y
2 ⊗ 1]
)
+
∑
i≥2
(
[c2i−1y
i ⊗ x]
[−σ−1(c2i−1)y
i+1 ⊗ 1]
)
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=
∑
i≥1
J iσ−1(c1i+1σ
i+1(ϕ))xi−1 + J−1Jσ−1(c11)y +
∑
i≥2
J−ic2i−1y
i
=
∑
i≥1
J iσ−1(c1i+1)x
i−1σ(ϕ) + σ−1(c11)y +
∑
i≥2
J−ic2i−1y
i
=
∑
i≥0
J iσ−1(c1i+1)x
iy +
∑
i≥1
J−i−1c2i y
i+1
=
∑
i≥1
J iσ−1(c1i )x
i−1J−1y +
∑
i≥1
J−ic2i y
iJ−1y
= Φ(y¯) ⊳ y. 
Thus we obtain
Theorem 4.2. Any GWA W(2) has a Nakayama automorphism ν given by (4.4),
namely,
ExtiW e
(2)
(W(2),W
e
(2))
∼=
{
0, i 6= 3,
W ν(2), i = 3.
In particular, if W(2) is homologically smooth, then W(2) is twisted 3-Calabi-Yau.
Remark 4.2. Since W(2) is noetherian and has (left and right) injective dimension
3, an equivalent statement of Theorem 4.2 is: the rigid dualizing complex overW(2)
is νW(2)[3].
Corollary 4.3. A GWAW(2) = B(σ, ϕ) is 3-Calabi-Yau if and only if (ϕ, ϕ1, ϕ2) =
B and J = 1.
Since Hochschild established the cohomology theory for associative algebras A
[17], the theory has been studied by many mathematicians. Amongst the devel-
opments, a structure on HH•(A) := ⊕n∈NHH
n(A) which is a differential graded
version of Poisson algebra was found by Gerstenhaber for all algebras A. The
structure is nowadays called Gerstenhaber algebra. Batalin-Vilkovisky algebras are
a subclass of Gerstenhaber algebras arising from theoretical physics. A remarkable
relationship between Batalin-Vilkovisky structure and Hochschild cohomology was
illustrated by Ginzburg [16], saying that HH•(A) is a Batalin-Vilkovisky algebra
for all Calali-Yau algebras A. Later on, this result was generalized for some twisted
Calabi-Yau algebras [24], that is,
Theorem 4.4. [24, Thm. 1.7] If A is a twisted Calabi-Yau algebra with semisimple
(namely, diagonalizable) Nakayama automorphism, then the Hochschild cohomology
HH•(A) of A is a Batalin-Vilkovisky algebra.
According to the expression (4.4), the Nakayama automorphism ν of W is
semisimple. Hence we have
Corollary 4.5. The Hochschild cohomology HH•(W(2)) of W(2) is a Batalin-
Vilkovisky algebra if W(2) is homologically smooth.
Remark 4.3. Note that the defining automorphism σ ∈ Aut(k[z]) of W(1) is nec-
essarily determined by σ(z) = λz + η for some λ ∈ k×, η ∈ k. One of the results
in the author’s previous paper [27] is that the Nakayama automorphism of W(1) is
given by
x 7→ λx, y 7→ λ−1y, z 7→ z.
Obviously we have J = λ in this case. It seems reasonable to conjecture that the
analogy exists for all GWA W(n) if n is any positive integer. This will be our future
work.
ON HOMOLOGICAL SMOOTHNESS OF GENERALIZED WEYL ALGEBRAS 21
5. Examples
In this section, we apply Theorem 3.1 to concrete algebras, judging them smooth
or not. Most results are known, obtained by other people in different manners.
5.1. Quantum groups Oq(SL2) and U(sl2). The definitions of these well-known
algebras can be found, for example, in [21] and it is well-known [3] that they are
GWA as discussed in this paper. Thus Theorems 3.1 and 4.2 show that they
are homologically smooth and determine their Nakayama automorphisms. These
theorems therefore reproduce [7, §6] where the detailed formulas can be found.
5.2. Noetherian down-up algebras. Motivated by the study of posets, Benkart
and Roby [4] introduced the notion of a down-up algebra A(α, β, γ). Down-up
algebras have been intensively studied in for example [5], [13], [23], [26] among
many other articles. It is shown in [23] that A(α, β, γ) is right (or left) noetherian
if and only if β 6= 0. Also in [23], a noetherian down-up algebra A(α, β, γ) is a
GWA. Thus Theorems 3.1 and 4.2 show that A(α, β, γ) is homologically smooth
and determine the Nakayama automorphism, reproducing the formula shown in
[30], [34].
5.3. A quotient algebra of M(p, q). In [12] a noncommutative and noncocom-
mutative bialgebra M(p, q) for two parameters p and q is constructed. The algebra
is generated by four elements a, b, c, d satisfying some relations similar to those of
the quantum matrix algebra Mq(2). Concretely, these relations are:
ba = qab, dc = qcd, ca = qac,
db = qbd, bc = cb, da− qad = p(1− bc).
The element u = da−p(qbc+1)/(1− q) is normal regular in M(p, q). It is not hard
to check that the quotient algebra N(p, q) = M(p, q)/(u) is realized as a GWA over
k[b, c]. By Theorem 3.1 N(p, q) is homologically smooth if and only if p 6= 0.
Remark 5.1. The homological smoothness of N(1, q) is studied by Shengyun Jiao,
and the related results appear in her Master Thesis [20], under the direction of the
author.
5.4. Quantum lens space and quantum Seifert manifold. Let us consider
two algebras which can be regarded as coinvariant of Hopf algebras. They are
the quantum lens space Oq(L(l; 1, l)) where l is a positive integer, and the quantum
Seifert manifoldOq(Σ
3). For their background, we refer to [19] and [10] respectively.
We should remark that both algebras were defined as C∗-algebras originally; but
here we adapt to an arbitrary base field k. Both of them are GWA as discussed in
this paper. So they are homologically smooth by theorem 3.1. This fact was first
obtained by Brzezin´ski in [8], using a completely different manner.
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