The Wigner-Eckart theorem is a well known result for tensor operators of su(2) and, more generally, any compact Lie algebra. In this paper the theorem will be generalized to the particular non-compact case of sl(2, R). In order to do so, recoupling theory between representations that are not necessarily unitary will be studied, namely between finite-dimensional and infinite-dimensional representations. As an application, the Wigner-Eckart theorem will be used to construct an analogue of the Jordan-Schwinger representation, previously known only for representations in the discrete class, which also covers the continuous class.
INTRODUCTION
Representation theory of Lie groups and Lie algebras have many applications in physics, especially in quantum theory. In particular, tensor operators have been useful for a long time in non-relativistic quantum mechanics [1] , and have more recently been introduced in loop quantum gravity [2] . A remarkable property of tensor operators for compact Lie algebras, encoded in what is known as Wigner-Eckart theorem [3] , is that their matrix elements can be expressed as a product of a Clebsch-Gordan coefficient 1 and a factor that does not depend on the particular basis vectors.
Although compact Lie algebras are usually considered, one may want to investigate the non-compact case. An analogue of the Wigner-Eckart theorem for non-compact algebras has already been considered [4] , but only for infinite-dimensional tensor operators, i.e. with infinitely many components. Here finite-dimensional tensor operators will be considered. A general result for every non-compact Lie algebra is not available in this case; instead, the "simple" case of sl(2, R) will considered, with the hope that the techniques introduced can be used to study more general algebras. The theorem itself has a relatively simple proof; however, it relies on the knowledge of recoupling theory of finite-dimensional and infinite-dimensional representations. Finitedimensional representations are, apart from the trivial one, always non-unitary, while infinite-dimensional one can be unitary or not. For this reason, before the theorem can be proved, these recouplings, which were previously unconsidered (to the best of the author's knowledge 2 ), will be studied. Most of the paper will be dedicated to this task.
An application of the theorem in the sl(2, R) case will also be presented. An important result of su(2) representation theory, especially useful in quantum field theory, is the Jordan-Schwinger representation, which consists of expressing the algebra generators in terms of two uncoupled quantum harmonic oscillator operators. A similar result for sl(2, R) exists, but only for certain representations classes [6] . It will be shown that, making use of the Wigner-Eckart theorem, all representation classes admit an analogous construction in terms of two tensor operators, which reduce to the usual Jordan-Schwinger representation where the latter is defined.
The paper is organized as follows: section 1 is a review of preliminary notions, i.e. sl(2, R) representation theory and tensor operators. The main results of the paper are presented in section 2: recoupling theory between finite and infinite-dimensional representations, Wigner-Eckart theorem and Jordan-Schwinger representation. Finally a table of notations used in the paper, some results needed in section 2 and a table of Clebsch-Gordan coefficients for the coupling of finite and infinite-dimensional representations are included as appendices.
I. PRELIMINARY NOTIONS
This section contains a review of some notions that will be used in the main part of the paper. Firstly the representation theory of sl(2, R) will be recalled, then tensor operators will be defined for a generic Lie algebra and, in particular, for sl(2, R). The review of representation theory follows [7] [8] [9] , albeit with different notations and conventions. References for tensor operators can be found in [3, 10] .
A. Irreducible representations of sl(2, R)
The 3-dimensional real Lie algebra sl(2, R) is the algebra of traceless 2 × 2 real matrices; it is isomorphic to the real algebras spin(2, 1), so(2, 1), sp(2, R) and su(1, 1). The non-standard basis
will be used here, with commutation relations
The Casimir operator is given in this basis by
For consistency with the literature on the subject, the usual physicist convention of acting on complex representations with complexified generators will be used. Explicitly, the new generators are
with commutation relations
and the Casimir is given by
They act on complex irreducible representations (not necessarily unitary) as
where
The vectors |j, m form an orthonormal basis for the vector space of the representation, with j being a label for the representation and m enumerating the vectors; their possible values depend on the representation class, which can be one of the following:
• Positive discrete series D • Negative discrete series D − j : infinite-dimensional highest weight representations, with
• Continuous series C ε j : infinite-dimensional representations of parity ε ∈ 0, 1 2 , with m ∈ ε + Z and j ∈ C; when j is (half-)integer, there is the additional constraint
Moreover, the representations C ε j and C ε −j−1 are isomorphic.
• Finite-dimensional series F j : isomorphic to the representations of su(2), with
and m ∈ {−j, −j + 1, . . . , j − 1, j} .
They are the only finite-dimensional representations, with dimension 2j + 1.
Of these representations, the only unitary ones are the whole discrete (positive and negative) series, the continuous series with
and, among the finite-dimensional ones, only the trivial representation F 0 .
Remark. These representations can be integrated to representations of the group SL(2, R). In this case, the only ones appearing in the Plancherel decomposition are the discrete ones with j ≥ 0 and the continuous ones with j ∈ − 1 2 + is | s > 0 (see [8] for details).
B. Tensor operators for sl(2, R)
Tensor operators are a particular class of operators that transform as vectors in a representation of a Lie algebra under the "action" of the algebra generators. Explicitly, let
be two representations of a Lie algebra g. One can always associate to them a new representation
defined by
A tensor operator T is an intertwiner between some representation
and R, i.e. a linear map
such that
If ρ 0 is irreducible, T is called an irreducible tensor operator. As usual with linear maps, the components of a linear operator in a given basis are defined by its evaluation on the basis vectors.
Remark (Extension to the group). Tensor operators can also be defined for Lie group representations, in a similar way. Whenever the algebra representations ρ 0 , ρ 1 and ρ 2 are also group representations, the two definitions are equivalent [3] .
In the specific case of sl(2, R), one says a tensor operator T γ is of rank γ if ρ 0 is the finite-dimensional representation F γ . Its components in the standard basis (7) are given by
Owing to (12) , they satisfy for all X ∈ sl(2, R)
In terms of the algebra generators, this can be written in the compact form
Remark (Infinite-dimensional tensor operators). Although out the scope of this paper, one could also consider tensor operators where ρ 0 is an infinite-dimensional representation. In particular, when the representation is unitary, it can be proven that, even for non-compact groups (and hence algebras) the Wigner-Eckart theorem holds [4] .
II. WIGNER-ECKART THEOREM
This section contains the main result of the paper, that is the Wigner-Eckart theorem for sl(2, R). The theorem roughly states that the matrix elements of a tensor operators between two representations (of any class) are heavily constrained by the way the finite-dimensional representation which the operator transforms like couples with the one on which it is acting.
Coupling of two finite-dimensional representations are known, as they behave exactly like su(2) representations. In order to prove the theorem, couplings of finite-dimensional representations and infinite-dimensional will be studied here.
The section is organized as follows: first the couplings F γ ⊗ D + j and F γ ⊗ C ε j will be discussed, then the Wigner-Eckart theorem will be properly stated and proved. Lastly, as an application, the theorem will be used to generalize the Jordan-Schwinger representation of su(2) to the non-compact sl(2, R).
A. Coupling of finite and discrete representations
Consider the coupling F γ ⊗ D + j of a finite-dimensional representation and one from the discrete positive series, with γ ≥ 1 2 . The generators of sl(2, R) act on this representation as
with total Casimir
Remark. The discrete negative representation D − j is the dual representation to D + j , i.e. they are related by the change
Conversely, F γ is dual to itself, i.e. it remains unchanged under the same change. For this reason, the results in this section will be proved for D + j only: the analogues for the negative representation trivially follow by transforming operators and vectors for both the finite and the discrete series.
Such a representation is not generally irreducible. One is interested in finding, if it exists, the decomposition of F γ ⊗D + j in terms of irreducible representations of sl(2, R), a non-trivial task since the representation is not unitary. Algebraically, this is equivalent to diagonalizing (if possible) the Casimir Q. Solving the eigenvalue equation for generic γ is not easy; instead, the approach will be to explicitly find the eigenvectors and then show that, under certain conditions, they provide a basis for the product space.
To avoid confusion, the basis elements of the finite-dimensional series will be denoted by
from now on. Since both F γ and D + j are lowest weight representations, i.e. J − annihilates one of their basis elements, their tensor product has to be as well. In fact, the vector
An element of F γ ⊗ D + j satisfying this property will be called a lowest weight vector. |ψ (−γ) is trivially a Q-eigenvector: from (20) follows that
since
This is not the only lowest weight vector; in fact, one has
with µ ∈ {−γ, . . . , γ} are lowest weight vectors and Q-eigenvectors, with respective eigenvalues
Proof. First notice that each |ψ (µ) is non-vanishing. Acting with J − , one gets
where the property
was used. Relabelling the dummy index ν in the first sum and noticing that the term ν = µ vanishes in the second one, this can be rewritten as
Again, the action of the Casimir is trivially given by
The fact that a finite number of eigenvectors exist does not mean Q is diagonalizable. Instead of working in an infinite-dimensional setting, however, one can take advantage of the tensor product basis vectors of F γ ⊗ D + j being J 0 -eigenvectors: the space can be decomposed as
where the V M are the orthogonal subspaces spanned by
Each V M is finite-dimensional and, since [Q, J 0 ] = 0, one can work with the restriction Q M := Q| VM , satisfying
The total Casimir Q will be diagonalizable if and only if each Q M is, with eigenvalues not depending on M and such that, for each M , the eigenvalues of Q M are also eigenvalues of Q M+1 . In order to prove whether Q is diagonalizable or not and under which conditions, the following two lemmas will be needed. Lemma 1. If j > γ − 1, then the repeated action of J + on a lowest weight vector never vanishes; that is, for every µ,
Proof. Suppose the lemma is not true for an arbitrary µ, and let n ≥ 1 be the smallest integer such that
One has (J + ) n−1 |ψ (µ) = 0 and, since Q and J + commute,
On the other hand
This is only possible if
which is equivalent to
However, since µ ≥ −γ and j > γ − 1, one has
which leads to a contradiction.
Lemma 2. The values
are all distinct if and only if j ∈ Z/2 or, when j is (half-)integer, if j > γ − 1 or j < −γ.
Proof. Consider arbitrary µ = ν. One can easily check that
Since µ and ν are different, this is equivalent to solving
The l.h.s. is an integer number, so if j ∈ Z/2 there is no solution, i.e. the q µ 's are all different. Suppose now that j ∈ Z/2. The l.h.s. is subject to the constraint (remember µ = ν)
so that a solution exists if and only if
Since j can only change by half-integer steps, it follows that coinciding q (µ) 's exist if and only if j ≤ γ − 1 and j ≥ −γ. Consequently, they are all different if and only if j > γ − 1 or j < −γ.
It is now possible to prove the diagonalizability of Q. One has the positive result:
Proposition 2. When j > γ − 1, the operator Q M is diagonalizable, with distinct eigenvalues
Proof. Define, up to a normalization factor, the vectors
owing to Lemma 1, they are all non-vanishing. Moreover, since Q commutes with J + , they are Q Meigenvectors, with eigenvalues q (µ) . Finally, it follows from Lemma 2 that the eigenvalues are all distinct: since the number of eigenvalues equals the dimension of V M , Q M is diagonalizable.
As a consequence, the total Casimir Q will be overall diagonalizable. Conversely, one can prove:
Proof. The proof is divided in two parts: first one shows that the only possible eigenvalues of Q j+1+γ are the q (µ) 's. This will then be used to show that Q j+1+γ is not diagonalizable. Suppose there is a non-zero eigenvector |ϕ ∈ V j+1+γ , with eigenvalue
It must be
for some n ∈ {1, 2, . . . , 2γ + 1} ,
since there is only one vector in V j+1−γ and it is annihilated by J − . Let N be the smallest such number; then (J − ) N −1 |ϕ = 0 and
while at the same time
It follows that ϕ equals one of the q (µ) 's, which is a contradiction. This concludes the first part of the proof. For the second part notice that, since j ≥ − 1 2 , it is always j ≥ −γ. Then, since j ≤ γ − 1, it follows from Lemma 2 that there are at most 2γ distinct eigenvalues. However, by acting with Q j+1+γ on the basis vectors
one obtains that the matrix elements
are non-vanishing only if
in other words, Q µν are the entries of a tridiagonal matrix (see appendix D). In particular, it follows from Corollary D1 that the eigenspaces of a tridiagonal matrix (or of an operator represented by such a matrix in a particular basis) are all 1-dimensional. As a consequence, there are at most 2γ eigenvectors, which means Q j+1+γ is not diagonalizable.
Since in this case Q M is non-diagonalizable for at least one M , Q will not be diagonalizable. To summarize, the coupling F γ ⊗ D + j can be decomposed in irreducible representations if and only if j > γ − 1. An eigenbasis for Q can be constructed by defining recursively
with
starting from
up to a normalization factor; Lemma 1 guarantees that they are all non-zero. One can easily see that each Q-eigenspace behaves as the discrete positive representation D + J . In terms of the the old basis elements, the change of basis must be of the form
with the A M νµ 's forming an invertible matrix. They will be called Clebsch-Gordan coefficients, in analogy with su(2) representation theory.
B. Coupling of finite and continuous representations
Consider now the coupling F γ ⊗ C ε j of a finite-dimensional representation and a generic one from the continuous series, not necessarily unitary. The technique used for the discrete series will not work here, because the spectrum of J 0 is unbounded, hence a different approach is needed.
Again, one can work individually on each J 0 -eigenspace V M , with basis vectors
and try to diagonalize Q M . Explicitly, one is interested in finding a change of basis
Remark. Since any non-trivial F γ is not unitary, the total Casimir is not Hermitian; moreover, one can easily check that it is not a normal operator either, i.e.
As a consequence, not only the spectral theorem cannot be used to diagonalize it, but its eigenvectors will be non-orthogonal and the matrix A M (j, γ) non-unitary.
Solving the eigenvalue equation explicitly for arbitrary γ is too difficult. However, one can easily do it for the 2-dimensional case γ = 2 ) (the corresponding Clebsch-Gordan coefficients are listed in appendix C). Using this information, one can prove by induction that, when j ∈ Z/2, Q is diagonalizable for all γ ≥ 1 2 . The case j ∈ Z/2 will be treated later with a different method.
Proposition 4. When j ∈ Z/2, the eigenvalues of Q M are
These are all distinct, so Q is diagonalizable.
Proof. The proof proceeds by induction on half-integer γ ≥ (2), seen as representations of the complexification sl(2, R) C ∼ = su(2) C . Consequently, the well-known result of su(2) recoupling theory [3] 
can be used. Explicitly
are the su(2) Clebsch-Gordan coefficients. One can then write, since
where the B M κλ are the inverse Clebsch-Gordan coefficients, i.e. B M is the inverse of the matrix A M . In particular, when µ = −γ, the only non-zero su(2) coefficient is 
where the (j + κ) label in the vector indicates it comes from the coupling
There are exactly 4γ vectors on the r.h.s of eq. (66): they are
(68) Their Q-eigenvalues are
which are all distinct (see Lemma 2) , and they form a basis for the M eigenspace in V 1
.e. they are independent.
As shown in appendix B, Clebsch-Gordan coefficients satisfy the property
where α ν is fixed by the normalization convention and does not depend on M . Using this formula and the fact that (see appendix C)
it is possible to write
for some coefficients B M ν,−γ , where the vectors on the r.h.s are defined up to a normalization factor as
Since these vectors live in different Q-eigenspaces, they are necessarily independent. Suppose the following is true:
Then they would be 2γ + 1 independent eigenvectors in V M , i.e. an eigenbasis, which proves the proposition. It only remains to show that (75) is indeed true; this can be done by induction as well.
It is easily checked that, for µ < γ,
Consequently, it must be
Suppose that
Since J − J + commutes with Q M , one has
so that
as well. Since the hypothesis is valid for µ = −γ (note that |(−γ − 1)M ≡ 0), it follows by induction that every basis vector |(µ)M can be written as a linear combination of the independent |J, M vectors. As their number match, the latter must form a basis for V M , so that they are, in fact, eigenvectors for Q M .
When j ∈ Z/2, Q M is not always diagonalizable. In order to prove when it can be done, the following lemma is needed.
Lemma 3. When j ∈ Z/2, the eigenvalues of Q M are given by
Proof. The result follows by continuity from Proposition 4. First notice that the function
is continuous (in the complex plane) in j ∈ R, since it is a product of continuous functions of j. Moreover, for j ∈ Z/2, it is given by
as a consequence of Proposition 4. Now let k ∈ Z/2; since d is continuous, it must be
so that the eigenvalues of Q M are the q (µ) 's.
It is now possible to prove that Proposition 5. When j ∈ Z/2, Q is diagonalizable if and only if j > γ − 1 or j < −γ.
Proof. One has from Lemma 2 from the previous section that the eigenvalues of each Q M (given by Lemma 3) are all distinct if and only if j > γ − 1 or j < −γ. However, like in the discrete case (see proof of Proposition 3), Q M is represented in the |(µ)M basis by a tridiagonal matrix. It follows from Corollary D1 that the Q M are diagonalizable if and only if the eigenvalues are all different, i.e. j > γ − 1 or j < −γ, as required.
To summarize, the coupling F γ ⊗C ε j can be decomposed in irreducible representations if and only if j ∈ Z/2 or, when j is (half-)integer, if j > γ − 1 or j < −γ. One can check directly that each Q-eigenspace behaves as a continuous representation.
C. Wigner-Eckart theorem for sl(2, R)
Before stating the theorem, some new notation will be defined. Let ρ j be a generic irreducible representation on the vector space V j , where j is to be thought as encoding, in addition to its numerical value, class and parity of the representation. It will be useful to define
i.e. the set of labels j ′ appearing in the decomposition of F γ ⊗ ρ j (assuming such a decomposition exists). Moreover, M j will denote the set of possible m values of the representation ρ j , i.e.
Lastly, instead of working with the matrix form of the Clebsch-Gordan coefficients, one can define
which will still be referred to as Clebsch-Gordan coefficients. As A M and B M are one the inverse of the other, the new coefficients satisfy the orthogonality relations
The finite-dimensional case can be covered as well by putting 
which satisfy the same orthogonality relations [1] . It is now possible to prove the Wigner-Eckart theorem.
Theorem (Wigner-Eckart for sl(2, R)). Let T γ be an sl(2, R) tensor operator of rank γ between two irreducible representations ρ j and ρ j ′ . When F γ ⊗ ρ j admits a decomposition in irreducible representations, the matrix elements of T γ can be expressed as
where the reduced matrix element j ′ T γ j ∈ C does not depend on m, m ′ or µ. In particular, if ρ j ′ is not in the decomposition of F γ ⊗ ρ j , the matrix elements necessarily vanish.
Proof. If F γ ⊗ ρ j admits a decomposition in irreducible representations, the Clebsch-Gordan coefficients (87a) exist, and one can define the vectors
By virtue of the orthogonality relation (88a), this can be inverted to get
Now consider the action of the sl(2, R) generators on the |ψ j ′′ ,m ′′ vectors. One finds, using the definition of tensor operator (18), that
using the fact that the Clebsch-Gordan coefficients vanish unless m + µ = m ′′ , one has
Analogously, one has
One can easily see that
and that, for arbitrary ρ j , it is either
One can then rewrite (94) as µ∈Mγ m∈Mj
Using the Clebsch-Gordan recursion relation from appendix B, which reads
one finally finds
Equations (93) and (100) imply that
and
One can show that the proportionality factor
does not depend on m ′′ . In fact, consider the matrix element
It can be rewritten as
which is only possible if N doesn't depend on m ′′ . Now, equation (91) implies that the range of T γ is spanned by all the vectors |ψ j ′′ ,m ′′ ; since it has to be a subset of V j ′ , it must necessarily be
The matrix elements of T γ are then given by
which includes the case j ′ ∈ D(γ, j) as the Clebsch-Gordan coefficients vanish in this case. The theorem is recovered by putting
This concludes the proof.
D. An application: the Jordan-Schwinger representation
An application of the Wigner-Eckart theorem for sl(2, R) will be presented here. It is well known in the quantum theory of angular momentum, where the Lie algebra su(2) is used, that the generators of the algebra (physically corresponding to infinitesimal rotations) can be expressed in terms of a pair of uncoupled quantum harmonic oscillators [12] . This result is known as Jordan-Schwinger representation. Explicitly, the generators K z , K + and K − -in the physicist convention, analogue to (4) -with commutation relations
can be expressed as
where a and b are quantum harmonic oscillators, i.e. satisfy
and all the other commutators vanish
5
One may ask if a similar result holds for sl(2, R) representations: the answer is positive for the discrete and finite-dimensional series, but an analogous construction for the continuous series is not easily guessed and, in fact, was not available until now. It will be shown here how the Wigner-Eckart theorem can be used to find an analogous of the Jordan-Schwinger representation for sl(2, R), which covers all representation classes.
First notice that a rank-1 tensor operator V can be constructed out of the algebra generators, with components
An alternative way to look at the Jordan-Schwinger construction is to look for two rank-1 2 tensor operators T and T that can be combined to obtain V . Explicitly, one can make the ansatz
It can be shown that (114) implies V is a rank-1 tensor operator (see [3] ). Substituting the coefficients from appendix C one gets, in terms of the generators,
with the shorthand notation
Since the vector operator V is constrained to map each representation to itself by the generators, the additional assumption 
The right hand side can be evaluated using the Wigner-Eckart theorem, assuming the decomposition F 1 2 ⊗ ρ j exists. One gets that the r.h.s is
so that it must be
The same constraint is obtained by repeating the argument for J − and J 0 , which means the ansatz is true whenever (120) holds. To simplify notation the choice f (j) = f (j) = 2j + 1 (121)
will be used here.
The action of T and T is found to be . 
As for the subdiagonal case, it can be reduced to the superdiagonal one by working with the transpose matrix A t . From the fundamental theorem of linear algebra follows that, for square matrices, ker A t − λ½ ≡ coker (A − λ½) ∼ = ker (A − λ½) ,
so that, again, the kernel is at most 1-dimensional.
It trivially follows that
Corollary D1. The eigenspaces of a tridiagonal matrix over a field K, whose superdiagonal (subdiagonal) entries are all non-zero, are all 1-dimensional.
