ABSTRACT The space industry is currently witnessing two concurrent trends: the increased modularity and miniaturization of technologies and the deployment of constellations of distributed satellite systems. As a consequence of the first trend, the relevance of small satellites in line with the ''cheaper and faster'' philosophy is increasing. The second one opens up completely new horizons by enabling the design of architectures aimed at improving the performance, reliability, and efficiency of current and future space missions. The EU H2020 ONION project (''Operational Network of Individual Observation Nodes'') has leveraged on the concept of fractionated and federated satellite systems (FFSS) to develop and design innovative mission architectures resulting in a competitive advantage for European earth observation (EO) systems. Starting from the analysis of emerging needs in the European EO market, the solutions to meet these needs are identified and characterized by exploring FFSS. In analogy with terrestrial networks, these systems envision the distribution of satellite functionalities amongst multiple cooperating spacecrafts (nodes of a network), possibly independent, and flying on different orbits. FFSS are considered by many as the future of space-based infrastructures, as they offer a pragmatic, progressive, and scalable approach to improve existing and future space missions. This paper summarizes the main results of the ONION project and the high-level design of the marine weather forecast mission for polar regions.
I. INTRODUCTION
Federated Satellite Systems (FSS) [1] are one of the newest distributed architecture paradigm proposals, featuring opportunistic resource exchange among fully independent missions. It bridges a gap in the taxonomy of Distributed Satellite Systems (DSS) regarding component uniformity and independency. On the operational status side, a number of constellations have been deployed and have been operational for decades, e.g. the A-Train constellation [2] . On the side of fractionated system architectures, DARPA's F6 [3] 2015 . The project was discontinued in 2012. It targeted a broad range of missions, not necessarily related with Earth Observation. Besides this effort, specific EO applications for fractionated systems have been studied [4] , but no fully fractionated EO system has been launched to date. The same thing can be said about federations, although the Disaster Monitoring Constellation can be consider a precursor of it, in which each satellite belongs to a different partner and resources are shared as needed [5] . However, there are a number of deployed missions that can be considered precursors of DSS [6] - [8] and more achievements and operational systems are expected over the next decade.
This work summarizes the main results of the EU H2020 ONION project aiming to review the emerging Fractionated, Federated and Distributed Satellite System concepts, to identify potential benefits to be obtained in light of the observation needs in different Earth Observation domains, and to propose to the EU an overall strategy and technical guidelines to develop and implement such concepts in the time frame 2021-2027.
This manuscript is organized as follows. First, a brief overview of fractionated and federated observation system concepts is presented. The potential benefits that can be obtained in light of the observation needs in different Earth Observation domains are then identified. After a comprehensive analysis, the Marine Weather Forecast in polar regions use-case ranked as the top priority, followed by the Artic Sea Ice Monitoring, Maritime Fishery Pressure and Aquaculture, and the Agriculture Hydric Stress.
Then, a Systems Architecture Study is performed for the Marine Weather Forecast use-case, including the architectural analysis, the tradespace exploration, the performance analysis and simulation, and the selection of the winning candidate architecture. Finally, a more detailed design of the final architecture is conducted, and its applicability to the other top priority use-cases is assessed concluding that the resulting mission concept can be a truly Polar Copernicus mission. The key required technology challenges to be faced in time frame 2021-2027 are identified. The last section summarizes the main conclusions of this work.
II. REVISION OF FRACTIONATED AND FEDERATED OBSERVATION SYSTEM CONCEPTS
In the frame of ONION, a survey of the state of the art in Distributed Satellite Systems (DSS) was conducted, including a comprehensive review of Fractionated and Federated technologies. A detailed classification of the different distributed architectures, the expected trade-offs, the key enabling technologies, and the translation of user needs and technology maturity into functional requirements were performed. The requirements were structured in 4 thematic areas: the requirements on payloads, the operational requirements, the space-to-space interface requirements, and the space-to-ground interface requirements. These complementary approaches enable mission concepts that otherwise would be impractical, or even impossible, with traditional approaches, while enhancing reliability, affordability, sustainability, scalability, and flexibility. Table 1 [1] summarizes the different DSS architecture types, their main goals, and properties. Note that several DSS could also be classified as formation-flying missions.
III. IDENTIFICATION OF POTENTIAL BENEFITS AS A FUNCTION OF THE OBSERVATION NEEDS IN DIFFERENT EARTH OBSERVATION DOMAINS
The World Meteorological Organization (WMO) is the international organization in charge of collecting the user requirements (https://www.wmo-sat.info/oscar/). The needs of different users, stakeholders, and beneficiaries of Earth Observation (EO) services were reviewed and analyzed, identifying the key elements of the value chain of the European EO infrastructure and building a comprehensive knowledgebase of those elements, represented as a relational database (Fig. 1 ). The creation of this database and the quantitative scoring methodology developed to analyze and select the most promising use-cases not satisfied by the existing EU Copernicus infrastructure was described in detail in [9] . The top 10 uses cases identified are listed in Table 2 , which also indicates the total number of identified users, the overall ranking and the fraction of products that would benefit from and improvement in terms of coverage, accuracy, frequency (i.e. revisit time), and access (data availability). Finally, the ONION project User Advisory Board recommended to address the four use-cases indicated with a mark of 1 in the service score. As it will be shown after the detailed analysis, the ''Marine Weather Forecast'' mission can almost satisfy the other three use-cases leading to a single ONION ''polar'' mission, the ''ONION Marine Weather Forecast'' (OMWF) to complement the Copernicus system. The ONION ''Agriculture Hydric Stress'' (OAHS) mission was also analyzed in view of the synergies with the OMWF one. Tables 2-6 summarize the main characteristics of the above proposed services, which are graphically described in https://www.youtube.com/watch?v = LF7alaLTSyc.
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IV. SYSTEMS ARCHITECTURE STUDY AND IDENTIFICATION OF KEY REQUIRED TECHNOLOGY CHALLENGES TO BE FACED IN TIME FRAME 2021-2027
The Systems Architecture Study has been performed in different steps. First, an analysis of the architectural elements 
A. ARCHITECTURAL ANALYSIS
The architectural elements analysis included an analysis of the different payloads required to obtain the measurements needed to fulfill the user requirements, and a survey of the commercial platforms where these payloads can be boarded. Basic payload parameters include mass, power, swath, and spatial resolution, which were mostly derived from the OSCAR [10] and CEOS [11] databases.
However, the estimated power consumption, required aperture (either optical or microwave), mass, and the achievable swath were recomputed according to the required spatial resolution, swath, and satellite altitude. Basic parameters of commercial platforms were taken into account, including the payload mass and power, as well as the pointing control knowledge and accuracy. Platforms are classified as large (200 kg payload, 600 kg dry mass), such as the SSTL 600 or the Astrosat 100, mid class (50 kg payload, 166 dry mass), such as the TETx from OHB, the SSTL 150, or the SN-50, and small class (2 kg payload, 6 kg dry mass), such as a 6 U CubeSat. After this analysis, a matching between payloads (or combination of payloads) and platforms was conducted. The list of sensors satisfying the requirements is summarized in Table 7 , where the light, mid and dark gray colors indicate that the payload can be embarked on a small, medium or large platform [12] . The selection process is illustrated in Fig. 3 . A number of possible combinations of payloads and platforms are feasible. Table 8 summarizes the main instrument types, the type of platform (small, medium or large), and the properties of a reference instrument in terms of mass, power, data rate, and swath. At this stage, the tradespace exploration can be performed by selecting the optimum configuration of platforms/instruments, orbital planes, and number of spacecrafts per orbital plane.
B. TRADESPACE EXPLORATION
The tradespace exploration includes the 3 first steps of the classic paradigm: Formulation, Enumeration, and the {510,657,807} km, number of orbital planes among the following five values {2,3,4,6,8}, and the Walker constellation either Delta, or Star type. For the OAHS use-case the number of nodes and orbital heights are the same as for the OMWF case, but the number of orbital planes was selected among the following three values {1,2,3}, because of less stringent requirements on revisit time. Since the design methodology is the same, only OMWF results are presented.
For the above possible configurations, uneven distributions (e.g. 8 nodes in 3 planes) are ruled out. Additionally each architecture presents several slot configurations (i.e. positions of the spacecrafts in the orbit) that increase the tradespace.
An ad-hoc simulation-based revisit time assessment tool (''ONIONETA'') and a simulation-based latency estimator tool (''OCOMNET'') were used to evaluate the different architectures. These tools are geometry based and include the SGP4 orbital propagator [13] .
The optimization procedure is quite sophisticated. The interested reader is referred to [14] , where it is described in detail. An aggregated figure of merit is defined which encompasses: system-level performance metrics; use-case requirements; development and launch costs; and architectural quality attributes, which assess and weight several of the so-called ''ilities'' of an architecture and allow selecting designs that exhibit the desired qualities. 
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C. PERFORMANCE ANALYSIS, SIMULATION, AND SELECTION OF WINNING CANDIDATE ARCHITECTURE
After having down-selected a set of candidates from all possible architectures, a detailed analysis is needed to find the optimum architecture. Orbits are assumed to be Sun Synchronous (SSO). Visibility intervals with the ground station network are computed, Inter-Satellite Link (ISL) constraints are applied to calculate when a platform can communicate with another one via ISL and Sub-Satellite Point (SSP) data latency is calculated taking into account contacts with the ground stations and the ISLs. Then, revisit time and data latency are computed as a function of instrument properties (i.e. swath) and the areas of interest for each measurement separately, taking into account only the instruments generating that particular measurement. Finally, the used capacity of the mass memory and the evolution of the batteries Depth of Discharge (DoD) are computed taking into account instrument's activity intervals, ground station contact intervals, and ISL intervals. The whole process is described in Fig. 4 , and the final results are summarized in Table 9 . Providing simulation parameters is out of the scope of this manuscript, as it aims at describing the methodology and results. The interested reader is referred to [15] .
To perform the simulations of the OMWF, two ground stations are assumed: one in Svalbard (latitude 78.1 • , longitude 15.5 • ), and a second one in Inuvk (latitude 68.4 • , longitude −133.7 • ). Data flow and on-board data handling are not critical points, but the poor constellation connectivity reduces the opportunities for ISL due to small platform's range limitations, thus the maximum data latency is about one orbital period (around 90 min), and in this configuration the ISLs do not help to improve maximum data latency. The maximum revisit time requirement for the less demanding measurements is in general fulfilled, but when the requirement goes below a few hours, just few architectures are able to fulfill it. However, the most critical aspect turns out to be the power budget, because the illumination conditions are different from orbital plane to orbital plane (different LTAN, i.e. Local Time of the Ascending Node), and a unique design for the power subsystem is not able to provide enough power to all the spacecrafts.
Finally, the winning architecture for the OMWF use-case consists of a constellation of 16 nodes distributed in 8 orbital planes at about 800 km altitude. Nodes are 8 large platforms including an X-band SAR and a multispectral optical imager, and 8 small platforms including a GNSS-R payload. As illustrated in Fig. 5 and listed in Table 10 , where M indicates the satellite orbital mean anomaly.
The final performance in terms of revisit time, latency, mass memory usage and DoD are presented in Tables 11 to 13 .
D. FINAL ARCHITECTURE DESIGN
The 16 nodes of winning architecture are distributed in 8 orbital planes, half of them are large platforms including an X-band SAR and a multispectral optical imager, and the other half are small platforms including a GNSS-R payload. In this winning architecture, the number of nodes is driven by the revisit time, while the high resolution is achieved thanks to the SAR instruments, complemented by the GNSS-R ones, which are smaller and cheaper.
The detailed OMWF mission analysis has included the communications architecture, taking into account different RF and Optical ISLs per platform type and the trade-off between different network protocol architectures [16] . Refined data flow and power budget analysis have been performed (not presented). Moreover, a detailed assessment of the Delta-V and fuel budget analysis is included for: a nominal orbit acquisition composed by correction of launcher injection errors, and acquisition of nominal satellite position inside the constellation, orbit maintenance to control the orbit altitude, collision avoidance to avoid collision with space debris objects, and End-of-Life (EOL) Disposal to comply with EOL guidelines (Tables 14 and 15 ). This is important as nowadays most small (nano-) satellites, namely CubeSats, do not have orbit control capabilities, and this feature will drive important design considerations for the small platform nodes.
V. CONCLUSIONS AND FUTURE RESEARCH LINES
This manuscript has described the process from the definition of the use-case to the selection of an optimal satellite system architecture fulfilling the requirements. The analysis has been based on the recommendations of the ONION project User Advisory Board focusing on the Marine Weather Forecast (OMWF) use-case.
The following steps have been addressed:
• Selection of the payloads adapted to the OMWF usecase, to be used in the simulations.
• Tradespace exploration process, during which a design space has been generated and different architectures evaluated based on a coarse performance model.
• Pre-selection of a reduced set of candidate architectures from the whole design space.
• Different simulations are performed on these candidate architectures to define the best one. Those simulations include downlink and inter-satellite link simulations, as well as mission and system simulations. Based on these results, the final architecture has been selected, and it has been analyzed in detail, including orbit control requirements, which is important for the small satellites.
As it has been seen, most of the payloads in the OMWF use-case can also address some of the needs of other usecases, and in particular for Artic sea ice monitoring and Maritime Fishery Pressure and Aquaculture use-cases it can be interesting to examine to which extent the ONION infrastructure could be used for these other applications as well.
For the Arctic sea ice monitoring use-case the area of interest corresponds to the same one as for the OMWF. Strict revisit time requirements are only fulfilled for some of the measurements, maximum data latency is on the order of an orbital period, and constraints on the maximum on-board memory and DoD are fulfilled.
For the Maritime Fishery Pressure and Aquaculture, the area of interest includes the sea over latitude 60 • N and the Western Indian Ocean. However, vessels cannot be tracked because of lack of an appropriate instrument in the OMWF (only medium-resolution optical instruments are available). Revisit time requirements, maximum on-board memory and DoD are fully satisfied, and the maximum latency are on the order of an orbital period as for the OMWF. Table 16 summarizes the requirements that are met, those that are partially met, and those that are not feasible for this combined ''Polar Marine Weather Forecast'' mission, formed by the combination of the Marine Weather Forecast, Sea Ice Monitoring, and Marine Fisheries use-cases.
The extension to other use-cases, such as the OAHS one would require an L-band microwave radiometer payload that is not present in the OMWF one and, with today's technology, would require a large array (either real or synthetic).
Future DSS developments will greatly benefit from payload fractionation, but this requires the development of high speed inter-satellite links for data exchange and clock synchronization to create such large synthetic and real aperture arrays for high resolution imaging at low microwave frequencies. Also, the development of new unfocused InSAR instruments with coarse resolution for ocean applications possibly with on board processing will reduce the data downlink requirements. Finally, the development of more compact GNSS-R [17] and multispectral/hyperspectral imagers with spatial resolution below 1 km in the TIR and ∼10 m in the VIS/NIR [18] will foster their use in small satellites (e.g. CubeSats). Moreover, the inclusion of network communications is still a research line hat shall be addressed in the near future in order to deploy efficient heterogeneous FSSs. GILBERT BARROT has over 25 years of experience in the field of processing and quality management of EO data. Most of his projects have been involved in revolved around data and configuration management activities. He has developed an innovative solution for the long term archive of the Sentinel 3 SLSTR and SYN PAC based on a disk archive. He is a specialist of reprocessing campaigns (e.g., the Sentinel-3 Land and Water reprocessing campaigns). He is also involved in the Sentinel-2 and Sentinel-3 Mission Performance Centres. He is the Head of the ACRI-ST ICT Department. 
