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Montréal,QC, Canada, H3C 3A7
bDCS Computing GmbH, Altenbergerstraße 66a A-4040 Linz, Austria
Abstract
Computational fluid dynamics (CFD) simulations in the context of single-
phase mixing remain challenging notably due the presence of a complex rotating
geometry within the domain. In this work, we develop a parallel semi-implicit
immersed boundary method based on Open∇FOAM, which is applicable to un-
structured meshes. This method is first verified on academic test cases before
it is applied to single phase mixing. It is then applied to baffled and unbaf-
fled stirred tanks equipped with a pitched blade impeller. The results obtained
are compared to experimental data and those predicted with the single rotat-
ing frame and sliding mesh techniques. The proposed method is found to be of
comparable accuracy in predicting the flow patterns and the torque values while
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being straightforwardly applicable to complex systems with multiples impellers
for which the swept volumes overlap.
Keywords: Computational fluid dynamics; Immersed boundary method;
Single rotating frame technique; Sliding mesh technique; Mixing;
Open∇FOAM
1. Introduction
In the process industry, mixing is often a critical unit operation that has
a large impact on the yield, physical attributes and manufacturing cost of a
product [1]. Single phase mixing, although relatively well understood, remains
a challenging topic notably due to turbulence [2, 3] or rheology [4, 5] in the tank5
and to the arduous scale-up (or scale-down) of units, as is discussed in Machado
et al. [6].
On the other hand, multiphase mixing, such as solid-liquid or gas-liquid
mixing, is more complex due to the two-way coupling between the phases, which
takes place at both the microscopic and mesoscopic flow scales [3]. This coupling10
usually has an impact on the global characteristic of the flow, the complexity of
which can be exacerbated by rheology or turbulence. Furthermore, it renders
highly challenging the prediction of macroscopic mixing quantities such as the
2
torque on the impeller, the just-suspended speed or the gas hold-up.
In both single-phase and multiphase mixing, computational fluid dynamics15
(CFD) has proven to be an inexpensive, fast and efficient tool to gain insight into
the flow behavior in various set-ups [1]. For example, for solid-liquid mixing,
two-fluid models have been solved via the finite volume method using FLUENT
and to obtain, rather successfully in the turbulent regime, suspension curves [7],
minimum speed for complete suspension [8] and solid particle distributions [9].20
However, many challenges remain in solid-liquid mixing, such as the possibility
of simulating suspensions of particles of different sizes and densities [10, 11],
and suspensions in the laminar and transitional regimes [12, 13]. These are only
tractable with complex models such as the CFD-DEM approach that combines
a CFD technique for the fluid phase and the discrete element method (DEM) for25
the solid particles [14]. Similar problematic exist for the cases of gas-liquid and
liquid-liquid (emulsion) mixing, for which non-trivial models such as population
balance models [15] have the potential to shed light on the dynamics prevailing
in this type of operations.
One of the recurring obstacle to the use of CFD in mixing, especially in30
complex multiphase models such as those based on CFD-DEM, is related to
the presence of a single or multiple rotating impellers within the tank, with or
3
without baffles, combined with the unsteady character of the flow and the need
for distributed memory parallelism owing to large computational times.
The three usual approaches to tackle this problem are : the sliding mesh35
(SM), multiple reference frame (MRF) and the single rotating frame (SRF)
methods. However, they are known to suffer from limitations in terms of the
type of geometry they can handle [3] and their capability to solve the unsteady-
or steady-state Navier-Stokes equations [3, 16]. These issues, which provided
the impetus for the present work, are discussed thoroughly in the next section.40
The immersed boundary (IB) and fictious domain (FD) methods are in-
teresting alternatives as they can handle complex geometries in a parallel and
computationally efficient manner, without requiring an explicit mesh of the ge-
ometry. Moreover, they can be generalized to complex configurations, such as
those involving multiple impellers for which the swept volumes overlap, and to45
full six degrees of freedom kinematics.
Although their use in mixing is not widespread, the IB and FD methods are
efficient for many applications. For instance, a fictious domain based on the
finite element method, developed by Bertrand et al. [17], was used to study
numerous types of mixing configurations such as co-axial [18], rotor-stator [19]50
and planetary mixers [20]. However, for the study of single phase and multiphase
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flows, the finite volume method has highly interesting local mass conversation
properties that make it an adequate scheme, especially for hybrid methods such
as CFD-DEM or for extensive turbulence modeling using large eddy simulation
(LES). Consequently, there is a need for accurate finite volume based IB and FD55
methods applicable to the study of complex multiphase flow in mixing systems.
Most finite volume based IB and FD methods developed so far rely on
fractional-step methods [21, 22] on structured Cartesian hexahedral meshes,
which renders their implementation in the context of a generic cell-centered un-
structured CFD solvers problematic. In the present work, we remedy this issue60
by means of the Open∇FOAM[23] library by developing a new semi-implicit
immersed boundary method that brings into play a pressure implicit with split-
ting of operators (PISO) formulation. This immersed boundary method, which
is directly integrated within the CFDEM framework [24, 25], has the following
properties: it is efficient on unstructured meshes, compatible with static or dy-65
namic mesh refinement, and requires only the use of a surface mesh to describe
a moving object within the computational domain.
First, the main categories of approaches for conformal meshes or immersed
boundaries are reviewed and their respective limitations are discussed. This
review paves the way to the design of a new semi-implicit immersed boundary70
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method based on a PISO scheme, which is first verified using three academic
test cases. Next, this method is applied to the study of the single phase mix-
ing of a viscous fluid in a stirred tank provided with a pitched blade turbine,
with and without baffles. The validity of the proposed IB approach is further
assessed by comparing numerical results obtained with it to experimental data75
and other results coming from single rotating frame (SRF) and sliding mesh
(SM) techniques. Finally, the accuracy of the proposed method and its poten-
tial for the study of complex mixing systems for both single and multiphase
flows are discussed.
2. Strategies for moving boundaries80
In this section, a brief review of the various approaches for the simulation
of rotating objects is carried out with an emphasis on formulations and their
theoretical limitations in the context of the finite volume method. The focus
is geared towards the simulation of mixing flows using rigid impellers, and all
issues related to fluid-structure interactions in the context of a flexible geometry85
are not addressed.
This review is split into two parts. The first one refers to conformal mesh
techniques and the second to immersed boundary and fictitious domain meth-
6
ods.
2.1. Conformal mesh techniques90
In conformal mesh methods, the impeller geometry is explicitly meshed and
its motion is accounted for using surface boundary conditions. Semi-empirical
methods such as those involving impeller boundary conditions (IBC) [26] are
not discussed here, as their accuracy is highly dependent on the quality of
local flow measurements and they cannot be extended to unsteady simulations.95
Consequently, they are not generic methods for moving boundaries and offer
poor accuracy when compared to the methods presented in this section. For an
extensive review of the results obtained via conformal mesh approaches in the
context of mixing, the reader is referred to Brucato et al. [26].
2.1.1. Single rotating frame technique100
The single rotating frame of reference (SRF) approach solves for the motion
of the impeller by changing the formulation of the problem from the laboratory
frame of reference to the Lagrangian frame of this impeller rotating at velocity
ω. Consequently, zero-velocity no-slip boundary conditions are applied to the
impeller whereas a the angular velocity imposed along the tank walls. The
Navier-Stokes equations can be written for u in this rotating frame of reference,
7
which requires the addition of Coriolis and centrifugal forces:
∇ · u = 0 (1)
∂tρu+∇ · ρu⊗ u+ 2ρω × u+ ρω × (ω × r) = −∇p+∇ · τ (2)
where r is the distance to the axis of rotation, ω the angular velocity and p the






where µ is the dynamic viscosity and ρ the density of the fluid.
Note that this method is valid for both transient and steady-state simula-
tions. It is limited to geometries in which the static part of the tank is invariant
by rotation. In the case of mixing, it is limited to set-ups comprising a single
shaft (with one or many impellers) rotating in an unbaffled tank.105
2.1.2. Sliding mesh technique
In the sliding mesh technique, the mesh is decomposed into k + 1 non-
overlapping regions: a static region, the tank and k rotating regions, each of
which rotates along with the impeller it encompasses. Consequently, the flow
equations are solved for each rotating region and contain the acceleration terms110
corresponding to a the rotating grid, whereas flow in the static region is solved
8
in the laboratory frame of reference. The static region and each of the rotat-
ing subdomains regions are implicitly coupled at their interface by using face
interpolation, to ensure a conservative distribution of the fluxes going from one
subdomain to an adjacent one, as the mesh faces on each side do not usually115
coincide. Slightly different implementations of this technique exist and we refer
the reader to the respective user’s guides (such as [28] for FLUENT) for more
details.
2.1.3. Multiple reference frame technique
In the multiple reference frame technique, the domain is decomposed into120
two subdomains, one using the Lagrangian frame of reference of the impeller
it contains, and the other one in the (Eulerian) laboratory frame of reference.
The Navier-Stokes equations are solved in each subdomain and the velocities
at their interface are matched at each iteration of the underlying scheme. This
method is limited to steady-state simulations as the coupling between the two125
subdomains assumes a steady flow condition at their interface [16].
2.2. Immersed boundary and fictious domain methods
Immersed boundary and fictious domain methods refer to a very large class
of methods used to discretize a static or moving, and flexible or rigid geometry
9
onto a grid without using a body-fitted mesh. The mathematical formulation130
of immersed boundary problems is the subject of many papers in the literature,
and we refer the reader to Peskin [29] and Mitall and Iccarino [30] for extensive
reviews on this topic. In the following description of the various approaches, we
use the terminology from Mittal and Iccarino [30].
Two main categories of immersed boundary formulations exist, depending on135
whether the immersed boundary conditions are enforced into the Navier-Stokes
equations in a discrete or continuous manner.
In the continuous forcing approach, as introduced by the work of Peskin
[31], no-slip boundary conditions are enforced by introducing a forcing term
directly into the continuous Navier-Stokes equations. This forcing term acts on140
so-called control points that discretize the fictitious part of the geometry. In
the case of an impeller or another moving part, these points, which are located
on its surface, move according to the corresponding kinematics. They can be
viewed as Dirac distributions that are spread over the surface of the fictitious
part using a smoothing kernel function [30]. As this method was originally145
developed for elastic bodies, its extension to rigid boundaries, as in the case of
an impeller, requires the use of either a very stiff elastic modulus [30] or of an
iterative forcing scheme such as the one proposed by Goldstein et al. [32].
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An alternative consists of using direct penalization methods coupled with
Navier-Stokes/Brinkman type models and a variable permeability to enforce150
the motion of a solid part [33, 34]. Two types of direct penalization can be
distinguished: the velocity can be directly penalized in the Navier-Stokes equa-
tion by either adding a Brinkman permeability term or increasing the viscosity
within the solid part. The reader is referred to Angot et al. [33] for a mathe-
matical analysis and a comparison of these two approaches. A different alter-155
native considers that the solid part is a fluid subjected to a rigidity constraint
[35, 36, 37, 38]. In this technique, a continuous forcing term, the magnitude
of which depends on the relative velocity between the fluid and the solid part,
is applied to the fluid within or at the surface of this solid part to take into
account its motion. These two alternate approaches are iterative in nature and160
require the integration of continuous terms within the Navier-Stokes equations,
which makes them well-suited for a PISO scheme.
In the discrete approach, the regular Navier-Stokes equations are solved and
the flow is modified a posteriori by taking into account the no-slip boundary
conditions related to the moving part either directly [39] or indirectly through165
ghost cells [40] or a cut-cell approach [41].
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3. PISO immersed boundary scheme
The PISO immersed boundary (PISO-IB) scheme developed in the present
work can be seen as a semi-implicit PISO extension of the work of Glowinski
[35], Patankar et al. [36] and, more recently, Shirgaonkar et al. [37] and Curet170
et al. [38]. The aim of the PISO-IB scheme is to add an immersed boundary
method to the standard PISO scheme by using the current PISO loops to impose
the velocity of the immersed rigid body while maintaining mass conservation.
This means that no additional loops are required. Furthermore, it leads to a
less stiff system than with a direct penalization approach, especially if the part175
is in motion. This scheme is tailored to have good parallel efficiency and can be
used with unstructured polyhedral meshes. It is also suitable for hybrid meshes
where the static geometry is discretized using a conformal mesh and the moving
part (e.g an impeller) is taken into account through the immersed boundary
method.180
The PISO-IB scheme is presented in two steps. The discretization of the
immersed body using cell center and vertex flagging is first introduced before
the scheme itself is presented in detail. This stair-casing approach was chosen
in the present work due to its speed, but the PISO-IB scheme is also compatible
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with surface-based forcing using control points. The reader is referred to the185
paper by Peskin for a thorough description of the latter technique [29].
3.1. Discretization of the geometry using cell and vertices flagging
The PISO-IB method requires a surface mesh of the immersed body. The
projection of this body onto the finite volume mesh is then carried out by
generating a boolean list indicating which cell centers and vertices of this finite190
volume mesh intersect with it. This operation, which adds to the computational
cost of the scheme as compared to the traditional PISO approach, is highly
parallelizable as the corresponding operations, which are proportional to the
number of cell centers and vertices in the mesh, can be done independently by
many processors (or cores). Figure 1 illustrates schematically this cell center195
and vertex detection technique, which creates two lists of so-called fluid and
solid nodes, respectively.
Using these two lists, a solid fraction is generated for each cell i by attributing





where Nv,i is the number of vertices in cell i (eg. 8 for a hexahedron), and Nvc,i
and Ncc,i are the number of vertices and centers intersecting the immersed body,
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Figure 1: Illustration of the cell center and vertices flagging method.
respectively.200
The vertices and the centers are also used to define the velocity of cell i that
intersects the immersed body:









ω × (xv,j − xib)





where uib,i is the velocity of the cell i, vib is its translational velocity, xib its
center of rotation, and xc,i and xv,j the coordinates of its center and vertices.
Note that the expression within the brackets corresponds to the angular com-
ponent of the velocity of the immersed body at the position of the cell i, which
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is not know analytically due to the stair-casing. For a fully covered cell, this205
becomes equal to the angular velocity of the cell center.
Using this approach, the volume of the projected immersed body is not
exactly the same as the volume the region delimited by its surface mesh. Con-
sequently, the so-called halo layer, which corresponds to the cells i in which the
body fraction βi ∈ ]0, 1[, is shrunk or expanded to correct the volume of the210
discretized immersed body. In particular, this ensures that this volume is not
affected by cell alignment. This entire procedure is summarized in the block
diagram of Figure 2.
3.2. The PISO-IB scheme
The PISO-IB scheme makes use of the intrinsic cycling within the PISO loop215
to iterate on the continuous forcing term added to the momentum equation to
take into account the immersed body and its motion. We refer to the work of
Issa [42] for a full presentation of the standard PISO scheme. In the present
development, a notation close to that in the book by Ferziger and Perić [43] is
used. For a more generic presentation of the cell-centered finite volume formu-220
lations available in Open∇FOAM, which is used in the current work, the reader
is referred to Weller et al. [44] and Jasak et al. [45].
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Beginning of the construction of the immersed body
Detect cell vertices and centers that are inside the immersed body
Calculate solid fraction βi using the fraction of




Calculate the velocity of cell i intersecting the immersed boundary
using the position of the covered vertices and centroids




j ω × (xv,j − xib)
)
+Nv,iω × (xc,i − xib)
]
Calculate actual volume occupied by the immersed body
and apply volume correction to the halo layer
End of the construction of the immersed body
Figure 2: Block diagram for the construction of the immersed body and its velocity
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The Navier-Stokes equations with the immersed boundary forcing term H
are given by:
∇ · u = 0 (6)





∇ · τ +H (7)
Time iteration begins with the update of the immersed body. The forcing
term is then updated (Hm
∗
= Hm−1) so that it is zero outside of the immersed
body. Next, the pressure-correction scheme starts with the solution of a predic-
tor step for velocity um
∗
using the pressure and velocity at time step m− 1 (or





















The content of A is linked to the discretization of the fluxes and velocity gradient
whereas Qm−1u,i can be deduced from the discretization of the time derivative in
(7). The indices i and j refer to cell i and to the neighboring cells, respectively.225
The pressure term is given explicitly and the symbolic derivative is approximated
by the centered scheme. The resulting velocity um
∗
i is not divergence free, hence
the requirement of a pressure correction step.
First, a correction in the spirit of the Rhie and Chow interpolation procedure
is applied to prevent the decoupling of the velocity from the pressure and the
17













By means of a linear interpolation of the cell-centered velocity, the mass





i 〉F · SF (10)
where 〈.〉F denotes the face interpolation of a variable from its value at the
surrounding cell centers, and where SF is the surface normal vector.230






















i 〉F · SF (11)






















Finally, this forcing term is corrected using the difference between the current














where α ∈]0, 0.9] is a relaxation coefficient. The algorithm then proceeds to
another corrector step until the desired number of iterations or the convergence
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of the forcing term is reached. The required number of iterations for convergence
of either H or p is dependent on a number of factors such as the value of α and
the Reynolds number of the flow.235
The overall scheme is given as a block diagram in Figure 3.
19





i are known from previous iteration or initial conditions.
























Beginning of PISO corrector loop



















i 〉F · SF
Solve pressure correction equation (Eq. 11):∑










i 〉F · SF












































Figure 3: Block diagram for the PISO-IB scheme
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4. Verification of the PISO-IB scheme
The PISO-IB scheme is first verified on three test cases: a Taylor-Couette
flow, and the prediction of von Karman vortex streets past static and moving
cylinders.240
4.1. Taylor-Couette Flow
The Taylor-Couette flow, or flow between two-concentric cylinders, is a well-
established test case for immersed boundary conditions due to the fact that the
geometry is not aligned with the mesh and that such flow possesses an analytical
solution. In the present case, we consider two co-axial cylinders of radii Ri =
0.25m and Ro = 0.1m, with the inner cylinder rotating. The cylinders are
both discretized using the immersed boundary method on a square domain Ω =
[−0.11, 0.11] × [−0.11, 0.11]. Assuming that the flow is laminar, the azimuthal
velocity profile between the two cylinders is given by [27]:









where Ωi is the angular velocity of the inner cylinder and κ the ratio of the
radius of the inner cylinder to the outer cylinder (κ = RiRo ). This test case can
be used to carry out an order of convergence analysis by monitoring the decrease
of the Euclidean norm of the error with the mesh size. The Euclidean norm of
21






aj‖u∆x,j − uj‖2 (15)
where aj is the area of fluid cell j, aT is the total area of the geometry, and
u∆x,j the numerical velocity. This definition is general enough to be used with
both conformal (body-fitted) and Cartesian homogeneous meshes. In the case






The graph in Figure 4 shows the variation of the Euclidean norm of the error
on u with respect to the mesh size, and the order of convergence for both the
PISO-IB method and the standard PISO scheme with a body-fitted mesh. For
the PISO-IB method, the simulations were carried out using meshes containing245
from 20x20 to 200x200 cells. For both approaches, the order of convergence was
calculated using a linear least-square regression.
It can be noted that the PISO-IB scheme degrades the order of convergence of
the method from 2 to 1.33. Secondly, the convergence is noisy and a refinement
of the mesh does not always lead to a reduction of the error. This is due to the250
stair-casing approach that is used to discretize the immersed body. However,











‖eu‖2 - IB method
‖eu‖2 - Conformal mesh
‖eu‖2 = 1.04∆x1.33
‖eu‖2 = 1.78∆x2.00
Figure 4: Euclidean norm of the error on u as a function of the mesh size, and order of
convergence for the Taylor-Couette case.
the PISO-IB method degrades the order of convergence, the error obtained with
it compares well with the error inherent to the standard PISO scheme and the
body-fitted mesh.255
4.2. Von Karman vortex street past static and moving cylinders
The unsteady flow behind a cylinder has been the topic of many experimental
and numerical investigations due to the complexity of the hydrodynamics in its
23
unsteady oscillating wake [48]. This flow is an interesting test case because
of the intrinsically periodic and complex phenomenological behavior within its260
vortex street. This is why it has been used by numerous authors such as [34, 49,
50, 51, 52, 53, 54, 55] for the verification of their implementation of an immersed
boundary.
This test case can be studied in two different ways. The classical way is to
simulate the flow past a static cylinder with a constant upstream fluid velocity,265
and to measure the perpendicular (lift) and parallel (drag) forces acting on it.
This setup is illustrated in Figure 5. The second approach is to consider that
the cylinder is moving at a constant velocity in a stagnant fluid. While this
is nothing but the static problem with a simple change of reference frame, it
entails a moving geometry. The setup for the latter case is identical to the static270
one, except that the length of the domain is increased to L = 236m, in order to
allow sufficient time for the von Karman instability to develop. Consequently,
this moving cylinder problem is more computationally demanding if the same
mesh size is used, as the length of the domain is increased significantly. However,
it is a pertinent test case because the moving geometry causes, at each time step,275
the generation of new solid and fluid nodes.
To assess the precision of the proposed immersed boundary method, both
24
Figure 5: Von Karman vortex past a static cylinder: geometrical characteristics (dimensions
in meters)
the static and moving cylinder cases were considered at Re = 200, which is
sufficiently high to allow for vortex shedding at a constant frequency h. This
frequency can be related to the upstream velocity u∞ (or the velocity of the






The evaluation of the force FC acting on the cylinder using our PISO-IB for-







where Ωc is the domain occupied by this cylinder and H is the forcing term in
(7).










The simulations for both the moving and the static cases were carried out
on Cartesian structured meshes. The corresponding number of cells and mesh280
size for both cases are presented in Table 1. For the static case, a convergence
analysis (not shown here) revealed that the forces on the cylinder did not change
significantly (< 1%) if the mesh was further refined. The same mesh size was
used in the dynamic case. Simulations were run for 200s to allow for a full devel-
opment of the von Karman instability. The Strouhal number was calculated by285
obtaining the frequency of the shedding via a fast Fourier transform (FFT) of
the lift coefficient. The time interval chosen for the FFT analysis was a subset
of the simulation, within which the shedding frequency was constant, let alone
26
after around 100s (see Figure 7).
Table 1: Mesh size and number of cells used for the static and moving cylinder
cases
Case ∆x Nx Ny
Static cylinder 0.0228 1400 700
Moving cylinder 0.0228 5600 700
Figures 6, 7 and 8 present the evolution of the drag and lift coefficients,290
and the amplitude of the FFT spectrum of the lift coefficient for the static
and moving cylinder cases. In both cases, the drag coefficient CD exhibits a
similar behavior, decreasing steadily before the von Karman instability starts
developing, and then increasing and leveling off to a slightly oscillating value.
Once CD has stabilized, it can be observed that the lift coefficient CL oscillates295
between two values of opposite sign, as expected for this type of flow.
Table 2 compares to literature data the CD, CL and St values obtained
with the PISO-IB method for the moving and the static cases. First, it can
be noticed that there are some discrepancies in the literature values for this
problem. Although the reasons for this are hard to identify, it can be partially300
attributed to differences in the mesh size, and the channel width and length used
for those simulations. Indeed, these parameters are not always given explicitely.
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In the present work, the configuration of Bhalla et al. [49] was used so that
similar results were expected.
It can be noticed that for CD and St, both the moving and the static cases305
are in good agreement with themselves and the literature data. However, the
immersed boundary method underpredicts the lift coefficient CL in the case of
the moving cylinder. This is a priori surprising, as the adequacy of the CD
and St results indicates that the flow features of the flows are well predicted.
This underprediction of the lift coefficient is a direct consequence of the position310
update of the immersed cylinder at each time step, which results in the occurence
of new fluid cells on which to apply the forcing term H. It is interesting to
note that these cells are also responsible for high-frequency peaks in the FFT
spectrum of the lift coefficient in Figure 8.
From these results, it can be concluded that the proposed PISO-IB method315
reproduces with good accuracy the von Karman vortex street and is therefore a
valid approach for periodic unsteady flows. This verification step highlights that
it was important to solve this problem for both the moving and static frames of
reference, as the motion of the immersed cylinder had an impact on the quality
of the results.320
28














Figure 6: Drag and lift coefficients for the flow past a static cylinder.
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Figure 8: Amplitude of the FFT spectrum of the lift coefficient for the static and moving
cylinder cases once the instabilities were fully developed.
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Table 2: Comparison of the PISO-IB results to literature data, for CD, CL and
St
Study CD CL St
PISO-IB - Static cylinder 1.37± 0.05 ±0.69 0.200
PISO-IB - Moving cylinder 1.35± 0.1 ±0.51 0.200
Braza et al. [48] 1.40± 0.05 ±0.75 -
Choi et al. [50] 1.36± 0.048 ±0.64 0.191
Wright et al. [51] 1.33± 0.04 ±0.68 0.196
Bergmann et al. [52] 1.35 - 0.198
Russel and Wang et al. [53] 1.29± 0.022 ±0.50 0.195
Henderson et al. [54] 1.341 - 0.197
He et al. [55] 1.3560 - 0.198
Bhalla et al. [49] 1.39 - 0.200
5. Methodology for mixing experiments and simulations
A thorough verification of the proposed PISO-IB scheme was carried out in
the previous section. The method is now validated in the context of mixing.
This is accomplished by comparing its accuracy to that obtained with classical
conformal mesh methods, namely the SRF and the SM techniques, by means of325
experimental data obtained in our lab.
The experimental set-up consisted of a 0.365 m diameter (T) flat-bottomed,
cylindrical and transparent vessel equipped with a T/3 diameter pitched blade
turbine (PBT). The tank was equipped with four removable baffles (W=T/10),
and the clearance was set at a standard value of C=T/4. The height of the330
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liquid was fixed to that of the tank diameter (H=T). The dimensions of this
mixing rig are shown in Figure 9 and their values are summarized in Table
5. The choice of a PBT is due to its widespread use in the chemical process
industry. Furthermore, as the complexity of this impeller is such that it cannot
be discretized with a structured mesh, it represents an excellent test case for335
the PISO-IB method.
The torque on the shaft was first measured for several single-phase experi-
ments using a 0-5 N.m torque-meter provided by Ono Sukki, with a minimum
resolution of 0.001 N.m and 0.2 % F.S. accuracy. These torque values were used
to establish the dependency of the power number NP on the Reynolds number
Re, a relationship that can also be obtained with simulations. In the context of












with N the speed of the impeller, P the power consumption and Γ the torque
on the impeller.
The liquid used consisted of Newtonian glucose solutions. Its viscosity was
modified by varying the proportion of glucose and water within the tank. Four340
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Figure 9: Scheme of the mixing rig used for the experiments and the simulations.
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Table 3: Dimensions of the mixing rig
Symbol Name Dimension
T Tank diameter 0.365m
D Impeller diameter T/3
H Liquid level T
C Off-bottom clearance T/4
Wi Blade width D/5
Wb Baffle width T/10
viscosities were considered: 32, 8.5, 4 and 0.84 Pa.s, at a temperature of 25◦C.
They were measured using an Anton Paar MCR 502 rheometer with a cone and
plate geometry. Silicone oil was used to prevent evaporation in the rheometer.
For all samples, the viscosity was found to be independent of the shear rate
from 1 to 10 s−1. Note that the viscosity of the solutions in the tank was found345
to be sensitive to temperature. An Arrhenius function was therefore used to
obtain an expression for µ(T ) and a thermocouple was installed in the tank to
monitor the temperature of the solutions during the experiments. Using the fit
for µ(T ), the right process viscosity could be recovered from the temperature
measurements. The underlying hypothesis is that the temperature was assumed350
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to be homogenous throughout the tank during the experiments.
For each experiment, the speed of the impeller was gradually increased with
30 RPM steps from 30 RPM to 800 RPM, which was the maximum veloc-
ity that could be reached without air entrapment or surface instabilities. The
torque measurements for the impeller without load was removed from the raw355
values, and the power number resulting from these torque measurements was
plotted agaisnt the Reynolds number to produce a power curve. The curves ob-
tained were superimposed to sweep a large range of Re values and confirm the
consistency of the torque values. Both baffled and unbaffled configurations of
the tank were investigated. It must be noted that some bubbles were observed,360
mainly in the case of the 32 Pa.s solution, which were entrapped during the
filling of the tank. Although larger bubbles were given sufficient time to exit
the tank, a small amount of small bubbles could not be removed due to the
relatively large viscosity of the solutions.
Other possible sources of uncertainty in the experiments are related to the365
torque and impeller speed measurements and the vibration of the shaft. Only
the error on the torque measurements was taken into account and the other
sources of uncertainty were considered negligible.
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5.1. Simulation set-up
Simulations for the unbaffled tank baffles were carried out using the SM, SRF370
and PISO-IB methods. For the baffled configuration, only the SM and PISO-IB
methods were investigated because the SRF model would not work in such a
case. The simulations were carried out at a constant viscosity (µ = 0.5 Pa.s) and
at a large range of impeller speeds N = 1 (Re = 0.75), 2 (1.5), 5 (3.8), 10 (7.5),
25 (19), 50 (38), 100 (75), 150 (113), 200 (150), 250 (188) and 300 (225) RPM to375
capture both the laminar and the transitional regimes. More points were taken
in the transitional region to achieve greater accuracy in capturing the non-linear
character of Np. For each method, the mesh was refined progressively until no
significant differences (< 1%) could be observed in the measured torque.
For the SRF and SM methods, a hexahedral background mesh of the tank380
was first generated with 33x88x60 (r,θ,z) cells. The impeller was then integrated
to it using the snappyHexMesh utility of OpenFOAM which led to a combination
of around 95% of hexahedra and 5% of polyhedra. In the case of the SM method,
the same resulting mesh was further split into two regions, one encompassing
the impeller and the other one complementing the computational domain. In385
all cases, the meshes were locally refined in the regions of the impeller and the
baffles, yielding more than 210k cells.
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In the case of the PISO-IB method, only the tank was meshed. The im-
pellers and the baffles, when present, were taken into account using the IB
forcing scheme described in Section 3. A mesh refinement procedure was ap-390
plied using the dynamic mesh objects of OpenFOAM in order to refine the mesh
in the volume swept by the impeller (Figure 10) and in the region of the baf-
fles. Although this procedure increased the number of cells compared to the
use of a dynamic mesh refinement technique, it was found to be much more
efficient because it allowed for static memory allocation and efficient load bal-395
ancing between the processors. The background hexahedral mesh consisted of
33x88x60 (r,θ,z) cells and, following the mesh refinement in the swept volume
of the impeller and near the baffles, the final mesh contained more than 368k
cells.
All simulations were unsteady. A centered scheme and a second-order Crank-400
Nicholson method were used for the space and time discretizations, respectively.
For the SRF and the SM methods, a standard two-loop PISO scheme was used.
For each simulation, a Courant-Friedrichs-Lewy stability condition CFL = 0.5
was considered. The simulation time was 40s, which was sufficient in all cases
to reach convergence for the torque as well as for the flow patterns.405
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Figure 10: Slice of the hexahedral mesh with refinement in the volume swept by the impeller
for the PISO-IB method
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6. Results and discussion
Figure 11 present a slice of the axial velocity contours obtained with the SRF,
SM and PISO-IB methods at Re = 250 for the case without baffles. Apart from
minor differences among these contours, there is a good agreement between all
three approaches. Comparisons (not shown here) for other planes and other410
components of the velocity field, for any of the values of Re considered (see
Secton 5) led to the same conclusion.
The variation of the power number with respect to the Reynolds number is
given in Figures 12 and 13 for unbaffled and baffled tanks, respectively. The
simulations results are in good agreement with the experimental data and lie415
within the experimental error bars. In particular, one can note that the numer-
ical models capture the early transitional regime (Re ∈ [10, 100]) with adequate
accuracy. In fact, all three SRF, SM and IB methods give indistinguishable re-
sults, except for a slight deviation in the case of the SRF method at the highest
Reynolds number investigated (Re = 225). This slight gap is most likely due to420
differences in the resolution of the large-scale unsteady structures that develop
in the flow. Furthermore, we recall that in the laminar regime, Np ∝ Re−1 [1].
Using a linear regression on the data for which Re ≤ 5, a slope of −1.0 was
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Figure 11: Axial velocity contours on a cross-section plane after 30s for Re = 250: (A) SRF
technique, (B) PISO-IB technique and (C) SM technique
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obtained with a R2 coefficient equal to 0.9999 for all three methods.
The results obtained show that all three methods give qualitative (velocity425
profiles) and quantitative (power curves) results of comparable quality. The
use of local mesh refinement to guarantee accurate results with the PISO-IB
scheme add to its computational cost. Taking the SRF technique as a reference
and considering meshes that yield the same level of accuracy for the torque, we
found that the SM and the IB methods increased their computational cost by a430
factor of 1.2 and 2, respectively, when 6 Intel Westmere 2.67 Ghz processor cores
were used. When 12 cores were used, this factor increased to 1.4 for the SM
method, but remained 2 for the PISO-IB method. This indicates that, although
the PISO-IB method is a priori more expensive, it has better parallel scaling
properties than the SM technique.435
The PISO-IB method also benefits from other advantages. First, the method
does not require a body-fitted mesh, the generation of which can be time-
consuming. Next, it can be used for geometries within which the volume swept
by multiple impellers overlap. Secondly, contrary to the SM method, it entails
the use of a static mesh. For solid-liquid simulations, this enables the fast detec-440
tion of the mesh cells in which particles reside, a feature essential for an efficient
CFD-DEM model such as the one developed by our group [56].
42
Figure 12: Power curve for the PBT in an unbaffled tank.
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The modeling of fluid flow in stirred tanks may still be challenging due to
the impeller geometry and kinematics, the presence of baffles and configurations445
in which the volume swept by the mutiple impellers overlap. In the latter case,
the use of an immersed boundary method is essential.
In this work, we introduced a novel semi-implicit immersed boundary (PISO-
IB) method based on the addition of a forcing term to a PISO finite volume
solver that is applicable to unstructured meshes. With this method, both450
static and dynamic mesh refinement strategies are tractable. Furthermore, this
method works with a static mesh, which in the context of solid-liquid mixing
enables the fast detection of particles in the cells of this mesh, an essential
characteristic of CFD-DEM and the likes.
This method was implemented in the open-source CFDEM framework, which455
is based on Open∇FOAM for the liquid phase and LIGGGHTS for modeling the
flow of particles when they are present. Our implementation was first verified
by performing an order of convergence analysis using the Taylor-Couette test
case and by comparing to literature data numerical results obtained for the flow
around static and moving cylinders. Although a degradation of the order of460
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convergence of the method was observed, it was found that the method yields
very good velocity profiles and can be used to accurately measure the forces
acting on a moving body. The method was then validated in the context of
single-phase mixing, more precisely in the case of a pitched blade turbine in
baffled and unbaffled tanks. The torque measurements obtained via the PISO-465
IB method are in good agreement with those predicted by the SRF and the SM
techniques as well as with experimental data, despite the challenge posed by the
non-alignment of the moving pitched blade turbine with the mesh cells.
In future work, our immersed boundary method will be used in combina-
tion with the CFD-DEM model of the CFDEM framework to study solid-liquid470
mixing in baffled stirred tanks, including tanks provided with more complex
configurations such as planetary mixers.
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