A recent study has put forward a physiologically plausible population model that implements a parts-based shape-coding scheme for macaque visual area V4.
spatial frequency of sinusoidal grating patterns, the same dimensions represented in area V1. These dimensions are widely viewed as particularly efficient for encoding natural scenes [4] . It is unclear, however, what advantage the visual system would gain by representing them again at a later stage of processing. An intermediate visual area should represent more elaborate aspects of shape. In fact, many V4 neurons give stronger, more selective responses to sinusoidal gratings modulated in polar and hyperbolic coordinates [5, 6] . Theoretical studies have argued that these nonCartesian coordinate transforms might be useful for visual processing [7, 8] . But it is not yet clear whether these dimensions can serve as an efficient substrate for shape processing in visual areas beyond V4.
Earlier studies assumed that area V4 uses a rather abstract mathematical representation. In that scheme, later areas transform the intermediate representation into one that is more closely related to our subjective experience. An alternative hypothesis is that area V4 directly represents local features of objects. In this scenario, later areas need only combine these local features to represent entire objects. Pasupathy and Connor [9] investigated this possibility using simple stimuli that contained four to eight boundary segments, the curvature of which could be varied parametrically ( Figure 1A ). They found that many V4 neurons were tuned to the curvature of specific object parts. One neuron might respond, for example, to a sharp convexity at the lower right of the stimulus irrespective of the configuration of the remaining border segments. These results led Pasupathy and Connor [9] to hypothesize that area V4 might use a partsbased representation to encode object shape.
No neurophysiological study of V4 has systematically investigated tuning for more than a few shape attributes at a time. Still, all of the above studies found that most V4 neurons were selective along one or more distinct stimulus dimensions. It is likely that single V4 neurons are in fact tuned in many dimensions, from Cartesian grating orientation to local boundary curvature. What are we to make of this multimodal tuning? Can neurons respond to several aspects of shape simultaneously? Or is there a single 'correct' stimulus representation for area V4? This is a fundamental problem, but an extremely difficult one to address experimentally. The demonstration of tuning is necessary but not sufficient evidence that a specific dimension can serve as a good foundation for shape representation. Pasupathy and Connor [1] Figure 1D ).
The population model captured the overall configuration of the shape boundaries, though it tended to underestimate sharp convexities and overestimate broad convexities. This reflects limitations of the original neuronal sample, which contained few cells tuned to straight edges. It remains to be seen whether this was an artifact of sampling or an intrinsic bias within V4 [6] . The current model does not incorporate some additional shape attributes that may be represented in V4 [10, 11] , but the generality of the modeling framework may allow these attributes to be incorporated in future work.
The modeling study of Pasupathy and Connor [1] significantly advances our ability to assess how objects are represented by the visual system. It provides the first good evidence that a specific aspect of shape could in principle be extracted directly from the population activity of area V4. Most prior neurophysiological studies that investigated tuning did not address whether neural responses could support a robust stimulus representation. This modeling strategy is likely to be replicated and extended in future studies to test the feasibility of stimulus representations at other levels of visual processing. 
