In this article, we show that a technique for showing well-posedness results for evolutionary equations in the sense of [13] established in [16] applies to a broader class of non-autonomous integro-differential-algebraic equations. Using the concept of evolutionary mappings we prove that the respective solution operators do not depend on certain parameters describing the underlying spaces in which the well-posedness results are established.
Introduction
It has been investigated that linear (evolutionary) equations of mathematical physics share a common form, see e.g. [13] . In a Hilbert space framework, formally, these equations can be written asv (t, x) + Au(t, x) = f (t, x), (0 Of course equations (0.1) and (0.2) are subject to certain initial conditions, which -for simplicity -we assume to be 0. Boundary conditions are encoded in the domain of A.
Plugging (0.2) into (0.1), we arrive at
In this article, we discuss well-posedness issues of the equation (0.3) in a particular Hilbert space setting. We shall note here that, if M = 1, equation (0.3) is well-known to be well-posed in the sense that −A generates a C 0 -semigroup and the respective solution can be obtained via the variation of constants formula, see e.g. [5] . By suitably weighting the norm and assuming that M only acts on the spatial variables and -at the same timeis continuously invertible, we also realize that equation (0.3) can be discussed within a semi-group framework. Writing ∂ 0 for time-differentiation (∂ −1 0 is then integration, which is made more precise later on) and assume that M is given in the form M + ∂ Of course, if M is continuously invertible, it might be possible to show well-posedness of (0.4) with semi-group techniques by suitable perturbation theorems. However, if M has a non-trivial nullspace the equation (0.4) amounts to be a differential-algebraic system, which might be hard to treat within a C 0 -semi-group framework. Moreover, for example if M = 0, (time-)regularity of a possible solution of (0.4) cannot be expected.
Since we assume M to be non-autonomous in general, we need to incorporate other solution techniques. The strategies discussed in [1, 8, 18] generalize the semi-group perspective in the sense that the generators are no longer time independent. In order to apply the theory developed in [1, 8, 18] , the operator M again has to be inverted. The authors of [1] focus on the parabolic case.
Thus, other techniques need to be incorporated. Realizing that (0.4) is a formal sum of the two (unbounded) operators ∂ 0 M + N and A, we seek for conditions, which guarantee that this operator sum is closable and continuously invertible. The authors of [4] give general conditions, which guarantee that a sum of two unbounded linear operators is closable and (that its closure is) continuously invertible. They mainly focus on the parabolic case, i.e., they assume that one of the operators involved is sectorial. However, in [4, Section 5] they also discuss the hyperbolic case in a Banach space setting. In order to derive closability and surjectivity of the operator sum they assume certain resolvent estimates and properties of how the Yosida approximants converge. In [16] , such estimates are not assumed. However, in [16] one sticks to the Hilbert space case, which makes things conceptually easier. In [17] a related problem class has been studied. However, since the operators under consideration are defined via forms, the author focussed on the parabolic/elliptic case.
The heart of the solution theory in the present article, and thus the possibility to define the operator sum and to derive that the respective operator is continuously invertible, is a positive definiteness constraint in space-time. This allows for the consideration of equations with change of type switching from elliptic, to hyperbolic and to parabolic equations, see e.g. [16, pp. 20] . The general idea has been applied in a number of studies to integro-differential equations ( [22] ), fractional differential equations ( [15] ), problems with impedance type boundary conditions ( [12] ), electro-seismic waves ( [9] ) or differentialalgebraic systems arising in control theory ( [14] ).
The aim of this article is twofold. At first we show that the technique to prove wellposedness in [16] applies to a more general situation covering the solution theories given in [16, 11, 12] , which can then be understood as a unifying strategy to tackle well-posedness issues in linear problems of mathematical physics.
The solution theory is built up in a certain space of exponentially weighted functions. In applications to particular examples one might choose this exponential weight small enough. Note that this exponential weight can be thought of as a L 2 -analogue of the exponential growth of solutions in semi-group theory. Since changing the weight goes along with different underlying Hilbert spaces the question arises, whether the solution theory depends on the weight. Thus, the second aim of the present article is to showroughly speaking -that the solution theory barely depends on the weight provided the operators involved barely depend on the weight. The latter is precisely the theorem, which one would hope for. The latter issue has not been addressed in [16] but it applies to the situation mentioned there.
As this article is intended to substantiate the results previously found in [16] , we will not give concrete examples and only sketch possible applications in Example 2.13. The main issue will be that the problems from the linear theory 1 well fit into the scheme developed. In order to do so, we provide some basic notions and definitions in Section 1. In this section some results from [13, 25, 26] are summarized. Section 2 deals with the statement of the well-posedness theorem and elaborates the relations to the ones in [12] and [16] . In Section 3 we show the aforementioned independence of the exponential weight and Section 4 provides the proof of the well-posedness theorem.
Preliminaries
For ν ∈ R and a Hilbert space H, we denote by L 2 ν (R; H) the space of (equivalence classes of) measurable H-valued functions with respect to the Lebesgue-weight
. We use ·, · ν and |·| ν to denote the scalar product and the norm in L 
Moreover, the Fourier-Laplace transformation L ν being the (unitary) closure of the operator
Again, if the value of ν is clear from the context, we drop the index in the notation of ∂ 0,ν . Equation (1.1) gives rise to a functional calculus for ∂ centered at r with values in the space of bounded linear operators on H, we define 
The next lemma is almost immediate:
Then the following statements are equivalent:
In [25] it has been found that at least for closure procedures the latter concept of causality seems not to be appropriate. A possible way to overcome this difficulty is to introduce the following notion:
is uniformly continuous, where
The latter notion is equivalent to causality for particular situations.
densely defined, linear and closable. Then the following statements are equivalent:
(ii) M is strongly causal.
In [16] , we found that multiplication operators, which -in contrast to functions of ∂ −1 0,ν -are not time-translation invariant, can also be dealt with as coefficients in a solution theory for certain linear evolutionary equations. A notion containing both the aforementioned functions of ∂ −1 0,ν as well as multiplication operators is the one given in [26] , the notion of evolutionary mappings:
For evolutionary mappings M, the closure of M in some L 2 ν will be denoted by M ν . We define the sets .2) and is evolutionary at ν 1 } and .2), is evolutionary at ν 1 and bounded} 
for every ν ′ ≧ ν and φ ∈ C ∞,c (R; H), see also [23, Lemma 3.6] for more details. Moreover, the operator norm
Example ([26, Example 2.3]). Let H be a Hilbert space and let
1.5 Remark. Evolutionarity and causality are rather closely connected. Indeed, let M ∈ L ev,ν 1 (H 0 , H 1 ) and assume that for all a ∈ R the set
ν (R;H1)) . If the spaces H 0 and H 1 are clear from the context, we shortly write
In particular, the latter implies that
loc (R; H) as n → ∞. Now, we follow the idea of [7, Proof of Theorem 4.5]. For this let φ ∈ C ∞,c (R; H 1 ) with support bounded above by a. For ν ′ ≧ ν we get that
The well-posedness result
The well-posedness result will be formulated within the following situation. Throughout, let H be a Hilbert space and ν > 0.
Hypotheses (on the material law operator
Further assume that both M and N are causal. 
Hypotheses (on the unbounded spatial operator). Let
The results reads as follows.
Theorem
and
, and the operator
For later purposes, we also have the following density result: can be relaxed in the sense that it suffices to assume that A and ∂ 0 have a bounded commutator. We will address this noncommutativity relation in a future article.
(c) The truncation in the positive definiteness condition (2.1) is needed in order to obtain causality. The proof in Section 4 will show that the well-posedness result, i.e., continuous invertibility of the closure of ∂ 0 M + N + A, can also be obtained if one assumes
We will postpone a proof of Theorem 2. 
for all u ∈ D(∂ 0 ), a ∈ R and some c > 0. Then 0 ∈ ̺ ∂ 0 M + N + A and the operator
Next we show that Theorem 2.7 follows from Theorem 2.4. Indeed, this follows from the next two lemmas:
2.8 Lemma. Under the hypotheses of Theorem 2.7, we get for every a ∈ R and φ ∈ D(∂ 0 ) ∩ D(A) that
Lemma. Under the hypotheses of Theorem 2.7, we have for all
The proofs of the Lemmas 2.9 and 2.8 need the following preliminary observation:
2.10 Lemma. Under the hypotheses of Theorem 2.7, we have for all φ ∈ D(∂ 0 ):
Proof. We observe that the equality is true for all φ ∈ D(
which yields the assertion.
Proof of Lemma 2.8. Let a ∈ R and φ ∈ D(A) ∩ D(∂ 0 ). We compute
where we have used the monotonicity of A and that 1 R ≦a (m 0 ) leaves the domain of A invariant. Indeed, the inclusion
D(A). For this, let a ∈ R and denote by τ a ∈ L(L 2 ν (R; H)) the shift of a function f by a, i.e., τ a f := f (· + a). Since τ a is a Borel function of ∂ −1 0 it thus commutes with A. In particular, we have for all φ ∈ D(A) also τ a φ ∈ D(A). Hence, 
Relationship to the well-posedness condition in [12, Theorem 1.2]
The well-posedness theorem in [12] has been applied to a model for acoustic waves with impedance type boundary conditions. The theorem reads as follws. 
Regarding the positive definiteness conditions in Theorem 2.11, we realize that these conditions are precisely the ones in Theorem 2.4 (with M = M(∂ has a bounded commutator with ∂ 0 , which is obvious since the former is a function of the latter. Indeed, in this situation the commutator equals 0.
Relationship to the well-posedness condition in [16, Theorem 2.13 and Theorem 2.15]
Recall the well-posedness result in [16] :
2.12 Theorem ([16, Theorem 2.15]) . Let H be a Hilbert space, ν > 0, A :
s (R; L(H)) (see Example 1.4 for a definition). Assume in addition that M 0 is strongly differentiable, Lipschitz continuous and that
in L(H) for almost every t ∈ R and all sufficiently large ν.
For this theorem it should be noted that this is a direct consequence of Theorem 2. 
An example of particular material laws
In the introduction we elaborated the applicability of the theorems above and cited the respective references. Thus, there is no need to repeat them here. Due to the two latter observations concerning the entailment of the well-posedness theorems given in the literature, we give an example of material laws, which are neither covered by the one or the other well-posed theorem but by the well-posedness theorem discussed in this article. . Assume H = H 0 ⊕ H 1 and take M : B(r, r) → L(H 0 ) analytic and bounded. Moreover,
) satisfy the conditions in Theorem 2.12 with H replaced by H 1 6 We use the canonical extension of A as multiplication operator in L 2 ν (R; H) and use the same notation. 7 For a bounded linear operator B ∈ L(H), we define its (selfadjoint) real-part by Re B := 
and assume that Re
is closable with continuous invertible closure for sufficiently large ν. Since the block struc-
and A need not be comparable, the continuous invertibility does not follow either from Theorem 2.11 or 2.12 or both of them. Hence, we need to invoke Theorem 2.4.
On the independence of ν
Of course, a natural question in the general setting of Theorem 2.4 and more particularly in Theorem 2.12 is whether the solution operator depends an the particular choice of ν. In [16, Theorem 2.13] the independence of ν has not been adressed. The next theorem shows that the solution indeed does not depend on the parameter ν in the following sense:
Assume that M ν , N ν , A ν satisfy Hyptheses 2.1 and 2.2, respectively, for all ν ≧ ν 0 . Moreover, assume that
and for all ν 1 , ν ≧ ν 0 that
To begin with, we observe the following relationship of causality and the independence of ν:
Using that both M 0 and M 1 are everywhere defined and Lemma 1.1, we deduce for n ∈ N and ψ ∈ C ∞,c (R; H) that
We observe the following consequence of Lemma 3.2, which gives more insight to bounded (causal) evolutionary mappings:
Proof. The assertion follows from Theorem 1.2 and Lemma 3.2.
We come to the proof of Theorem 3.1.
Proof of Theorem 3.1. For ν ≧ ν 0 we define
. Our aim is to show that there exists a space
Having done so, we get the assertion from S ν = S ν , ν ≧ ν 0 , and Lemma 3.3 (Use the Theorems 2.4 and 1.2 to get that S ν | F is bounded evolutionary at ν 0 and (strongly) causal). 
where we have used that (1 + δ∂ 0 ) −1 A ν A ν (1 + δ∂ 0 ) −1 and thus F D(A) for all δ > 0. By Lemma 3.3, we get that M ν f and N ν f do not depend depend on ν and hence so does ∂ 0 M ν f . Thus, F := ι[F ] is the space we desired for.
Proof of Theorem 2.4
From now on, we assume the situation in Theorem 2.4 as our standing hypothesis. We need several preparations to give a proof for Theorem 2. 
Lemma.
Under the standing hypothesis, for every ε > 0, we have:
Proof. Let u ∈ D(∂ 0 ). We compute that
Under the standing hypothesis, we have for ε > 0 and u ∈ D(B) that
Moreover, the formula
holds. In particular, we have
Proof. The computation can be made precise in H −1 (∂ 0 ) ∩ H −1 (|A| + i) 8 Thus, the commutator relation is a consequence of Lemma 4.1. The convergence result relies on weak compactness in L 
Then the same inequality holds for u ∈ D(B).
Proof. Let u ∈ D(B). Using Lemma 4.2, we compute
We come to the proof of Theorem 2.4: 
and we deduce that B * is one-to-one, which, in turn, shows that B is onto.
We conclude with a proof of Lemma 2.5: 
