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Abstract
State-of-the-art deep learning systems tightly couple model
execution with the underlying hardware. This coupling poses
important challenges in a world where the scale of deep learn-
ing workloads is growing rapidly: workloads with high re-
source requirements are inaccessible to most users, experi-
mentation on smaller test beds is impossible, and results are
difficult to reproduce across different hardware.
We propose VirtualFlow, a novel system approach leverag-
ing virtual node processing to decouple model execution from
the hardware. In each execution step, the batch is divided and
processed with data parallelism on many virtual nodes instead
of physical devices (GPUs, TPUs), and the gradients are ag-
gregated and applied to the model after all virtual nodes finish
processing their data. With multiple virtual nodes mapped to
each device, the system allows users to run models at much
larger batch sizes that would otherwise exceed the memory
limits of the underlying physical resources. VirtualFlow sig-
nificantly improves model training reproducibility across dif-
ferent hardware, and enables models to run on shared clusters
with dynamically changing resources for better efficiency.
Our implementation of VirtualFlow enables virtual node
processing with elasticity for TensorFlow. Evaluation with
representative deep learning models (ResNet, BERT, Trans-
former) demonstrates strong convergence guarantees on dif-
ferent hardware with out-of-the-box hyperparameters, and up
to 48% lower job completion times with resource elasticity.
1 Introduction
The scale of deep learning workloads continues to rise. In
recent years, model sizes have grown to billions of parame-
ters [38, 42], dataset sizes to hundreds of GBs [12, 37], and
batch sizes to 64K to allow for increased parallelism [26, 43],
and none of these trends show signs of stopping.
Hardware advances have been slow to catch up, however,
leading to high computational requirements for these larger
workloads. For instance, pre-training BERT takes more than
Figure 1: Virtual node processing. A batch is divided into
16 equally sized virtual nodes (colored shapes), where each vir-
tual node is mapped to a different GPU. Virtual nodes assigned to
the same GPU are executed sequentially, allowing 4 GPUs to train
the same model as 16 GPUs with the same set of hyperparameters,
including the batch size.
3 days on 16 TPUs to complete [13], and large-batch optimiza-
tion techniques that bring this down to 76 minutes require
1,024 TPUs [51]. Megatron-LM, an 8.3 billion parameter
model, is trained on 512 V100 (32GB) GPUs, and even a
single epoch takes more than 2 days to complete [42].
1.1 State-of-the-art Limitations
These recent trends raise three important challenges:
Resource requirements. First, many of these workloads
require large clusters of expensive computing devices, such
as GPUs or TPUs. As training data continues to grow in
size, the resource requirement will only increase. Systems
techniques have been proposed to mitigate this issue, but only
to a limited extent. For instance, even with the optimizations
from DeepSpeed with ZeRO [31] to reduce memory footprint,
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training Turing-NLG still required 256 V100 GPUs [38], a
set of resources inaccessible to most.
Ease of experimentation. Second, even with enough re-
sources, experimentation becomes difficult at this scale. Users
may wish to experiment on a small testbed before running the
model on a large cluster. While this approach would enable a
shorter feedback loop and reduce deployment costs, it is not
possible today: Important hyperparameters such as the batch
size must be carefully picked to fit within the memory limits
of the physical devices. This often leads to different conver-
gence behavior across the two settings, making it difficult to
measure the effects of specific changes to the model.
Reproducibility. In many workloads, the batch size is de-
signed to maximize the efficiency on a specific type and num-
ber of available physical devices [17,26,42,43,51]. The same
set of resources may not be available on a subsequent exe-
cution, however, and the batch size may have to be adjusted.
Yet this adjustment leads to additional issues: other hyperpa-
rameters such as the learning rate depend on the batch size,
and thus they also must be retuned accordingly to preserve
the convergence properties of the model [17]. However, this
is cumbersome in practice, and techniques proposed for one
workload may not work for another [40].
1.2 Decoupling Model from Hardware
All three of the above challenges largely stem from a central
drawback in today’s deep learning systems: a tight coupling
between model execution and the underlying hardware.
The most widely used frameworks today, such as Tensor-
Flow [5] and PyTorch [35], embed cluster configuration in-
formation into the model graph itself. Tensor operations are
explicitly placed on specific computing devices, and commu-
nication operations often involve a fixed set of devices. The
batch size, an important hyperparameter that has a large ef-
fect on the convergence trajectory of a model [27], is often
tied to the memory capacity of individual computing devices
and the number of devices in the cluster [17, 26, 43]. If the
global batch size exceeds the cluster-wide memory limit, the
workload will simply fail.
In this paper, we argue that deep learning systems should
decouple model specifications from the underlying physical
hardware. A model should converge to the same accuracy
regardless of the type and number of computing devices it is
trained on. Running the same workload on a different cluster,
such as a smaller test bed, should produce the same results
without the user having to retune the hyperparameters or
apply different optimization techniques. The same model
configuration should be reusable, regardless of the physical
layout of the underlying cluster, across a design space that
trades off performance for lower resource requirements.
The same philosophy can be observed in many big-data an-
alytics systems. In MapReduce-style batch processing [10,53]
and newer stream processing workloads [?, 1, 2], the system
always computes the same answers regardless of the level of
parallelism and amount of resources assigned to the job. The
input data is sliced into many small partitions to be processed
in multiple sequential waves of tasks, and the job would not
fail if the amount of data processed in a single wave does not
fit in the aggregate memory of the system.
1.3 Virtual Node Processing
Towards this goal of separating the model from the hardware,
this paper introduces VirtualFlow, which leverages virtual
nodes as a substrate for distributing computation across phys-
ical devices (Figure 1). In this paradigm, a batch of training
data is partitioned among virtual nodes instead of physical
devices. One or more virtual nodes are then mapped to each
physical device and processed sequentially on the device, thus
producing one or more MapReduce-style waves of execution
within each training step.
VirtualFlow’s approach leverages the insight that all vir-
tual nodes share the same model parameters. This allows
the model to be cached in each physical device’s memory at
the beginning of the step and efficiently reused by all virtual
nodes mapped to that device. The gradients produced by the
virtual nodes are first aggregated in a local memory buffer,
and then synchronized across all devices at the end of the step,
after all virtual nodes have been processed.
With VirtualFlow, model convergence behavior can be pre-
served across different sets of resources by fixing the number
of virtual nodes. The batch size and other hyperparameters
remain unchanged, e.g., regardless whether the virtual nodes
run on 2 or 32 GPUs. Instead, only the mapping between vir-
tual nodes and physical devices needs to be adjusted to utilize
different hardware configurations. Workloads that previously
required large, expensive clusters can now be packed into
smaller deployments by mapping many virtual nodes to each
physical device. Experimentation on smaller test beds is now
possible, and results obtained by other users can now be repro-
duced on a different set of resources without the user having
to modify any hyperparameter or optimization strategy.
Virtual nodes enable several other important applications:
• Resource elasticity can now be naturally expressed as
redistributing the existing set of virtual nodes across a
new set of physical devices. Dynamically resizing a job
while maintaining convergence guarantees—previously
an open challenge [34]—is now possible.
• Fault tolerance can be implemented by reassigning the
virtual nodes mapped to a failed physical device to a new,
healthy device.
• Hyperparameter exploration. Batch sizes previously
exceeding the aggregate limits of the underlying cluster
are now in the exploration space. In certain workloads,
being able to access these batch sizes can lead to higher
model accuracies (Figure 2).
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Figure 2: BERT-LARGE finetuning on the Recognizing Textual
Entailment (RTE) [47] task on a single RTX 2080 Ti GPU, with and
without virtual node processing. Training with a batch size of 16,
which converged to a higher accuracy, was previously not possible
on this GPU due to memory limits.
We implemented VirtualFlow on top of TensorFlow and
evaluated the system’s reproducibility and elasticity on a set of
representative deep learning models (ResNet [19], BERT [13],
Transformer [46]). In our evaluation, VirtualFlow demon-
strates strong model convergence guarantees across different
hardware confirguations, and improves cluster utilization by
20% and reduces job completion time by 48% with elasticity.
2 Background
In this section, we discuss two important ways deep learning
workloads are tightly coupled with the underlying hardware
in state-of-the-art systems (§2.1, §2.2). We then describe how
each step of training proceeds under this framework (§2.3) to
highlight the differences with virtual node processing.
2.1 Hyperparameters Tied to Hardware
Hyperparameters, such as the batch size, learning rate, and
dropout rate, have important effects on the convergence of
a model. For this reason, significant effort is often put into
tuning these hyperparameters to achieve desirable results.
The batch size refers to the number of input examples, e.g.,
images in an image classification model, processed within a
training step. In the multi-GPU setting, the batch is divided
evenly among the computing devices, such that each device
processes roughly the same amount of data in each step.
Using a larger batch size generally improves the through-
put of the training process. Within a single computing device,
the device batch size is often set to the maximum size pos-
sible within the limits of the device memory capacity. This
increases utilization of the device and reduces the number
of kernel launches on it. Across multiple devices, the global
batch size is simply the maximum possible per device batch
size multiplied by the number of devices in the system. Thus,
the larger the global batch size, the more devices can be used
to process the batch in parallel.
However, prior work has shown that extremely large batch
sizes tend to deteriorate model convergence [27]. In order
to preserve convergence behavior while scaling a workload,
various efforts have proposed to adjust hyperparameters de-
pendent on the batch size, such as the learning rate [17], or
even to apply custom optimization algorithms [26, 43, 50, 51].
This poses a significant burden on the user when scaling out
a workload, since the batch size typically increases linearly
with the number of computing devices in the system.
Hurdles for reproducibility. Thus, reproducing existing
results on a different set of hardware requires significant ef-
fort and expertise. In some cases, it is even impossible. For
example, the results from training the the BERT model using
a batch size of 32,000 examples on 1,024 TPUs [51] and
1,472 GPUs [32] cannot be reproduced on a smaller test bed
of 16 GPUs, as the same batch size would not fit in the smaller
cluster’s GPU memory. On the other hand, reducing the batch
size would inevitably lead to very different convergence tra-
jectories that require retuning various hyperparameters. This
poses a major hurdle for experimentation as well as scaling.
2.2 Inflexible Model Graph
Another source of coupling between the model and the hard-
ware lies in the model graph, which specifies the network of
operations to perform on the input data. Modern deep learn-
ing frameworks compile and optimize this graph once at the
beginning of training and reuse it for the rest of the job.
In addition to tensor operations, information regarding the
underlying cluster configuration is also embedded into the
model graph. In both TensorFlow and PyTorch, for instance,
the graph is defined under a distribution strategy that specifies
how model parameters should be synchronized in different
settings, such as single GPU, single machine multi-GPU, and
distributed multi-GPU.
Hurdles for resource elasticity. Once the model graph is
created under a particular distribution strategy, subsequent
training will use synchronization operations that involve a
fixed set of computing devices. If the user wishes to resize
the cluster or replace a subset of computing devices during
training, they will have to rebuild the entire graph under a
new distribution strategy, and reload previously trained model
parameters from a checkpoint. Depending on the size of the
graph, this rebuild/reload process can be an expensive process
that takes minutes. This inconvenience has served as a suf-
ficiently large hurdle to prevent most users from leveraging
resource elasticity for their workloads [34].
Synchronous training. It is worth noting that the rigid
assignment of resources to jobs is in some ways an artifact
of the widely used synchronous training, which enforces a
synchronization barrier across all workers at the end of each
step. Traditionally, deep learning workloads instead relied
on asynchronous training using the parameter server archi-
tecture [29], where workers push and pull their parameters
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Figure 3: Memory footprint of a single training step.
independently of each other. This architecture comes with a
certain degree of flexibility in terms of resource allocation,
but suffers from stale gradients [9], which do not exist in
synchronous training. Thus, to solve the resource elasticity
problem for modern deep learning workloads, we must design
an approach that targets the synchronous training setting.
2.3 State-of-the-art Model Execution
Today, a set of devices processes each batch of training ex-
amples largely in parallel, as shown in Figure 3. The system
first forms an input pipeline that reads a subset of the dataset
into main memory, divides it into batches, and preprocesses
the training examples into formats that can be consumed by
the model graph. Input preprocessing is primarily performed
on CPUs and often pipelined with the graph operations ex-
ecuted on GPUs (or TPUs). The preprocessed data are then
prefetched from main memory to GPU memory (Step 1) to
hide the memory copy overhead behind the computation.
Once the inputs are ready on GPUs, the system performs
the forward and backward passes as defined by the model.
In the forward pass (Step 2), activations are computed for
each layer of the model and retained in memory for gradi-
ent computation later. In the backward pass (Step 3), local
gradients are computed on each GPU and then synchronized
across the cluster (Step 4). Synchronization is typically a sim-
ple averaging operation performed via the all-reduce mecha-
nism [39, 45]. Aggregated gradients are then used to update
the model parameters (Step 5).
3 Virtual Node Processing in VirtualFlow
The key concept in VirtualFlow is virtual node processing,
a layer of indirection between the model and the underly-
ing hardware that abstracts resource requirements away from
application semantics. From the application’s perspective,
the model uses virtual nodes, rather than physical devices,
to perform the computation. With an appropriate number of
virtual nodes, the model can run at arbitrary desirable batch
Figure 4: Virtual node trade-off between resource requirement and
time requirement. VN in this figure refers to number of virtual nodes
assigned to each GPU. The design space for today’s deep learning
workloads is limited to only (a).
sizes as if there are enough physical resources available. Vir-
tualFlow manages the mapping between virtual nodes and
physical devices on behalf of the user, who can then tune
the model’s hyperparameters once and use the same set of
hyperparameters on multiple different clusters.
3.1 Time Slicing
In today’s deep learning systems, each batch of training ex-
amples is divided evenly across the devices in the spatial
dimension. Each device is assigned exactly one slice, and the
size of each slice is limited by the memory capacity of the
device (per Fig. 4a). The only way to train the same model on
fewer devices (e.g., 2 GPUs instead of 4) would be to reduce
the total number of slices (boxes in the figure), which would
also reduce the batch size. Without carefully adjusting other
hyperparameters, this would hurt the model’s convergence.
Instead, VirtualFlow additionally divides the work to do
in each training step in the time dimension. It achieves this
by processing multiple virtual nodes assigned to each device
sequentially (per Fig. 4b and 4c) while maintaining the total
number of slices to preserve the global batch size. By time
slicing each batch of inputs, VirtualFlow allows models to
gracefully fall back to run on fewer devices with longer train-
ing times. Users have the freedom to explore the trade-off
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Figure 5: Memory footprint of a single training step with virtual node processing. Each batch is divided across D∗V
virtual nodes (D devices and V virtual nodes per device). The level of parallelism in the system is still D, but there are
now V forward and backward passes within each step. Gradients are synchronized only at the end of the batch, after all
virtual nodes have been processed.
between hardware capacity and processing time by adjusting
the amount of resources assigned to their workloads.
This flexibility is crucial to model reproducibility and ex-
ploratory experimentation. It guarantees reproducibility in
that the training results of a different run of the same model
can be replicated using the exact same set of hyperparameters
across different clusters. Without using virtual nodes, this is
difficult because the batch size often has to change to adapt
to the underlying cluster’s resource limits. It also simplifies
experimentation across different hardware, allowing users to
first experiment with a large workload on a small cluster (e.g.,
Fig. 4c) before deploying it in production.
3.2 Virtual Node Execution
In each training step, the batch of inputs is split among the vir-
tual nodes in a manner analogous to how a job in MapReduce
is divided into tasks. Virtual nodes assigned to the same phys-
ical device are processed sequentially, while virtual nodes
assigned to different devices are still processed in parallel.
This produces one or more waves of execution, similar to
MapReduce workloads where the number of tasks is often a
small multiple of the number of CPU slots in the system.
Figure 5 traces the steps involved in processing a single
batch of data with virtual node processing. The cycle is largely
similar to regular processing (Fig. 3), except multiple forward
and backward passes may be computed before gradients are
synchronized. Local gradients computed on a GPU are aggre-
gated into a gradient buffer at the end of each backward pass
(Step 4). After all virtual nodes have been processed on all
GPUs, the aggregated gradients are synchronized across the
cluster and each GPU independently applies them to its copy
of the model as before (Step 5).
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Figure 6: Memory usage in the first 3 steps of training ResNet-50 on
ImageNet [12] on a single 2080 Ti GPU, broken down by category.
Activations constitute the vast majority of memory usage at the peak.
The first step is slower due to initial graph optimizations performed
by the framework.
3.3 Memory Overhead
One important observation from Figure 5 is activations consti-
tute the single largest category of memory usage during peak
memory consumption (Step 3). This is because activations
scale with the batch size while other categories such as the
model parameters do not. For example, when training ResNet-
50 on ImageNet, the activations typically require over 8GB,
while the model is only around 104MB (see Fig. 6).
VirtualFlow aggregates intermediate gradients produced
by each virtual node in a local gradient buffer that stays in
the device memory throughout the step, creating an extra
memory overhead. The size of this buffer is typically on par
with the size of the model, which is much smaller than the
activations for most workloads. Importantly, since the same
gradient buffer is shared among all virtual nodes assigned to
each device, the memory overhead is a constant regardless of
the number of virtual nodes per device. We demonstrate this
across a variety of models in §6.5.
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4 Resource Elasticity
Jobs that run on shared clusters can benefit significantly from
resource elasticity. This enables jobs to adapt their resource us-
age to changing allocations from the cluster scheduler, which
may perform such adjustments to enforce fairness [25, 52],
preemption [22], and utility-based [54] scheduling policies.
Elasticity has been a desireable feature in many other dis-
tributed systems, including ones from batch processing [33],
stream processing [16], cluster management [44], and cloud
computing [7, 8, 14], with important benefits such as higher
cluster utilization and lower job completion time. In §6.4, we
demonstrate that enabling elasticity in deep learning work-
loads using virtual nodes can yield the same benefits.
4.1 Redistributing Virtual Nodes
VirtualFlow maintains a mapping between virtual nodes and
physical devices, but this mapping need not be fixed over
time. To enable resource elasticity, virtual nodes can be redis-
tributed across the physical devices dynamically in response
to cluster demand.
More specifically, downsizing a job can be expressed in
terms of reassigning the virtual nodes of the released comput-
ing devices to the remaining ones that are still allocated to
the job. Similarly, upsizing a job can be expressed in terms
of migrating a subset of the virtual nodes assigned to existing
devices to the new devices that were added. In both cases, the
total number of virtual nodes remains the same, and therefore
model convergence behavior is preserved across resizes.
Figure 1 illustrates an example of resizing a job from 16
GPUs to 4 GPUs. Each batch is split into 16 equally sized
virtual nodes, which were each assigned to different GPUs
initially. The virtual nodes are then redistributed among the
4 remaining GPUs, such that each GPU is assigned 4 virtual
nodes (instead of 1) in the new configuration.
4.2 Elastic Weighted Fair Sharing (WFS)
To showcase the benefits of expressing elasticity in terms of
virtual node processing, we built a simple event-driven cluster
scheduler that allocates resources based on the weighted fair
shares (WFS) [11] of the oustanding jobs in an elastic manner.
These fair shares are computed based on the priority of the
jobs, which can be set to arbitrary attributes of the job to
express a variety of scheduling objectives, such as Shortest
Job First (SJF) and Shortest Remaining Time First (SRTF).
The main scheduling logic is summarized in Algorithm 1.
Every time a job arrival, completion, or resize event is trig-
gered, the scheduler first attempts to expand the allocations of
currently running jobs in decreasing priority order to fill idle
GPUs, if any. Then, it schedules new jobs until the allocations
of existing higher priority jobs are affected. Finally, we issue
Algorithm 1: Elastic WFS Scheduler
1 function schedule (running_ jobs, job_queue):
2 new_allocations = expand current allocations
3 while job_queue not empty do
4 f air_allocations = compute fair shares(
running_ jobs, job_queue.peek())
5 if no higher priority job allocations are affected then
6 new_allocations = f air_allocations
7 running_ jobs += job_queue.dequeue()
8 else
9 break
10 resize jobs(new_allocations)
resize requests to all currently running jobs according to the
new allocations.
In §6.4, we demonstrate that this scheduler produces sig-
nificant improvements in terms of cluster utilization and job
completion time, compared to a simple priority scheduler that
does not perform elasticity.
5 Implementation
We implemented VirtualFlow with elasticity support on top
of TensorFlow 2.2 in 2,400 lines of code, of which 300 lines
involved changes in TensorFlow’s Keras engine, and 1,000
lines were the VirtualFlow WFS scheduler.
For elasticity, we used the same mechanisms as [34], in
which Horovod [39] was used as the narrow waist communi-
cation layer that connects a changing set of worker processes.
Following their techniques for minimizing GPU idle times
across resizes, our system also requires physical devices newly
assigned to the job to bootstrap on their own asynchronously
before joining the existing cluster. This practice ensures that
virtual nodes are not assigned to the new devices until these
devices can immediately begin processing training data.
5.1 Additional Challenges
In this section, we describe additional practical challenges
that VirtualFlow faces and how we address these challenges
in our implementation.
Batch normalization. A common technique for improv-
ing model convergence, batch normalization [24] interacts
with VirtualFlow as follows. In each step, batch normaliza-
tion scales the activation values by their mean and variance
across all examples in the batch (size B). However, in practice,
the mean and variance are often computed over the smaller
batch of examples assigned to each device instead (size B/N,
for N devices), so as to minimize communication across de-
vices [21]. VirtualFlow preserves this behavior as long as
the total number of virtual nodes (N) stays the same. This is
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because the mean and variance are computed over the same
number of examples (B/N) as before in each forward pass.
Batch normalization also computes moving averages of
the mean and variance across batches, though these moving
averages are used primarily for evaluation and inference, not
training. The semantics here differ slightly with virtual nodes:
all virtual nodes assigned to the same physical device will
now share the moving averages, as opposed to each one of
them having its own copy. In our evaluation, however, we
found that this difference had little impact on convergence
(Table 1) and so will leave resolving it for future work.
Stateful kernel migration. In VirtualFlow, resource elas-
ticity is expressed in terms of redistributing virtual nodes.
When new physical devices are added to a job, certain state
on the virtual nodes must be migrated to the new devices,
including the model parameters and certain stateful kernels.
One such example is the batch normalization moving mean
and variance, which are computed independently on each de-
vice and never synchronized. Naive migration of virtual nodes
without also migrating these stateful kernels would effectively
reset their internal state, potentially hurting convergence. For
this reason, VirtualFlow also migrates these stateful kernels
as well as regular model parameters during job resizes.
Data visition guarantees. Deep learning workloads typ-
ically use one of the following approaches to distribute the
training dataset: replicate it with random shuffling on each de-
vice, or partition it across the devices. For replicated datasets,
the migration of virtual nodes is trivial: simply start a new,
independent shuffled data pipeline on the new device.
For partitioned datasets, however, maintaining the exactly-
once semantics is more challenging. This is because check-
pointing the data pipeline state at the step boundary is in
general not supported in existing frameworks. Due to this
limitation, VirtualFlow can only provide the exactly-once vi-
sition guarantee if the job is resized at the epoch boundary.
However, deep learning models are usually robust to small
noises, and we have not observed noticeable training degra-
dation in practice. Thus, we defer providing the exactly-once
data visition guarantee to future work.
6 Evaluation
In this section, we evaluate VirtualFlow’s effectiveness in
reproducing results across cluster sizes (§6.2), exploring pre-
viously inaccessible hyperparameters for models (§6.3), and
providing cluster-level benefits through resource elasticity
while preserving application-level semantics (§6.4).
6.1 Experimental Setup
Most end-to-end experiments are performed on 2 servers, each
with 8 NVIDIA V100 GPUs (16GB), 64 Intel Xeon CPUs
(2.2Ghz), and 250GB of DRAM, connected over a 16 Gbps
VirtualFlow TF*
GPUs BS VNGPU Acc (%) BS Acc (%)
1 8192 32 75.92 256 69.25
2 8192 16 75.96 512 67.30
4 8192 8 75.99 1024 70.68
8 8192 4 75.83 2048 73.04
16 8192 2 75.68 – –
2† 8192 32 76.01 – –
Table 1: Final top 1 validation accuracies for the same ResNet-50
experiment shown in Figure 8. VirtualFlow preserves the target ac-
curacy of 76% (± 0.5%) regardless of the number of GPUs assigned,
while the naive solution (TF*) diverges. VNGPU refers to number
of virtual nodes per GPU, and † refers to training on RTX 2080 Ti
GPUs instead of V100 GPUs.
connection. For some experiments, we also run microbench-
marks using a different type of GPU (specifically, 2 NVIDIA
GeForce RTX 2080 Ti) on a server with 32 Intel(R) Xeon(R)
E5-2620v4 CPUs (2.1GHz) and 64GB of DRAM.
6.2 Reproducibility
We demonstrate VirtualFlow can reproduce training re-
sults across different cluster sizes for two well-known deep
learning workloads: ResNet-50 [19] on ImageNet [12] and
BERT [13] finetuning on GLUE [47]. In these experiments,
we varied the number of GPUs from 1 to 16 (8 for BERT)
while fixing the batch sizes, and observed almost identical
convergence trajectories for both workloads.
Baseline. To highlight the differences with the state-of-
the-art, we compare VirtualFlow with a version of vanilla
TensorFlow 2.2 that does not retune hyperparameters across
batch sizes. For example, for ResNet, we do not apply the lin-
ear scaling rule [17] to tune the learning rate when attempting
to simulate large workloads on smaller sets of GPUs. This
setup is motivated by the fact that these optimization tech-
niques are often difficult to identify for arbitrary workloads
and are often workload-specific [40].
6.2.1 ResNet-50 on ImageNet
In this experiment, we train ResNet-50 on the ImageNet
dataset for 90 epochs using a batch size of 8192, a widely
used benchmark that is known to converge to the vicinity of
76% [17]. To demonstrate VirtualFlow can preserve conver-
gence across GPU types, we ran this workload on both V100
and RTX 2080 Ti GPUs. Each V100 GPU can fit a batch of
256 examples at a given time, so we use 32 total virtual nodes
for these runs. For the smaller RTX 2080 Ti GPUs, we use 64
total virtual nodes instead.
Table 1 demonstrates VirtualFlow can reach the target ac-
curacy for all runs (±0.5%), regardless of the number or type
of GPUs. Previously, this workload would require 32 V100
GPUs. With VirtualFlow, however, the user can reproduce
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Figure 7: VirtualFlow preserves the convergence trajectory across different numbers of GPUs by fixing the batch size at 64. In
this case, the naive solution (TF*) also happens to converge to the same accuracies because these workloads are less sensitive to
varying the batch size in this range.
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Figure 8: VirtualFlow preserves the convergence trajectory across
different numbers of GPUs by fixing the batch size at 8192. Naively
attempting to reproduce the same workload on fewer GPUs without
retuning the hyperparameters (TF*) yields lower accuracies.
the results for the same workload on even a single GPU. In
contrast, attempts to reproduce this workload on fewer GPUs
without retuning the hyperparameters (TF*) led to diverged
models, e.g., doing so on 1 GPU led to a final accuracy of
only 69.25%, far short of the target 76%.
VirtualFlow preserves not only the final accuracy but also
the entire convergence trajectory. In Figure 8, all VirtualFlow
lines trace each other closely especially in the latter portion
of the training. In contrast, the baseline TensorFlow solu-
tion (TF*) that does not retune hyperparameters converged to
various accuracies, all conspicuously below the target.
In short, without relying on virtual nodes, the user must
retune the hyperparameters every time a workload is run on a
different cluster, a cumbersome process that often involves sig-
nificant human expertise. While there are well-known guide-
lines for tuning these hyperparameters for ResNet, this is not
the case for arbitrary workloads. Instead, training with the
exact same set of hyperparameters using VirtualFlow guaran-
tees that the convergence behavior of the model is preserved,
allowing the user to focus on application semantics instead.
QNLI SST-2 CoLA
GPUs BS VNGPU Acc (%) Acc (%) Acc (%)
1 64 8 90.86 92.07 83.01
2 64 4 91.05 92.35 84.08
4 64 2 90.86 92.20 83.50
8 64 1 90.88 91.86 82.45
Table 2: Final top 1 validation accuracies achieved by VirtualFlow
for the same BERT-BASE experiment shown in Figure 7. Across
a variety of finetuning tasks, VirtualFlow converged to the same
final accuracies regardless of the number of GPUs assigned. VNGPU
refers to number of virtual nodes per GPU.
6.2.2 BERT-BASE Finetuning on GLUE
The second workload that showcases the reproducibility of
VirtualFlow is finetuning BERT-BASE on the GLUE dataset
using a fixed batch size of 64. The GLUE tasks considered in
this experiment are QNLI (a natural language inference task
on question-answer pairs), SST-2 (a sentiment classification
task), and CoLA (which predicts whether a sentence is lin-
guistically acceptable). For QNLI and SST-2, we use 1/10th
of the original dataset in each epoch and train for 20 epochs.
For CoLA, we train on the whole dataset for 50 epochs.
As with the ResNet workload, VirtualFlow converged to
the same final accuracies for all runs within each GLUE task
(Table 2) by preserving the batch size and the total number
of virtual nodes across different numbers of GPUs. Similarly,
Figure 7 shows that the entire convergence trajectory is also
preserved across different cluster sizes.
Unlike in the ResNet case, however, the naive approach
of not retuning hyperparameters across different cluster sizes
(TF*) also happened to converge to the same accuracies in
these workloads. This illustrates that these workloads are less
sensitive to a changing batch size within this range (8 to 64).
Thus, while VirtualFlow did not lead to higher accuracies in
this case, it still guaranteed that results for the batch size of 64
can be consistently reproduced across different clusters. Ad-
ditionally, VirtualFlow enabled the user to better understand
the convergence characteristics of the larger batch size of 64
using just a single GPU. We will return to this in §6.3.
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Figure 9: VirtualFlow can increase the training throughput by up to 19.2% (SST-2 with 1 GPU) compared to running without
virtual nodes (TF*) on the same set of resources, while converging to the same accuracies. This is because the use of virtual
nodes allows VirtualFlow to perform fewer model updates, a direct result of using larger batch sizes that would have previously
exceeded the memory limits of the cluster.
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Figure 10: Batch size exploration with VirtualFlow on a single RTX 2080 Ti GPU. VirtualFlow expands the space of possible batch
sizes on this GPU from 4 (TF) to [4, 8, 16, 32, 64, 128], and can support even larger batch sizes. In some cases, such as in RTE
(left), being able to access larger batch sizes can lead to significantly higher final accuracies (+7.1% with a batch size of 16).
6.2.3 Model Update Frequency
One important side effect of using larger batch sizes is that
the number of gradient synchronizations and model updates
decreases proportionally. In VirtualFlow, this can be achieved
by using V virtual nodes per device, which reduces the number
of model updates by a factor of V while leaving the number of
forward and backward passes unchanged. This can improve
the overall throughput of the system.
Figure 9 illustrates this effect for the BERT-BASE finetun-
ing workload. The fewer GPUs used to train with the same
batch size, the more virtual nodes are needed per GPU, and
the larger the difference in throughput is compared to not us-
ing virtual nodes. For example, for one GPU, VirtualFlow can
use a batch size of 64 while vanilla TensorFlow must use a
batch size of 8 or less. In this case, using the larger batch size
in VirtualFlow led to a throughput improvement of 19.2%,
17.8%, and 16.1% for SST-2, CoLA, and QNLI respectively.
Thus, even if VirtualFlow did not improve the final accuracy
of the model (which was not a goal of VirtualFlow in the first
place), it can still help reduce the training time by lowering the
model update frequency. In the distributed setting, this also
reduces the number of expensive gradient synchronizations
across the network.
6.3 Exploration
An important use case of being able to reproduce results
across different clusters is exploration. In this section, we
demonstrate how VirtualFlow allows the user to explore the
convergence characteristics of larger batch sizes that would
have previously exceeded the memory limits of the same set of
resources, and how this can, in some cases, lead to improved
model accuracies.
In this experiment, we finetune BERT-LARGE on three
GLUE tasks: RTE (a textual entailment task), SST-2, and
MRPC (a classification task for paraphrasing). All tasks are
trained for 10 epochs on a single RTX 2080 Ti GPU. Unlike
before, we vary the number of virtual nodes, and consequently
the batch size, while holding the number of GPUs constant.
Figure 10 plots the model convergence for this experiment.
Unlike before, since the batch size changes across runs, so
do the convergence trajectory and the final accuracy. This
allows the user to explore the convergence characteristics
of various batch sizes, without deploying the resources that
would have been necessary to run these batch sizes using
vanilla TensorFlow (e.g., 32 GPUs for a batch size of 128).
In some cases, VirtualFlow can even achieve higher accura-
cies in the batch sizes explored. For RTE, using a larger batch
size of 16 is now possible on 1 GPU, even though this batch
size would require 4 GPUs without the use of virtual nodes.
This configuration ended up improving the final accuracy by
7 percentage points compared to running vanilla TensorFlow
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Figure 11: Throughputs of the same batch size exploration experiment shown in Figure 10. For RTE, using VirtualFlow not only
leads to higher accuracies, but also higher training throughputs (up to +18.5% using 16BS, or +28.7% using 128BS). Other tasks
see similar throughput improvements. The number at the bottom of each bar refers to the final accuracy achieved in that run, and
the hatched bar represents the configuration with the highest final accuracy within each task.
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Figure 12: Elasticity with VirtualFlow reduces the makespan by 38%
and the job completion time (JCT) for the highest priority job by
45%, while preserving model accuracies. In this workload, 3 jobs
share 4 V100 GPUs on a single machine. Job priorities are (1, 5,
10), and job GPU demands are (4, 2, 4) respectively. For (a) and (b),
dotted lines indicate when Jobs 1 and 2 are submitted.
with the maximum batch size (4) previously available to the
same GPU.
The observation that larger batch sizes can lead to improved
throughputs on the same set of resources (§6.2.3) is also
relevant in this experiment. For all the tasks considered, using
a larger batch size reduced the training time by lowering the
model update frequency as before (Fig. 11). For RTE, using a
batch size of 16, as enabled by VirtualFlow, not only improved
the final accuracy by 7.1%, but also improved the throughput
by 18.5%. Using a batch size of 128 further improved the
throughput by 28.7% without affecting convergence.
6.4 Elasticity
Another important use case enabled by VirtualFlow is re-
source elasticity: a job can be resized dynamically during
training by adjusting the number of virtual nodes per GPU.
Model Dataset Batch sizes VNGPU
ResNet-56 cifar10 64, 128 1
ResNet-50 ImageNet 256, 512, 1024
2048, 4096, 8192
1, 2, 4
BERT-BASE CoLA 8, 16, 32, 64, 128 1, 2
BERT-BASE SST-2 8, 16, 32, 64, 128 1, 2
Transformer WMT 4096, 8192, 16384
32768, 65536
1, 2
Table 3: Mix of workloads used in 20 job elasticity experiment. Each
job in the trace is selected uniformly at random from this set of
workloads and assigned a random priority chosen from (1, 5, 10).
This section describes experimental results that highlight the
cluster-level benefits of this approach.
6.4.1 Elastic Scheduling with Three Jobs
Using the scheduling framework described in §4.2, we ran
two traces with and without VirtualFlow. The first is a simple
3-job trace designed to illustrate a scenario in which elasticity
can have significant effects on cluster-level objectives. Job 0
finetunes BERT-BASE on SST-2, Job 1 trains ResNet-56 on
cifar10 [28], and Job 2 finetunes BERT-BASE on QNLI. The
BERT jobs both demand 4 GPUs, while the ResNet job de-
mands only 2 GPUs. The jobs arrive in the order of increasing
priority, with Job 2 being the highest.
Figure 12 compares running this trace with the VirtualFlow
scheduler, which dynamically resizes jobs to satisfy cluster-
level Weighted Fair Shares (WFS), to running it with a simple
priority scheduler that orders jobs in descending priority but
does not resize any job. With VirtualFlow, existing jobs down-
size as soon as a new job with priority arrives. With the static
priority scheduler, however, the high priority Job 2 is stuck
behind Job 1 for a long time, leaving 2 GPUs idle for the
entire duration of Job 1.
Observe that although all 3 jobs resized over the course
of their respective lifetimes in the VirtualFlow case, they all
converged to the same accuracies as their counterparts in the
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Figure 13: Elasticity with VirtualFlow (top) increases average cluster
utilization by 19.5% and reduces makespan by 45.5%, compared to
a simple priority scheduler (bottom) that does not perform resource
elasticity. In this trace, 20 jobs arrive at a rate of 12 jobs per hour
according to a poisson distribution. Each colored box corresponds
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static scheduler (bottom).
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Figure 14: In the same 20 job experiment shown in Figure 13, Virtu-
alFlow reduces the median JCT by 47.6% and the median queuing
delay by 99.3% by resizing jobs dynamically.
simple priority scheduler case. Thus, the VirtualFlow sched-
uler is able to reduce the makespan by 38% and the high
priority job completion time (JCT) by 45%, while preserving
the application-level semantics of each job.
6.4.2 Elastic Scheduling with Twenty Jobs
Next, we evaluate VirtualFlow on a more realistic trace con-
sisting of 20 jobs arriving with a poisson distribution, with
an average load of 12 jobs per hour (average interarrival time
of 5 minutes). The mixture of workloads used in this trace is
selected uniformly at random from Table 3. To speed up the
experiment, we train each job for only a subset of the steps or
epochs needed for convergence.
Figure 13 depicts the GPU allocations for both schedulers
over time. Compared to the simple priority scheduler, en-
abling elasticity with VirtualFlow improved average cluster
utilization from 71.1% to 90.6%, reduced the makespan by
45.5%, the median JCT by 47.6%, and the median queuing
delay by 99.3%. The largest gain from using elasticity is the
reduction in queuing delay (Figure 14): most jobs are assigned
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Figure 15: Peak memory on a RTX 2080 Ti GPU, normalized by
the peak memory of not using virtual nodes (TF). Memory overhead
scales with the model size and is constant across virtual nodes.
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Figure 16: Throughput on a RTX 2080 Ti GPU, normalized by the
throughput of not using virtual nodes (TF). For large models such
as BERT-LARGE, throughput increases with the number of virtual
nodes due to fewer model updates. For smaller models, throughput
is not affected by the number of virtual nodes.
some GPUs as soon as they are submitted instead of being
queued behind other potentially long jobs. This is especially
true for high priority jobs, which can partially preempt lower
priority jobs by downsizing them.
6.5 Microbenchmarks
Virtual node processing adds a gradient buffer in memory to
aggregate gradients across virtual nodes. Figure 15 plots the
memory overhead of this buffer for three different workloads.
The gradient buffer is the same size of the model: the gap be-
tween 1 and 2 virtual nodes is much larger for BERT-LARGE
than for ResNet-50. Beyond 2 virtual nodes, however, the
memory overhead stays constant when the number of virtual
nodes increase. For all the workloads considered, the memory
overhead does not exceed 20%.
Figure 16 plots the throughput across a range of virtual
nodes for the same three workloads. For these workloads,
using virtual nodes at worst leaves throughput unchanged,
and can increase it by 1.3x in some cases, especially when the
model is large (BERT-LARGE). This is because the batch size
scales with the total number of virtual nodes in the system,
and a larger batch size means more training steps between
model updates (§6.2.3). For large models, model updates can
be a significant cost.
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7 Future Work
Virtual node processing can be further extended to support
other important use cases not explored in this paper, including
heterogeneous training and fault tolerance. We briefly touch
upon these two use cases now, and additionally discuss how
VirtualFlow can be extended to support model parallelism.
Heterogeneous training. Modern deep learning frame-
works require the set of resources assigned to a job to be
homogeneous. Meanwhile, hardware vendors have been grad-
ually rolling out new generations of accelerators, each with
improved compute and memory capacity. This often results
in a heterogeneous mix of devices in on-premise clusters and
public clouds [6, 15]. Being able to combine different types
of computing devices (e.g., V100 and K80 GPUs) in the same
job can increase throughput and cluster utilization.
Heterogeneous training is a generalization of virtual node
processing: each computing device is still assigned one or
more virtual nodes, but the number and size of the virtual
nodes need not be the same across different resource types.
For example, if V100 GPUs achieve roughly 50% higher
throughput than K80 GPUs on a given workload, then the
framework may try to place 3 virtual nodes on each V100
GPU, and 2 virtual nodes on each K80 GPU. This is a classic
resource packing problem that cluster schedulers elsewhere
have long supported [20].
Fault tolerance. State-of-the-art solutions for fault toler-
ance in (synchronous) deep learning workloads rely on pe-
riodic checkpoints. Even if a single worker fails, the entire
job needs to be restarted and the model will be restored from
a potentially stale checkpoint. However, since the model is
typically replicated across all workers, we can reuse elasticity
mechanisms in VirtualFlow to simply replace failed workers.
As long as there is one healthy worker left, the new work-
ers can fetch the model parameters from existing workers
instead of reading them from a checkpoint. This would ensure
training is uninterrupted from the application’s perspective.
Model parallelism. Recent years have seen a rise of ex-
tremely large models that deliver unprecedented accuracies,
but do not fit within the memory capacity of a single device.
Training these workloads relies on model parallelism, which
partitions the model across the computing devices in the sys-
tem. These models typically require a large number of train-
ing examples, so model parallel training is often employed
together with data parallelism [23, 41].
VirtualFlow is still applicable in this setting: the model can
be partitioned by virtual nodes instead of by physical devices.
Virtual nodes that are assigned the same partition of the model
can then be preferrably colocated, so that each model partition
can be shared across all the virtual nodes assigned to the
same device. Reducing the resource requirement for these
models in this manner will bring the same reproducibility and
experimentation benefits to these workloads as well.
8 Related Work
Gradient aggregation. The most similar line of work to vir-
tual node processing is a variant of asynchronous training
that synchronizes gradients every k steps, where k is either
fixed [56] or changes over time [48, 55]. Their main goal,
however, is providing an alternative to synchronous SGD that
provides faster convergence, rather than reproducing results
across hardware. PyTorch recently introduced gradient accu-
mulation [30], a mechanism that also allows users to simulate
larger batch sizes, but does not explore its benefits and con-
vergence characteristics in a dynamic resource setting.
Resource elasticity. Resource elasticity in deep learning
has been proposed in [34]. The authors also explore autoscal-
ing heuristics for these workloads, which are complementary
to our approach. However, their system requires retuning the
hyperparameters and hence lacks strong convergence guaran-
tees, and only considers elasticity for individual jobs. Concur-
rent with this work, Elastic Horovod [3] and TorchElastic [4]
also implement elasticity for deep learning workloads, but
likewise leave the burden of fixing the batch size and thus
preserving model convergence up to the users.
Cluster scheduling. Dynamic resource allocation has also
been explored in the context of multi-tenant GPU clusters.
Optimus [36] models throughput and convergence based on
online feedback to schedule jobs using the parameter server
architecture. Tiresias [18] proposes a multi-queue scheduling
algorithm that preempts low priority jobs to minimize JCT,
where priority is expressed in terms of least attained service
(LAS). Gandiva [49] time slices GPUs across multiple jobs
and dynamically migrates jobs to increase cluster utilization.
However, unlike VirtualFlow, these approaches do not focus
on preserving application semantics of individual jobs, and
they rely on checkpoint-based mechanisms that restart jobs
entirely across resizes, leading to unnecessary GPU idle time.
9 Conclusion
VirtualFlow is an important step towards decoupling deep
learning model execution from its underlying physical hard-
ware. Leveraging the idea of virtual node processing, Virtual-
Flow allows users to reproduce training results consistently
across different clusters, experiment with large workloads on
small testbeds, and reap the benefits of resource elasticity
without worrying about model convergence, all without a sin-
gle change to the model specification or the hyperparameters.
The benefits of virtual nodes are not limited to the use cases
and settings explored in this paper. In the future, we expect to
see more sources of the systems complexity in deep learning
frameworks to be hidden from the user, freeing them to focus
on achieving desirable results with their models instead.
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