Because low quality code can cause serious problems in software systems, students learning to program should pay attention to code quality early. Although many studies have investigated mistakes that students make during programming, we do not know much about the quality of their code. This study examines the presence of quality issues related to program ow, choice of programming constructs and functions, clarity of expressions, decomposition and modularization in a large set of student Java programs. We investigated which issues occur most frequently, if students are able to solve these issues over time and if the use of code analysis tools has an e ect on issue occurrence. We found that students hardly x issues, in particular issues related to modularization, and that the use of tooling does not have much e ect on the occurrence of issues.
INTRODUCTION
Students who are learning to program often write programs that can be improved. They are usually satis ed once their program produces the right output, and do not consider the quality of the code itself. In fact, they might not even be aware of it. Code quality can be related to documentation, presentation, algorithms and structure [11] . Fowler [7] uses the term 'code smells' to describe issues related to algorithms and structure that jeopardise code quality. A typical example is duplicated code, which could have been put in a separate method. Another example is putting the same code in both the true-part and the false-part of an if-statement, even though that code could have been moved outside the if-statement. Low quality code can cause serious problems in the long term, which a ect software quality attributes such as maintainability, performance and security of software systems. It is therefore imperative to make students and lecturers aware of its importance.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). ITiCSE'17, July 03-05, 2017, Bologna, Italy. For a long time, researchers have been interested in how students solve programming problems and the mistakes that they make. Recently, large-scale data mining has made it possible to perform automated analysis of large numbers of student programs, leading to several interesting observations. For example, Altadmri and Brown [3] investigated over 37 million code snapshots and found that students seem to nd it harder to x semantic and type errors than syntax errors.
Although many studies have investigated the errors that students make, little attention has been paid to code quality issues in student programs. While Pettit et al. [10] looked at code quality aspects and found that several metrics related to code complexity increased with each submission, their study does not elaborate on the causes of these high metric scores. Aivaloglou and Hermans [1] analysed a large database of Scratch projects by measuring complexity and detecting di erent code smells. Although the complexity of most Scratch projects was not high, the researchers found many instances of these code smells.
In this study we analyse a wider range of code quality issues, and observe their appearance over time. Our data set, taken from the Blackbox database [6] , contains over two million Java programs of novice programmers recorded in four weeks of one academic year. First, we investigate the type and frequency of code quality issues that occur in student programs. Next, we track the changes that students make to their programs to see if they are able to solve these issues. Finally, we check if students are better at solving code quality issues when they have code analysis tools installed.
The contributions of this paper are: (1) a selection of relevant code quality issues for novice programmers, (2) an analysis of the occurrence and xing of these issues, and (3) insight into the in uence of code analysis tools on issue occurrence.
The remainder of this paper is organised as follows: Section 2 elaborates on related studies on student programming behaviour. Section 3 describes the research questions, the data set we used, the code quality issues we have selected to investigate, and the automatic analysis. Section 4 shows the results for each research question, which are discussed in Section 5. Section 6 concludes and describes future work.
RELATED WORK
This section discusses previous research into student programming habits related to code quality. We also consider studies that have analysed student programming behaviour on a large scale.
Pettit et al. [10] have analysed over 45,000 student submissions to programming exercises. The authors monitored the progress that students made over the course of a session, in which students submit their solutions to an automated assessment tool that provides feedback based on test results. For each submission they computed several metrics: lines of code, cyclomatic complexity, state space (number of unique variables) and the six Halstead complexity measures (calculations based on the number of operators and operands of a program). The authors also distinguish between sessions in which the number of attempts within a speci c time frame is restricted. The main conclusion from the study is that although the metric scores increase with each submission attempt, restricting the number of attempts has a positive in uence on the code quality of students. Second, the authors argue that instructors should also consider coding style and quality, because focusing solely on testing may result in ine cient programs. The study does not elaborate on the particular problems that cause high complexity scores.
Aivaloglou and Hermans [1] analysed a database of over 230,000 Scratch projects. Scratch is a block-based programming language that is often used to teach children how to program. Besides investigating general characteristics of Scratch programs, the authors also looked at code smells, such as cyclomatic complexity, duplicate code, dead code, large scripts and large sprites (image objects that can be controlled by scripts). Translating to the object-oriented domain, a large script is comparable to a large class and a large sprite to a large method. In 78% of over 4 million scripts the cyclomatic complexity is one. Only 4% of the scripts has a complexity over four. In 26% of the projects the researchers identi ed code clones (12% for exact clones), consisting of at least ve blocks. It should be noted that Scratch only supports procedure calls within sprites, leaving copy-pasting code as the only option. Dead code occurs in 28% of the projects. Large scripts (with at least 18 blocks) are present in 30% of the projects and large sprites (with at least 59 blocks) in 14% of the projects.
Breuker et al. [5] investigated the di erences in code quality between rst and second year students in approximately 8,400 Java programs in 207 projects, using a set of 22 code quality properties. They found that for half of the properties there were no major di erences. For the remaining properties, some di erences could be attributed to increased project size and complexity for second year students. Finally, second year students performed better because their code had smaller methods, fewer short identi ers, fewer static methods and fewer assignments in while and if-statements.
Much more research into code smells exists for professional code. For example, Tufano et al. [12] investigated the repositories of 200 software projects, answering the question when and why smells are introduced. They calculated ve metrics related to the size and complexity of classes and methods, and proper use of objectorientation. They found that most smells rst occur when a le is created and that, surprisingly, refactorings may introduce smells.
Altadmri and Brown [3] used data from one academic year of the Blackbox database to investigate what common student mistakes are, how long it takes to x them, and how these ndings change during an academic year. Although there are various other studies that look at these aspects, it had not been done on such a large scale before. Individual source les were tracked over time by checking them for 18 mistakes, and calculating how much time had passed before the mistake disappeared from the source le. One important observation from the study is that students seem to nd it harder to x semantic and type errors than syntax errors.
METHOD
This study addresses the following research questions:
RQ1 Which code quality issues occur in student code? RQ2 How often do students x code quality issues? RQ3 What are the di erences in the occurrence of code quality issues between students who use code analysis extensions compared to students who do not?
Blackbox database
Our data set is extracted from the Blackbox database [6] , which collects data from students working in the widely used BlueJ IDE 1 for novice Java programmers. BlueJ, used mostly in rst year programming courses, has a simpli ed user interface and o ers several educational features, such as interacting with objects while running a program. The Blackbox database stores information about events in BlueJ triggered by students, such as compiling, testing and creating objects. Blackbox stores data on sessions, users, projects, code les and tests, which are linked to these events. A source le is a le of which there may be multiple versions called snapshots, which are unique instances of the source le at a certain event.
The database has been receiving data constantly since June 2013, and contains millions of student programs to date. BlueJ users have to give prior consent (opt-in) to data collection, and all collected data is anonymous. Permission is required to access the database. In this study we have investigated programs submitted in four weeks of the academic year 2014-2015 (the second week of September, December, March and June). From the Blackbox database we extracted data on source les, snapshots, compile events, extensions and startup events, which we stored in a local database. We only extracted data on programs that are compilable.
Data analysis
We performed an automatic analysis of all programs in our data set that compiled successfully. To enable replication and checks, we have published the code online. 2 We counted the source lines of code (SLOC) for each le using the cloc tool. 3 Although this metric is sensitive to style and formatting and therefore not very accurate, it provided us with an indication of the size of a program.
Issues (RQ1).
Stegeman et al. [11] have developed a rubric for assessing code quality, based on their research into professional code quality standards from the software engineering literature and interviews with instructors. The rubric is based on a model with ten categories for code quality. We omit the categories that deal with documentation (the names, headers and comments categories) and presentation (the layout and formatting categories). Our study focuses on the remaining ve categories that deal with algorithms and structure, because they are the most challenging for students:
Flow Problems with nesting and paths, code duplication and unreachable code. Idiom Unsuitable choice of control structures and no reuse of library functions.
Expressions Expressions that are too complex and use of unsuitable data types. Decomposition Methods that are too long and excessive sharing of variables. Modularization Classes with an unclear purpose (low cohesion) and too many methods and attributes, and tight coupling between classes.
For each category, we selected a number of issues to investigate by applying the PMD tool to a limited set of student programs to identify the issues that occur most frequently. PMD 4 is a wellknown static analysis tool that is able to detect a large set of bad coding practices in Java programs. We also used the Copy/Paste Detector tool (CPD) 5 included with PMD for duplicate detection. In PMD a rule de nes a bad coding practice, and running PMD results into a report of rule violations. In this paper we use the term issue to refer to a rule in PMD. The PMD version we used o ers 26 sets consisting of issues that all deal with a particular aspect.
We discarded sets of issues using the following criteria:
-An issue is too speci c for Java, such as issues that apply to Android, JUnit and Java library classes. -An issue is too advanced, strict or speci c for novice programmers, such as exceptions, threads, intermediate-level OO concepts (abstract classes, interfaces) and very speci c language constructs (e.g. the nal keyword). -An issue falls under the documentation or presentation categories. -An issue points at an actual error.
Our rst selection consisted of 170 issues in 12 sets. We used the default value for issues with a minimal reporting threshold, such as the value 3 for reporting an if-statement that is nested too deeply. Additionally, we added 'code duplication' as three issues that re for duplicates of 50, 75 and 100 tokens. Our initial analysis was applied to a smaller set of programs from four di erent days throughout the academic year 2014-2015. For each unique source le we recorded for each issue if it occurred in some snapshot of that le.
For a more detailed analysis we made a selection of the 170 issues. For each issue we decided whether it should be included or not, based on the criteria mentioned above. We also discarded all issues in the 'controversial' set, 'import statements' set and the 'unused code' set, and issues that occurred in fewer than 1% of the unique les. Table 1 shows our nal set of issues, now grouped according to the categories of Stegeman et al.
We ran PMD for these 24 issues on all compilable programs in the nal data set of four weeks and stored the results in our local database. We cleaned the database by removing all data of the les that could not be processed and les with 0 LOC. For each of these 24 issues, we counted in how many unique source les it occurred at least once, and how often. We also calculated the di erences in occurrence over time.
Fixing (RQ2).
For RQ2 we examine the changes in a source le over time. For each issue we calculated the number of xes and the number of appearances. As an example, let us assume that source le X has 6 snapshots in which the occurrences of issue Y are 2 1 3 0 4 2. The number of xes is 6: the total number of issues that were solved in a subsequent snapshot (1 + 0 + 3 + 0 + 2). The number of appearances is 8: the total number of issues that were introduced in a subsequent snapshot (2 + 0 + 2 + 0 + 4 + 0). These metrics are simpli ed measures to investigate xing: we cannot be sure the student really xed the problem, or simply removed the problematic code.
Extensions (RQ3).
BlueJ users may install various extensions to support their programming, such as UML tools, submission tools and style checkers. We generated a list of all extensions used in the selected four weeks of the year 2014-2015. We selected extensions related to code quality from the 29 that were active in at least 0.05% of all BlueJ-startups in those weeks: -Checkstyle 6 (9,626 start-ups), a static analysis tool for checking code conventions. -PMD (3,751 start-ups), the tool used for our analysis. -PatternCoder 7 (507 start-ups), which helps students to implement design patterns.
Findbugs 8 translates Java code into bytecode, and then performs static analysis to identify potential bugs. It is a relevant tool, but with 242 start-ups not used often enough. We also excluded a small number of extensions that we could not nd information about.
For RQ3, we calculated the occurrence of issues for each of the extensions, and for source les for which no extensions were used. Table 2 shows some general information on the data sets taken from the academic year 2014-2015. Table 3 shows the summary of checking the initial data set of four days for 170 issues. For each unique source le we recorded for each issue if it occurred in some snapshot of that le. In total we found 574,694 occurrences of 162 di erent issues (8 issues did not occur in any le). The top 10 issues is shown in Table 4 .
RESULTS

All issues (RQ1)
In the controversial set, seven issues were found in at least 5% of the unique source les. DataFlowAnomalyAnalysis is at the top of the list with 38.6%. This issue deals with rede ning variables, unde nitions (variables leaving scope) and references to unde ned variables, which may not always be a serious problem. AvoidLiteralsInIfCondition is second with 14.0%. For other issues such as AtLeastOneConstructor and OnlyOneReturn it is also questionable whether they are problematic in novice programmer code, therefore we decided to further omit all issues in this set.
The top 10 also includes issues that we omit in the remainder of this study. The two issues that occur in the most les, 84.2% for MethodArgumentCouldBeFinal and 61.3% for LocalVariableCouldBeFinal, are both in the optimization set and point at the possibility to use the nal keyword to indicate that a variable will not be reassigned. A reason for these high percentages may be that this language construct is not being taught to novice programmers. UseVarargs deals with the 'varargs' option introduced in Java 5, allowing parameters to be passed as an array or as a list of arguments. UseUtilityClass points at the option to make a class with only static methods a utility class with a private constructor. ImmutableField detects private elds that could be made nal.
Selected issues (RQ1)
We now focus on the selection of 24 issues in ve categories (Flow, Idiom, Expressions, Decomposition, Modularization), which we applied to our nal data set of four weeks. In total we found over 24 million instances of these issues. Table 5 shows in how many unique source les an issue occurs at least once, and the average number of occurrences per KLOC. To calculate this last value, we rst calculated the average for each source le, and then the overall average, so the number of snapshots of a source le does not in uence the total.
LawOfDemeter stands out as an issue with a very high number of occurrences. Upon closer inspection, it was not always clear why this issue was reported, and it has been suggested online that there might be false positives. We therefore decided to omit this issue in the remainder of this study. It is expected that SingularField occurs quite often with 8.2%, because most of the snapshots in our data set are un nished programs. CyclomaticComplexity and the more lenient ModifiedCyclomaticComplexity version occur quite often with 7.7% and 5.2% respectively, which could point to serious problems, but that depends on the type of code. LooseCoupling occurs in 6.7% of the les implying that students do not always have knowledge of the use of interfaces. Duplicate50 occurs much more often than Duplicate100 with 4.7% against 1.3%. We argue that the lower threshold of 50 tokens is more suitable for novice programmers, whose programs are relatively short, so duplicates can be spotted more easily. Figure 1 shows the occurrence of issues by the month in which they appeared, grouped by category. In the week of September the number of issues is quite low, probably because most courses had just started and only a limited set of topics would have been introduced. For the other three months we cannot see major di erences, other than an increase in decomposition issues. In March we see a slight decrease in issues mainly in the ow and expressions category, but towards the end of the academic year the values slightly increase.
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ITiCSE '17, July 3-5, 2017, Bologna, Italy Table 6 shows our x metrics for each issue. EmptyIfStmt is solved in almost half of the cases, which can be expected because an ifstatement with no code in it is probably not nished. The same can be said for SingularField: a student might start with de ning the eld of a class that is needed for methods that will be added later. On the bottom of the list we nd four issues from the modularization category (GodClass, LooseCoupling, TooManyFields, TooManyMethods) that are xed in fewer than 5% of the appearances.
Overall the rate of xing issues is low. Either students do not recognise these issues in their code, or do not care to x them. It should be noted that our data set was not cleaned of source les that continued to be xed beyond the weeks (Monday to Sunday) we investigated, missing some possible xes. Table 7 shows general information on the use of extensions. Figure 2 shows the di erences in occurrence of issues between source les for which extensions were and were not active. The gure shows that there is only a small di erence between the use of a tool compared to using no tool. Students using no tool even have a slightly smaller number of issues with 18.2 issues on average per KLOC versus 19.7 for students that use some tool. Another reason is that we investigated single source les instead of projects. Our study supports the work of Pettit et al. [10] by observing that quality issues are not often solved, although we cannot con rm the positive e ect of restricting submission attempts, because our data set does not contain information on submissions.
Extensions (RQ3)
From working with PMD as a source code analyser we have noticed some problems with regard to suitability for students. PMD integrates with many IDEs and also provides an extension for users of BlueJ. We found that many of the checks PMD can perform are not suitable for novice programmers, and may cause confusion with students that might result in neglecting the tool. We advise educators to customize the tool by selecting a small set of relevant checks and adjusting threshold values. Other recommendations for using PMD for assessing programming exercises have been proposed by Nutbrown and Higgins [9] .
The main focus of the eld of automated feedback and assessment of programming exercises has been on functional correctness of programs, although some tools incorporate feedback on quality aspects as well [8] . This is often done by integrating a lint-like tool or calculating metrics such as cyclomatic complexity and LOC (e.g. [2, 4] ). Many professional IDEs detect code quality issues and o er refactorings, but these are often too advanced for novices and not intended to support learning. We argue that these tools need to be better suited to novices, and should be used at various moments during learning and not only for assessment.
Threats to validity
The designers of the Blackbox project mention some restrictions of their data set that also a ect this study [6] . First, BlueJ is often used in courses that use an 'objects-rst' approach. Second, it is unknown on what task the student is working, and what the requirements of this task are, such as using a particular language construct. Third, we know nothing about the users of BlueJ. We expect them to be novices, but some programs have probably been written by instructors or more experienced programmers.
We have a limited data set of four weeks in one year. We also cannot be sure that we have all snapshots, events might be missed because something went wrong (e.g. no internet connection) or a user continued to edit the code in another program. Because we store weeks, we miss some snapshots that were compiled just before or after the week. However, because of its size we believe our data set has enough information to answer our research questions. Only tracking single les and not complete BlueJ projects gives an incomplete view of the presence of duplicates.
Vihavainen et al. [13] have investigated the e ect of storing student data of di erent granularity: submission-level, snapshotlevel (e.g. compiling, saving), and keystroke-level (e.g. editing text), and found that data might be lost if only snapshot events are studied. Although the Blackbox data set also stores keystroke events, we believe that researching compile events provides us with su cient information. For a more detailed analysis, investigating keystrokes could provide more insight into how students x quality issues.
Although this study focuses on Java programs, we believe that the ndings may apply to other languages too. The issues we investigated are not Java speci c and can also be seen in other modern object-oriented languages. For functional and logic languages some issues are not applicable or should be adjusted for the paradigm.
CONCLUSION AND FUTURE WORK
In this study we have explored quality issues in 2.6 million code snapshots written by novice programmers using the BlueJ IDE. We have composed a list of issues that are relevant for novices. We found that novice programmers develop programs with a substantial amount of code quality issues, and they do not seem to x them, especially when they are related to modularization. The use of tools has little e ect on the occurrence of issues. Educators should pay attention to code quality in their courses, and automated tools should be improved to better support students in understanding and solving code quality issues. Further research is required to better understand how students deal with quality issues, for example by investigating the changes made in snapshots. Also, it is of importance to examine the reasons why students produce low-quality code: they may be unaware of it, or they simply do not know how to x their code. Paying attention to code quality in education is vital if we want to keep improving our software systems.
