District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, prolonging the investment return period. The main scope of this paper is to assess the feasibility of using the heat demand -outdoor temperature function for heat demand forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were compared with results from a dynamic heat demand model, previously developed and validated by the authors. The results showed that when only weather change is considered, the margin of error could be acceptable for some applications (the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and improve the accuracy of heat demand estimations. 
Abstract
We propose a new benchmark for the simulation of thermal convection in a 3D faulted system. Linear stability analysis is adopted to estimate the critical viscous-dependent Rayleigh number. These results are used to quantify the reliability of OpenGeoSys-5, Golem and FEFLOW simulators in accounting for the onset conditions and in predicting the long-term behavior of convective flow patterns. By comparing the analytical and numerical results, we can conclude that the proposed methodology and Rayleigh expressions can be applied as benchmark case for any numerical study involving coupled hydrothermal fluid flow in fault zones.
Introduction
Free thermal convection of viscous fluid in porous media is a process relevant for a wide variety of problems related to practical aspects of engineering processes. Examples of these applications include, but are not limited to: 
Abstract
Introduction
Free thermal convection of viscous fluid in porous media is a process relevant for a wide variety of problems related to practical aspects of engineering processes. Examples of these applications include, but are not limited to:
(1) fresh-salt water intrusion in coastal regions; (2) upconing of brackish water and their mixing with surface fresh water lenses; (3) flow instabilities around salt domes and their effects on the cap rock behavior of these geological barriers for geological storage; and (4) geothermal heat production near the well bore areas and along pre-existing fault zones. The main characteristic of convective flows is that they are influenced by, even small, fluid density and viscosity gradients giving rise to self-sustained (aka self-perturbing) and highly non-linear flow dynamics.
In this paper, we focus in quantifying, via analytical and numerical approaches, onset conditions and first order characteristics of the long-term behavior of convective flow instabilities across major fault zones. Despite the ubiquitous presence of faults in the subsurface and their relevance for geo-engineering applications, the dynamics of convective flows in fault zones is still relatively unexplored. Exceptions are the works from [1] [2] [3] .
Indeed no analytical solution of the strongly coupled partial differential equations (PDEs) of the convective problem exists. Therefore, it is not known whether the development of the perturbation as depicted in coupled hydrothermal simulations might reflect the actual, i.e. physical instability of the fluid or whether it is caused by instability of the numerical, therefore unphysical, integration of the governing equations.
Here, an attempt to rule out unphysical disturbances on convective related studies is described. We provide an analytical solution to the problem, which we propose as a benchmark case to quantify the reliability and robustness of numerical analysis of these types of problems and test the validity of our approach by solving the proposed benchmark with three finite element software, OpenGeoSys-version5 (OGS) [4] , Golem [5] and FEFLOW [6] . Figure 1a illustrates the setup of the model used in this study, as adapted from [7] . The geometry of the model domain consists of a 40 m wide (2δ), 5500 m long (H) fault (half aspect ratio ∆ = δ/H = 3.64e-3) surrounded by an impervious rock matrix (5500x5500x5500 m in lateral and vertical dimensions). The matrix-fault system is isothermally heated from below by an imposed constant temperature along the basal boundary (T h =170°C). The temperature at the top surface is also kept constant and equal to T c =20°C, thus resulting in an overall thermal gradient of 27.3°C/km. All boundaries are closed to fluid flow. Fluid density and viscosity are considered a function of temperature, while all other parameters are considered constant according to Table 1 . The equations of state (EOS) considered in the present study are based on [1] and consider a linear dependency of fluid density on temperature and an exponential dependency of fluid viscosity on temperature (Fig. 1b) , as:
Nomenclature

Methods and results
Problem description and linear stability analysis
In the 3D section, we present also the results obtained by numerical simulations considering a more realistic EOS for both fluid density and viscosity as based on the latest IAPWS release [8] .
The system is initially destabilized by adding a thermal perturbation within the fault plane, the latter considered as an equivalent porous medium (EPM), in the form of ε(x,y,z,t=0)=sin(πz)cos(πy). This instability will trigger convective flow pattern within the fault plane, the onset conditions of which is the subject of the study. According to classical linear instability analysis, under infinitesimal perturbation the Rayleigh number of the fault domain at constant fluid viscosity (top temperature condition, T c ) reads as:
whith µ 0 =µ(T c ).
Thermal convection in a faulted system saturated with a liquid-phase fluid occurs when [7] :
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With
is half of the fault aspect ratio, and
is a dimensionless temperature that characterizes the viscous property of the saturating fluid (Fig. 1b) . Given the parameters listed in Table 1 , the Rayleigh number of the fault is Ra≈1348.5 (Eq. 1). Under the thermal gradient considered in the present study, the optimal fit for the fluid viscosity has been obtained with γ = 2.42. By replacing this value into the RHS of Eq. 3, we can predict the onset of thermal convection for a fault having a 4 times lower permeability than for a fault saturated with fluid of constant viscosity (γ=0). Indeed, at ∆=3.64e−3 and γ=2.42 , according to Eq. 3, the onset of convection is triggered at critical Rayleigh number Ra crit (γ=2.42)≈587. On the other hand, if we fix fault permeability, a system saturated with temperature-dependent viscous fluid will convect under a thermal gradient 4 times lower than if the fluid viscosity was constant.
In the next paragraph, we will make use of numerical investigations to further quantify onset conditions and temporal behavior of predicted convective instabilities.
Modelling results -2D case
Before discussing the 3D scenario, simulations were carried out for a 2D case, that is, a case that considers only the fault pane. This was done in order to test the reliability of the different simulators used, at the same time offering a gentle introduction to the modeling. A perfect match among the results from the three simulators is evident both with respect to the evolution of the linear perturbation as well as for the thermal anomaly (Fig. 2) . In agreement with the theory, under such conditions a convective cell evolves in the right part of the model domain as also visible by inspecting the fluid velocity plot in Figure 3 . For simulations in which isoviscous conditions are considered, no convective instability evolves (Fig. 4) , and fluid velocity are up to six orders of magnitude lower than for the viscous case, as expected from the theory. Fig. 4 . Fluid velocity (m/s) and temperature profile at constant viscosity condition calculated with Golem. In agreement with the theory, due to the parameter setting, the system is below the critical value for convective flow and no convective thermal disturbances develop. Results from the other simulators show similar characteristics.
Modelling results -3D case
In this second part, we investigate the reliability of the three simulators to capture onset conditions and long-term characteristics of convective instabilities for a 3D case. The parameters are the same as adopted for the 2D case, and are summarized in Table 1 . Based on the parameterization, the theory predicts convective instabilities and unstable conditions. Indeed, all simulators display onset of thermal convection in the fault plane (Fig. 5) . Qualitatively the patterns are similar. However, differences can be observed in the details of the convective flow patterns, with the results from the three simulators all display a different number of convective cells (e.g. 4 cells in FEFLOW, 3 cells in OGS and Golem) and temperature maxima.
Here it is worth recalling that in density-driven flow problems different spatial and temporal discretization can induce numerical instabilities which propagation will modify developing fingers. While the input mesh has been kept the same, the time discretization adopted by the three different solvers varies. In an attempt to minimize this source of potential errors, we have imposed the same conditions to the maximum time step size, here fixed at 1e+10 s, so not to violate the Courant criterion. Therefore the different temporal evolution of the initial temperature perturbation can be attributed to an uncontrolled propagation of instabilities due to the type of solver and error tolerances as well as different type of numerical implementations (e.g. weak coupling in OGS and FEFLOW vs. monolithic in Golem). An additional scenario that takes into account the IAPWS [8] formulation of fluid density and viscosity is run with OGS [4] and Golem [5] (Fig. 6) . It was not possible to run this scenario with FEFLOW [6] , due to current limitations in the API functionalities of the software. Results obtained with the IAPWS formulation [8] indicate the onset of a more intense convective flow with respect to the simplified EOS (compare Fig. 6 and Fig. 5 ): For example, Golem simulations display an additional convective cell and OGS perturbation patterns cover wider areas of the fault plane. Fig. 6 . Calculated temperature perturbation (T-Tinit) °C at t=1e13 s along the fault plane (Golem, OGS) using the IAPWS formulation [8] 
Summary
A numerical benchmark for the simulations of thermal convection onset of a single-phase fluid with temperature dependent viscosity in a vertical permeable fault is proposed. Three different finite elements, OGS [4] , Golem [5] , and FEFLOW [6] , successfully simulated the onset of thermal convection at critical Rayleigh numbers inferred from the linear stability analysis [7] . Owing to the strong coupling of the PDE, the numerical solutions are highly sensitive to discretization errors (spatial/temporal) and solver settings as well as to the used EOS. Consequently, the calculated patterns are all qualitatively similar while differences in the calculated values exist. Results of casestudies (e.g. basin systems) must be interpreted carefully and require additional constraints (field data).
The given example provides a useful benchmark that can be applied to any numerical code of thermally-driven flow processes at basin-scale.
