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Resumen
Los algoritmos de optimizaión basados en búsquedas loales reorren el espaio de solu-
iones tratando de onseguir una buena soluión en un tiempo razonable para minimizar o
maximizar un valor y tratando de evitar quedarse estanado en mínimos o máximos loales.
Para ello parten de una soluión y la modian apliando iertos operadores para alular
soluiones veinas que mejoren la alidad de la soluión iniial. Normalmente, estas ténias
de búsqueda se aplian a problemas NP-duros en los que el espaio de búsqueda es muy
grande y es neesario el uso de funiones heurístias para eliminar rutas de búsqueda no
prometedoras. El problema de estas heurístias es que también se pueden desehar rutas que
lleven a buenas soluiones. Entre estos métodos abe destaar la esalada, el enfriamien-
to simulado, los algoritmos genétios, los algoritmos de optimizaión basados en nubes de
partíulas o los algoritmos de olonias de hormigas.
Un tema al que se han apliado métodos evolutivos de manera exitosa en los últimos
años son los métodos formales. Los métodos formales son ténias que típiamente han sido
apliadas tanto a la espeiaión formal omo a la veriaión formal de sistemas software,
on la idea de desarrollar espeiaiones laras, onisas y ausentes de ambigüedades. El
punto de enuentro entre dos áreas tan diferentes es debido a que los métodos formales se
enuentran omúnmente on un problema en la prátia: deben analizar sistemas en los que
el número de estados de la espeiaión ree exponenialmente. Es aquí donde las ténias
heurístias proporionan estrategias eientes que se pueden apliar para intentar busar
errores poteniales en el sistema.
En esta tesis se introdue una nueva ténia evolutiva llamada River Formation Dynamis
inspirada en la naturaleza y basada en el proeso geológio de la formaión de los ríos.
Primero se diseña un algoritmo básio basado en estas ideas para posteriormente apliarlo a
resolver problemas NP-ompletos de diferente índole. Uno de los problemas a los que se ha
apliado este método para probar su funionamiento es el problema del viajante de omerio.
Además se han denido nuevos problemas NP-ompletos omo son los asos del problema
del árbol reubridor mínimo y el árbol de distanias mínimas en grafos de ostes variables.
Para resolver estos problemas es neesario adaptar el algoritmo básio a ada aso. También
se ha apliado River Formation Dynamis a esenarios típios de métodos formales donde
se ha utilizado esta ténia para alanzar iertos estados/transiiones de una espeiaión
denida por una máquina de estados nitos.
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Capítulo 1
Introduión
El prinipal objetivo de esta tesis es la apliaión de métodos heurístios inspirados en la
naturaleza para resolver problemas de optimizaión NP-ompletos en general y, en partiular,
algunos relaionados on losmétodos formales de testing. Más preisamente, utilizaremos mé-
todos de optimizaión basados en olonias de hormigas y presentaremos una nueva heurístia
basada en la formaión dinámia de los ríos. Aunque los algoritmos lásios han onseguido
resolver multitud de problemas eientemente, hay una serie de problemas omplejos, omo
es el aso de los problemas NP-ompletos, que los métodos onvenionales no onsiguen so-
luionar en la prátia. Dado que se ree que los problemas NP-ompletos neesitan tiempo
exponenial en el aso peor para poder alular una soluión óptima, optamos por utilizar al-
goritmos heurístios que permitan alular una soluión subóptima lo suientemente buena
en tiempo polinómio. Para omprobar la alidad de las soluiones del nuevo método heurís-
tio basado en la formaión de los ríos, lo apliamos a diferentes problemas y lo omparamos
on las soluiones obtenidas por los métodos basados en olonias de hormigas. Comenzamos
resolviendo un problema lásio omo el Problema del Viajante de Comerio, tanto en su
versión estándar omo en su versión dinámia (en la que pueden apareer/desapareer nodos
y/o aristas a lo largo de la ejeuión). Más tarde busamos soluiones a problemas útiles en
el entorno de un método formal omo es el testing de software. Así denimos el problema del
Árbol de Distanias Mínimo y el problema del Árbol Reubridor Mínimo para un grafo de
oste variable, en el que el oste de una arista depende del amino reorrido antes de tomar
esta arista. Así mismo denimos el problema de la Seuenia de Carga Mínima donde dada
una espeiaión denida por una máquina de estados nitos queremos enontrar un plan
que interatúe on el sistema y permita alanzar un onjunto de estados y/o transiiones
en el mínimo tiempo posible donde se permite guardar/restaurar onguraiones previas,
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asumiendo un oste predeterminado.
Esta tesis se estrutura de la siguiente manera. En el apítulo 2, realizaremos una in-
troduión a los prinipales esquemas de optimizaión basados en búsquedas loales omo
la esalada, el enfriamiento simulado, los algoritmos genétios, la optimizaión basada en
nubes de partíulas o los algoritmos de olonias de hormigas. Diha introduión servirá para
familiarizarnos on las prinipales araterístias de estos métodos y omprobar el estado del
arte. Estos algoritmos tratan de mejorar una soluión iniial apliando distintos operadores
o funiones. Es por ello que para ada soluión enontrada es neesario estimar su alidad
utilizando una funión. Estos métodos se aplian en los asos en los que el espaio de solu-
iones a onsiderar es muy grande y no se puede realizar un estudio sistemátio de todas las
soluiones porque onllevaría un tiempo impratiable. En partiular utilizan unas funiones
para limitar la búsqueda a iertas regiones en las que se espera obtener la mejor soluión
posible. Para errar el apítulo desribimos de forma detallada nuestro método heurístio
basado en la formaión de los ríos.
Tras este estudio, en el apítulo 3 analizaremos apliaiones de los métodos evolutivos
presentados a losMétodos Formales, más espeíamente al Testing Formal y al Model Che-
king. Los métodos formales proveen métodos sistemátios para analizar la orreión de los
sistemas. Aunque los métodos formales se han apliado de manera satisfatoria a multitud
de problemas industriales, estos métodos típiamente se enuentran on un problema en la
prátia, pues el número de estados a analizar de modo sistemátio ree de forma expo-
nenial on el tamaño del sistema a analizar. Es por ello que las ténias exhaustivas para
enontrar errores en los sistemas se sustituyen por estrategias heurístias que permitan fo-
alizar la búsqueda de errores poteniales en alguna araterístia rítia o sospehosa. De
este modo, ilustraremos on numerosos ejemplos signiativos ómo los métodos heurístios
y los métodos formales pueden trabajar de forma onjunta en este medio. En partiular, los
métodos evolutivos proveen estrategias eientes para busar buenas soluiones en el tipo
de problemas que apareen en los métodos formales omo son el Testing Formal y el Model
Cheking.
En el apítulo 4 esquematizaremos y mostraremos las ideas generales de los artíulos
presentados en la tesis. Finalmente, en el apítulo 5 se presentan las onlusiones y el trabajo
futuro que queda por delante, mientras que en el apéndie A se desriben todos los algoritmos
utilizados en los experimentos y en el apéndie B se adjuntan los artíulos.
3A ontinuaión exponemos los índies de alidad de los artíulos que onforman la tesis:
1. Using River Formation Dynamis to Design Heuristi Algorithms [80℄ fue publiado
en Unonventional Computation (UC) en el año 2007 por Springer. Este ongreso es
el suesor del desapareido Unonventional Models of Computation que aparee en el
Conferene Ranking evaluado on 0,82 (puesto 101 de 788 en la ategoría Appliations
/ Eduation / Software / Theory / Communiations / Graphis / Bioinformatis). En
el índie CORE aparee evaluado omo C.
2. Finding Minimum Spanning/Distanes Trees by using River Formation Dynamis [81℄
fue publiado en Ant Colony Optimization and Swarm Intelligene (ANTS) en el año
2008 por Springer. Este ongreso aparee en el Conferene Ranking evaluado on 0,51
(puesto 66 de 701 en la ategoría Artiial Intelligene / Mahine Learning / Robotis
/ Human Computer Interation) y en el índie CORE evaluado omo B.
3. Solving Dynami TSP by Using River Formation Dynamis [86℄ fue publiado en In-
ternational Conferene on Natural Computation (ICNC) en el año 2008 por IEEE
Computer Soiety. Este ongreso aparee en el índie CORE evaluado omo C.
4. Applying River Formation Dynamis to Solve NP-Complete Problems [83℄ fue publi-
ado omo un apítulo del libro Nature-Inspired Algorithms for Optimisation en el año
2009 por Springer.
5. Hybridizing River Formation Dynamis and Ant Colony Optimization [85℄ fue aeptado
en el European Conferene on Artiial Life (ECAL) en el año 2009. Springer, in press.
Este ongreso aparee en el Conferene Ranking evaluado on 0,53 (puesto 64 de 701 en
la ategoría Artiial Intelligene / Mahine Learning / Robotis / Human Computer
Interation) y en el índie CORE evaluado omo B.
6. Testing Restorable Systems by Using RFD [79℄ fue publiado en International Work-
Conferene on Artiial Neural Networks (IWANN) en el año 2009 por Springer. Este
ongreso aparee en el Conferene Ranking evaluado on 0,55 (puesto 55 de 701 en
la ategoría Artiial Intelligene / Mahine Learning / Robotis / Human Computer
Interation) y en el índie CORE evaluado omo B.
7. A Formal Approah to Heuristially Test Restorable Systems [87℄ fue publiado en
International Colloquium on Theoretial Aspets of Computing (ICTAC) en el año
2009 por Springer. Este ongreso aparee en el índie CORE evaluado omo B.
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8. Applying RFD to Construt Optimal Quality-Investment Trees [82℄ se enuentra a-
tualmente en proeso de revisión en la revista Journal of Universal Computer Siene.
9. Testing Restorable Systems: Formal Denition and Heuristi Solution based on River
Formation Dynamis [84℄ se enuentra atualmente en proeso de revisión en la revista
Software Testing, Veriation and Reliability.
Capítulo 2
Algoritmos de Optimizaión Basados
en Búsquedas Loales
En estas primeras páginas se realizará un estudio de distintos métodos de optimizaión
basados en búsquedas loales. Estas búsquedas reorren el espaio de soluiones e intentan
alanzar la mejor soluión posible en un tiempo razonable, ya sea para minimizar la soluión,
ya sea para maximizarla. Para ello, una funión evalúa la alidad de la soluión atual en
ada momento [14℄.
Estos métodos toman omo punto de partida una soluión iniial dada que intentarán
mejorar apliando iertos operadores o funiones denidos por el usuario. Estos operadores
se apliarán a la soluión atual para alular otras soluiones similares (veinas) por las
que ontinuar la búsqueda. Se supone pues que, modiando una soluión del problema, se
pueden alular soluiones mejores a una enontrada anteriormente, es deir, se pretende
mejorar diha soluión paso a paso.
Este tipo de métodos se aplian uando el tamaño del espaio de soluiones es muy grande
y no se puede realizar una exploraión sistemátia que lo reorra ompletamente para hallar
la mejor soluión, pues se tardaría un tiempo inaeptable. Para reduir el espaio de búsqueda
se utilizarán funiones heurístias on el n de podarlo, es deir, que ayudarán a eliminar
aminos que lleven a soluiones de peor alidad que la soluión atual. Dihas funiones tienen
los inonvenientes de que se pueden podar aminos que onduzan a soluiones buenas o que
se enuentren máximos loales, y no globales, omo se verá más adelante. Así pues, estas
ténias son propensas a enontrar máximos loales que no son la mejor soluión posible.
Los problemas que intentan resolverse on estas ténias suelen ser NP-duros. Dado
que dihos problemas requieren (probablemente) al menos un tiempo exponenial para ser
5
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resueltos de manera óptima, ualquier intento prátio de resolverlos pasa por onformarse
on la búsqueda de soluiones subóptimas razonablemente buenas. Tal es el aso de los
algoritmos de optimizaión basados en búsqueda loal.
En los itados algoritmos, normalmente el amino que se sigue hasta hallar la soluión no
es importante, razón por la ual no es neesario mantener una estrutura que almaene toda
la búsqueda realizada hasta el momento (típiamente, un árbol). Otras araterístias de
estos métodos son: todos los estados son una soluión; normalmente no se espera enontrar
la mejor soluión, sino una soluión que sea lo suientemente buena; y la tarea de las
búsquedas loales es enontrar el mínimo o el máximo de una funión, omo se adelantó
anteriormente.
La representaión general de un problema de optimizaión en el que se aplia búsqueda
loal pasa por denir:
Una representaión para los estados, es deir, la estrutura de datos que soportará el
estado. Los estados son las soluiones posibles del problema.
Una funión objetivo, que será la funión uyo valor se trata de optimizar.
Una funión que genere el estado iniial. Si en el problema el estado iniial no está
laramente denido, entones éste se podrá generar bien aleatoriamente o bien usando
alguna ténia heurístia.
Una funión que genere suesores a partir de un estado dado, es deir, las soluiones
que son onsideradas similares. Dene la noión de veindad para el problema onreto
y normalmente existe ierta omponente aleatoria en ella.
A ontinuaión veremos las prinipales araterístias de los métodos más relevantes en
este área: la esalada, el enfriamiento simulado, los algoritmos genétios, la optimizaión
basada en nubes de partíulas y los algoritmos de olonias de hormigas. Aabamos la seión
introduiendo nuestro método heurístio basado en la formaión de los ríos.
2.1. Esalada
Este método de búsqueda loal se onoe en inglés on el nombre de hill limbing. La
esalada [74, 89, 92℄ onsiste en apliar ténias de mejora iterativa para soluionar problemas
representados omo espaios de estados. Para ello, se onfía plenamente en la heurístia
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denida, pues se esoge en ada paso el suesor on mejor valor bajo diha heurístia. Uno
de los problemas de este método es que no permite reuperarse de un estado erróneo, pues
no se mantiene el árbol de búsqueda; además, dependiendo del estado iniial seleionado,
puede quedar atasado en un máximo loal.
Existen dos tipos de algoritmos de esalada: la esalada simple y la esalada por máxima
pendiente.
En la esalada simple, se busa apliar a la soluión atual un operador que mejore a ésta.
En uanto enuentre entre los operadores disponibles un operador que mejore la soluión,
éste se apliará y se desehará la soluión anterior, onservando la nueva.
En la esalada por máxima pendiente, se aplian a la soluión atual todos los operadores
posibles y se atualizará la soluión on el movimiento que mejore más a la soluión atual
(soluión padre). Entones se estudia el resultado obtenido on todos los operadores para
seleionar la mejor soluión obtenida tras apliarlos. Esto diere del método de la esalada
simple, en el que uando se enuentra un operador que mejora la soluión atual se deja de
probar on el resto.
A ontinuaión se puede ver el esquema básio de esalada:
algoritmo HillClimbing
soluionAtual = estadoIniial
fin = falso
mientras no fin haer
hijos = generarSuesores(soluionAtual)
hijos = ordenarYEliminarPeores(hijos, soluionAtual)
si no vaio(hijos) entones
soluionAtual = esogerMejor(hijos)
sino
fin = ierto
fin si
fin mientras
fin algoritmo
Como se puede observar, este algoritmo representa el algoritmo de esalada por máxima
pendiente, pues esoge el mejor de los hijos de la soluión atual (esogerMejor(hijos)).
Por otro lado, préstese atenión a que sólo se onsiderarán aquellos hijos uya funión de
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Figura 2.1: Problemas en el espaio de soluiones
estimaión sea mejor que la del padre (ordenarYEliminarPeores(hijos, soluionAtual)).
Las prinipales ventajas de este método son las siguientes:
Es muy eiente en tiempo.
No mantiene un árbol de búsqueda, on el onsiguiente ahorro de memoria.
Se debe tener en uenta que es posible que este algoritmo no enuentre siempre la soluión
óptima. En este heho va a inuir en gran medida la alidad de la funión heurístia denida,
que determinará el éxito y la veloidad del algoritmo. Ahora bien, este algoritmo enuentra
sus prinipales problemas en los máximos loales (donde no hay ningún veino on mejor
oste), en las mesetas (donde los veinos son soluiones de igual oste y uando dejan de
serlo tienen peores ostes) y en los hombros o restas (donde los veinos son soluiones de
igual oste y uando dejan de serlo tienen por un lado ostes peores, pero por el otro ostes
mejores) - Figura 2.1.
Al enontrarse en alguno de estos asos e intentar moverse a una soluión veina, gene-
ralmente se empeorará la soluión o omo muho no se onseguirá mejorarla. Por tanto, el
algoritmo devolverá el estado atual sin ser éste el máximo global del espaio de soluiones.
Para evitar estos problemas se pueden apliar varias medidas:
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Figura 2.2: Soluión al problema de las 4 reinas
Haer baktraking o vuelta atrás. Esta soluión es prohibitiva en espaio, pues habría
que guardar multitud de estados. Al ser un espaio de soluiones tan grande, habría
tanto problemas de memoria omo de tiempo.
Reiniiar la búsqueda en otro punto. Esta soluión es senilla de implementar y on-
sistiría en empezar la esalada desde otro estado iniial y omprobar si se alanza una
soluión mejor.
Apliar dos o más operadores antes de deidir el siguiente paso en el amino a seguir
(esta medida sólo es apliable a la esalada simple, pues esta tátia ya se aplia en la
esalada por máxima pendiente).
Haer hill limbing en paralelo, explorando las regiones más prometedoras y onsiguien-
do así varias soluiones que podrán ser omparadas entre ellas para seleionar la mejor.
Se exploran a la vez N regiones distintas, omparando así los N resultados alulados
(a diferenia de reiniiar la búsqueda en otro punto, en la que sólo se ompara la nueva
soluión hallada on el resultado obtenido en la anterior esalada).
Permitir algunos malos movimientos para así poder esapar de máximos loales (es lo
que se hae en el enfriamiento simulado, omo se verá en la seión posterior).
Un ejemplo lásio al que se ha apliado la esalada es el problema de las N reinas. Este
problema onsiste en oloar N reinas en un tablero de ajedrez de N × N asillas de tal
forma que no se ataquen entre sí - Figura 2.2 -. En este problema el espaio de búsqueda es
de NN ombinaiones. Dos reinas no se ataan entre sí si no hay dos reinas en la misma la,
olumna o diagonal.
La funión heurístia puede denirse, por ejemplo, omo el número de reinas que se
ataan entre sí. En el aso de la Figura 2.3 (a) la funión heurístia valdría 1, pues hay una
únia pareja de reinas que se ataan entre sí (la reina de la uarta olumna y la reina de la
séptima olumna). En el aso de la Figura 2.3 (b) la funión heurístia valdría 17.
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Figura 2.3: Estados en el problema de las 8 reinas
Algunos ejemplos de los operadores que se podrían denir en este problema para la
generaión de suesores serían: mover la reina en su olumna, lo que generaría (N ×N)−N
suesores, o mover la reina a una asilla ontigua de su olumna, lo que generaría un máximo
de 2 × N suesores. Por último, el estado iniial del que partiría la esalada podría ser
ualquiera. De este modo, quedaría denido el problema de las N reinas para poder apliar
la esalada.
2.2. Enfriamiento Simulado
Este método de búsqueda loal se onoe en inglés on el nombre de simulated annealing
[60, 5, 37, 16℄. Consiste en realizar una esalada estoástia, inspirada en el enfriamiento
ontrolado de metales, en la ual se alienta un metal a alta temperatura y se enfría progre-
sivamente de manera ontrolada, lo que se onoe on el nombre de ristalizaión o templado
de metales. En este proeso, si el enfriamiento ha sido el adeuado, se alanza una estrutura
de menor energía que la original, que toma el nombre de mínimo global.
En este método se elige un suesor de entre todos los posibles según una distribuión
de probabilidad. En diha eleión se permite empeorar la soluión atual, es deir, pueden
esogerse (probabilístiamente) estados peores. De este modo, se dan pasos parialmente
aleatorios por el espaio de soluiones busando la mejor soluión. Otra de las araterístias
de este método es que la probabilidad de que un estado peor sea aeptado varía en funión
del inremento produido en la funión objetivo. Esto permite al algoritmo poder salir de
óptimos loales.
A ontinuaión se muestra la metodología de trabajo, donde se identian los elementos
del problema omputaional on el problema físio de la siguiente manera:
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La temperatura se va a emplear omo parámetro de ontrol. Al prinipio, la tempe-
ratura será elevada para que haya mayor probabilidad de aeptaión de soluiones
andidatas, lo que se onoe on el nombre de diversiaión. Al nal del proeso, la
temperatura será baja, pues se aeptarán poas soluiones andidatas, lo que se onoe
on el nombre de intensiaión.
La energía va a ser la funión heurístia que ontrole la alidad de la soluión (f ′(so-
lucion)).
La funión que determina el suesor depende de la temperatura y de la diferenia entre
la alidad de los nodos o soluiones (F (∆f ′, T )).
Uno de los objetivos que se deben onseguir es que, a menor temperatura, haya menor
probabilidad de elegir suesores peores. Para ello, en la estrategia de enfriamiento se debe
determinar experimentalmente el número de iteraiones de la búsqueda, la disminuión de la
temperatura y el número de pasos que se deben dar para ada temperatura. Habrá que ajustar
estos parámetros para un buen funionamiento del algoritmo de enfriamiento simulado. Si la
temperatura deree lo suientemente despaio, del modo adeuado, entones se obtendrá la
estrutura de menor energía onsiguiendo un óptimo global. Así, el riterio de parada puede
venir dado por haber onseguido un valor suientemente bueno de la funión objetivo, o
por haber dado un número determinado máximo de iteraiones sin onseguir ninguna mejora
en la soluión, o por haber alanzado el número de iteraiones totales.
A ontinuaión se puede ver el esquema básio del enfriamiento simulado:
algoritmo SimulatedAnnealing
soluionAtual = estadoIniial
t = 1
fin = false
mientras (t <= numeroDeVueltas) y (no fin) haer
temperatura = planifiarValor(t)
si temperatura = 0 entones
fin = true
sino
nodoSiguiente = elegirSuesorAleatorio(soluionAtual)
inrementoEnergia =
F(f'(soluionAtual) - f'(nodoSiguiente), temperatura)
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si inrementoEnergia > 0 entones
soluionAtual = nodoSiguiente
sino
p = valorAleatorioEntre0y1()
si p <= iertaProbabilidad entones
soluionAtual = nodoSiguiente
fin si
fin si
fin si
fin mientras
devolver soluionAtual
fin algoritmo
Un ejemplo de búsqueda on enfriamiento simulado puede verse en la Figura 2.4, en la
que se ilustra ómo en iertos puntos de la búsqueda se elige una soluión peor que la atual
para poder huir de los máximos loales y poder enontrar el máximo global (estado nal).
En el gráo, las regiones oloreadas más osuras representan soluiones mejores, mientras
que las regiones oloreadas más laras representan soluiones peores.
Esta ténia está indiada para problemas grandes donde el óptimo global está rodeado de
óptimos loales y para problemas en los que es difíil enontrar una heurístia disriminante
(es deir, una heurístia que onduza eientemente a la soluión).
El prinipal problema del enfriamiento simulado es determinar los valores de los paráme-
tros, lo que requiere de un proeso de experimentaión.
Veamos ómo se podría apliar el enfriamiento simulado al problema de el viajante de
omerio (en adelante TSP, del inglés Traveling Salesman Problem [42, 8℄). Muy brevemente,
el TSP onsiste en que, dado un número de iudades y los ostes de viajar de una iudad
a otra, debe alularse el reorrido más barato que visita ada iudad exatamente una vez
y naliza el reorrido en la iudad iniial. A ontinuaión veremos ómo se puede apliar el
enfriamiento simulado a la resoluión de este problema. El espaio de búsqueda en este pro-
blema es N ! y omo operadores se podrían denir la traslaión y el interambio. La traslaión
onsiste en que a partir de una soluión, por ejemplo A-B-C-D-E-A, se genera una nueva
trasladando una iudad visitada a otra posiión. En el ejemplo, si se traslada la iudad B a
ser la uarta iudad visitada, resultaría A-C-D-B-E-A. El operador de interambio onsiste
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Figura 2.4: Búsqueda en el espaio de soluiones
en ambiar de posiión a una iudad visitada por otra. En el ejemplo, si se interambian las
iudades B y D se obtiene A-D-C-B-E-A. La funión de energía que se dene para resolver
el problema es la suma de la distania entre las iudades según el orden de la soluión. Denir
la temperatura iniial depende de la experimentaión, al igual que el número de iteraiones
para ada una de las temperaturas y ómo debe disminuir la temperatura.
2.3. Algoritmos Genétios
Este tipo de métodos de búsqueda loal [41, 25, 72, 44℄ onsiste en realizar una esalada
en paralelo inspirada en los siguientes meanismos de seleión natural:
La adaptaión de los seres vivos al entorno en el que viven.
La supervivenia y reproduión y sus posibilidades según las araterístias de ada
individuo.
La ombinaión de individuos, que puede llevar a individuos mejor adaptados.
Las analogías de la seleión natural on la búsqueda loal son las siguientes:
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Las posibles soluiones se representan omo los seres vivos, es deir, omo los individuos
que se adaptan al medio.
La funión que evalúa la alidad de ada soluión alula la adaptaión de ada indi-
viduo.
Basándose en la reproduión de los individuos, se supone que ombinando buenas
soluiones se pueden obtener soluiones mejores.
Apoyándose en el meanismo de evoluión, se seleionan las mejores soluiones sue-
sivamente.
El esquema a seguir para resolver un problema utilizando algoritmos genétios es el
siguiente:
El primer paso onsiste en odiar las araterístias de las soluiones, por ejemplo
mediante una adena binaria.
A ontinuaión se debe denir una funión de alidad de la soluión, que en inglés
reibe el nombre de funión de tness.
Para generar las nuevas soluiones se denen dos operadores: el ruzamiento (rossover)
y la mutaión (mutation).
El siguiente paso onsiste en deidir el número de individuos iniiales.
Por último, queda deidir la estrategia a seguir para la ombinaión de individuos.
Respeto a la odiaión de individuos, habitualmente se realiza usando una adena
binaria. De este modo, en el problema de las N reinas podrían denirse los individuos omo
aparee en la Figura 2.5. Esta odiaión [00, 10, 01, 11] dene la posiión de las 4 reinas
del tablero. Así, la reina de la la 1 está en la olumna 1 (representada por 00); la reina de
la la 2 está en la olumna 3 (representada por 10); la reina de la la 3 está en la olumna 2
(representada por 01); y la reina de la la 4 está en la olumna 4 (representada por 11). Se
utiliza esta representaión ya que, en una soluión del problema de las N reinas, no puede
haber dos reinas en la misma la (o olumna). La odiaión utilizada para representar
a los individuos determina el tamaño del espaio de búsqueda y el tipo de operadores de
ombinaión neesarios.
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Figura 2.5: Codiaión de individuos en el problema de las 4 reinas
Figura 2.6: Funionamiento del operador de rue
Un operador básio en los algoritmos genétios es el rue por un punto. En el siguiente
ejemplo - Figura 2.6 - se puede observar ómo funiona este operador. Este operador mezla
o ruza dos individuos o progenitores para obtener un nuevo individuo, el desendiente. En
este ejemplo el desendiente está formado por la parte izquierda del progenitor 1 y la parte
dereha del progenitor 2. Igualmente, se podría rear otro desendiente mezlando la parte
dereha del progenitor 1 on la parte izquierda del progenitor 2. La línea negra más gruesa
que atraviesa el tablero de ajedrez del ejemplo vertialmente es el punto de rue. Este punto
de rue se elige de forma aleatoria.
Otras posibilidades para denir el rue son el rue en dos puntos - en el ual existen
dos puntos de rue - y el interambio aleatorio de bits.
El otro operador utilizado en los algoritmos genétios es la mutaión, que onsiste en
ambiar el valor de un bit on ierta probabilidad. Esta probabilidad debe alularse expe-
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rimentalmente.
En estos algoritmos, en ada paso de la búsqueda el estado queda determinado por un
onjunto de N individuos (una generaión), siendo N onstante. Para pasar a la siguiente
generaión (siguiente paso) se deben elegir los individuos que se van a ombinar.
Para realizar la eleión de los individuos que van a ser progenitores, se asoia una proba-
bilidad proporional a la alidad del individuo; a ontinuaión se realizan N enfrentamientos
aleatorios entre parejas de individuos y se eligen a los que ganan; por último, se dene un
ranking de individuos según su alidad. Es posible que haya individuos que aparezan más
de una vez, mientras que habrá otros individuos que no aparezan.
A ontinuaión se puede ver el esquema básio de los algoritmos genétios:
algoritmo GenetiAlgorithm
i = 0
poblaionIniial = rearPoblaionIniial()
generaionFinal = poblaionIniial
mientras (no onverge(generaionFinal)) y (i < numIteraiones) haer
generaionIntermedia = esogerNIndividuos(poblaionIniial)
generaionCrue =
apliarCrue(generaionIntermedia, probabilidadCrue)
generaionMutaion =
apliarMutaion(generaionCrue, probabilidadMutaion)
generaionFinal =
esogerMejores(generaionFinal, generaionMutaion)
i = i + 1
fin mientras
fin algoritmo
Los parámetros del algoritmo genétio son:
El número total de individuos de la poblaión (que es onstante en ada generaión).
La proporión del total de los individuos que intervienen en la reproduión en ada
generaión, es deir, la proporión de individuos que serán padres.
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Figura 2.7: Pasos de un algoritmo genétio (1)
La proporión del total de los padres que se esogen de entre los mejores individuos de
la poblaión, es deir, la proporión de padres que se eligen por su ranking dentro de
la poblaión.
La probabilidad de que ourra una mutaión, que generalmente es un número muy
bajo.
En la seleión de los padres, un número jo de ellos se obtienen seleionando los mejores
de la poblaión, es deir, aquellos que son más prometedores. Los restantes se eligen alea-
toriamente de entre los demás, para mantener así la diversidad. A la hora de realizar los
rues, las parejas se obtienen reordenando aleatoriamente a los padres y ruzándolos de
dos en dos. Una vez realizados los rues, ada araterístia (es deir, ada gen) de ada
individuo resultante se mutará según la probabilidad dada. Por último, para obtener la nueva
generaión, se unen la generaión anterior y la nueva para seleionar a los mejores individuos
(en igual número que la generaión iniial). En la Figura 2.7 se puede observar ómo varía
la poblaión en ada uno de los pasos del algoritmo.
Se debe tener en uenta que existen otras posibles implementaiones de los algoritmos
genétios, pero todas se basan en las mismas ideas de reproduión, mutaión, seleión de
los mejores y mantenimiento de la diversidad.
En la Figura 2.8, se puede ver ómo serían los pasos del esquema de un algoritmo genétio
en un ejemplo y ómo un individuo puede ser seleionado dos vees mientras otro puede no
ser elegido.
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Figura 2.8: Pasos de un algoritmo genétio (2)
En este aso, hay una variante en la seleión de los individuos para ser padres, ya que
ada individuo i es seleionado para ser padre on probabilidad proporional a su valor de
la funión objetivo Fobj(i), lo que se onoe on el nombre de ruleta probabilístia:
P (i) =
Fobj(i)∑N
j=1
Fobj(j)
Los rues, las mutaiones y la diversidad tratan de evitar el problema de los óptimos
loales, aunque las mayores ventajas asoiadas a este tipo de algoritmos son que se pueden
apliar a ualquier tipo de problema (optimizaión, aprendizaje automátio, planiaión,
et.) y que permite abordar problemas para los que no se dispone de una heurístia adeuada,
aunque en general serán peores que un algoritmo lásio on una heurístia bien denida.
Sin embargo, también presentan varios problemas, omo que la odiaión de los estados
no es ni fáil ni intuitiva y que es ompliado denir los parámetros del algoritmo de manera
adeuada (el tamaño de la poblaión, el número de iteraiones y las probabilidades de rue
y de mutaión).
Los algoritmos genétios se pueden apliar al problema de las N reinas del siguiente
modo: ada posible soluión se puede odiar omo una adena binaria, en la que ada
individuo se representa por la onatenaión de la la y la olumna en la que se enuentra la
reina de diha la, es deir, Concat(i = 1..N ;Binario(Columna(reinai))). Por otro lado, la
funión de tness podría denirse omo el número de parejas de reinas que se ataan entre
sí. Además, omo operador de rue podría utilizarse el rue en un punto de forma que la
seleión de la generaión intermedia fuese proporional a la funión de tness. Por último,
la probabilidad de rue, la probabilidad de mutaión y el tamaño de la poblaión iniial, se
tendrían que denir experimentalmente para onseguir los mejores resultados posibles.
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2.4. Optimizaión Basada en Nubes de Partíulas
Este método se onoe en inglés on el nombre de partile swarm optimization (en adelan-
te PSO). PSO [58, 21, 76℄ es una metaheurístia poblaional inspirada en el omportamiento
soial del vuelo de las bandadas de aves y el movimiento de los banos de pees. En estos
sistemas, la poblaión se ompone de varias partíulas (de ahí su nombre) que se mueven
(o vuelan en el aso de las bandadas de aves o de enjambres de insetos) por el espaio de
búsqueda durante la ejeuión del algoritmo. Estas entidades son muy simples y tienen inter-
aiones loales (inluyendo interaiones on el ambiente). El resultado de la ombinaión
de omportamientos simples es la apariión de omportamientos omplejos y la apaidad
de onseguir buenos resultados omo un equipo.
Una disiplina del PSO es la tenología basada en nubes de partíulas inteligentes, que
está basada en la tenología de nubes de partíulas. A los miembros individuales del enjam-
bre se les añade inteligenia omo seres independientes. Con estos enjambres inteligentes, los
miembros pueden ser homogéneos o heterogéneos. Inluso si los miembros omienzan siendo
homogéneos, pueden aprender osas diferentes, debido a las diferenias del medio, desarrollar
diferentes objetivos y entones onvertirse en un grupo heterogéneo. Las ténias de nubes
de partíulas on inteligenia son métodos estoástios basados en poblaión usados en pro-
blemas de optimizaión ombinatoria, donde el omportamiento oletivo de los individuos
surge de sus interaiones loales on el medio para alzar la apariión de patrones globales
funionales. También se han utilizado las nubes de partíulas donde los agentes son disposi-
tivos robots físios.
El movimiento de ada una de las partíulas p va a depender de:
Su mejor posiión desde que omenzó el algoritmo, pBest.
La mejor posiión de las partíulas de su entorno, IBest, o de toda la nube de partíulas,
gBest, desde que omenzó el algoritmo.
La veloidad de p se ambiará aleatoriamente en ada iteraión del algoritmo para aer-
arla a las posiiones pBest e IBest/gBest.
Este método se aplia típiamente en problemas de optimizaión numéria y se le atri-
buyen las siguientes araterístias:
Asume un interambio de informaión entre los agentes de búsqueda, lo que se identia
on las interaiones soiales de las aves o de los pees.
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La idea básia es utilizar la informaión del mejor resultado propio de ada partíula
y la informaión del mejor resultado global.
La implementaión es muy senilla ya que se manejan poos parámetros.
La onvergenia del algoritmo es rápida y se enuentran buenas soluiones.
Veamos el funionamiento básio del PSO. Como se ha visto anteriormente, una nube de
partíulas simula el omportamiento de las bandadas de aves. En partiular, se supone que
una de estas bandadas busa omida en un área y que solamente hay una pieza de omida
en diha área. Se asume que los pájaros de la bandada no saben dónde está la omida, pero
sí onoen su distania a la misma, por lo que la estrategia más eaz para hallar la omida
será seguir al ave que se enuentre más era de ella.
El PSO emula este esenario para resolver problemas de optimizaión. Cada soluión o
partíula es un ave en el espaio de búsqueda que está siempre en ontinuo movimiento y
que nuna muere.
De heho, se puede onsiderar que la nube de partíulas es un sistema multiagente en
el que las partíulas son agentes simples que se mueven por el espaio de búsqueda y que
guardan (y posiblemente omunian) la mejor soluión que han enontrado.
Cada partíula tiene un valor de tness, una posiión y un vetor veloidad que dirige su
vuelo. El movimiento de las partíulas por el espaio de búsqueda es guiado por las partíulas
óptimas en el momento atual. Una partíula está ompuesta por:
Tres vetores:
• El vetor X, que almaena la posiión atual (la loalizaión) de la partíula en
el espaio de búsqueda.
• El vetor pBest, que almaena la loalizaión de la mejor soluión enontrada por
la partíula hasta el momento.
• El vetor V, que almaena el gradiente (la direión) según el ual se moverá la
partíula.
Dos valores de tness:
• El x_tness, que almaena el tness de la soluión atual (vetor X).
• El p_tness, que almaena el tness de la mejor soluión loal (vetor pBest).
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Figura 2.9: Posiiones y veloidades iniiales de las partíulas
Para la iniializaión de la nube de partíulas, se tienen que generar las posiiones y las
veloidades iniiales de las partíulas. Las posiiones se pueden generar aleatoriamente en
el espaio de búsqueda, de forma regular, o por medio de una ombinaión de ambas. Las
veloidades se generan aleatoriamente on ada omponente en el intervalo [−Vmax, Vmax] -
Figura 2.9 -, aunque no es onveniente jarlas a ero, pues no se obtienen buenos resultados.
Vmax será la veloidad máxima que pueda tomar una partíula en ada movimiento.
Ahora se verá ómo se mueve una partíula de una posiión del espaio de búsqueda
a otra. Para ello, simplemente se añade el vetor veloidad Vi al vetor posiión Xi, para
obtener así un nuevo vetor posiión: Xi ← Xi + Vi.
Una vez se ha alulado la nueva posiión se evaluará ésta y si el nuevo tness resulta
ser mejor que el que la partíula tenía hasta ahora, pBest_tness, entones:
pBesti ← Xi ; pBest_fitness← xfitness
.
En ada paso, las fórmulas utilizadas para atualizar el vetor veloidad de una partíula
pi y su posiión son las siguientes, donde d es la d-ésima dimensión de los vetores:
vi,d = ω · vi,d + ϕ1 · rnd() · (pBesti,d − xi,d) + ϕ2 · rnd() · (gi,d − xi,d)
xi,d = xi,d + vi,d
donde:
22 CAPÍTULO 2. ALGORITMOS DE OPTIMIZACIÓN
ω representa una onstante de ineria. Normalmente toma valores ligeramente menores
que 1.
ϕ1 y ϕ2 son ratios de aprendizaje (pesos) que ontrolan los omponentes ognitivo y
soial. Se onoe on el nombre de omponente ognitivo a la expresión: ϕ1 · rnd() ·
(pBesti,d−xi,d); y on el nombre de omponente soial a la expresión: ϕ2 ·rnd() ·(gi,d−
xi,d)
g representa el índie de la partíula on el mejor pBest_tness del entorno de pi
(IBest) o de toda la nube (gBest).
rnd() genera un número aleatorio en el intervalo [0,1).
Kennedy [58℄ identia tres tipos de algoritmos de PSO en funión de los valores ϕ1 y
ϕ2:
El modelo ompleto, en el que ϕ1, ϕ2 > 0.
El modelo sólo ognitivo, en el que ϕ1 > 0 y ϕ2 = 0.
El modelo sólo soial, en el que ϕ1 = 0 y ϕ2 > 0.
En la Figura 2.10 se puede ver la representaión gráa del movimiento de las partíulas.
A ontinuaión se puede ver el pseudoódigo del PSO:
algoritmo PSO
t = 0
desde i = 1 a numeroDePartiulas haer
iniializar Xi y Vi
fin desde
mientras no riterioDeParada() haer
t = t + 1
desde i = 1 a numeroDePartiulas haer
evaluar Xi
si F (Xi) es mejor que F(pBest) entones
pBesti = Xi (F (pBesti) = F (Xi))
fin si
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Figura 2.10: Representaión gráa del movimiento de una partíula
fin desde
desde i = 1 a numeroDePartiulas haer
Esoger IBesti, la partíula on mejor fitness del entorno de Xi
Calular Vi, la veloidad de Xi, de auerdo a pBesti y IBesti
Calular la nueva posiión Xi, de auerdo a Xi y Vi
fin desde
fin mientras
Devolver la mejor soluión enontrada
fin algoritmo
Otra versión del algoritmo es el PSO global, muy similar al anterior, que se muestra a
ontinuaión:
algoritmo PSOGlobal
t = 0
desde i = 1 a numeroDePartiulas haer
iniializar Xi y Vi
fin desde
mientras no riterioDeParada() haer
t = t + 1
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desde i = 1 a numeroDePartiulas haer
evaluar Xi
si F (Xi) es mejor que F(pBest) entones
pBesti = Xi (F (pBesti) = F (Xi))
fin si
si F (pBest) es mejor que F(gBest) entones
gBest = pBesti (F (gBesti) = F (pBesti))
fin si
fin desde
desde i = 1 a numeroDePartiulas haer
Calular Vi, la veloidad de Xi, de auerdo a pBesti y gBesti
Calular la nueva posiión Xi, de auerdo a Xi y Vi
fin desde
fin mientras
Devolver la mejor soluión enontrada
fin algoritmo
Si se ompara el PSO global y el anterior algoritmo del PSO, la versión global onverge
más rápidamente, pero tiene el inonveniente de que ae más fáilmente en óptimos loales.
Las nubes de partíulas pueden formar distintas topologías. Estas topologías denen el
entorno de ada partíula individual (se asume que ada partíula siempre pertenee a su
propio entorno). Estos entornos - Figura 2.11 - pueden ser de dos tipos:
Geográos: en los que se alula la distania de la partíula atual al resto y se toman
las más eranas para omponer su entorno.
Soiales: en los que se dene a priori una lista de veinas para ada partíula, inde-
pendientemente de su posiión en el espaio.
Generalmente, los entornos soiales son los más empleados. Una vez deidido el tipo de
entorno, es neesario denir su tamaño. Lo habitual es denir el tamaño entre 3 y 5 pues dan
un buen omportamiento, si bien el algoritmo no es muy sensible a este parámetro. Cuando
el tamaño es toda la nube de partíulas, el entorno es a la vez geográo y soial, y se tendría
el PSO global.
Por otra parte, una de las topologías soiales más empleada es la de anillo, en la que se
onsidera un veindario irular. Se numera ada partíula, se onstruye un írulo virtual
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Figura 2.11: Tipos de entornos
on estos números y se dene el entorno de una partíula on sus veinas en el írulo -
Figura 2.12 -.
El uso de tenologías basadas en nubes de partíulas se ha onvertido en algo omún
en una variedad de dominios de apliaión: mediina, bioinformátia, apliaiones militares
y de defensa, vigilania, inluso en la transmisión de televisión e internet. La idea de que
estos métodos se pueden usar para resolver problemas omplejos ha sido utilizada en muhas
áreas diferentes de la informátia. De este modo, el PSO ha sido apliado a numerosos pro-
blemas omo la optimizaión de funiones numérias, el entrenamiento de redes neuronales,
el aprendizaje de sistemas difusos, el problema del viajante de omerio, et.
2.5. Algoritmos de Colonias de Hormigas
Este método se onoe en inglés on el nombre de ant olony optimization (ACO) y es
una ténia probabilístia para resolver problemas omputaionales que se pueden reduir al
problema de enontrar buenos aminos a través de grafos [34, 33, 30, 31, 65℄. Se inspira en el
omportamiento de las hormigas, que son insetos soiales que viven en olonias y que tienen
un omportamiento dirigido al desarrollo de la olonia omo un todo más que a un desarrollo
individual. Este método se entra en un araterístia interesante del omportamiento de las
hormigas: la manera en que enuentran los aminos más ortos desde el nido u hormiguero
hasta la omida, teniendo en uenta que estos insetos son iegos.
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Figura 2.12: Topología en anillo
En el mundo real, las hormigas desubren el amino más orto hasta la omida dejando
rastros de feromonas que todas pueden oler. Además, este rastro permite a las hormigas volver
a su hormiguero desde la omida. El omportamiento básio de las hormigas es el siguiente:
al prinipio ada hormiga se mueve de manera aleatoria; depositan feromonas en el amino
que reorren; las hormigas detetan el amino prinipal (el que tiene más feromonas) y se
inlinan a seguirlo, ya que uantas más feromonas tiene un amino, más probable es que una
hormiga siga ese amino.
En la Figura 2.13 se puede observar ómo todas las hormigas de una olonia tienden a
seguir el mismo amino para ir desde su nido hasta la omida. Si las hormigas se enuentran
un obstáulo en su amino, éstas busarán por donde evitarlo más rápidamente y nalmente
todas seguirán la ruta más orta hasta la omida para poder llevarla a su nido más rápida-
mente. Esto es debido a que por el amino más orto pasarán las hormigas más rápido y más
vees, por lo que se alimenta más el rastro de feromonas por el amino más orto que por el
más largo, haiendo así que, posteriormente, más hormigas elijan el amino más orto.
A ontinuaión se puede ver el algoritmo básio ACO:
algoritmo AntColonyOptimization
iniializarRastros()
mientras no riterioDeParada() haer
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Figura 2.13: Comportamiento de las hormigas ante un obstáulo
haerReorridos()
analizarRutas()
atualizarRastro()
fin mientras
fin algoritmo
Las diultades que plantea el método son que el algoritmo se basa en una serie de
deisiones aleatorias guiadas por hormigas artiiales y que las probabilidades para tomar
las deisiones ambian en ada iteraión.
El método ACO se basa en última instania en las pruebas realizadas por Deneubourg
[27℄ y su equipo, quienes realizaron un experimento de laboratorio on un tipo onreto
de hormigas que depositan feromonas al ir del hormiguero a la omida y al volver. En su
experimento, usaron dos tipos de iruitos para las hormigas, donde en el primero las dos
ramas del iruito que onduían del nido a la omida tenían la misma longitud y donde
en el segundo una rama era el doble de larga que la otra. Se realizó un terer experimento
en el que se onatenaron dos iruitos del segundo tipo para ver ómo se omportaban las
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Figura 2.14: Primer iruito del experimento de Deneubourg
hormigas.
En el primer iruito - Figura 2.14 -, las hormigas terminaban por onverger a una sola
rama, ualquiera de las dos. Deneubourg observó que en el segundo iruito - Figura 2.15 -,
las hormigas onvergían rápidamente a la rama más orta. Finalmente, en el terer iruito
- Figura 2.16 -, on dos zonas omo las del anterior experimento onatenadas, las hormigas
también onsiguen enontrar el amino más orto. Esto es debido a que, dado que el amino
orto se reorre antes, este será reorrido más vees por las hormigas que el amino más
largo, depositando de esta manera una mayor antidad de feromonas.
Como resultado de estos experimentos, Deneubourg y su equipo diseñaron un modelo
estoástio del proeso de deisión de las hormigas naturales:
pi,a =
[k+τi,a]α
[k+τi,a]α+[k+τi,a′ ]
α
donde pi,a es la probabilidad de esoger la rama a estando en el punto de deisión i, τi,a es
la onentraión de feromona en la rama a, a′ es otra rama y k y α son onstantes.
Los algoritmos de optimizaión basados en olonias de hormigas se usan típiamente para
resolver problemas de minimizaión del oste de aminos en grafos. En adelante supondremos
un grafo de N nodos on A aros no dirigidos. Existen dos modos de trabajo para las
hormigas: haia delante y haia atrás. En el modo haia delante se reorre el grafo evitando
los ilos y en el modo haia atrás sólo se depositan las feromonas.
Cada hormiga artiial es un meanismo probabilístio de onstruión de soluiones al
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Figura 2.15: Segundo iruito del experimento de Deneubourg
Figura 2.16: Terer iruito del experimento de Deneubourg
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problema (un agente que imita a la hormiga natural). Las hormigas disponen de unamemoria
que les permite reordar el amino que han seguido mientras busaban el nodo de destino para
deshaerlo posteriormente. Antes de volver haia atrás en su amino memorizado, eliminan
ualquier bule del amino memorizado y uando vuelven haia atrás dejan las feromonas
en los aros que atraviesan. Esa memoria no es más que una lista de los nodos visitados, y
al nalizar esta lista ontiene la soluión onstruida por la hormiga.
Las hormigas son apaes de evaluar el oste de los aminos que han atravesado, para
así poder depositar una mayor antidad de feromonas en los aminos más ortos. Es deir,
se depositará una mayor antidad de feromonas en aquellas soluiones uyo oste sea más
bajo. También se ha de apliar una regla de evaporaión de las feromonas, que reduirá
progresivamente la probabilidad de elegir soluiones de baja alidad.
Al prinipio del proeso de búsqueda, se asigna una antidad onstante de feromonas a
todos los aros del grafo. Cuando una hormiga k se enuentra en el nodo i, usa el rastro de
feromonas para alular la probabilidad de elegir a j omo el próximo nodo de su ruta. De
esta manera, la probabilidad de que la hormiga k vaya del nodo i al nodo j viene dada por
la expresión:
pkij =


ωij∑
l∈Nk
i
ωil
si j ∈ Nki
0 si j 6∈ Nki
donde Nki es el onjunto de veinos de la hormiga k uando está en el nodo i y ωij es la
antidad de feromonas presentes en la arista que va del nodo i al nodo j.
Cuando el aro (i, j) es atravesado, la antidad de feromonas de ese aro se inrementa
en la antidad de feromonas que ha dejado la hormiga k al pasar por él.
ωij ← ωij + feromonas
k
ij
Usando esta regla, se onsigue aumentar la probabilidad de que las hormigas que vengan
detrás usen este aro. Una vez que todas las hormigas se han movido al siguiente nodo, las
feromonas se evaporan de los aros según la siguiente euaión:
ωij ← (1− p)× ωij ∀(i, j) ∈ A
donde A es el onjunto de aristas del grafo y p ∈ (0, 1] es un parámetro. Se usa la evaporaión
de la feromona para evitar un inremento ilimitado de los rastros de feromona y para permitir
olvidar las malas deisiones tomadas. Es un meanismo de evaporaión más ativo que el
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natural, lo que evita la perduraión de los rastros de feromona y, por tanto, el estanamiento
en óptimos loales.
Una iteraión es un ilo ompleto en el que se inluye: el movimiento de las hormigas,
la evaporaión de feromonas y el depósito de feromonas.
Los pasos que se deben seguir para resolver un problema utilizando ACO son los siguien-
tes:
Representar el problema omo un grafo valorado en el que las hormigas podrán ons-
truir soluiones.
Denir el signiado de los rastros de feromonas.
Denir la heurístia que va a permitir a la hormiga onstruir una soluión.
Si es posible, implementar un algoritmo de búsqueda loal eiente para resolver el
problema (para poder omparar los resultados que se van obteniendo on una soluión
iniial).
Elegir un algoritmo ACO espeío y apliarlo al problema a resolver.
Ajustar los parámetros del algoritmo ACO.
Existen muhas extensiones al algoritmo básio reado iniialmente por Dorigo, donde,
por ejemplo, en la regla de transiión se establee un equilibrio entre la exploraión de nuevos
aros y la explotaión de la informaión aumulada; o donde para la atualizaión global de
feromona sólo se onsidera la hormiga que generó la mejor soluión hasta el momento; o
donde se añade una nueva atualizaión loal de feromona basada en que ada hormiga
modia automátiamente la feromona de ada aro para diversiar la búsqueda.
Otro de los algoritmos de este tipo es el Sistema de Hormigas Max-Min [96, 97℄, que es
una nueva extensión on una mayor explotaión de las mejores soluiones y un meanismo
adiional para evitar el estanamiento de la búsqueda.
Este sistema mantiene las reglas de transiión del algoritmo básio pero realiza las si-
guientes modiaiones:
El meanismo de atualizaión es más agresivo, al evaporar todos los rastros y sólo
aportar feromonas en los aros de la mejor soluión.
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Dene unos límites máximos y mínimos para los rastros de feromonas τmin ≤ τ ≤ τmax
que se alulan de forma heurístia. Iniializa todos los rastros de feromona al máximo
valor τmax, en lugar de a un valor pequeño τ0. De esta forma, al apliar la regla de
atualizaión, los aros de las buenas soluiones mantienen valores altos mientras que
los de las malas los reduen. Además, da lugar a una mayor exploraión al omienzo
de la ejeuión del algoritmo.
Reiniia la búsqueda uando se estana, volviendo a poner todos los rastros de feromona
a τmax.
La ombinaión de todas estas reglas establee un buen balane exploraión-explotaión
y redue la posibilidad de estanamiento de la búsqueda, lo que onvierte a este meanismo
en un algoritmo muy ompetitivo.
Una nueva extensión de los sistemas de hormigas, basada en la inorporaión de ompo-
nentes de Computaión Evolutiva para mejorar el equilibrio intensiaión-diversiaión,
es el Sistema de Hormigas Mejor-Peor [23, 22℄. La nueva extensión mantiene la regla de
transiión del sistema de hormigas original y modia los siguientes aspetos:
El meanismo de atualizaión de rastros de feromona evapora éstas de todos los a-
minos, reforzando positivamente sólo los de la mejor soluión global y negativamente
los de la peor soluión atual. Es deir, además de la evaporaión global, se aplia una
evaporaión adiional de los rastros de feromona de la peor soluión de la iteraión
atual que no estén ontenidos en la mejor soluión global.
Aplia una mutaión de los rastros de feromona para diversiar. La mutaión se
aplia en ada rastro de feromona on ierta probabilidad, aumentando la fuerza de la
mutaión on las iteraiones.
Reiniia la búsqueda uando se estana, omo se hae en el Sistema de Hormigas
Max-Min. Este sistema onsidera la búsqueda estanada uando durante un número
onseutivo de iteraiones no se onsigue mejorar la mejor soluión global obtenida.
En este aso, se estableen todos los rastros de feromonas a τ0.
Se debe tener en uenta que es posible hibridar los algoritmos de hormigas on ténias de
búsqueda loal para mejorar su eaia. Esta hibridaión onsistiría en apliar una búsqueda
loal sobre las soluiones onstruidas por todas las hormigas en ada iteraión antes de
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atualizar la feromona, es deir, se ejeutaría el algoritmo omo si sólo existiesen las aristas
que han sido reorridas por alguna de las hormigas que han enontrado una soluión. El
aumento de eaia onlleva una disminuión en la eienia, por lo que es habitual emplear
la búsqueda loal junto on las llamadas listas de andidatos, que onsiste en estudiar sólo
los pasos más prometedores en ada paso de la hormiga.
El algoritmo básio de sistemas de hormigas on búsqueda loal es:
algoritmo HormigasConBusquedaLoal
mientras no ondiión de parada haer
Construión probabilístia de las soluiones preliminares
mediante la olonia de hormigas
Refinamiento de dihas soluiones mediante búsqueda loal
Atualizaión global de la feromona
fin mientras
fin algoritmo
De este modo, los algoritmos de hormigas on búsqueda loal son algoritmos híbridos on
una generaión probabilístia de soluiones iniiales basada en una ténia lásia de búsque-
da loal. Así, podría enuadrarse dentro de los algoritmos de Búsqueda Loal Multiarranque,
aunque éstos últimos generan aleatoriamente las soluiones iniiales sin utilizar informaión
heurístia. La prinipal diferenia es que el uso de las hormigas da lugar a un meanismo
de ooperaión global entre las soluiones generadas, lo que hae que las ejeuiones no sean
independientes entre sí.
A posteriori, uando la mayoría de los algoritmos de hormigas estaban ya propuestos,
Dorigo y Di Caro propusieron un maro de trabajo general que dene la metaheurístia de
hormigas [32℄. Instanian el algoritmo general on omponentes onretas, omo las reglas
de transiión, las atualizaiones de los rastros de feromonas, et. pudiendo así obtener dis-
tintas variantes de algoritmos de hormigas. Los distintos algoritmos se pueden implementar
de forma seuenial o paralela para ser apliados respetivamente a problemas estátios o
dinámios.
En general, para apliar los algoritmos de hormigas a un problema, es neesario que el
problema se pueda representar en forma de grafo on pesos. Cada aro del grafo ontendrá
dos tipos de informaión:
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Informaión heurístia: que muestra la preferenia de las hormigas por esoger un
aro en el amino y depende del aso onreto del problema. Esta informaión no es
modiada por las hormigas durante la ejeuión del algoritmo, aunque puede variar
a lo largo del tiempo en problemas dinámios.
Informaión memorístia: que es una medida de la deseabilidad del aro, representada
por la antidad de feromona depositada en él y modiada durante el algoritmo.
A modo de ejemplo, los algoritmos de optimizaión basados en olonias de hormigas
se han apliado al enrutamiento de paquetes en redes de teleomuniaiones [20, 93℄. El
enrutamiento es la tarea onsistente en determinar el amino que seguirán los paquetes en
una red de teleomuniaiones uando llegan a un nodo, de forma que puedan alanzar su
nodo destino de la forma más rápida posible. Un ejemplo de este tipo de algoritmo es AntNet,
que es un algoritmo de hormigas adaptativo y distribuido para enrutamiento de paquetes en
redes.
Las redes se pueden modelar mediante un grafo dirigido on N nodos de proesamien-
to/destino, donde los aros del grafo están araterizados por el anho de banda (en bits/se-
gundo) y el retardo de transmisión (en segundos) del enlae físio. Se onsideran dos tipos
de paquetes: los de enrutamiento y los de datos, teniendo una mayor prioridad los paquetes
de enrutamiento.
Las hormigas se onsideran equivalentes a los paquetes de enrutamiento, lanzándose
asínronamente a la red haia nodos destino aleatorios. Cada una de las hormigas busará
un amino de oste mínimo entre su nodo de partida y su nodo de destino. Para ello, se
moverá paso a paso por la red (representada por el grafo) y en ada nodo intermedio tendrá
que deidir a qué nodo se dirige mediante una regla de transiión. Para tomar esta deisión,
la hormiga debe onsiderar la antidad de feromona y la preferenia heurístia de los enlaes
de la red.
Como es de esperar, el estado de la red varía on el tiempo por la posible aída de enlaes,
la ongestión, et. Ahora bien, el algoritmo maneja adeuadamente esta diultad graias a
su naturaleza distribuida y su apaidad de adaptaión.
Cuando una hormiga llega a su nodo de destino, vuelve sobre sus pasos atualizando en
el amino las tablas de enrutamiento de los nodos de auerdo al tiempo que tardó en haer
el amino, reforzando las rutas positivamente o negativamente.
Este tipo de algoritmos onsigue resolver de manera subóptima problemas NP-duros
eientemente, omo por ejemplo el problema del viajante de omerio, el problema del
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oloreado de grafos o la seueniaión de tareas, presentando iertas ventajas y desventajas
frente a otros métodos. Por ejemplo, en el problema del viajante de omerio es relativamente
eiente, pues ACO tiene un mejor omportamiento que otras ténias de optimizaión global
para el problema TSP, omo por ejemplo que las redes neuronales, los algoritmos genétios o
el enfriamiento simulado. Comparado on los algoritmos genétios, el método ACO retiene en
memoria los datos de la olonia de hormigas entera, mientras que en los algoritmos genétios
sólo se mantiene la informaión de la anterior generaión. Sin embargo, al método de las
hormigas le afeta menos la eleión de malas soluiones iniiales, graias a la ombinaión
de la eleión aleatoria del amino y la memoria de las hormigas. Además, en los algoritmos
ACO la onvergenia está garantizada aunque el tiempo de onvergenia se desonoe.
2.6. Algoritmos Basados en la Formaión Dinámia de los Ríos
En esta seión se onsidera otro maro de trabajo. Este maro de trabajo alternativo
es un diseño original de esta tesis y también está basado en la naturaleza, en partiular
en la formaión dinámia de los ríos. Imaginemos que se deposita una masa de agua en
algún punto a ierta altura. La gravedad hará que esa masa de agua siga algún amino
haia abajo hasta que no pueda bajar más. En términos de Geología, uando llueve en las
montañas - Figura 2.17 -, se depositan masas de agua en dihas montañas - Figura 2.18 -
y el agua trata de enontrar su propio amino haia abajo para llegar al mar. A lo largo
del amino, el agua erosiona la tierra - Figura 2.19 - y transforma el paisaje reando un
aue. Cuando el agua atraviesa una fuerte pendiente, erosiona sedimentos de la tierra en su
amino - Figura 2.20 -. Estos sedimentos serán depositados más tarde uando la pendiente
sea menor - Figura 2.21 -. Los ríos afetan al medio reduiendo (es deir, erosionando) o
aumentando (es deir, sedimentando) la altitud del terreno - Figura 2.22 -.
Resaltemos que, si el agua se deposita en todos los puntos del terreno (por ejemplo,
llueve), entones la forma del río tiende a optimizar la tarea de reoger todo el agua y
llevarla hasta el mar, lo que no implia oger el amino más orto hasta el mar desde un
punto de origen dado. Destaquemos que hay muhos puntos de origen a onsiderar (uno por
ada punto en el que ae una gota). De heho, en este aso se reará una espeie de amino
más orto ombinado. Sin embargo, si el agua uye desde un punto únio y no se onsideran
otras fuentes de agua, entones el amino del agua tiende a seguir la forma más eiente
para reduir la altura (es deir, trata de enontrar el amino más orto).
A ontinuaión se presenta el algoritmo basado en la formaión dinámia de los ríos. El
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Figura 2.17: Llueve en las montañas Figura 2.18: Se forma una masa de agua
Figura 2.19: El agua avanza y produe ero-
sión
Figura 2.20: El agua arrastra sedimentos
Figura 2.21: El agua alanza el mar Figura 2.22: Se produen pendientes de
bajada
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método funiona de la siguiente manera. En vez de asoiar valores de feromonas a las aristas
omo en los algoritmos de olonias de hormigas, se asoian valores de altura a los nodos del
grafo. Cuando se mueven las gotas, o bien erosionan el terreno (reduiendo la altura de los
nodos), o bien depositan el sedimento (aumentando la altura de los nodos). La probabilidad
de que una gota elija una arista dada en lugar de otra es proporional a la pendiente de
bajada de la arista y, por tanto, depende de la diferenia de alturas entre los nodos y la
distania (es deir, el oste de la arista). Al omienzo del algoritmo, se parte de un mundo
plano, esto es, todos los nodos tienen la misma altura. La exepión es el nodo destino, que
es un agujero. Las gotas se depositan en el nodo de origen y se extienden por todo el terreno
llano hasta que algunas de las gotas aen en el nodo destino. Este heho erosionará a los
nodos adyaentes, lo que reará nuevas pendientes de bajada y, de este modo, se propagará
el proeso de erosión. Después se insertarán nuevas gotas en el nodo origen para transformar
los aminos y reforzar la erosión de los aminos prometedores. Después de algunos pasos, se
enontrarán buenos aminos desde el origen hasta el destino. Estos aminos vienen dados en
forma de seuenias de aristas dereientes desde el origen hasta el destino.
Este nuevo método, que denominamos RFD (del inglés River Formation Dynamis), pro-
poriona las siguientes ventajas respeto al ACO. Por un lado, los ilos loales no se rearán
ni reforzarán porque esto impliaría un ilo siempre dereiente, lo que es ontraditorio. Si
bien las hormigas tienen en uenta el amino ya realizado para poder evitar repetir nodos,
no pueden evitar ser onduidas por rastros de feromonas a través de algunas aristas de
tal manera que sea inevitable repetir algún nodo en el siguiente paso
1
. Por el ontrario, las
alturas no pueden guiar a las gotas a estas situaiones. Por otro lado, uando RFD enuentra
un amino más orto, el posterior refuerzo del amino es rápido: si se tienen el mismo origen
y el mismo destino tanto en el amino nuevo omo en el amino viejo, entones la diferenia
de altura es obviamente la misma pero la distania es diferente. Por lo tanto, las aristas del
amino más orto tienen neesariamente mayores pendientes de bajada (en media) y son
preferidas inmediatamente (en media) por las gotas que vengan a ontinuaión. Además,
nótese que el proeso de erosión proporiona un método para evitar soluiones ineientes:
si un amino ondue a un nodo que está a menor altura que el resto de nodos adyaentes
(es deir, es un allejón sin salida) entones la gota depositará su sedimento, inrementando
la altura del nodo. Antes o después, la altura de este nodo alanzará la altura de sus veinos,
on lo que se evitará que otras gotas queden atrapadas en este nodo. Es más, antes de llegar
a ese punto las gotas podrían aumularse en el nodo hasta que la masa de agua alanzase la
1
Normalmente, este heho implia repetir el nodo o matar a la hormiga. En ambos asos, los últimos
movimientos de la hormiga fueron inútiles.
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altura de los nodos veinos (se forma un lago). Si el agua alanzara este nivel, otras gotas
serían apaes de ruzar este nodo desde un nodo adyaente a otro. De esta manera, los
aminos quedarán interrumpidos hasta que los sedimentos no rellenen el hueo. Esta ténia
proporiona un método implíito para evitar omportamientos ineientes de las gotas.
2.6.1. Algoritmo Básio
El esquema básio del algoritmo es el siguiente:
iniializarGotas()
iniializarNodos()
mientras (no todasGotasSiguenMismoCamino()) y (no otraCondiionFin())
moverGotas()
erosionarCaminos()
depositarSedimentos()
analizarCaminos()
fin mientras
Este esquema muestra la idea prinipal del algoritmo propuesto. A ontinuaión se analiza
el omportamiento de ada uno de los pasos. Primero, se iniializan las gotas (iniiali-
zarGotas()), es deir, se sitúan todas las gotas en el nodo iniial. El siguiente paso onsiste
en iniializar todos los nodos del grafo (iniializarNodos()). En este paso se realizan dos
operaiones. En la primera operaión, se ja la altura del nodo destino a 0. En términos de
la analogía de la formaión dinámia de los ríos, este nodo representa el mar, es deir, el
objetivo nal de todas las gotas. En la segunda operaión, se asigna el mismo valor para la
altura del resto de los nodos.
El bule mientras del algoritmo se ejeuta hasta que todas las gotas enuentran la misma
soluión (todasGotasSiguenMismoCamino()), es deir, todas las gotas atraviesan la misma
seuenia de nodos, o se satisfae otra ondiión de nalizaión (otraCondiionFin()). Esta
ondiión se puede utilizar para, por ejemplo, limitar el número de iteraiones o el tiempo de
ejeuión. Otra posibilidad es la de nalizar el bule si la mejor soluión enontrada hasta
el momento no ha sido mejorada en las últimas N iteraiones.
El primer paso del uerpo del bule onsiste en ir moviendo las gotas por los nodos del
grafo (moverGotas()) de manera parialmente aleatoria. En la siguiente regla de transiión
se dene la probabilidad de que una gota k que se enuentra en el nodo i elija al nodo j
omo destino:
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Pk(i, j) =


pendienteBajada(i,j)∑
l∈Vk(i)
pendienteBajada(i,l)
if j ∈ Vk(i)
0 if j 6∈ Vk(i)
(1)
donde Vk(i) es el onjunto de nodos veinos del nodo i que pueden ser visitados por la gota k
y pendienteBajada(i,j) representa la pendiente entre los nodos i y j, y se dene del siguiente
modo:
pendienteBajada(i, j) =
altura(j)− altura(i)
distancia(i, j)
(2)
donde altura(x) es la altura del nodo x y distania(i,j) es la longitud de la arista que oneta
los nodos i y j. Fijémonos en que, al prinipio del algoritmo, la altura de todos los nodos es la
misma, por lo que ∀i
∑
l∈Vk(i)
pendienteBajada(i, l) es 0. Para dar un tratamiento espeial
a las pendientes planas, se modia este esquema omo sigue: la probabilidad de que una
gota se mueva a través de una arista on pendiente 0 se establee a un valor no nulo. Este
tratamiento va a permitir que las gotas se dispersen en un medio plano, que es totalmente
neesario, en partiular al prinipio del algoritmo.
En la siguiente fase (erosionarCaminos()) se erosionan los aminos en onsonania on
los movimientos de las gotas en la fase previa. En partiular, si una gota se mueve de un nodo
A a un nodo B, se erosiona el nodo A. Es deir, la altura de este nodo se redue en funión
de la pendiente atual entre A y B. En partiular, la erosión será mayor si la pendiente de
bajada entre A y B es elevada. Si la arista es plana entones se realiza una leve erosión. La
altura del nodo nal (es deir, el mar) nuna se modia y permanee igual a 0 durante toda
la ejeuión.
Como se omentó anteriormente, el proeso de erosión evita en la prátia que las gotas
sigan ilos porque un ilo debe inluir, al menos, una pendiente de subida y, de auerdo al
omportamiento básio expliado más arriba, las gotas no pueden asender. Por el ontrario,
en ACO los rastros de feromonas presentes en aminos independientes pueden interferir entre
sí de tal manera que las hormigas realimenten los ilos y los sigan
2
.
Además, supongamos que se enuentra un nuevo amino que es mejor que otros aminos
onsiderados hasta el momento. En RFD, las diferenias de alturas favoreen rápidamente
esta nueva ruta ontra otras posibilidades. Esto es debido a que las pendientes de bajada
del nuevo amino son preferibles en media a los otros viejos aminos: globalmente, en los
2
Cabe destaar que, para alimentar un ilo, no es neesario que una hormiga siga ese ilo. Es suiente
on que ada hormiga refuere una parte diferente del ilo, de tal manera que todas las partes son reforzadas
de manera individual.
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aminos se atraviesan diferentes distanias aumuladas, pero la diferenia de alturas es la
misma. Esto failita la tarea siguiente de realimentar el nuevo amino de modo que los pasos
no sólo sean preferidos en media, sino que ada uno de ellos sea preferido individualmente a
las otras posibilidades. Por otro lado, uando una hormiga enuentra un amino mejor por
vez primera, el rastro de feromona es todavía insigniante omparado on los otros aminos
antiguos. Por ello, este amino debe ser realimentado gradualmente hasta que las aristas del
nuevo amino sean preferidas al menos en media.
Una vez que naliza el proeso de erosión, se aumenta ligeramente la altura de los nodos
del grafo (depositarSedimentos()). El objetivo es evitar que, después de varias iteraiones,
el proeso de erosión lleve a una situaión donde todas las alturas sean eranas a 0, lo que
haría que las pendientes fuesen despreiables y arruinaría todos los aminos formados.
Finalmente, el último paso (analizarCaminos()) realiza un estudio de todas las soluio-
nes enontradas por las gotas y almaena la mejor soluión hallada hasta el momento.
2.6.2. Mejoras Básias
En esta seión se muestran algunas mejoras apliadas al esquema básio. Como se anun-
ió anteriormente, permitimos que las gotas se muevan por aristas on un gradiente igual a
0. Yendo un paso más lejos, se aplia la siguiente mejora: permitimos que las gotas asiendan
por pendientes reientes on una probabilidad baja. Esta probabilidad será inversamente
proporional a la pendiente de subida. Esta nueva araterístia mejora la búsqueda de bue-
nos aminos. Nótese que las soluiones enontradas durante los primeros pasos del algoritmo
predisponen la exploraión del grafo en lo suesivo. Esto es debido a que las gotas tienden
a seguir los aminos formados previamente. Permitir a las gotas esalar pendientes reien-
tes on ierta probabilidad permite explorar y enontrar otros aminos alternativos en el
grafo. Esta araterístia hae al método menos dependiente del omportamiento iniial en
los primeros pasos. De heho, la probabilidad de esalar pendientes reientes enapsula la
mayor parte de la dependenia del método en las soluiones previas. Como es natural en
los algoritmos de búsquedas heurístias, esta dependenia debe proporionar un equilibrio
adeuado entre las soluiones anteriores y las nuevas alternativas.
Así mismo, la probabilidad de esalar pendientes asendientes se irá reduiendo a lo largo
de la ejeuión del algoritmo, esto es, para ada nueva iteraión esta probabilidad se redue
ligeramente. Tras realizar algunas iteraiones, la exploraión del grafo será suiente, por lo
que se reduirá la neesidad de busar más aminos alternativos (reordemos que se redue
la probabilidad de esalar pendientes, pero la probabilidad de esoger aristas que no tienen
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la máxima pendiente dereiente permanee igual). Además, adoptamos la siguiente idea del
Enfriamiento Simulado (véase la seión 2.2). Además de reduir onstantemente la proba-
bilidad de que una gota tome una pendiente reiente, añadimos la siguiente araterístia:
ada N iteraiones, esta probabilidad se aumentará en vez de reduirse ligeramente. Por un
lado, esto redue la dependenia de (malas) viejas soluiones bien estableidas, pues así se
permite busar otras rutas alternativas periódiamente. Por otro lado, los aminos que son
realmente buenos sobrevivirán a este desajuste periódio. Préstese atenión a que los aminos
malos a orto plazo pueden volverse buenos a largo plazo. Es por ello que esta ténia ayuda
a evitar quedarse bloqueado en un óptimo loal. La probabilidad de esoger pendientes re-
ientes se inrementa de tal modo que, globalmente, el deremento lo supera, es deir, diha
probabilidad tiende a ser 0.
Permitir que las gotas asiendan pendientes implia que la probabilidad de que una gota
realie un ilo ya no es 0. Sin embargo, nuestro método todavía provee una manera eiente
para evitar que las gotas atraviesen un ilo en la prátia. Por un lado, esta probabilidad
es baja porque un ilo debe ontener, al menos, una pendiente reiente. En partiular,
si sólo hay una pendiente reiente entones esta debe ompensar el resto de pendientes
dereientes. Por tanto, esa pendiente reiente debe ser elevada. Dado que la probabilidad de
esalar una pendiente reiente es inversamente proporional a la magnitud de la pendiente,
la probabilidad de esalar esta pendiente es muy baja. Además, omo se dijo anteriormente,
la probabilidad de asender pendientes se redue a lo largo del tiempo. Por otro lado, la
probabilidad de que una hormiga siga un ilo loal en ACO aumenta mientras sigan siendo
reforzadas todas las aristas del ilo (reordemos que ada arista podría ser reforzada por
hormigas que sigan aminos diferentes).
Otra araterístia que se esbozó anteriormente, pero que no se onsideró en el esquema
básio presentado anteriormente, onsiste en permitir a las gotas depositar sedimentos en los
nodos. Esto suede uando todos los movimientos posibles para una gota implian trepar
una pendiente reiente y la gota no onsigue esalar ninguna de las aristas (de auerdo a
la probabilidad asignada para ello). En este aso, la gota se queda bloqueada y deposita
el sedimento que transporta, aumentando la altura del nodo atual. Este inremento es
proporional a la antidad de sedimento aumulada. Como se omentó anteriormente, esta
sedimentaión va a permitir penalizar gradualmente a los aminos que onduen a allejones
sin salida. Tarde o temprano, el sedimento aumulado inrementará la altura de este nodo
hasta que alane la altura de los nodos eranos. En ese mismo instante, las pendientes que
onduzan a este nodo ya no serán dereientes. Este meanismo previene que otras gotas
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sigan este amino.
La última mejora onsiste en agrupar las gotas para reduir el número de movimientos
individuales. Las gotas que están en el mismo nodo se agruparán formando una únia gota de
mayor tamaño (es deir, se inrementa el audal). De este modo, se puede manejar una únia
gota de tamaño N en vez de N gotas de tamaño 1. Al omienzo, se pone una gota de tamaño
N en el primer nodo. A ontinuaión, uando se mueve la gota y existen varias alternativas
de movimiento, la gota se divide en gotas de menor tamaño, y ada una de ellas sigue un
amino diferente. Agrupar las gotas permite reduir el número de deisiones realizadas por
el algoritmo en ada paso porque hay menos gotas que onsiderar: en vez de gastar esfuerzo
omputaional en mover ada gota, se toma una sola deisión para ada grupo, onsiguiendo
mejorar la eienia del método. Resaltemos que, en el aso peor, una gota se divide en otras
de tamaño 1 y ada una ya no se une a ningún audal alternativo más tarde, es deir, el
tamaño de ada una permanee igual a 1. Así, se estaría en el aso donde las gotas no están
agrupadas.
Cuando se mueve una gota grande se atúa omo sigue. Supongamos que trunc(X)
devuelve la parte entera de X. Primero, se tienen en uenta las probabilidades de elegir
ada alternativa omo si el tamaño de la gota fuese 1. Luego, se usan estas probabilidades
para dividir la gota de forma determinista, moviendo ada una a su destino. Se realiza de
la siguiente manera: si hay una gota de tamaño 204 en el nodo A y es posible moverse a B,
C o D, on probabilidades 0,35, 0,22 y 0,43 respetivamente, entones una gota de tamaño
trun(204·0,35) = trun(71,40) = 71 se mueve a A, una gota de tamaño trun(204·0,22) =
trun(44,88) = 44 se mueve a C y una gota de tamaño trun(204·0,43) = trun(87,72) = 87
se mueve a D. Las restantes 204− (71+44+87) = 2 gotas se mueven (aleatoriamente) omo
gotas simples apliando la fórmula (1) presentada en la seión 2.6.1.
Capítulo 3
Métodos Evolutivos y Métodos
Formales
La omunidad deMétodos Formales [15, 28, 46, 94, 95℄ se ha dediado desde hae déadas
a diseñar métodos matemátios para analizar la orreión de los sistemas. Un método formal
se puede denir omo ualquier ténia que trate la onstruión y/o el análisis de modelos
matemátios que ontribuyen a la automatizaión del desarrollo de sistemas informátios
(tanto hardware omo software) [2℄. Con estos métodos formales basados en el empleo de
ténias, lenguajes y herramientas denidas matemátiamente se desea umplir objetivos
tales omo failitar el análisis y onstruión de sistemas ables independientemente de su
omplejidad, poniendo de maniesto posibles inonsistenias, ambigüedades o errores que
podrían pasar inadvertidos. Hay dos partes prinipales en los métodos formales: la espei-
aión formal (donde se usan las matemátias para espeiar las propiedades deseadas de un
sistema) y la veriaión formal (en la que se usan las matemátias para probar que un sis-
tema satisfae una espeiaión). A lo que quizás se podría añadir: la semi-automatizaión
del proeso de generaión de programas.
En los últimos años, la idea de que la formalizaión matemátia del software es el enfoque
más apropiado para onseguir mejorar su alidad va adquiriendo ada vez más fuerza. Los
partidarios de los métodos formales deenden que su empleo, a lo largo de todo el ilo de
vida, failita el desarrollo de espeiaiones laras, onisas y no ambiguas, permitiendo
el análisis funional de la espeiaión y posibilitando el desarrollo de implementaiones
orretas respeto a su espeiaión. Sin embargo, los detratores aseguran que el empleo
de métodos formales supone un volumen de trabajo onsiderable, aumento en los ostes y
tiempo de desarrollo y que debe quedar supeditado a herramientas que lo automatien.
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Sin embargo, no se pueden poner en duda las ventajas de las ténias formales. Estas
ténias aportan una mejor omprensión del sistema; una mejora en la omuniaión on el
liente, ya que se dispone de una desripión lara y no ambigua de los requisitos, eliminando
uno de los problemas lave de las espeiaiones informales y las desripiones ambiguas
esritas omo texto; una mayor preisión en la desripión del sistema, ya que on las ma-
temátias se pueden expresar propiedades omplejas de forma onisa; una mayor alidad
software respeto al umplimiento de las espeiaiones; y mayor produtividad. El uso de
las matemátias failita las demostraiones y las espeiaiones formales para que éstas
puedan manipularse usando ordenadores. De este modo y usando ténias matemátias, será
posible haer software más orreto.
Por otro lado, la posible falta de madurez en la prátia de los métodos formales ausa
problemas a la hora de su utilizaión a nivel industrial. Algunas de estas ausas son las
siguientes: el desarrollo de herramientas que apoyan la apliaión de métodos formales es a
vees ompliado; la olaboraión entre la industria y el mundo aadémio es inferior a lo
que sería deseable; hay ierta reenia que la apliaión de métodos formales enaree los
produtos y prolonga su desarrollo.
A pesar de estos problemas, los métodos formales se han apliado de manera exitosa a
muhos problemas industriales pero se enuentran típiamente on un problema en la práti-
a: el número de estados a analizar sistemátiamente ree exponenialmente on el tamaño
del sistema a validar. Es por ello que las ténias exhaustivas para enontrar errores en el
sistema son sustituidas por estrategias heurístias que permiten foalizar la búsqueda de
errores poteniales en onguraiones sospehosas o rítias. Reientemente, algunos grupos
de investigaión de métodos formales han reonoido el potenial de los métodos de Compu-
taión Evolutiva para utilizarlos omo heurístias en estos problemas. De heho, los métodos
de omputaión evolutiva proporionan eientes estrategias genérias para enontrar bue-
nas soluiones en espaios de soluiones muy grandes, lo ual se adeúa perfetamente a los
problemas típios que apareen en los métodos formales.
Así omo en el apítulo anterior fueron presentados los prinipales métodos evolutivos,
en las siguientes seiones hablaremos de dos métodos formales, el testing formal y el mo-
del heking, y de ómo se pueden apliar algunos de los métodos evolutivos estudiados
anteriormente a la resoluión de problemas que apareen en los métodos formales itados.
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3.1. Testing Formal
La investigaión en métodos formales ha llevado a muhos lenguajes formales y ténias
de veriaión (apoyadas por prototipos de herramientas) a veriar propiedades de alto nivel
en desripiones formales de sistemas. Aunque estos métodos se basan en importantes teorías
matemátias, en nuestros tiempos no hay muhos sistemas desarrollados uya orreión esté
ompletamente veriada formalmente. Esto es debido a que la prátia atual para veriar
sistemas se basa en un enfoque más prátio e informal. El testing [101, 102, 9, 64, 47, 67,
91, 90℄ es normalmente la ténia predominante, donde una implementaión tiene que pasar
una serie de tests que han sido obtenidos de manera heurístia o diseñados espeíamente
para ese n, observando el omportamiento de los tests durante su ejeuión y asignando un
veredito sobre el orreto funionamiento de la implementaión. El riterio de orreión a
testear se debe denir en la espeiaión del sistema. La espeiaión desribe lo que el
sistema tiene que haer y lo que no, por lo que onstituye la base de ualquier atividad de
testing. La ombinaión del testing on los métodos formales no ha sido tradiionalmente
muy habitual, ya que se hae difíil imaginar ómo la parte prátia del testing se puede
ombinar on la parte matemátia de la veriaión usando métodos formales.
El proeso de testear un sistema software es una tarea importante que resulta ostosa y
larga donde se onsume entre el 30% y el 50% del oste total del desarrollo del software [36℄.
La dinámia general es que está aumentando el esfuerzo empleado en el testing debido
a la búsqueda ontinua de software de mejor alidad y el reimiento de los sistemas en
tamaño y omplejidad. La situaión es más problemátia porque la omplejidad del testing
tiende a aumentar más rápidamente que la omplejidad del sistema a testear y en el peor
de los asos ree exponenialmente. Muhos de estos problemas son atribuidos al testing
equivoadamente ya que muhos de ellos surgen porque la espeiaión del sistema no es ni
lara, ni preisa, ni ompleta y, además, es ambigua. Si se parte de una mala espeiaión
para el proeso de testing, entones aarreará problemas y diultades de interpretaión y
neesitará lariaiones de las inteniones de la espeiaión. Este heho puede onllevar a
tener que rehaer la espeiaión de nuevo durante la fase de testing del desarrollo software.
La mejora del proeso de testing de software se ha orientado al desarrollo de ténias que
soporten su automatizaión, ya que se traduirá en un gran ahorro en ostes. La automa-
tizaión de esta tarea paree una soluión lógia. Por un lado ayudará a realizar el proeso
del testing más rápidamente y también lo hará menos suseptible a errores humanos e in-
dependiente a interpretaiones humanas. El testing sistemátio es una de las ténias más
importantes y ampliamente usadas para omprobar la alidad del software. Existen muhas
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ténias de testing que tratan de aumentar la alidad del produto nal mediante el inre-
mento de su nivel de efetividad y eienia. La efetividad se optimiza mediante el uso de
onjuntos de tests que proporionen una alta probabilidad de detetar fallos, mientras que la
eienia se inrementa reduiendo el número de tests que deben ser ejeutados para alanzar
diho objetivo. La mayoría de las herramientas de automatizaión soportan la ejeuión de
proesos de tests. Esto inluye la ejeuión, el almaenamiento automátio y la re-ejeuión
de asos espeíos de tests. A menudo, los asos de test son esritos manualmente en un
lenguaje espeial de sripts espeío de ada herramienta. Una vez esritos, estos sripts se
pueden ejeutar automátiamente.
Las herramientas de ejeuión de tests no suelen ayudar en el desarrollo de los asos de
test. Habitualmente, los asos de test tienen que ser desarrollados por humanos que, después
de leer y estudiar la espeiaión, piensan sobre qué se tiene que probar y sobre ómo
esribir esos sripts para que ejeuten aquello que desean probar. Además no existen muhas
herramientas disponibles que nos puedan ayudar on el proeso de la generaión de buenos
tests a partir de la espeiaión. Preisamente, uno de los prinipales uellos de botella para
automatizar el proeso de generaión de tests es la alidad de las espeiaiones. Por un lado,
son impreisas, están inompletas y son ambiguas omo ya se dijo anteriormente y, por otro
lado, las espeiaiones atuales suelen estar esritas en lenguaje natural (inglés, español,
et.) y no son fáilmente ombinables on las herramientas para la derivaión sistemátia de
asos de test.
Una de las tenologías más prometedoras para resolver el desafío del testing de software
es el model-based testing (o testing basado en modelos) que es testing de software [11, 35, 103℄
donde los tests se obtienen de un modelo que desribe algunas araterístias (normalmente
funionales) del sistema bajo test (normalmente abreviado omo SUT, del inglés system
under test). En el model-based testing, se testea un SUT frente a una desripión formal de
su omportamiento llamada modelo. Este modelo se usa omo una espeiaión ompleta y
preisa de lo que debería haer el SUT y es una base adeuada para realizar el testing. Una de
las ventajas de estos modelos es que se pueden proesar automátiamente on herramientas
que haen posible la automatizaión del proeso del testing. Este heho ondue a que la
generaión de tests se realie de una manera más rápida y on menos errores, ya que se
pueden automatizar la generaión de millones de tests a partir del modelo y, nalmente,
ejeutarlos y analizarlos. Si el modelo es válido, es deir, si expresa exatamente lo que el
SUT debería haer, entones todos estos tests son, probablemente, también válidos.
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3.2. Model Cheking
En los últimos 10 ó 20 años, la omunidad investigadora en informátia ha realizado
tremendos progresos en el desarrollo de herramientas y ténias para veriar requisitos y
diseño. Una de las propuestas más prometedoras que ha emergido es el llamado model he-
king [19, 106, 68, 73℄. Dado un modelo abstrato y simpliado de un programa, el model
heking onsiste en omprobar automátiamente si el modelo satisfae una espeiaión
también dada. Cuando se ombina on el uso estrito de un lenguaje formal para modelar, se
puede automatizar el proeso de veriaión on ierta failidad. La idea es la siguiente: una
herramienta de model heking aepta los requisitos del sistema o el diseño (llamados mo-
delos) y una propiedad (llamada espeiaión) que se espera que se satisfaga en el sistema
nal. Si el modelo dado umple las espeiaiones dadas, la herramienta entones devuelve
omo salida un sí y, en aso ontrario, rea un ontraejemplo. De esta manera, ada eje-
uión de la herramienta puede proveer una valiosa retroalimentaión. La idea onsiste en
que asegurando que el modelo satisfae suientes propiedades del sistema, se inrementará
la onanza en la orreión del modelo. Cabe destaar que en la prátia esta visión es a
vees idealizada ya que, a menudo, los reursos disponibles sólo permiten analizar una parte
del modelo del sistema que deseamos analizar. Por eso es muy importante que el modelo
abstrato reeje adeuadamente el omportamiento onreto del sistema. Conluimos que el
model heking no es un sustituto de los proedimientos estándar para asegurar la alidad
de un sistema, sino que es una ténia adiional que puede ayudar a desubrir problemas
de diseño en los primeros pasos del desarrollo software. Algunos aspetos que diferenian al
model heking de la veriaión tradiional es que es totalmente algorítmio, de baja om-
plejidad omputaional, no requiere intervenión alguna del veriador y, además, devuelve
informaión uando no puede veriar una propiedad.
Cuando omprobamos requisitos del sistema, básiamente se intenta enontrar la res-
puesta a algunas preguntas: ¾reejan on preisión los requisitos del usuario?, ¾los requisitos
están esritos sin ambigüedades y de manera lara?, ¾son exibles y pueden ser implemen-
tados por los ingenieros?, ¾se pueden usar los requisitos para denir de manera senilla tests
de aeptaión para hequear si la implementaión los umple?, ¾los requisitos están esritos
de manera abstrata y en alto nivel?
Enontrar las respuestas a estas preguntas es una gran tarea y no existe una manera
senilla para haerlo. Se puede enontrar algo de ayuda en herramientas de modelado omo
UML [4℄, pero permanee el problema de asegurar la alidad de los requisitos. Este proeso
es asi totalmente manual y onlleva un importante gasto en tiempo. Además, el oste de los
48 CAPÍTULO 3. MÉTODOS EVOLUTIVOS Y MÉTODOS FORMALES
errores en el diseño de los requisitos es alto freuentemente. Si se implementan unos requisitos
inorretos, onduirá a omportamientos inadeuados del sistema y ostes elevados.
Un modo de mejorar la alidad de nuestros requisitos y diseño es usar herramientas
automátias para omprobar la alidad de varias de estas araterístias. Es neesario im-
plementar un lenguaje formal para el diseño de requisitos que sea laro, riguroso y que no
sea ambiguo. Si el lenguaje para esribir estos requisitos y el diseño tienen bien denida la
semántia, será posible desarrollar herramientas para analizar las sentenias esritas en ese
lenguaje.
En sistemas orientadas a ontrol, se aeptan las máquinas de estados nitos (FSM, del
inglés Finite State Mahine) omo una notaión buena, lara y abstrata para denir los re-
quisitos del diseño de un sistema y serán la entrada del model heker junto a las propiedades
que se desean omprobar, que habitualmente se expresan omo fórmulas de lógia temporal.
Sin embargo, una FSM pura no es adeuada para modelar sistemas industriales omplejos
en la vida real. Es por ello que es neesario emplear máquinas de estados nitos extendidas
(EFSM, del inglés Extended FSM) para el modelado. La mayoría de las herramientas de
model heking poseen su propio lenguaje formal para denir los modelos, pero la mayoría
de ellas son alguna variante de las EFSM.
Se ha omprobado que el model heking es una tenología muy exitosa para omprobar
los requisitos y el diseño de una amplia variedad de sistemas, partiularmente en sistemas
hardware, sistemas empotrados en tiempo real y en sistemas de seguridad rítios. En ambio,
iniialmente fueron apliados a sistemas que se dedian más al ontrol que a los datos,
los llamados sistemas reativos [78℄, que son aquellos sistemas uyo rol onsiste más en
interaionar on el ambiente que en apliar transformaiones a datos omplejos.
Una vez expuestas las ventajas de emplear model heking, veamos ahora uáles son los
prinipales inonvenientes uando se emplea esta ténia en la prátia:
Toda herramienta de model heking tiene su propio lenguaje de modelado, por lo que
no es posible traduir automátiamente desripiones de requisitos informales a este
lenguaje.
Existen problemas similares para la notaión de la espeiaión de propiedades, pues
también es un lenguaje espeío (a menudo una variante de Computation Tree Lo-
gi, CTL, o de Linear Temporal Logi, LTL). Algunas propiedades que se tengan que
veriar serán difíiles o inluso imposibles de expresar empleando la notaión esogida.
Otra limitaión uando el model heking se aplia a sistemas reales es el problema
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de la explosión de estados: el número de estados existentes en el espaio de estados
de sistemas grandes y omplejos puede ser enorme, inluso innito, por lo que en la
prátia no es posible realizar una búsqueda exhaustiva en el espaio de estados. No
obstante, existen ténias eaes para trabajar on este problema, en las que sólo se
onstruye una parte del espaio de estados del programa o en las que se representan
implíitamente (en vez de explíitamente) los estados del programa.
3.3. Estudio de Apliaiones de Métodos de Computaión Evo-
lutiva a los Métodos Formales
La apliaión de ténias de Inteligenia Artiial (IA) a la Ingeniería del Software (IS)
es un área de desarrollo emergente que mezla ideas de dos dominios diferentes. Varias
publiaiones (véase por ejemplo [10, 77, 17, 88℄) han omenzado a examinar el uso efetivo
de la IA en atividades relaionadas on la IS que inherentemente están entradas en el
onoimiento humano. En partiular, se ha identiado al testing de software omo una
de las áreas de la IS que más prolíamente usan ténias de IA. Estas ténias implian
la apliaión de Algoritmos Genétios (AGs) [66, 61℄, el Enfriamiento Simulado [100℄, la
Esalada [43℄, los Algoritmos basados en Colonias de Hormigas [29, 62℄ o la Optimizaión
basada en Nubes de Partíulas [49℄ para la generaión de datos de tests.
Normalmente existen tres tareas prinipales asoiadas on el testing de software: (1) la
generaión de datos de tests; (2) la ejeuión de los tests impliando el uso de los datos de
tests y el sistema analizado (SUT); (3) la evaluaión de los resultados de los tests. Muhas de
las herramientas para el testeo de modelos enontradas en la literatura usan algoritmos deter-
ministas exatos para omprobar las propiedades. Estos algoritmos normalmente neesitan
una antidad enorme de reursos omputaionales uando el modelo testeado es grande, mo-
tivo por el ual algunos trabajos han onsiderado el empleo de métodos heurístios basados
en la omputaión evolutiva. Por otro lado, la idea de explotar tales heurístias en el model
heking ha reibido poa atenión [40, 6, 7℄. Esto es debido prinipalmente a dos razones.
Primero, porque el model heking no es un problema de optimizaión: el objetivo prinipal
no es enontrar la mejor soluión (por ejemplo, el amino más orto que lleva a un estado),
sino enontrar ualquier soluión (por ejemplo, ualquier estado de error). Y segundo, en
el model heking históriamente se le ha prestado muha atenión a la ompletitud donde
el objetivo prinipal es omprobar de manera exhaustiva todos los estados alanzables del
sistema.
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A ontinuaión omentaremos algunos artíulos importantes que aplian ténias de
omputaión evolutiva para resolver problemas de testing de software y de model heking.
En [13℄ se estudian estrategias que ombinan ténias de generaión automátia de juegos
de tests on testing de seuenias largas o muho volumen empleando un algoritmo genétio.
El testing de seuenias largas repite juegos de tests muhas vees, simulando intervalos de
ejeuiones prolongadas. Estas ténias de testing son prátias para enontrar errores que
surgen omo problemas de oordinaión de algunas omponentes, así omo de onsumo de
reursos del sistema (por ejemplo, falta de memoria) o datos orruptos. Asoiar la generaión
automátia de juegos de pruebas on el testing de seuenias largas hae que esta propuesta
sea más esalable y efetiva.
Las ténias de testing de software a menudo suponen desarrollar juegos de tests que
onsigan algún nivel de obertura respeto al ódigo objetivo. La meta es asegurar que todos
(o al menos un subonjunto importante) de los aminos de ejeuión se ejeuten. El testing
de seuenias largas ha reibido menos atenión. Consiste en que los sistemas se ejeutan
durante largos periodos de tiempo repitiendo la ejeuión de juegos de tests. A primera vis-
ta, los programadores esperarían que un test se ejeute de la misma manera en ualquier
momento. No obstante, un test que se ha ejeutado satisfatoriamente repetidas vees puede
repentinamente fallar después de prolongados periodos de ejeuión. Los reursos del sistema
se pueden onsumir o volverse orruptos, y los relojes internos, ontadores, así omo otros
omponentes basados en el estado, pueden tomar valores inorretos o simplemente desbor-
darse. Para motivar estos problemas, se desriben algunos errores interesantes en sistemas
distribuidos omplejos. Todos estos errores ourrieron después de que los sistemas estuvieran
desarrollados. Un ejemplo de un error de ejeuión ourrió en el sistema de misiles Patriot
durante la Guerra del Golfo de 1991. El sistema de misiles Patriot tenía la intenión de
intereptar y destruir los misiles Sud, pero un error en el software del proesamiento de los
relojes internos hizo que fallara. Se suponía que estos relojes se reiniiaban freuentemente,
pero una ejeuión prolongada durante más de 100 horas provoó que los misiles Patriot
perdieran sus objetivos Sud. También se desriben otros ejemplos de errores de sistema en
el serviio de ambulanias de Londres o en el ambio de vía del ferroarril en Alemania.
Las medidas tradiionales de ubrimiento de ódigo no se ajustan a la idea de que los
asos de test pueden empezar a fallar después de intentarlo repetidas vees debido al ambio
de estado en sistemas omplejos. Los algoritmos genétios ofreen una ténia on muhas
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araterístias deseables para el testing de seuenias largas demostrada por investigaiones
anteriores (véase [75, 69, 70℄). Por ejemplo, las ténias automátias pueden generar gran
antidad de asos de test sin la desviaión inherente reada en la generaión de asos de
test hehos a mano. En partiular, los algoritmos genétios ofreen una potente ténia de
búsqueda que es efetiva en espaios de búsqueda muy grandes representados por atributos
del sistema y parámetros de entrada en el testing. La funión de tness puede guiar una
búsqueda que produe un gran número de juegos de tests loalizados, pero también puede
simular omportamientos más aleatorios dependiendo del esenario de testing on el que se
esté trabajando.
En [13℄ se utiliza un algoritmo genétio para generar buenos asos de prueba. Sin embargo,
la noión de bondad depende de los resultados de los ilos anteriores de testing. Es deir, se
usa una funión de bondad relativa en vez de absoluta. Para la reaión de asos de prueba,
la funión de bondad relativa ambia a lo largo del tiempo on la poblaión, permitiendo
que las siguientes generaiones tomen ventaja de ualquier detalle reogido de los anteriores
resultados almaenados en el registro fósil. Este registro fósil ontiene todos los asos de test
generados on anterioridad, informaión sobre el tipo de error generado (si es que lo hubo)
y uándo fue ejeutado diho test.
El omportamiento de la búsqueda utilizada se puede desribir usando un método basado
en exploradores, busadores y mineros. Un explorador es un juego de tests muy nuevo que
se esoge independientemente de su aparente probabilidad de éxito. Estos exploradores son,
esenialmente, asos de tests que se distribuyen a lo largo de toda la región del espaio de
tests. Una vez que se desubre un error, la funión de tness fomenta que se testee más la
región en la que se enontró el error. Los busadores son asos de test únios, pero que se
enuentran era de los nuevos errores enontrados. De este modo, los tests nuevos y los
próximos se ombinan en la funión de tness para generar más busadores. Los mineros se
araterizan por ser asos de test generados para explorar más profundamente aquellas áreas
donde se enontraron errores en el pasado. De este modo se failita la búsqueda de errores
en nuevas zonas que no fueron investigadas ni por los exploradores ni por los busadores. La
mezla de estos tres tipos de asos de test tiende a entrar la atenión en zonas de errores
mientras que también se generan algunos tests en regiones dispersas del espaio de tests.
Los experimentos realizados en el artíulo muestran que el algoritmo genétio desarrolla-
do es apaz de generar datos de test que desubren fallos en el software on una preisión del
90%-97%, quedando demostrado el potenial de estas ténias. Para nalizar se presenta el
desarrollo de una apliaión para simular vehíulos autónomos en la que se explora el uso
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de algoritmos genétios on ellos. El simulador onsiste en unos robots simples que exploran
un paisaje inventado, reogen muestras y transmiten datos. Los robots reiben órdenes y se
oordinan on el resto para realizar tareas más omplejas. En este entorno, periodos largos
de ejeuión simulan misiones de larga duraión y es una buena oportunidad para el testing
de seuenias largas.
En [62℄ los autores proponen usar diagramas UML y ACO, en vez de algoritmos genéti-
os omo en [13℄, para generar datos de tests. Conretamente, un grupo de hormigas explora
el grafo induido por el diagrama de estados UML y trata de generar datos de test óptimos
para umplir el requisito de obertura de tests onsiderado. Para poder apliar ACO a la
generaión de asos de tests, es neesario:
Transformar el problema de testing en un grafo (muy habitual en la apliaión de
métodos de omputaión evolutiva para resolver problemas de testing).
Un test heurístio para medir la alidad de los aminos a través del grafo.
Un meanismo para rear posibles soluiones eientemente y un riterio adeuado
para nalizar la generaión de soluiones.
Un método apropiado para atualizar las feromonas.
Y una regla de transiión para determinar la probabilidad de que una hormiga vaya
de un nodo al siguiente en el grafo.
El juego de tests generado tiene que umplir tres riterios:
Cubrir todos los estados.
Ser viable, es deir, ada aso de test representa un amino posible en el diagrama
orrespondiente.
Ser óptimo, el juego de tests no ontiene asos de test redundantes y ontiene las
seuenias de test más ortas posibles.
Se onsidera el problema de haer trabajar simultáneamente a un grupo de hormigas para
realizar una búsqueda ooperativa en un grafo dirigido G. Una hormiga k en un vértie v del
grafo está asoiada on una tupla (Sk,Dk, Tk, P ) donde Sk almaena los vérties reorridos
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por la hormiga; Dk india aquellos vérties que están siempre onetados al vértie atual
v; Tk representa las onexiones diretas del vértie atual v on sus vérties veinos; P
representa los niveles de feromona en los vérties veinos a los uales puede moverse una
hormiga en el vértie atual. Sk, Dk, y Tk son datos privados en ada hormiga, mientras que
el onjunto P es un dato ompartido por todas las hormigas.
El algoritmo empleado por una hormiga k onsiste en: (1) evaluar el vértie atual α,
atualizar el amino introduiendo el vértie α en el onjunto Sk y evaluar las onexiones a
α para denir Tk usando la tabla de transiión de estados asoiada al diagrama UML; (2)
moverse al siguiente vértie seleionando el destino dependiendo de la antidad de feromona
depositada, atualizar las feromonas y mover la hormiga.
Existen dos problemas que son habituales en el testing de software basado en estados.
Por un lado, algunos de los asos de test generados no son viables y, por otro lado, se tienen
que generar inevitablemente muhos asos de test redundantes para onseguir alanzar todos
los estados. No obstante, el algoritmo expuesto posee iertas ventajas: esta propuesta usa
diretamente UML estándar reado en el proeso de diseño del software y la seuenia de test
generada automátiamente siempre es viable, no redundante y umple el riterio de ubrir
todos los estados.
El propósito en [29℄ es el empleo de métodos basados en olonias de hormigas para ge-
nerar un onjunto de tests apropiado para un sistema software. Como novedad respeto a
los artíulos presentados anteriormente, el diseño y los posibles usos del sistema software son
modelados usando un Modelo de Uso de Markov (MUM o Markov Usage Model) [104, 105℄
que es una desripión versátil del modelo para el uso de un produto software dado en el
ampo de la apliaión, que reeja la distribuión operaional del sistema. Además, el MUM
se enriquee on estimaiones de probabilidades de fallos, pérdidas en aso de fallo y ostes
de testing. Se parte de la idea de que es muy omún que los usuarios no usen todas las fun-
iones desritas en la espeiaión de un produto on la misma freuenia. Este heho da
al problema onsiderado el aráter de un problema de deisión bajo inertidumbre. Los au-
tores onsideran la dependenia mutua existente entre el ubrimiento y los ostes de testing,
intentando enontrar un ompromiso óptimo entre ambos usando dos variantes del método
ACO estándar. El prinipal problema es que para hallar una soluión, el desarrollador no
tiene un onoimiento exato de los posibles fallos y pérdidas en aso de fallo, dihos datos
neesitan ser uantiados para enriqueer el MUM on esta informaión.
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En la literatura ya se han estudiado problemas similares, prinipalmente en el ontexto de
testing de protoolos o testing de interfaes de usuario [12, 24, 107℄. Si bien dihos trabajos
intentan satisfaer algunos riterios de ubrimiento predenidos (típiamente, ubrimiento
de aros) en esta propuesta no se fuerza un ubrimiento ompleto. Para apliar las variantes
de ACO, es neesario identiar los estados del software, las posibles transiiones entre los
estados y las probabilidades de las posibles transiiones. Es onveniente usar un grafo dirigido
on muhas onexiones para la representaión del MUM donde los nodos son los estados, las
aristas son las transiiones y las probabilidades de las transiiones (estritamente positivas)
se indian on una etiqueta sobre ada uno de los aros. En el MUM existen un únio nodo
iniial y un únio nodo nal, donde además se añade un aro adiional del nodo nal al
iniial representando una nueva llamada al programa.
En los experimentos presentados, se aplian tres variantes diferentes del algoritmo ACO.
En la variante estándar, la probabilidad de elegir un aro es proporional al nivel de rastro
(τ(e)) y a un valor de atraión (η(e)). En la Variante A, la probabilidad de que una determi-
nada arista e sea elegida es proporional a τ(e)×η(e) e inversamente proporional al número
total de vees que la arista e ha sido atravesada en todos los pasos anteriores. De este modo,
las aristas que ya han sido usadas freuentemente toman una probabilidad menor para ser
elegidas en el futuro, lo que favoree la diversiaión de las rutas. En la terera variante
(Variante B) se aplia el mismo meanismo de seleión que en la variante estándar, pero se
modia el meanismo de atualizaión del rastro de feromonas: sólo se aumenta el rastro
en aquellas aristas que perteneen a la mejor ruta enontrada hasta el momento uando el
amino atraviesa un mínimo número de aristas de la mejor ruta onseguida. Esta variante
también favoree la diversiaión.
Como aso de estudio el algoritmo es apliado a un sistema de tamaño medio del mundo
real que representa un entro de llamadas usado por la Cruz Roja austriaa. El MUM
onsiderado onsiste en 47 nodos y 85 aros y reeja 3 menús prinipales y submenús. La
desripión ompleta ha sido dividida en 4 diagramas: la seión prinipal y tres subseiones.
El objetivo perseguido es la derivaión automátia de un onjunto de tests adeuado que
reorra el grafo MUM usando un algoritmo ACO.
En el artíulo se reogen los datos de las mejores soluiones halladas por los 3 esquemas
presentados. La versión ACO estándar enuentra buenas soluiones a partir de 35 iteraiones
del algoritmo, mientras que en las 10 - 20 primeras iteraiones los resultados son bastan-
te pobres. Sin embargo, las variantes A y B del método obtienen soluiones relativamente
buenas onseguidas en un número pequeño de iteraiones, lo que hae a estos métodos es-
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peialmente interesantes en su apliaión a sistemas más omplejos. Todos los algoritmos
enuentran soluiones muy razonables después de 70 iteraiones, lo que supone aproximada-
mente 3 segundos. En estos resultados experimentales se observa que las propuestas mejoran
los resultados obtenidos por una soluión heurístia de tipo devoradora.
En [6℄ se propone usar un nuevo tipo de modelo ACO para refutar propiedades de seguridad
en sistemas onurrentes. Mientras que en los anteriores problemas ACO se apliaba a la
generaión de tests [29, 62℄, en este artíulo se aplia al model heking, más espeíamente
a la refutaión de propiedades de seguridad.
En este artíulo se trata un problema de model heking en el que se analizan todos los
posibles estados del programa para probar (o refutar) que la implementaión satisfae una
propiedad dada. La propiedad se espeia usando una lógia temporal omo LTL (Linear
Temporal Logi) o CTL (Computation Tree Logi). La herramienta utilizada es SPIN [54℄
(uno de los model hekers explíitos más onoidos) que toma omo entradas un modelo
software odiado en Promela y una propiedad espeiada en LTL y transforma el modelo y
la negaión de la fórmula LTL en un autómata de Bühi [38℄ (una extensión de un autómata
de estados nitos on entradas innitas) para realizar el produto sínrono de ambos. Se
explora el autómata resultante para busar un ilo de estados que ontenga un estado de
aeptaión alanzable desde el estado iniial. Si se enuentra el ilo, entones existe al menos
una ejeuión del sistema que no satisfae la propiedad LTL (para más detalles ver [55℄). Si
ese tipo de ilo no existe, entones el sistema satisfae la propiedad y la veriaión naliza
on éxito.
En [6℄ se propone usar un nuevo modelo ACO para grafos muy grandes, para enontrar
ontraejemplos de fórmulas LTL en sistemas onurrentes. El modelo presentado es apaz
de tratar problemas de optimizaión onstruyendo un grafo de tamaño desonoido que se
onstruye según avanza la búsqueda. El objetivo onsiste en explorar el grafo on una pequeña
antidad de memoria. Para evitar la onstruión de soluiones andidatas ompletas, se
limita la longitud del amino reorrido por una hormiga en la fase de onstruión. De este
modo, la fase de onstruión se puede realizar en un tiempo limitado y on una antidad de
memoria limitada. Sin embargo, esta limitaión implia que la mayoría de los aminos sean
soluiones pariales y que se neesite una funión de tness que pueda evaluar soluiones
pariales.
La limitaión del amino de las hormigas introdue un nuevo problema: existe un nuevo
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parámetro en el algoritmo (λant) que estableerá la longitud máxima de los aminos y uyo
valor óptimo no es fáil de estableer a priori. Si se seleiona un valor más pequeño que la
profundidad (donde la profundidad de un nodo es la longitud del amino más orto desde el
estado iniial hasta diho nodo), el algoritmo no enontrará ninguna soluión al problema.
Es por ello que se debe seleionar un valor mayor que la profundidad de un nodo objetivo.
Como este valor normalmente se desonoe, se proponen dos alternativas para onoer la
profundidad de un determinado nodo: la ténia de expansión y la del misionero. En la
Figura 3.1 se muestra gráamente el omportamiento de las dos alternativas propuestas.
Figura 3.1: Alternativas para alanzar el nodo objetivo
La primera de las ténias onsiste en ir inrementando dinámiamente λant durante la
búsqueda mientras que no se enuentre el nodo objetivo. Si la profundidad del nodo objetivo
es alta (el aso peor) el omportamiento puede ser el de un método ACO estándar, pero si la
profundidad no es muy alta el método puede ser más eiente. La segunda alternativa onsiste
en omenzar la onstruión del amino de las hormigas desde diferentes nodos durante la
búsqueda. Es deir, al prinipio las hormigas se sitúan en los nodos iniiales del grafo y
el algoritmo se ejeuta durante un número dado de pasos σs. Si no se enuentra el nodo
objetivo, los últimos nodos de los aminos onstruidos por las hormigas se usan omo nodos
de iniio para las siguientes hormigas. En el siguiente paso del algoritmo, las nuevas hormigas
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omienzan a reorrer el grafo empezando en los últimos nodos de los aminos alulados en
el paso anterior. De este modo, la longitud de los aminos se mantiene onstante, al igual
que la memoria requerida y el tiempo de CPU.
Los resultados muestran que usando una búsqueda heurístia se puede reduir tanto
la longitud de los ontraejemplos omo la antidad de memoria neesaria para obtener un
error, permitiendo la exploraión de modelos más grandes. Además, la apliaión presentada
para resolver el problema de omprobar propiedades de seguridad en sistemas onurrentes
muestra que los algoritmos denidos son apaes de mejorar los métodos exhaustivos ono-
idos en eaia y eienia. Este heho los hae adeuados para omprobar propiedades de
seguridad en sistemas onurrentes grandes, donde las ténias tradiionales no enuentran
errores debido al tamaño del modelo. Por último, estos algoritmos se pueden usar on otras
ténias para reduir la antidad de memoria neesaria en las búsquedas omo la reduión
de orden parial [63℄, la reduión simétria [56℄ o la ompresión de estados.
En [40℄ se presenta un método para explorar espaios de estados muy grandes de siste-
mas onurrentes reativos. El esquema presentado utiliza algoritmos genétios para guiar
la búsqueda en el espaio de estados y llegar a estados de error. Para implementar este es-
quema se emplea Verisoft [39℄, una herramienta para explorar sistemátiamente el espaio
de estados de apliaiones software ompuesta de varios proesos onurrentes que ejeutan
ódigo arbitrario.
Las soluiones andidatas a ser onsideradas por el algoritmo genétio son seuenias
nitas de transiiones en el espaio de estados empezando en el estado iniial. Cada soluión
andidata se odia usando un romosoma. Para evaluar la idoneidad de un romosoma,
el algoritmo genétio ejeuta el amino odiado por el romosoma invoando un model
heker. Dada la representaión de un sistema, el model heker determina el espaio de
estados a explorar. La ejeuión de un amino omienza en el estado iniial. Si existe más de
una posible transiión desde el estado atual, el model heker informa al algoritmo genétio
sobre el número de posibilidades. El algoritmo genétio deodia una parte del romosoma
y la proesa, informando al model heker sobre qué transiión esoger. El model heker
omprueba si el estado al que lleva diha transiión es un estado de error. Si lo es, se almaena
el amino atual y se notia al usuario. En otro aso, el model heker repite el proeso
desde el nuevo estado.
Como un romosoma sólo puede odiar un número nito de transiiones, el espaio de
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estados sólo se explora hasta una profundidad ja, lo que provoa que el algoritmo genétio
evalúe la idoneidad del romosoma atual. Una vez que se ha alulado la idoneidad del
romosoma atual, se evalúa otro romosoma de la poblaión atual usando el mismo proeso.
En este trabajo se pretende detetar dos lases de errores en el espaio de estados: los
deadloks, que son estados de los uales no salen transiiones (todos los proesos del sistema
están bloqueados) y las violaiones de aseriones, que son los asos en que iertas expresio-
nes booleanas que involuran a variables del programa se evalúan omo falsas. Para guiar la
búsqueda genétia de ambos tipos de estados de error se denen dos heurístias diferentes.
Para detetar los deadloks, la heurístia para medir la idoneidad de un romosoma onsiste
en sumar el número de transiiones posibles en ada estado a lo largo de la ruta de ejeu-
ión representada por el romosoma. Y para detetar violaiones de aseriones, una posible
heurístia onsiste en intentar maximizar la evaluaión de aseriones. Para onseguir esto se
premia a aquellos romosomas que llevan a las máximas evaluaiones de aseriones posibles.
El problema tratado en este artíulo es la exploraión de espaios de estados (muy gran-
des) de sistemas onurrentes reativos denidos on un model heker, por lo que se requiere
el uso de romosomas novedosos y funiones de tness adeuadas para la apliaión al am-
po onsiderado. En los experimentos realizados se muestra que, para enontrar errores en
espaios de estados muy grandes, se puede usar una búsqueda genétia utilizando heurístias
senillas y así onseguir mejorar signiativamente los resultados de las búsquedas tradiio-
nales aleatorias y sistemátias usadas en los atuales model hekers.
En [7℄ se ompara un algoritmo genétio on una ténia exata lásia y se propone el
uso de un nuevo operador (llamado operador de memoria) para resolver el problema afron-
tado que permite a los algoritmos genétios explorar espaios de búsqueda espeialmente
grandes. Conretamente se emplea una variaión en un algoritmo genétio ombinado on
Java Pathnder [45℄, un onoido model heker, para busar errores en apliaiones omple-
jas. Si bien el objetivo onsiderado es la búsqueda de deadloks, on el algoritmo propuesto se
podría busar ualquier tipo de violaión de propiedades de seguridad ambiando úniamente
la funión de tness.
Para detetar aminos que onduzan a deadloks y que sean preferiblemente ortos, se
dene la funión de tness omo:
f = deadlock + numblocked+
1
1 + pathlen
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Donde la variable numblocked representa el número de hilos bloqueados generados por
el amino; pathlen representa el número de transiiones del amino y deadlock es 1 si se ha
enontrado algún deadlok y 0 en aso ontrario. El algoritmo genétio tratará de maximizar
la funión f . Esta euaión también asume que el número de hilos del modelo a hequear
es onstante y que un deadlok sólo ourre uando todos los hilos están bloqueados. En
otro aso, el valor deadlock deberá estableerse a un valor muho mayor uando de heho se
enuentra un deadlok.
Para enontrar violaiones de propiedades de seguridad, el model heking trabaja bus-
ando por todos los estados de un modelo y validando ada uno de ellos on las propiedades
espeiadas. Si todos los estados son válidos, queda probado que esas propiedades son váli-
das en el modelo. Si ualquiera de esas propiedades provoa un error, el model heker puede
dar un amino de ejeuión que ondue a ese estado de error. En este aso, un individuo
(romosoma) representa un amino a un estado que provoa una violaión de una propiedad
de seguridad en el modelo. El amino puede ser desrito omo una seuenia de transiiones
desde el estado iniial hasta el estado nal. Como el número de transiiones neesarias para
alanzar el estado objetivo no es onoido de antemano, se usan romosomas de longitud
variable.
El nuevo operador introduido, llamado operador de memoria, se utiliza para permitir
que un amino se pueda extender indenidamente mientras se preserva la memoria requerida
para evaluar a los individuos. Como la poblaión evoluiona y ree, las primeras transiiones
en los individuos tienden a estabilizarse, pero el model heker todavía tiene que evaluarlas en
todas las generaiones. Los autores proponen salvar los estados resultantes de esas primeras
transiiones en slots de memoria y usarlos omo puntos de partida para futuras generaiones.
Las ventajas son evidentes: es neesaria menor antidad de memoria y tiempo para evaluar
ada individuo y el amino puede mantener un reimiento onstante sin neesitar más
memoria. Por supuesto, también existen algunas desventajas: parte del espaio de búsqueda
queda desartado y una buena soluión podría estar en esa parte.
En los experimentos se trata de enontrar deadloks en el problema de la ena de los
lósofos [1℄ y en el problema de los matrimonios estables [3℄. En primer lugar se ompara el
algoritmo genétio propuesto usando el operador de memoria y sin usarlo. En el problema de
la ena de los lósofos, el algoritmo genétio que usa el operador de memoria es más rápido
a la hora de enontrar los deadloks, requiere menos memoria y obtiene mejores resultados.
Sin embargo, on el problema de los matrimonios estables se da la situaión ontraria. El
algoritmo genétio que no usa el operador de memoria es más rápido en enontrar el amino a
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un deadlok y enuentra aminos más ortos y on mejores resultados. Al usar el operador de
memoria se empleaba menor antidad de memoria, pero se enontraban más diultades para
enontrar un deadlok. El problema es que, al usar el operador de memoria, se seleionan las
mejores soluiones de ada tramo y luego se ontinúa busando la mejor soluión partiendo
de los primeros segmentos de la soluión, pero esto impide seleionar una mala soluión
parial al omienzo para enontrar una buena soluión global. Es posible que utilizando una
mejor funión de tness, en vez de usar la genéria, se soluionasen estos problemas.
También se ompara el algoritmo desarrollado on algoritmos estándar de búsqueda ex-
haustiva (búsqueda primero en profundidad y búsqueda primero en anhura). Se muestra
que, generalmente, el algoritmo genétio neesita más tiempo que los algoritmos estándar
para alanzar un error, pero las trazas de error generadas por diho método son más pe-
queñas y simples, lo que failita su uso en la depuraión del programa. Además, el método
puede usarse en problemas más grandes, donde los métodos estándar no se pueden emplear
debido a la antidad de memoria neesitada. Sin embargo, existen varios problemas en el
método presentado. Un problema es el heho de que se debe limitar el reimiento de los
romosomas de los individuos. Esto requiere tener a priori una estimaión de la longitud de
la adena de error, que en prinipio es imposible onoer. El otro problema es la antidad
neesaria de memoria en este algoritmo, al menos en su versión estándar. Por ello se propo-
ne el operador de memoria, mediante el ual se podrían resolver estos problemas e inluso
manejar problemas más grandes.
Finalmente se propone modiar el algoritmo propuesto para detetar propiedades de
viveza. Esto impliaría añadir una fase más al algoritmo en la que, en vez de busar un
estado de error, se busque un ilo que inluya el estado enontrado en la primera fase.
En [49℄ los autores presentan los requerimientos neesarios para rear un método formal
integrado para el análisis de sistemas basados en nubes de partíulas. Futuras misiones de la
NASA explotarán nuevos paradigmas para la exploraión del espaio enfoado a las emer-
gentes tenologías de los sistemas autónomos y automátios. Los oneptos de las misiones
tradiionales están siendo omplementados on nuevos oneptos que involuran a muhas
naves espaiales pequeñas, trabajando de forma ooperativa, análogamente a los enjambres
en la naturaleza. Esto ofree varias ventajas: la apaidad de mandar naves a explorar regio-
nes del espaio donde las naves tradiionales no podrían llegar y la reduión de los ostes y
el peligro de las misiones. El grado de autonomía de estas misiones haría neesaria una anti-
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dad prohibitiva de testing para asegurar la orreión del sistema. Además, el aprendizaje y
la adaptaión implian una ontinua mejora en el omportamiento y la apariión de nuevos
patrones de omportamiento que no pueden ser predihos usando métodos tradiionales de
desarrollo. El resultado es que las ténias de espeiaión y de veriaión formal jugarán
roles vitales en el desarrollo futuro de las misiones de exploraión del espaio de la NASA.
Así omo el software empleado en las misiones espaiales se vuelve más omplejo, también
se vuelven más difíiles las tareas de testing y de búsqueda de errores. Esto es espeialmente
ierto en proesos altamente paralelos y sistemas distribuidos, y ambas son araterístias de
los sistemas basados en nubes de partíulas. Las ondiiones de ejeuión en estos sistemas
normalmente no se pueden enontrar introduiendo datos de ejemplo y hequeando si los
resultados son orretos. Estos tipos de errores dependen del tiempo y sólo ourren uando los
proesos envían o reiben datos en un tiempo en partiular o en una seuenia en partiular.
Para enontrar estos errores usando testing, el proeso de software tiene que ejeutarse en
todas las posibles ombinaiones de estados en los que los proesos podrían estar a la vez en él.
Como el espaio de estados es exponenial on el número de estados, no se puede testear on
un número relativamente pequeño de elementos en la nube de partíulas. Tradiionalmente,
para tratar el problema de la explosión de estados, los veriadores reduen artiialmente el
número de estados del sistema y aproximan el omportamiento del software usando modelos.
Se ha probado que los métodos formales mejoran el orreto funionamiento de omplejos
sistemas formados por omponentes que interatúan entre sí. Una vez esrita, se puede usar
una espeiaión formal para probar propiedades de un sistema, hequear distintos tipos
de errores y usarse omo entrada de un model heker. La veriaión de omportamientos
emergentes es un área que, desafortunadamente, no tratan adeuadamente la mayoría de
métodos formales. Por ello surge el proyeto FAST, que es un proyeto que estudia ténias
de métodos formales para determinar si algún método formal es adeuado para veriar
sistemas basados en nubes de partíulas y su omportamiento evolutivo. También trata de
identiar una propuesta formal integrada para tenologías basadas en nubes de partíulas.
El proyeto enontró sólo dos propuestas formales que, on algunas modiaiones, pudieran
analizar el omportamiento evolutivo de los enjambres. WSCCS (Weighted Synhronous
Calulus of Comuniating Systems) [99, 98℄, una álgebra de proesos usada para analizar
aspetos soiales de los insetos; y las Máquinas-X (en inglés X-Mahines) [52, 53℄ que han
sido usadas para modelar biología elular y que on algunas modiaiones pueden espeiar
nubes de partíulas. Sin embargo, estas propuestas no predien omportamientos evolutivos
del modelo, pero sí el omportamiento después de la evoluión.
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El proyeto ha denido un método formal integrado que es apropiado para el desarrollo
de los sistemas estudiados. Las propiedades neesarias para la espeiaión y la prediión
del omportamiento de las nubes de partíulas son las siguientes: representaión de proesos,
razonamiento, eleión de aiones alternativas, envío de mensajes asínrono, almaenamien-
to o buering de mensajes, determinaión de si se han logrado los objetivos, métodos para
determinar nuevos objetivos y predeir omportamientos evolutivos entre otros. En el pro-
yeto seleionaron uatro métodos formales que ombinados servirán para espeiar nubes
de partíulas: las álgebras de proesos CSP [50, 48℄ y WSCCS [99, 98℄, las Máquinas-X [51℄
y la Unidad Lógia [71℄. Se onluye que la integraión de estos métodos es la mejor ténia
para la veriaión de sistemas ooperativos basados en nubes de partíulas. La integraión
de los aspetos de memoria y funiones de transiión de las Máquinas-X on prioridades y
la informaión probabilístia de WSCCS y los otros métodos produe un método de espe-
iaión que previsiblemente permitirá la onstruión de las herramientas neesarias para
espeiar el omportamiento evolutivo de los sistemas basados en nubes de partíulas.
En [100℄ se muestran los resultados de una investigaión referente al desarrollo de un progra-
ma de generaión automátia de datos de tests para respaldar el testing de sistemas software
de seguridad rítia. Para ello se explotan ténias de búsqueda independientes que permi-
tan el uso de nuevos riterios de test. Estos riterios son dirigidos mediante funiones que
uantian lo adeuados que son los datos de test según algún riterio previamente esta-
bleido. El entro del proyeto onsiste en investigar ténias para validar un software de
un ontrolador digital de aviones (FADEC, Full Authority Digital Engine Controller). Este
software está sometido a gran antidad de ambios y los ostes asoiados a la re-veriaión
son muy elevados. El objetivo onsiste en desarrollar un soporte automátio de testing para
reduir dihos ostes manteniendo o mejorando la alidad. Las ténias desarrolladas son
también apliables a otros sistemas software de seguridad rítia. La estrutura está basada
en la apliaión de diferentes ténias de búsqueda, a diferenia de los anteriores trabajos
presentados. En partiular, se puede denir un riterio de test simplemente proporionando
una funión de tness que dé una medida uantitativa de la idoneidad de ada riterio de
test.
El software de seguridad rítio se neesita testear, ya que un fallo en estos sistemas puede
provoar heridos o muertos. Además se introduen algunas propiedades de interés durante
el testing, ya que las atividades de veriaión tradiionales se entran en la orreión
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funional del software, lo que no es suiente para sistemas de seguridad rítia. Otro de los
puntos novedosos del trabajo es que se utilizan dos tipos de análisis para veriar propiedades
de interés en el sistema: estátio y dinámio. El análisis estátio involura la onstruión
y análisis de un modelo abstrato matemátio del sistema, pero no ejeuta el software que
se quiere testear. El análisis dinámio, sin embargo, involura la ejeuión del software y
monitoriza su omportamiento.
El sistema propuesto implementa las siguientes heurístias: búsqueda aleatoria, esalada
por máxima pendiente, enfriamiento simulado y algoritmos genétios. Todas estas ténias
se utilizan para la generaión de distintos juegos de tests. El sistema desarrollado en el
proyeto se ha desarrollado de tal modo que sea extensible para la generaión de nuevos
datos de test. Para la seleión de los datos de test, y onseuentemente su generaión,
hay que busar datos de test según un riterio partiular. Normalmente el veriador del
software es el responsable de enontrar los mejores datos de test dado algún riterio on
algunas restriiones (a menudo de tiempo o de dinero). Sin embargo, este proeso puede
llevar muho tiempo, ser difíil y ser aro. A menudo, el veriador debe rear un onjunto
de tests para ejeutar una parte determinada del sistema. La funión de tness deberá guiar
a los métodos de búsqueda para automatizar esta generaión de tests. En algún punto de
la ejeuión del sistema que perteneza a la parte del sistema a analizar, se invoa a la
rutina de la funión de tness para evaluar la idoneidad de los datos de test atuales. Esta
funión evaluará el valor de todas las variables loales en un punto espeío de la ejeuión.
Conretamente, en el algoritmo genétio para la generaión de datos de test, se implementa
el operador de mutaión de distintos modos:
Mutaión simple: establee un parámetro on otro valor válido generado de manera
aleatoria.
Mutaión aleatoria: reemplaza una soluión entera por una soluión generada aleato-
riamente.
Mutaión de veindario: utiliza el enfriamiento simulado. Los valores de los parámetros
se sustituyen por valores veinos de los atuales.
El sistema desarrollado soporta la generaión de datos de test expliada. Consiste en
una herramienta de extraión de informaión - Figura 3.2 -, una oleión de generadores
de funiones de tness y la implementaiones de las ténias de búsqueda. La herramienta
de extraión de informaión toma el sistema a testear y el riterio de test deseado y ex-
trae la informaión que neesitan los generadores de funiones de tness. Los generadores
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Figura 3.2: La herramienta basada en búsquedas
de funiones de tness toman la informaión extraída del sistema y generan un ódigo para
evaluar la efetividad de los datos de test dependiendo del riterio de test seleionado. Por
último, se ompilan juntos: la funión de tness, la implementaión de la ténia de búsqueda
empleada y el sistema, para así formar el sistema de generaión de asos de test. Al ejeutar
el programa resultante de diha ompilaión, se iniia el proeso de generaión de datos de
test usando la ténia de búsqueda seleionada para loalizar datos de test que umplan
el riterio de test espeiado. Se emplean las ténias de búsqueda para loalizar valores
óptimos de la funión de tness.
A ontinuaión exponemos brevemente otros trabajos relaionados. Los algoritmos genétios
ya han sido usados en un amplio rango de apliaiones. En partiular, los algoritmos gené-
tios se han usado para realizar testing estrutural y funional de programas seueniales.
Por ejemplo, en [75℄ se presenta una ténia para la generaión automátia de datos de test
usando un algoritmo genétio guiado por un programa de ontrol de dependenias; su imple-
mentaión está dirigida a onseguir ubrimiento de ramas y de delaraiones (statement and
branh overage). En [57℄ se usan algoritmos genétios para generar onjuntos de tests que
satisfagan los requisitos de un onjunto de datos de test adeuado para testing estrutural.
En [18℄ se utiliza omo punto de partida el trabajo [57℄ y se presenta una herramienta para
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la automatizaión de la generaión de datos de test y la identiaión de aminos inviables.
Mientras que en [59℄ se desarrolla un maro de trabajo que usa algoritmos genétios para
que los métodos de testing puedan manejar estruturas de datos ompliadas; este méto-
do fue apliado satisfatoriamente para identiar diferentes errores en una arquitetura de
redes dinámias de dispositivos y ordenadores. Otros trabajos modernos aplian algoritmos
genétios para enontrar juegos de tests adeuados. En partiular, en [26℄ se usan ténias
de testing de mutaión para evaluar la aptitud de juegos de tests en programas Haskell o
en [79℄ se utiliza un método basado en la formaión de los ríos para enontrar tests ortos que
alanen algunos estados o aristas en una FSM asumiendo que se puede guardar y restaurar
un estado del sistema.

Capítulo 4
Resumen de los Artíulos Originales
de la Tesis
En este apítulo presentamos de forma resumida las publiaiones originales que onfor-
man la tesis. Después de introduir dihos artíulos, se inluyen también los resúmenes de
dos artíulos no publiados, atualmente en proeso de revisión en revistas, que mejoran y
extienden las aportaiones de dos de las publiaiones inluidas en la tesis.
4.1. Using River Formation Dynamis to Design Heuristi Al-
gorithms
En [80℄ introduimos por primera vez RFD, el algoritmo heurístio entral de esta tesis.
Reordemos que el esquema general de este algoritmo se desribe en detalle en la seión 2.6.
Es por ello que la desripión de esta seión se entrará en presentar la motivaión general
del algoritmo y en desribir la experimentaión on el mismo desarrollada en [80℄.
Como ya vimos en el apítulo 2, los métodos inspirados en la naturaleza son útiles
porque ofreen un punto de vista alternativo para afrontar problemas que son espeialmente
difíiles. Este es el aso de los problemas NP-duros, que se supone que, en el peor de los
asos, neesitan tiempo exponenial para ser resueltos. Como en la prátia no es posible
resolver estos problemas, se sustituyen los métodos óptimos por algoritmos heurístios que,
normalmente, neesitan tiempo polinómio para obtener soluiones subóptimas. En este
artíulo onsideramos el problema del viajante de omerio (en adelante TSP, del inglés
Traveling Salesman Problem). Este problema NP-ompleto ha atraído la atenión de muhos
desarrolladores debido a que, por un lado, enontrar aminos óptimos es un requisito que
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aparee a menudo en apliaiones reales y, por otro lado, es un maro adeuado para probar
métodos heurístios.
Un método que proporiona eientes algoritmos heurístios para resolver el TSP es la
optimizaión basada en olonias de hormigas (ACO). Como expusimos en la seión 2.5, este
método onsiste en opiar el método usado por las hormigas para enontrar buenos aminos
desde su nido hasta las fuentes de omida. Sin embargo, estos métodos también tienen
algunos problemas intrínseos. Algunas vees, los aminos formados por las hormigas pueden
interferir entre sí y dañarse mutuamente. Por ejemplo, se pueden rear y reforzar ilos
loales. Otro de los problemas asoiados a estos métodos es que si una hormiga enuentra un
amino mejor, se neesita que muhas hormigas tomen ese amino y refueren el rastro de
feromonas para que esa ruta se estableza omo la favorita frente a otros aminos antiguos
ya estableidos.
Ambos problemas son onseuenia de la siguiente propiedad: uando una hormiga tiene
que deidir su próximo movimiento, sólo tiene en uenta el rastro de feromona en ada uno
de los posibles destinos, ignorando el rastro presente en el origen. Ahora supongamos que, en
lugar de basar los movimientos de las hormigas en la antidad de feromonas en ada posible
destino, onsideramos la diferenia de feromonas entre el origen y el destino, requiriendo
que esta diferenia sea positiva, es deir, el rastro de feromona debe ser mayor en el destino
que en el origen. Esta alternativa ayuda a superar los problemas expuestos. En partiular,
omo vimos en la seión 2.6, el uso de diferenias de feromonas hae que los ilos loales
resulten ontraditorios y provoa la rápida preferenia por los aminos más ortos. Pero
ahora surge una pregunta: ¾ómo haer que los rastros de feromonas sean reientes en ada
uno de los aminos? Para ello, dejamos de lado la metáfora de las hormigas y onsideramos
otro maro de trabajo. El maro de trabajo alternativo también está basado en la naturaleza,
en partiular en la formaión dinámia de los ríos, y simula el proeso geológio de la lluvia,
la erosión y la sedimentaión. Presentamos un algoritmo basado en estas ideas llamado RFD
(del inglés River Formation Dynamis), estudiamos ómo este método permite resolver los
problemas que apareen en los métodos ACO y, además, apliamos el algoritmo para resolver
el TSP, aunque para ello es neesario adaptar el esquema general.
Los resultados obtenidos son omparados on los resultados obtenidos por un método
ACO y onluimos que el método ACO obtiene mejores soluiones en los primeros segundos
de ejeuión ya que las hormigas onsiguen onverger más rápidamente. Sin embargo, uando
pasa algún tiempo más, la alidad de las soluiones del método RFD mejora la alidad de
las soluiones halladas por ACO debido a que la exploraión realizada por nuestro método
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es más profunda.
4.2. Finding Minimum Spanning/Distanes Trees by using Ri-
ver Formation Dynamis
En [81℄ adaptamos el esquema general del método RFD presentado en [80℄ para tratar
on dos nuevos problemas. Estos problemas onsisten en, dado un grafo valorado, (1) en-
ontrar el árbol reubridor mínimo y (2) enontrar el árbol de distanias mínimo, es deir,
un árbol tal que la suma de las distanias desde ada nodo a un nodo de salida dado es
mínima. La forma estándar de estos problemas no requiere el uso de métodos heurístios
porque se pueden resolver polinómiamente, por ejemplo usando los algoritmos de Kruskal
y Dijkstra respetivamente. Sin embargo, algunas generalizaiones de estos problemas son
NP-ompletos. Introduimos la siguiente generalizaión: onsideramos que el oste de tomar
una arista e depende del amino seguido hasta entones. Es deir, si se atraviesa e después
de haber seguido un amino σ, entones el oste de añadir e al amino es ce,σ; en general,
ce,σ 6= ce,σ′ para ualquier otro amino σ
′
.
En el artíulo se añade una deniión formal de los nuevos problemas introduidos y
también se dene un grafo de oste variable. El problema del árbol de distanias mínimas en
un grafo de oste variable, que denotamos por MDV, onsiste en lo siguiente: dado un grafo
de oste variable G y un número natural K ∈ IN, enontrar un árbol G′ en G tal que el oste
de distanias (suma de ostes desde iertos nodos hasta un nodo determinado, ver [81℄) de
G′ sea menor o igual que K. Y el problema del árbol reubridor mínimo en un grafo de oste
variable, que denotamos por MSV, onsiste en lo siguiente: dado un grafo de oste variable
G y un número natural K ∈ IN, enontrar un árbol G′ en G tal que el oste de reubrimiento
(suma de ostes promediados del árbol, ver [81℄) de G′ sea menor o igual que K.
La generalizaión de los problemas presentados aumenta su apliabilidad a nuevos es-
enarios. Por ejemplo se puede apliar a problemas de testing, donde uno de los objetivos
perseguidos es interatuar on un sistema de tal modo que todos los estados se alanen al
menos una vez, problema que se ajusta al MSV.
1
Por otro lado, el problema MDV permite
abordar la onstruión de determinados tipos de redes de área loal (LAN). En partiular,
1
Diho problema de testing se abordará explíitamente en el artíulo [87℄ (ver la seión 4.6 dentro de
un maro de máquinas de estados nitos. El problema MSV, al inluir explíitamente el uso de variables,
extiende diho problema de testing al ontexto de las máquinas de estados nitos extendidas, que inluyen
el uso de variables, aunque no onsidera explíitamente la posibilidad de reuperar estados anteriores, omo
de heho sí hae en [87℄.
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MDV permite que los ostes de transmisión dependan de la informaión que se transmite.
De nuevo apliamos los algoritmos RFD y ACO para resolver los problemas presentados
y omparar las soluiones aluladas. Observamos que las soluiones obtenidas usando ACO
son mejores al prinipio de la ejeuión. Sin embargo, tras ejeutar los algoritmos algo más de
tiempo, las soluiones halladas por RFD mejoran las obtenidas por ACO. Esto nos muestra
la tendenia general de nuestro método a realizar exploraiones más profundas del grafo
analizado.
4.3. Solving Dynami TSP by using River Formation Dyna-
mis
En [86℄ resolvemos un problema muy relaionado on los problemas de routing: el proble-
ma del viajante de omerio (TSP) dinámio, en el que los nodos (o hosts) y las aristas (o
onexiones) pueden apareer y/o desapareer a lo largo del tiempo. Esto permite representar
esenarios donde las redes pueden ambiar y obliga a los algoritmos de routing a adaptarse a
esos ambios. Resolver el TSP dinámio para enontrar aminos óptimos en una red requiere
enfrentarse a una doble diultad: (1) por un lado se está resolviendo un problema NP-duro
y, (2) por otro lado, los datos neesarios para tomar las deisiones están distribuidos, siendo
neesario un algoritmo que tome deisiones de auerdo a informaión loal.
Los métodos de omputaión evolutiva proporionan algoritmos que afrontan ambos
problemas de manera intrínsea. Es por ello que en este artíulo adaptamos el método RFD
para resolver el TSP en redes dinámias. Este problema tiene apliaiones, por ejemplo, en el
routing de redes defetuosas o ongestionadas y en la planiaión del tráo. Para afrontar
este nuevo problema, identiamos y reforzamos las araterístias de RFD que mejoran
su adaptaión a los ambios en grafos. La geología nos da algunas araterístias que son
importantes en este sentido. Destaquemos que el proeso de erosión proporiona un método
para penalizar aminos ineientes así ómo para evitar aminos bloqueados, ya que si un
amino ondue a un nodo que está a menor altura que el resto de nodos adyaentes, entones
la gota depositará sus sedimentos inrementando la altura de diho nodo. Antes o después,
la altura de este nodo alanzará la de sus nodos veinos permitiendo que gotas posteriores
puedan seguir avanzando en su amino. De este modo, los aminos no se verán interrumpidos,
obteniéndose un método implíito para evitar omportamientos inorretos de las gotas, así
omo para enontrar rutas alternativas uando un amino antiguo se interrumpe por la
desapariión de un nodo o de una arista.
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En los experimentos realizados, primero alulamos una soluión de una instania del
problema apliando tanto ACO omo RFD. En el siguiente paso introduimos alguno de los
siguientes ambios en el grafo: (1) borramos una arista que forma parte tanto de la soluión
enontrada por RFD omo por ACO; (2) borramos un nodo del grafo; (3) añadimos un
nuevo nodo. Una vez que se ha introduido el ambio, realulamos las soluiones on ambos
métodos. Cabe destaar que no se reiniian los algoritmos, sino que se mantiene el estado
atual de los métodos, es deir, la antidad de feromonas presente en ada arista y la altura
de los nodos. En los resultados se observa que el RFD tiene mayor apaidad de reaión de
reonstruir buenas soluiones después de un ambio. Cuando se introduen muhos ambios
a la vez, los resultados obtenidos son similares: al prinipio de la ejeuión las hormigas
onsiguen mejores resultados pero las gotas onsiguen mejorar sus soluiones tras pasar un
poo de tiempo.
4.4. Applying River Formation Dynamis to Solve NP-Com-
plete Problems
En [83℄ reopilamos todo el trabajo realizado hasta ese momento (2008) y lo ampliamos.
Reordemos que el algoritmo RFD fue iniialmente presentado en [80℄, donde apliamos este
método evolutivo para resolver un problema lásio NP-ompleto omo es el problema del
viajante de omerio (TSP) donde era neesario adaptar el esquema general. Después, en [81℄
estudiamos la apliabilidad de RFD a otros problemas NP-ompletos. En partiular, aplia-
mos RFD para resolver los problemas de enontrar el árbol de reubrimiento mínimo y el
árbol de distanias mínimas en un grafo on ostes variables (MSV y MDV respetivamente),
lo que nos permitió analizar la apaidad de RFD para resolver dihos problemas. En ambos
artíulos, analizamos el rendimiento de RFD para resolver el TSP y el MSV omparando
los resultados on las soluiones obtenidas empleando una implementaión de ACO. Los
experimentos realizados mostraron que el tiempo neesario por RFD para enontrar buenas
soluiones es, en general, mayor que el tiempo neesitado por ACO para enontrar soluio-
nes equivalentes, aunque las soluiones enontradas por RFD mejoran las soluiones de ACO
tras dejar pasar algo más de tiempo. Esto es debido a que RFD realiza una exploraión más
profunda del grafo.
En este apítulo del libro Nature-Inspired Algorithms for Optimisation resumimos nuestro
trabajo previo, mostrando las prinipales ideas de nuestro método y experimentos anteriores.
Además, realizamos nuevos experimentos donde omparamos RFD y ACO para las mismas
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instanias del problema MDV. También añadimos nuevos experimentos en los que estudiamos
la apaidad de RFD y ACO para tratar on grafos dinámios. En [86℄ ya se estudió la
apliaión de RFD y ACO al problema del TSP dinámio. Ahora estudiamos la apliaión
de MSV y MDV sobre grafos dinámios, lo que nos permitió omprobar la aptitud de las
gotas y las hormigas para adaptarse dinámiamente y enontrar aminos en un grafo en el
que los nodos y las aristas pueden apareer y/o desapareer.
Los experimentos en los asos dinámios muestran que en algunos asos ACO no onsigue
adaptarse a los ambios y no enuentra soluiones al problema. Para que ACO enontrase
una soluión, podríamos reiniiar ACO tras ada ambio on los datos del nuevo grafo,
pero este problema deja patente que la adaptabilidad de ACO a ambientes dinámios es
peor que la adaptabilidad de RFD. Teniendo en uenta aquellos asos en los que ambos
métodos hallan una soluión, observamos que, de nuevo, ACO enuentra mejores soluiones
más rápidamente. Sin embargo, una vez más, la alidad de las soluiones enontradas por
RFD es mejor uando los algoritmos se ejeutan durante algo más de tiempo. Otra nueva
ontribuión en el apítulo del libro es la inlusión de las demostraiones de que los problemas
MSV y MDV son NP-ompletos. Las demostraiones onsisten en la reduión polinómia
de un problema NP-ompleto onoido, 3-SAT, a ada uno de los problemas onsiderados.
4.5. Hybridizing River Formation Dynamis and Ant Colony
Optimization
En [85℄ desarrollamos un método híbrido ACO-RFD tratando de obtener las mejores a-
raterístias de ada uno de los métodos. Para poder manejar ambos métodos, los nodos de
los grafos almaenarán un valor de altura, así omo ada arista tendrá un valor del rastro de
feromona presente. En este nuevo grafo liberamos las entidades híbridas hormiga-gota. Estas
nuevas entidades ontienen todos los atributos neesarios tanto para denir una hormiga
omo para denir una gota. Cuando una hormiga-gota tiene que deidir su próximo movi-
miento dentro del grafo, tanto los rastros de feromonas omo los valores de altura tendrán
un peso en diha deisión. Nótese que los pesos de ada método no son neesariamente jos
a lo largo de toda la ejeuión, sino que pueden variar. Después de ada movimiento de la
nueva entidad se atualizarán los valores de los rastros de feromonas y las alturas de los
nodos de auerdo a ada uno de los métodos (omo se haría en los métodos estándar). Así,
este método híbrido se verá inueniado por algunos valores tomados tal y omo son (los
rastros de feromonas) y también por algunos valores derivativos (las diferenias de alturas).
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Para omprobar el funionamiento del nuevo método híbrido onsideramos un problema
NP-duro, en partiular MDV (el problema de enontrar el árbol de distanias mínimo en un
grafo on ostes variables). El objetivo de hibridar RFD y ACO en este artíulo onsistirá en
mejorar los resultados obtenidos por ambos métodos. Tras realizar experimentos podemos
onluir que el método híbrido obtiene mejores soluiones que los métodos RFD y ACO
estándar por separado. La mejora de la alidad de las soluiones es debida a la forma en la
que se analiza el espaio de estados. Combinando los dos métodos evitamos que el método
híbrido se quede estanado en soluiones que son óptimos loales para uno de los métodos
pero no para el otro. La alternania en el peso de ada método durante la ejeuión permite
que ada método sea el dominante durante ierto tiempo. De este modo, omprobamos
que los métodos son ompatibles y que pueden olaborar juntos en la formaión de buenas
soluiones.
4.6. Testing Restorable Systems by using RFD
En [79℄ busamos apliar explíitamente nuestro algoritmo a los métodos formales, en
partiular a un problema de testing. Como vimos en el apítulo 3, las ténias formales de
testing permiten realizar tareas de testing de un modo sistemátio y semi-automátio. Nor-
malmente, los testeadores de sistemas no persiguen la ompletitud, sino que aplian algún
tipo de riterio de obertura. Por ejemplo, dada una espeiaión representada por una má-
quina de estados nitos (FSM, del inglés Finite State Mahine), podríamos estar interesados
en apliar un juego de tests que permita alanzar todas las transiiones o todos los nodos
denidos en la espeiaión.
En este artíulo, generalizamos los métodos de testing que tratan de alanzar algún/todos
los estados o transiiones al aso en que el testeador del sistema puede restableer ualquier
onguraión previa del sistema. Asumimos que la implementaión bajo test (IUT, del
inglés implementation under test) es un sistema software y que el testeador puede guardar
la onguraión ompleta atual del sistema en ualquier momento. Más tarde, el testeador
podría restableer diha onguraión y ejeutar el sistema desde ese punto en adelante.
En partiular, tras restaurar una onguraión, podría seguir un amino diferente al que
se siguió la primera vez que se ejeutó. Destaquemos que si podemos guardar/restaurar
onguraiones, entones podríamos utilizar esta araterístia para evitar repetir algunas
seuenias de ejeuión. De esta forma, podríamos ahorrar parte del tiempo asignado a las
atividades de testing. Sin embargo, las operaiones de guardar/restaurar una onguraión
ompleta de un sistema podrían ser ostosas en tiempo. Es por ello que, en general, las
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operaiones de guardar/restarurar sólo deberían usarse en aquellos asos en los que el oste
de repetir un amino es mayor que el oste de guardar y restaurar una onguraión. Este es
el aso de muhos sistemas software que realizan operaiones ostosas pero que no onsumen
muha memoria (por ejemplo, sistemas embebidos o sistemas de ontrol).
En el artíulo presentamos un método que, dado (1) el oste de guardar/restaurar una
onguraión; (2) una espeiaión FSM que india explíitamente el oste de realizar ada
transiión; y (3) un onjunto de onguraiones rítias del sistema que se desean testear,
devuelve un plan para interatuar on el sistema que permite alanzar todas las ongura-
iones rítias en un tiempo reduido. Denotaremos el problema de enontrar la seuenia
de interaión óptima umpliendo estas ondiiones omo el problema de la Seuenia de
Carga Mínima (MLS, del inglés Minimum Load Sequene). Identiamos que este proble-
ma es NP-ompleto, por lo que es razonable resolverlo de manera heurístia. En partiular,
utilizamos el método RFD para aproximar el amino óptimo. Cabe destaar que en un plan
de interaión en el que se permite guardar/restaurar onguraiones, ada punto de res-
tauraión representa una bifuraión. Es por ello que los planes de interaión enontrados
por nuestro método se representarán por un árbol que reorre todos los puntos rítios del
sistema, donde la raíz es el estado iniial de la FSM. Por ello, nuestro objetivo será enontrar
un árbol donde la suma de los ostes de todas las transiiones del árbol (inluidas las sumas
de los ostes de las operaiones de guardar/restaurar) sea mínima.
En los experimentos preliminares realizados (en los uales sólo se tratan onguraiones
rítias que sean nodos, sin tratar onguraiones rítias que sean aristas) se puede observar
ómo podemos obtener planes de testing que neesitan menos tiempo uando se utilizan las
operaiones de guardar/restaurar. Además, omparamos los resultados obtenidos por RFD
on los resultados obtenidos por un método de ramiaión y poda y observamos que las
soluiones enontradas por RFD superan de forma lara las soluiones halladas por diho
método de ramiaión y poda.
4.7. A Formal Approah to Heuristially Test Restorable Sys-
tems
En [87℄ tomamos omo punto de partida el trabajo realizado en [79℄ e introduimos una
deniión formal del problema. En partiular, introduimos la máquina de estados nitos
extendida usada para denir la espeiaión del sistema (llamada Máquina de Estados Fi-
nitos Valorada o WFSM, del inglés Weighted Finite State Mahine), donde denotamos el
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oste de restaurar un estado previo y el oste de las transiiones; denimos el onepto se-
uenia de argas y el oste asoiado a diha seuenia, teniendo en uenta los ostes de
guardar/restaurar una onguraión; enuniamos formalmente el problema MLS; también
denimos el onepto árbol de argas y el oste asoiado a diho árbol; por último, demos-
tramos que un árbol de argas t tiene asoiada una seuenia de argas s equivalente uyos
ostes son iguales, justiando que es indiferente enontrar una seuenia de argas mínima
o un árbol de argas mínimo en el problema MLS.
Para apliar RFD en la resoluión del problema MLS, debemos adaptar el esquema
general. La raíz del árbol que queremos formar será el estado iniial de la WFSM. En
RFD diho nodo será el nodo destino. Para que las gotas puedan llegar al nodo destino,
ada transiión de la WFSM será representada por una arista en el sentido ontrario en el
grafo empleado por el algoritmo. Es neesario el uso de nodos barrera, al igual que uando
resolvíamos el problema TSP, así omo el uso de aristas adiionales que unan ada nodo on
el resto a través del amino más orto para permitir la repetiión de estados en la soluión.
Estas aristas adiionales sirven para denotar que se ha vuelto a un estado ya atravesado
tomando transiiones repetidas, en vez de argando. La segunda modiaión prinipal es
referente a los ostes de arga. Se introdue un inentivo negativo a la formaión de puntos de
bifuraión proporional al oste de arga, porque estos puntos representarán restauraiones
en nuestra soluión e implian un oste adiional.
En la seión experimental hemos ampliado las pruebas realizadas en [79℄ onrmando
las onlusiones extraídas. Las soluiones enontradas por RFD son siempre mejores que las
soluiones enontradas por un método de ramiaión y poda; y permitir argar un estado
atravesado previamente redue el tiempo neesario para ubrir todos los puntos rítios en
grafos poo densos (de heho, los grafos empleados en las espeiaiones denidas usando
FSMs son típiamente poo densos). Sin embargo, en grafos densos no es útil, pues es relati-
vamente fáil enontrar aminos que reorran todos los puntos rítios sin neesitar ninguna
arga.
4.8. Applying RFD to Construt Optimal Quality-Investment
Trees
Aunque RFD ya ha sido apliado a problemas NP-duros de diferente naturaleza, omo
el problema del viajante de omerio [80℄ y el problema de la seuenia de arga mínima [87℄,
hemos observado que se omporta partiularmente bien en problemas que onsisten en rear
76 CAPÍTULO 4. RESUMEN DE LOS ARTÍCULOS DE LA TESIS
algún tipo de árbol de obertura sobre un grafo dado. En estos problemas el objetivo es
onstruir un árbol que reorra algunos nodos de tal modo que se satisfaga una propiedad
o se maximie/minimie un valor. Adaptar RFD a estos problemas es natural al método:
se asigna altura ero a uno de los nodos que debe ser ubierto (representará el mar) y
depositamos gotas en el resto de nodos a ubrir. Tras ejeutar ierto tiempo el algoritmo, la
gravedad hae que las gotas formen un árbol de auentes desde los puntos de partida hasta
el nodo que representa el mar.
En [82℄ tratamos de explotar las mejores araterístias de RFD para resolver el siguiente
problema: dado (1) un grafo valorado, donde se asignan ostes a las aristas; (2) un subon-
junto de nodos que hay que ubrir llamados nodos origen; y (3) un nodo espeío llamado
nodo destino, onstruimos un árbol tal que (i) los aminos que onetan ada uno de los
nodos origen on el nodo destino a través del árbol son tan ortos omo sea posible y (ii) el
oste del árbol onstruido es tan pequeño omo sea posible. Cabe destaar que los árboles
que son óptimos respeto a (i) no tienen porqué ser óptimos respeto a (ii) y vieversa. De
este modo, el objetivo onsistirá en enontrar un equilibrio entre ambos objetivos. Si X es la
suma de los ostes desde ada nodo origen hasta el nodo destino a través del árbol e Y es el
oste del árbol (es deir, la suma de los ostes de las aristas que forman el árbol), entones
nuestro objetivo será minimizar la expresión α ·X + (1− α) · Y , donde 0 ≤ α ≤ 1.
El problema de minimizaión propuesto aparee en aquellos asos de ingeniería en los
que hay que unir un onjunto de orígenes on un destino de tal modo que, por un lado, las
distanias desde ada origen al destino sean mínimas (para mejorar la alidad del serviio o
QoS, del inglés Quality of Servie) y, por otro lado, los ostes de onstruir la infraestrutura
sea también minimizada (lo ual redue los gastos de inversión o IE, del inglés Investment
Expenses). Esto puede sueder, por ejemplo, si se quiere onstruir una red de área loal
(LAN) on forma de árbol, de tal manera que todos los ordenadores de todas las oinas
y ediios de una empresa estén onetados al servidor entral de la ompañía. De forma
similar, se puede onsiderar el mismo problema si queremos onstruir una red arboresente
de autopistas para unir una serie de iudades on la apital y queremos ompensar dos
objetivos: minimizar las distanias desde ada iudad a la apital y minimizar el oste de
onstruir el árbol de autopistas.
Como en los problemas MDV y MSV (ver la seión 4.2), generalizamos el nuevo proble-
ma propuesto para ampliar la apaidad de expresar situaiones más omplejas del siguiente
modo: onsideramos que el oste de atravesar una arista del grafo depende del amino se-
guido hasta ese momento. Así, en el ejemplo de la LAN podemos denir aristas que sean
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rápidas pero no muy ables y que, por tanto, no sean adeuadas para la transmisión de
datos provenientes de un nodo que normalmente ejeute apliaiones en tiempo real pero,sin
embargo, sí sean adeuadas para transmitir datos provenientes de un servidor de e-mail.
Probamos que el problema planteado es NP-ompleto (de heho, generaliza un problema
NP-ompleto onoido, el problema del Árbol de Steiner mínimo. Denotamos el problema
planteado omo el problema del árbol QoS-IE o QIT (del inglés, QoS-IE Tree problem).
Denimos formalmente el problema y demostramos su NP-ompletitud. Para resolver este
problema apliamos el método RFD y una propuesta ACO, y omparamos los resultados.
Observamos que uando resolvemos el problema para valores de α intermedios, es deir,
uando queremos ompensar los resultados obtenidos en QoS e IE, RFD mejora de forma
lara los resultados obtenidos por ACO. De este modo queda patente la apaidad de RFD
para onseguir soluiones agrupadas y ompensadas ajustando tan sólo un parámetro del
algoritmo en la forma de erosionar los aminos.
4.9. Testing Restorable Systems: Formal Denition and Heu-
risti Solution based on River Formation Dynamis
En [84℄ extendemos el trabajo previo desarrollado en [87℄. En partiular, se realizan
experimentos más ompletos, se presenta un nuevo problema íntimamente relaionado on
el MLS, el MRP, y se prueba la NP-ompletitud del MLS y del MRP. MRP se dene omo
el problema de ubrir todas las onguraiones rítias uando restaurar onguraiones
previas no está permitido, es deir, uando la únia forma de volver a un estado que ya ha
sido atravesado onsiste en reiniiar el sistema y repetir el amino para ir desde el estado
iniial hasta diha onguraión. Se asume que reiniiar el sistema también onlleva un oste.
Se extienden los algoritmos desarrollados en [87℄ para tratar explíitamente el aso en el
que el onjunto de onguraiones rítias que deben alanzarse al menos una vez no solo
inluya nodos, sino también aristas. Empleando dihos algoritmos, se realizan numerosos
experimentos sobre grafos de diferentes tamaños (50, 100 y 200 nodos) y formas (grafos
dispersos y grafos densos). Se explian en detalle los algoritmos empleados en los experimen-
tos: la adaptaión del RFD para resolver los problemas MLS y MRP, y la implementaión
realizada de ramiaión y poda.
Por último, apliamos nuestra metodología de testing a un aso de estudio real. Quere-
mos testear una apliaión de administraión de una red soial. Esta apliaión permite al
administrador onsultar y modiar los datos de los usuarios de la red. La funionalidad del
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sistema es denida empleando una máquina de estados nitos extendida (EFSM). Para tes-
tear esta apliaión generamos la FSM asoiada a la EFSM que desribe el sistema. Nuestro
objetivo será reorrer al menos una vez todas las onguraiones rítias que denamos en el
mínimo tiempo posible. Esta vez omprobamos on un aso prátio que guardar/restaurar
onguraiones puede ahorrarnos tiempo a la hora de testear un sistema. Esto es espeial-
mente signiativo, pues el sistema onsiderado en el aso de estudio hae un alto uso de la
memoria, por lo que guardar y restaurar son operaiones ostosas.
Capítulo 5
Conlusiones y Trabajo Futuro
El prinipal objetivo de esta tesis ha sido desarrollar un nuevo método heurístio de op-
timizaión basado en la formaión dinámia de los ríos. Para ello hemos realizado un estudio
previo de distintos métodos heurístios: la esalada, el enfriamiento simulado, los algoritmos
genétios, los algoritmos basados en nubes de partíulas y los algoritmos basados en olonias
de hormigas. De este estudio hemos extraído algunas de las araterístias de estos métodos
para saar proveho de ellas y mejorar el omportamiento de nuestra propuesta. Conre-
tamente, tomamos omo prinipal punto de referenia los algoritmos basados en olonias
de hormigas. Estos algoritmos han sido apliados a diferentes problemas NP-ompletos on
exelentes resultados, lo que nos permite omprobar la alidad de las soluiones de nuestro
algoritmo.
Como se ha desrito en más detalle a lo largo de la tesis, el método propuesto funiona
de la siguiente manera. Dado un grafo valorado, asoiamos valores de altura a los nodos. Las
gotas erosionan la tierra (es deir, reduen la altura de los nodos) o depositan sedimentos (es
deir, aumentan la altura de los nodos) uando se mueven de un nodo a otro. La probabilidad
de que una gota seleione una arista es proporional a la pendiente de bajada en la arista,
la ual depende de la diferenia de alturas entre ambos nodos y del oste de la arista. Al
prinipio del algoritmo todos los nodos tienen la misma altura, a exepión del nodo destino
que es un hoyo y representa el mar. Las gotas se depositan en el nodo origen y se esparen por
el grafo hasta que algunas de ellas llegan al nodo destino. Estos movimientos erosionan los
nodos adyaentes reando nuevas pendientes y así se propaga el proeso de erosión. Después
se insertarán nuevas gotas en el mismo nodo de origen para transformar los aminos y reforzar
la erosión de aquellas rutas más prometedoras. Tras algunos pasos, se enontrarán buenos
aminos desde el nodo origen al destino en forma de seuenias de aristas dereientes en
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altura.
Las prinipales ventajas de nuestro método onsisten en que podemos evitar dos pro-
blemas intrínseos de los métodos basados en olonias de hormigas. En primer lugar, en los
métodos basados en olonias de hormigas, las hormigas pueden seguir rastros de feromonas de
tal modo que, después de algunos movimientos, sea imposible no repetir un nodo del amino,
es deir, han seguido un ilo loal. Destaquemos que esto no es posible en nuestra propuesta
porque impliaría un ilo siempre dereiente, lo ual es ontraditorio. Si siempre vamos a
un nodo de altura menor que el anterior no es posible formar un ilo. Por otro lado, uando
las hormigas enuentran un nuevo amino más orto, es neesario que muhas hormigas sele-
ionen ese nuevo amino para onvener al resto de hormigas, que siguen un amino más anti-
guo muy reforzado de feromonas, a tomar este nuevo amino. Sin embargo, nuestra propuesta
no presenta este problema. Al onsiderar las diferenias de alturas, uando se halla un amino
más orto, desde ese preiso momento sus aristas son preferibles (en media) a las aristas de
otros aminos antiguos. Esto es debido a que la diferenia de alturas entre el nodo iniial y
el nal es la misma para todos los aminos, pero el oste será menor en el amino más orto.
Por ello, la ratio diferencia de alturas entre el origen y el destino/coste total del camino
será mayor en el amino más orto, lo que hará a diho amino preferible para las gotas.
Por el ontrario, en los métodos basados en olonias de hormigas, las aristas del amino más
orto no serán todavía preferibles puesto que la antidad de feromonas presente en el nuevo
amino será despreiable frente a los antiguos aminos aunque el oste del amino sea menor.
El método desarrollado ha sido apliado en la resoluión de diferentes problemas NP-
ompletos. Uno de ellos es el problema del viajante de omerio, un problema lásio que
ha sido estudiado en muhas investigaiones. Otros problemas NP-ompletos estudiados son
el problema del árbol reubridor mínimo y el árbol de distanias mínimo en un grafo de
ostes variables. Estos nuevos problemas son generalizaiones de otros problemas onoidos
de onstruión de árboles en grafos. Además, hemos estudiado las versiones dinámias de
dihos problemas. Los resultados obtenidos han sido omparados on las soluiones halladas
por un método basado en olonias de hormigas omo ya dijimos anteriormente. Las onlu-
siones extraídas de estos experimentos son las siguientes: en general, a largo plazo nuestro
método basado en la formaión de los ríos obtiene mejores soluiones que los métodos basa-
dos en olonias de hormigas, mientras que las hormigas enuentran mejores soluiones más
rápidamente.
El segundo objetivo de esta tesis ha onsistido en apliar el algoritmo desarrollado a
métodos formales. Para ello realizamos un estudio de apliaiones de distintos métodos de
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omputaión evolutiva a los métodos formales. En este estudio observamos que los algoritmos
evolutivos han sido reientemente introduidos para resolver problemas de testing de software
y de model heking. La introduión de estos métodos a estos problemas es debida a que,
a menudo, los métodos que realizan búsquedas óptimas no son apliables en la prátia en
los métodos formales, pues se enuentran on el problema de que el número de estados ree
exponenialmente on el tamaño del sistema que se desea analizar. Es por ello que las ténias
exhaustivas son sustituidas por estrategias heurístias para poder foalizar la búsqueda en
onguraiones sospehosas de error o de importania rítia.
En este área nos interesamos en la búsqueda de juegos de tests óptimos para reorrer, al
menos una vez, algunos/todos los estados o transiiones de una espeiaión de un sistema
denido por una máquina de estados nitos, donde el testeador del sistema puede guar-
dar/restaurar ualquier onguraión previa del sistema on un oste. La apliaión de nues-
tro método a resolver este problema NP-ompleto obtiene buenas soluiones en tiempos ra-
zonables. Además, mostramos on muhos experimentos que la opión de guardar/restaurar
onguraiones es una buena opión uando el oste de diha operaión es bajo en ompa-
raión on el oste que requiera típiamente alanzar un nodo ualquiera del grafo desde
otro nodo ualquiera del grafo, inluso en esenarios donde el oste de arga no es partiu-
larmente bajo. Para nalizar, observamos que nuestro método se adapta espeialmente bien
uando se tiene que onseguir un ompromiso entre: (a) minimizar el árbol de distanias
mínimas y (b) minimizar el oste del árbol reubridor mínimo. Esto es debido a la siguiente
propiedad de RFD. Si reduimos la erosión provoada por grandes ujos, entones se redue
el inentivo de que las gotas traten de juntarse, lo que provoa que éstas tiendan a seguir su
propio amino más orto. Para ello basta on estableer que n gotas que atraviesen juntas
una arista provoquen la erosión de una únia gota. Esto hae que el algoritmo tienda a hallar
el árbol de distanias mínimas. En el otro extremo, si un ujo on n gotas realmente rea
una erosión omo lo harían n gotas individuales, entones se fomenta la agrupaión de gotas,
lo que hae que el algoritmo tienda a hallar árboles de reubrimiento mínimo. Por último,
si onsideramos valores de erosión intermedios, entones onstruimos árboles que enajan en
los objetivos de los problemas (a) y (b).
En lo relativo al trabajo futuro, aún tenemos muhas tareas pendientes. Como RFD es
un método joven, todavía se pueden introduir muhas mejoras al método básio para lograr
superar la alidad de los resultados logrados hasta ahora. Estamos interesados en haer que
el número de gotas que reorren el grafo sea variable durante la ejeuión, pudiendo de esta
manera foalizar la exploraión en algunas regiones; otra tarea pendiente es la de mejorar
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el meanismo de sedimentaión que nos permite evitar aminos no deseados en los asos
en que introduimos nodos barrera, que onsistiría en depositar sedimentos no sólo en los
nodos estándar, sino también en los nodos barrera; además queremos simular la veloidad de
las gotas, ya que, intuitivamente, uando una gota ae por una fuerte pendiente de bajada
aumenta su veloidad, y esta energía inétia podría utilizarse para esalar pendientes de
subida más tarde (es deir, es omo si la veloidad fuese un tipo de rédito para poder subir
pendientes).
Por otro lado, queremos realizar una implementaión basada en olonias de hormigas para
resolver el problema de la seuenia de arga mínima y omparar los resultados obtenidos
por esta propuesta on los resultados que obtuvimos apliando el método River Formation
Dynamis, ya que la omparaión de los resultados se realizó omparando nuestro método
on una ténia exata de ramiaión y poda.
Siguiendo on el problema de busar seuenias de testing que visiten al menos una vez
una serie de onguraiones rítias, deseamos generalizar nuestro método para trabajar on
máquinas de estados nitos extendidas. Como ya vimos al tratar los problemas MDV y MSV,
RFD es apaz de tratar on variables sin neesidad de desplegar los estados de la máquina
de estados nitos en todas las ombinaiones de (valor de la variable, estado). Esperamos
poder abordar el problema de la mínima seuenia de arga en un ontexto de máquinas de
estados nitos extendidas tratando las variables omo ya hiimos al tratar MDV y MSV.
Con respeto al método híbrido ACO-RFD, hemos probado su utilidad para resolver el
problema del árbol de distanias mínimo en un grafo on ostes variables, pero pensamos
que este método podría ser espeialmente prometedor para resolver otros problemas donde
la ombinaión de las araterístias de ambos métodos fuese una auténtia mejora. Por
ello, queremos apliar el método híbrido a resolver el problema del viajante de omerio,
donde queremos obtener la rapidez a la hora de enontrar buenas soluiones del método
ACO ombinado on la mejora en la alidad de las soluiones halladas por RFD tras dejar
pasar el suiente tiempo.
Finalmente, nuestra última propuesta de trabajo futuro onsiste en estudiar el ompor-
tamiento de RFD y de ACO para resolver otro problema NP-ompleto, el problema del árbol
de Steiner mínimo, en el que el RFD podría obtener buenos resultados debido a la naturaleza
del problema y la similitud a otros problemas resueltos.
Bibliografía
[1℄ Dining philosophers problem. http://en.wikipedia.org/wiki/Dining_philosophers_
problem.
[2℄ Epistemowikia. http://ampusvirtual.unex.es/ala/epistemowikia.
[3℄ Stable marriage problem. http://en.wikipedia.org/wiki/Stable_marriage_problem.
[4℄ UML. http://www.uml.org.
[5℄ E. Aarts and J. Korst. Simulated Annealing and Boltzmann Mahines: a stohasti
approah to ombinatorial optimization and neural omputing. John Wiley and Sons,
1989.
[6℄ E. Alba and F. Chiano. Finding safety errors with ACO. In GECCO'07: 9th annual
onferene on Geneti and Evolutionary Computation Conferene, pages 10661073.
ACM, 2007.
[7℄ E. Alba, F. Chiano, M. Ferreira, and J. Gomez-Pulido. Finding deadloks in large
onurrent java programs using geneti algorithms. In GECCO'08: 10th annual onfe-
rene on Geneti and Evolutionary Computation Conferene, pages 17351742. ACM,
2008.
[8℄ D. L. Applegate, R. E. Bixby, V. Chvátal, and W. J. Cook. The Traveling Salesman
Problem: A Computational Study. Prineton University Press, 2006.
[9℄ M. Barnett, W. Grieskamp, L. Nahmanson, W. Shulte, N. Tillmann, and M. Veanes.
Towards a tool environment for model-based testing with AsmL. In FATES'03: Formal
Approahes to Software Testing, LNCS 2931, pages 252266. Springer, 2003.
[10℄ D. Barstow. Artiial intelligene and software engineering. In ICSE'87: 9th inter-
national onferene on Software Engineering, pages 200211. IEEE Computer Soiety
Press, 1987.
83
84 BIBLIOGRAFÍA
[11℄ B. Beizer. Software testing tehniques. Tehnial report, Van Nostrand Reinhold Co.,
1983.
[12℄ F. Belli and K.-E. Grosspietsh. Speiation of fault-tolerant system issues by predia-
te/transition nets and regular expressions-approah and ase study. IEEE Transations
on Software Engineering, 17(6):513526, 1991.
[13℄ D.J. Berndt and A. Watkins. High volume software testing using geneti algorithms.
In HICSS'05: 38th Annual Hawaii International Conferene on Systems Siene, pages
318326. IEEE Computer Soiety, 2005.
[14℄ C. Blum and A. Roli. Metaheuristis in ombinatorial optimization: Overview and
oneptual omparison. ACM Computing Surveys, 35(3):268308, 2003.
[15℄ B.S. Bosik and M.Ü. Uyar. Finite state mahine based formal methods in protool
onformane testing: from theory to implementation. Computer Networks and ISDN
Systems, 22(1):733, 1991.
[16℄ K. Bouleimen and H. Leoq. A new eient simulated annealing algorithm for the
resoure-onstrained projet sheduling problem and its multiple mode version. Euro-
pean Journal of Operational Researh, 149(2):268281, 2003.
[17℄ L.C. Briand. On the many ways software engineering an benet from knowledge en-
gineering. In SEKE'02: International Conferene on Software Engineering and Know-
ledge Engineering, pages 36. ACM, 2002.
[18℄ P.M.S. Bueno and M. Jino. Identiation of potentially infeasible program paths by
monitoring the searh for test data. In ASE'00: 15th IEEE international onferene
on Automated software engineering, pages 209218. IEEE Computer Soiety, 2000.
[19℄ J.R. Burh, E.M. Clarke, K.L. MMillan, D.L. Dill, and L. J. Hwang. Symboli model
heking: 1020 states and beyond. Information and Computation, 98(2):142170,
1992.
[20℄ G. Di Caro and M. Dorigo. AntNet: Distributed stigmergi ontrol for ommuniation
networks. Artiial Intelligene Researh, 9:317365, 1998.
[21℄ M. Cler and J. Kennedy. The partile swarm - explosion, stability, and onvergene in
a multidimensional omplex spae. IEEE Transations on Evolutionary Computation,
6(1):5873, 2002.
BIBLIOGRAFÍA 85
[22℄ O. Cordón, I. Fernández de Viana, F. Herrera, and Ll. Moreno. A new ACO model in-
tegrating evolutionary omputation onepts: The best-worst ant system. In ANTS'00:
From Ant Colonies to Artiial Ants: 2nd International Workshop on Ant Algorithms,
pages 2229, 2000.
[23℄ O. Cordón, F. Herrera, and Ll. Moreno. Integraión de oneptos de omputaión
evolutiva en un nuevo modelo de olonia de hormigas. In CAEPIA'99: VII Conferenia
de la Asoiaión Española para la Inteligenia Artiial, pages 98105, 1999.
[24℄ T. Csondes, B. Kotnyek, and J.Z. Szabo. Appliation of heuristi methods for on-
formane test seletion. European Journal of Operational Researh, 142(1):203218,
2002.
[25℄ L. Davis, editor. Handbook of geneti algorithms. Van Nostrand Reinhold New York,
1991.
[26℄ A. de la Enina, M. Hidalgo-Herrero, P. Rabanal, and F. Rubio. Applying evolutionary
tehniques to debug funtional programs. In IWANN'09: 10th International Work-
Conferene on Artiial Neural Networks, LNCS 5517, pages 318326. Springer, 2009.
[27℄ J. Deneubourg, S. Aron, S. Gross, and J. M. Pasteels. The self-organizing exploratory
pattern of the argentine ant. Inset Behavior, 3(2):159168, 1990.
[28℄ Q. Diller. Z: An Introdution to Formal Methods. John Wiley & Sons, In., 1994.
[29℄ K. Doerner and W.J. Gutjahr. Extrating test sequenes from a markov software usage
model by ACO. In GECCO'03: 5th annual onferene on Geneti and Evolutionary
Computation Conferene, LNCS 2724, pages 24652476. Springer, 2003.
[30℄ M. Dorigo. Ant Colony Optimization. MIT Press, 2004.
[31℄ M. Dorigo and C. Blum. Ant olony optimization theory: a survey. Theoretial Com-
puter Siene, 344(2-3):243278, 2005.
[32℄ M. Dorigo and G. Di Caro. Ant algorithms for disrete optimization. Artiial Life,
5(2):137172, 1999.
[33℄ M. Dorigo and L. M. Gambardella. Ant olony system: A ooperative learning approah
to the traveling salesman problem. IEEE Transations on Evolutionary Computation,
1(1):5366, 1997.
86 BIBLIOGRAFÍA
[34℄ M. Dorigo, V. Maniezzo, and A. Colorni. Ant system: Optimization by a olony of
ooperating agents. IEEE Transations on Systems, Man, and Cybernetis, part B,
26:2941, 1996.
[35℄ I.K. El-Far and J.A. Whittaker. Model-based software testing. In Enylopedia on
Software Engineering (edited by Mariniak). Wiley, 2001.
[36℄ A. Engel and M. Last. Modeling software testing osts and risks using fuzzy logi
paradigm. Journal of Systems and Software, 80(6):817835, 2007.
[37℄ M. Fleisher. Simulated annealing: past, present, and future. In WSC'95: 27th Confe-
rene on Winter Simulation, pages 155161. IEEE Computer Soiety Press, 1995.
[38℄ C. Fritz. Construting Bühi automata from linear temporal logi using simulation
relations for alternating Bühi automata. In CIAA'03: 8th International Conferene
on Implementation and Appliation of Automata, LNCS 2759, pages 3548. Springer,
2003.
[39℄ P. Godefroid. Verisoft: A tool for the automati analysis of onurrent reative software.
In CAV'97: 9th International Conferene on Computer Aided Veriation, LNCS 1254,
pages 476479. Springer, 1997.
[40℄ P. Godefroid and S. Khurshid. Exploring very large state spaes using geneti algo-
rithms. In TACAS'02: 8th International Conferene on Tools and Algorithms for the
Constrution and Analysis of Systems, LNCS 2280, pages 266280. Springer, 2002.
[41℄ D. E. Goldberg. Geneti Algorithms (in Searh, Optimization and Mahine Learning).
Addison Wesley, 1989.
[42℄ G. Gutin and A. P. Punnen. The Traveling Salesman Problem and its Variations.
Kluwer, 2002.
[43℄ M. Harman and P. MMinn. A theoretial & empirial analysis of evolutionary tes-
ting and hill limbing for strutural test data generation. In ISSTA'07: International
symposium on Software testing and analysis, pages 7383. ACM, 2007.
[44℄ R. L. Haupt and S. E. Haupt. Pratial Geneti Algorithms. Wiley-Intersiene, 2004.
[45℄ K. Havelund. Java pathnder, a translator from java to promela. In SPIN'99: 5th
and 6th International SPIN Workshops on Theoretial and Pratial Aspets of SPIN
Model Cheking, LNCS 1680, page 152. Springer, 1999.
BIBLIOGRAFÍA 87
[46℄ C. Heitmeyer, D. Mandrioli, and P. Milano. Formal Methods for Real-Time Computing.
John Wiley & Sons, In., 1996.
[47℄ A. Hessel, K.G. Larsen, M. Mikuionis, B. Nielsen, P. Pettersson, and A. Skou. Testing
real-time systems using UPPAAL. In FORTEST'08: Formal Methods and Testing,
LNCS 4949, pages 77117. Springer, 2008.
[48℄ M.G. Hinhey and S.A. Jarvis. Conurrent Systems: Formal Development in CSP.
MGraw-Hill, In., 1995.
[49℄ M.G. Hinhey, C.A. Rou, J.L. Rash, and W.F. Truszkowski. Requirements of an
integrated formal method for intelligent swarms. In FMICS'05: 10th international
workshop on Formal Methods for Industrial Critial Systems, pages 125133. ACM,
2005.
[50℄ C.A.R. Hoare. Communiating sequential proesses. Commun. ACM, 26(1):100106,
1983.
[51℄ W.M.L. Holombe. X-Mahines as a basis for system speiation. Software Enginee-
ring, 3(2):6976, 1988.
[52℄ W.M.L. Holombe. Mathematial models of ell biohemistry. Moleular theories of
ell life and death, pages 250263, 1991.
[53℄ W.M.L. Holombe. Towards a formal desription of intraellular biohemial organi-
zation. Computers & mathematis with appliations, pages 107115, 1991.
[54℄ G.J. Holzmann. The model heker spin. IEEE Transations on Software Engineering,
23:279295, 1997.
[55℄ G.J. Holzmann. The SPIN Model Cheker: Primer and Referene Manual. Addison-
Wesley Professional, 2003.
[56℄ R. Iosif. Symmetry redution riteria for software model heking. In SPIN'02: 9th
International SPIN Workshop on Model Cheking of Software, LNCS 2318, pages 22
41. Springer, 2002.
[57℄ B.F. Jones, H.H. Sthamer, and D.E. Eyres. Automati strutural testing using geneti
algorithms. Software Engineering Journal, 11(5):299306, 1996.
88 BIBLIOGRAFÍA
[58℄ J. Kennedy and R. Eberhart. Partile swarm optimization. In IEEE International
Conferene on Neural Networks, volume 4, pages 19421948. IEEE Computer Soiety
Press, 1995.
[59℄ S. Khurshid. Testing an intentional naming sheme using geneti algorithms. In TA-
CAS'01: 7th International Conferene on Tools and Algorithms for the Constrution
and Analysis of Systems, LNCS 2031, pages 358372. Springer, 2001.
[60℄ S. Kirkpatrik, C. D. Gelatt, and M. P. Vehi. Optimization by simulated annealing.
Siene, 220(4598):671680, 1983.
[61℄ H. Li and C.P. Lam. Optimization of state-based test suites for software systems: An
evolutionary approah. Int. J. Computer & Information Siene, 5(3):212223, 2004.
[62℄ H. Li and C.P. Lam. Software test data generation using ant olony optimization. In
ICCI'04: International Conferene on Computational Intelligene, pages 14. Interna-
tional Computational Intelligene Soiety, 2004.
[63℄ A. Lluh-Lafuente, S. Edelkamp, and S. Leue. Partial order redution in direted
model heking. In SPIN'02: 9th International SPIN Workshop on Model Cheking of
Software, LNCS 2318, pages 112127. Springer, 2002.
[64℄ N. López, M. Núñez, and I. Rodríguez. Assessing the expressivity of formal speiation
languages. In AMAST'06: 11th International Conferene on Algebrai Methodology and
Software Tehnology, LNCS 4019, pages 220234. Springer, 2006.
[65℄ F. Luna, C. Blum, E. Alba, and A.J. Nebro. ACO vs EAs for solving a real-world
frequeny assignment problem in GSM networks. In GECCO'07: 9th annual onferene
on Geneti and evolutionary omputation, pages 94101. ACM, 2007.
[66℄ P. Mminn and M. Holombe. The state problem for evolutionary testing. In GEC-
CO'03: 5th annual onferene on Geneti and Evolutionary Computation Conferene,
LNCS 2724, pages 24882498. Springer, 2003.
[67℄ M.G. Merayo, M. Núñez, and I. Rodríguez. Formal testing from timed nite state
mahines. Computer Networks, 52(2):432460, 2008.
[68℄ S. Merz. Model heking: a tutorial overview. InMOVEP'00: Modeling and Veriation
of Parallel Proesses, LNCS 2067, pages 338. Springer, 2001.
BIBLIOGRAFÍA 89
[69℄ C.C. Mihael, G. Mgraw, and M.A. Shatz. Generating software test data by evolu-
tion. IEEE Transations on Software Engineering, 27(12):10851110, 2001.
[70℄ J. Miller, M. Reformat, and H. Zhang. Automati test data generation using geneti
algorithm and program dependene graphs. Information and Software Tehnology,
48(7):586605, 2006.
[71℄ J. Misra and K.M. Chandy. Parallel Program Design: A Foundation. Addison Wesley,
1988.
[72℄ M. Mithell. An Introdution to Geneti Algorithms. The MIT Press, 1996.
[73℄ G.K. Palshikar. An introdution to model heking. Tehnial report, 2004.
http://www.embedded.om.
[74℄ C. H. Papadimitriou and K. Steiglitz. Combinatorial Optimization: Algorithms and
Complexity. Prentie Hall, 1982.
[75℄ R.P. Pargas, M.J. Harrold, and R.R. Pek. Test-data generation using geneti algo-
rithms. Software Testing, Veriation and Reliability, 9:263282, 1999.
[76℄ K.E. Parsopoulos and M.N. Vrahatis. Reent approahes to global optimization pro-
blems through partile swarm optimization. Natural Computing, 1(2-3):235306, 2002.
[77℄ W. Pedryz and J.F. Peters. Computational Intelligene in Software Engineering.
World Sienti Publishing Co., In., 1998.
[78℄ A. Pnueli. Appliations of temporal logi to the speiation and veriation of reative
systems: a survey of urrent trends. In Current trends in onurreny, overviews and
tutorials, LNCS 224, pages 510584. Springer, 1986.
[79℄ P. Rabanal and I. Rodríguez. Testing restorable systems by using RFD. In IWANN'09:
10th International Work-Conferene on Artiial Neural Networks, LNCS 5517, pages
351358. Springer, 2009.
[80℄ P. Rabanal, I. Rodríguez, and F. Rubio. Using river formation dynamis to design heu-
risti algorithms. In UC'07: 6th international onferene on Unonventional Compu-
tation, LNCS 4618, pages 163177. Springer, 2007.
[81℄ P. Rabanal, I. Rodríguez, and F. Rubio. Finding minimum spanning/distanes trees
by using river formation dynamis. In ANTS'08: 6th international onferene on Ant
Colony Optimization and Swarm Intelligene, LNCS 5217, pages 6071. Springer, 2008.
90 BIBLIOGRAFÍA
[82℄ P. Rabanal, I. Rodríguez, and F. Rubio. Applying RFD to onstrut opti-
mal quality-investment trees. Tehnial report, 2009. http://kimba.mat.um.es/-
prabanal/researh/jus09.pdf, atualmente en proeso de revisión en la revista Journal
of Universal Computer Siene.
[83℄ P. Rabanal, I. Rodríguez, and F. Rubio. Applying river formation dynamis to solve
NP-omplete problems. In R. Chiong, editor, Nature-Inspired Algorithms for Optimi-
sation, volume 193 of Studies in Computational Intelligene, pages 333368. Springer,
2009.
[84℄ P. Rabanal, I. Rodríguez, and F. Rubio. Testing restorable systems: Formal de-
nition and heuristi solution based on river formation dynamis. Tehnial report,
2010. http://kimba.mat.um.es/prabanal/researh/stvr10.pdf, atualmente en proe-
so de revisión en la revista Software Testing, Veriation and Reliability.
[85℄ P. Rabanal and I. Rodríguez. Hybridizing river formation dynamis and ant olony
optimization. In ECAL'09: 10th European Conferene on Artiial Life. Springer, in
press.
[86℄ P. Rabanal, I. Rodríguez, and F. Rubio. Solving dynami TSP by using river formation
dynamis. In ICNC'08: 4th International Conferene on Natural Computation, pages
246250. IEEE Computer Soiety, 2008.
[87℄ P. Rabanal, I. Rodríguez, and F. Rubio. A formal approah to heuristially test resto-
rable systems. In ICTAC'09: 6th International Colloquium on Theoretial Aspets of
Computing, LNCS 5684, pages 292306. Springer, 2009.
[88℄ J. Reh and K.D. Altho. Artiial intelligene and software engineering: Status and
future trends. Künstlihe Intelligenz, 18(3):511, 2004.
[89℄ E. Rih and K. Knight. Inteligenia artiial (Segunda ediión). MGraw Hill Inter-
ameriana, 1994.
[90℄ I. Rodríguez. A general testability theory. In CONCUR'09: 20th International Confe-
rene on Conurreny Theory, LNCS 5710, pages 572586. Springer, 2009.
[91℄ I. Rodríguez, M.G. Merayo, and M. Núñez. HOTL: Hypotheses and observations
testing logi. Journal of Logi and Algebrai Programming, 74(2):5793, 2008.
BIBLIOGRAFÍA 91
[92℄ S. Russell and P. Norvig. Artiial Intelligene (A Modern Approah). Prentie Hall,
1995.
[93℄ K. M. Sim and W. H. Sun. Ant olony optimization for routing and load-balaning:
survey and new diretions. IEEE Transations on Systems, Man and Cybernetis, Part
A, 33(5):560572, 2003.
[94℄ M.P. Singh, A.S. Rao, and M.P. George. Formal methods in DAI: logi-based re-
presentation and reasoning. In Multiagent systems: a modern approah to distributed
artiial intelligene, pages 331376. MIT Press, 1999.
[95℄ A.E.K. Sobel and M.R. Clarkson. Formal methods appliation: An empirial tale of
software development. IEEE Transations on Software Engineering, 28(3):308320,
2002.
[96℄ T. Stützle and H. Hoos. Max-min ant system and loal searh for the traveling salesman
problem. In IEEE International Conferene on Evolutionary Computation, pages 309
314. IEEE Computer Soiety Press, 1997.
[97℄ T. Stützle and H. H. Hoos. Max-min ant system. Future Generation Computer Systems,
16(8):889914, 2000.
[98℄ D.J.T. Sumpter, G.B. Blanhard, and D.S. Broomhead. Ants and agents: a proess
algebra approah to modelling ant olony behaviour. Bulletin of Mathematial Biology,
63:951980, 2001.
[99℄ C. Tofts. Desribing soial inset behavior using proess algebra. Transations on
Soial Computing Simulation, pages 227283, 1991.
[100℄ N. Traey, J. Clark, J. MDermid, and K. Mander. A searh-based automated test-data
generation framework for safety-ritial systems. In Systems engineering for business
proess hange: new diretions, pages 174213. Springer, 2002.
[101℄ J. Tretmans. Testing onurrent systems: A formal approah. In CONCUR'99: 10th
International Conferene on Conurreny Theory, LNCS 1664, pages 4665. Springer,
1999.
[102℄ J. Tretmans and A. Belinfante. Automati testing with formal methods. In EuroS-
TAR'99: 7th European International Conferene on Software Testing, Analysis and
Review, pages 812. EuroStar Conferenes, 1999.
92 BIBLIOGRAFÍA
[103℄ M. Utting and B. Legeard. Pratial Model-Based Testing: A Tools Approah. Morgan
Kaufmann, 2006.
[104℄ J.A. Whittaker and J.H. Poore. Markov analysis of software speiations. ACM
Transations on Software Engineering and Methodology, 2(1):93106, 1993.
[105℄ J.A. Whittaker and M.G. Thomason. A Markov hain model for statistial software
testing. IEEE Transations on Software Engineering, 20(10):812824, 1994.
[106℄ S. Wolfram. Cellular Automata and Complexity. Addison-Wesley, 1994.
[107℄ F. Zhang and T.Y. Cheung. Optimal transfer trees and distinguishing trees for testing
observable nondeterministi nite-state mahines. IEEE Transations on Software
Engineering, 29(1):114, 2003.
Apéndie A
Desripión de los Algoritmos
Empleados
En este apéndie se desriben en detalle los algoritmos empleados en las distintas im-
plementaiones realizadas en ada uno de los artíulos presentados en la tesis. También se
desriben los valores de los parámetros empleados en los experimentos para la resoluión de
ada problema.
A.1. Using River Formation Dynamis to Design Heuristi Al-
gorithms
A.1.1. Algoritmo RFD-TSP
El algoritmo RFD empleado en [80℄ para resolver el TSP sigue el siguiente esquema:
initializeDrops()
initializeNodes()
while (not allDropsFollowTheSamePath())
and (not otherEndingCondition())
moveDrops()
erodePaths()
depositSediments()
analyzePaths()
end while
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Es importante reordar que para resolver el TSP es neesario que el nodo de origen sea
lonado en dos nodos independientes on las mismas aristas: uno representará al nodo de
origen y el otro hará las funiones de nodo destino. Sólo así RFD podrá rear soluiones en
forma de pendientes de bajada entre un nodo de origen y un nodo destino. Una segunda
araterístia espeial respeto al esquema general para resolver este problema es que neesi-
tamos enontrar un amino que visite todos los nodos del grafo. Por ello, las gotas neesitan
memoria para reordar los nodos visitados. Como terera araterístia espeial respeto al
esquema general, neesitamos utilizar nodos barrera (puede verse una desripión pormeno-
rizada de estos nodos en [80℄), los uales son tratados de la misma manera que el resto de
los nodos e intervienen en los proesos de iniializaión, erosión y de sedimentaión.
Veamos una desripión detallada de los pasos del algoritmo. Primero se iniializan
las gotas en la fase initializeDrops(), donde se ponen todas las gotas en el nodo lo-
nado que atúa omo nodo iniial. En segundo lugar se iniializan los nodos en la fase
initializeNodes(). En esta fase se realizan dos operaiones: en primer lugar se ja la al-
tura del nodo destino a ero, mientras que la altura del resto de nodos (inluidos los nodos
barrera) se establee a un mismo valor. En los experimentos se estableió una altura iniial
de 10000.
El bule while se ejeuta hasta que todas las gotas enuentran la misma soluión
(allDropsFollowTheSamePath()), es deir, hasta que todas las gotas siguen la misma se-
uenia de nodos desde el nodo de origen hasta el nodo destino o hasta que se satisfae
alguna otra ondiión de nalizaión (otherEndingCondition()). En partiular, utilizamos
esta ondiión para limitar el tiempo de ejeuión o el número de iteraiones. Otra posible
ondiión de nalizaión onsiste en abortar la ejeuión si la mejor soluión enontrada no
ha sido mejorada en las últimas n iteraiones. En nuestros experimentos, n = 10000.
El primer paso del uerpo del bule onsiste en mover las gotas por el grafo (moveDrops())
de manera parialmente aleatoria. En este paso se mueve ada gota hasta que enuentra una
soluión o hasta que queda estanada, ya sea porque todos los nodos veinos ya han sido
visitados, ya sea porque la gota está en un valle, no pueda asender una pendiente (trepar)
y tenga que depositar sus sedimentos. La siguiente regla de transiión dene la probabilidad
de que una gota k en un nodo i elija a j omo nodo destino:
Pk(i, j) =


gradient(i,j)∑
l∈Vk(i)
gradient(i,l)
si j ∈ Vk(i)
0 si j 6∈ Vk(i)
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donde Vk(i) es el onjunto de nodos veinos del nodo i que pueden ser visitados por la gota k
y gradient(i,j) representa la pendiente existente entre los nodos i y j, y se dene omo sigue:
gradient(i, j) =
altitude(i) − altitude(j)
distance(i, j)
donde altitude(x) es la altura del nodo x y distane(i,j) es la longitud de la arista que une
el nodo i on el nodo j. Nótese que, al prinipio del algoritmo, la altura de todos los nodos
(exeptuando el nodo destino) es la misma, por lo que la diferenia de alturas será 0. En este
aso se establee una pequeña pendiente para que pueda moverse la gota. En partiular, en
este aso espeial asumimos altitude(i) - altitude(j) = 1.
Dependiendo del valor de P (k) se deide si existirán gotas trepadoras, es deir, gotas
que puedan asender pendientes. Este meanismo funiona de la siguiente manera. Dada
una gota k situada en el nodo i, se deide de manera aleatoria si k puede subir pendientes
asendientes de auerdo a la siguiente probabilidad:
P (k) =
1
notClimbingFactor
donde notClimbingFator es una variable iniializada a 1 y que es inrementada ligeramente
tras ada iteraión (en la implementaión del artíulo se inrementa en 0,01 unidades). Cada
N iteraiones (en el algoritmo N = 100), esta variable no será inrementada, sino que
se disminuirá su valor en 0,5 unidades. En aso de que existan gotas trepadoras y que la
diferenia de alturas sea menor que 0, estableemos la pendiente a 0,1/|gradient(i, j)|, por
lo que a mayor pendiente de subida, menor será la probabilidad de tomar ese amino. La
regla de transiión uando existen gotas trepadoras queda denida omo:
Pk(i, j) =


gradient(i,j)
total if j ∈ Vk(i)
ω/|gradient(i,j)|
total if j ∈ Uk(i)
δ
total if j ∈ Fk(i)
donde ω = 0,1, δ = 1 y Vk(i), Uk(i) y Fk(i) son los onjuntos de nodos que son veinos del
nodo i que pueden ser visitados por la gota k y que están onetados mediante una pendiente
de subida, bajada o llana, respetivamente.
En la siguiente fase (erodePaths()) se erosionan los aminos de auerdo a los movimien-
tos de las gotas de la fase anterior. La erosión se realiza una vez que ada gota ha enontrado
una soluión. En partiular, si una gota se mueve en su amino desde el nodo i al j, entones
se erosiona el nodo i. La altura del nodo i se modia de la siguiente manera:
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altitude(i) = altitude(i) − erosion(i, j)
erosion(i, j) =
paramErosion · tamanioGota
costeSolucion
· gradient(i, j)
donde paramErosion es un parámetro (en los experimentos realizados toma el valor 0,1),
tamanioGota es el tamaño de la gota y osteSoluion es el oste de la soluión hallada por la
gota. Se debe tener en uenta que la altura del nodo nal nuna se modia y permanee igual
a 0 a lo largo de toda la ejeuión. La erosión produida se va aumulando, para que de este
modo se ree la pendiente de bajada. Así, en un amino i→ j → k si el nodo i fue erosionado
e unidades y a este nodo le sigue el nodo j, el nodo j será erosionado e+ erosion(j, k) y el
nodo barrera existente entre j y k será erosionado e+ (erosion(j, k) · 1, 5) unidades.
Una vez que ha nalizado el proeso de erosión, se inrementa levemente la altura de
todos los nodos en la fase depositSediments(). El objetivo de este proeso es evitar que,
después de muhas iteraiones, el proeso de erosión nos lleve a una situaión donde todas las
alturas estén eranas a 0, lo que haría que las pendientes fuesen despreiables y arruinaría
los aminos formados. En partiular, la altura de un nodo i se aumenta de auerdo a la
siguiente expresión:
altitude(i) = altitude(i) + (paramSedim · numGotas)
donde paramSedim toma el valor 1 y numGotas es el número de gotas utilizadas en el algorit-
mo (en estos experimentos se usaron 100 gotas). También permitimos que las gotas depositen
sedimentos en un nodo. Esto ourre uando todos los movimientos posibles para una gota
implian subir una pendiente y no lo logra de auerdo a la probabilidad P (k) asignada pa-
ra ello. En este aso la gota queda bloqueada y deposita los sedimentos que transporta,
inrementando la altura del nodo atual i de la siguiente manera:
altitude(i) = altitude(i) + paramBlockedDrop · tamanio
donde paramBlockedDrop = 0,1 y tamanio es el tamaño de la gota que se ha quedado
bloqueada.
Por último, en la fase analyzePaths() se seleiona la mejor soluión enontrada por
una de las gotas.
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A.1.2. Algoritmo ACO-TSP
El algoritmo ACO utilizado en [80℄ para omparar los resultados obtenidos por RFD
para el TSP, es un algoritmo inspirado en el algoritmo Ant System [34℄ que sigue el siguiente
esquema:
initializeAnts()
initializePheromones()
while (not allAntsFollowTheSamePath())
and (not otherEndingCondition())
moveAnts()
depositPheromones()
evaporatePheromones()
analyzePaths()
end while
En primer lugar, se iniializan las hormigas en initializeAnts(), donde se ponen todas
las hormigas en el nodo iniial (el nodo que atuará omo nido). En los experimentos reali-
zados se emplearon 1000 hormigas, al observarse a lo largo de varias pruebas que era el valor
óptimo. En initializePheromones() se estableen los valores iniiales de las feromonas
presentes en las aristas (en los experimentos se estableió a 1000).
El bule while se ejeuta hasta que todas las hormigas enuentran la misma soluión
(allAntsFollowTheSamePath()), es deir, hasta que todas las hormigas siguen el mismo
amino desde el nodo de origen hasta el nodo destino, o hasta que se satisfae alguna otra
ondiión de nalizaión (otherEndingCondition()), que también puede utilizarse para
limitar el tiempo de ejeuión o el número de iteraiones.
La primera instruión del uerpo del bule moveAnts() mueve ada una de las hormigas
por el grafo hasta que enuentra una soluión o hasta que queda bloqueada porque todos los
nodos veinos ya han sido visitados, situaión en la ual ya no podrá enontrar una soluión
al problema porque tendría que volver a pasar por un nodo ya reorrido. La siguiente regla
de transiión dene la probabilidad de que una hormiga k en un nodo i elija j omo nodo
destino:
Pk(i, j) =


pheromones(i,j)α·distance(i,j)−β∑
l∈Vk(i)
pheromones(i,l)α·distance(i,l)−β
si j ∈ Vk(i)
0 si j 6∈ Vk(i)
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donde pheromones(i, j) representa la antidad de feromona presente en la arista que une
el nodo i on el nodo j, distance(i, j) es la longitud de diha arista y Vk(i), es el onjunto
de nodos veinos del nodo i que pueden ser visitados por la hormiga k, es deir, los nodos
veinos que aún no han sido visitados. Por su parte, α y β son dos parámetros que ponderan
el peso del rastro de feromona y de la distania, respetivamente, en la deisión probabilístia
de la hormiga. En los experimentos, α = 1 y β = 5.
En la siguiente fase (depositPheromones()) las hormigas que han enontrado una so-
luión depositan feromonas en las aristas reorridas de manera proporional a la soluión
enontrada:
pheromones(i, j) = pheromones(i, j) + paramDeposit/distance(i, j)
donde paramDeposit es la antidad de feromonas que deposita una hormiga (en los experi-
mentos realizados toma el valor 100).
En la fase evaporatePheromones() se evapora un porentaje de las feromonas presentes
de todas las aristas según la siguiente regla:
pheromones(i, j) = pheromones(i, j) · (1− paramEvaporate)
donde paramEvaporate es un parámetro que toma valores entre 0 y 1. En los experimentos
realizados en el artíulo paramEvaporate = 0,5.
Por último, en la fase analyzePaths() se seleiona la mejor soluión enontrada por
una de las hormigas.
A.2. Finding Minimum Spanning/Distanes Trees by using
River Formation Dynamis
A.2.1. Algoritmo RFD-MDV-MSV
Para resolver los problemas MDV y MSV empleando RFD se sigue el mismo esquema
general que para resolver el TSP (ver seión A.1.1):
initializeDrops()
initializeNodes()
while (not endingCondition())
moveDrops()
erodePaths()
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depositSediments()
onstrutSolution()
end while
En primer lugar se iniializan las gotas en la fase initializeDrops(), donde se ponen
las gotas en todos los nodos exepto en el nodo destino. El número de gotas es un parámetro
que puede estableer el usuario. En los experimentos se observó que este parámetro apenas
tiene relevania en los resultados obtenidos. Partiularmente, se emplearon 10 gotas en ada
nodo. En segundo lugar, se iniializan los nodos en la fase initializeNodes(). En esta fase
se ja la altura del nodo destino a ero, mientras que la altura del resto de nodos se establee
a un mismo valor. En los experimentos se utilizó una altura 1000.
En este algoritmo se manejan alturas diferentes para ada grupo de gotas según su
naimiento. Por ello, es neesario guardar las alturas de los nodos para ada uno de los
naimientos de las gotas. Las gotas sólo modiarán las alturas de los nodos asoiadas a su
naimiento. Esta araterístia se debe tener en uenta en el resto de las fases del algoritmo.
El bule while se ejeuta hasta que se satisfae alguna ondiión de nalizaión (ending-
Condition()). De nuevo, se puede limitar el tiempo de ejeuión y/o el número de iteraiones.
El primer paso del uerpo del bule onsiste en mover las gotas por el grafo (moveDrops())
de manera parialmente aleatoria. En este paso se mueve ada gota una sola vez siguiendo la
misma regla de transiión apliada para resolver el TSP (ver seión A.1.1). Reordemos que
ahora las gotas tendrán en uenta las alturas asoiadas al nodo dónde naieron y que el oste
de la arista depende del amino previo seguido por la gota. El amino seguido previamente
por ada gota determina el valor de una variable asoiada a la gota. Dependiendo del valor
de esa variable, ada arista tendrá un oste u otro. Una vez atravesada una arista, el valor
de la variable es modiado empleando una funión (de heho, esta funión forma parte de
la deniión del grafo de ostes variables que estemos utilizando).
En la fase erodePaths() se erosionan los aminos de auerdo a los movimientos de las
gotas de la fase anterior. A diferenia de la versión implementada para resolver el TSP, la
erosión se realiza justo después del movimiento de ada gota. En partiular, si una gota se
mueve en su amino desde el nodo i al j, entones se erosiona el nodo i. La altura del nodo
i se modia de la siguiente manera:
altitude(i) = altitude(i) − erosion(i, j)
erosion(i, j) =
paramErosion · gradient(i, j)
(numNodos− 1) · numGotas
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donde paramErosion es un parámetro que en los experimentos toma valor 1, numNodos es el
número de nodos del grafo y numGotas el número de gotas que naen en ada nodo. Cabe
destaar que en el proeso de erosión sólo se modiará la altura de los nodos asoiados al
nodo en el que naió la gota. En este paso se atúa de manera diferente dependiendo de
que estemos resolviendo el MDV o el MSV. La regla de erosión anterior es la apliada al
resolver el MDV. En la resoluión del MSV, se pretende que la erosión fomente la formaión
de aminos agrupados entre gotas de distintas proedenias para reduir el número de aristas
a inluir en el árbol reubridor. Por ontra, en el MDV se pretende que el árbol reubridor
proporione aminos mínimos desde ada nodo de origen al nodo destino. En el MSV la
erosión produida será:
erosion(i, j) =
paramErosion · gradient(i, j)
(numNodos− 1) · numGotas
· tamanio
donde tamanio es el tamaño de la gota que está produiendo la erosión. La suma de las
erosiones produidas es almaenada en una variable.
En la fase depositSediments() se reparten los sedimentos erosionados por todas las
gotas en la fase anterior a partes iguales entre todos los nodos.
Por último, en la fase onstrutSolution() se rea una soluión al problema en funión
de los reorridos de las gotas. La formaión de la soluión diere ligeramente entre el problema
MDV y el MSV. Para rear una soluión al MSV, se rea un árbol de la siguiente manera:
se establee omo raíz del árbol el nodo destino (el mar) y se van añadiendo aquellas aristas
del grafo que unen a los nodos no inluidos en el árbol on éste. Se seleionan en primer
lugar aquellas aristas que fueron reorridas por un mayor número de gotas y que no rean un
ilo en el árbol. Este proeso se repite hasta que todos los nodos perteneen al árbol. Para
alular el oste del árbol formado, omo el oste de las aristas es variable, se toma omo
oste el oste medio de la arista. Como oste medio tomamos el valor de los ostes de las
gotas que atravesaron diha arista y lo dividimos por el número de gotas que la atravesaron.
Es deir, si la arista i − j fue atravesada por 4 gotas on oste 3, por 7 gotas on oste
1 y también fue atravesada por 3 gotas on oste 5, el oste medio de la arista i − j será
costeMedio(i, j) = (4 · 3 + 7 · 1 + 3 · 5)/(4 + 7 + 3) = 34/14 ≃ 2,42.
Nótese que, tanto en la resoluión del MDV omo en la resoluión del MSV, las gotas
tenderán a formar un árbol, es deir, una estrutura sin ilos. Si al omenzar en un determi-
nado nodo y seguir las mayores pendientes de bajada ompletamos un ilo, entones alguna
de dihas pendientes es de heho de subida, lo que signia que el amino inluye un valle,
por lo que el algoritmo todavía no ha formado los aues hasta el mar y debe ejeutarse por
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más tiempo. Por tanto, para formar la soluión al MDV podemos formar el árbol partiendo
de ada nodo (distinto del nodo destino) e ir añadiendo todas las aristas presentes en el
amino de máxima pendiente hasta el mar. En el aso de que esta rama ontenga algún
ilo no podremos hallar soluión pues, omo hemos diho, el algoritmo todavía no habría
reado los aues apropiados haia el mar. Al realizar este proeso desde ada nodo y unir
todas las ramas generadas se formará una soluión. En oasiones, este árbol puede ontener
ilos, habiéndose formado un subgrafo del grafo iniial. En este aso se apliaría el método
empleado para hallar una soluión al MSV para eliminar dihos ilos. Nótese que ahora se
trabajaría sobre el subgrafo reado y no sobre el grafo iniial omo se haía en el aso del
MSV.
A.2.2. Algoritmo ACO-MDV-MSV
El algoritmo ACO desarrollado para resolver estos problemas prouramos que siguiese el
mismo esquema que el empleado en RFD:
initializeAnts()
initializePheromones()
while (not endingCondition())
moveAnts()
depositPheromones()
evaporatePheromones()
onstrutSolution()
end while
En primer lugar se iniializan las hormigas en la fase initializeAnts(), donde se ponen
las hormigas en todos los nodos exepto en el nodo destino (que representa la fuente de
omida). El número de hormigas es un parámetro que puede estableer el usuario. En los
experimentos se observó que este parámetro apenas tiene relevania en los resultados obteni-
dos. Se emplearon 10 hormigas en ada nodo. En segundo lugar se iniializan las feromonas
iniiales en la fase initializePheromones(). En esta fase se establee el valor de feromonas
iniial en ada arista. En los experimentos se utilizó un valor de 1000.
En este algoritmo se manejan feromonas diferentes para ada grupo de hormigas según
su naimiento. Por ello, es neesario guardar los rastros de feromonas de las aristas para ada
uno de los naimientos de las hormigas. Las hormigas modiarán los rastros de feromonas
asoiados a su naimiento. Esta araterístia se debe tener en uenta en el resto de las fases
del algoritmo.
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El bule while se ejeuta hasta que se satisfae alguna ondiión de nalizaión (ending-
Condition()). De nuevo, se puede limitar el tiempo de ejeuión o el número de iteraiones.
El primer paso del uerpo del bule onsiste en mover las hormigas por el grafo (move-
Ants()) de manera parialmente aleatoria. En este paso se mueve ada hormiga una sola
vez siguiendo la misma regla de transiión apliada para resolver el TSP (ver seión A.1.2).
Los parámetros α y β se estableieron a 4 y 2 respetivamente. Reordemos que ahora las
hormigas tendrán en uenta las feromonas asoiadas al nodo dónde naieron y que el oste
de la arista depende del amino previo seguido por la hormiga. Este omportamiento es
simulado de la misma manera empleada en el algoritmo RFD-MDV-MSV.
En la siguiente fase (depositPheromones()) las hormigas que han alanzado el nodo
destino depositan feromonas en las aristas reorridas de manera proporional a la soluión
enontrada:
pheromones(i, j) = pheromones(i, j) + paramDeposit/distance(i, j)
donde paramDeposit denota la antidad de feromonas que deposita una hormiga (en los expe-
rimentos realizados toma el valor 10). Se debe tener en uenta que ahora el valor distance(i, j)
dependerá del valor de la variable manejada por ada hormiga en el reorrido que siguió para
alanzar el nodo destino.
En la fase evaporatePheromones() se evapora un porentaje de las feromonas presentes
en todas las aristas según la siguiente regla:
pheromones(i, j) = pheromones(i, j) · (1− paramEvaporate)
donde paramEvaporate es un parámetro que toma valores entre 0 y 1. En los experimentos
realizados en el artíulo paramEvaporate = 0,01. Este parámetro se establee a un valor
muy bajo debido a que en el algoritmo se invoa a esta rutina tras ada movimiento de las
hormigas.
Por último, en la fase onstrutSolution() se rea una soluión al problema en funión
de los reorridos de las hormigas y las feromonas depositadas. La forma de rear una soluión
al problema es idéntia a la manera en el que se onstruía una soluión en RFD. Para el aso
del MSV se seleionan en primer lugar aquellas aristas en las que hay mayor antidad de
feromonas (sumando el total de feromonas presente) y para el MDV se seleionan aquellas
aristas on mayor antidad de feromonas, pero sólo teniendo en uenta aquellas feromonas
depositadas por las hormigas que fueron estableidas en la fase initializeAnts() en el
nodo que omenzó la rama hasta el nodo destino.
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A.3. Solving Dynami TSP by using River Formation Dyna-
mis
Para resolver el problema del TSP dinámio se extendieron los algoritmos empleados
en [80℄ para poder trabajar on grafos dinámios. De este modo se añadieron funiones para
poder añadir y/o eliminar nodos y/o aristas.
Como ya se explia en [86℄, en los experimentos realizados en este artíulo se siguen los
siguientes pasos. Primero se alula una soluión de la instania del problema usando los dos
algoritmos (RFD y ACO) desarrollados en [80℄ y expliados en la seión A.1. A ontinuaión
se introdue alguno de los siguientes ambios en el grafo para omprobar la apaidad de
reaión de ada grafo: (a) se elimina una arista omún a las soluiones enontradas por
ambos algoritmos; (b) se elimina un nodo del grafo; () se añade un nuevo nodo al grafo on
sus orrespondientes aristas. Una vez que se ha introduido un ambio, se vuelve a alular
una soluión para la nueva instania del problema. Cabe destaar que no se reiniian los
algoritmos tras introduir un ambio, sino que se mantiene el estado de ada unos de los
métodos, es deir, se mantienen los niveles de feromonas de las aristas y las alturas de los
nodos respetivamente.
A.4. Applying River Formation Dynamis to Solve NP-Com-
plete Problems
Los algoritmos empleados para la obtenión de los resultados mostrados en [83℄ son los
desarrollados en [80, 81, 86℄. Además se introduen resultados para las versiones dinámias
de los problemas MDV y MSV. En la implementaión de estas nuevas versiones proede-
mos de igual modo que en la seión A.3, añadiendo a los algoritmos desarrollados en [81℄
la apaidad de trabajar on grafos dinámios y así poder trabajar on la apariión y/o
desapariión de nodos y/o aristas de la instania del problema que se está resolviendo.
A.5. Hybridizing River Formation Dynamis and Ant Colony
Optimization
El algoritmo híbrido HYB-ACO-RFD desarrollado en [85℄ emplea una nueva entidad para
reorrer el grafo: la hormiga-gota. Esta entidad ontiene todos los atributos de una hormiga
así omo todos los atributos de una gota. Este algoritmo sigue la misma estrutura que los
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algoritmos desarrollados en la seión A.2:
initializeAntsDrops()
initializeNodes()
initializePheromones()
while (not endingCondition())
moveAntsDrops()
depositPheromones()
evaporatePheromones()
erodePaths()
depositSediments()
onstrutSolution()
end while
A ontinuaión desribiremos las partiularidades de este método. En la fase initialize-
AntsDrops() se iniializan las hormigas-gotas, donde se estableen éstas en todos los nodos
exepto en el nodo destino. El número de gotas es un parámetro que puede estableer el
usuario. En estos problemas este parámetro tiene poa inuenia en los resultados obte-
nidos. Se emplearon 10 hormigas-gotas en ada nodo. En segundo lugar, se iniializan los
nodos en la fase initializeNodes(). En esta fase se ja la altura del nodo destino a ero,
mientras que la altura del resto de nodos se establee a un mismo valor. En los experimen-
tos se utilizó altura 1000. En terer lugar, se iniializan las feromonas iniiales en la fase
initializePheromones(). En esta fase se establee el valor de feromonas iniial en ada
arista. En los experimentos se utilizó un valor de 1000.
En este algoritmo se manejan rastros de feromonas y alturas diferentes para ada grupo
de hormigas-gotas según su naimiento. Por ello, de nuevo es neesario guardar las feromonas
depositadas en las aristas y las alturas de los nodos para ada uno de los naimientos de las
hormigas-gotas. Las hormigas-gotas sólo modiarán los rastros de feromonas de las aristas
y las alturas de los nodos asoiadas a su naimiento.
El resto de fases son idéntias a las desritas en la seión A.2 a exepión de algunas
partiularidades que omentamos a ontinuaión. En la fase moveAntsDrops(), la probabili-
dad pij de que una hormiga-gota en el nodo i elija al nodo j omo destino se alula de la
siguiente manera: primero se alula la probabilidad pantij de que una hormiga elija la arista
i− j, así omo la probabilidad pdropij de que una gota pudiera tomar diha arista. Estas pro-
babilidades se alulan del mismo modo que en la seión A.2, omo si se tratase del método
A.6. TESTING RESTORABLE SYSTEMS BY USING RFD 105
ACO o RFD puro. Los parámetros α y β toman los valores 4 y 2 respetivamente. Entones,
la probabilidad pij de que la hormiga ubiada en i esoja ir a j queda denida omo:
pij = p
ant
ij · ωACO + p
drop
ij · ωRFD
donde ωACO y ωRFD es el peso relativo que se da a ada uno de los métodos en la hibridaión
y ωACO + ωRFD = 1. Estos pesos relativos no permaneen jos a lo largo de la ejeuión,
sino que se atualizan en ada iteraión. Así, ωACO omienza valiendo 1 y se va reduiendo
hasta que toma el valor 0. Después, este valor se vuelve a inrementar poo a poo en ada
iteraión del bule hasta que vuelve a tomar el valor 1.
En la fase onstrutSolution() se sigue el mismo método que el expliado en la se-
ión A.2, donde a la hora de seleionar la arista a introduir en el árbol se seleiona aquella
arista por la que han pasado más hormigas-gotas.
Los algoritmos ACO y RFD on los que se omparan los resultados obtenidos por el método
híbrido son los desritos en la seión A.2: RFD-MDV-MSV y ACO-MDV-MSV.
A.6. Testing Restorable Systems by using RFD
A.6.1. Algoritmo RFD-MLS
El algoritmo RFD desarrollado para la resoluión del problema MLS sigue el mismo
esquema que el mostrado en la seión A.2.1:
initializeDrops()
initializeNodes()
while (not endingCondition())
moveDrops()
erodePaths()
depositSediments()
joinDrops()
onstrutSolution()
end while
A ontinuaión desribimos las diferenias de este algoritmo respeto al empleado en [81℄.
En la fase initializeDrops() se depositan las gotas iniiales sólo en aquellos nodos y/o
aristas que queremos reorrer, es deir, en las onguraiones rítias, exepto el nodo destino
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(en los nodos que no se onsideren onguraiones rítias no naerán gotas, es deir, no se
hará llover en esos nodos). Como nodo destino o mar atuará el nodo iniial de la FSM. A
ontinuaión, se establee la altura de los nodos a 1000 en la fase initializeNodes(). En
este algoritmo también se emplean nodos barrera al igual que el algoritmo empleado en [80℄
y también se iniializan en esta fase on altura 1000.
En la fase moveDrops(), uando una gota alanza el nodo destino, ésta se hae naer
en alguna de las onguraiones rítias elegida al azar. En esta versión sólo se maneja una
altura para ada nodo, independientemente del naimiento de la gota. A la hora de alular
el próximo movimiento de una gota, se penalizarán aquellos movimientos que onduzan a
un nodo donde ya haya sido movida una gota en ese turno, para de este modo penalizar que
se realien argas (si se unen dos auentes en la soluión nal, diha soluión deberá inluir
una arga en ese punto). La penalizaión se realiza al alular la pendiente para moverse del
nodo i al j del siguiente modo:
gradient(i, j) =
altitude(i) − altitude(j)
distance(i, j) + loadCost
donde loadCost es el oste de arga introduido omo parámetro por el usuario.
Las fases erodePaths() y depositSediments() son equivalentes a las desritas en la
seión A.2.1. Se añade una nueva fase: joinDrops(), en la que aquellas gotas que tras ser
movidas se enuentran en el mismo nodo, se unen en una sola gota uyo tamaño es la suma
de los tamaños de las gotas unidas en el nodo.
Por último, en la fase onstrutSolution() se forma el árbol soluión. Se omienza
seleionando la onguraión rítia
1
que ha quedado on mayor altura y desde ésta se
seleiona aquella arista uya pendiente de bajada sea mayor. Los nodos del amino se van
anotando omo visitados. Así, si empezamos en el nodo i y j es el nodo al que lleva una
mayor pendiente de bajada de entre los nodos veinos de i, se añadirá la arista i− j al árbol
y desde j se seguirá el proeso extendiendo la rama hasta llegar al nodo destino o hasta
llegar a un nodo que ya haya sido visitado. En el aso de que una rama llegue a un nodo k
que haya sido visitado por otra rama previamente, se estará reando una arga (siempre y
uando diho nodo no sea un nodo hoja en el árbol). En este aso, dependiendo del oste de
arga y de la arista añadida, se estudiará si es mejor rear diha arga o evitarla de alguna
de las siguientes maneras: (i) uniendo la nueva rama on una nueva arista a un nodo que
sea una hoja en el árbol (en vez de unir la rama on el nodo k) o (ii) uniendo el otro nodo
1
El algoritmo RFD-MLS sólo está preparado para tratar onguraiones rítias que sean nodos (no está
preparado para tratar onguraiones rítias que sean aristas).
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impliado en la arga (el nodo que preede a k) a la hoja (es deir, el nodo iniial) de la
nueva rama, quedando la nueva rama interalada y unida a k.
A.6.2. Algoritmo B&B-MLS
El algoritmo de ramiaión y poda desarrollado para resolver el problema MLS sigue el
siguiente esquema:
for all (n = neighbourNotVisited(node))
addToTheSolution(n)
if isLeaf(node) then newLeaf(n,node)
reursiveCall(n)
reursiveCall(node)
end for
La primera llamada a esta funión reursiva se realiza desde el nodo iniial (se establee
omo nodo iniial el estado iniial de la FSM) y naliza uando han sido visitadas todas las
onguraiones rítias.
2
Además, son podadas aquellas ramas tales que:
costSolution+minCost < costBestSolution
donde costSolution es el oste atual de la soluión formada, costBestSolution es el oste
de la mejor soluión hallada hasta el momento por el algoritmo y minCost = notV isited ·
cheapestEdge donde notV isited es el número de onguraiones rítias que aún no han sido
visitadas y cheapestEdge es el oste de la arista más barata del grafo, por lo que minCost
representa el oste mínimo de añadir las onguraiones rítias aún no visitadas al árbol
soluión.
En la reursión se lleva ontrol sobre los nodos y aristas visitadas, los nodos que son hojas
en el árbol soluión formado, el oste parial de la soluión y el número de argas realizadas.
En el bule for all se seleionan aquellos nodos n veinos de node que no forman
parte de la soluión (neighbourNotVisited(node)). En addToTheSolution(n) se añade n
a la soluión, marando el nodo n omo visitado, la arista n−node omo visitada y añadiendo
el oste de la arista n− node al oste de la soluión parial.
2
El algoritmo B&B-MLS, al igual que ourría en el algoritmo RFD-MLS, sólo está preparado para tratar
onguraiones rítias que sean nodos (no está preparado para tratar onguraiones rítias que sean
aristas).
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En la siguiente fase se omprueba si el nodo node es un nodo hoja en el árbol soluión
(isLeaf(node)). En aso armativo, node dejará de ser una hoja y n será una nueva hoja
(newLeaf(n,node)) en el árbol onstruido.
Por último, se realizan las llamadas reursivas. En reursiveCall(n) se realiza la lla-
mada reursiva desde el nuevo nodo introduido en el árbol n. En la llamada reursiva
reursiveCall(node) se realiza de nuevo la llamada reursiva desde el nodo node (esta vez
la arista n−node ya ha sido visitada) reando una arga y sumando al oste de esta soluión
el oste estableido para las argas loadCost.
A.7. A Formal Approah to Heuristially Test Restorable Sys-
tems
Los algoritmos empleados en [87℄ son los mismos que los desritos en la seión A.6.
A.8. Applying RFD to Construt Optimal Quality-Investment
Trees
Los algoritmos empleados en [82℄ están inspirados en los utilizados en [81℄. Tanto el
método RFD omo ACO siguen los mismos esquemas que los denidos en la seión A.2
para resolver el problema QIT.
A.8.1. Algoritmo RFD-QIT
En el algoritmo RFD utilizado para resolver el QIT se introduen los siguientes ambios
respeto al esquema general mostrado en la seión A.2.1. En la fase erodePaths() la erosión
produida será:
erosion(i, j) =
paramErosion · gradient(i, j)
(numNodos− 1) · numGotas
· tamanio · (1− α)
donde 0 ≤ α ≤ 1 es el parámetro de la expresión que se desea minimizar: α ·X +(1−α) ·Y ,
siendo X la suma de los oste desde ada nodo de origen hasta el nodo destino a través del
árbol soluión e Y el oste del árbol, es deir, la suma de los ostes de las aristas que forman
el árbol. El resto de parámetros se estableen de la misma manera que en la seión A.2.1.
En la fase onstrutSolution(), para onstruir la soluión se sigue el mismo método
que para onstruir la soluión en el problema MSV (ver seión A.2.1). Como se puede ver,
la adaptaión del RFD para resolver el QIT es muy senilla.
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A.8.2. Algoritmo ACO-QIT
En el algoritmo ACO utilizado para resolver el QIT se introduen los siguientes ambios
respeto al esquema general mostrado en la seión A.2.2. En primer lugar, se ejeuta el
algoritmo tQoS unidades de tiempo, on la siguiente peuliaridad: en la fase moveAnts() se
onsideran diferentes tipos de feromonas según el naimiento de las hormigas. A ontinuaión,
se sigue ejeutando el algoritmo tIE unidades de tiempo, pero esta vez en la fase moveAnts()
se onsidera que todas las feromonas son de un únio tipo e independientes del naimiento
de las hormigas. Consideramos que tQoS = α · ttotal, tQoS + tIE = ttotal y ttotal es el tiempo
estableido por el usuario omo parámetro. De este modo, se ombinan las dos estrategias
para onseguir buenas soluiones para optimizar QoS e IE.
En la fase onstrutSolution(), para onstruir la soluión se sigue el mismo método
que para onstruir la soluión en el problema MSV (ver seión A.2.2).
A.9. Testing Restorable Systems: Formal Denition and Heu-
risti Solution based on River Formation Dynamis
Los algoritmos empleados en [84℄ se basan en los desritos en la seión A.7. Los algorit-
mos RFD-MLS y B&B-MLS han sido extendidos para poder tratar el uso de onguraiones
rítias que sean aristas, dando lugar a los algoritmos RFD-MLS+ y B&B-MLS+ respeti-
vamente, los uales desribiremos a ontinuaión en las seiones A.9.1 y A.9.2.
A.9.1. Algoritmo RFD-MLS+
Este algoritmo sigue el mismo esquema que el mostrado en la seión A.6.1. Para el
tratamiento de onguraiones rítias que son aristas sólo se ha modiado la fase construct-
Solution() omo omentamos a ontinuaión. En esta fase, se tratan todas las aristas rítias
en primer lugar. De este modo, omenzamos a rear ramas de la soluión omenzando en
una arista rítia (elegida al azar) y terminando en el mar del mismo modo que en la
seión A.6.1 se trataban los nodos rítios. También se utiliza el mismo método para evitar
argas no deseadas.
A.9.2. Algoritmo B&B-MLS+
El nuevo método de ramiaión y poda para ubrir onguraiones rítias que sean
tanto nodos omo aristas sigue el siguiente esquema:
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for all ((a→ b) = edgeNotUsed())
addToTheSolution(a→ b)
newLeaf(a,b)
reursiveCall()
end for
Previamente a la reursión, se alula una soluión iniial trivial. Esta soluión onsiste
en unir todas las onguraiones rítias diretamente on el estado iniial, es deir, on
el mar. Esta soluión nos servirá para podar ramas no prometedoras desde el prinipio. A
ontinuaión se rea una soluión vaía y se añade el nodo iniial, que hará el papel de raíz
del árbol (se establee omo nodo iniial el estado iniial de la FSM). La reursión naliza
uando han sido visitadas todas las onguraiones rítias. Además, son podadas aquellas
ramas tales que:
costSolution+minCost < costBestSolution
donde costSolution es el oste atual de la soluión formada, costBestSolution es el oste
de la mejor soluión hallada hasta el momento por el algoritmo y minCost = notV isited ·
cheapestEdge donde notV isited es el número de onguraiones rítias que aún no han sido
visitadas y cheapestEdge es el oste de la arista más barata del grafo, por lo que minCost
representa el oste mínimo de añadir las onguraiones rítias aún no visitadas al árbol
soluión.
En la reursión se lleva ontrol sobre los nodos y aristas visitadas, los nodos que son hojas
en el árbol soluión formado, el oste parial de la soluión y el número de argas realizadas.
En el bule for all se seleionan aquellas aristas a → b que no forman parte de
la soluión y tales que el nodo b ya esté inluido en la soluión (edgeNotUsed()). En
addToTheSolution(a → b) se añade la arista a → b a la soluión, marando el nodo a
omo visitado, la arista a→ b omo visitada y añadiendo el oste de la arista a→ b al oste
de la soluión parial.
En la siguiente fase (newLeaf(a,b)) el nodo b dejará de ser una hoja (es posible que no
lo fuese ya) y a se marará omo nodo hoja en el árbol onstruido. En aso de que b no
fuese un nodo hoja, se reará una arga y se sumará el oste de arga al oste de la soluión
parial.
Por último, se realiza la llamada reursiva on la nueva soluión parial (reursive-
Call()).
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A.9.3. Algoritmo RFD-MRP
Para adaptar RFD a MRP se mantienen las mismas ideas que en la seión A.9.1 para
apliar RFD a MLS. La prinipal modiaión respeto al algoritmo RFD-MLS+ onsiste en
modiar el inentivo negativo para formar puntos de arga (en este aso puntos de reset).
Diha penalizaión se realiza al alular la pendiente para moverse del nodo i al j (uando
al nodo j ya se ha movido alguna gota en el mismo turno) del siguiente modo:
gradient(i, j) =
altitude(i) − altitude(j)
distance(i, j) + resetCost+ distance(0, j)
donde resetCost es el oste de reiniiar la apliaión volviendo al estado iniial. Este valor
es un parámetro introduido por el usuario.
Lo que se pretende es penalizar puntos de reset lejanos del nodo iniial, ya que, general-
mente, reuperar esos estados será ostoso. Se desea formar árboles soluión tales que todas
sus ramas se unan en la raíz, es deir, en el nodo iniial.
Además, la fase constructSolution() se ha modiado ligeramente. Cuando se ha de
deidir si rear un punto de reset o tratar de evitarlo, el nodo n donde se rea la arga se
sustituye por el nodo 0, el nodo iniial. De este modo, si se tuviese que rear una arga para
volver hasta n, se utilizará el amino más orto entre el nodo iniial y n, en vez de la rama
que se había reado anteriormente hasta n.
