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ABSTRACT
Recent advances have resulted in queue-based algorithms for 
medium access control which operate in a distributed fash-
ion, and yet achieve the optimal throughput performance 
of centralized scheduling algorithms. However, fundamental
performance bounds reveal that the “cautious” activation 
rules involved in establishing throughput optimality tend to 
produce extremely large delays, typically growing exponen-
tially in 1/(1−ρ), with ρ the load of the system, in contrast 
to the usual linear growth.
Motivated by that issue, we explore to what extent more 
“aggressive” schemes can improve the delay performance. 
Our main finding is that aggressive activation rules induce 
a lingering effect, where individual nodes retain possession 
of a shared resource for excessive lengths of time even while 
a majority of other nodes idle. Using central limit theorem
type arguments, we prove that the idleness induced by the
lingering effect may cause the delays to grow with 1/(1−ρ) 
at a quadratic rate. To the best of our knowledge, these
are the first mathematical results illuminating the lingering 
effect and quantifying the performance impact.
In addition extensive simulation experiments are conducted
to illustrate and validate the various analytical results.
Categories and Subject Descriptors
G.3 [Probability and Statistics]: Markov Processes
General Terms
Algorithms, Performance, Theory
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1. INTRODUCTION
As networks continue to grow in size and complexity, they
increasingly rely on scheduling algorithms for efficient alloca-
tion of shared resources and arbitration between users. As a
result, the design and analysis of scheduling algorithms for
complex network scenarios has attracted significant atten-
tion over the last several years.
One of the centerpieces in the scheduling literature is the
celebrated MaxWeight algorithm as proposed in the seminal
work [18, 19]. The MaxWeight algorithm provides through-
put optimality and maximum queue stability in a variety
of scenarios, and has emerged as a powerful paradigm in
cross-layer control and resource allocation problems [5].
While not strictly optimal in terms of delay performance,
MaxWeight algorithms do achieve so-called equivalent work-
load minimization and offer favorable scaling characteristics
in heavy traffic conditions [13, 16]. As a further key appeal-
ing feature, MaxWeight algorithms only need information
on the queue lengths and instantaneous service rates, and
do not rely on any explicit knowledge of the underlying sys-
tem parameters.
On the downside, solving the maximum-weight problem
tends to be challenging and potentially NP-hard. This is ex-
acerbated in a network setting, where a centralized control
entity may be lacking or require global state information,
creating a substantial communication overhead in addition
to the computational burden. This concern is especially per-
tinent as the maximum-weight problem needs to be solved
at a high pace, commensurate with the fast time scale on
which scheduling algorithms typically need to operate.
This issue has provided a strong impetus for devising algo-
rithms that entail lower computational complexity and com-
munication overhead, but retain the maximum stability and
throughput guarantees of the MaxWeight algorithm. Various
approaches in that direction were proposed in [2, 10, 14, 15,
17, 20]. An exciting breakthrough in this quest was recently
achieved in the design of random back-off schemes for wire-
less medium access control that seem to offer the best of both
worlds. These schemes operate in a distributed fashion, re-
quiring no centralized control entity or global state informa-
tion, and yet, remarkably, provide the capability of achieving
throughput optimality and maximum stability. More specifi-
cally, clever algorithms have been developed for finding the
back-off rates that yield any given target throughput vector
in the capacity region [8, 9]. In the same spirit, powerful al-
gorithms have been devised for adapting the back-off rates
based on queue length information, and been shown to guar-
antee maximum stability [7, 11, 12].
While the maximum-stability guarantees for the above-
mentioned algorithms have strong appeal, they do not ex-
tend to performance metrics such as expected queue lengths
or delays. In fact, fundamental performance bounds [1] indi-
cate that the“cautious” back-off functions involved in estab-
lishing maximum stability tend to produce extremely large
delays, typically growing exponentially in 1/(1−ρ), with ρ
the load of the system, in contrast to the usual linear growth.
More specifically, the bounds show that the expected queue
lengths grow as ψ−1(1−ρ) as ρ ↑ 1. Here ψ−1 represents
the inverse of the (decreasing) function ψ, specifying the
probability of a node entering a back-off as a function of
its current queue length. The bounds may be explained by
noting that the queue lengths govern the fraction of back-off
time through the function ψ. Since the fraction of back-off
time cannot exceed the surplus capacity in order for the
system to be stable, however, it is ultimately the amount
of surplus 1−ρ that dictates the queue lengths through the
function ψ−1. We note that maximum stability has been
established under the condition that the function ψ(a) de-
cays (no faster than) inverse-logarithmically as a→∞, i.e.,
ψ(a) ∼ 1/ log a. This entails that ψ−1(s) grows (no slower
than) exponentially in 1/s as s ↓ 0, yielding the stated ex-
ponential growth of ψ−1(1−ρ) in 1/(1−ρ) as ρ ↑ 1.
The above lower bounds suggest that the delay perfor-
mance may be improved when the function ψ decays faster,
e.g., inverse-polynomially : ψ(a) ∼ a−β, with β > 0, so that
ψ−1(s) ∼ s−1/β as s ↓ 0. The larger the value of the expo-
nent β, the slower the growth of ψ−1(1−ρ) ∼ (1−ρ)−1/β as
ρ ↑ 1. In particular, it might seem plausible that for β ≥ 1,
the expected queue lengths will only exhibit the usual linear
growth in 1/(1−ρ) as ρ ↑ 1. Note that a larger value of β
means that a node is more “aggressive”, in the sense that it
is less likely to enter a back-off and more inclined to hold on
to the medium, and hence the coefficient β will be referred
to as the aggressiveness parameter. It is worth observing
that maximum stability for the above back-off functions is
not guaranteed by existing results, which do not apply for
any β > 0. In fact, for β > 1, maximum stability has been
shown not to hold in certain topologies [6].
In the present paper we aim to gain fundamental insight
whether a larger aggressiveness parameter can improve the
delay performance. Our main finding is that for large values
of β, a lingering effect can cause the mean stationary delay
to increase in heavy traffic as 1/(1−ρ)2, and we focus on the
simplest topology where this effect occurs. This topology,
described in later sections, may seem at first sight rather
restrictive in view of recent results [7, 11, 12] that apply
to general topologies. We believe however that our results
give insight into more general situations and discuss this in
Section 7.
The remainder of the paper is organized as follows. We
start in Section 2 by discussing an example that will explain
the model that we consider as well as the lingering effect. In
Section 3 we present a detailed model description. In Sec-
tion 4 we provide an overview of the results and discuss the
main performance implications. We conduct comprehensive
simulation experiments to illustrate the various heavy traf-
fic results in Section 5. In Section 6 we present a detailed
asymptotic analysis and proof arguments, and we conclude
in Section 7 by discussing the broader implications of our
results.
2. ILLUSTRATIVE EXAMPLE
Consider a network consisting of four queues which are
split into two groups, say groups 1 and 2, in such a way that
if any queue of group 1 is transmitting a packet, no queue
of group 2 may transmit. A group is said to be active if one
of its queues is transmitting a packet, and a queue is said to
be active if it belongs to the active group. The other group
and queues are said to be inactive.
Active queues adhere to the following algorithm: after
each transmission, each active queue flips a coin and adver-
tizes a release with probability (1+a)−β , with a the number
of packets that this queue has to transmit and β > 0. If the
two active queues advertize a release simultaneously, then
active queues become inactive and vice-versa: such a time is
called a switching time. This simple distributed algorithm
gives rise to dynamics as illustrated in Figure 1, where the
system is considered over three consecutive switching times
t1, t2 and t3. Between switching times, the backlog of ac-
tive queues is drained while packets accumulate at inactive
queues. The dynamics shown in Figure 1 are representative
of the case β > 1 where a switch does not occur until both
active queues have emptied as will be established later.
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Figure 1: A typical sample path in the case β > 1.
The three boxes zoom in to show the lingering effect.
One queue hovers around zero while the other queue
is yet to empty, resulting in an inefficient use of the
resource.
Let us now give a flavor of the lingering effect. Imagine
that the two active queues start with initial queue lengths of
the same order, say Q. As just mentioned, queues retain the
shared resource until the time T ∗ at which the last active
queue has emptied, thus preventing other queues from ac-
tivating until this time. The law of large numbers suggests
that T ∗ is of order Q (i.e., active queues are drained lin-
early as in Figure 1), but the central limit theorem suggests
that up to time T ∗, the first active queue to have emptied,
while waiting for the other queue to empty, will be empty
of the order of
√
Q units of time. This lingering effect is
illustrated in Figure 1, which will be explained in greater
detail in Section 5.
This (1/
√
Q)-fraction of the time the shared resource is
used inefficiently may at first sight seem negligible, and in-
deed queues seem to empty at the same time on the coarse
time scale of Figure 1. However, we will actually estab-
lish that it has a significant impact in heavy traffic, causing
queue lengths to grow at a rate 1/(1− ρ)2 as ρ ↑ 1, instead
of the optimal 1/(1− ρ).
3. MODEL DESCRIPTION
3.1 Informal description
Let us now give a more precise definition of our model.
As mentioned in the introduction, in order to analyze the
lingering effect in the simplest possible setting, we focus on a
symmetric system consisting of two groups of R ≥ 2 queues.
At any given point in time, one of the groups is active while
the other is inactive.
Time is slotted and inactive queues have simple dynamics,
driven by independent and identically distributed numbers
of packet arrivals in each slot, so that they each simply grow
according to random walks with step distribution denoted
by ξ. During each time slot, active queues increase by in-
dependent amounts distributed as ξ as well, but, if at least
one packet is present at the start of the slot, an active queue
also flushes exactly one packet.
Moreover, at the end of each time slot, each active queue
tosses a coin and advertizes a momentary release with prob-
ability ψ(a), with a the number of packets in the queue at
the end of the time slot. This (momentary) release gives in-
active queues an opportunity to become active: if all the ac-
tive queues simultaneously advertize a release, then inactive
queues become active and active queues become inactive.
Such a time is called a switching time. We will assume in
the sequel that ψ(a) = (1+ a)−β for some parameter β > 0,
called the aggressiveness parameter. In particular, ψ(a)→ 0
as a→ +∞, and so active queues are less likely to advertize
a release when they are highly loaded; this mechanism thus
gives priority to highly loaded queues in a distributed fash-
ion. There is a cost associated with advertizing a release:
each time an active queue advertizes a release and is not
empty, it incurs an additional increase distributed accord-
ing to some random variable ζ.
The above-described model qualitatively resembles the ca-
nonical models for queue-based medium access control mech-
anisms. The main difference with continuous-time mod-
els in the literature is that in our model, back-off periods
are infinitesimally short (hence, the releases are qualified
as momentary), and the jump size ζ represents the num-
ber of packets that would have arrived during a non-zero
back-off period. The key advantage of our model is that
it avoids the complication of requiring back-off periods to
overlap to define a switching time. Moreover, simulation ex-
periments show that our main results extend to models with
non-infinitesimal back-off periods. We did not include these
simulations to comply with page limitations.
Remark. The system may be interpreted as a set of R
single-server two-queue polling systems, where servers are
only allowed to switch between queues in a synchronized
fashion. Such models with simultaneous service of several
queues and synchronized switches are natural in applications
(e.g., traffic lights at intersections), but appear not to have
been considered.
3.2 Parameters
The model described in the previous subsection is defined
through four parameters: the number R ≥ 2 of queues in
each group, two integer-valued random variables ξ, ζ ∈ N =
{0, 1, . . .} and a real number β ∈ (0,∞], which defines the
[0, 1]-valued sequence (ψ(a), a ≥ 0) via ψ(a) = (1 + a)−β
for a ≥ 0, to be understood for β = +∞ as ψ(0) = 1 and
ψ(a) = 0 for a > 0. Note that only the asymptotic behavior
of ψ(·) matters, and our results could easily be extended to
any ψ(·) with aβψ(a)→ ℓ ∈ (0,∞) as a→ +∞.
We assume that ξ and ζ have finite means, respectively Eξ =
ρ/2 and Eζ = z, and that ξ has finite variance denoted by
v = E[(ξ−ρ/2)2]. It will be argued that the system is stable
if and only if ρ < 1 and so we will refer to ρ as the load
of the system (note that by symmetry, each queue is active
half the time, which explains the factor 2 in the definition
ρ = 2Eξ of ρ).
3.3 Formal description
Because of the symmetry of the system, we do not need to
label the queues individually, but only need to keep track of
the state of active and inactive queues. We will consider the
system embedded at switching times, and define Qar(k) and
Qir(k) as the numbers of packets in the rth active and inac-
tive queue, respectively, just after the kth switch occurred.
We will be interested in the Markov chain (Q(k), k ≥ 0)
which we also write as Q = (Qa,Qi) with Qa = (Qar , r ∈
R), Qi = (Qir, r ∈ R), R = {1, . . . , R} and we reserve in the
sequel bold notation for vectors (of functions or numbers).
As informally described in Section 3.1, the dynamics of
Q in between two switching times are governed by two R-
dimensional processes S = (Sr, r ∈ R) andA = (Ar, r ∈ R):
S gives the increments of the inactive queues, while A gives
the state of the active queues. The dynamics are as follows:
• the 2R processes Ar, Sr are independent;
• for each r ∈ R, (Sr(k), k ≥ 0) is a random walk with
step distribution ξ, started at 0;
• for each r ∈ R, (Ar(k), k ≥ 0) is a space-inhomogeneous
random walk with the following dynamics: for any
a ∈ N and any function f : N→ [0,∞), we have
E [f(Ar(1)) | Ar(0) = a]
= E
[
f
(
Y (a) + ζI{Y (a)>0,U<ψ(Y (a))}
)]
, (1)
where Y (a) = a+ξ−I{a>0} is the number of packets at
the end of the time slot and U is uniformly distributed
in [0, 1], and U , ξ and ζ are independent.
The equation (1) describes the dynamics of an active queue
and can be interpreted as follows. At each time slot, an ac-
tive queue increases by ξ and, if not empty at the beginning
of the time slot, flushes a packet, which brings the queue to
state Y (a). If U < ψ(Y (a)), we say that the active queue
advertizes a release, which thus happens with the (condi-
tional) probability ψ(Y (a)) as described in Section 3.1. If
at the end of the time slot the queue is not empty and it
advertizes a release, i.e., Y (a) > 0 and U < ψ(Y (a)), then
the active queue also incurs an additional increase by ζ.
To define the 2R-dimensional process Q = (Qa,Qi) from
S andA, it remains to adopt notation for the switching time,
which we denote by T ∗. Thus T ∗ is the first time at which
all active queues advertize a release at the same time. Note
that T ∗ and S are independent. With these definitions, the
dynamics of Q as informally described in Section 3.1 obey
the following equation: for any q = (qa,qi) ∈ NR ×NR and
any function f : N2R → [0,∞),
E [f(Q(1)) | Q(0) = q]
= E
[
f(qi + S(T ∗),A(T ∗)) | A(0) = qa
]
. (2)
The special case β = +∞ will be of particular impor-
tance. Indeed, we will show that it is representative of the
system’s behavior in the range β > 1. The case β = +∞
has been studied in [3], which refer to it as the random
capture algorithm. When β = +∞, active queues only
advertize a release when they are empty (in which case
there is no additional term ζ), and so A(T ∗) = 0 and
T ∗ = inf {k ≥ 0 : A(k) = 0}.
3.4 Additional notation
In the remainder of the paper, and similarly as we have
just done in (2), we will use the common symbol E to denote
expectation with respect to the laws of Q and (A,S). Ini-
tial conditions will be denoted by a subscript, and it should
always be clear from the context whether we consider initial
conditions of Q, A or some Ar (remember that S(0) is al-
ways equal to 0). For instance, (1) and (2) can be rewritten
as follows:
Ea [f(Ar(1))] = E
[
f
(
Y (a) + ζI{Y (a)>0,U<ψ(Y (a))}
)]
,
and
Eq [f(Q(1))] = Eqa
[
f(qi + S(T ∗),A(T ∗))
]
.
The probability distributions corresponding to these various
expectations are written as Pa, P, Pq and Pqa . We also
define P∞ with corresponding expectation E∞ as the laws
of Q and (A,S) started in the stationary distribution of Q,
provided Q is positive recurrent.
When β = +∞, we see based on (2) that Qi(k) = 0,
except maybe for k = 0. In particular, when Q is posi-
tive recurrent, Qi(0) is P∞-almost surely equal to 0 and (2)
therefore becomes
E∞ [f(Q
a(0))] = E∞ [f(S(T
∗))] (β = +∞). (3)
Further, in the remainder of the paper we let
τr = inf{k ≥ 0 : Ar(k) = 0}, τmax = max
r∈R
τr,
and we define the τ(r)’s as the order statistics of the τr’s, i.e.,
τ(1) ≤ · · · ≤ τ(R) and {τ(r)} = {τr}. Let finally |·| be the L∞
norm and ‖·‖ be the L1 norm, i.e., if J ≥ 1 and x ∈ RJ then
|x| = maxj |xj | (which is just the absolute value for J = 1)
and ‖x‖ = |x1|+ · · ·+ |xJ |.
4. OVERVIEW OFMAIN RESULTS
4.1 Two regimes
As stated in the introduction, we aim to gain fundamen-
tal insight in the impact of the function ψ(·), through the
aggressiveness parameter β, on the system performance in
terms of expected queue lengths and delays. We will demon-
strate, based on a combination of heuristic arguments, simu-
lation experiments and theoretical results, that the system’s
behavior changes as β increases from 0 to ∞. In the small
β regime, typically β < 1/2, the system is characterized
by a mean-reverting effect that induces (stationary) queue
lengths of the order of 1/(1−ρ)1/β . This regime was already
hinted upon in [1], where a corresponding lower bound was
rigorously proved in a general setting. In the present paper
we go one step further, by providing a heuristic argument
in Section 4.2, explaining why this lower bound is sharp for
small β, and corroborating this by extensive simulation re-
sults in Section 5.2. However, when β increases, this mean-
reverting effect vanishes, which causes the lower bound to
become loose. For β > 1, we show that the system’s perfor-
mance is dominated by another phenomenon, which we call
a lingering effect. The investigation of this latter effect con-
stitutes the main contribution of the paper. We provide a
heuristic explanation of this effect in Section 4.3, examine it
via simulation experiments in Section 5.2, and prove various
theoretical results in Section 6.
4.2 Small β: a mean-reverting effect
Consider for a moment a given queue and let ∆(a) be the
mean increase of this queue starting from level a. Because of
symmetry, the queue will be active half the time and inactive
the other half of the time, so that
∆(a) ≈ 1
2
Ea [increase | inactive] + 1
2
Ea [increase | active] .
From the dynamics described in Section 3.3 we may deduce
for large a (approximating Y (a) ≈ a and neglecting the pos-
sibility of Y (a) = 0) that 2∆(a) ≈ Eξ+E(ξ−1+ζI{U<ψ(a)}),
which leads to
2∆(a) ≈ ρ− 1 + zψ(a).
This last approximation points to a mean-reverting effect:
the average drift is negative for a > a∗ and positive for
a < a∗, where a∗ is determined by the equation ρ − 1 +
zψ(a∗) = 0, which gives, since ψ(a) = (1+a)−β , a∗ ≈ 1/(1−
ρ)1/β. Using the convexity of ψ(·) and Jensen’s inequality,
it is not difficult to convert the above back-of-the-envelope
computations into a rigorous proof and show that 1/(1 −
ρ)1/β is a lower bound for the stationary mean number of
packets in the system, as established in [1] in a continuous-
time setting.
However, our explanation of this lower bound through this
mean-reverting effect goes one step further, and shows that
this lower bound should be sharp for small values of β. In-
deed, ∆(a) is the mean drift obtained by averaging over the
active and inactive states. Roughly speaking, this quan-
tity describes the drift experienced by a queue if the queue
rapidly changes states, i.e., if the time needed for the queue
to switch state is negligible compared to n, with n the length
of the queue. Otherwise, the queue stays in the active or in-
active state for a long period of time, during which it expe-
riences (almost) constant drift, either positive or negative.
This explanation bears some similarity with a random walk
in a dynamic random environment, where the random walk
essentially sees a constant environment if the random envi-
ronment mixes rapidly.
To conclude our arguments, it remains to note that, at
least intuitively, queues will switch more rapidly for smaller
values of β. We will provide simulation experiments showing
that the stationary mean number of packets grows as 1/(1−
ρ)1/β for small values of β. As β increases however, this
mean-reverting effect vanishes. The main contribution of
this paper is to reveal and quantify a previously unknown
effect, called the lingering effect, which explains the system’s
behavior in this case.
4.3 Large β: the effect of lingering
As described in the introduction, when the function ψ(·)
decays sufficiently fast, once a queue gains possession of the
resource, it holds onto it, even when some or all of the other
queues in the same group are empty, and it would be more
efficient for the queues in the other group to receive the
resource. This causes a lingering effect as illustrated in Fig-
ure 1 for a scenario with R = 2, β = 2. It may appear that
the two queues in the same group drain around the same
time (as can indeed be shown to be the case on a “fluid
scale”). When we zoom in, however, we see that there is
actually a time period where one of the queues is already
empty, while the other one clings to the resource and pre-
vents the two queues in the other group from activating.
Let us now provide a somewhat more technical description
of this phenomenon in the case β = +∞, where it is easi-
est to see thanks to the simplification of the dynamics (3).
Moreover, we will argue that the case β ∈ (1,+∞) is essen-
tially a perturbation of the case β = +∞.
By applying (3) to f = ‖·‖, we obtain E∞ (‖Qa(0)‖) =
E∞ (‖S(T ∗)‖) and since ‖S(·)‖ is a random walk with drift
REξ independent of T ∗ and A(0) = Qa(0) (by definition),
we obtain E∞ (‖A(0)‖) = RE(ξ)E∞ (T ∗) and so by symme-
try,
E∞ (A1(0)) = E(ξ)E∞ (T
∗) . (4)
The goal is now to relate E∞(T
∗) to E∞(A1(0)). Remember
that T ∗ = inf{k : A(k) = 0} when β = +∞. It is not dif-
ficult to show that T ∗ ≈ τmax, essentially because once all
queues have hit 0, it is only a matter of constant time for
all queues to be empty simultaneously (this will be justified
in Lemma 6.1). Then, the central limit theorem shows that
τr ≈ Ar(0)/(1−Eξ)+Ar(0)1/2 (where we neglect multiplica-
tive constants, possibly random, appearing in front of first-
or second-order terms and that do not influence the order of
magnitude of the final result), which leads to the approxi-
mation τmax ≈ |A(0)|/(1−Eξ)+ |A(0)|1/2 . Since under P∞
queues are symmetric, we have |A(0)| ≈ A1(0) + A1(0)1/2
which finally leads to T ∗ ≈ A1(0)/(1− Eξ) + A1(0)1/2, i.e.,
E∞ (A1(0)) ≈ Eξ
1− EξE∞ (A1(0)) + E∞
[
A1(0)
1/2
]
.
Thus upon a concentration-like result of the kind
E∞[A1(0)
1/2] ≈ [E∞(A1(0))]1/2
it is reasonable to expect(
1− Eξ
1− Eξ
)
E∞ (A1(0)) ≈ [E∞(A1(0))]1/2 .
Since 1−E(ξ)/(1−Eξ) ≈ 1− ρ this shows that E∞(A1(0)),
and hence E∞(‖Q(0)‖), should grow as 1/(1 − ρ)2. While
admittedly crude, the above heuristic arguments provide the
correct estimates, and serve as a useful guide for a rigorous
proof in Section 6.1.
As reflected in the above computations, the square factor
really stems from the relation T ∗ ≈ τ(1) + |A(0)|1/2, i.e.,
T ∗ occurs somehow long after τ(1), the time at which it
would be optimal to switch in order to avoid inefficient use
of the resource. But it is difficult to make the system switch
exactly at τ(1) in a distributed fashion, and here the penalty
incurred is a square root. Interestingly, the penalty may
seem negligible, since it is only a square root, but this small
inefficiency has a significant impact in heavy traffic.
We explain in the next subsection how we formalize the
analysis of this square root effect.
4.4 Main results
In this subsection we present our main results. They are
discussed in the following sections based on a combination
of rigorous proofs, heuristic arguments and simulation re-
sults, and we explain our contributions in more detail at the
end of this subsection. Our first main result introduces the
notion of scaling exponent, which essentially determines the
polynomial growth rate of the mean number of packets in
stationarity.
Main result 1. Q is positive recurrent if ρ < 1 and
transient if ρ > 1. Moreover, the limit
lim
ρ↑1
(
logE∞(‖Q(0)‖)
log(1/(1− ρ))
)
def.
= α (5)
exists and is called scaling exponent.
Remark. The transience of Q when ρ > 1 is easy to see.
Indeed, if L(k) is the number of packets at the beginning
of the kth time slot, L is lower bounded by a random walk
with drift R(ρ− 1). Thus when ρ > 1, we have L(k)→ +∞
as k → +∞ and since (‖Q(k)‖, k ≥ 0) is a subsequence of
(L(k), k ≥ 0) this proves the transience of Q.
Stability for ρ < 1 is very intuitive but more challenging
to establish. If the active queues are in state a = (ar) with
ar > 0 for every r, the variation of the mean number of
packets in the system over the next time slot is equal to
−R
(
1− ρ− z
R∑
r=1
ψ(ar)
)
.
Since ψ(a) → 0 as a → +∞, the drift is negative, close to
−R(1 − ρ), when each ar is large enough. The problem in
formalizing this argument is twofold: first, in order to prove
stability, one must be able to control every possible initial
configuration, not only those where every ar is large; sec-
ond, this argument considers the system on the normal time
scale, whereas we are interested in the system embedded at
switching times.
Our interest in the scaling exponent comes from an ex-
pected polynomial growth of E∞(‖Q(0)‖) in heavy traffic.
In general, we expect as ρ ↑ 1 a behavior of the kind
E∞ (‖Q(0)‖) ≈ C
(1− ρ)α (6)
for some finite constant C > 0 (note that this would be
stronger than (5)). The scaling exponent depends on the
four model parameters R, ξ, ζ and β. However, we will
mostly be interested in the dependence of α on β and thus
write α(β) when the other three parameters are kept fixed.
In fact, our results suggest that α does not depend on these
other parameters, at least in the two extreme regimes we
studied in detail. As explained in Section 4.3, the lingering
makes E∞(‖Q(0)‖) grow as 1/(1 − ρ)2 when β > 1, which
can be formalized as follows.
Main result 2. If β > 1, then α(β) = 2.
It seems quite challenging to prove the existence of, and
find a closed-form expression for, α(β) when β ≤ 1. Nonethe-
less, the heuristic arguments of Section 4.2 suggest that the
lower bound α(β) ≥ 1/β of [1] is sharp as β ↓ 0, which leads
to the following result.
Main result 3. βα(β)→ 1 as β → 0.
We now explain in more detail how these three results are
established in the rest of the paper. The case β = +∞ is
treated rigorously: positive recurrence of Q when ρ < 1 and
the result that α(∞) = 2 are proved in Section 6.1. For
β > 1, we explain in Section 6.2 why it can be seen as a per-
turbation of the case β = +∞: we give some partial results
toward a full proof in Sections 6.2.1 to 6.2.3, and heuris-
tic arguments in Section 6.2.4 explaining the technical steps
missing for a complete proof. These results are backed up
by simulation results in Section 5. Finally, the main result 3
is discussed based on the simulation results of Section 5.2,
which back up the heuristic arguments of Section 4.2.
5. SIMULATION EXPERIMENTS
In the previous section we provided an overview of the
main results characterizing the heavy traffic behavior of the
expected queue lengths. Before presenting detailed proof ar-
guments in the case β > 1 in the next section, we first discuss
comprehensive simulation experiments that we conducted to
illustrate the stated growth behavior.
The detailed asymptotic analysis and proofs in the next
section will reveal that the value of R and the precise distri-
butions of ξ and ζ do not affect the stability of the system or
the value of the scaling exponent. Throughout this section
we therefore focus on the case where ξ is geometrically dis-
tributed with parameter 2/(2+ρ) and P(ζ = 1) = 1. We ran
simulations using different distributions for ξ and ζ as well,
including extreme cases such as distributions with infinite
third moment (even infinite second moment for ζ). Because
of page limitations we do not include these cases, but they
yielded very similar results.
5.1 Simulations for the main result 1
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Figure 2: ‖Q(k)‖ vs. k for R = β = 2 and ρ = 0.99.
We now examine the case R = β = 2 in detail. Figures 2
and 3 show the evolution of ‖Q(k)‖, starting at Q(0) = 0,
for ρ = 0.99 and ρ = 1.01 respectively. When ρ = 0.99,
Figure 2 shows that ‖Q(k)‖ fluctuates between 2000 and
8000 for k large enough, which strongly suggests that Q is
positive recurrent.
When ρ = 1.01, Figure 3 shows that ‖Q(k)‖ increases
until we stop the simulation when 1.5·106 packets are present
in the system. Note that for a transient system we would
expect that, when the queues are large, the total queue size
grows by a constant amount on average in every time slot
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Figure 3: ‖Q(k)‖ vs. k for R = β = 2 and ρ = 1.01.
and that the time between two consecutive switching times
increases. This explains the super-linear growth of ‖Q(k)‖
as we consider the system at switching times. In fact, the
reasoning in Section 4.3 suggests that when ‖Q(k)‖ is large
we have ‖Q(k + 1)‖/‖Q(k)‖ ≈ Eξ/(1 − Eξ). This gives
a heuristic explanation for the exponential growth (at rate
ρ/(2− ρ) > 1) observed in Figure 3. All in all, this suggests
that Q is transient for ρ = 1.01.
Observe moreover that it may in general be difficult to dis-
tinguish between positive recurrent and transient systems
based on simulation results. Here however, Q obeys two
clearly distinguishable types of behavior: stochastic fluctu-
ations when ρ < 1, and almost deterministic exponential
growth when ρ > 1.
5.2 Simulations for the main results 2 and 3
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Figure 4: Approximating α(2) for R = 2.
From the results in Figure 2 we find by averaging over time
E∞(‖Q(0)‖) ≈ 4700 for ρ = 0.99, corresponding in view of
the definition (5) of the scaling exponent to the estimate
α(2) ≈ log 4700/ log 100 ≈ 1.84. To simplify the discussion
define in the sequel
F (ρ, β) =
logE∞(‖Q(0)‖)
log(1/(1− ρ)) , β ∈ (0,∞], ρ < 1. (7)
Then, the scaling exponent α(β) is defined in (5) via a lim-
iting procedure, namely α(β) = F (1−, β) = limρ↑1 F (ρ, β).
Using the results of Figure 2 to estimate α(2) amounts to
using the approximation F (1−, 2) ≈ F (0.99, 2). In order
to check whether this approximation is valid, we performed
the same simulation for different values of ρ. In Figure 4
the value of F (ρ, 2) is plotted for different values of ρ ∈
(0.87, 0.999). F (ρ, 2) is plotted versus log(1/(1 − ρ)) in or-
der to “dilate” time around the value ρ = 1 that we are
interested in (the quantity βα(β) is plotted versus 1/β in
Figure 6 for the same reason), and also because it is natural
to regress F (ρ, 2), as function of ρ, against log(1/(1 − ρ))
(see forthcoming discussion).
Figure 4 shows that the limit F (1−, 2) seems to exist, but
F (ρ, 2) is still significantly increasing for ρ = 0.999. Thus
F (0.999, 2), and in particular F (0.99, 2), cannot be used as
an estimate of α(2). It is numerically difficult to run a simu-
lation for even higher values of ρ, and so to circumvent this
problem we use the simulation results displayed in Figure 4
to find the asymptotic value of F (ρ, 2). To do so, we use the
approximation (6) to infer the form of F (ρ, β), namely
F (ρ, β) ≈ α(β) + logC
log(1/(1− ρ)) , (8)
which suggests, as mentioned above, to regress F (ρ, 2) against
a + b/x in the scale x = log(1/(1− ρ)). We performed this
regression for the curve displayed in Figure 4 and found an
optimal value a = 1.9984 ≈ α(2).
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Figure 5: α(β) vs. β for R ∈ {2, 3, 5}.
Applying the same approach, we can find an estimate for
α(β) for any value of β. The results for R = 2, 3 and 5 are
given in Figure 5, and confirm that R does not seem to in-
fluence α(β). Further, the approximation α(β) ≈ 2 appears
to be very good for any β > 1.2, namely, the estimated value
of α(β) is at most 3% away from 2 for any β > 1.2 and any
R = 2, 3, 5, in very good agreement with the main result 2.
In Section 6.2.4 we will discuss in greater detail the case
where β > 1 is close to 1.
Finally, for small values of β, we observe that α(β) is
close to the lower bound 1/β. To see how close α(β) is to
the lower bound, we made a plot for βα(β) in Figure 6.
We observe that βα(β) ∈ (0.98, 1.02) for any β < 0.45,
which supports our claim made in the main result 3 and the
heuristic argument given in Section 4.2.
6. ANALYSIS OF THE CASE β ∈ (1,∞]
6.1 The case β = +∞
We study here in detail the case β=∞. In Section 6.2 we
explain why the case β > 1 can be seen as a perturbation of
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Figure 6: βα(β) vs. 1/β for R ∈ {2, 3, 5}.
this case. In the remainder of this subsection we assume that
β=∞, so that A(T ∗) = 0 and T ∗ = inf{k ≥ 0 : A(k) = 0}.
6.1.1 Control of T ∗
We first prove that T ∗ ≈ τmax, i.e., the time at which
the R independent random walks Ar simultaneously hit 0,
is close to the first time at which each process has visited 0
at least once.
Lemma 6.1. supa,ρ Ea (T
∗ − τmax) is finite, where the supre-
mum is taken over a ∈ NR and ρ ≤ 1.
Proof. By monotonicity of T ∗ in ρ, it is enough to show
that supa Ea(T
∗ − τmax) is finite for ρ = 1. So assume in
the remainder of the proof ρ = 1: then each active queue is
stable (for that we only need ρ < 2) and in particular, T ∗
is almost surely finite. Thus the strong Markov property at
time τmax ≤ T ∗ gives
Ea (T
∗ − τmax) = Ea
[
EA(τmax)(T
∗)
]
.
When Ar hits 0 for the first time at time τr, we can cou-
ple it with a stationary version A˜r of A1 in such a way
that A˜r(k) ≥ Ar(k) for every k ≥ τr (this is the usual cou-
pling between two processes starting from different initial
conditions and sharing the same stochastic primitives). By
monotonicity and since queues are independent, we obtain
Ea (T
∗ − τmax) ≤ E̺(T ∗),
where for any r ≥ 2, we define ̺ = (X1, . . . , XR) ∈ NR with
(Xi, i ≥ 1) i.i.d. with common distribution the stationary
distribution X of Ar.
Define σ(0) = 0 and for k ≥ 1, τ (k) = τmax ◦ θσ(k−1)
and σ(k) = σ(k − 1) + τ (k), where θ is the shift oper-
ator. In words, σ(k + 1) is the smallest time after σ(k)
such that every queue will have visited 0 at least once after
(and including) time σ(k). Note that if A(σ(k)) = 0 for
some k, then σ(k′) = σ(k) for k′ ≥ k. In particular, the
limit σ(∞) as k → +∞ exists, and is by construction equal
to T ∗. Since τ (k) = σ(k) − σ(k − 1) this can be rewritten
as T ∗ =
∑
k≥1 τ (k).
By construction, Ar takes the value 0 at least once be-
tween σ(k) and σ(k + 1): at this time we can couple it
with a stationary version of itself that stays above it. Fol-
lowing this stationary process from this time until the time
σ(k + 1), this gives the existence of i.i.d. random variables
(Xr(k), r ∈ R, k ≥ 0) with common distribution X such
that Ar(σ(k)) ≤ Xr(k) for every r and k.
Considering the time needed for every queue to visit 0
at least once starting from (Xr(k), r ∈ R) gives an upper
bound on τ (k). Each time we do so, there is a probability
p = P̺(A(τmax) = 0) ∈ (0, 1) that we reach 0 at time
τmax. Thus, T
∗ is (stochastically) upper bounded by τ ′1 +
· · ·+τ ′G with G a geometric random variable with parameter
1− p and (τ ′i) i.i.d., independent from G and with common
distribution τmax under P̺. This implies
E̺ (T
∗) ≤ E (τ ′1 + · · ·+ τ ′G) = E̺ (τmax)
P̺ (A(τmax) = 0)
.
Since τmax ≤ τ1 + · · · + τR, Ear (τr) = ar/(1 − Eξ) and X
has finite mean (because ξ is assumed to have finite second
moment), E̺(τmax) is finite and so the proof is complete.
The previous lemma justifies the approximation T ∗ ≈
τmax, and to further control τmax, we will use the fact that
(τr, r ∈ R) under Pa is equal in distribution to (Vr(ar), r ∈
R), where (Vr, r ∈ R) are i.i.d. random walks started at 0
and with step distribution δ, equal in distribution to τ1 un-
der P1 (i.e., δ is the time needed for a random walk with
step distribution ξ − 1 to go from 1 to 0). Then δ has finite
mean 1/(1 − Eξ) and also finite variance, which we denote
by ν. To control the maximum of random walks, we will use
the following result.
Lemma 6.2. If (Wr) are i.i.d. random walks started at 0
with step distribution having mean m and variance w, then
for any x = (xr) ∈ NR it holds that
E
(
max
r
Wr(xr)
)
≤ m|x|+R(w|x|)1/2.
Proof. Defining Yr = (Wr(xr)−mxr)/(wxr)1/2, we have
maxrWr(xr) = maxr(mxr + (wxr)
1/2Yr) so that
max
r
Wr(xr) ≤ m|x|+ (w|x|)1/2‖Y‖
which proves the result since E(‖Y‖) =∑r E(|Yr|) ≤ R.
6.1.2 Proof of α(∞) = 2
Before proving the main result 2 in the case β = +∞, we
first need to prove stability and finiteness of the stationary
mean.
Proposition 6.3. Assume that β = +∞ and that ρ < 1.
Then Q is positive recurrent and E∞(‖Q(0)‖) < +∞.
Proof. Let Φ(q) = |qa|+ |qi|: to prove Proposition 6.3,
it is enough to prove that
lim
K→+∞
sup
q:Φ(q)≥K
(
Eq[Φ(Q(2)) − Φ(q)]
Φ(q)
)
< 0. (9)
Indeed, this shows that Φ is a Lyapunov function, which im-
plies positive recurrence of Q using for instance the Foster-
Lyapunov criterion. But it shows more than that: in the
terminology of [4] it implies that Φ is a geometric Lyapunov
function, and Theorem 5 in [4] shows that (9) implies that
E∞[Φ(Q(0))], and in particular E∞(‖Q(0)‖), is finite. Thus
we only have to prove (9).
Since |x+ y| ≤ |x|+ |y|, (2) implies that
Eq [Φ(Q(1))] ≤ |qi|+ Eqa (|S(T ∗)|) + Eqa (|A(T ∗)|) .
Since S and T ∗ are independent, Lemma 6.2 gives that
Ea(|S(T ∗)|) ≤ E(ξ)Ea(T ∗) +REa((vT ∗)1/2) for any a ∈ NR
(recall that v is the variance of ξ, assumed to be finite). Thus
after rearranging the terms, we end up with the bound
Eq [Φ(Q(1)) −Φ(q)] ≤ −(1− ρ)Eqa(T ∗) + Ψ(qa), (10)
where
Ψ(a) = Ea
(
|A(T ∗)|+ (1− Eξ)T ∗ − |A(0)|+R(vT ∗)1/2
)
.
We now argue that Ψ(a) ≤ c[Ea(T ∗)]1/2 for some finite con-
stant c independent of a. Since we are considering the case
β = +∞, we have |A(T ∗)| = 0 and so we only have to show
that (1 − Eξ)Ea(T ∗) − |a| ≤ c[Ea(T ∗)]1/2. By Lemma 6.1,
we have Ea(T
∗) ≤ Ea(τmax) + c′ for some finite constant c′
independent of a. Further, since τmax is equal in distribu-
tion to maxr Vr(ar), Lemma 6.2 gives (recall that ν is the
variance of the step distribution of the Vr’s)
Ea(T
∗) ≤ |a|
1− Eξ +R(ν|a|)
1/2 + c′,
which implies the existence of the desired constant c such
that Ψ(a) ≤ c[Ea(T ∗)]1/2. Defining
Γ(a) = (1− ρ)Ea (T ∗)− c [Ea (T ∗)]1/2 , (11)
(10) can be rewritten as Eq [Φ(Q(1)) − Φ(q)] ≤ −Γ(qa).
Using the Markov property and (2), this gives
Eq [Φ(Q(2))− Φ(q)]
≤ −Eqa
(
Γ(qa) + Γ(qi + S(T ∗))
)
. (12)
When Φ(q) = |qa| + |qi| is large, at least one of the 2R
coordinates of q must be large. Since Ea(T
∗) ≥ ar/(1−Eξ)
(as a consequence of T ∗ ≥ τr and Ea(τr) = a/(1 − Eξ)), it
is not hard to show that
lim
K→+∞
inf
q:Φ(q)≥K
Eqa
(
Γ(qa) + Γ(qi + S(T ∗))
)
Φ(q)
> 0,
which completes the proof of the result.
Now that we have stability and finiteness of the stationary
mean, we prove that α(∞) = 2. The proof will make use of
the following result.
Lemma 6.4. If (Wj) are J i.i.d. random walks started at 0
with non-negative step distribution having mean m and vari-
ance w, then for any x = (xj) ∈ NJ it holds that,
E
[(
max
j
Wj(xj)
)1/2]
≥ (m|x|)1/2 − (w/m3/2)|x|−1/2.
Proof. Since E(maxjWj(xj)) ≥ maxj E(Wj(xj)) it is
enough to prove the result for J = 1. Fix k ≥ 0 and let
Y = (W1(k)−mk)/(mk)1/2 and
f(y) =
1 + y/2− (1 + y)1/2
y2
, y ≥ −1.
Since EY = 0 and Y ≥ −(km)1/2, we can rewrite after some
algebra
E
(
W1(k)
1/2) = (km)1/2 − (km)−1/2E [Y 2f((km)−1/2Y )] ,
and since sup f = 1/2 and E(Y 2) = w/m this gives the
result.
Theorem 6.5. If β = +∞, then
0 < lim inf
ρ↑1
[
(1− ρ)2E∞ (‖Q(0)‖)
]
≤ lim sup
ρ↑1
[
(1− ρ)2E∞ (‖Q(0)‖)
]
< +∞. (13)
In particular, α(∞) = 2.
Proof. Since β = +∞, we have
E∞(‖Q(0)‖) = E∞(‖A(0)‖) = RE∞(A1(0)).
Thus we only need to prove
lim sup
ρ↑1
[
(1− ρ)2E∞ (A1(0))
]
< +∞, (14)
which implies the lower bound in (13), and
lim inf
ρ↑1
{
(1− ρ)E∞
[
A1(0)
1/2
]}
> 0 (15)
which by Jensen’s inequality implies the upper bound in (13).
Proof of (14). Starting from (4), using that Ea(τ1) = a/(1−
Eξ), subtracting on both sides E(ξ)E∞(τ1) (for this precise
operation we need the finiteness of the stationary first mo-
ment, to avoid doing ∞−∞) and dividing by Eξ, we end
up with
1
Eξ
(
1− Eξ
1− Eξ
)
E∞ (A1(0)) = E∞ (T
∗ − τ1) .
Then, adding and subtracting τmax in the right hand side,
and using that Eξ = ρ/2, we obtain
gρ(1− ρ)E∞ (A1(0)) = E∞ (τmax − τ1) + E∞ (T ∗ − τmax) ,
with gρ = 4/(ρ(2 − ρ)). Thus in view of Lemma 6.1, to
prove (14) we only have to show that
lim sup
ρ↑1
(
E∞ (τmax − τ1)
[E∞(A1(0))]
1/2
)
< +∞. (16)
Applying Lemma 6.2 to τmax under Pa (equal in distri-
bution to maxr Vr(ar)), we obtain, denoting temporarily
µ = 1/(1 − Eξ), Ea (τmax − τ1) ≤ µ(|a| − a1) + Rν|a|1/2.
Integrating over the stationary distribution of Q and using
Jensen’s inequality, we obtain
E∞ (τmax − τ1) ≤ µE∞ (|A(0)| − A1(0))
+Rν [E∞ (A1(0))]
1/2 .
In particular, to prove (16) it is enough to show that
lim sup
ρ↑1
(
E∞ (|A(0)| − A1(0))
[E∞(A1(0))]
1/2
)
< +∞. (17)
We have already shown in the proof of Proposition 6.3 that
E∞ (|A(0)|) = E∞ (|S(T ∗)|) ≤ E(ξ)E∞(T ∗)+Rv [E∞(T ∗)]1/2 ,
and since E∞(A1(0)) = E(ξ)E∞(T
∗) this gives
E∞ (|A(0)| − A1(0)) ≤ Rv [E∞(A1(0))/Eξ]1/2 .
This proves (17) which completes the proof of (14).
Proof of (15). We have
E∞
[
(Qa1(0))
1/2
]
= E∞
[
(S1(T
∗))1/2
] ≥ E∞[(S1(τmax))1/2].
Applying Lemma 6.4 to S1(τmax) by using the independence
between S1 and τmax, we obtain
E∞
[
(Qa1(0))
1/2] ≥ (Eξ)1/2E∞[(τmax)1/2]
− cE∞
[
(τmax)
−1/2
]
for some finite constant c independent of ρ. Applying again
Lemma 6.4 to τmax we obtain
E∞
[
(Qa1(0))
1/2] ≥ (µEξ)1/2E∞(|Qa(0)|1/2)
− cE∞(|Qa(0)|−1/2)− cE∞
[
(τmax)
−1/2
]
.
Subtracting (µEξ)1/2E∞(Q
a
1(0)
1/2) on both sides we finally
end up with
hρ(1− ρ)E∞
[
(Qa1(0))
1/2
]
≥ (µEξ)1/2E∞
(
|Qa(0)|1/2 − (Qa1(0))1/2
)
− cE∞
(
|Qa(0)|−1/2
)
− cE∞
[
(τmax)
−1/2
]
,
with hρ = (1−(ρ/(2−ρ))1/2)/(1−ρ)→ 1 as ρ→ 1. The two
last terms of the previous lower bound vanish as ρ ↑ 1. As
for the first term, it is not hard based on (2) to show that the
R-dimensional vector ((Qa1(0) + 1)
−1/2(Qar (0)−Qa1(0)), r ∈
R) under P∞ converges weakly as ρ ↑ 1, from which one
readily deduces thanks to the continuous mapping theorem
that |Qa(0)|1/2 − (Qa1(0))1/2 also converges weakly as ρ ↑ 1
to a random variable which is not identically zero. Using
Fatou’s lemma, this implies that
lim inf
ρ↑1
E∞
(
|Qa(0)|1/2 − (Qa1(0))1/2
)
> 0,
which concludes the proof.
6.2 The case β > 1
6.2.1 Main result and a perturbation argument
In the previous subsection, we analyzed in detail the case
β =∞ and proved α(∞) = 2. On the other hand, the sim-
ulation results, see Figure 5, strongly suggest that α(β) = 2
for any β > 1, and the goal of this subsection is to explain
this result. The key to understand the behavior of Q for
β > 1 is Proposition 6.6.
This proposition 6.6 is only concerned with the behavior
of an active queue, i.e., a queue subject to the dynamic (1).
Thus in order to prove Proposition 6.6, we only need to
assume ρ < 2, which is the stability condition for an active
queue. It is easy to see that these results actually hold
uniformly in ρ ≤ 1, which is what would be needed in order
to go in heavy traffic for the full model.
In the sequel, we let T1 be the time at which A1 advertizes
a release for the first time.
Proposition 6.6. If β > 1, then (A1(T1), T1 − τ1) un-
der Pa1 converges weakly as a1 → +∞ to a non-degenerate
random variable.
By non-degenerate, we mean a random variable (X,Y ) ∈
N × Z such that both X and Y are non-deterministic and
almost surely finite (an explicit expression for the weak limit
of (A1(T1), T1 − τ1) is given in Lemma 6.9). Note that from
Proposition 6.6, which is concerned with the behavior of one
active queue, one can easily deduce the behavior of A(T ∗)
and T ∗ (the proof of the following result is only sketched in
order to comply with page limitations).
Corollary 6.7. Assume that β > 1 and consider any
sequence of initial states an = (an,r) such that minr an,r →
+∞: then (A(T ∗), T ∗ − τmax) under Pan converges weakly
as n→ +∞ to a non-degenerate random variable.
Proof (sketch). At time T ∗, each active queue needs
to have advertized a release at least once. At this time, the
active queue was of order one by Proposition 6.6 and since
it is stable, it remains of order one at time T ∗.
In the extreme case β = +∞ we have by definition A(T ∗) =
0 and (by Lemma 6.1) T ∗ ≈ τmax. By showing that both
A(T ∗) and T ∗ − τmax are of order one when β > 1, Corol-
lary 6.7 therefore justifies seeing the case β > 1 as a per-
turbation of the case β = +∞. In particular, treating
E∞(A(T
∗)) and E∞(T
∗ − τmax) as constants, the heuris-
tic reasoning outlined in Section 4.3 goes through and again
predicts a scaling exponent α(β) = 2 for any β > 1. This is
indeed in very good agreement with the simulation results
discussed in Section 5.2 and was stated as our main result 2.
The remainder of this subsection is devoted to the proof of
Proposition 6.6. The proof proceeds in two steps: in the first
step we show that the proof of Proposition 6.6 reduces to
proving a simpler property of some particular random walk
(see (18)). In the second step we prove that this property
holds when β > 1.
6.2.2 First step
Since before time T1, the active queue A1 does by defini-
tion not advertize any release, it is enough to prove Proposi-
tion 6.6 in the case ζ = 0, which we assume in the remainder
of this subsection. In particular, A1 is a random walk with
step distribution ξ − 1 reflected at 0. The reduction of the
proof of Proposition 6.6 to proving (18) relies on the follow-
ing coupling of the processes A1 for all possible initial states
a ≥ 0.
Let V and W ↑ be two independent processes with the
following distribution. Let V be a version of A1 under P0,
i.e., (V (k), k ≥ 0) is a random walk started at 0, with step
distribution ξ − 1 and reflected at 0.
Let W ↑ be a random walk started at 0, with step distri-
bution 1−ξ and conditioned on never visiting 0 after time 0:
since E(1−ξ) > 0 this conditioning is well-defined. Let more-
over κ(a) = max{k ≥ 0 :W ↑(k) = a} be the time of the last
visit to a ∈ {0, 1, . . . ,∞} (to be understood as κ(a) = +∞
for a = +∞), so that κ(a) is almost surely finite if a is fi-
nite. Let finallyW ↑a be the process W
↑ stopped at κ(a), i.e.,
W ↑a (k) = W
↑(k) if k ≤ κ(a) and W ↑a (k) = W ↑(κ(a)) = a if
k ≥ κ(a).
Lemma 6.8. Extend A1 on Z by setting A1(k) = A1(0)
for k ≤ 0, and let A+ = (A1(τ1 + k), k ≥ 0) and A− =
(A1(τ1 − k), k ≥ 0). Then for any finite a ≥ 0, (A+, A−)
under Pa is equal in distribution to (V,W
↑
a ).
In particular, as a → +∞, (A+, A−) under Pa converges
weakly to (V,W ↑).
Proof. That A+ is equal in distribution to V and is inde-
pendent from A− follows from the strong Markov property
at time τ1. That A
− is equal in distribution to W ↑a comes
from duality. The weak convergence result then follows from
the fact that κ(a)→ +∞ almost surely as a→ +∞, so that
(V,W ↑a )→ (V,W ↑) almost surely as a→ +∞.
Essentially, this representation of A1 shifts the origin of
time at τ1: A
+ looks at A1 from time τ1 forward in time,
while A− looks at A1 from τ1 backward in time. Moreover,
this representation couples all the processes A1 with different
initial states on the same probability space, which yields a
simple representation for the law of (A1(T1), T1 − τ1). Let
in the sequel Z = (Z(k), k ∈ Z) be the following process
(indexed by Z): Z(k) = V (k) if k ≥ 0 and Z(k) = W ↑(−k)
if k ≤ 0. The previous coupling immediately implies the
following result.
Lemma 6.9. Let (Uk, k ∈ Z) be i.i.d., uniformly distributed
in [0, 1], independent from Z, and for 0 ≤ a ≤ +∞ and
k ∈ Z let
Da,k =
{
0 if k < −κ(a),
I{Uk<ψ(Z(k))} else,
and TZa = inf {k ∈ Z : Da,k = 1}. Then for any finite a ≥
0, (A1(T1), T1 − τ1) under Pa is equal in distribution to
(Z(TZa ), T
Z
a ) and in particular, it converges weakly as a →
+∞ to (Z(TZ∞), TZ∞) (with Z(TZ∞) = +∞ if TZ∞ = −∞).
Proof. The equality in law between (A1(T1), T1−τ1) and
(Z(TZa ), T
Z
a ) is clear from the construction, and not difficult
(although a bit heavy in notation) to formalize. Moreover,
TZa is by construction decreasing in a and so its limit as a→
+∞ exists. It is not hard to show that its limit is exactly
TZ∞ and by continuity we deduce that Z(T
Z
a ) → Z(TZ∞) as
a→ +∞, which implies the result.
Thus to prove Proposition 6.6, we only have to establish
that |TZ∞| is (almost surely) finite. Since V is positive recur-
rent and starts at 0, it is clear that min {k ≥ 0 : D∞,k = 1}
is finite and so to prove that |TZ∞| is finite, we only have to
demonstrate that inf {k ≤ 0 : D∞,k = 1} is finite. In other
words, we have to prove that sup
{
k ≥ 0 : U−k < ψ(W ↑(k))
}
is finite, which informally means that W ↑ advertizes a re-
lease only finitely many times.
So in the sequel, we consider (Uk, k ≥ 0) i.i.d. random
variables, uniformly distributed on [0, 1] and independent of
W ↑, and we define
N =
∑
k≥0
I{Uk<ψ(W↑(k))}
as the number of times W ↑ advertizes a release. The proof
of Proposition 6.6 will thus be complete if we can prove that
P(N < +∞) = 1. (18)
6.2.3 Second step
We now assume that β > 1 and we prove that P(N >
n)→ 0 as n→ +∞, which will prove (18). By definition,
P (N = 0) = P
(
Uk > ψ(W
↑(k)), k ≥ 0
)
,
and since W ↑ and the Uk’s are independent this gives
P (N = 0) = E

∏
k≥0
(
1− ψ(W ↑(k)))

 .
Let a ≥ 0: introducing ϕ(a) = − log(1− ψ(a)) and L↑(a) =
∑
k≥0 I{W↑(k)=a}, the local time at level a, we obtain
P (N = 0) = E

exp

−∑
a≥0
ϕ(a)L↑(a)



 . (19)
Lemma 6.10. The quantity supa≥0 E(L
↑(a)) is finite. In
particular, P(N = 0) > 0.
Proof. LetW− be a random walk with step distribution
ξ− 1, started at 0 and independent from W ↑, and for k ∈ Z
define W ∗(k) = W ↑(k) if k ≥ 0 and W ∗(k) = W−(−k) if
k ≤ 0. Thus, defining L∗(a) = ∑k∈Z I{W∗(k)=a} we have
the obvious inequality L↑(a) ≤ L∗(a) and so we only have
to prove that supa∈Z E(L
∗(a)) is finite.
It is clear that L∗ stays the same if W ∗ is shifted in time,
and that shifting L∗ in time amounts to shiftingW ∗ in space.
Moreover, for any w ∈ Z the process (W ∗(k) + w, k ∈ Z)
shifted at the time of last visit to 0 is equal in distribution
to W ∗. Combining these facts, we see that L∗ is a station-
ary sequence and in particular, supa∈Z E(L
∗(a)) = E(L∗(0)).
But by the strong Markov property, it is clear that L∗(0) is
a geometric random variable, in particular it has finite first
moment. This proves the finiteness of supa E(L
↑(a)).
As for P(N > 0), we have
E

∑
a≥0
ϕ(a)L↑(a)

 ≤ sup
a
E(L↑(a))
∑
a≥0
ϕ(a),
and since ϕ(a) ∼ a−β as a → +∞ and β > 1, the sum∑
a ϕ(a) is finite which implies, in view of the last display,
that the random variable
∑
a ϕ(a)L
↑(a) is almost surely fi-
nite. This proves P(N = 0) > 0 in view of (19) and con-
cludes the proof of the lemma.
We now prove that P(N > n) → 0 as n → +∞. Let
W be a random walk with step distribution 1 − ξ and I =
infk≥1W (k). Then,W
↑ is by definition equal in distribution
to W under P0( · | I ≥ 1) (where the subscript refers to the
initial state of W ). Let moreover Bn be the time at which
W advertizes a release for the nth time, so that
P(N = n) = bP0 (Bn < +∞, Bn+1 = +∞, I ≥ 1) ,
with b = 1/P0(I ≥ 1). Writing the event {I ≥ 1} as the
union between the two events {inf1≤k≤Bn W (k) ≥ 1} and
{infk>Bn W (k) ≥ 1}, the strong Markov property at time
Bn entails
P(N = n) = bE0
(
p(W (Bn));Bn < +∞, inf
1≤k≤Bn
W (k) ≥ 1
)
,
with p(w) = Pw(N = 0, I ≥ 1). Coupling W under Pw with
a version of W under P0 that stays below it, it is easy to see
that p(w) is increasing in w and so
P(N = n) ≥ bp(0)P0
(
Bn < +∞, inf
1≤k≤Bn
W (k) ≥ 1
)
≥ bp(0)P0 (Bn < +∞, I ≥ 1) .
This last lower bound is equal to p(0)P0(Bn < +∞ | I ≥ 1)
which by definition is equal to p(0)P(N > n). Since p(0) =
P(N = 0)/b is > 0 by Lemma 6.10, dividing by p(0) leads to
P(N > n) ≤ bP(N = n)
P(N = 0)
.
Since P(N = n) → 0, this finally proves (18) and hence
Proposition 6.6.
6.2.4 More on the case β > 1, β ≈ 1
The simulation results in Section 5 show a rather fuzzy
behavior of α(β) for β close to 1. Indeed, the curves shown in
Figure 5 are smooth for small and large values (say, β < 1/2
and β > 1.2) but for β close to one it is difficult to obtain
stable numerical results. Our goal here is to discuss potential
interesting phenomena arising for β > 1 close to one.
The shape of the function ρ 7→ F (ρ, β) depicted in Fig-
ure 4 is typical for large values of β, say β > 1.2. In partic-
ular, this function is increasing which makes the regression
of F against 1/ log(1/(1 − ρ)), such as in (8), reasonable.
However, as β gets closer to one, the shape of this function
changes. For instance, Figure 7 shows simulation results for
F (ρ, 1.2) which are representative of F (ρ, β) for small β, say
1 < β < 1.2. Noticeably, the function F (ρ, 1.2) is not mono-
tone in ρ and so the approximation (8) cannot be valid for
every ρ. Rather, we find that F (ρ, β) decreases and then
increases, and that the regression against 1/ log(1/(1 − ρ))
is only accurate past the minimum.
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Figure 7: Approximating α(1.2) for R = 2.
Regressing the curve obtained in Figure 7 past the min-
imum leads to the approximation α(1.2) ≈ 1.94, which is
still very much in line with our theoretical result α(1.2) = 2.
However, the point where the minimum of the function ρ 7→
F (ρ, β) is attained, shifts to the right when β gets closer
to 1, leaving us with less points against which to regress.
In particular, for β < 1.2 one would need to simulate the
system at loads higher than 0.999 to get accurate results.
We suspect that this numerical instability is caused by
heavy tails phenomena that seem to appear for β < 2. More
precisely, inspecting the proofs of Proposition 6.3 and The-
orem 6.5, one sees that Corollary 6.7 is not strong enough
for the proofs of the case β = +∞ to go through directly.
Indeed, instead of controlling the behavior of A(T ∗) and T ∗
in distribution, one needs (at least, with the proposed proof
strategy) to control their mean behavior. Let us do a small
computation: let TZ∞ be the random variable introduced in
Lemma 6.9, which is the weak limit of T1 − τ1, and let B↑
be the first time the process W ↑ advertizes a release. Then
E(|TZ∞|; TZ∞ ≤ 0) = E(B↑;B↑ < +∞) =
∑
k≥0
kP(B↑ = k),
and, as before, we have
P(B↑ = k) = E
[
ψ(W ↑(k))
∏
i<k
(1− ψ(W ↑(i)))
]
.
Thus for large k, we should have P(B↑ = k) ≈ k−β which
suggests that B↑, and in particular |TZ∞|, has infinite mean
for β ≤ 2, although both random variables are almost surely
finite for β > 1. It is possible to use this result to show that
the (almost surely finite) weak limits of A(T ∗) and T ∗ −
τmax have infinite first moment. This potentially invalidates
the back-of-the-envelope computations in Section 4.3, and so
more care is needed. For instance, simulation experiments
for β = 1.2 and R = 2 suggest that Ea1(A1(T
∗)) grows as
a0.41 as a1 → +∞.
7. BROADER IMPLICATIONS
Motivated by the poor heavy traffic delay performance of
“cautious” activation rules in queue-based schemes for dis-
tributed medium access control, we investigated more ag-
gressive schemes. Our main contribution lies in highlighting
a new effect that we called the lingering effect and in study-
ing the performance ramifications of this effect for a special
topology. In this section we explain and discuss various di-
rections in which our framework could possibly be extended.
First of all, it would be straightforward to extend our
results to the following asymmetric case: instead of having
R queues in each group with identically distributed arrival
processes across queues, we have two groups of R1 and R2
queues and the arrivals into the kth queue of group g =
1, 2 have distribution ξg,k. We chose to study a symmetric
scenario for technical reasons, since then there is no need to
label queues individually. In this setting, the lingering effect
will occur whenever, informally speaking, the two dominant
queues of at least one of the two groups have the same arrival
rate. For instance, the delay will scale like 1/(1−ρ)2 with
ρ = maxk E(ξ1,k) + maxk E(ξ2,k) if the condition E(ξ1,1) =
E(ξ1,2) ≥ maxg,k E(ξg,k) is satisfied.
We believe that the insights provided by the complete bi-
partite constraint graph carry over to more general topolo-
gies. Note that for a general topology, our model needs to be
refined, since one needs then to specify more precisely how
queues become active. One can for instance think of queues
going into back-off, and then trying to grab the channel
at some rate. We conjecture that whenever the constraint
graph is not complete and thus contains an independent set
of several nodes, the lingering effect can rear its head pro-
vided some algebraic condition between the arrival rates at
the various queues is satisfied. It would be very interest-
ing to be able to formulate a precise and formal conjecture
reflecting this intuition, and most probably even more chal-
lenging to prove it.
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