Introduction
Neuronal plasticity refers to structural and functional changes in neuronal circuits in response to experience. This concept was first proposed by William James in the 19th century to correlate structural changes of the brain with the habitual behavior of animals [1] . In the 1960 s and 1970 s, Hubel and Wiesel examined the plasticity of cat and monkey visual systems and identified a 'critical period' during which deprivation of normal visual experience irreversibly altered neuronal connections and functions in the visual cortex [2] [3] [4] [5] . Since then, similar findings have been made in other systems, and the 'critical period' is defined as a period of time during which neuronal connections are susceptible to experience-dependent modifications [6] . For a long time it was believed that neuronal circuits lost plasticity after the end of the critical period and remained fixed in adult life. However, this idea has been greatly challenged in recent decades. Cumulative data have shown that experience-dependent plasticity occurs in adulthood, and it is now well accepted that neuronal circuits of the mammalian brain are capable of changing in response to new experience throughout life [7] [8] [9] [10] [11] .
The mammalian neocortex participates in a variety of brain functions such as sensory perception, movement control and cognition. Various cortical functions build upon different neuronal circuits, which are made up of different types of neurons communicating at individual synapses. It is generally believed that a functional mature neuronal circuit is formed from an initial pool of less precise synaptic connections. Experience modifies these connections by selectively stabilizing some synapses and removing others [8, 12, 13] . In the adult brain, synaptic plasticity continues through modifications of synaptic strength, as well as through formation and elimination of synapses [8, 10] . Up to a decade ago, much of our knowledge about neuronal structural changes had been inferred from single time-point observations of fixed tissues. Given the complexity of neuronal circuits and the variability among animals, it is crucial to obtain longitudinal data from the same synapses over time to understand their dynamics [14, 15] . Recent developments in both imaging and molecular tools enable the visualization of synapses in living animals ( Figure 1 ). In particular, two-photon laser scanning microscopy offers low phototoxicity and deep penetration through thick scattering preparations, which makes it suitable for imaging in the intact brain [16] . Both turnover (formation and elimination) and morphological changes of synaptic structures have been examined in various cortical regions over periods ranging from minutes to years. In this review, we will summarize recent in vivo studies on the structural plasticity of the cortex. We will also discuss how these structural changes relate to changes in synaptic connectivity and outline open questions that remain to be addressed in the field.
Dendritic plasticity of excitatory pyramidal neurons
A majority of cortical synapses are axodendritic synapses. Dendrites are the sites where neurons receive and integrate information. The first in vivo imaging of dendrites was performed over a decade ago in the rat barrel cortex, using a Sindbis virus containing the gene for enhanced green fluorescent protein (EGFP) to label layer (L) 2/3 pyramidal neurons [17] . Most subsequent studies have taken advantage of thymocyte differentiation antigen 1 (thy1) transgenic mice [18] . These mice express fluorescent proteins (i.e. GFP or yellow fluorescent protein, YFP) under the control of the thy1 promoter, which results in fluorescent labeling of a subset of neurons. These mice have been extensively used by numerous research groups to study structural dynamics of pyramidal neurons during postnatal development and in adulthood.
In vivo imaging of cortical pyramidal neurons has shown that, except for small tip extensions and retractions, dendritic branches are mostly stable in adulthood [19, 20] . Such dendritic stability is tightly regulated. Recent in vivo studies show that mutant mice lacking the cell adhesion molecule d-catenin undergo progressive retraction of dendrites and spine loss after 5 weeks of age [21] . By contrast, absence of the tumor suppressor protein phosphatase and tensin homolog (PTEN) results in continuous growth of L2/ 3 pyramidal neuron apical dendrites and expansion of the mature cortex [22] .
Along dendrites, many small protrusions emanate from dendritic shafts. Not only are these protrusions heterogeneous in shape [23] [24] [25] , their density also changes during development and varies among different types of neurons [26] [27] [28] . In fact, a long-standing debate exists in the field regarding the classification of these protrusions. Some researchers believe that dendritic protrusions cover a continuous spectrum of morphologies and do not fall into recognizable structural subtypes, therefore all dendritic protrusions are identified as spines in their studies [19, [28] [29] [30] [31] [32] . These researchers argue that even the thinnest spine could have synapses or contain synaptic proteins [19, [33] [34] [35] . By contrast, other researchers categorize protrusions into spines and filopodia based on their distinct morphologies. Spines are identified as protrusions with bulbous heads, whereas filopodia are long thin protrusions without clearly defined heads [17, 27, [36] [37] [38] [39] [40] . These researchers argue that filopodia are much more dynamic than spines [36, 39, 40] , and even daily imaging could underestimate the dynamics of filopodia. Furthermore, they argue that Two images of the same dendritic segment, taken at weeks (w) 4 and 6, respectively, reveal spine elimination (green arrowheads), spine formation (red arrowheads) and filopodia (asterisks). Scale bar: 2 mm. (c) and (d) are modified, with permission, from [27] . (e) En passant bouton dynamics of intracortical axons from L2/3 and L4 neurons in the barrel cortex of a GFP-M transgenic mouse. Two images of the same axon segment, taken at P86 and P94, respectively, reveal the addition of an en passant bouton (red arrowhead). Scale bar: 10 mm. (f) Terminaux bouton dynamics of thalmocortical axons in the barrel cortex of a GFP-M transgenic mouse. Two images of the same axon segment, taken on P124 and P128, respectively, reveal the addition of a terminaux bouton (red arrowhead). Scale bar: 5 mm. (e) and (f) are modified, with permission, from [59] . (g) Dendritic tip dynamics of layer 2/3 interneurons in the visual cortex of a GFP-S transgenic mouse. Two images of the same dendrite, taken at w11 and w13, respectively, reveal elongation of a dendritic tip (pointed by three red arrowheads). Scale bar: 5 mm. Modified, with permission, from [58] .
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Trends in Neurosciences April 2011, Vol. 34, No. 4 filopodia act as precursors of spines [34, 36, [41] [42] [43] and do not necessarily have functional synapses [44] . In this review, results obtained for both filopodia and spines are summarized. Whereas filopodia have mostly been described during development, when they are abundant, spines have generally been the focus of adult studies. Given the fact that filopodia are rare in adults, conclusions of adult spine dynamics are largely not affected by including or excluding filopodia from the analyses. The cumulative results from these in vivo studies reveal that development, experience and various pathologies all affect spine and filopodium dynamics in significant ways, as discussed in more detail below (see also Tables 1 and 2 and Box 1).
Plasticity during development
Filopodia are predominant during early development. In vivo imaging shows that the proportion of dendritic filopodia gradually decreases as animals mature, from over 50% at 2 weeks old to <10% at 1 month old, and to 2-3% in adulthood in the mouse barrel cortex [36] . At 1 month old, a small percentage ($15%) of filopodia has been observed to form bulbous heads within 4 h in vivo. However, less than 20% of these newly formed spines persist for more than 2 days, suggesting that spine stabilization is a highly selective process [36] . In early postnatal development (i.e. around 2 weeks old), both dendritic spines and filopodia are very dynamic, appearing, disappearing or changing shape over tens of minutes [17] . By the age of 1 month, spines and filopodia display markedly different dynamics. Whereas filopodia turn over on a daily basis, spines are much more stable [36, 39] . Between 1 and 4 months of age, more spines are lost than formed in all cortical regions examined, resulting in approximately 30% pruning of total spines [27, 36] . In adults, more than 70% of spines are stable over 18 months with comparable rates of spine formation and elimination [36, 39] . In summary, despite the debate on the baseline of spine dynamics (Box 2), it is now believed that dendritic spines change their morphology and turn over rapidly in developing animals but become much more stable in adults.
Experience-dependent plasticity Our understanding of experience-dependent spine plasticity has come mostly from sensory manipulation studies. Manipulations of visual inputs have been shown to affect spine morphology and dynamics. Mice raised in darkness [40]
Mouse (M-line), L5 neurons >3 m Focal retinal lesions dramatically increased spine turnover in the lesion projection zone leading to an almost complete replacement of original spines within 2 m.
[46]
Mouse (M-line), L2/3/5 neurons >1.5 m MD increased spine formation in L5, but not L2/3 neurons, in the binocular cortex. Spines formed during MD persisted during binocular vision restoration and were strengthened during the second MD.
[30]
Mouse (M-line), L5 neurons $P28 Dark-rearing resulted in high motility and immature morphology of spines. Whereas brief light exposure increased spine motility, prolonged light exposure stabilized spines over time.
[32]
Barrel cortex Rat, virus-labeled L2/3 neurons P8-P16 Spines and filopodia were highly motile during early postnatal development. Trimming all the whiskers unilaterally reduced spine and filopodium motility in the contralateral barrel cortex during a critical period between P11 and P13.
[17]
Mouse (M-line), L5 neurons P34-P74 Spines displayed a spectrum of stability. Chessboard deprivation increased the pool of transient spines and decreased the pool of stable spines.
[19]
The fraction of persistent spines increased with an animal's age. The visual cortex was observed to be more stable than the barrel cortex in 6 m old mice.
[28]
Mouse (H-line), L5 neurons P14-P23 Spines and filopodia displayed distinct dynamics. Spine dynamics decreased with age. In adults, the majority of spines were stable throughout the animal's life.
[36]
Mouse (H-line), L5 neurons 1-6 m Trimming all the whiskers unilaterally prevented spine elimination in the contralateral barrel cortex in both adolescent and adult mice. This activity-dependent spine elimination was NMDA receptor dependent.
[27]
Mouse (M-line), L5 neurons 2-5 m Chessboard whisker trimming stabilized new spines and destabilized previously persistent spines, preferentially on L5 neurons with complex apical tufts.
[29]
Mouse (H-line), L5 neurons 1-18.5 m Sensory enrichment increased spine formation and elimination. Most spines formed early during development and a small fraction of new spines induced by novel experience survived experience-dependent elimination and were preserved into adulthood.
[38]
Mouse (M-line), L5 neurons 2-3 m Chessboard whisker trimming increased new spine stabilization at the border between spared and deprived barrel columns. CaMKII autophosphorylation-defective mutant mice lacked such experience-dependent spine stabilization.
[31]
Motor cortex
Mouse (H-line), L5 neurons 1 m, >4 m Forelimb-specific motor skill training induced rapid spine formation followed by prolonged spine reorganization selectively in the forelimb region. Different motor skills affected different populations of spines. since birth exhibit high spine motility and immature spine morphology in the visual cortex compared with agematched controls [32] . A few days of light exposure during the critical period [i.e. postnatal days (P) 21-28 in mice] decreases spine motility and restores the mature spine morphology [32] . The effect of light exposure can be partially mimicked by increasing inhibitory signaling, suggesting that a balance between excitatory and inhibitory circuits plays an important role in spine maturation during development [32] . This correlates with previous findings that found that excitatory-inhibitory balance is crucial for correct development of visual function during the critical period [45] , therefore indicating that spine maturation and plasticity is an important underlying component of the functional changes that occur in the visual pathway.
In the adult mouse, manipulating visual input via a focused retinal lesion leads to an almost complete spine turnover in the deafferented region of the visual cortex within 2 months from the time of lesion [46] . In addition, monocular deprivation (MD) increases spine formation and leads to a higher spine density selectively in the apical dendrites of L5 neurons in the mouse binocular region [30] . When binocular vision is restored, spine formation returns to the baseline. However, spine density remains elevated and many of the new spines formed during MD persist [30] . Interestingly, subsequent MD fails to increase spine formation but selectively enlarges the spines formed during earlier MD, suggesting that new spines formed during the initial MD bear functional synapses and are reactivated during the second MD [30] (Figure 2d ,e).
Similarly, sensory manipulation via whisker trimming or environmental enrichment also affects spine motility and turnover in the rodent barrel cortex. During early postnatal development in rats, trimming all whiskers unilaterally decreases both spine and filopodium motility in the contralateral barrel cortex during a brief time window (P11-P13) but has no effect on their density, length or shape [17] . In adolescent mice (1-3 months), whereas sensory deprivation induced by plucking all whiskers on one side reduces spine elimination and delays spine pruning in the contralateral barrel cortex [27] , sensory stimulation induced by either an enriched environment or unilateral chessboard plucking (plucking every other whisker, to produce an imbalance in the activation of neighboring whisker columns) increases spine turnover in this same brain region [19, 29, 38] . Furthermore, novel sensory experience promotes new spine stabilization selectively in a subclass of cortical neurons: new spines are preferentially added onto L5 pyramidal neurons with complex apical tufts rather than those with simple tufts [29] . In adult mice (>4 months), sensory manipulation continues to modify spine dynamics but less robustly than in younger Damage to dendrites and loss of spines was observed within $20 mm of Ab plaques.
[73] APP KO crossed with H line Spine density was two times higher in adult APP KO mice compared with wild type mice. Spine dynamics in APP KO mice were insensitive to g-secretase inhibition.
[74]
FXS Fmr1 KO, in utero electroporation Fmr1 KO mice were observed to have an increase in spine turnover and a delay in transition from immature to mature spines during early postnatal development.
[75]
Fmr1 KO crossed with H line Fmr1 KO mice showed increased spine turnover and lack of sensory manipulation-induced changes in spine dynamics.
[76]
Prion disease H-line Prion infected mice exhibited a loss in persistent spines (lifetime >8 days), but no change in transient spines (lifetime 4 days) compared with non-infected control mice.
[77]
a Abbreviations: PSAPP, presenilin-1 and amyloid precursor protein; APP, amyloid precursor protein.
Box 1. Alterations of dendrites and spines in neuropathology
Whereas experience-dependent spine remodeling provides a structural basis for learning and memory, altered spine morphology and dynamics are hallmarks of injuries and neurological diseases ( Table  2) . Ischemic stroke causes a rapid (within minutes) loss of spines and distortion of dendrites, which can be mostly recovered if reperfusion happens within 1 h [67] [68] [69] . Following stroke, dendritic branch remodeling and spine formation are selectively elevated in the peri-infarct area, leading to a gradual recovery of spine density between 1 and 6 weeks [70, 71] . Because post-stroke behavioral recovery is thought to be dependent on adjacent surviving tissues taking over the function of damaged tissues, these studies provide a structural basis for functional reorganization in the peri-infarct region. Similar dendritic deterioration and remodeling have also been observed in neurodegenerative diseases. For example, dramatic spine loss and neurite dystrophy have been observed in the vicinity of b-amyloid plaques in the cortex of mouse models of Alzheimer's disease [72, 73] . Such structural changes probably contribute to altered neuronal circuits and functions. In contrast to the spine loss in injuries and neurodegenerative diseases, elevated spine density is a hallmark for Fragile X Syndrome (FXS), the most frequent form of inherited mental retardation. Two recent studies have investigated spine dynamics in Fragile X mental retardation-1knockout mice (Fmr1 KO, a mouse model of FXS) during postnatal development [75, 76] . Both studies reveal a significant increase in spine turnover in the barrel cortex of Fmr1 KO mice. They also show a delayed maturation of spines [75] and a decreased sensitivity of spine plasticity to sensory manipulation [76] , suggesting developmental defects of these mice. 4 animals, suggesting a more rigid neuronal circuit in adult animals [27] .
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Recent studies in the mouse motor cortex provide further insights into spine changes that occur during learning. By training mice with a forelimb reaching task, it has been demonstrated that new spines form rapidly (within 1 h of the first training trial) in apical dendrites of L5 pyramidal neurons in the forelimb motor cortex contralateral to the trained arm [37] (Figure 3a,b) . This rapid spinogenesis is followed by enhanced spine elimination resulting in a similar overall spine density to that observed in control mice. Furthermore, elimination during subsequent training is largely restricted to spines that existed before training, whereas the new spines induced during learning are found to be preferentially stabilized even long after training stops (i.e. up to 4 months) [37] (Figure 3c) . A recent fixed tissue study further shows that learning-related structural modifications (e.g. increases in spine density and dendritic complexity) are restricted to the corticospinal neurons associated with control of distal forelimb that is required for skilled grasping in rats [47] . Given the fact that distal and proximal forelimb corticospinal neurons are intermingled within the rat motor cortex [47] , this finding indicates that structural changes during learning are restricted to discrete subsets of neurons preferentially involved in novel motor experience.
Similar increases in spine turnover have been observed in mice performing other motor tasks, including the rotarod [38] and pasta handling [37] tasks. Interestingly, the degree of spine formation is closely associated with the degree of learning acquisition [37] (Figure 2b ), whereas survival of new spines correlates with the maintenance of the motor skill [37] (Figure 2c ). In adults, motor learning increases spine turnover in naïve mice but not in mice that have been trained with the same task in adolescence (pretrained mice) [37] , suggesting that the circuit required for such a task is established during adolescent training and maintained into adulthood. Furthermore, subsequent training of pretrained mice with a novel motor skill continues to induce a robust spinogenesis in the adult motor cortex, which indicates that different motor skills are probably encoded by different subpopulations of synapses in the motor cortex [37] (Figure 3d ).
Taking advantage of the unique tutored song learning behavior in songbirds, another study has investigated how instructive experience acts on the juvenile brain to trigger learning [48] . In songbirds, auditory information and motor representation are integrated in the forebrain nucleus, hyperstriatum ventrale pars caudale (HVC), with a critical period of sensorimotor correlation around P45-P90. Using a lentivirus expressing EGFP that was intracranially injected into the HVC nucleus, this study demonstrated that spine dynamics of HVC neurons decreased with age and song learning around P60 triggered rapid dendritic spine stabilization of HVC neurons [48] . Interestingly, a higher degree of spine turnover before song learning was found to correlate with a greater capacity for subsequent song imitation, suggesting that structural dynamics in sensorimotor circuits may greatly contribute to behavioral outcomes [48] (Figure 2a) . Taken together, the above studies show that despite the absence of large-scale remodeling of dendrites, rearrangement of cortical connections in the form of de novo growth and loss of dendritic spines provides a structural substrate for experience-dependent plasticity. Compared with synaptic strength changes alone, new synapse formation could greatly increase the memory storage capacity of the brain [49] [50] [51] . In addition, stabilized new spines outlast experiences per se and may serve as structural traces for earlier memories, thereby preparing the brain for quicker Box 
Factors causing discrepancies in spine dynamics in different studies
Despite the general consensus on the developmental pruning and experience-dependent plasticity that occurs throughout an animal's life, the exact degree of synapse structural dynamics is still under debate. Several factors are likely to contribute to discrepancies that currently exist between studies:
(i) Animal lines and labeling methods: with the exception of a few virus labeling studies [17, 48] , most in vivo imaging studies of dendritic spines have been performed using two thy1 transgenic lines (GFP-M-line and YFP-H-line) [18] . Given the cell-type dependent dendrite morphology and dynamics [28] [29] [30] , the inconsistency in baseline dynamics of dendritic spines could be due to variation in neuronal subtypes labeled in these two different mouse lines. Indeed, it has been shown that the YFP-H line labels a subpopulation of L5 pyramidal neurons with distinct local circuits [78] .
(ii) Age of animals: various ages are used in different studies. Because the dynamics of dendritic spines decrease with age [28, 36] , it could therefore be hard to compare between different baselines.
(iii) Sample preparation: two popular methods have been used to prepare mice for in vivo imaging studies: (i) the cranial window [79] and (ii) the thin skull preparation [80] . Although the contribution of imaging protocols to data discrepancies is probably small, different methods are suitable for different experimental designs. For example, the cranial window method may be more suited to studies that require many reimaging sessions, because no additional surgery is needed once the cranial window is implanted. By contrast, thin skull is more suitable for long imaging intervals because bone regrowth under the window is not an issue. Recently, efforts have been made to combine both methods [81] .
(iv) Data analysis: analysis methods for structural dynamics vary among different research groups. For example, some investigators analyze spine formation and elimination [27, 30, [36] [37] [38] [39] 48] , whereas others analyze the percentage of consistent and new spines [19, 28, 29, 31] . Without knowledge of the original data, it is hard to directly compare results from the different analyses. In addition, different studies categorize spines differently, whereas some count all dendritic protrusions as spines, and others exclude filopodia from their analyses. Although filopodia are rare in adults, they account for approximately 10% of the total protrusions in adolescent mice at 1 month old [36] . Furthermore, it has been shown that filopodia almost completely turnover on a daily basis [36] , therefore including or excluding filopodia in the analysis may greatly contribute to the discrepancies between results. Along the same line, various imaging intervals have been used in different studies. Because new spines are more vulnerable to elimination and only a small percentage of them are stabilized over time [37, 38] , the degree of spine dynamics does not necessarily increase linearly with increased imaging intervals. Therefore, whereas shorter time intervals are biased towards the changes of transient structures, longer time intervals are likely to underestimate the structural plasticity.
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Trends in Neurosciences April 2011, Vol. 34, No. 4 adaptation to similar experiences in the future [30, 37] . If this is indeed the case, how are different memories stored in the brain? One hypothesis is that different memories are stored in different subsets of neurons or in different subsets of synapses from the same neuron [52] . Supporting this, it has been shown that a subpopulation of lateral amygdala neurons with elevated cyclic adenosine monophosphate response element-binding protein (CREB) levels are preferentially activated during fear conditioning [53] . In addition, different subsets of synapses on motor cortex pyramidal neurons are selectively reorganized for different forelimb motor learning tasks [37] . Whereas ablation/inactivation of CREB neurons has been shown to selectively erase fear memory [54, 55] , it remains unknown if destabilizing learning-induced spines can erase motor memory as well. Furthermore, learning-induced spine formation occurs at the expense of spines that exist before learning [37] suggesting that homeostatic regulation could play an important role in maintaining stable spine density in the adult brain.
Dendritic plasticity of inhibitory interneurons
Inhibitory interneurons account for 20-30% of the neuronal population in the mature cortex. They arborize locally and play important roles in local circuit regulation [56] . To date, few studies have investigated structural dynamics of interneurons in vivo. All of these studies have used the thy1-GFP-S line, which labels both pyramidal neurons and interneurons sparsely in the superficial layers of the mouse cortex, and post-imaging three-dimensional (3D) reconstruction and immunostaining have been used to identify and locate the imaged interneurons. Live imaging of interneuron dendritic arbors in young adult mice (older than 6 weeks) demonstrated that, unlike stable dendritic branches observed in pyramidal neurons, dendritic branches of inhibitory interneurons in the superficial layers of the cortex are very dynamic [57] (Figure 1 g) . Interestingly, remodeled interneurons were determined to be spatially restricted to a specialized dynamic zone in the cortex, corresponding to a superficial strip of L2/3 [58] . Furthermore, sensory manipulations, in the form of monocular and binocular deprivation, have been shown to increase the fraction of dynamic branches in cortical interneurons by around 3-fold in adult mice [10] . The distribution of dynamic branches and the timeline of remodeling were also found to be laminar dependent [10] . Given that synapses are located along dendrites of aspiny interneurons, formation and elimination of synapses are likely to accompany dendritic rearrangements. It has been estimated that there is approximately 10% turnover of interneuron synapses per week during visual deprivation [10] . This corresponds with the rate of dendritic spine turnover observed in L5 pyramidal neurons during sensory manipulation and motor learning [30, 37, 38] , suggesting comparable degrees of structural remodeling of excitatory and inhibitory synapses in the adult cortex. spines with bulbous heads at their tips [59] . During postnatal development (i.e. the first 3 weeks in mice), it has been found that axonal growth is cell-type specific. CajalRetzius axons grow slowly and follow tortuous paths, whereas thalamocortical axons grow quickly and straight [60] . At this age, both axon types favor an overall growth in the superficial cortical layers with slightly more terminal extension than retraction [60] . In adult mice, axonal branches are mostly stable [59] . However, boutons on different types of axons display different morphologies and dynamics [59] (Figure 1e,f) . Thalamocortical axons contain large terminaux boutons and en passant boutons, which are mostly stable with 85% boutons persisting over a month [59] . By contrast, axons from mouse cortical L6 neurons contain a high density of small terminaux boutons, which are highly dynamic with approximately 60% turnover during the same period [59] . Intracortical axons from L2/3 and L5 neurons contain mostly en passant boutons, which show an intermediate level of dynamics [59] . Axon dynamics have also been investigated in the adult monkey visual cortex using a nonreplicative adeno-associated virus that expresses EGFP under the control of the cytomegalovirus enhancer-promoter [61] . This study found that there was approximately 7% turnover of axonal boutons per week with no net change in overall density, which demonstrates that axonal branches are largely stable in the adult monkey cortex [61] . Many lines of evidence have shown that lesions and sensory manipulations alter dynamics of axonal arborization even in adult animals. In monkeys, focal binocular lesions trigger a robust growth of axons towards the center of the lesion projection zone initially, followed by a delayed retraction that returns axonal density to the pre-lesion level [62] . Such changes are accompanied by an increase of axonal bouton turnover, resulting in rewiring of neuronal circuits [62] . Similarly, plucking two rows of whiskers leads to a rapid and massive remodeling of axons from both excitatory and inhibitory neurons in the mouse barrel cortex [63] . Whereas excitatory neurons show a net increase of axonal projections from non-deprived whisker barrels to deprived barrels, inhibitory neurons in deprived whisker barrels extend their axons towards non-deprived whisker barrels. Such reciprocal sprouting of axons of excitatory and inhibitory neurons suggests that the excitation/inhibition balance in deprived and non-deprived barrel columns contribute to the sensory deprivation-induced topographic remapping [63] .
Axonal plasticity
In summary, cortical axons undergo rapid and largescale rearrangements both during development and in response to injuries. Like dendrites, axons from different types of neurons vary dramatically in their morphology and dynamics. When dendrites and axons imaged under similar experimental conditions are compared, dynamics of dendritic spines are somewhat higher than those of axonal boutons [59] . This discrepancy could be explained either by the failure of some new spines to make synapses, or by some new spines making synapses on existing boutons. Alternatively, the imaged axons and dendrites may not form synapses together. These questions can only be addressed by imaging pre-and post-synaptic pairs simultaneously in the same animal.
Structural plasticity and functional synapses
The imaging studies discussed above depict a dynamic picture of structural plasticity for cortical neurons. This raises the question as to how these neuronal structural changes represent synaptic connectivity changes, and therefore the rewiring of neuronal circuits. Live imaging in combination with postmortem ultrastructural examinations has been utilized to address this question.
In the case of dendritic spines, evidence from classic electron microscopy (EM) studies has demonstrated that spine volume correlates with the size of the postsynaptic density and the number of presynaptic vesicles (see reviews [23, 64] ), suggesting that larger spines have stronger synapses. In organotypic hippocampal cultures, spines older than 15-19 h consistently show ultrastructural hallmarks of typical synapses [33] . Moreover, retrospective 3D EM reconstruction following in vivo time-lapse imaging has demonstrated that although a proportion of newly formed (i.e. less than 4 days old) spines lack synapses, both pre-existing and persistent new spines exhibit ultrastructural hallmarks of typical synapses [19, 35] . Furthermore, a recent electrophysiology study using rat hippocampal slice culture demonstrates that a few hours after spine growth, both AMPA-and NMDA-type glutamate receptor currents are indistinguishable from those of mature spines of comparable volumes, further suggesting active functional properties of new spines [65] .
For axons and inhibitory neurons, it is also thought that structural changes probably represent changes in synaptic connectivity. With the estimated synaptic density of one synapse per micron of dendrite, a significant synaptic reorganization could accompany the substantial dendritic rearrangement of interneurons [10] . For axons, earlier EM studies have shown that when boutons are identified under light microscopy and subsequently examined with EM, almost all boutons have synapses (see e.g. [66] ). This idea is further supported in a recent study combining timelapse in vivo imaging with restrospective EM reconstruction, showing that en passant boutons, terminaux boutons and boutons at tips of axons in the adult mouse cortex all have visible synaptic contacts [59] . Cumulatively, the above studies support the idea that synaptic structural changes observed by in vivo imaging serve as a good indicator for reorganization of the functional synaptic connections, although further studies are required to directly demonstrate causality.
Concluding remarks
In summary, it is now generally concluded that synaptic structures remodel rapidly in developing animals. In adults, despite the global stability of axonal and dendritic stability, a small subset of synaptic structures have been observed to turn over rapidly. Experience modifies neuronal circuits in a regional, laminar and cell type-specific manner. Nevertheless, despite the rapid technical advances in this field, many questions remain unanswered (Box 3). Advancing our knowledge of such issues will not only lead to a better understanding of experience-dependent synaptic plasticity but also shine light on how synaptic alterations contribute to functional defects in injuries and neurological diseases. 
Box 3. Outstanding questions
How do synaptic structures change in deeper cortical layers? Due to the limitation of current two-photon laser scanning systems, in vivo structural imaging is currently limited to superficial cortical layers (mostly L1 and L2). Given the different connectivity between the different cortical layers, it may not be appropriate to simply extend the present understanding obtained from superficial layers to deeper layers of the cortex. To solve this problem, new developments in imaging techniques are necessary, such as fiber optics and adaptive optics [82] .
How do we study cell-type specific and synapse specific structural changes? Many lines of evidence suggest that experience-dependent structural plasticity happens in selective cell types of well-defined circuits. Therefore, it is important to label and image in a cell-type specific manner. To date, most in vivo imaging studies have been performed using thy1 transgenic lines that express fluorescent proteins sparsely in a subset of cortical neurons, often with mixed cell populations, including both pyramidal neurons and interneurons [18] . Whereas most cell-type specific lines label the whole population of target cell types and are useful for molecular examination and manipulation, imaging them is challenging due to the high density of neurons within the cortex and/or dim expression of the EGFP reporter gene. The field is in need of new molecular approaches to label a specific cell type sparsely but brightly. The Gene Expression Nervous System Atlas (GENSAT) project has generated hundreds of mouse lines that express EGFP under different bacterial artificial chromosomes [83, 84] . A recent screen using these lines has identified several mouse lines selectively labeling inhibitory neurons in unique retinal circuits [85] . A similar screen in the cortex could lead to the identification of cell-type specific mouse lines that will be valuable for in vivo imaging. More importantly, not only is experiencedependent structural reorganization cell-type selective, such reorganization is possibly limited to specific synapses. Spinogenesis has been observed when pretrained mice are challenged with learning a new skill with the same forelimb, suggesting that different motor skills are encoded by different sets of synapses in the motor cortex [37] . Therefore, identifying synapses on the same cell that form different networks (potentially with different presynaptic partners) will be another challenging question to address in future studies.
How does imaged structural plasticity relate to functional changes at synapses? One approach to identify functional synapses under light microscopy is to label pre-and post-synaptic elements with different colored fluorescently-labeled marker proteins. However, given the resolution limit of light microscopy, retrospective EM following repetitive in vivo imaging is still the ultimate proof that the observed synapses are functional. Recent developments in high-throughput, automated sectioning and imaging overcome this impasse and potentially make ultrastructural analysis of imaged tissues routine [86, 87] .
How do changes in synaptic structures contribute to changes in neuronal circuits? With development of in vivo functional imaging, a few studies have attempted to examine structural and functional changes in the same animals. For example, intracortical microstimulation following in vivo imaging indicates that reaching taskinduced synaptic reorganization is restricted in the contralateral forelimb motor cortex [37] . In addition, remodeling of dendritic spines has been shown to be closely associated with functional reorganization in the cortex following retina injury or in the poststroke brain [46, 88] . Further studies of the relationship between structural remodeling and functional reorganization will provide valuable information to help answer this question. The recent development of genetically encoded calcium indicators [89] [90] [91] and innovations in imaging neuronal activity in awake head-fixed mice [92] [93] [94] [95] [96] have opened new opportunities in this field of research. For example, the functional imaging of individual hippocampal pyramidal neurons during spatial navigation in behaving mice has recently been described [96] .
Are neuronal structural dynamics the cause or the consequence of behavioral modification? Despite the exciting recent findings of structural remodeling associated with learning [37, 38, 48] (see also Figure 2a -c), all studies so far have been limited to showing a correlation rather than a causal relationship. An ambitious goal is to selectively mark the population of synapses formed during a particular behavior, such as learning, and then to perturb synaptic function and examine the behavioral readout. However, a better understanding of synaptic molecular mechanisms is crucial for designing such experiments.
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