In this work, a generalised version of the central limit theorem is proposed for nonlinear functionals of the empirical measure of i.i.d. random variables, provided that the functional satisfies some regularity assumptions for the associated linear functional derivatives of various orders. This generalisation can be applied to Monte-Carlo methods, even when there is a nonlinear dependence on the measure component. As a consequence of this result, we also analyse the convergence of fluctuation between the empirical measure of particles in an interacting particle system and their mean-field limiting measure (as the number of particles goes to infinity), when the dependence on measure is nonlinear.
Introduction and notations
Central limit theorems (CLTs) and their generalisations have long been studied in the last century. The first notable generalisation of the CLTs was proposed by Lyapunov in 1901, which only requires the random variables to be independent, but not necessarily identically distributed, under certain growth conditions of moments of some order 2 + δ. The moment condition can be further weakened in the Lindeberg condition (proposed in 1922) and is used in most cases where weak convergence to a normal distribution is considered with non-identically distributed variables. See [18] for more details regarding the history of different versions of CLTs. Since then, the literature on different types of CLTs is enormous and there are corresponding versions for dependent processes, martingales and time series. In the mathematical statistics literature, particular attention has been paid to CLTs that are uniform over a class of test functions (see for instance Sections 2.5 and 2.8 in [21] ).
In this paper, we are interested in the convergence in law of
where U is a function defined on some Wasserstein space of probability measures on R d and the random vectors (ζ i ) i≥1 are i.i.d. according to m 0 which belongs to this Wasserstein space. In contrast with most of the literature, we consider general functions U and not only linear ones of the form U (m) = R d ϕ(x)m(dx) for some mesurable function ϕ on R d . By using the linear functional derivative δU δm , we linearize
δU δm (m 0 , x)m 0 (dx) which can be handled by the classical CLT and a remainder. By giving sufficient conditions for this remainder to vanish in probability as N → ∞, we state two versions of CLTs for nonlinear functions U .
The second main result of this work is a CLT on mean-field fluctuations. Large systems of interacting individuals/agents occur in many different areas of science; the individuals/agents may be people, computers, flocks of animals, or particles in moving fluid. Mean-field theory was developed to study particle systems by considering the asymptotic behaviour of the agents or particles, as their number goes to infinity. Instead of considering a system with a huge dimension, one can effectively approximate macroscopic and statistical features of the system as well as the average behaviour of particles. In a probabilistic setting, the limiting behaviour can be described by a type of SDEs, called McKean-Vlasov SDEs, whose coefficients depend on the probability distribution of the process itself. We consider the fluctuation between a standard particle system (Y i,N ) 1≤i≤N (see (4.7) for its model) and its standard McKean-Vlasov limiting process X (see (4.8) for its equation). The standard approach in the literature involves an approximation of the average position of a smooth test function φ : R d → R of the particles by (4.8) and its limiting fluctuation. More precisely, denoting µ N to be the empirical measure of all the particles and µ ∞ to be the law of X, one considers the decomposition
where the fluctuation measure S N is defined by
and m, φ := R d φ dm, for any signed measure m. The classical approach is to show that the sequence of random measures (S N ) N ≥1 converges in law as random processes taking values in some Sobolev space. This is done via a classical tightness argument, which implies the existence of a weak limit (through a subsequence) by the Prokhorov's theorem. The limit is shown to satisfy an Ornstein-Uhlenbeck process in an appropriate space. In [13] , the Sobolev space being considered is C([0, T ], Φ ′ p ), where Φ ′ p is the dual of Φ p , with Φ p being the completion of the Schwarz space of rapidly decreasing infinitely differentiable functions under a suitable class of seminorms · p . This result was generalised in [17] A similar result was proven in [10] to include meanfield equations with additive common noise. We remark that, in all these approaches, by considering measures to be in the dual of a Sobolev space, a linear dependence on the measure component is imposed implicitly. Unlike the approach in [10] , [13] and [17] , we analyse the fluctuation under nonlinear functionals Φ : P 2 (R d ) → R, i.e. we consider the limiting distribution of the process
in the space C(R + , R), where P 2 (R d ) denotes the space of probability measures with finite second moments. This gives us a limiting CLT in mean-field fluctuations in the space C(R + , R).
The development of the theory in this paper relies on the calculus on the Wasserstein space. We use two notions of derivatives in measure in this paper. The first notion, the linear functional derivative, is an analogue of the variational derivative over a manifold (see [5] ). Linear functional derivatives are used to prove the two versions of CLTs for i.i.d. random variables. The second notion, the Lderivative (see the notes by Cardaliaguet [4] ), was introduced by Lions in his lectures at the Collège de France by defining a derivative in the W 2 space based on the 'lift' to the L 2 space of square-integrable random variables (see (4.1) ). According to [12] , the L-derivative coincides with the geometric derivative introduced formerly in [1] . L-derivatives are used to prove the CLT for mean-field fluctuations.
The paper is arranged as follows. Section 2 focuses on the notion of linear functional derivatives as well as their properties. Section 3 exhibits two versions of CLTs through the properties of linear functional derivatives developed in Section 2. Finally, Section 4 develops the notion of L-derivatives followed by a version of CLT on mean-field fluctuations.
1.1. Notations. R + denotes the set of non-negative real numbers. For real numbers a and b, a ∧ b and a ∨ b denote respectively the minimum and maximum of a and b. For c, d ∈ R d , c · d denotes the dot product between c and d. We denote the Hilbert-Schmidt norm of any matrix by · . For any a, b ∈ R that depend on N , the notation a b denotes a ≤ Cb, for some constant C > 0 that does not depend on N .
For any function g : R → R, we adopt the notations g ′ + (s) or d dǫ ǫ=s + g(ǫ) to denote the right-hand derivative of g at s ∈ R. In the final section, we consider the space C(R + , R), which is the space of continuous functions from R + to R equipped with the metric
For ℓ > 0, we consider the ℓ-Wasserstein metric, defined by
For ℓ ≥ 1, it is well known that W ℓ is a metric on P ℓ (R d ) and that if µ ∈ P ℓ (R d ) and (µ n ) n∈N is a sequence in this space, then lim n→∞ W ℓ (µ n , µ) = 0 iff µ n converges weakly to µ as n → ∞ and lim n→∞ R d |x| ℓ µ n (dx) = R d |x| ℓ µ(dx) (see for instance Definition 6.4 and Theorem 6.9 in [22] ). For ℓ ∈ (0, 1), the definition of W ℓ is not so standard and we check in Lemma 5.1 in Appendix that these properties remain true. We also consider the total variation metric on the set P 0 (R d ) of all probability measures on R d given by
For any random variable ξ, L(ξ) denotes the law of ξ. Finally, L 2 (Ω, F, P; R d ) denotes the Hilbert space of L 2 random variables taking values in R d , equipped with the inner product ξ, η = E[ξ · η].
Linear functional derivatives and their properties
The notion of linear functional derivatives appears in quite a few papers in the literature. It is defined as a functional derivative in [5] , through a limit of perturbation by linear interpolation of measures (see (2.1) ). It can also be defined via an explicit formula concerning the difference between the values of the function evaluated at two probability measures (see (2.4) ), in the literature of mean-field games and McKean-Vlasov equations, such as [6] , [8] and [10] . Corollary 2.4 shows that (2.1) implies (2.4) under some growth assumption. Conversely, if we assume that the linear functional derivative is continuous in the product topology of P ℓ (R d ) × R d , then one can easily check that (2.4) implies (2.1).
Inductively, for j ≥ 2, supposing that U admits a (j − 1)-th order linear functional derivative
δm is defined up to an additive constant via (2.1). Iteratively, we normalise the higher order derivatives via the convention that δ j U δm j (m, y 1 , . . . , y j ) = 0, if y i = 0 for some i ∈ {1, . . . , j}.
(2.
3)
The following class S j,k (P ℓ (R d )) is used as hypotheses of the central limit theorems in the subsequent section.
Definition 2.2 (Class S j,k (P ℓ (R d ))). For j ∈ N and k, ℓ ≥ 0, the class S j,k (P ℓ (R d )) is defined by
The next theorem expresses a finite difference of the (j − 1)-th order functional derivative as an integral of the j-th order functional derivative. 
One easily deduces the following corollary.
Proof of Theorem 2.3. For simplicity of notations, the proof is presented for j = 1. The argument for other values of k is identical. For s ∈ (0, 1) and 0 < h < s∧(1−s), by the definition of linear derivatives,
.
δU δm (m s , y)(m ′ − m)(dy), admits the right-hand derivative g(0) at 0 and the left-hand derivative g(1) at 1. This function is therefore continuous on [0, 1]. Since m, m ′ ∈ P ℓ (R d ) and sup (s,y)∈[0,1]×R d δU δm (m s , y) /(1 + |y| ℓ ) < ∞, the function g is bounded on [0, 1]. Therefore [0, 1] ∋ s → U (m s ) is Lipschitz continuous. We last apply the (only) theorem in [23] to deduce that
(2.5)
We now state a chain rule concerning the computation of linear functional derivatives. It is an easy consequence of the classical chain rule and the fact the normalisation convention (2.3) clearly holds. Theorem 2.5 (Chain rule). Let ℓ ≥ 0, ϕ : P ℓ (R d ) → R q be a function such that each of its coordinates admits a linear functional derivative at µ ∈ P ℓ (R d ). We denote by δϕ δm (µ, y) the vector in R q with coordinates given by these linear functional derivatives. Let F : R q → R be a function differentiable at ϕ(µ). Then the function U : P ℓ (R d ) → R defined by U (µ) := F (ϕ(µ)) admits a linear functional derivative at µ given by δU δm (µ, y) = ∇F ϕ(µ) . δϕ δm (µ, y).
The following example is an easy but important consequence of the chain rule and will be used in subsequent parts of the paper. 
Then, by Theorem 2.5, for i ∈ {1, . . . , j}, the ith order linear functional derivative is given by
Suppose that there exist constants C > 0 and k i ≥ 0, i ∈ {1, . . . , j}, such that
Then it can be checked by Young's inequality that
Example 2.7 (U-statistics (see [14] or [16] ) and polynomials on the Wasserstein space). Let k ≥ 0, n ∈ N, ϕ : (R d ) n → R be measurable and such that
For ℓ ≥ k, we consider the function on P ℓ (R d ) defined by
Since replacing ϕ by its symmetrisation does not change the above integral, we suppose without loss of generality that (x 1 , . . . , x n ) → ϕ(x 1 , . . . , x n ) is symmetric i.e. invariant by permutation of the coordinates x i . For µ, ν ∈ P ℓ (R d ) and ε ∈ (0, 1], we have, denoting by |N | the cardinality of a subset N of {1, . . . , n},
where we used the symmetry of ϕ for the last equality. Therefore
For j ∈ {1, . . . , n}, let
where y J denotes the vector in (R d ) j with all coordinates with indices in J equal to those of (y 1 , . . . , y j ) and all coordinates with indices in {1, . . . , j} \ J equal to 0. Notice that, for i ∈ {1, . . . , j},
and when y i = 0 then for each J ⊂ {1, . . . , j} \ {i}, y J = y J ∪{i} so that d j ϕ(y 1 , . . . , y j , x j+1 , . . . , x n ) = 0. More generally, for each j ∈ N,
when j ≤ n and 0 when j > n.
Let us suppose conversely that for some ℓ ≥ 0 and n ≥ 0,
The assumption and the normalisation condition then give, for the choice m = δ 0 ,
The following theorem generalizes Example 2.7 by enabling a differentiable dependence of the integrand on the measure.
Then the function U :
admits a linear functional derivative at µ given by
Proof. Clearly, the normalisation convention (2.3) holds. The power ℓ growth condition in y follows from (2.6). Let ν ∈ P ℓ (R d ). For ε ∈ (0, 1], denoting by |N | the cardinality of a subset N of {1, . . . , n} as in Example 2.7, we check that the slope 1
For ε small enough so that ∀s
is equal to
. , x n , µ + sε(ν − µ), y)(ν − µ)(dy)ds and has power ℓ growth in (x 1 , . . . , x n ) uniformly in ε according to (2.6). Since (2.8) converges to R d δϕ δm (x 1 , . . . , x n , µ, y)(ν − µ)(dy) when ε → 0 + , Lebesgue's theorem ensures that the first term in (2.7) goes to
By Fubini's theorem, this limit is equal to R d (R d ) n δϕ δm (x 1 , . . . , x n , µ, y)µ(dx n ) . . . µ(dx 1 )(ν − µ)(dy). By Theorem 2.3, ϕ(x 1 , . . . , x n , µ + ε(ν − µ)) goes to ϕ(x 1 , . . . , x n , µ) as ε → 0 + . With the growth assumption (2.6), we deduce by Lebesgue's theorem that the second term in (2.7) goes to
By Fubini's theorem, symmetry of ϕ in its first n variables and since (ν − µ)(R d ) = 0, this limit is equal to
which concludes the proof.
The following theorem is similar to Theorem 2.8, but the measure in the integral is not necessarily the same as the measure in the argument of the function U .
admits a linear functional derivative in N µ and there exists a nonnegative Borel-measurable function C :
Then U admits a linear functional derivative at µ given by
Proof. We have
Since, by Theorem 2.3, for ǫ > 0,
(2.9) permits to apply the dominated convergence theorem and obtain
Let us finally consider, in dimension d = 1, the example of the quantile function of m.
Let v ∈ (0, 1), m 0 ∈ P 0 (R) be such that the restriction of m 0 to a neighbourhood of U (v, m 0 ) admits a positive and continuous density p 0 with respect to the Lebesgue measure. Then for ν ∈ P 0 (R) such that
As a consequence, in a generalized sense related to the restriction ν(
(2.10)
On the neighbourhood of x 0 = U (v, m 0 ) on which m 0 admits a positive and continuous density,
where, by convention, the first factor is equal to
as ε → 0 + . We conclude by remarking that,
where, by the same arguments, the right-hand side also converges to ( 
as ε → 0 + .
Central limit theorem over nonlinear functionals of empirical measures
converges in law to some centered Gaussian random variable to generalise the result of the classical CLT which addresses linear functionals
Note that, by this growth assumption and example 2.7, this linear functional belongs to
The main idea consists in a linearisation in measure by Theorem 2.3 to express the remainder
and check that, under extra regularity assumptions on U , √ N R N goes to 0 in probability as N → ∞. Since the asymptotic variance is expressed in terms of δU δm , one can easily compute its value via Theorems 2.5, 2.8 and 2.9. For functionals U which do not satisfy the regularity assumptions in Theorems 3.1 and 3.7 below, the asymptotic variance in the central limit theorem can still be given by Var δU δm (m 0 , ζ 1 ) . Indeed, for the example of the quantile function in dimension d = 1 it is well known that under the assumptions of Lemma 2.10, (i) U ∈ S 2,ℓ/2 (P ℓ (R d )) ∩ S 3,ℓ (P ℓ (R d )), (ii) U ∈ S 2,ℓ/2 (P ℓ (R d )) and there exists a finite measure L compactly supported in [0, ℓ] ∩ [0, 2) such that for each x 1 , x 2 ∈ R d and µ 1 , µ 2 ∈ P ℓ (R d ),
Then the following convergence in distribution holds : [20] where, under the stronger assumption that U ∈ S 4,4 (P 2 (R d )) and m 0 ∈ P 8 (R d ), the estimation E[R 2 N ] 1 N 2 is proved for the term R N introduced in (3.1). Here, we only obtain E|R N | 1 N under assumption (i) and E|R N | N −(1∧1/k) withk := inf{k ≥ 0 : L((k, +∞)) = 0} under assumption (ii) which implies thatk < 2. This is enough to ensure that √ N R N goes to 0 in probability when N → ∞. In contrast with the affine interpolation between m 0 and m N used in [10, 20] , we use a piecewise affine interpolation which consists in introducing one random variable ζ i at a time and leads to a simpler conditional independence structure and therefore to simpler calculations.
Proof. For every i ∈ {1, . . . , N } and s ∈ [0, 1], let m N,i s :
Notice that since m 0 ∈ P ℓ (R d ), the random measure m N,i s also belongs to P ℓ (R d ). We begin the proof with the following decomposition where the second equality follows from Corollary 2.4 and the fact that U ∈ S 1,ℓ/2 (P ℓ (R d )) :
and
Since U ∈ S 1,ℓ/2 (P ℓ (R d )) and m 0 ∈ P ℓ (R d ), the classical central limit theorem implies that
Slutsky's theorem ensures that, in order to conclude the proof of weak convergence, it is enough to check that E|R N | N −1 under assumption (i) and E|R N | N −(1∧1/k) withk := inf{k ≥ 0 : L((k, +∞)) = 0} under assumption (ii) which ensures thatk < 2. Using that for i ∈ {1, . . . , N − 1}, m N,i 1 = m N,i+1 0 , we have by Corollary 2.4
By the assumption that U ∈ S 2,ℓ/2 (P ℓ (R d )) and m 0 ∈ P ℓ/2 (R d ), we observe that E|R
Under assumption (i), we can compute that
Using that U ∈ S 3,ℓ (P ℓ (R d )) and m 0 ∈ P ℓ (R d ), we easily deduce that E|R
Under assumption (ii), Lemma 3.3 below together with Young's inequality and the fact that L(dk) a.e. 0 ≤ k ≤ ℓ ∧k ensure that
Using that m 0 ∈ P ℓ (R d ), we easily deduce that E|R (2) N | N −(1∧1/k) . For i, j ∈ {1, . . . , N } let F −i be the σ-algebra generated by ζ 1 , . . . , ζ N except ζ i and
Since U ∈ S 2,ℓ/2 (P ℓ (R d )) and m 0 ∈ P ℓ (R d ), the random variables V i,j are square integrable. For 1 ≤ j < i ≤ N , as the random measure m N,j
Finally, (3.5) follows from the equality
satisfied by Q N defined in (3.6) and the bounds √ N E|R N | N −1/2 and √ N E|R N | N 1/2−1/k with k < 2 derived above respectively under assumption (i) and under assumption (ii).
Proof. Let U be uniformly distributed on [0, 1] independent from (Z,Ỹ ) with Z andỸ respectively distributed according to N
We conclude using Minkowski inequality for k ≥ 1, the subadditivity of u → u k on R + when k ∈ (0, 1] and remarking that the right-hand side is equal to r/N when k = 0. 
is well defined. Since for every N ≥ N * , it is equal to the remainder R N defined by (3.5), the convergence in probability of √ NR N to 0 as N → ∞ implies that of √ NR N .We make a decompositionR N =
N similar to (3.7), where the termsR
N are estimated exactly as in the above proof and
The dependence structure inR (4) N is the same as in R
N since {j ≤ I N } is, like δ 2 U δm 2 (m N,j 0 , y, z), σ(ξ 1 , . . . , ξ j−1 )-measurable. We deduce as in (3.9 ) that E (R We note that there are functions U that satisfy condition (i) in Theorem 3.1, but not condition (ii) and vice versa. The function |x| 3 is C 2 with first and second order derivatives given by
By Example 2.6, δU δm and δ 2 U δm 2 both exist and are given by
By Young's inequality, U ∈ S 2,3 (P 1 (R)). Moreover, by Kantorovich-Rubinstein duality,
Therefore, condition (ii) is satisfied. We now show that the third order linear functional derivative does not exist. Suppose on the contrary that it exists. Theñ
admits a first order derivative. By the definition (2.1),
for any µ, ν ∈ P 1 (R). Let µ = δ 0 and ν = δ −1 . Then
By (3.11) and the normalisation condition (2.3), we deduce that δU δm (δ 0 , −1) = 1. Now, we choose ν = δ 1 . Then
Hence δU δm (δ 0 , 1) = 1. For the choice ν = 1 2 (δ −1 + δ 1 ),
so that 1 2 δU δm (δ 0 , −1) + δU δm (δ 0 , 1) = 0, which gives a contradiction. By Young's inequality, U ∈ S 3,6 (P 12 (R)). We now show that condition (ii) does not hold. Suppose on the contrary that condition (ii) holds. Then there exists a finite measure L, compactly supported on [0, 2) such that (by taking the spatial variables to be 1), for each µ 1 , µ 2 ∈ P 12 (R),
Let a = 1 + L([0, 2]). We have W k (δ a , δ 0 ) = a for k ∈ (0, 2] and W 0 (δ a , δ 0 ) = 1 ≤ a. Putting µ 1 = δ a and µ 2 = δ 0 in (3.12), we deduce that
which leads to a contradiction.
3.2. Second version of the central limit theorem. In dimension d ≤ 3, we may take advantage of estimates of W 1 (m N , m 0 ) from [11] to replace the regularity assumptions on δ 2 U δm 2 (µ, x, y) made in the measure argument in Theorem 3.1 by regularity assumptions in the spatial variables (x, y).
and suppose that the second order linear functional derivative δ 2 U δm 2 (µ, x 1 , . . . , x 2d ) is continuous on R 2d in the spatial components (x 1 , . . . , x 2d ) with bounded (uniformly in µ ∈ P ℓ (R d )) mixed second order derivatives ∂ 2 ∂x i ∂x j in the sense of distributions for (i, j) ∈ {1, . . . , d} × {d + 1, . . . , 2d}. Then the following convergence in distribution holds:
Proof. Since U ∈ S 2,ℓ (P ℓ (R d )) and m 0 ∈ P ℓ (R d ), Corollary 2.4 ensures that
where π is a (random) W 1 -optimal transport plan from m N to m 0 . The first term on the right hand side of (3.13) can be treated as in Theorem 3.1, using the fact that m 0 ∈ P ℓ (R d ) and U ∈ S 1,ℓ/2 (P ℓ (R d )).
For any C 2 function F : R 2d → R let ∇ 1 F and ∇ 2 12 F denote the vector and the matrix with respectively entries ∂ ∂z i F (z 1 , . . . , z d , z d+1 , . . . , z 2d ) and
For points x,x, y,ỹ ∈ R d ,
By convolution with a compactly supported C ∞ non-negative approximation of the identity, we easily check that this bound remains valid when F is continuous and ∇ 2 12 F is bounded by M when the entries of ∇ 2 12 F are now the corresponding derivatives in the sense of distributions. With (3.14), we deduce the existence of a finite constant C not depending on N such that |R N | ≤ CW 1 (m 0 , m N ) 2 .
By setting p = 1 and q ∈ ( 4 3 , 3 2 ) in Theorem 1 of [11] ,
The following example illustrates the power of Theorem 3.7. 
Hence, the linear functional derivative ofŨ does not exist and condition (i) of Theorem 3.1 is not satisfied. We also observe that condition (ii) of Theorem 3.1 does not hold. Suppose, on the contrary, that condition (ii) of Theorem 3.1 holds. By the same argument as in Example 3.6, there exists a finite constant C such that for each µ 1 , µ 2 ∈ P 0 (R),
Also, for each n ∈ N,
On the other hand,
A combination of (3.16) and (3.17) clearly contradicts with (3.15). Therefore, Theorem 3.1 is not applicable. Finally, 4. An application in mean-field theory: fluctuations of interacting diffusion over nonlinear functionals of measures 4.1. L-derivatives. The notion of linear functional derivatives is proven to be insufficient for the analysis of the McKean-Vlasov SDEs in the section on fluctuations. In this section, we introduce the notion proposed by P.-L. Lions, which was expounded in other works in the literature (e.g. [3, 4, 6, 9] ). Suppose that the probability space (Ω, F, P) is atomless (i.e. there does not exist a measurable set which has positive measure and contains no set of smaller positive measure). Then for any µ ∈ P 0 (R d ), we can always construct an R d -valued random variable on Ω with law µ (see page 376 from [6] ).
For any function U :
Recall that U is said to the Fréchet differentiable at θ 0 if there exists a linear continuous map D U (θ 0 ) :
as η L 2 → 0. By the Riesz representation theorem, there exists a (P-a.s.) unique random variable
The following theorem follows from Theorem 6.2 and Theorem 6.5 from [4] (or equivalently, Proposition 5.24 and Proposition 5.25 from [6] ) combined with Corollary 3.22 [12] .
Then (i) The joint law (θ 0 , L θ 0 ) is equal to the joint law of (θ 0 , Lθ 0 ). (ii) There exists a Borel-measurable function h : R d → R d (uniquely determined µ-a.e.) such that
We are now in a position to define L-derivatives. The previous theorem tells us that the following definition makes sense. (i) A function U :
Definition 4.3 (Multi-index notation). Let n, ℓ be non-negative integers. Also, let β = (β 1 , . . . , β n ) be an n-dimensional vector of non-negative integers. Then we call any ordered tuple of the form (n, ℓ, β) or (n, β) a multi-index. For any function f :
if this derivative is well-defined. Finally, we also define the order 2 |(n, ℓ, β)| (resp. |(n, β)| ) by
We now introduce a convenient class of functionals of measure that will serve as a hypothesis for some results.
. . , v n ) exist for every multi-index (n, ℓ, β) such that |(n, ℓ, β)| ≤ k and satisfy (i)
for any x, x ′ , v 1 , v ′ 1 , . . . , v n , v ′ n ∈ R d and µ, µ ′ ∈ P 2 (R d ), for some constant C > 0. Any function f : P 2 (R d ) → R can be extended to R d × P 2 (R d ) naturally by (x, µ) → f (µ), for all x ∈ R d . This allows us to define the class M k (P 2 (R d )).
Remark 4.5. By the mean-value theorem, assumption (4.6) automatically holds for any |(n, ℓ, β)| < k, by assumption (4.5).
For the time-dependent case, we extend the previous definition as follows. 
(i) pth-degree interaction:
where ϕ : (R d ) p+1 → R is bounded and C k with bounded and Lipschitz partial derivatives up to and including order k. (ii) pth-degree polynomial on the Wasserstein space:
where, for each i ∈ {1, . . . , p}, ϕ i : (R d ) 2 → R is bounded and C k with bounded and Lipschitz partial derivatives up to and including order k.
The following results establish links between linear functional derivatives and L-derivatives. 
4.2.
Mean-field fluctuation. We define Lipschitz-continuous (w.r.t. the product topology of
as the drift and diffusion coefficients respectively. Let (Ω, F, P) be an atomless, complete probability space, on which we consider an
where W i , 1 ≤ i ≤ N, are independent d ′ -dimensional Brownian motions and ξ i , 1 ≤ i ≤ N, are i.i.d. random variables with law ν ∈ P 2 (R d ) that are also independent of W 1 , . . . , W N . This type of equations provides a probabilistic representation to many high-dimensional PDEs arising from kinetic theory and mean-field games. A standard approximation of this particle system is through the mean-field limit of µ N t (by the theory of propagation of chaos), which leads to the consideration of a corresponding McKean-Vlasov SDE given by
where W is a d ′ -dimensional Brownian motion and ξ ∼ ν is independent of W . Analyses of the approximation of (4.7) by the mean-field limiting equation (4.8) are widely considered in the literature, such as [2] , [17] and [19] . In particular, by [19] , the condition of Lipschitz continuity of b and σ ensures existence and uniqueness of the solutions to (4.7) and (4.8) respectively. We consider the nonlinear fluctuation between the standard particle system (4.7) and its standard McKean-Vlasov limiting equation (4.8) under non-linear functionals Φ ∈ M k (P 2 (R d )), i.e. we consider the limiting distribution of the process
The main analysis depends on the following function:
where, for θ an R d -valued random vector independent of W ,
, for i ∈ {1, . . . , d} and j ∈ {1, . . . , d ′ }, then V satisfies the master equation given by
where a(x, µ) := σ(x, µ)σ(x, µ) T . By the initial condition of (4.9), along with the definition of V, we have the decomposition
To treat the first term, we define a finite dimensional projection V :
Then
). We can now apply Itô's formula to this equality. Proposition 3.1 of [7] allows us to conclude that V is differentiable in the time component and twice-differentiable in the space components. Moreover, Proposition 3.1 of [7] expresses the first and second order partial derivatives of V in terms of the L-derivatives of V. This allows us to use (4.10) to obtain a cancellation in the L-derivatives (except the second order term). We refer the reader to the proof of Theorem B.2 in [20] for details in the argument.
The following proposition provides information on the regularity of V, as well as a connection of V to the fluctuation process.
, for i ∈ {1, . . . , d} and that j ∈ {1, . . . , d ′ }. Then, for each T > 0, V ∈ M k ([0, T ] × P 2 (R d )) and the marginal fluctuation at time t ∈ [0, T ] can be expressed as
Proof. [20] .
The following theorem concerns the limiting distribution of F N .
Then, in C(R + , R), the process
converges weakly to a Gaussian process L whose finite dimensional distribution (L t 1 , . . . , L t K ), 0 ≤ t 1 ≤ . . . ≤ t K , has a zero expectation vector and covariance matrix Σ given by
Proof. Firstly, by (4.13), we decompose F N as
Let V| 12 be the restriction of V to R + × P 12 (R d ). By Theorem 4.9, since V(0, ·) ∈ M 4 (P 2 (R d )), we have V(0, ·) ∈ S 2,2 (P 2 (R d )) ∩ S 3,3 (P 2 (R d )). Hence, V| 12 (0, ·) ∈ S 2,2 (P 12 (R d )) ∩ S 3,3 (P 12 (R d )) ⊆ S 2,6 (P 12 (R d )) ∩ S 3,12 (P 12 (R d )). 
for any t > 0. Consequently, by (4.17) and the fact that V ∈ M 4 ([0, T ] × P 2 (R d )) (which implies boundedness of ∂ 2 µ V by definition) for any T > 0, we deduce that, for any t > 0,
It follows by a similar argument that for any t 1 , t 2 ∈ [0, T ], there exists a constant C T > 0 such that
Take any t 1 , t 2 ∈ [0, T ] with t 1 < t 2 . Then, by the Burkholder-Davis-Gundy inequality, Jensen's inequality and Hölder's inequality,
for some constants C
T , C
T that depend on T , but not on t 1 , t 2 and N . By (4.16), (4.19) and (4.20), we conclude that the sequence of probability measures {L(F N )} N is tight on C(R + , R) (see Problem 2.4.11 in [15] ).
Next, we compute the weak limit of the finite dimensional distributions of F N . We first define the coupling of (4.8) given by
The assumptions that Φ ∈ M 4 (P 2 (R d )) and that b i , σ i,j ∈ M 4 (R d × P 2 (R d )), for i ∈ {1, . . . , d} and j ∈ {1, . . . , d ′ }, allow us to repeat the calculations of (3.3) and (3.5) in [20] to deduce 34 that E|E N t | 2 → 0, which implies that E N t converges to 0 in probability. Let 0 ≤ t 1 ≤ . . . ≤ t K . Then (E N t 1 , E N t 2 , . . . , E N t K ) converges in probability to (0, 0, . . . , 0) and hence converges in distribution to (0, 0, . . . , 0) as well. Similarly, by (4.18), (Θ N t 1 , Θ N t 2 , . . . , Θ N t K ) converges in distribution to (0, 0, . . . , 0).
For simplicity of notations, for 0 ≤ s ≤ t, we denote Σ((s, t), x, µ) := σ(x, µ) T ∂ µ V t − s, µ (x) ∈ R d ′ .
Let θ k be arbitrary real numbers, k ∈ {1, . . . , K}. Then lim N →∞
This is the main step which requires such a strong regularity assumption on b, σ and Φ, i.e. the assumption that ν ∈ P12(R d ), Φ ∈ M4(P2(R d )) and that bi, σi,j ∈ M4(R d × P2(R d )), for i ∈ {1, . . . , d} and j ∈ {1, . . . , d ′ }. The reader is recommended to consult (3.3) and (3.5) in [20] for details.
= lim
N →∞
where Z 1 and Z 2 are independent normal random variables given by
by Theorem 3.1 (and (4.15), but with V| 12 (0, ·) replaced by K k=1 θ k V| 12 (t k , ·)) and the classical central limit theorem respectively. Note that we can also rewrite the variances as θ i θ j Cov δV δm (t i , ν, ξ 1 ), δV δm (t j , ν, ξ 1 ) +
Hence if (µ n ) n∈N is a sequence in P ℓ (R d ) such that lim n→∞ W ℓ (µ n , µ) = 0, then µ n converges weakly to µ as n → ∞ and lim n→∞ R d |x| ℓ µ n (dx) = R d |x| ℓ µ(dx). The converse implication can be checked by repeating the proof of the same statement for ℓ ≥ 1 p101-103 [22] .
