Expressions are presented for the minimum attainable bounds on the mean squared error for estimators of the range and bearing to a source and a parameter vector which specifies the receiving array sensor positions.
IN TROD OCT ION
Estimation of the range and bearing of a source relative to a receiving array of randomly perturbed sensors is a problem which has been previously considered by several authors [1] [2] [3] [4] . In all of this previous work, the effect of the sensor perturbations on the source location parameters has been examined without considering the possibility that some type of measurement on tne sensor positions might be available. Moreover, the previous work used a statistical description of the sensor cartesian coordinates expressed in terms of the sensor coordinate mean values and cross-covariances. The question of joint source and sensor position estimation has not been previously considered.
We begin by assuming that a model for the locus of M discrete sensor locations exists in the form of a P-th order polynomial. Let this polynomial be y(x) a(p)x
(1)
Consider Figure 1 which illustrates the location of the mth receiving array sensor at cartesian coordinates (xm, y(x)) and the source at polar coordinates r and e. The output for the mth receiver is
40.2.1 at frequency w, for m = 1, 2, .. . , M and k1 = 1, 2, . . ., K1. Both the signal and noise complex envelope samples s(ki) and vm(kl) are taken from zero mean, independent and identically distributed complex gaussian random proceses with variances S and I't respectively. The time delay T referenced to zero at the coordinate system origin is given by
where r(xm, y(x)) is the distance from the source to the mth sensor. In Eq. (3), c is the propagation velocity of the wavefront radiating cylindrically from the source. (6) (7) (8) Randomness in the receiving sensor locations is introduced by denoting the polynomial coefficient vector a as a random vector parameter. The number, M, of sensors receiving the signal is independent of the order of the locus polynomial, P. Next we assume that the noisy measurements
of the sensor locus polynomial derivative are available. In Eq. For complete generality the polynomial coefficient vector is assumed to be zero mean and gaussian with covariance matrix
Once we have established the joint parameter estimator performance using both sensor output Eq. (2) and sensor position Eq. (9) measurements, we wart to obtain the performance of the estimator for a when only the position measurements of Eq. (9) are used. Comparing these two performance bounds will determine the value of implementing a joint estimator as opposed to a two step process. The two steps would be to estimate a first using on'y the position measurements and, secondly, to estimate the source range and bearing using the sensor position locus as determined in the first step. The approach is to obtain the general performance measures for the two alternate estimators first. Then, specific two parameter problems are developed in detail to give insight into some fundamental relationships.
THEORY
We form a composite observation vector The conditional probability density function for the composite measurement vector z and vector parameters a and b given the nonrandom range and bearing parameters is
We wish to make a joint estimate of the (2+P±M) length parameter vector
The range, r, and bearing, e, are the free parameters about which no a priori knowledge is available. The remaining parameters have a known gaussian distribution. The Cramer-Rao theory E5] states that given the data vector z, 
Thus, the range estimator is invariant to a(i) and the joint estimator provides no improvement in estimating the range. Moreover, the factor a2p is typically so small that a1 a1(p) and the source provides no significant information for estimating the sensor positions in terms of a(i). It would only be for extremely long observation time K1 and high (SIN) that the source could be exploited. Notice that the case (1/2(1)) = 0 has been considered wherein there is no prior knowledge of the coefficient a(1). Also, only the equality q=p in Eq. (9) is used.
Quadratic array: Let y(x) = a(2)x2
with no bias in the position measurements, i.e. only r and a(2) are to be estimated. Now
is the CRLB for the estimator of a(2) given position measurements only. Evaluation of the joint estimator CRLB's as in Eq. (34) gives
and 022 = a2(p).
Thus, the sensor position estimates are not improved at all by having the source present regardless of the ratio (S/N). And, the source range estimator has the same performance Eq. (40) with or without the joint estimator.
DISCUSSION
A general framework has been presented for evaluating the performance of a joint estimator of the location of a radiating source and the locations of sensors receiving the signal from the source. The Cramer-Rao theory allows for measurement of both received signal and noisy position data from the sensors. The specific cases of a sensor array with an unknown rotation and an unknown second order deformation without measurement bias have been considered and closed form results obtained. In neither case was there any significant value in jointly estimating the source and sensor location parameters unless there are long observation times and a high signal-to-noise ratio. It is felt that when deformation modes in the sensor array are predominantly the same as those in the wavefront, i.e., linear and quadratic, then the joint estimator will provide little performance improvement over separate sensor and source position estimation procedures. 
