Abstract-Recent advances in wireless networks on the one hand, and increasing application of sensors in the medical field, On the other hand, have led to extension of studies on wireless network and their applications in treatment of patients. Sensor data and their nature, are of great importance in terms of timely response in wireless sensor networks. Employment of consistent Clustering techniques is one of the approaches used to reduce energy consumption and improve accessibility and fault in Body Area Networks (BAN). The present paper, introduces a new clustering technique for BANs, with improved tolerance in the face of network nodes failure. Assessment of The proposed technique using simulation, shows that this technique outperforms the previous ones in terms of cluster recovery speed in the event of node failure, the average power consumption and average network control messages.
II. LITERATURE REVIEW
BAN that include sensitive data should be tolerant to fault so that communication of patient data is not stopped in the event of faults. Improved fault tolerance in this type of network is associated with challenges such as high cost of control messages sent between sensor nodes and high power consumption [6] . Multi-path is one of the techniques used to increase fault tolerance in BAN. This technique is associated with high energy consumption and high traffic between the origin nodes and bus nodes, moreover, the nodes encounter disorders while sending information to each other and power consumption will increase. Node clustering and clustering-based fault detection and recovery is another technique used to improve the level of fault tolerance in wireless sensor networks. Several clustering techniques and protocols have been presented in previous studies [6, 8, 9] . Low energy adaptive clustering hierarchy protocol known as LEACH is the first and most commonly used clusteringbased protocol in wireless sensor networks that is responsible for distributed clustering. LEACH mainly aims to use cluster heads to reduce energy consumption resulting from transition of data to a base station far away. In LEACH, some sensor nodes are randomly selected as cluster heads and assigned to the corresponding cluster heads based on proximity (distance) [7] . LEACH protocol's performance is divided into several rounds. Each round begins with the formation of clusters. Clusters are organized at this stage. After that, the normal nodes send their data to the cluster heads and the cluster heads will transfer the data packs into the base station after aggregation and incorporation of the data, in order to reduce the amount of data that must be sent to the base station. Since CH selection is associated with probabilities, it is possible to select low energy nodes as cluster heads and the selected cluster heads can concentrate in one area of the network. Therefore, in this technique, proper distribution of cluster may not be possible. Mina Abarna et al [8] , proposed a failure detection and recovery technique known as CBFDRT in wireless sensor network. In this technique, first the sensor nodes are clustered, afterwards, the sensor nodes send some information about the status of the sensor, the situation of surrounding environment such as temperature, light, etc., and biological and physiological status of the human body, to their corresponding cluster head at alternate intervals. CH maintains this information in its data table and prioritizes them based on the information received from the nodes. The nodes with higher priority are sent to the base station faster than others. In case, a cluster head fails to receive a message from its member nodes for several consecutive times, it realizes that the node has crashed, and will communicate the failure to the Centre. However, the failure may also occur in cluster head and cause the cluster head to lose its energy. This case is a little more complicated, because in this situation, the connection between all the members of the cluster is lost, the nodes must be re-clustered and assigned to new cluster heads. In CBFDRT, all cluster heads have internal communications and send Hello messages to one another at specified times. In case a cluster head fails to receive a message from another cluster head for two consecutive times, it will communicate the problem to other cluster heads. The other cluster heads will search their table for the time of the last message received from the problematic cluster head. In case it turns out that all cluster heads have failed to receive a message from that cluster head from a specific time onwards, it means that the cluster head has crashed and its members should be reclustered. Akbari and Dana [9] presented another technique for fault tolerance and recovery in wireless sensor networks. In their proposed technique, first nodes are clustered and cluster heads are selected. Next, a node with higher energy level compared to other nodes will be selected as the second or alternative cluster head. Whenever the first cluster crashes, a second cluster takes its place immediately and is introduced as the primary cluster head, and another node is selected as the second cluster head.
III. A NEW CLUSTRING TECHNIQUE IN BODY AREA NETWORK
Various techniques have been proposed for improving fault tolerance in sensor networks and network applications including BAN. As mentioned in the previous section, clustering is one of the most common commonly-used techniques used for this purpose. The proposed solution in this study is a new algorithm, known as CLBAN, for clustering wireless sensor network at the network layer, and improving the efficiency of failure detection in network nodes. Implementation of this algorithm leads to development of a clustered BAN. In each cluster, an eligible node is selected as cluster head and the remaining nodes are considered as cluster members. Being selected, the cluster head receives and maintains some information on the remaining cluster members, including their energy, the last time a message is received from them, and other necessary information. At certain intervals, the cluster heads control the time of last messages received from cluster members, and in case the time exceeds a specific threshold, the head cluster evaluates the proper performance of cluster members by sending a message. In case of failure, the problem is reported to the base station node or sink nodes so that the reconstruction or recovery processes can be initiated. On the other hand, in case a cluster head crashes or there is a need to change the CH, CH change procedure is executed. Cluster change actually occurs in two cases; when the residual energy of cluster head may reach the minimum required energy of the cluster head. In this case, the cluster head node changing procedure is activated by the node itself. In the second case, the cluster head may get out of the reach of cluster members in an unforeseen way. In this case, the cluster head will be much more complicated to change.
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Pseudo-code 1 below shows CLBAN algorithm. This algorithm consists of eleven stages for clustering, failure control and network reconstruction. In this algorithm, first all network nodes are in the un-clustered state. Each distributed and independent node broadcasts NDETECT message in order to detect its neighbors. To prevent interference of this message that is to be broadcasted by all nodes, the broadcast plan is scheduled randomly during a given period. To reduce the overhead associated with the messages, this kind of message is considered non-response. After receiving the message NDETECT, each node will extract information about the neighbor in question and store them in its neighbor table. In case no new information is received from neighbors after a specific period of time, each node sends its neighbor table to each of its neighbors, and uses SendNeighbors message for this purpose. After receiving the neighbor tables from their neighboring nodes, the nodes update their own neighbor tables. Neighbor table contains information about the neighboring node ID, Layer 3 address, Layer2address, neighboring CH, energy levels, number of neighbors and so on. After gathering and updating the neighbor information, each node computes its own Score and it's Neighbors Score to find CH Candidate. Criteria considered in CLBAN algorithm include node degree (number of neighbors) and their residual energy. In case the node in question has the highest score, it will consider itself as a candidate and will inform the neighbors by the CH-ANNOUNCE message. Otherwise, it will wait for neighbor's suggestions for joining the potential cluster heads. After receiving CH-ANNOUNCE, if the node's CH is not assigned yet and its score is lower than the sender neighbor's score, the node will send CH-Announce-Ack message to the sender and sets its CH to sender ID. After receiving the CH-ANNOUNCE message, each candidate cluster head undergoes state alteration and turns into a cluster head. The next step is to determine an alternative cluster head for the cluster. This is done by the cluster head itself. The cluster head will set the neighboring nodes with the highest score as the cluster head and will inform the neighboring cluster members by sending the Alter-Announce message. This algorithm won't allow for sending messages to other layers including the application layer, until the network state has altered to Clustered state. This will contribute to clustering accomplishment in the shortest possible time.
IV. PERFROMANCE EVALUATION OMNET simulation software was used to simulate the proposed technique. To do so, a BAN with the following features was employed; the network dimensions was variable and the sensor nodes were considered mobile and variable in terms of number (22, 50, 100 and 200).According to Table 1 the following standards have been applied on each layer of the network. All sensors were IEEE802.15.4-based devices. The network environment was considered idea land free of the noise in real world, and only thermal noises of sensor nodes were involved in the simulation results. Table 2 shows the values of the simulation variables. To assess the overhead of clustering process control messages, The Percentage of messages exchanged by each network layer is extracted. Figure 1 shows the clustering overhead in the first 1000 s of network operation for each individual layer. As indicated in this chart, the primary message overhead is very high during the first 10 seconds of network operation. The reason of this is predictable, this is mainly due to the fact that in early minutes of network establishment, all nodes are involved in the clustering process. The simulation results show that after completion of clustering and determination of the cluster heads, the overhead associated with this process is reduced significantly and has reached one percent. Figure 2 , shows the proposed algorithm's packet delivery rate in a network with 22, 30, 40, 50 and 100 sensor nodes in a simulation environment of 1000 * 1000 square meters. This chart shows that, despite clustering and tangible improvements compared to torrential procedures, in an environment with fixed dimensions, any rise in the number of nodes, leads to reduction of packet delivery rate due to interference between messages.
Figure 2 packet delivery rate in the proposed algorithm Figure 3 , shows the number of cluster heads determined by the proposed technique and by Akbari et al [9] . It is evident that, unlike the technique proposed by Akbari et al, the proposed CLBAN algorithm has taken into account the density of sensor nodes and has selected a balanced number of cluster heads. The efficiency of CLBAN algorithm was compared to the efficiency of Akbariet al [9] and CBFDRT technique [8] in terms of the mean energy consumption of network nodes. Figure 4 shows the result of comparison during a simulation process. This result can be attributed to the improved procedure of CLBAN algorithm in terms of fault detection and rapid replacement of the cluster head. As mentioned in the previous section, this techniques has also been optimized in terms of employment of improved clustering algorithm, and replacement of crashed cluster heads, and the simulation results confirm this. According to the previous comparisons carried out by simulating the proposed technique and other similar techniques, algorithms presented in this paper outperforms the other techniques in terms of energy consumption and packet delivery rate and consequently in terms of fault and failure recovery.
V. CONCLUSION
In this study, a novel technique, capable of failure detection and recovery, has been proposed for clustering in BAN. In the proposed technique, a distributed clustering algorithm called CLBAN is introduced. Taking into account the characteristics and limitations of the BAN including the autonomous nature of sensor nodes, this techniques clusters the network in a distributed way and uses the cluster head replacement technique to avoid the repeated execution of clustering. To compare the proposed technique with the previous techniques, we review the strengths and weaknesses of previous techniques, providing a brief explanation of them, and use the OMNET simulation software to evaluate the proposed technique in different conditions. Simulation results show that the proposed technique outperforms the previous ones in terms of balanced selection of cluster heads relative to density of sensor nodes. The average energy consumption of sensing devices has significantly declined and the network lifetime has consequently increased. Interference of message Packages has also declined and this has led to an increase in the delivery rate of message Packages. In addition to improvements in the performance of the proposed technique in terms of energy consumption and quality of service, the BAN based on CLBAN algorithm, show higher tolerance to faults and failures of sensor network nodes, and this can be due to employment of improved CH replacement in these networks.
