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La oferta y la demanda son los factores que determinan los precios en una
economı́a de mercado. Los precios están determinados por los mercados de
manera tal que la oferta de bienes de los productores es igual a la demanda
de bienes por los consumidores. Tal estado de equilibrio es conocido como un
equilibrio de mercado.
Suponiendo que es posible clasificar todos los diferentes productos y servicios
del mundo en un número finito de bienes, digamos m, los cuales están dispo-
nibles en unidades infinitamente divisibles. El espacio de bienes es entonces
Rm. Un vector de bienes x es un vector en Rm que especifica una lista de can-
tidades de cada bien y estos vectores son cambiados, fabricados y consumidos
en el transcurso de una actividad económica, no los productos individuales.
Un vector de precios p enlista el valor de una unidad de cada bien, aśı que




pixi = p · x.
Los principales participantes en una economı́a son los consumidores. El pro-
pósito esencial de la organización económica es proporcionar vectores de bie-
nes para el consumo final de los consumidores. Vamos a suponer que hay un
número finito de consumidores. No todos los vectores de bienes son admisi-
bles como consumo final para un consumidor. El conjunto Xi ⊂ Rm de los
vectores de bienes admisibles por el consumidor i es su conjunto de consumo.
Hay una variedad de restricciones que se podŕıan incorporar al conjunto Xi.
Una posible restricción que puede ser puesta a los vectores de consumo admi-
sible es que sean no negativos. Una restricción alternativa es que el conjunto
Xi esté acotado inferiormente. Bajo esta interpretación, cantidades negati-
vas de un bien en un vector de consumo final significan que el consumidor
está ofreciendo el bien. La cota inferior pone un ĺımite en los bienes que un
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consumidor puede adquirir.
Los proveedores están motivados por las ganancias. Cada proveedor j tiene
un conjunto de producción Yj. Un vector de oferta enlista las cantidades de
cada bien ofertado. La ganancia o ingreso neto asociado con el vector de
oferta y a los pecios p es
m∑
i=1
piyi = p · y.
El problema de los proveedores es entonces elegir un y del conjunto de vec-
tores de oferta que maximicen la ganancia.
El conjunto de las sumas de los vectores de demanda menos las sumas de los
vectores de oferta es el conjunto de exceso de demanda, E(p). El precio p es
un precio de equilibrio de libre disposición si existe algún z ∈ E(p) tal que
z ≤ 0 y siempre que zi < 0 entonces pi = 0.
La hipótesis en esta tesis es:
En una economı́a de mercado debe existir al menos un vector de precios
de equilibrio de libre disposición.
Los teoremas del punto fijo han sido una herramienta importante para
mostrar la existencia de soluciones en la economı́a. Recordemos que, dado
un espacio topológico K y una función continua f : K −→ K decimos que
z ∈ K es un punto fijo de f si f(z) = z. En este trabajo usaremos el teore-
ma del punto fijo de Brouwer y el teorema del punto fijo de Kakutani para
mostrar la existencia de precios de equilibrio de libre disposición.
Esta tesis consta de tres caṕıtulos. En el Caṕıtulo 1 recordaremos conceptos
topológicos que se usarán a lo largo de este trabajo, también incluye una sec-
ción dedicada a conos y conos duales los cuales nos proporcionan una serie
de requisitos para poder asegurar la existencia de un precio de equilibrio de
libre disposición.
En el Caṕıtulo 2 hablaremos entre otras cosas de simplejos y subsimplejos
completamente etiquetados, enunciamos y demostramos uno de los teoremas
más importantes en este trabajo que es el Teorema de Sperner, la importan-
cia de este teorema es que es un teorema de existencia.
En el último caṕıtulo inclúımos conceptos económicos y topológicos como
el de funciones conjunto valuadas y los teoremas que necesitamos para lle-
gar al teorema de Gale-Debreu-Nikaido el cual nos indica que bajo ciertas
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condiciones debe existir al menos un vector de precios de equilibrio de libre
disposición.
Este trabajo está basado en el libro: Fixed point theorems with applications





En este caṕıtulo vamos a introducir conceptos y algunos resultados bási-
cos de la topoloǵıa que utilizaremos a lo largo de este trabajo, utilizaremos
la notación estándar para los números reales y los números naturales, R, N
respectivamente, I denota al intervalo [0, 1] y el conjunto de números reales
no negativos lo denotaremos por R+. Los elementos del espacio euclidiano Rm
los denotaremos con letras minúsculas, aśı si x ∈ Rm este se ve de la forma
(x1, x2, . . . , xm). Los vectores unitarios en Rm están denotados por e1, . . . , em.
Dado un subconjunto A ⊂ Rm, Cl (A) e Int (A) denotan la cerradura y el
interior de A respectivamente.
1.1. Conceptos Básicos en Rm
Definición 1.1. Definimos los siguientes ordenes parciales en Rm. Decimos
que x > y si xi > yi para todo i = 1, . . . ,m y x ≥ y si xi ≥ yi para todo
i = 1, . . . ,m. En este contexto, si y es el vector cero entonces decimos que x
es no negativo. El producto interior de dos vectores x, p ∈ Rm está dado
por












Dado ε ∈ R+ definimos la bola de radio ε centrada en x como
Bε(x) = {y ∈ Rm : ||x− y|| < ε}.





Definición 1.2. Sean x, y ∈ Rm, definimos la distancia de x a y como
dist(x, y) = ||x− y||.
Definición 1.3. Sean K ⊂ Rm y f una función continua de K en śı mismo.
Un punto fijo de f es un punto z ∈ K tal que f(z) = z.
Ejemplo 1.1. Si f : [0, 1] −→ [0, 1] es una función continua, entonces f
tiene un punto fijo. En efecto, si f(0) = 0, entonces 0 es un punto fijo de f
y si f(1) = 1 entonces 1 es un punto fijo de f.
Si f(0) 6= 0 y f(1) 6= 1 entonces f(0) > 0 y f(1) < 1. Sea g : [0, 1] −→ [0, 1]
dada por
g(x) = f(x)− x
entonces g es continua y g(1) < 0 < g(0). Aśı, por el Teorema del valor
intermedio (véase [4, Teorema 4, p. 266]), existe x ∈ (0, 1) tal que g(x) = 0
y por lo tanto f(x) = x.
Definición 1.4. Un conjunto C ⊂ Rm es convexo si para cualesquiera
x, y ∈ C y λ ∈ I se tiene que λx + (1− λ)y ∈ C. Véase la Figura 1.1. Para
los vectores x1, x2, . . . , xn y los escalares no negativos λ1, λ2, . . . , λn tales que
n∑
i=1
λi = 1 el vector
n∑
i=1
λixi se llama combinación convexa finita.
Una combinación convexa estrictamente positiva es aquella combi-
nación convexa finita donde λi > 0 para cada i ∈ {1, . . . , n}.
Definición 1.5. Sea A ⊂ Rm, el casco convexo de A denotado por Co (A)
es el conjunto de todas las combinaciones convexas finitas de A, es decir,










Conjunto convexo Conjunto no convexo
Figura 1.1: Conjunto convexo
para algún n, donde cada xi ∈ A, λ1, . . . , λn ∈ R+ y
n∑
i=1




Figura 1.2: Casco convexo
Teorema 1.1. (Teorema de Caratheodory).
Sea E ⊂ Rm. Si x ∈ Co (E), entonces x se puede escribir como una combina-
ción convexa de a lo más m+1 puntos en E. Es decir, existen z0, . . . , zm ∈ E









Demostración. Sea x ∈ Co (E). Entonces existen z1, . . . , zk ∈ E y λ1, . . . , λk ∈
R+ con
∑k






Supongamos sin pérdida de generalidad que λi 6= 0 para todo i ∈ {1, . . . , k},
esto debido a que si λj = 0 para algún j, entonces x seŕıa combinación
convexa de k − 1 vectores.
Si k ≤ m+ 1 hemos terminado.
Supongamos que k > m + 1. Dado que la dimensión del espacio es m, los
k − 1 vectores x2 − x1, . . . , xk − x1 son linealmente dependientes, es decir,
existen µ2, . . . , µk ∈ R no todos nulos tales que
k∑
i=2
µi(xi − x1) = 0.




























Por la definición de µ1 nótese que
k∑
i=1


















De la definición de µ1 se deduce que µi > 0 para al menos un i ∈ {1, . . . , k}
pues
Si µ1 > 0 habremos terminado.
Si µ1 ≤ 0 entonces
k∑
i=2
µi ≥ 0 y dado que no todos los µi son nulos




: µi > 0},
supongamos que α =
λj
µj
para algún j. Notemos que α > 0 y que λi−αµi ≥ 0
para todo i ∈ {1, . . . , k}, pues si µi ≤ 0 entonces dado que λi > 0 tendŕıamos
que λi − αµi > 0 y si µi > 0 entonces λi − αµi = µi(λiµi − α) ≥ 0.








i=1(λi−αµi) = 1 y λi−αµi ≥ 0 para todo i ∈ {1, . . . , k}, dado que
el coeficiente j-ésimo es nulo se obtiene que x es combinación convexa de a
lo más k − 1 vectores.
Repitiendo este argumento k− (m+1) veces se obtiene que x es combinación
convexa de a lo más m+ 1 puntos.
Ejemplo 1.2. El casco convexo de F puede no ser cerrado si F no es com-
pacto, incluso si F es cerrado. Por ejemplo, sea
F = {(x1, x2) ∈ R2 : x2 ≥
∣∣∣∣ 1x1
∣∣∣∣ y |x1| ≥ 1}.
Entonces F es cerrado pero Co (F ) = {(x1, x2) ∈ R2 : x2 > 0} no es cerrado.
Véase la Figura 1.3.
Si una sucesión {xn}n∈N converge a x lo denotaremos por xn −→ x.
Proposición 1.1. Sean E,F ⊂ Rm. Definimos g : E −→ R+ por g(x) =






Figura 1.3: Ejemplo de casco convexo de un cerrado
a) g es continua.
b) Si F es compacto, entonces existe y ∈ F tal que g(x) = ||x− y||.
c) Si F también es convexo entonces y es único.
Demostración. a) Dado que la función distancia siempre es continua enton-
ces g es continua.
b) Por definición dist(x, F ) = inf{dist(x, y) : y ∈ F}. Para todo n ∈ N
existe yn ∈ F tal que |dist(x, F )− dist(x, yn)| <
1
n
. Como F es compacto
entonces {yn}n∈N −→ y para algún y ∈ F.
Dado que g es continua tenemos que dist(x, yn) −→ dist(x, y). Aśı dado
ε > 0 existe N ∈ N tal que |dist(x, yn) − dist(x, y)| < ε2 y |dist(x, F ) −
dist(x, yn)| < ε2 para todo n ≥ N entonces |dist(x, F ) − dist(x, y)| <







Como ε es arbitraria concluimos que dist(x, F ) = dist(x, y).
c) Supongamos que existen y, y′ ∈ F tales que g(x) = ||x − y|| y g(x) =
||x− y′||. Como F es convexo entonces λy+ (1− λ)y′ ∈ F para λ ∈ [0, 1].
Dado que la distancia de un punto a una recta está determinada de forma
única por la longitud del segmento perpendicular a la recta dada que pasa
por x entonces y = y′.
Observación 1.1. En la proposición anterior la función h : E −→ F dada
por ||x− h(x)|| = g(x) es continua y si x ∈ E ∩ F, entonces g(x) = 0 por lo
que h es la función identidad para todo x ∈ E ∩ F.
Definición 1.6. Un hiperplano en Rm es un conjunto de la forma
{x ∈ Rm : p · x = c}
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donde 0 6= p ∈ Rm y c ∈ R.
Definición 1.7. Un conjunto de la forma
{x ∈ Rm : p · x ≤ c}
({x ∈ Rm : p · x < c}) es llamado semi espacio cerrado (abierto).
Definición 1.8. Dos conjuntos A y B se dice que están estrictamente
separados por un hiperplano si existe algún p ∈ Rm con p 6= 0 y algún
c ∈ R tales que para cada x ∈ A y y ∈ B
p · x < c < p · y.
Esto es, A y B están en distintos semi espacios abiertos. En este trabajo
escribiremos esto como p · A < c < p ·B. Véase la Figura 1.4.
Nótese que el hiperplano de la definición anterior está generado por p ∈
Rm y c ∈ R de la Definición 1.6.
A
B
Figura 1.4: Dos conjuntos estrictamente separados
Teorema 1.2. (Teorema de separación del hiperplano).
Sean C,K ⊂ Rm convexos, no vaćıos y disjuntos con C cerrado y K com-
pacto. Entonces C y K están estrictamente separados por un hiperplano.
Demostración. Sea f : K −→ R la función distancia dada por





Figura 1.5: Teorema de separación del hiperplano
la cual es continua y dado que K es compacto alcanza su mı́nimo sobre K
digamos en el punto x.
Sea y un punto en C tal que f(x) = ||x − y||. Si p = x − y entonces 0 <
||p||2 = p · p = p · (x− y) de aqúı que p · x > p · y. (Véase la Figura 1.5).
Necesitamos mostrar que p · y ≥ p · y para todo y ∈ C y p · x ≤ p · x para
todo x ∈ K. Sea y ∈ C y para todo λ ∈ R hagamos yλ = (1 − λ)y + λy el
cual pertenece a C si λ ∈ [0, 1] pues C es convexo, de aqúı que
||x− yλ||2 = [x− ((1− λ)y + λy)] · [x− ((1− λ)y + λy)]
= [λx+ x− λx− (1− λ)y − λy)] · [λx+ x− λx− (1− λ)y − λy)]
= [λ(x− y) + (1− λ)(x− y)] · [λ(x− y) + (1− λ)(x− y)]
= (1− λ)2||x− y||2 + 2λ(1− λ)[(x− y) · (x− y)] + λ2||x− y||2.
Diferenciando con respecto de λ y evaluando en λ = 0 tenemos que
−2||x− y||2 + 2(x− y) · (x− y) = −2p · (x− y) + 2p(x− y)
= 2p · (−x+ y + x− y)
= 2p · (y − y).
Como y es punto mı́nimo de f sobre C entoces su derivada debe ser mayor
o igual a cero, aśı
p · y ≥ p · y.
Análogamente
p · x ≤ p · x.
Entonces
p · x ≥ p · x > p · y ≥ p · y
para todo x ∈ K y para todo y ∈ C.
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1.2. Conos y conos duales
Definición 1.9. Un cono es un subconjunto no vaćıo de Rm cerrado bajo
la multiplicación por escalares no negativos. Es decir, C es un cono si para
todo x ∈ C y λ ∈ R+ tenemos que λx ∈ C. (Véase la Figura 1.6)
Figura 1.6: Cono
Nótese que el conjunto que consta sólo del cero (el cual denotaremos por
0̂) en Rm es un cono. (Véase la Figura 1.7)
Figura 1.7: Cono 0
Proposición 1.2. La intersección de conos es un cono. Véase la Figura 1.8.
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Cα y λ ∈ R+. Dado que z, λz ∈ Cα para todo α ∈ J tenemos




Figura 1.8: Intersección de conos
Proposición 1.3. Si C es un cono, entonces 0̂ ∈ C.
Demostración. Sea x ∈ C. Como λx ∈ C para todo λ ∈ R+, en particular
para λ = 0 se tiene que 0̂ ∈ C.
Proposición 1.4. Cualquier conjunto E ⊂ Rm genera un cono, {λx : x ∈
E, λ ∈ R+}. El cono generado por E es la intersección de todos los conos que
contienen a E. Véase la Figura 1.9.
Demostración. Sea CE = {λx : x ∈ E, λ ∈ R+}, veamos primero que CE es
un cono. Para esto, sean λx0 ∈ CE y λ′ ∈ R+ para algún x0 ∈ E y λ ∈ R+.
Como λ′λ ∈ R+ tenemos que λ′λx0 ∈ CE. Por lo tanto λ′(λx0) ∈ CE.
Ahora sea C = {C : C es un cono y E ⊂ C}. Mostraremos que CE =
⋂
C.
Dado que CE es un cono que contiene a E tenemos que
⋂
C ⊂ CE.
Notemos que CE ⊂
⋂




C es un cono por la Propo-
sición 1.2 entonces contiene elementos que se ven de la forma λx para algún
x ∈ E y algún λ ∈ R+.
Proposición 1.5. Un cono es convexo si y solo si es cerrado bajo la adición,
es decir, el cono C es convexo si y solo si x+ y ∈ C para todo x, y ∈ C.
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E
Figura 1.9: Cono generado por un conjunto E
Demostración. Supongamos que C es convexo. Sean x, y ∈ C. Dado que C
es un cono, tenemos que 1
λ
x, 1





x) + (1− λ)( 1
1− λ
y) = x+ y ∈ C.
Ahora supongamos que C es cerrado bajo la suma. Para ver que C es convexo,
sean x, y ∈ C y λ ∈ I. Como C es un cono entonces λx ∈ C y (1− λ)y ∈ C





Figura 1.10: Suma de vectores
Definición 1.10. Sea C ⊂ Rm. El cono dual de C, denotado por C∗, es
{p ∈ Rm : p · x ≤ 0, para todo x ∈ C}.
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Ejemplo 1.3. Si C ⊂ Rm consta de un solo punto digamos q, entonces
C∗ = {p ∈ Rm : p · q ≤ 0},
es decir, C∗ es el semi espacio cerrado acotado por el hiperplano {p ∈ Rm :
p · q = 0} el cual contiene al origen. Véase la Figura 1.11.
q
Figura 1.11: Cono dual de un punto














. Por la definición de cono dual tenemos
que p · x ≤ 0 para todo x ∈
⋃
α∈A
Mα. Entonces p · x ≤ 0 para todo x ∈ Mα














Proposición 1.7. Sean M,N ⊂ Rm. Si M ⊂ N entonces N∗ ⊂M∗.
Demostración. Sea p ∈ N∗. Por la definición de cono dual tenemos que p·x ≤
0 para todo x ∈ N , en particular para todo x ∈ M se cumple que p · x ≤ 0.
Por lo tanto p ∈M∗.
El regreso de la proposición anterior no siempre se cumple como se mues-
tra en el siguiente ejemplo.
Ejemplo 1.4. Sea M = {p} ⊂ Rm y sea N = {q} ⊂ Rm donde q es un
punto en el rayo que parte desde 0̂ ∈ Rm y pasa por p tal que p 6= q entonces
M∗ = N∗
pero Mno es subconjunto de N. Véase la Figura 1.12.
q
p
Figura 1.12: Dual de dos puntos
Proposición 1.8. Si M ⊂ Rm entonces
M∗ = (Cl (M))∗.
Demostración. Dado que M ⊂ Cl (M) tenemos por la Proposición 1.7 que
(Cl (M))∗ ⊂M∗.
Probaremos que M∗ ⊂ (Cl (M))∗, para esto, sea p ∈M∗. Por la definición de
cono dual tenemos que p · x ≤ 0 para todo x ∈M . Dado un punto arbitrario
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y0 ∈ Cl (M), sea {yn}n∈N una sucesión en M que converge a y0 entonces
p · yn ≤ 0 para todo n, por la continuidad del producto punto tenemos que
p · y0 = ĺım
n→∞
[p · yn] ≤ 0.
Por lo tanto p ∈ (Cl (M))∗. Aśı concluimos que M∗ = (Cl (M))∗.
Proposición 1.9. Si M ⊂ Rm entonces
M∗ = (Co (M))∗.
Demostración. Dado que M ⊂ Co (M), tenemos por la Proposición 1.7 que
(Co (M))∗ ⊂M∗.
Probaremos que M∗ ⊂ (Co (M))∗, para esto, sea p ∈M∗. Por la definición de
cono dual tenemos que p · x ≤ 0 para todo x ∈ M . Si y ∈ Co (M), entonces











p · y =
k∑
i=1
λi(p · yi) ≤
k∑
i=1
λi · 0 = 0.
Entonces p ∈ (Co (M))∗. Por lo tanto M∗ = (Co (M))∗.
Proposición 1.10. Si C es un cono, entonces C∗ es un cono convexo y
cerrado y (C∗)∗ = Cl (Co (C)).
Demostración. El cono dual de un punto es un semi-espacio cerrado y acota-
do por un hiperplano, el cual es un cono cerrado y convexo. Por la Proposición
1.2 tenemos que C∗ es la intersección de tales semi-espacios, por tanto C es
un cono cerrado y convexo.
Sea p ∈ Cl (Co (C)) entonces p · x ≤ 0 para todo x ∈ (Cl (Co (C)))∗ =
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(Co (C))∗ = C∗. Por lo tanto p ∈ (C∗)∗.
Si x0 6∈ Cl (Co (C)), por el Teorema 1.2 existe p ∈ Rm distinto de cero, tal
que
p · y < 0 < p · x0
para todo y ∈ Cl (Co (C)). De la primer desigualdad tenemos que p ∈
(Cl (Co (C)))∗ y x0 6∈ (C∗)∗.
Proposición 1.11. (Rm+)∗ = {x ∈ Rm : x ≤ 0}.
Demostración. Por definición
(Rm+)∗ = {x ∈ Rm : p · x ≤ 0 para todo p ∈ Rm+}
= {x ∈ Rm : x ≤ 0}.
Proposición 1.12. Si el cono C pertenece al semi espacio abierto {x ∈
Rm : p · x < c}, entonces c > 0 y C de hecho pertenece al semi espacio
{x ∈ Rm : p · x ≤ 0}.
Demostración. Dado que C ⊂ {x ∈ Rm : p · x < c} se tiene que para todo
x ∈ C, p · x < c, como C es un cono, en particular para 0̂ ∈ C se cumple, aśı





En este caṕıtulo enunciaremos algunos teoremas importantes los cuales
utilizaremos para la demostración del teorema principal 3.11.
2.1. Particiones de la Unidad
Proposición 2.1. Sea C ⊂ Rm un cono convexo y cerrado y sea K ⊂ Rm
compacto y convexo. Entonces K∩C∗ 6= ∅ si y sólo si para todo p ∈ C, existe
z ∈ K tal que
p · z ≤ 0.
Demostración. Supongamos que K ∩ C∗ = ∅. Por el Teorema 1.2 podemos
separar a K y C∗ estrictamente por un hiperplano. Es decir, existen q ∈ Rm
y c ∈ R tales que
q · C∗ < c < q ·K.
Dado que C∗ es un cono, por la Proposición 1.12, tenemos que c > 0 y
q · C∗ ≤ 0. Aśı por la Proposición 1.10 y el hecho de que C es compacto
y convexo se concluye que q ∈ (C∗)∗ = C y q · K > 0, contadiciendo que
p · z ≤ 0.
Por otro lado, sea z ∈ K ∩ C∗. Dado que C es un cono convexo y cerrado,
por la Proposición 1.10 tenemos que p · z ≤ 0 para todo p ∈ C.
Definición 2.1. Sea J un conjunto de ı́ndices. Una colección {Uα}α∈J es





Una partición de la unidad subordinada a la cubierta abierta {Uα}α∈J




y para cada i existe algún Uα tal que fi se anula fuera de Uα.
Una colección de funciones continuas {fα : K −→ R+} es una partición
de la unidad localmente finita si cada punto tiene una vecindad sobre la
cual todas excepto una cantidad finita de fα se anulan y∑
α∈J
fα = 1.
Teorema 2.1. Sean J un conjunto de ı́ndices, K ⊂ Rm compacto y {Uα}α∈J
una cubierta abierta de K por abiertos en Rm. Entonces existe una partición
de la unidad subordinada a {Uα}α∈J .
Demostración. Como K es compacto, {Uα}α∈J tiene una subcubierta finita
U1, . . . , Uk que cubre a K. Para cada i ∈ {1, . . . , k} definimos gi : K −→ R+
por gi(x) = min{||x − z|| : z ∈ U ci }, la cual es continua y se anula fuera de
Ui. Además, no todos los gi se anulan simultáneamente ya que los U
,
is son







Dado que gi es continua para todo i ∈ {1, . . . k} y no todas las gi se anulan




Entonces {f1, . . . , fk} es la partición de la unidad deseada.
El teorema anterior es más general, una variante la enunciamos a conti-
nuación y el teorema más general se puede consultar en [1, Teorema 41.7, p.
295].
Teorema 2.2. Sean J un conjunto de ı́ndices, E ⊂ Rm y {Uα}α∈J una
cubierta abierta de E, entonces existe una partición de la unidad localmente
finita subordinada a {Uα}α∈J .
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2.2. Teorema de Sperner y sus consecuencias.
Definición 2.2. Un n-simplejo es el conjunto de todas las combinaciones
convexas estrictamente positivas de un conjunto afinmente independiente de
n+1 elementos. Un n-simplejo cerrado es el casco convexo de un conjunto




Figura 2.1: Ejemplos de simplejos cerrados







i=0 λi = 0 implica que λ0 = · · · = λn = 0.
Dado un conjunto afinmente independiente {x0, . . . , xn} ⊂ Rm denotamos
por x0 · · ·xn al simplejo de todas las combinaciones convexas estrictamente
positivas de los vectores xi, i ∈ {0, . . . , n} es decir,










Cada xi es un vértice de x0 · · ·xn y cada k-simplejo xi0 · · ·xik , donde ij ∈
{0, . . . , n} para cada j ∈ {0, . . . , k}, es una cara de x0 · · ·xn. De esta manera,
cada vértice es una cara y x0 · · · xn es una cara de él mismo.
Para y =
∑n
i=0 λixi ∈ Co ({x0, . . . , xn}), definimos
χ(y) = {i : λi > 0}.
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Si χ(y) = {i0, . . . , ik}, entonces y ∈ xi0 · · ·xik . Esta cara es llamada el por-
tador de y en el simplejo x0 · · ·xn. Se sigue que la unión de todas las caras
de x0 · · ·xn es la cerradura de él mismo.
Proposición 2.2. Sean x0, . . . , xn ∈ Rn+1 afinmente independientes enton-
ces
Cl (x0 · · · xn) = Co ({x0, . . . , xn}).
Demostración. Sea y ∈ Cl (x0 · · ·xn).




λi = 1 y λj = 0 para j ∈ {0, . . . , n} donde i 6= j. Por lo tanto y ∈
Co ({x0, . . . , xn}).
Si y 6= xi para todo i ∈ {0, . . . , n}, entonces y pertenece a alguna cara
de x0 · · ·xn, supongamos sin pérdida de generalidad que y ∈ x0 · · ·xk







λi = 1 y λi > 0 para todo i ∈ {0, . . . , k}. Haciendo λi = 0
para todo i ∈ {k + 1, . . . , n} tenemos que y se puede escribir como
combinación convexa de x0, . . . , xn y por lo tanto y ∈ Co ({x0, . . . , xn}).
Por otro lado, si y ∈ Co ({x0, . . . , xn}) entonces y =
n∑
i=0
λixi donde λi ≥ 0
para todo i ∈ {0, . . . , n} y
n∑
i=0
λi = 1. Si
χ(y) = {i ∈ {0, . . . , n} : λi > 0} = {i0, . . . , ik},
entonces xi0 · · ·xik es el portador de y, por lo tanto y ∈ Cl (x0 · · ·xn).
Definición 2.4. El n-simplejo estandar es




∆n denotará la cerradura del n-simplejo estandar la cual llamamos el n-
simplejo estandar cerrado. Escribiremos simplemente ∆ cuando n sea
claro en el contexto.
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Ejemplo 2.1. Dados x, z ∈ ∆. Si x ≤ z entonces x = z. En efecto, su-







zi esto contradice la definición de ∆.
Definición 2.5. Sean x0, . . . , xn ∈ Rn+1 afinmente independientes, J un
conjunto de ı́ndices y T = x0 · · ·xn el n-simplejo generado por x0, . . . , xn.
Una subdivisión simplicial de Cl (T ) es una colección finita de simplejos
{Ti : i ∈ J} que satisface que ⋃
i∈J
Ti = Cl (T )
y tales que para cualesquiera i, j ∈ J se tiene que Cl (Ti)∩Cl (Tj) es vaćıa o
igual a la cerradura de una cara común.
Nótese que los vértices de Ti no son necesariamente los vértices de T. La
medida de una subdivisión es el diámetro del subsimplejo más grande.
Ejemplo 2.2. La colección
{x0x2x4, x1x2x3, x1x3x4, x0x2, x0x4, x1x2,
x1x3, x1x4, x2x3, x3x4, x0, x1, x2, x3, x4}
indicada con lineas sólidas en la Figura 2.2 no es una subdivisión simplicial
de Cl (x0x1x2) pues Cl (x0x2x4) ∩ Cl (x1x2x3) = Cl (x2x3) no es la cerradura
de una cara de Cl (x0x2x4). Reemplazando x0x2x4 por x0x2x3, x0x3x4 y x0x3
como lo indica la ĺınea punteada en la misma figura, tenemos 136 intersec-
ciones dos a dos las cuales son vaćıas o bien es la cerradura de una cara
común, por ejemplo
Cl (x0x2x3) ∩ Cl (x1x2x3) = Cl (x2x3)
Cl (x0x2x3) ∩ Cl (x1x3x4) = Cl (x3)
Cl (x0x2x3) ∩ Cl (x1) = ∅






Figura 2.2: Subdivisión simplicial
Definición 2.6. Sean x0, . . . , xn ∈ Rn+1 afinmente independientes, T =
x0 · · ·xn, supongamos que Cl (T ) está subdividido simplicialmente. Sea V la
colección de todos los vértices de todos los subsimplejos, notemos que cada
xi ∈ V. Una función
λ : V −→ {0, . . . , n}
tal que λ(v) ∈ χ(v) es llamada un etiquetado propio de la subdivisión.
Lo llamamos un subsimplejo completamente etiquetado si λ toma todos los
valores 0, . . . , n sobre su conjunto de vértices.
Teorema 2.3. (Teorema de Sperner).
Sean x0, . . . , xn ∈ Rn+1 afinmente independientes, T = x0 · · ·xn y Cl (T )
subdividido simplicialmente y propiamente etiquetado por la función λ. En-
tonces existe un número impar de subsimplejos completamente etiquetados
en la subdivisión.
Demostración. Por inducción matemática sobre n.
Para n = 0 el n-simplejo T consiste de un solo punto x0, el cual debe tener la
etiqueta 0, y aśı existe un subsimplejo completamente etiquetado, él mismo.
Ahora, supongamos que el enunciado es cierto para n − 1 y lo probaremos
para n.
Definamos los siguientes conjuntos:
A el conjunto de todos los n-simplejos de T completamente etiquetados.
B el conjunto de todos los n-simplejos de T tal que la imagen de λ es
exactamente {0, . . . , n− 1}.
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C el conjunto de los (n− 1)-simplejos sobre la frontera de T los cuales
tienen todas las etiquetas {0, . . . , n− 1} y
D el conjunto de todos los (n − 1)-simplejos de T que tienen todas la
etiquetas {0, . . . , n− 1}.
Nótese que C ⊂ D y que los conjuntos A, B, C y D no todos son vaćıos dado
que Cl (T ) está propiamente etiquetado por la función λ.
Notemos que un (n − 1)-simplejo está en la frontera y es la cara de un solo
n-simplejo en la subdivisión, o bien, es la cara común de dos n-simplejos. Po-
demos ver esta situación como una gráfica, es decir, una colección de vértices
y aristas donde D es el conjunto de aristas y E = A ∪ B ∪ C el conjunto de
vértices. Decimos que la arista d ∈ D y el vértice e ∈ E inciden siempre que:
e ∈ A ∪B y d es una cara de e o
e = d ∈ C.














Figura 2.3: Teorema de Sperner
Sea e ∈ E, el grado de e, denotado por δ(e) es el número de aristas que
inciden en él. Si e ∈ B entonces una etiqueta está repetida en exactamente
dos caras de e por lo tanto, el grado de e ∈ B es 2. El grado de e ∈ A ∪ C
es 1. Por otro lado, cada lado es incidente en exactamente dos vértices. Si
un (n − 1)-simplejo está en la frontera y tiene las etiquetas {0, . . . , n − 1}
entonces es incidente en śı mismo y en un n-simplejo que puede ser un vértice
en A o en B . Si un (n − 1)-simplejo es una cara común de dos n-simplejos
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1 si e ∈ A ∪ C,
2 si e ∈ B.
Un argumento de teoŕıa de gráficas nos dice que
∑
e∈E δ(e) = 2|D| esto es
porque cada lado une exactamente dos vértices, contando el número de lados
que inciden en cada vértice y sumándolos contamos cada vértice dos veces.
Por la definición de δ, ∑
e∈E
δ(e) = |A|+ 2|B|+ |C|.
Aśı 2|D| = |A|+ 2|B|+ |C| de modo que |A|+ |C| es par. Por la hiótesis de
inducción |C| es impar, por lo tanto |A| debe ser impar.
Teorema 2.4. (Teorema de Knaster-Kuratowski-Mazurkiewics).
Sean ∆ ⊂ Rm+1 y {F0, . . . , Fm} una familia de subconjuntos cerrados de ∆
tal que para cada A ⊂ {0, . . . ,m} tenemos que







Fi es compacto y no vaćıo.
Demostración. La intersección es compacta pues es un subconjunto cerrado
de un conjunto compacto, véase [2, Teoremas 26.2 y 26.3, pp. 187-188].
Sea ε > 0, subdividimos ∆ en subsimplejos de diámetro menor o igual a ε.
Sea v un vértice de la subdivisión y supongamos sin pérdida de generalidad
que v pertenece a la cara e0 · · · ek, para algún k ∈ {0, . . . ,m} entonces existe
algún i ∈ {0, . . . , k} tal que v ∈ Fi.
Si etiquetamos todos los vértices de esta manera entonces el etiquetado satis-
face la hipótesis del Teorema de Sperner, aśı, existe un subsimplejo completa-
mente etiquetado digamos pε0 · · · pεm con pεi ∈ Fi para cada i ∈ {0, . . . ,m}.
Si ε tiende a 0 podemos elegir una subsucesión pεi que converge a algún z ∈ ∆
pues el diámetro de cada subsimplejo es menor o igual a ε. Como Fi es un





Lema 2.1. Sean a0, . . . , am ∈ Rm+1, K = Co ({a0, . . . , am}) y {F0, . . . , Fm}
una familia de conjuntos cerrados tal que para cada A ⊂ {0, . . . ,m} tenemos
que







Fi es compacto y no vaćıo.
Demostración. Nuevamente por [2, Teoremas 26.2 y 26.3, pp. 187-188] la





Si {a0, . . . , am} no es un conjunto afinmente independiente entonces σ no es
inyectiva pero sin embargo si es continua pues es una transformación lineal.
Sea Ei = σ
−1[Fi ∩K] para todo i ∈ {0, . . . ,m}.
Dado que σ es continua, para todo i ∈ {0, . . . ,m} se tiene que Ei es un
subconjunto cerrado de ∆.
Tenemos que {E0, . . . , Em} satisface el Teorema de Knaster-Kuratowski-










Corolario 2.1. (Corolario de Fan).
Sea X ⊂ Rm y para cada x ∈ X sea F (x) ⊂ Rm cerrado. Supongamos que:
Para cualquier subconjunto finito {x1, . . . , xk} ⊂ X,









F (x) es compacto y no vaćıo.
Demostración. Sean x1, . . . , xk ⊂ X, por hipótesis tenemos que
Co ({x1, . . . , xk}) ⊂
⋃k
i=1 F (xi).
Por el Lema 2.1




es compacto y no vaćıo, aśı
k⋂
i=1
F (xi) es no vaćıo, por lo tanto {F (x)}x∈X




F (x) es cerrado y no vaćıo. Dado que F (x0) es compacto y⋂
x∈X
F (x) ⊂ F (x0) entonces
⋂
x∈X
F (x) es compacto y no vaćıo.
Teorema 2.5. (Teorema del punto fijo de Brouwer).
Sea f : ∆m −→ ∆m continua. Entonces f tiene un punto fijo.
Demostración. Sean fi con i ∈ {1, 2, . . . ,m}, las funciones coordenadas de f,
ε > 0, subdividimos ∆m simplicialmente en subsimplejos de diámetro menor
o igual a ε.
Sea V el conjunto de vértices de la subdivisión y definimos una función de
etiquetado λ : V −→ {0, . . . ,m} como sigue:
para v ∈ xi0 · · ·xik elegimos
λ(v) ∈ {io, . . . , ik} ∩ {i ∈ {i0, . . . , ik} : fi(v) ≤ vi}
notemos que la intersección es no vaćıa, pues si fi(v) > vi para todo i ∈











lo cual es una contradicción.
De esta manera λ satisface la hipótesis del Teorema de Sperner, entonces
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existe un subsimplejo completamente etiquetado, es decir, existe un subsim-
plejo p0 . . . pm tal que fi(pi) ≤ pi para cada i ∈ {0, . . . ,m}.
Si ε tiende a 0 y dado que ∆m es compacto podemos elegir una subsucesión
convergente de simpejos tal que pi tiende a z pues el diámetro de cada sub-
simplejo es menor o igual a ε para todo i = 0, . . . ,m y para algún z ∈ ∆m.
Dado que f es continua debemos tener que fi(z) ≤ zi para todo i = 0, . . . ,m
aśı, por el Ejemplo 2.1 se tiene que f(z) = z.
Teorema 2.6. Sea K ⊂ Rm convexo y compacto y sea f : K −→ K continua.
Entonces f tiene un punto fijo.
Demostración. Dado que K es compacto, está contenido en algún simplejo
suficientemente grande T. Definimos h : Cl (T ) −→ K por h(x) igual al
punto en K más cercano a x. Por la Observación 1.1 h es continua y es igual
a la identidad sobre K. Aśı f ◦ h : Cl (T ) −→ K ⊂ Cl (T ) tiene un punto
fijo digamos z. Tal punto no puede pertenecer a Cl (T ) \K debido a que la
imagen de Cl (T ) bajo f ◦ h está en K. Por lo tanto z ∈ K y f ◦ h(z) = z
pero h(z) = z, y aśı f(z) = z.
2.3. Teorema de Sonnenschein.
Definición 2.7. Una relación binaria U sobre un conjunto K asocia
a cada x ∈ K un conjunto U(x) ⊂ K que puede ser interpretado como el
conjunto de aquellos objetos en K que son “mejores que”, “mas grandes que”
o bien “que están despues de” x. Definimos U−1(x) = {y ∈ K : x ∈ U(y)}.
Un elemento x ∈ K es U-maximal si U(x) = ∅. El conjunto U-maximal
es {x ∈ K : U(x) = ∅}. La gráfica de U es Gr(U) = {(x, y) ∈ K×K : y ∈
U(x)}.
Teorema 2.7. (Teorema de Sonnenschein).
Sea K ⊂ Rm compacto y convexo y sea U una relación sobre K tal que:
x /∈ Co (U(x)) para todo x ∈ K y
si y ∈ U−1(x), entonces existe algún x′ ∈ K posiblemente x′ = x tal
que y ∈ Int(U−1(x′)).
Entonces K tiene un elemento U-maximal y el conjunto U-maximal es com-
pacto.
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Esta última intersección es compacta ya que es intersección de conjuntos
compactos.
Para cada x ∈ K, hacemos F (x) = K \ Int(U−1(x)), como se indicó ante-






Supongamos que y /∈
n⋃
i=1
F (xi) entonces y ∈ U−1(xi) para todo i = 0, . . . , n
aśı, xi ∈ U(y) para todo i ∈ {0, . . . , n} pero entonces y ∈ Co ({xi}) ⊂
Co (U(y)) lo cual contradice la hipótesis. Se sigue del Corolario 2.1 que⋂
x∈K
F (x) 6= ∅.
Corolario 2.2. Sea K ⊂ Rm compacto y sea U una relación sobre K tal
que:
x /∈ U(x) para todo x ∈ K.
U(x) es convexo para todo x ∈ K.
{(x, y) ∈ K ×K : y ∈ U(x)} es abierto en K ×K.
Entonces el conjunto U−maximal es compacto y no vaćıo.
Demostración. Dado que U(x) es convexo y x /∈ U(x) para todo x ∈ K
tenemos que x /∈ Co (U(x)) para todo x ∈ K. Sea y ∈ U−1(x), como {(x, y) ∈
K×K : y ∈ U(x)} es abierto enK×K existe x′ ∈ K tal que y ∈ Int(U−1(x′)).




Aplicación a la Teoŕıa
Económica
En este caṕıtulo hablaremos de algunos conceptos dentro de la teoŕıa
económica y de algunos teoremas que son importantes para la demostración
del teorema principal que es el Teorema 3.11.
3.1. Conceptos Económicos
Definición 3.1. Un bien o servicio es un elemento tangible o material
destinado a satisfacer necesidades de un consumidor o grupos de consumido-
res que lo demandan o necesitan.
Definición 3.2. El precio es la cantidad de dinero que permite la adquisi-
ción o uso de un bien o servicio.
Definición 3.3. Un proveedor es una persona o empresa que proporciona
bienes o servicios a otras personas o empresas.
Definición 3.4. Un consumidor es la persona o empresa que adquiere o
utiliza un bien o servicio que los proveedores ponen a su disposición.
Definición 3.5. Una transacción es el convenio por el cual dos partes
llegan a un acuerdo comercial, generalmente de compra-venta.
Definición 3.6. Un mercado es un conjunto de transacciones o intercam-
bios de bienes o servicios entre individuos (proveedores y consumidores).
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Definición 3.7. La demanda es la cantidad de bienes y servicios que pue-
den ser adquiridos por consumidores a diferentes precios.
Definición 3.8. La oferta es aquella cantidad de bienes o servicios que los
proveedores están dispuestos a vender a los consumidores bajo determinadas
condiciones de mercado.
En este trabajo supondremos que es posible clasificar todos los bienes
y servicios en un número finito, digamos m ∈ N, los cuales están dispo-
nibles en unidades infinitamente divisibles (kilos, litros, metros o unidades
de tiempo) en este sentido, a lo largo de este trabajo Rm podrá represen-
tar el espacio de bienes y servicios que lo llamaremos solamente como
espacio de bienes. A partir de este momento supondremos que hay un
conjunto finito de consumidores los cuales han sido previamente numerados.
Definición 3.9. Un vector x ∈ Rm que indica en cada coordenada una can-
tidad de cada bien es llamado un vector de bienes.
Estos vectores son intercambiados, manufacturados y consumidos en el
curso de una actividad ecónomica, no bienes individuales, aunque un inter-
cambio t́ıpico involucra cantidades cero de varios bienes.
Definición 3.10. Un vector p ∈ Rm que indica en cada coordenada el valor
de una unidad de cada bien es llamado un vector de precios. Aśı, el valor
del vector de bienes x ∈ Rm a los precios p es




El propósito principal de una actividad económica es proveer vectores de
bienes para el consumo final de los consumidores. Obviamente no todos los
vectores de bienes son admisibles como consumo final para un consumidor,
es decir, no puede comprar todo.
Definición 3.11. El conjunto de consumo de un consumidor i es el
conjunto de vectores de consumo admisibles para este, y lo denotaremos como
Xi.
Definición 3.12. Sea A ⊂ Rm un conjunto no vaćıo, decimos que A está
acotado inferiormente si existe x ∈ Rm tal que x ≤ y para todo y ∈ A.
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Observemos que el conjunto de consumo es un conjunto de vectores no
negativos y acotado inferiormente ya que cantidades negativas de un bien en
un consumo final significan que el consumidor estaŕıa ofertando el bien. La
cota inferior pone un ĺımite en los servicios que un consumidor puede adquirir
y también puede ser un requerimiento mı́nimo de algunos bienes por parte
del consumidor. En una economı́a de propiedad privada los consumidores
también se caracterizan parcialmente por su dotación inicial de bienes. Esto
se representa como un punto en el espacio de bienes wi ∈ Rm, estos son los
recursos que poseé el consumidor i.
Definición 3.13. Sean i ∈ N, p ∈ Rm un vector de precios, Xi ⊂ Rm y Mi ∈
R+ el conjunto de consumo y el ingreso del consumidor i respectivamente,
entonces el conjunto de vectores de bienes que el consumidor i puede adquirir
a los precios p dado su ingreso Mi es llamado su conjunto de presupuesto
y es justamente
{x ∈ Xi : p · x ≤Mi}.
Obsérvese que el conjunto de presupuesto podŕıa ser vaćıo.
Debido a que el producto punto saca escalares se concluye que una ca-
racteŕıstica importante del conjunto de presupuesto es que se mantine sin
cambios si el vector de precios y el ingreso son multiplicamos por el mismo
número positivo.
Proposición 3.1. Si Xi = Rm+ y p > 0̂ entonces el conjunto de presupuesto
es compacto.
Demostración. Definimos hp : Rm −→ R como hp(x) = p · x la cual es
continua y dado que p > 0̂ entonces h−1p ([0,Mi]) = {x ∈ Xi : p · x ≤ Mi} es
cerrado. Por otro lado, supongamos que A = {x ∈ Xi : p · x ≤ Mi} no es
acotado inferiormente, entonces existe en una sucesión {xn}n∈N en A tal que
||xn|| −→ ∞ de aqúı que la norma de la proyección de los vectores xn sobre









para todo n, lo cual es una contradicción. Por lo tanto {x ∈ Xi : p · x ≤Mi}
es acotado.
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Un problema importante en la economı́a de un consumidor.
El problema enfrentado por un consumidor en una economı́a de mercado es
elegir un vector de consumo o un conjunto de ellos del conjunto de presu-
puesto. Para esto, el consumidor debe tener algún criterio de elección. Una
manera de formalizar el criterio es asumir que el consumidor i tiene un ı́ndice
de utilidad, es decir, una función con valores reales ui : Xi −→ R definida
sobre el conjunto de vectores de consumo. La idea es que el consumidor pre-
fiere adquirir el vector x que el vector y si ui(x) > ui(y) y es indiferente si
ui(x) = ui(y).
Definición 3.14. Sean i ∈ N, x ∈ Rm un vector de bienes y ui : Xi −→ R
una función de utilidad entonces
Ui(x) = {y ∈ Xi : ui(y) > ui(x)}
es el conjunto de vectores de consumo que el consumidor i prefiere estricta-
mente que el vector de consumo x.
Definición 3.15. Sean i ∈ N y Xi ⊂ Rm el conjunto de consumo del consu-
midor i. El conjunto de vectores maximales en el conjunto de presupuesto es
llamado el conjunto de demanda del consumidor i.
Los proveedores están motivados por ganancias, cada proveedor j tiene
un conjunto de producción Yj de vectores de suministro tecnologicamente
factibles.
Definición 3.16. Un vector de bienes y ∈ Rm que especifica en cada coor-
denada la cantidad de cada bien ofertado es un vector de oferta. Las en-
tradas (o inversiones) están denotadas por cantidades negativas y las salidas
(o ventas) por cantidades positivas.
Definición 3.17. Sean y ∈ Rm un vector de oferta y p ∈ Rm un vector de
precios entonces




es la ganancia asociada con el vector de oferta y a los precios p.
El problema de los proveedores es entonces elegir un y del conjunto de
vectores de oferta que maximicen la ganancia asociada.
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Definición 3.18. El conjunto de vectores de oferta que maximizan la ga-
nancia es llamado el conjunto de oferta.
Definición 3.19. El conjunto de sumas de vectores de demanda menos las
sumas de vectores de oferta es el conjunto de exceso de demanda y lo
denotamos por E(p).
Ley de Walras.
Dado un vector de precios p ∈ Rm existe un vector f(p) ∈ Rm de exceso
de demanda para cada bien. Asumimos que f es una función continua de p.
El enunciado matemático de la ley de Walras puede tomar cualquiera de las
siguientes dos formas:
La forma fuerte de la ley de Walras es
p · f(p) = 0
para todo p ∈ Rm.
La forma débil de la ley de Walras es
p · f(p) ≤ 0
para todo p ∈ Rm.
El significado económico de la ley de Walras es que en una economı́a cerrada,
cada consumidor se gasta casi todos sus ingresos, es decir, no tienen endeuda-
mientos. El i-ésimo consumidor llega al mercado y se encuentra con un vector
de oferta wi y se va con un vector de bienes xi. Si todos los consumidores
se enfrentan al vector de precios p entonces sus presupuestos individuales
requieren que p · xi ≤ p ·wi, es decir, no pueden gastar mas de lo que ganan.






la suma del total de demandas menos el total de oferta. Sumando los presu-
puestos individuales y reorganizando en términos de rendimientos p·f(p) ≤ 0
que es la forma débil de la ley de Walras. La forma fuerte se obtiene si cada
consumidor gasta todo su ingreso.
El caso de una producción económica es similar, el j-ésimo proveedor pro-
duce un vector de salida neta yj que produce un ingreso neto de p · yj. En
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una economı́a de propiedad privada este ingreso neto es redistribuido a los
consumidores. La nueva restricción presupuestaria de un consumidor es que

















Definición 3.20. Sea p ∈ Rm un vector de precios. Decimos que p es un
vector de precios de equilibrio Walrasiano si alguna combinación de
sumas de vectores de oferta menos sumas de vectores de demanda es cero, es
decir, 0 ∈ E(p).
Definición 3.21. Un equilibrio Walrasiano de libre disposición su-
cede cuando algunos bienes exceden la oferta en el equilibrio siempre que sus
precios sean cero.
Definición 3.22. Sea p ∈ Rm un vector de precios. Decimos que p es un
precio de equilibrio de libre disposición si existe algún z ∈ E(p) tal
que z ≤ 0 y si zi < 0 entonces pi = 0.
Teorema 3.1. (Teorema de Hartman y Stampacchia).
Sea K ⊂ Rm compacto y convexo y sea f : K −→ Rm continua. Entonces
{q ∈ K : q · f(q) ≥ p · f(q) para todo p ∈ K}
es compacto y no vaćıo.
Demostración. Definimos la relación U sobre K por q ∈ U(p) si y sólo si
q · f(p) > p · f(p).
Dado que f es continua y el producto punto es una función continua, entonces
Gr(U) = {(p, q) ∈ K ×K : q ∈ U(p)}, véase Definicion 2.7, es un conjunto
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abierto. Además, por la misma continuidad de f, U(p) es convexo y p /∈ U(p)
para cada p ∈ K. Aśı por el Corolario 2.2 existe un q0 ∈ K tal que U(q0) = ∅,
es decir, para cada p ∈ K no es cierto que p ·f(q0) > q0 ·f(q0). Entonces para
todo p ∈ K, q0 · f(q0) ≥ p · f(q0). Por el contrario, cualquiera de tales q0 es
U−maximal, aśı por el mismo corolario el conjunto U−maximal es compacto
y no vaćıo.
Teorema 3.2. Sea f : ∆m −→ Rm+1 continua y tal que
p · f(p) ≤ 0
para todo p ∈ ∆m. Entonces el conjunto, de precios de equilibrio de libre
disposición, {p ∈ ∆m : f(p) ≤ 0} es compacto y no vaćıo.
Demostración. Sea H = {x ∈ Rm+1 : x ≤ 0}, notemos que
f−1(H) = {p ∈ ∆m : f(p) ≤ 0}.
Como f es continua y H es cerrado, entonces f−1(H) es un cerrado en ∆m
y dado que ∆m es compacto entonces f
−1(H) es compacto. Por el Teorema
3.1 y la Ley de Walras existe un q ∈ ∆m tal que p · f(q) ≤ q · f(q) ≤ 0 para
todo p ∈ ∆m. Aśı por la Proposición 1.11, f(q) ≤ 0.
El teorema anterior nos indica que si el dominio de f es el simplejo unitario
cerrado en Rm+1 y si f es continua y satisface la forma débil de la ley de
Walras, entonces existe un vector de precios de equilibrio de libre disposición.
Es decir, existe algún p ∈ Rm tal que f(p) ≤ 0. Dado que solo estamos
considerando precios no negativos si f(p) ≤ 0 y p · f(p) ≤ 0 entonces si la
función coordenada fi(p) < 0 se debe tener que pi = 0. Recordemos que en
un equilibrio de libre disposición si un bien está en exceso de oferta este debe
ser gratuito, véase la Definición 3.21. De esta manera el teorema anterior
nos asegura que debe existir al menos una lista que indica el precio de cada
bien de tal forma que la demanda de un bien es menor o igual a la oferta de
ese bien y como estamos considerando que todos los precios son mayores o
iguales a cero, si un proveedor está ofreciendo mas cantidad de un bien que
la que los consumidores desean adquirir entonces el precio de ese bien debe
ser cero, por ejemplo cuando ofrecen 2× 1.
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3.2. Funciones conjunto valuadas.
Dado un conjunto Y ⊂ Rm denotamos por 2Y a la familia de subconjutos
de Y que son no vaćıos.
Definición 3.23. Sean X, Y ⊂ Rm, una función conjunto valuada γ de
X en Y es una función de X a la familia de subconjuntos de Y la cual vamos
a denotar por γ : X −→ 2Y .
La gráfica de γ es
Gr γ = {(x, y) ∈ X × Y : y ∈ γ(x)}.
Definición 3.24. Sean X, Y ⊂ Rm, γ : X −→ 2Y una función conjunto
valuada, E ⊂ X y F ⊂ Y.





La inversa superior de F bajo γ está definida por
γ+[F ] = {x ∈ X : γ(x) ⊂ F}.
La inversa inferior de F bajo γ está definida por
γ−[F ] = {x ∈ X : γ(x) ∩ F 6= ∅}.
Definición 3.25. Sean X ⊂ Rm, Y ⊂ Rk y γ : X −→ 2Y una función
conjunto valuada, decimos que γ es semi-continua superiormente en x
si cada que x pertenece a la inversa superior bajo γ de un conjunto abierto
en Y entonces esta es una vecindad de x.
La función conjunto valuada γ es semi-continua superiormente si es
semi-continua superiormente en x para todo x ∈ X.
Definición 3.26. Sean X ⊂ Rm, Y ⊂ Rk y γ : X −→ 2Y una función
conjunto valuada, decimos que γ es semi-continua inferiormente en x
si cada que x pertenece a la inversa inferior bajo γ de un conjunto abierto
en Y entonces esta es una vecindad de x.
La función conjunto valuada γ es semi-continua inferiormente si es
semi-continua inferiormente en x para todo x ∈ X.
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Definición 3.27. Sean X ⊂ Rm, Y ⊂ Rk y γ : X −→ 2Y una función
conjunto valuada. Decimos que γ es continua si es semi-continua superior
e inferiormente.
Definición 3.28. Sean E ⊂ Rm, F ⊂ Rk y γ : E −→ 2F una función
conjunto valuada, decimos que γ es cerrada en x si para cada sucesión
xn −→ x y yn −→ y con yn ∈ γ(xn) se tiene que y ∈ γ(x).
Decimos que γ es cerrada si es cerrada en x para todo x ∈ E, es decir, si
Grγ es cerrada en E × F.
Definición 3.29. Sean E ⊂ Rm, F ⊂ Rk y γ : E −→ 2F una función
conjunto valuada, decimos que γ es abierta si Grγ es abierta en E × F.
Definición 3.30. Sean E ⊂ Rm, F ⊂ Rk y γ : E −→ 2F una función
conjunto valuada decimos que γ tiene secciones abiertas (cerradas) si
para cada x ∈ E, γ(x) es abierto (cerrado) en F, y para cada y ∈ F, γ−[{y}]
es abierto (cerrado) en E.
Proposición 3.2. Sean E,F ⊂ Rm, γ : E −→ 2F una función compacto
valuada, es decir, con valores compactos. Entonces,
γ es semi-continua superiormente en x si y sólo si para cada sucesión xn −→
x y yn ∈ γ(xn) existe una subsucesión convergente de {yn}n∈N con ĺımite en
γ(x).
Demostración. Supongamos que γ es semi continua superiormente en x,
xn −→ x y yn ∈ γ(xn). Dado que γ es compacto-valuada, γ(x) tiene una
vecindad acotada U. Como γ es semi-continua superiormente, existe una ve-
cindad V de x tal que γ(V ) ⊂ U. Aśı {yn}n∈N está eventualmente en U,
por tanto está acotada, y aśı tiene una subsucesión convergente. Dado que
los conjuntos compactos son cerrados, tenemos que γ(x) es cerrado y por lo
tanto este ĺımite pertenece a γ(x).
Ahora, supongamos que para cada sucesión xn −→ x, yn ∈ γ(xn), existe una
subsucesión de {yn}n∈N con ĺımite en γ(x). Supongamos que γ no es semi-
continua superiormente; entonces existe una vecindad U de x y una sucesión
zn −→ x con yn ∈ γ(zn) y yn /∈ U. La sucesión {yn}n∈N no puede tener
subsucesiones con ĺımite en γ(x), lo cual es una contradicción.
Proposición 3.3. Sean E,F1, F2 ⊂ Rm y γi : E −→ 2Fi una función con-
junto valuada semi continua inferiormente para cada i ∈ {1, 2}. Entonces
γ1 × γ2 : E −→ 2F1×F2
dada por (γ1 × γ2)(x) = (γ1(x), γ2(x))es semi continua inferiormente.
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Demostración. Sea W ⊂ F1×F2 abierto. Mostraremos que (γ1× γ2)−[W ] es
abierto.
Sea p ∈ (γi×γ2)−[W ], entonces (γi×γ2)(p)∩W 6= ∅, sea q ∈ (γi×γ2)(p)∩W
y como W es abierto existen U ⊂ F1 y V ⊂ F2 tales que q ∈ U × V ⊂ W ⊂
F1 × F2, entonces U × V es abierto en F1 × F2 y dado que γ1 y γ2 son semi
continuas inferiormente tenemos que γ−1 [U ] = {x ∈ E : γ1(x) ∩ U 6= ∅} y
γ−2 [V ] = {x ∈ E : γ2(x) ∩ V 6= ∅} son abiertos. Además,
(γ1 × γ2)−[U × V ] = {x ∈ E : (γ1 × γ2)(x) ∩ (U × V ) 6= ∅}
= {x ∈ E : γ1(x) ∩ U 6= ∅ y γ2(x) ∩ V 6= ∅}
= {x ∈ E : γ1(x) ∩ U 6= ∅} ∩ {x ∈ E : γ2(x) ∩ V 6= ∅}
Dado que intersección finita de abiertos es abierto tenemos que (γ1×γ2)−[U×
V ] es abierto. Nótese que p ∈ (γ1×γ2)−[U ×V ] ⊂ (γ1×γ2)−[W ] por lo tanto
γ1 × γ2 es semi continua inferiormente.
Teorema 3.3. (Teorema de Cellina).
Sean E ⊂ Rm compacto, F ⊂ Rk convexo y γ : E −→ 2F una función
conjunto valuada, semi continua superiormente y con valores compactos y
convexos. Para δ > 0 definimos γδ como




Entonces para cada ε > 0 existe un δ > 0 tal que
Grγδ ⊂ Nε(Grγ).
Notemos que esto no dice que γδ(x) ⊂ Nε(γ(x)) para todo x.
Demostración. Supongamos que el lema no se cumple. Entonces dado ε > 0
existe una sucesión (xn, yn) con (xn, yn) ∈ Grγ 1
n
tal que dist((xn, yn), Grγ) ≥
ε. Ahora, si (xn, yn) ∈ Grγ 1
n
entonces yn ∈ γ 1
n
(xn), aśı






Por el Teorema de Caratheodory existen











con λi,n ≥ 0,
∑
λi,n = 1, y yi,n ∈ γ(zi,n) con |zi,n − xn| < 1n . Dado que E es
compacto y γ es semi-continua superiormente, la Proposición 3.2 implica que
podemos encontrar sucesiones convergentes {xn}n∈N, {yi,n}n∈N, {λi,n}n∈N y






y (x, yi) ∈ Grγ para todo i. Como γ es convexo valuada, (x, y) ∈ Grγ.
Por otro lado, la condición dist((xn, yn), Grγ) ≥ ε para todo n implica que
dist((x, y), Grγ) ≥ ε lo cual es una contradicción.
Teorema 3.4. (Teorema de aproximación de von Neumann).
Sean E ⊂ Rm compacto, F ⊂ Rk convexo y γ : E −→ 2F una función
conjunto valuada, semi continua superiormente y con valores compactos y
convexos. Entonces para cualquier ε > 0 existe una función continua f tal
que Grf ⊂ Nε(Grγ).
Demostración. Por el Teorema 3.3 existe un δ > 0 tal que la función conjunto
valuada γδ satisface que Grγδ ⊂ Nε(Grγ). Dado que E es compacto, exis-
ten x1, . . . , xn tales que {Nδ(xi)}ni=1 es una cubierta abierta de E. Elegimos
yi ∈ γ(xi). Por el Teorema 2.2, existe f1, . . . , fn, una partición de la unidad





Entonces f es continua y como fi se anula fuera de Nδ(xi), fi(x) > 0 implica
que |xi − x| < δ aśı f(x) ∈ γδ(x).
Definición 3.31. Sean E ⊂ Rm, F ⊂ Rk y γ : E −→ 2f una función
conjunto valuada. Decimos que γ es cerrada en x si cada que xn −→ x,
yn ∈ γ(xn) y yn −→ y entonces y ∈ γ(x). Una función conjunto valuada es
cerrada si es cerrada en cada punto de su dominio, es decir, si su gráfica es
cerrada.
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Teorema 3.5. (Teorema de Browder).
Sean E ⊂ Rm y γ : E −→ 2Rk una función conjunto valuada con valores
convexos tal que γ−1({y}) es abierto para cada y ∈ Rk. Entonces existe una
función continua f : E −→ Rk tal que f(x) ∈ γ(x) para cada x.
Demostración. Por el Teorema 2.2 existe una partición de la unidad local-




es continua. Si fy(x) > 0 entonces y ∈ γ(x). Dado que γ tiene valores conve-
xos, f(x) ∈ γ(x).
Teorema 3.6. Sean ε > 0, E ⊂ Rm compacto y γ : E −→ 2Rk una función
conjunto valuada con valores convexos y semi continua inferiormente. En-
tonces existe un función continua f : E −→ Rk tal que f(x) ∈ Nε(γ(x)) para
cada x ∈ E.
Demostración. Para cada y ∈ Rk sea Wy = {x ∈ E : y ∈ Nε(γ(x))}. En-
tonces x ∈ γ−[Nε(γ(x))] ⊂ Wy. Dado que γ es semi continua inferiormente
y que cada Wy es abierto. Entonces {Wy}y∈Rk es una cubierta abierta de E.
Por lo tanto, por el Teorema 2.2 existe una partición de la unidad f1, . . . , fn





Dado que Nε(γ(x)) es convexa y fi(x) > 0 tenemos que yi ∈ Nε(γ(x)), por
lo tanto f(x) ∈ Nε(γ(x)) para cada x ∈ E.
Recordemos que una sucesión {xn}n∈N de puntos en Rm es una sucesión
de Cauchy si dado ε > 0 existe un entero N tal que
||xn − xm|| < ε
para todo n,m ≥ N.
Teorema 3.7. Sea E ⊂ Rm compacto y γ : E −→ 2Rk una función con-
junto valuada semi continua inferiormente con valores cerrados y convexos.
Entonces existe f : E −→ Rk una función continua tal que f(x) ∈ γ(x) para
cada x ∈ E.
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Demostración. Construimos una sucesión de funciones fn : E −→ Rk tal que
para cada x ∈ E
fn(x) ∈ B 1
2n
(fn−1(x)) y
fn(x) ∈ N 1
2n
(γ(x)).
La sucesión {fn}n∈N se construye por inducción. Por el Teorema 3.6 existe
una función f1 tal que f1(x) ∈ N 1
2
(γ(x)). Dadas f1, . . . , fn construimos fn+1
definiendo primero γn+1 como γn+1(x) = γ(x) ∩B 1
2n
(fn(x)). Por la hipótesis
de inducción γn+1(x) es no vaćıo. Hacemos µ(x) = B 1
2n
(fn(x)). Dado que
cada fn es continua entonces µ es semi continua inferiormente. Luego, por la
Proposición 3.3 la correspondencia γ×µ es semi continua inferiormente. Sea
W ⊂ Rk abierto. Entonces
γ−n+1[W ] = {x : γ(x) ∩W 6= ∅;µ(x) ∩W 6= ∅}
= {x : γ × µ(x) ∩ [N 1
2n
(γ(x)) ∩ (Rk ×W )] 6= ∅}
= (γ × µ)−[N 1
2n
(γ(x)) ∩ (Rk ×W )]
el cual es abierto, ya que γ × µ es semi continua inferiormente. Por lo tan-
to γn+1 es semi continua inferiormente. Aplicando el Teorema 3.5 a γn+1
obtenemos fn+1 con fn+1(x) ∈ B 1
2n+1
(γn+1(x)) para cada x. Pero entonces
fn+1(x) ∈ B 3
2n+1
(fn(x)) ⊂ B 1
2n−1
(fn(x)).
Por lo anterior {fn}n∈N es una sucesión de Cauchy y dado que E es compacto
entonces converge uniformemente a una función f la cual debe ser continua,
esto por [3, Teorema 7.12, p. 150]. Además, dado que γ(x) es cerrado para
cada x ∈ E tenemos f(x) ∈ γ(x).
Definición 3.32. Sean K ⊂ Rm y γ : K −→ 2K una función conjunto
valuada. Decimos que z ∈ K es un punto fijo de γ si z ∈ γ(z).
Proposición 3.4. Sean E ⊂ Rm, F ⊂ Rk y γ : E −→ 2F una función con-
junto valuada. Si F es compacto y γ es cerrada entonces γ es semi-continua
superiormente.
Demostración. Supongamos que la proposición no se cumple. Entonces existe
algún x ∈ E y una vecindad abierta U de γ(x) tal que para cada vecindad V
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de x existe un z ∈ V tal que γ(z) no está contenido en U. Aśı que podemos
encontrar sucesiones {zn}n∈N y {yn}n∈N tales que zn −→ x y yn ∈ γ(zn) con
yn /∈ U. Dado que F es compacto, {yn}n∈N tiene una subsucesión convergente
a y /∈ U. Pero como γ es cerrada, (x, y) pertenece a la gráfica de γ, por lo
tanto x ∈ γ(x) ⊂ U lo cual es una contradicción.
Teorema 3.8. Sean K ⊂ Rm compacto, convexo y no vaćıo, F ⊂ Rk com-
pacto y convexo y µ : K → 2K una función conjunto valuada. Supongamos
que existe una función conjunto valuada cerrada γ : K → 2F con valores
compactos y convexos y una función continua f : K × F −→ K tal que para
cada x ∈ K
µ(x) = {f(x, y) : y ∈ γ(x)}.
Entonces µ tiene un punto fijo, es decir, existe algún x ∈ K tal que x ∈ µ(x).
Demostración. Por la Proposición 3.4 y el Teorema 3.4 existe una sucesión de
funciones gn : K −→ F tal que Grgn ∈ N 1
n
(Grγ). Definimos hn : K −→ K
por hn(x) = f(x, gn(x)). Por el Teorema de Brouwer, cada hn tiene un punto
fijo xn, es decir, xn = f(xn, gn(xn)). Como K y F son compactos podemos
extraer una subsucesión convergente; aśı, sin pérdida de generalidad, supon-
gamos que xn −→ x y gn(xn) −→ y. Entonces (x, y) ∈ Grγ pues γ es cerrada
y aśı x = f(x, y) ∈ µ(x).
Teorema 3.9. (Teorema de Kakutani).
Sean K ⊂ Rm compacto, convexo y no vaćıo y γ : K −→ 2K una función con-
junto valuada cerrada o semi-continua superiormente con valores compactos
y convexos. Entonces γ tiene un punto fijo.
Demostración. Sea f : K×K −→ K dada por f(x, y) = y la cual es continua.
Obsérvese que
γ(x) = {f(x, y) ∈ K : y ∈ γ(x)},
y que f cumple las hipótesis del teorema anterior, por lo tanto γ tiene un
punto fijo.
Teorema 3.10. Sean K ⊂ Rm compacto y convexo y γ : K −→ 2K una
función conjunto valuada semi-continua inferiormente con valores cerrados
y convexos. Entonces γ tiene un punto fijo.
Demostración. Por el Teorema 3.7 existe una funcion continua f : K −→ K
tal que f(x) ∈ γ(x) para cada x ∈ K y por el Teorema 2.6 f tiene un punto
fijo digamos x ∈ K, entonces x = f(x) ∈ γ(x) por lo tanto γ tiene un punto
fijo.
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El siguiente teorema es fundamental para probar la existencia de un equi-
librio de mercado en una economı́a y generaliza el Teorema 3.2 al caso de
funciones conjunto valuadas de exceso de demanda. En este caso si γ es una
función conjunto valuada que asocia a cada vector de precios p su conjunto
de exceso de demanda entonces p es un precio de equilibrio si 0 ∈ γ(p). El
precio p es un precio de equilibrio de libre disposición si existe z ∈ γ(p) tal
que z ≤ 0. Es decir, el siguiente teorema nos asegura que existe una lista de
precios de todos los bienes de tal manera que la cantidad de cada bien que
desea adquirir un consumidor en menor o igual que la cantidad de cada bien
que ofrece el proveedor. Dada la importancia del siguiente teorema daremos
dos demostraciones encontradas en la literatura.
Teorema 3.11. (Teorema de Gale-Debreu-Nikaido).
Sea γ : ∆ −→ 2Rm una función conjunto valuada semi continua superior-
mente con valores compactos y convexos tal que para todo p ∈ ∆
p · z ≤ 0
para cada z ∈ γ(p). Si N = {x ∈ Rm : xi ≤ 0}, entonces el conjunto de
precios de equilibrio de libre disposición
{p ∈ ∆ : N ∩ γ(p) 6= ∅}
es compacto y no vaćıo.
Demostración. Para cada p ∈ ∆ sea
U(p) = {q : q · z > 0 para todo z ∈ γ(p)}.
Entonces U(p) es convexo y p /∈ U(p) para cada p, y si q ∈ U−1(p) tenemos
que p · z > 0 para todo z ∈ γ(q). Entonces, dado que γ es semi-continua
superiormente, γ+[{x : p · x > 0}] es una vecindad de q en U−1(p). Por lo
tanto U−1(p) es abierto para cada p.
Ahora, p es U -maximal si y sólo si para cada q ∈ ∆ existe z ∈ γ(p) con
q · z ≤ 0.
Por lo tanto, por la Proposición 2.1 p es U -maximal si y sólo si γ(p)∩N 6= ∅.
Aśı por el Teorema 2.7 {p : γ(p) ∩N 6= ∅} es compacto y no vaćıo.
A continuación damos una demostración del Teorema de Gale-Debreu-
Nikaido (Teorema 3.11) basado en el Teorema 3.8.
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Demostración. Recordemos que γ : ∆ −→ 2Rm satisface que p · z ≤ 0 para
todo z ∈ γ(p) donde γ es semi-continua superiormente, con valores compactos
y convexos. Por lo tanto γ es cerrada.
Dado que ∆ es compacto y γ es semi-continua superiormente y con valores
compactos entonces γ(∆) es compacto, aśı F = Co (γ(∆)) es compacto.







donde z+i = max{zi, 0} z+ = (z+0 , . . . , z+n ).
Notemos que f es continua y su rango es ∆. Definimos la función conjunto
valuada µ : ∆ −→ 2∆ por µ(p) = {f(p, z) : z ∈ γ(p)}.







para algún z ∈ γ(p).
Dado que p · z ≤ 0 para algún j debemos tener que pj > 0 y zj ≤ 0 (pues de
otro modo p · z > 0).










pero esto implica que z ≤ 0.
Intuitivamente, si zi > 0 para algún i entonces el bien i está en exceso de
demanda, aśı que queremos elevar pi y esto es lo que hace f.
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Conclusiones
Recordemos que la hipótesis de este trabajo fue que:
En una economı́a de mercado debe existir al menos un vector de precios
de equilibrio de libre disposición.
Una vez concluida la investigación nos dimos cuenta que en efecto los
teoremas del punto fijo como el de Brouwer y el de Kakutani nos ayuda-
ron a demostrar el teorema de Gale-Debreu-Nikaido el cual nos asegura que
bajo ciertas suposiciones como el hecho de que todos los bienes se pueden
clasificar en un número finito de bienes que están disponibles en cantidades
infinitamente divisibles y que existe un numero numerable de consumidores,
existe al menos un vector de precios de equilibrio de libre disposición.
En este trabajo se muestra la existencia de al menos un vector de precios de
equilibrio de libre disposición, una investigación a futuro podŕıa ser enfocada
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