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Respondent Fatigue in Self-Report Victim Surveys:  
Examining a Source of Nonsampling Error from Three Perspectives 
Timothy C. Hart 
ABSTRACT 
Survey research is a popular methodology used to gather data on a myriad of 
phenomena.  Self-report victim surveys administered by the Federal government are used 
to substantially broaden our understanding of the nature and extent of crime.  A potential 
source of nonsampling error, respondent fatigue is thought to manifest in contemporary 
victim surveys, as respondents become “test wise” after repeated exposure to survey 
instruments.  Using a special longitudinal data file, the presence and influence of 
respondent fatigue in national self-report victim surveys is examined from three 
perspectives.  Collectively, results provide a comprehensive look at how respondent 
fatigue may impact crime estimates produced by national self-report victim surveys.  
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Introduction 
Survey research is a popular methodology used in the United States for more than 
6 decades.  Large national surveys advance and improve our understanding of 
employment and labor, political, agricultural, and economic issues.  Federally-sponsored 
surveys are also used to collect data on various aspects of the criminal justice system, 
including law enforcement (see Reaves & Hart, 2000; see also Reaves & Hickman, 
2004), criminal victimization (see Catalano, 2004, 2005), state court processing (see Hart 
& Reaves, 1999; see also Rainville & Reaves, 2003; see also Reaves, 2001), and prison 
and jail inmates (see Harrison & Beck, 2005; see also Harrison & Karberg, 2004).  
Although surveys are a tool that can provide a wealth of information about a variety of 
topics, two sources of error can threaten the accuracy of estimates produced by this 
methodology: Sampling error and Nonsampling error.   
Sampling error is one form of measurement error that can be produced during 
survey research.  It occurs when a sample is drawn making it systematically different 
from the population that it is intended to represent.  When this occurs, inferences derived 
from the sample and generalized to the population can be erroneous.  Historically, one of 
the most recognized examples of sampling error occurred during the 1948 presidential 
election between Harry Truman and Thomas E. Dewey.  Pollsters interviewed a sample 
of voters that was not representative of the overall voting population and projected 
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Dewey the victor.  The Chicago Daily Tribune used the erroneous results and ran the 
famous headline “Dewey Defeats Truman,” which it later retracted. 
Researchers must also guard against nonsampling error when they employ survey 
research.  Nonsampling error represents all other forms of error not associated with 
drawing a sample.  Some sources of nonsampling error include questionnaire design and 
question wording, data coding, editing, entry, and processing.  Another source of 
nonsampling error can be respondent fatigue or the burden a respondent experiences 
during the survey process.  Although the full impact of nonsampling error cannot be 
quantified, researchers can design and administer surveys in ways that minimize its 
effects.  For example, identifying factors that influence respondent fatigue in national 
self-report victim surveys enables researchers to develop methodological approaches 
guarding against it.  In doing so, our ability to derive more precise national crime 
estimates is improved.   
The current study explores the effects of respondent fatigue associated with 
national self-report victim surveys.  It examines this issue from three perspectives.  The 
investigation begins by reassessing the “multiple exposure to stimuli problem” believed 
to be associated with the survey design of the National Crime Victimization Survey 
(NCVS) (Lehnen & Reiss, 1978a, 1978b).  The work of Lehnen and Reiss is replicated to 
determine whether survey-design characteristics of contemporary self-report victim 
surveys produce respondent fatigue. 
The second perspective extends the work of Lehnen and Reiss (1978a, 1978b) by 
modifying the operational measure of fatigue.  Lehnen and Reiss used the decline in 
reported victimization as a measure of fatigue.  In the second perspective, however, 
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respondent fatigue is examined in terms of whether respondents who are exposed to 
longer interviews during their initial National Crime Victimization Survey interview are 
more likely to refuse to participate during their next interview.1  This approach permits a 
more robust understanding of the factors that predict respondent fatigue, and provides the 
foundation for a more theoretically based approach for looking at this important 
methodological issue. 
The third perspective investigates respondent fatigue over multiple waves of 
victim surveys, incorporating the conceptual framework of household nonresponse theory 
developed by Groves and Couper (1998).  This strategy provides additional insight into 
the issue of respondent fatigue believed to be associated with the design of contemporary 
self-report victim surveys by combining the approaches presented from the previous two 
perspectives.  The third facet of this research examines the “multiple exposure to stimuli 
problem” using nonresponse as the operational measure of fatigue, over multiple waves 
of victim surveys, while integrating an appropriate theoretical perspective.   
Combined, these perspectives provide an in-depth look at the nature and extent of 
respondent fatigue associated with national self-report victim surveys.  Results offer 
answers to questions about how respondent fatigue impacts national crime estimates 
produced by this methodology, and how survey administrators can minimize its effects.  
Each perspective is described below in greater detail; but before continuing, relevant 
literature is reviewed and discussed.  
                                                          
1 Members of households selected to participate in National Crime Victimization Surveys (NCVS) are 
interviewed every 6 months for 3 years. 
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Literature Review 
Respondent fatigue 
Respondent fatigue can manifest during surveys in two distinct ways.  First, 
participants can grow tired during an interview or boredom can overcome a respondent 
while completing a self-administered questionnaire.  In either case, if answers given in 
response to questions systematically differ across respondents as a result of the burden 
experienced while participating, then respondent fatigue has manifest as response bias 
(see Weisberg, 2005).  If a respondent chooses not to participate in a mail or telephone 
survey, partake in an interview, or skips answers during a self-administered questionnaire 
because they grow tired of participating, then respondent fatigue has been exhibited in an 
entirely different form:  Nonresponse bias (see Groves & Couper, 1998; see also Groves, 
Dillman, Eltinge & Little, 2002).  Unlike response bias, nonresponse bias is more 
commonly associated with longitudinal surveys.  That is, when respondents are exposed 
to an interview during one wave of a longitudinal survey and refuse to participate in a 
subsequent wave(s), and the decision not to participate is systematic among 
nonrespondents, nonresponse bias is introduced.  Regardless of how they manifest, both 
response bias and nonresponse bias create error in measurement and considerable 
research has been undertaken to better understand possible sources of each.  Studies 
examining both are discussed below in greater detail. 
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Response bias 
Response bias is believed to manifest from a number of sources related to the task 
of participating is a survey.  The method by which a survey is administered (i.e., the 
survey mode) is one example.  Face-to-face interviews, telephone interviews, and mailed 
or in-person self-administered questionnaires are common survey modes used to collect 
data.  Although research fails to demonstrate that one mode is superior to another, some 
important generalizations about survey mode as it relates to response bias can be made. 
In terms of misinterpretation, omission, or lying, all survey delivery methods 
appear to work well in minimizing response effects—if respondents are asked factual 
questions, questions that do not threaten the respondent, or that do not make the 
respondent feel there is a socially desirable answer (Dillman, 1978; Groves & Kahn, 
1979; Groves & Mathiowetz, 1984; Hochstim, 1967; Jonsson, 1957; Sudman & 
Bradburn, 1974; Thornberry & Scott, 1973).  Much research also suggests that survey 
modes which provide more anonymity are superior at minimizing response effects than 
those that provide less, when sensitive questions or questions associated with a higher 
degree of social desirability are asked (Catania, Gibson, Chitwood & Coates, 1990; 
Catania, Gibson, Marin, Coates & Greenblatt, 1990; Combs & Freedman, 1964; Henson, 
Roth & Cannell, 1974; Knudsen, Pope & Irish, 1967; Mooney, Poullack & Corsa, 1968; 
Turner, Lessler & Devore, 1992).  Yet despite demonstrating the influence mode can 
have, research fails to consistently point to one survey delivery method as being better in 
all situations for reducing response effects. 
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Response bias is also suspected of being tied to question type (i.e., open-ended 
versus closed-ended questions) as well as question length and wording.  As with survey 
mode, research is unable to consistently establish links between each of these task-related 
factors and response effects.  For example, open-ended questions may produce 
substantively richer information than closed-end questions because they can “more 
accurately reflect nuances of meaning that are lost by forcing a respondent into a fairly 
tightly controlled set of alternative answers” (Bradburn, 1983, p. 279).  However, with 
the exception of when topic saliency is being measured or when questions are being pre-
tested, research fails to demonstrate that one form of question is more likely to produce 
unwanted response effects than the other (Dohrenwend, 1965; Schuman & Presser, 1978; 
Sudman & Bradburn, 1974).  On the other hand, research has done a somewhat more 
convincing job at establishing a connection between question length and wording and 
response bias.  Recent studies demonstrate that variations in question wording affect 
respondents’ answers on attitudinal surveys (Lockerbie & Borrelli, 1990; Rasinski, 1989; 
Turner, Lessler & Devore, 1992), suggesting that survey researchers should avoid 
including lengthy questions or complicated wording if response effects are to be reduced. 
Question order is another task-related source of response bias that receives 
considerable attention from researchers.  Generally, the focus of question order-effect 
research is in one of five areas.  For example, past research demonstrates a strong link 
between question order and recall.  Results show that attitudes expressed about topics 
where a respondent has low saliency or recall are influenced more so by question order 
than topics where the respondent has high saliency (Hayes, 1964; Landon, 1971; Segall, 
1959).  In addition, overlapping content within different sections of the same 
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questionnaire can produce a redundancy effect.  Past research indicates that respondent’s 
answers can be adversely affected if they feel they are being asked the same question 
repeatedly throughout the same survey (Bradburn, 1983; see also Weisberg, 2005).  A 
consistency effect is another type of question-order effect associated with the task of 
taking a survey.  Among one of the most frequently examined topics within question-
order effect research, studies show that survey questions can produce variation in answers 
among respondents depending on where in relation to other questions they are placed 
(Ayidiya & McClendon, 1990; Benton & Daly 1991; Hart, 1998; McFarland, 1981; 
Narayan & Krosnick, 1996; see also Schuman & Presser, 1996).  Finally, the order in 
which survey questions are asked can also produce response bias that manifests as either 
a rapport or fatigue effect.  A rapport effect occurs when nervousness or hesitancy 
diminishes during the course of a survey due to an increase in trust or comfort developing 
between the interviewer and respondent, whereas a fatigue effect manifests when 
respondents’ answers are adversely affected due to the burden produced by the task of 
participating in a survey (Bradburn, 1983; Lehnen & Reiss, 1978a, 1978b; Sudman & 
Bradburn, 1974; see also Weisberg, 2005).  Again, both are tied to the order in which 
questions are asked and have been shown to be potential sources of response bias. 
Each form of response bias discussed above is tied to the task of survey 
participation.  While research is far from being able to provide a single protocol for 
administering surveys in a manner that eliminates response bias entirely, findings do 
provide some insight into important considerations that must be made when conducting 
surveys.  In addition to survey task, past research demonstrates the importance of 
interviewers and the effects produced by interviewer-respondent interaction.   
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Interviewers are a likely source of response bias (Bailey, Moore & Bailar, 1978; 
Groves & Kahn, 1979; Hanson & Marks, 1958; Kish, 1962; Stock & Hochstim, 1951).  
Some of the earliest studies on interviewer effects demonstrate that their characteristics 
and behaviors can bias results (Hyman, 1954; Katz, 1942).  Interviewer competence, 
prior expectations of survey results, race, age, gender and their interaction with 
respondents are factors that have been shown to influence respondents’ answers to survey 
questions (Athey, Coleman, Reitman & Tang, 1960; Campbell, 1981; Cotter, Cohen & 
Coulter, 1982; Davis, 1997; Dohrenwend, Colombotos & Dohrenwend, 1968-69; Finkel, 
Guterbock & Borg, 1991; Freeman & Butler, 1976; Hatchett & Schuman, 1975-1976; 
Schaffer, 1980; Schuman & Converse, 1971; Tucker, 1983; Williams, 1964).  Things as 
seemingly innocuous as an interviewer’s pace, volume or choice of words used during an 
interview can influence survey responses (Oksenberg, Coleman & Cannell, 1986).  As 
with factors associated with survey task, understanding how interviewers and the 
interviewer-respondent interaction can create response bias is vitally important if surveys 
that minimize its effects are to be developed and administered.   
Finally, response bias may also be a product of certain respondent characteristics 
or personality dispositions (i.e., a response set).  Couch and Kensiton (1960) identified 
one of the first such response sets during an investigation of a “yea-saying bias” in a 
study of authoritarian personalities.  While later studies failed to demonstrate a similar 
pattern (Brandburn, Sudman, Blair & Stocking, 1978; Orne, 1969; Rover, 1965), other 
respondent demographics such as age, gender, and marital status have been tied to 
socially desirable answers to certain survey questions (Crown & Marlowe, 1964; Sudman 
& Brandburn, 1974; see also Weisberg, 2005).  These and similar findings not only 
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demonstrate how certain respondent characteristics can influence survey responses, but 
more importantly, they emphasize the need for researchers to be cognizant of sources of 
response bias that are beyond their control. 
To varying degrees, past research demonstrates how the survey task, interviewer 
characteristics, interviewer-respondent interaction, and respondent characteristics can 
influence survey responses (Bradburn, 1983; see also Weisberg, 2005).  Yet despite 
numerous studies approaching the problem from different angles, no formal theory for 
understanding response bias has been produced from the scientific community.  Thus, 
respondent fatigue simply remains one form of response bias that is part of a larger 
laundry list of many other types.  Researchers investigating nonresponse bias, however, 
have used a much different approach.  Unlike response-bias research, formal theoretical 
perspectives play an integral role in guiding research investigating why respondents 
choose to participate in surveys.   
Nonresponse bias 
Propositions at the core of nonresponse-bias research are derived from a formal 
theoretical perspective.  Suggesting that survey nonresponse should be considered a form 
of social exchange, Don Dillman (1978) originally presented the theoretical foundations 
of survey nonresponse as a part of his Total Design Method (TDM) of mail and telephone 
surveys.  Dillman’s ideas serve as the cornerstone for understanding the nuances of 
survey participation.  Recently, more refined perspectives on nonresponse have been 
offered (Groves & Couper, 1998; Dillman, 2000).  These new ideas provide additional 
insight into what factors influence respondents’ decisions to participate in surveys.  A 
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discussion of the evolution of key ideas associated with survey-nonresponse research 
follows. 
In 1978, Don Dillman developed a theoretically based methodology for 
conducting mail and telephone surveys: the Total Design Method (TDM).  Consisting of 
two parts, the goal of the TDM is to maximize both the quality and the quantity of 
surveys.  In order to achieve this goal, according to Dillman, survey researchers must 
“identify each aspect of the survey process that may affect either the utility or quantity of 
response and to shape each of them in such a way that the best possible responses are 
obtained” (p. 12).  Dillman argues that researchers must therefore “organize the survey 
effects so that the design intentions are carried out in compete detail” (p. 12).   
Dillman (1978) believes that the aforementioned objectives can be achieved if 
surveys response is viewed as a form of social exchange.  Social exchange theory states 
that a behavior will occur if the perceived costs of the behavior are less than the 
perceived rewards (Blau, 1964; Goyder, 1987; Homans, 1961; Thibault & Kelly, 1959).  
According to Dillman and the TDM, therefore, three factors must be present in order to 
maximize survey response: costs must be minimized, rewards must be maximized, and 
trust between interviewer and respondent must be established. 
The perceived cost of participating in a survey is difficult to gauge.  Nevertheless, 
research shows that cost must be considered when administering a survey, due to its 
effect on response rates (Blumberg, Fuller & Hare, 1974; Carpenter, 1974-1975; Linsky, 
1975; Tedin & Hofstetter, 1982).  When costs are high, participation is low; but when 
costs are reduced, participation increases.  According to Dillman (1978), several steps 
can be taken to minimize cost.  First, the survey task must be brief.  Brief surveys cost 
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respondents less time to complete.  Surveys must also minimize mental and physical 
effort or cost.  Again, surveys that require extensive metal or physical effort to complete 
will result in higher rates of nonresponse, according to Dillman.  Surveys must also 
eliminate any chance of the respondent feeling embarrassed or insubordinate.  Both are 
viewed as intangible cost.  Finally, surveys must avoid direct monetary costs.  Dillman 
argues that mail surveys accompanied by a postage-paid reply envelope—so as to not 
require respondents to spend their own money on returning it in order to participate—
increases participation.  In short, surveys that are brief, require little mental or physical 
effort, eliminate embarrassment or insubordination, and require no direct out-of-pocket 
expense for the respondent increases participation. 
In addition to minimizing costs, Dillman (1978) argues that survey nonresponse is 
reduced if administrators provide rewards for completing surveys.  Considerable research 
demonstrates a correlation between increased reward and higher response rates (Berk, 
Mathiowetz, Ward & White, 1987; Chromy & Horvitz, 1978; Church, 1993; Godwin, 
1979; James & Bolstein, 1990, 1992; Mize, Fleece & Roos, 1984; Nederhof, 1993; 
Willimack, Schuman, Pennell & Lepkoski, 1995).  All rewards do not need to be 
financial, however.  For example, nonresponse can be minimized if interviewers show 
positive regard to respondent’s participation or express appreciation for participation.  
Interviewers can also convey a sense of reward if they show support for respondent’s 
values.  Dillman argues that both financial and nonfinancial rewards help reduce 
nonresponse.  In short, adopting a professional consulting approach by interviewers and 
administrators produces higher response rates because these approaches increase a sense 
of reward on the part of respondents.   
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Both cost and reward are key components of the TDM.  According to Dillman 
(1978), trust in another key component that is necessary in order to reduce survey 
nonresponse.  Trust can be established in different ways during the administration of a 
survey.  For example, tokens of appreciate in advance of a survey can be offered 
(Dillman, 1978).  A cover letter from a local official asking for community participation 
in a community survey can yield positive results, due in part to the trust that such a letter 
can establish (see Groves & Couper, 1998; see also Groves, et. al., 2002).  Also, the 
organization conducting a survey can be identified and its legitimacy conveyed before a 
survey is administered.  The Census Bureau, for example, issues notification letters to 
respondents in samples surveyed for the Federal government.  Letters arrive in envelopes 
embossed with the Census Bureau’s logo and address, composed on official agency 
letterhead.  The official notification letters are designed to instill trust, via legitimacy of 
the survey and help minimize nonresponse (Dillman, 1978).   
Dillman (1978) outlined how the quality and quantity of survey responses would 
increase if survey administrators adopted the TDM.  Although some findings showed the 
TDM produced a modest effect on response rates, response quality or both, little evidence 
pointed to the mechanisms by which these effects manifested (Butz, 1985; Couper & 
Groves, 1991; Dillman, Gallegos & Frey, 1976; Dillman, Singer, Clark & Treat, 1996; 
Groves, Cialdini & Couper, 1992; Singer, 1993; Singer, Hippler & Schwarz, 1992; 
Singer, Mathiowetz & Couper, 1993; Singer, Von Thurn & Miller, 1995).  As a result, 
modifications to some of the original ideas presented in the TDM were developed.   
More recently, nonresponse research focuses on two areas of particular interest: 
controllable influences of survey nonresponse and uncontrollable influences.  Building 
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from ideas originally proposed by Dillman (1978) and the TDM, Groves and Couper 
(1998) incorporate several factors that researchers are unable to control—as well those 
that they can control—in their theory of nonresponse in household interview surveys.  
They argue that economic conditions, the survey taking climate, and neighborhood 
characteristics are direct causal influences of survey nonresponse.  As indirect measures 
of “social environmental influences” on survey nonresponse, Groves and Couper argue 
that researchers cannot control these influential predictors of survey participation.  
Household(er) factors such as household structure, socio-demographic characteristics, 
and psychological predisposition of the householder, are also beyond the control of 
survey researchers according to Groves and Couper.  Yet despite being uncontrollable, as 
with social environmental factors, they play a key role in a respondent’s decision to 
participate in a survey.   
Groves and Couper (1998) argue that there are other factors that influence 
participation in household surveys, and that the researcher can control these factors.  For 
example, Groves and Couper provide evidence that survey design features including 
topic, mode, and respondent selection can effect respondents’ decisions to participate in 
surveys.  Moreover, they argue that interview-related factors must be considered, since 
they also affect nonresponse.  These factors include socio-demographic characteristics, 
interviewer experience, and interviewer expectations.  Finally, Groves and Couper stress 
the importance of the interaction that takes place between householder and interviewer 
and its role in producing nonresponse.  According to Groves and Couper’s, mechanisms 
that influence survey participation include both those factors that can be controlled by 
researcher as well as those beyond their control. 
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With their theory of nonresponse in household interview surveys, Groves and 
Couper (1998) advanced our understanding of the complex process of survey 
participation beyond the TDM.  Moreover, recent tests of components of their theoretical 
model2 have helped identify important distinctions between nonresponse and non-
contact, item nonresponse and unit nonresponse,3 and effects of nonresponse across 
diverse types of surveys—including cross-national programs (see Groves, et al., 2001).  
Collectively, this research furthers our overall understanding of nonresponse bias.  In 
doing so, researchers are in a position to improve the survey research methodology in 
ways that reduce the effect of this form of nonsampling error.   
Improving survey research has broad implications.  For example, as noted above, 
the Federal government relies on self-report victim surveys to assess the nature and 
extent of crime in the United States.  Findings from some of the earliest investigations 
into respondent fatigue suggested that it was a possible source of nonsampling error in 
the National Crime Survey (Biderman, 1967; Biderman, Johnson, McIntyre & Weir, 
1967).  Despite the threat respondent fatigue poses to estimation, however, little 
empirical attention is directed to this methodological issue and its effect on contemporary 
victimization estimates produced by national surveys.  The remaining chapter provides an 
in-depth look at crime and criminal victimization, methodological issues associated with 
measuring crime, and the problems that respondent fatigue may pose when crime is 
measured by self-report victim surveys.  A closer look at these issues, when combined 
                                                          
2 A conceptual diagram of Groves and Couper’s theoretical model is provided in Chapter Six. 
 
3 Item nonresponse occurs when a respondent does not respond to particular items within a survey.  Unit 
nonresponse occurs when a respondent does not respond to any question on a survey. 
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with the information provided above, provides the foundation for an in-depth 
examination of respondent fatigue associated with self-report victim surveys. 
Understanding crime and criminal victimization 
Defining crime  
Since 1929, the Uniform Crime Reporting (UCR) program has provided official 
crime statistics (Federal Bureau of Investigations, 2004).  Violations of criminal code 
brought to the attention of law enforcement officials are summarized in a classification 
system that standardizes offenses for reporting purposes.  Law enforcement agencies then 
voluntarily submit these reports to the Federal Bureau of Investigations (FBI).  Part I 
Index4 offenses contained within annual UCR reports include homicide, rape, robbery, 
aggravated assault, burglary, larceny, and auto theft.  Prior to victim surveys, crime was 
defined only in terms of official statistics like those generated from the UCR.   
Over time, it became apparent that official statistics were incomplete.  Most 
obviously, unreported crimes were not represented in official statistics.  Therefore, 
quantifying the amount of crime not captured by UCR summary reports was a key aim of 
President Johnson’s Crime Commission (Biderman & Reiss, 1967; see also President’s 
Commission on Law Enforcement and Administration of Justice, 1967).  The 
Commission suggested using a large-scale national survey to examine crime from a 
                                                          
4As of June 2004, the FBI discontinued the use of the Crime Index in the UCR program and its 
publications.  The FBI (2004) notes, "The Crime Index was driven upward by the offense with the highest 
number, in this case larceny-theft, creating a bias against a jurisdiction with a high number of larceny-
thefts, but a low number of other serious crimes such as murder and forcible rape" (p. 5).  They go on to 
conclude that, "the Crime Index no longer serves its original purpose, that the UCR Program should 
suspend its use, and that a more robust index should be developed" (FBI, p. 5, 2004). 
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victim’s perspective to broaden our overall understanding of nature, extent, and 
consequences of crime.   
Obtaining information directly from crime victims rather than official statistics 
offered a new perspective on crime.  Using this approach, crime is defined in terms of 
criminal victimization, which conceptually rests on three underlying characteristics (see 
Skogan, 1981).  First, criminal victimization is defined as a discrete rather than a 
continuous event that is bound by space and time.  That is, victimization is an event that 
involves a victim(s) and an offender(s).  The event has a beginning and an end, between 
which some criminal activity occurs.  Moreover, the event not only occurs within a 
specific time frame, but it occurs in a specific location.  Defining victimization this way 
permits the counting of individual criminal events such as robbery, larceny, or assault 
that occur at day or nighttime, at home or at school, and between relatives or strangers.  
This definition excludes events that are ongoing or continuous.  For example, spousal 
abuse, bullying, or insider trading are considered criminal events, but because they are 
ongoing and enduring they are difficult to count.  For this reason, events that span hours, 
days, weeks, or even months are excluded from the definition of victimization. 
The second defining characteristic of crime as measured by victim surveys is that 
events are knowable only as distinct individual incidents.  Focusing on incidents permits 
the creation of victimization rates or the amount of crime experienced by individuals 
given a standardized factor (e.g., per 1,000 persons age 12 or older) as a measure of 
crime.  An alternative approach is to define victimization in terms of victims.  Analyzing 
victims rather than incidents permits the creation of proportions of individuals or 
households victimized as a way to assess criminal activity.  While both approaches are 
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worthwhile methods for assessing crime, using incidents and not individuals as the unit of 
analysis is an important distinction that is at the heart of the conceptual definition of 
victimization as measured by surveys. 
The final defining characteristic of victimization is that it can be understood 
independently from the social context in which it occurs.  That is, we can identify 
victimization regardless of the social meaning ascribed to an activity by those directly 
involved.  While identifying criminal incidents may seem straightforward for a crime like 
robbery, the criminality of an incident between friends or family (e.g., intimate partner 
violence) is less clear.  The ability to understand victimization independently from its 
social context allows events to be placed into standardized crime categories regardless of 
the way events are perceived by those affected by them.  Thus, in addition to being a 
discrete incident bound by space and time, victimization is defined as being 
understandable despite its abstract social context.  Combined, these characteristics 
provide the conceptual framework for the definition of crime as measured by surveys.   
Information associated with criminal events 
Data from victim surveys expanded our overall understanding of crime beyond 
that which could be gleaned from official statistics.  Based on victims’ perspectives, 
crime identified by self-report surveys takes on a different definition than those captured 
in official data, and provides additional information associated with criminal events.  
Most notably, crime identified by victim surveys includes both crimes that are reported as 
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well as those that are not reported to the police5—the latter commonly referred to as the 
dark figure of crime (Biderman, 1967; see also Biderman & Reiss, 1967).  In addition to 
defining crime differently, victim surveys are able to provide more detailed information 
on criminal incidents than official data.  For example, based on the conceptual definition 
described above, victim surveys offer more robust victim-, offender-, and event-specific 
information than summary information offered by the UCR.   
Despite what may be viewed as apparent inconsistencies between official data and 
crime measured by victim surveys results from the two crime measures are strikingly 
consistent, when programmatic differences are taken into account (Booth, Johnson & 
Choldin, 1977; Chilton & Jarvis, 1999; Maltz, 1999; see also U.S. Department of Justice, 
2003b).  When viewed in conjunction with official data, victimization estimates provide a 
more comprehensive understanding of crime.  While the original objective of self-report 
victim surveys was to serve primarily as a calibrator or “supplementary yardstick” for 
UCR data (National Research Council, 1976), the realization of victim surveys as a 
robust measure of crime surpassed its original goal. 
Crime as a social indicator 
In the late 1800s, Andre-Michel Guerry's essay on the moral statistics of France 
offered insight into the use of crime data as a social indicator of the overall welfare of a 
nation (see Guerry, Whitt & Reinking, 2002).  Others followed, but most defined crime in 
                                                          
5Victimization measured by the National Crime Victimization Survey (NCVS) includes threatened, 
attempted and completed violent crimes (i.e., rape, sexual assault, robbery, and simple and aggravated 
assault), property crimes (i.e., burglary, motor vehicle theft, and other property crime) and personal-
property theft (i.e., pocket pickings and purse snatchings).  Crimes reported to law enforcement and 
identified via the UCR program include homicide, forcible rape, robbery, aggravated assault, burglary, 
larceny-theft, and motor vehicle theft. 
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a way that was rooted in an “institutional” approach that focused on a legitimate, 
organized social response to behavior that violated legal norms (see Biderman & Reiss, 
1967).  Until data from victim surveys were available, crime as a social indicator was 
almost entirely based on official statistics.   
Victim surveys offer many advantages over official statistics.  Though about half 
of all crime is not reported to the police (Hart & Rennison, 2003), victim-survey data 
include information on crimes that are reported as well as not reported to the police. 
Moreover, victim-survey data contain detailed information on victim-, offender-, and 
event-characteristics of incidents.  For these reasons, victimization estimates of persons 
and households can be used as a social indicator, often in conjunction with official 
statistics, to gauge a broader understanding of the overall health of the nation.  On a 
general level, victimization estimates provide information on the annual levels and 
characteristics of crime as well as changes in levels of crime over longer periods of time 
(Biderman & Lynch, 1991; Blumstein, 2000; Blumstein & Wallman, 2000; Catalano, 
2004, 2005; Klaus, 2002; LaFree & Drass, 1993; Lynch, 2001; Paez & Dodge, 1982; 
Rand, Lynch & Cantor, 1997; Reiss, 1977a; Rennison, 2001a; Rennison & Rand, 2003a; 
U.S. Department of Justice, 1994).  Given the robust nature of victim-survey data, 
however, more specific applications of its uses as a social indicator of well-being have 
been realized. 
Victim-survey data also permit the use of crime as a social indicator in a more 
refined manner, and often in ways that official statistics cannot be used.  For example, the 
extent to which legislative efforts aimed at decreasing domestic violence have been 
assessed using victimization estimates (Dugan, Nagin & Rosenfeld, 1999, 2003; 
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Greenfeld, Rand, Craven, Klaus, Perkins, Ringel, et al., 1998; Rand & Rennison, 2004; 
Rennison, 2003; Rennison & Planty, 2003; Rennison & Rand, 2003b; Rennison & 
Welchans, 2000).  Keeping the nation’s schools safe is another legislative priority, and 
victimization estimates are used to gauge levels of violence experienced among school 
children and those attending colleges and universities (Bastian & Taylor, 1991; DeVoe, 
Peter, Kaufman, Ruddy, Miller, Planty, et al., 2003; Finkelhor, Asdigian & Dziuba-
Leatherman, 1995; Fisher, Cullen & Turner, 2000; Hart, 2003).  Furthermore, assessing 
the level of risk for certain types of crime not included in official statistics like violence 
in the workplace (Bachman, 1994; Duhart, 2001; Warchol, 1998), crimes involving 
firearms (Perkins, 2003), cybercrime (Rantala, 2004), and violence against women and 
the elderly (Craven, 1996, 1997; Klaus, 1999; Klaus & Rennison, 2002; Rennison & 
Rand, 2003b) have also been demonstrated in light of victimization data.   
The availability of disaggregated victim-survey data containing comprehensive 
information on crime incidents, victims, offenders, and context of incidents eliminates 
complete reliance on official data as a social indicator.  Victim-survey data offer more 
than just a new way to assess social welfare, however.  The availability of victim-survey 
data also affords researchers the opportunity to explore new ideas related to 
criminological theory. 
Building theories of crime and crime causation 
Crime is a relatively infrequent event and in order to study it using self-report 
victim surveys, large samples of the population must be obtained.  Self-report victim 
surveys collect information from both victims and non-victims.  From crime victims, data 
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provide in-depth insight into victim-, offender-, and event-characteristics of criminal 
incidents.  Based on these characteristics, data from self-report victim surveys produce a 
rich vein of information from which researchers mine to build theories of crime and 
crime causation.   
The nature of emerging national level victim-survey data in the late 1970s 
allowed researchers to develop two general theoretical strategies to better understand 
crime and crime causation: approaches that focused on victims and those that focused on 
offenders (Cantor & Lynch, 2000).  Victim-oriented approaches used survey data to 
develop general ideas of personal victimization (Hindelang, Gottfredson & Garofalo, 
1978) as well as specific correlates to crime (Cohen & Felson, 1979).  Regardless of 
differences within the victim-oriented strategy, efforts to understand crime and crime 
causation that developed from this approach shared a common theme: a focus on the 
occurrence of crime experienced by victims.  Other theories of crime and crime causation 
used victim-survey data to refine ideas concerning criminal offenders, since victim-
survey respondents are asked to provide detailed offender-related information for crimes 
that involved victim-offender contact.  Macro-level theoretical approaches that focused 
on offenders were difficult to entertain prior to the availability of national level victim-
survey data, given the absence of offender-based information in official statistics like the 
UCR.   
More specific examples of the use of victim-survey data in the development of 
criminological theory exist.  The emergence of victimization data provided researchers 
with insight into the relationships between social contextual, ecological, and structural 
correlates and victimization (Baumer, Horney, Felson & Lauritsen, 2003; Decker, 1980; 
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Lauritsen, 2001, 2003; Lauritsen & White, 2001).  Opportunity theory and life-style 
factors associated with victimization have also been assessed using crime-victim data 
(Cohen & Cantor, 1981; Lynch & Cantor, 1992; Sampson & Lauritsen, 1990), as well as 
theories that address the relationships between offending and the life course (Laub & 
Lauritsen, 1993).   
In general and specific ways, the availability of victimization data offered an 
entirely new perspective on crime for those developing or testing theory.  Cantor and 
Lynch (2000) note that criminological theories such as “routine activities theory, 
opportunity theory, and even rational choice theories of crime flourished in large part 
because of the availability of victim survey data” (p. 90).  As availability and application 
of information generated from victim surveys increased, so did the awareness and 
understanding of the survey’s strengths and weaknesses.  
Methodological issues associated with self-report victim surveys 
Design and analysis of victimization surveys 
In the early 1970’s, the Law Enforcement Assistance Administration (LEAA)6 
sponsored the National Crime Survey (NCS).  The goal of the NCS was to “measure the 
levels of criminal victimization of personal and households for the crimes of rape, 
robbery, assault, burglary, mother vehicle theft, and larceny” (Lehnen & Skogan, 1984, p. 
v).  In preparation for a national survey aimed at measuring crime from the victim’s 
perspective, methodological challenges were identified, evaluated, and documented.  
Over time, design and analysis of victimization surveys, criteria for assessing the validity 
                                                          
6 LEAA became the Bureau of Justice Statistics (BJS) in December 1979. 
 23
of victim-survey data, and issues related to the sample design, coverage, and nonresponse 
were recognized as issues that could significantly impact the self-report victim survey 
estimation. 
Design features of national level self-report victim surveys can affect survey 
results (Cantor & Lynch, 2000, 2005).  The National Crime Victimization Survey 
(NCVS), for example, is drawn from a stratified, multistage, cluster sample employing a 
rotating panel design that is comprised of eligible household members age 12 or older, 
residing in the home at the time of the survey (Catalano, 2004, 2005; see also Rennison & 
Rand, 2003a).  Survey mode, question wording and questionnaire design associated with 
screening procedures, and the use and length of reference periods represent some of the 
critical design features shown to impact estimates produced by the victim-survey 
methodology.   
Survey mode 
Survey mode—or the means by which a survey is administered—can significantly 
affect conclusions drawn from victim-survey results (Groves, 1977; Groves & Couper, 
1992, 1993; Woltman & Bushery, 1977b).  Mail, telephone, and face-to-face surveys 
were three modes that developers initially regarded as most promising for administering 
victim surveys at the national level.  Further review suggested that mail surveys were a 
less effective option and were soon abandoned (Dodge & Turner, 1971).  Initial testing of 
self-report victim-survey results failed however to indicate that persons interviewed by 
telephone were any more or less likely to refuse to participate than those who were 
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interviewed face-to-face (Turner, 1977).  As a result, in-person and telephone survey 
modes were adopted for use in the NCS. 
Research into the effects of different survey modes continued following the 
fielding of the NCS.  Studies conducted after panels began completing all NCS 
enumerations7 showed that victim surveys conducted entirely in person produced higher 
reports of household victimization by persons other than household respondents;8 yet, 
interviews conducted in-person did not affect overall personal victimization estimates for 
any given crime type (Woltman & Bushery, 1977b).  Conversely, telephone interviews 
were not as effective as in-person interviews in identifying less serious crimes like petty 
larceny.  As a result, it was concluded that conducting interviews over the telephone for 
each interview wave risked underestimating overall victimization rates, since petty 
larcenies made up a considerable portion of the overall number of victimizations.   
Despite these findings, computer-assisted telephone interviews (CATI) were 
introduced to the NCVS as a part of the survey redesign9 completed in 1992 (Hubble & 
Wilder, 1988; Kindermann, Lynch & Cantor, 1997; Persely, 1996; Taylor, 1989; U.S. 
Department of Justice, 1989, 1994).  While notable effects to victimization estimates 
corresponded to the adoption of the CATI mode, most were generally attributed to 
modifications made to question wording and questionnaire design of incident screening 
questions.  In sum, results of early methodological studies of self-report victim surveys 
                                                          
7NCS sampled households were interviewed 7 times, once every 6 months, for 3 years.  
8A household respondent is a sampled-unit respondent who provides information about the entire 
household. 
9As a part of the redesign, the National Crime Survey was renamed the National Crime Victimization 
Survey. 
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demonstrate that the survey delivery method can impact both participation as well as 
reported victimization.  
Question wording and questionnaire design 
Improper question wording and questionnaire design related to screening 
questions used to identify criminal incidents can also threaten the validity of national 
self-report victim survey results.  For this reason, these issues received considerable 
attention during NCS pretests.  Initial results demonstrated that specific screening 
questions were more effective at eliciting crimes than were general questions (Dodge, 
1970, 1977b); changing the order of screening questions reduced the chances of 
duplicating incident reports (Murphy & Dodge, 1970); subtle changes in question 
wording helped differentiate rape from aggravated assault and attempted rape (Turner, 
1972); and quality control was improved when screening questions and incident 
questions were administered separately (Kalish, 1974). 
The redesign of the NCS not only addressed survey-design features related to 
mode and question wording, but it also substantially modified screening questions based 
on prior research.  For example, cue questions used on the Basic Screen Questionnaire 
(NCVS-1)10 instrument were expanded to improve respondent recall (see Biderman & 
Cantor, 1984; Biderman, Cantor & Reiss, 1982, 1984; Biderman & Lynch, 1981; 
Bushery, 1981; see also Groves & Couper, 1992, 1993).  Moreover, refined descriptions 
of crime incidents were included and specific questions about rape and sexual assaults 
were added.  The impact of question wording in victim surveys was quantified when 
                                                          
10See Appendix A for a copy of the Basic Screening Questionnaire (NCVS-1). 
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post-redesign results revealed that about twice the number of rapes were reported after 
changes were made to the survey (Bachman & Saltzman, 1995; see Bachman & Taylor, 
1994).  Due in large part to the survey’s redesign, the dramatic rise in the number of 
rapes identified increased awareness of and concern for a unique type of victimization 
captured in self-report victim surveys. 
Series victimization 
Victim surveys face the unique challenge of dealing with series victimization.  As 
noted above, one aspect of the conceptual definition of crime as measured by victim 
surveys is that it is a discrete event bound by space and time.  Some criminal events 
identified in victim surveys are ongoing in nature.  These incidents are classified as series 
victimizations.  Because they are not consistent with the conceptual definition of crime, 
the question then becomes how should they be used—if at all—in the creation of 
aggregate victimization estimates?   
According to NCVS protocol, continuous criminal events identified by survey 
respondents are considered series victimization if the victimization consist of at least 6 
incidents11 so similar in detail that a respondent is unable to distinguish events to the 
extent that they can be individually recorded on separate incident forms12 (see U.S. 
Department of Justice, 2003a).  Initial investigations into the impact of series 
victimization suggested that they account for about 5% of all personal and household 
victimization, although they are most commonly associated with assault and household 
                                                          
11Originally, the number of continuous indistinguishable incidents that defined series victimization was 3.  
The number was changed to six as part of the NCS/NCVS redesign. 
12See Appendix B for a copy of the NCVS Incident Form (NCVS-2). 
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larceny (Dodge, 1975).  More recent research suggests that series victimizations represent 
between 6% and 7% of all violent victimizations recorded by the NCVS (Rennison & 
Welchans, 2000).  Given the relatively common occurrences of these types of 
victimizations, however, they can substantially impact the estimates for overall 
victimization.   
Research also suggests that reports of series victimizations is linked to interviewer 
experience or lack thereof, victim characteristics such as age and type of employment, 
crime type, and mode of interview (Dodge, 1975, 1977a; Dodge & Lentzner, 1978; 
Lauritsen & Quinet, 1995; Lynch, Berbaum & Planty, 1998).  Since reports of series 
victimization are ongoing—spanning time and space—they cannot be reconciled with 
nonseries incidents.  Therefore, according to NCVS protocol, series victimizations are 
excluded from annual victimization estimates13 (see Catalano, 2004, 2005; Reiss, 1977b).  
Excluding series victimization from national estimates of crime is a result of screening-
questionnaire design, which is based entirely on the conceptual definition of crime when 
measured by victim surveys.  In addition to mode and question wording or questionnaire-
design effects, other controversies associated with survey design exist.  Using a reference 
period as means to address recall bias is one example.  
Reference periods 
Recall bias is a type of response effect.  It is a methodological problem related to 
the rotating panel design of the NCVS (Woltman, Bushery & Carstensen, 1975).  Recall 
bias occurs in retrospective surveys when respondents erroneously include or exclude 
                                                          
13They are included in other NCVS special reports. 
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events from a specified time frame, by virtue of failing to accurately recall the date on 
which an event occurred.  Including an event that occurred on a date outside a survey 
reference period is considered forward telescoping, whereas excluding an event that took 
place during a survey reference period by reporting that it took place outside the specified 
time frame is called backward telescoping (see Biderman & Cantor, 1984; see also 
Murphy & Cowan; 1976).  Like the issues describe above, the effect of recall bias 
received considerable attention during NCS pretests.  Initial tests revealed that forward 
telescoping occurred slightly more often when a 12-month reference as opposed to a 6-
month reference period was used (Dodge, 1970; Turner, 1972); and that the accuracy of 
recall varied across crime type (Murphy & Dodge, 1970).  In later studies, the impact of 
recall bias—associated with a rotating panel design and introduced by telescoping—was 
linked to unbounded interviews14 and to certain characteristics of criminal incidents 
(Balvanz, 1979; Gottfredson & Hindelang, 1977; Turner, 1976b; Woltman & Cadek, 
1977). 
Contemporarily, effects of reference-period length on victimization estimates are 
made clearer upon examination of three distinct victim surveys: the NCVS, the British 
Crime Survey (BCS), and the National Violence Against Women Survey (NVAWS).  
Despite the added costs, the NCVS uses a rotating panel design with a 6-month reference 
period, whereas the BCS and the NVAWS use a 12-month reference period.  Despite 
their shared goal (i.e., assessing victimization), results across each of these victim surveys 
                                                          
14Bounding interviews is a quality assurance process used to minimize the effects of telescoping.  Each 
incident reported during an interview is checked against incidents reported for the same respondent 
during the previous interviews.  For more on bounding see Murphy & Cowan, 1976 and Addington, 
2005.   
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are substantially different.  Researchers attribute much of the variation in levels of 
reported victimization identified across each of these surveys to the length of reference 
period used (see Cantor & Lynch, 2000; Fisher, Cullen & Turner, 2000; Rand & 
Rennison, 2002, 2004, 2005).   
In addition to studies of survey-design features discussed above, investigations 
into the impact of proxy interviews and small supplements to victim surveys have also 
been conducted (Cowan, Murphy & Wiener, 1979; Turner, 1976a).  While results do not 
indicate that these features significantly affect survey results, the research demonstrates a 
need to learn more about what aspects of victim surveys can affect estimates.  Indeed, 
efforts to better understand victim-survey methodology are evident well before (and 
continued long after) the fielding of initial self-report victim survey via the NCS.   
Criteria for assessing the validity of victim-survey data 
Carmines and Zeller (1979) define validity as “the extent to which any measuring 
instrument measures what it is intended to measure” (p. 17).  A series of survey-design 
pretests conducted in Washington, DC, Baltimore, Maryland, San Jose, California and 
Dayton, Ohio provide some of the earliest insight into the validity of victim surveys (see 
Dodge, 1970; Kalish, 1974; Murphy & Dodge, 1970; Turner, 1972).  Initial victim-
survey pretests employed a reverse-records check technique to assess the ability of this 
new methodology to measure crimes known to police.  In each of the studies, victims 
identified in official law-enforcement records were engaged in victim-survey interviews.  
Results of interviews were compared to information contained within police reports for 
each respondent.  Initial findings indicated that victim surveys provided an overall valid 
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measure of crime.  While flaws in the reverse-records check technique used to assess the 
validity of victim surveys have since been demonstrated (Biderman & Lynch, 1981), the 
ability of victim surveys to validly measure crime is generally acknowledged (Thornberry 
& Krohn, 2003).   
Despite the general acceptance of victim surveys as a valid measure of crime, 
controversies over the criteria for assessing the validity of victim-survey data persist.  
Qualitative analysis of the classification of crimes identified in victim surveys, as well as 
other methods aimed as assessing the content validity of victim surveys, have been 
recommended (see Cantor & Lynch, 2000).  While these ideas have generated relatively 
little reaction from the research community, issues related to sample design, coverage, 
and nonresponse associated with self-report victim surveys are often at the forefront of 
researchers’ concerns, especially among those who attempt to use victim-survey data like 
those produced by the NCVS.  Cantor and Lynch suggest, however, that a renewed 
interest in assessing the validity of victim-survey data if national crime estimates 
produced by surveys begin to substantially diverge from those produced by official 
records. 
Sample design, coverage, and nonresponse 
Sample design and selection are vital components of survey research.  The impact 
of sample design, coverage, and nonresponse on victim surveys is widely documented 
and has changed over time (Biderman, 1970; Bushery, 1981; Dodge & Turner, 1971; 
Reiss, 1982; Taylor, 1989; Taylor & Rand, 1995; Tourangeau & McNeeley, 2003; U.S. 
Department of Justice, 1989, 1994; Woltman & Bushery, 1977a).  Other methodological 
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issues like coverage and nonresponse are closely tied to sample design and present 
challenges to self-report victim surveys.  For example, the use of victim surveys has 
become a common part of American culture.  They also have a growing international 
appeal.15  Yet, while a trend in survey use is increasing, so is the public’s unwillingness 
to cooperate and participate in surveys (de Leeuw & de Heer, 2002).  Arguably, 
respondents’ decreasing willingness to participate in surveys makes it more difficult to 
derive accurate estimates of a population from sample statistics.  While the NCVS 
benefits from response rates that consistently hover near 90%, nonresponse can 
nevertheless present a challenge to victim surveys and their ability to produce valid and 
reliable estimates, especially if nonresponse manifests in systematically different ways 
among certain subgroups. Examples of controversies associated with victim surveys due 
to sample design, coverage, and nonresponse become more apparent when the analytic 
challenges facing those who use victim-survey data are examined.   
Crime in the U.S. is not equally distributed across the population.  Minorities, for 
example, experience a disproportionately large amount of victimization compared to the 
overall population (Bastian & Taylor, 1994; Greenfeld & Smith, 1999; Hindelang, 1978; 
Rennison, 2001b, 2002).  Creating a problem for researchers using victim-survey data is 
the fact that those at higher risk of victimization are often not sufficiently represented in 
victim-survey samples (i.e., young, black males) or excluded from samples altogether 
(i.e., the homeless).   
Crime is also disproportionately concentrated spatially (Duhart, 2000; Gibbs, 
1979).  In general, the distribution of crime within cities differs to a greater extent from 
                                                          
15Between 1989 and 2000, over 70 different countries participated in the United Nations’ Office of Drugs 
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the distribution of crime across cities.  Thus, relatively fewer numbers of individuals are 
exposed to relatively high levels of risk, most notably from crimes such as rape, robbery, 
and assault.  As a result, individuals exposed to these high-risk areas can represent certain 
crime types in victimization estimates disproportionately, depending on sample design 
and selection procedures.  Those attempting to use victim-survey data like those 
produced from the NCVS must address the problem of crime distribution. 
Another analytic challenge to using victim-survey data is the problem of large 
standard errors associated with sub-classes of victimization.  As the National Research 
Council (2003) recently noted, analyzing crime data at levels of aggregation such as 
counties or census tracts is necessary for many researchers seeking answers to policy 
questions.  Yet, the infrequency with which crime occurs—combined with the current 
sampling design—prevents data gleaned from the NCVS from yielding reliable estimates 
at sub-national levels.  A similar problem is presented when analysis of sub-groups of the 
population or sub-crime type analysis is desired.   
Recent figures from the NCVS reveal that estimates of rape or sexual assault 
experienced by males are based on 10 or fewer cases16 for every category of victim-
offender relationship identified in the survey (Catalano, 2005).  A reduction in sample 
size produces a corresponding increase in standard error.  Thus, apparent differences in 
victimization rates across sub-national, -population, or -crime type categories can actually 
be due to inherent variability rather than true differences in victimization rates.   
                                                                                                                                                                             
and Crime’s International Crime Victim Surveys (ICVS). 
16Estimates displayed in NCVS reports based on 10 or fewer unweighted sample cases are identified as 
unreliable. 
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The analytic challenges noted above illustrate controversies related to sample 
design, coverage, and nonresponse associated with self-report victim surveys.  While 
progress has been made in understanding an array of methodological problems associated 
with this methodology, some questions remain unanswered.  Research examining the 
challenges victim surveys face must therefore continue if solutions that address these 
weaknesses are to be realized.  One area in which investigation is overdue is respondent 
fatigue.  The following section examines this particular methodological issue related to 
self-report victim surveys in greater detail.   
Respondent fatigue in victim surveys 
Past examinations of the self-report victim survey methodology exposed problems 
commonly associated with longitudinal surveys.  For example, nonsampling error caused 
by nonresponse, panel attrition, telescoping, and the use of proxy interviews are issues 
worthy of attention in the NCS/NCVS (Biderman & Cantor, 1984; Bushery, 1978; 
Lehnen & Reiss, 1978a, 1978b; National Research Council, 1976; Sliwa, 1977; Taylor, 
1989; Woltman, 1975; Woltman & Bushery, 1977a; 1977b; Ybarra  & Lohr, 2000, 2002).  
In part because of these issues, the survey underwent a massive redesign that resulted in 
substantial methodological changes when implemented in 1992.  For example, cue 
questions used on the Basic Screen Questionnaire (NCVS-1) were changed to improve 
respondent recall, more descriptions of crime incidents were included, computer-assisted 
telephone interviewing was introduced, and specific questions about rape, and the 
inclusion of questions about sexual assaults were added.  Given these improvements to 
the survey, it is surprising that findings from some very early methodological 
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investigations of the self-report victim survey methodology continue to be accepted as 
part-and-parcel of contemporary victim surveys.  One example of this ‘conventional 
wisdom’ is that multiple interviews generate fatigue and cause a decreased level in 
reporting victimization in response to certain survey items (Thornberry & Krohn, 2003).   
One very early publication suggested that a possible source of nonsampling error 
in the NCS is respondent fatigue, also known as fatigue bias (Biderman, 1967; Biderman 
et. al., 1967).  Biderman et al. first identified motivational fatigue during NCS pretests by 
comparing rival techniques of survey administration (see Skogan, 1981).  The first 
technique allowed a respondent to become “test wise” to the survey instrument.  The 
survey was administered in a way that permitted a respondent to link a positive response 
(i.e., reporting being victimized) with a lengthy respondent task (i.e., being asked more 
detailed questions about a victimization).  The second method of survey administration 
circumvented this situation by asking all detailed victimization questions following all 
general incident-screening questions.  Biderman et al. found that the second interviewing 
procedure (i.e., the non-test-wise version) produced 2½ times the number of reported 
victimizations than the test-wise version.  These findings supported the idea that fatigue 
bias contributed to nonsampling error in the NCS.  While the conclusions are important, 
they are based on a cross-sectional survey of only 183 respondents.   
Biderman et al. (1967) noted that the issue of respondent fatigue deserved more 
attention.  In the 1970s, claims that respondents could become “test wise” were supported 
by research that assessed the relationship between respondent fatigue and specific design 
features associated with the NCS (Lehnen & Reiss, 1978a, 1978b).  Lehnen and Reiss 
argued that the “multiple exposure to stimuli problem” in the NCS due to repeated 
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exposure to the same questionnaire substantially decreases the number of reported 
victimizations by respondents.  Indeed, Lehnen and Reiss (1978b) concluded that a 
principal source of response error in the NCS was due to respondents’ repeated exposure 
to the survey.  They suggested that an “NCS respondent has several opportunities to 
‘learn’ what is desired and become sensitized to the objective of the survey” (Lehnen & 
Reiss, 1978a, p. 112).   
The importance of the work of Lehnen and Reiss (1978a, 1978b) is clear.  
However, nearly three decades have passed and replications of their work have not been 
conducted.  Given the significant changes in the NCVS methodology implemented during 
this time, much remains unknown about the nature and extent of respondent fatigue in 
self-report victim surveys.  In short, the level of respondent fatigue in the contemporary 
victim surveys and its subsequent threat to estimation is unclear.  Therefore, this 
dissertation investigates the methodological issue of respondent fatigue believed to be 
associated with contemporary national self-report victim surveys; and examines the issue 
from three perspectives (Figure 1).  The first examines respondent fatigue and survey- 
design effects.  The second examines respondent fatigue by modifying the operational 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Three perspectives used to examine respondent fatigue 
 
Perspective 1 Perspective 2 Perspective 3
Uses nonresponse as the 
measure of fatigue.
Focuses on multiple waves of 
interviews.
Integrates theoretical concepts of 
household nonresponse.
Uses contemporary NCVS data.
Examines respondent fatigue and 
survey-design effects.
Uses individuals as the unit of 
analysis.
Uses nonresponse as the 
measure of fatigue.
Focuses on first and second 
interviews only.
Uses individuals as the unit of 
analysis.
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 measure of fatigue, while the third assesses respondent fatigue over multiple waves of 
self-report victim surveys.  Before each perspective is presented in greater detail and 
analyses conducted, a description of the data used for this study is offered. 
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Data 
Secondary analysis of data collected via the National Crime Victimization Survey 
(NCVS) is used for this study.  The NCVS is a stratified, multistage, cluster sample 
employing a rotating panel design.  Stratifying the NCVS sample involves dividing the 
eligible population into strata or groups based on the variable(s) of stratification (e.g., 
region).  The sample is selected from these strata.  Cluster sampling is a procedure in 
which the population is divided into clusters (e.g., housing units selected within sampled 
enumeration districts).  Once clustered, a probability sample of clusters is selected for 
study.  Multistage refers to the fact that there is more than one step in the sampling 
process.   
NCVS interviews are conducted continuously throughout the year in a rotating 
panel design.  In this scheme the sample of households is divided into six rotation groups.  
Within each of the six rotation groups, six panels are designated.  A different panel is 
interviewed once every six months covering seven interviews. A new rotation group of 
households enters the sample every six months, replacing a group as it is phased out after 
being in the sample.17  Household members eligible for interview are those individuals 
age 12 or older residing in the home at the time of the survey.  Interviews with 
respondents are gathered through both face-to-face and telephone interviews.   
During the basic screening interview, demographic information such as age, 
                                                          
17 See Appendix C for a copy of the NCVS Rotation Chart (NCVS-551) 
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gender, race and Hispanic origin for each eligible household member is collected.  Some 
of this information (i.e., age and marital status) is updated during subsequent interviews if 
necessary.  When respondents report an incident during this process, detailed incident-
based data are collected.  For example, characteristics of the crime (e.g., month, time, 
location and type of crime), victim and offender relationship, offender characteristics, 
self-protective actions taken by the victim, consequences of victim behaviors, whether 
the crime was reported to the police and the presence of any weapons represent some of 
the information collected on the incident form.   
NCVS Longitudinal Data File 
Typically, each year NCVS data are compiled and released for public use.  
Recently, the Census Bureau compiled NCVS records from 1996 to 1999 and created a 
public-use, longitudinal data file (Bureau of Justice Statistics, 2002).  The 1996-1999 
NCVS Longitudinal Data File is a nested, hierarchical, incident record-defined file 
containing 5 types of records: 1) index address ID records; 2) address ID records; 3) 
household records; 4) personal records; and 5) incident records. The index address ID 
records are unique to the longitudinal file and allow linkage of individuals’ records, for 
each sampled household, across all 7 waves of interviews.  The address ID records 
contain household identifiers, as well as rotation and panel information.  The household 
records contain information about the household as reported by the household 
respondent.  Personal records contain information about each eligible household member 
as reported by that person.  Finally, incident records contain data for each incident 
reported by an individual respondent.   
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The use of the NCVS—specifically the longitudinal release of the NCVS—offers 
advantages in studying respondent fatigue.  First, by using the longitudinal NCVS one is 
able to shift the unit of analysis to the individual respondent.  This is a more conceptually 
appealing way to examine respondent fatigue since it is the individual who learns the 
survey design and then responds based on this knowledge.  Also, by shifting the unit of 
analysis to the individual respondent, and using the longitudinal file, one is able to follow 
a specific respondent over time.  The shift in unit of analysis also means that household 
mobility may be accounted for.  Another advantage is that focusing on the individual 
respondent allows the removal of unbounded interviews.  The use of unbounded data 
results in artificially high estimates of victimization, as respondents telescope out-of-
scope victimizations into the current reference period (Addington, 2005).  In sum, post-
redesign longitudinal NCVS data allows a better opportunity to investigate the issue of 
respondent fatigue believed to be associated with self-report victim surveys.   
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Perspective 1:  
Respondent Fatigue and Survey-Design Effects 
 
 
 
 
 
Figure 2.  Key elements of the first perspective. 
 
The first perspective examines respondent fatigue by replicating the original work 
of Lehnen & Reiss (1978a, 1978b) with contemporary victimization data produced by the 
National Crime Victimization Survey (NCVS).  The availability of longitudinal NCVS 
data makes it possible to not only replicate the classic work of Lehnen and Reiss (1978a, 
1978b), but to extend it in many ways as well.  First, the longitudinal file provides a large 
representative sample (n > 323,000).  Initial estimates of individual fatigue bias were 
based on small, non-representative, cross-sectional samples raising the possibility that 
findings are not generalizable.  Second, extant data allow the unit of analysis to shift from 
the “sub-group” to the individual.  Lehnen and Reiss (1978a, 1978b) utilize subgroups—
not individual respondents—as the unit of analysis.  These subgroups are constructed 
Perspective 1 Perspective 2 Perspective 3
Uses nonresponse as the 
measure of fatigue.
Focuses on multiple waves of 
interviews.
Integrates theoretical concepts of 
household nonresponse.
Uses contemporary NCVS 
data.
Examines respondent fatigue 
and survey-design effects.
Uses individuals as the unit of 
analysis.
Uses nonresponse as the 
measure of fatigue.
Focuses on first and second 
interviews only.
Uses individuals as the unit of 
analysis.
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based on 4 response effect variables.18  While these findings offer insight into the 
variation associated with these aggregated groups, they do not indicate whether an 
individual moving across survey enumerations, would report fewer victimizations over 
time.  Assuming that the findings from Lehnen and Reiss (1978a, 1978b) also apply to 
the individual would be a commission of ecological fallacy.  At the time of Lehnen and 
Reiss’ (1978a, 1978b) work, it was not possible to match individual respondents across 
enumerations and conclusions about individual fatigue bias could not be made.  With new 
data, it is possible to assess factors that may predict individual fatigue bias over time. 
Another way the work of Lehnen and Reiss (1978a, 1978b) is extended is by 
controlling for changes in household composition across interviews.  As noted by Lehnen 
and Reiss as well as by Biderman and Cantor (1984), it is unclear how much of the 
suspected response effect measured in earlier work resulted from design effects or from 
sample attrition.  The subgroup as the unit of analysis prohibited following individual 
respondents through successive interviews.  This is problematic since research shows that 
households that experience victimization at higher rates are most likely to move and no 
longer be in the sample (Dugan, 1999).  Without the ability to follow the individual, 
Lehnen and Reiss note, “the decline in observed reporting with number of previous 
interviews may be at least partially the result of sample attrition and not response fatigue” 
(p. 121).   
Third, Lehnen and Reiss (1978a, 1978b) do not control for theoretically relevant 
                                                          
18The 4 variables include 1) the number of incident reports completed during the current interview (0, 1, 2, 
3 or more); 2) the number of prior interviews completed (0, 1, 2-3, 4 or more); 3) the number of incident 
reports completed during the previous interviews (0, 1, 2, 3 or more); and 4) the survey mode used during 
the current interview (in person or telephone).  
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victimization correlates.  Without controlling for important correlates of victimization 
risk, the true importance of number of prior interviews, number of prior reported 
victimizations, and survey mode on the level of victimization reporting is unclear.   
Finally, it is unknown if the conclusions reached by Lehnen and Reiss (1978a, 
1978b) are applicable today for two major reasons.  First, the NCS underwent a major 
redesign that was implemented in 1992.  The survey today is a substantially improved 
instrument.  The differences between the pre- and post-redesign survey are so great that 
comparing estimates from the NCS to those derived from the NCVS is not recommended 
(Taylor & Rand, 1995).  And second, advances in statistical software now allow one to 
account for the complex survey design of the NCVS—something not available to Lehnen 
and Reiss.  Failure to take into account the fact that the NCS and the NCVS data come 
from stratified, multi-stage, cluster sampling will lead to an underestimation of standard 
errors and potentially erroneous conclusions.   
Lehnen and Reiss (1978a, 1978b) investigated response effects to the extent 
possible given technological and data limitations they faced.  In fact, data limitations 
have long hindered a thorough examination of several aspects of the NCS/NCVS 
methodology.  Fortunately, with the availability of longitudinal NCVS data, a more 
rigorous testing of response effects on the level of subsequent reported victimization is 
possible.  Not only is it possible, it is long overdue.   
 
 43
Objective 
The objective of the first perspective is to broaden our overall understanding of 
respondent fatigue believed to manifest in contemporary self-report victim surveys, due 
to certain survey-design features.  A series of questions are addressed in order to meet 
this goal.  First, do survey-instrument characteristics (i.e., the number of prior interviews, 
the number of prior reported victimizations, and survey mode19) influence a 
respondent’s decision to report victimization?  Second, are individual demographic 
characteristics significant predictors of whether a respondent will report victimization, 
independent of survey-design effects?  And third, what is the relative influence of 
instrument, individual, and lifestyle characteristics on a respondent’s decision to report 
victimization when considered together?  Stated formally, the current study tests the 
following three research hypotheses: 
H1:  Respondents are less likely to report victimization in current interviews if 
they participated in prior interviews, net of other relevant predictors of 
victimization.   
 
H0:  No relationship exists between the likelihood that respondents report 
victimization in current interviews and the number of prior interviews in 
which respondents participated, while controlling for other relevant 
predictors of victimization. 
 
H2:  Respondents are less likely to report victimization in current interviews if 
they reported victimization during prior interviews, net of other relevant 
predictors of victimization.   
 
H0:  No relationship exists between the likelihood that a respondent will report 
victimization during current interviews and the number of previously 
reported victimizations, while controlling for other relevant predictors of 
victimization. 
                                                          
19Survey mode reflects the survey-delivery method (i.e., face-to-face or via the telephone) used in the 
respondent’s current interview. 
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H3:  The likelihood that respondents report victimization during current interviews 
is affected by survey mode.   
 
H0:  Survey mode does not affect the likelihood that respondents will report 
victimization during current interviews, net of other relevant predictors of 
victimization. 
 
These hypotheses were testing using a series of survey-weighted logistic 
regression models (see Hosmer & Lemeshow, 2000; StataCorp, 2003).  The initial model 
explores the influence of survey-design effects of reported victimization in order to 
address the first research question.  Next, a model that includes only control variables is 
used to illustrate their independent effect on reported victimization.  Finally, a fully 
specified model explores the influence of all survey-design characteristics and control 
variables on reported victimization together, which speaks to the third research question 
and provides results that are used to assess each of the aforementioned hypotheses.   
By using a survey-weighted logistic regression approach, modeling takes into 
account the complex sample design and clustering factors associated with the NCVS 
survey methodology.  Use of other statistical software—most of which assume a simple 
random sample—would lead to the underestimation of standard errors and erroneous 
conclusions.  Before presenting the results of the models noted above, however, a 
description of the measures is provided. 
Measures 
Described in greater detail in the previous chapter, the 1996-1999 NCVS 
Longitudinal Data File contains 323,265 personal records.  The file consists of eighteen 
quarterly collection cycles.  A cross-section of the data comprised of various times-in-
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sample is necessary for answering the research questions and hypotheses noted above.  
Several selection criteria were therefore applied to the longitudinal data file in order to 
create a subset of data.  First, a simple random sample of 1/18 of all cases was chosen.  
This process resulted in a cross-section of various points in times-in-sample for different 
respondents—approximately equal to the amount of all interviews conducted during any 
given quarter.  Second, all unbounded interviews were excluded.  The use of individual-
level data allows for an important control with respect to unbounded interviews.  At the 
panel level, initial interviews are identified by the time-in-sample (i.e., time-in-sample 
one or TIS1).  There are instances, however, where a respondent’s initial interview does 
not occur during TIS1.  For example, a respondent might move into a household after 
TIS1 or a respondent might turn 12 after the household has completed its first interview. 
The respondent’s first (i.e., unbounded) interview in both situations describe above 
occurs after TIS1.  Finally, since the dependent variable is current victimizations, 
noninterviews that occurred during the current interview were excluded.  Application of 
these selection criteria resulted in a sample of 10,613 person-level records. 
Dependent variable 
As noted above, the current perspective examines how certain design features of 
self-report victim surveys may affect a respondent’s decision to report victimization.  
Therefore, the dependent variable is whether the respondent reports victimization during 
a current interview20 and is referred to as current victimization.  Victimization includes 
threatened, attempted and completed violent crimes (i.e., rape, sexual assault, robbery, 
                                                          
20 Current interview is used to describe the most recent interview in the series of interviews in which a 
respondent participates.  It is during the ‘current’ interview that reported victimization is measured. 
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and simple and aggravated assault), property crimes (i.e., burglary, motor vehicle theft, 
and property theft) and personal-property theft (i.e., pocket pickings and purse 
snatchings).  Current victimization is measured as a dichotomous variable with two 
response categories: ‘0’ indicates no victimization reported during a respondent’s current 
interview, whereas ‘1’ indicates at least one reported victimization.  Most of the 10,613 
respondents (94%) did not report victimization during their current (i.e., most recent) 
interview (see Table 1). 
Conceptually, victimizations identified by the NCVS are considered discrete 
events measured in terms of incidents.  Incidents that occur continuously that cannot be 
differentiated by respondents are excluded.21  The NCVS “only measures events that can 
be uniquely described, thus ignoring classes of crimes for which victimization is quite 
prevalent even though the frequency of individual incidents is unknown” (Skogan, 1981, 
p. 7).  In addition to being discrete incidents, as noted above, victimizations are defined 
independently of those directly involved with the crime.  That is, respondents are not 
asked to determine whether or not they have been victimized.  Combined, these three 
conceptual elements help define the way in which victimization is measured for the 
current study. 
Measuring victimization is not unlike measuring other self-reported social 
phenomena.  That is, repeated application of the survey instrument will produce some 
level of variation in victimization measured.  Since no measure is absolutely reliable, 
assessing the reliability of self-reported victimization is a matter of degree.  Again, past 
research examining both test-retest as well as internal consistency measures of self-report  
                                                          
21 See Chapter Two for a more detailed description of series victimization. 
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Table 1.  Descriptive statistics for the first perspective.    
       
Variables M  SD  %  Min.  Max. 
Dependent variable    
 Current victimizations 0  1 
  No 93.5    
  Yes 6.5    
Independent variables    
 Prior interviews (dummy variables) 1  6 
  1 (reference) 26.4    
  2  20.2    
  3  17.3    
  4  13.7    
  5  12.2    
  6  10.2    
 Prior victimizations (dummy variables) 0  3 
  0 (reference) 82.5    
  1  12.8    
  2  3.0    
  3 or more 1.7    
 Survey mode 0  1 
  Telephone 84.5    
  Face-to-face 15.5    
Control variables    
 Demographic characteristics    
  Age (in years) 44.8 18.5 12  90 
  Gender 0  1 
   Male 45.3    
   Female 54.7    
  Race/ethnicity (dummy variables) 1  4 
   White non-Hispanic (reference) 77.0    
   Black non-Hispanic 9.7    
   Other non-Hispanic 3.8    
   Hispanic, any race 9.5    
  Marital status (dummy variables) 1  5 
   Married (reference) 57.9    
   Never married 23.8    
   Widowed 7.1    
   Divorced 9.1    
   Separated 2.1    
  Educational attainment (in years) 13.2  3.6 0  19 
 Lifestyle characteristics    
  Time away from home--shopping (dummy variables) 1  5 
   Never (reference) 1.4    
   Less than once a month 2.4    
   Once a month 10.2    
   Once a week 64.3    
   Once a day 21.4    
    Don't know 0.4    
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Table 1.  (Continued).    
     
  Time away from home--entertainment (dummy variables) 1  5 
   Never (reference) 6.4    
   Less than once a month 8.8    
   Once a month 16.4    
   Once a week 48.4    
   Once a day 19.5    
    Don't know 0.4    
  Use public transportation (dummy variables) 1  5 
   Never (reference) 78.7    
   Less than once a month 10.4    
   Once a month 3.8    
   Once a week 3.0    
   Once a day 3.9    
    Don't know 0.2    
  Months in current residence 140.2  141.2 1  1,068 
  Times moved in the past 5 years 0.7 1.2 0  15 
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys. 
Statistics reflect weighted data.  Unweighted n = 10,613.    
 
data show that self-reported measures are on par (and in some cases exceed) most social 
science measures (Belson, 1968, Braukmann, Kirigin & Wolf, 1979; Hindelang, Hirschi  
& Weiss, 1981; Huizinga & Elliott, 1986; Kulik, Stein & Sarbin, 1968).  In addition to 
reliability, past research has examined the validity of self-reported victimization. 
Early studies used to establish interview protocol for the National Crime Survey 
(NCS) employed records check as a means for assessing the validity of self-reported 
victimization.  In three different studies conducted by the U.S. Census Bureau, victims 
identified in official law-enforcement records were interviewed and results of the 
interview compared with information in contained within the police reports (Dodge, 
1970; Turner, 1972; Yost & Dodge, 1970).  A separate study employed reverse records 
check, where attempts were made to match reported victimizations with official data 
(Schneider, 1977).  While the aforementioned studies were suspected of overestimating 
the accuracy of reported victimizations identified in the NCS, concordance between 
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official data and other types of self-reported acts (i.e., delinquency and conviction) are 
generally high (Blackmore, 1974; Farrington, 1973; Hardt & Petersen-Hardt, 1977; 
Hathaway, Monachesi & Young, 1960; Rojeck, 1983). 
Independent variables 
Lehnen and Reiss (1978a, 1978b) theorized that variation in reported 
victimization across waves of interviews resulted from one of two sources: actual 
changes in victimization experiences or a respondent learning about the survey design 
and choosing not to report victimizations in order to minimize their burden.  In order to 
account for both of these sources, a series of instrument-level characteristics are included 
in the models presented below.  
Consistent with the work of Lehnen and Reiss (1978a, 1978b), three instrument-
level independent variables are included in the current analyses.  Instrument-level 
variables include 1) the number of prior interviews in which a respondent has participated 
(prior interviews), 2) the total number of victimizations reported during a respondent’s 
prior interviews (prior victimizations), and 3) the mode in which the current interview is 
conducted (survey mode).  Prior interviews is measured as the number of prior interviews 
in which a respondent participated prior to their current interview, and ranges from 1 to 6.  
Nearly half of all respondents (47%) were interviewed less than 3 times prior to their 
current interview.  Prior victimizations is measured as an ordinal variable with 4 response 
categories: ‘0’ indicates no victimizations reported during the current interview, ‘1’ 
indicates 1 victimization reported, ‘2’ indicates 2 victimizations, and ‘3’ indicates 3 or 
more victimizations reported during prior interviews.  The majority of respondents (83%) 
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reported no victimizations prior to their current interview.  The final independent 
variable—referred to as survey mode—is a dichotomous variable coded as ‘0’ (telephone 
interview) or ‘1’ (face-to-face interview) to reflect the mode of interview used during the 
respondent’s current interview.  Most of the current interviews (85%) were conducted 
over the telephone.   
Control variables 
These analyses incorporate important demographic and lifestyle predictors of 
victimization as control variables.  Excluding predictors of victimization risks model 
misspecification and increases the chances of erroneous conclusions.  The literature 
demonstrates the significance of age, gender, race and Hispanic origin, marital status, and 
educational attainment as correlates to victimization (e.g., see Catalano, 2004, 2005; see 
also Rennison & Rand, 2003).  Therefore, these respondent characteristics are included in 
the models.   
Age reflects the age of the respondent during the current interview and is coded as 
a continuous variable ranging from 12 to 90.  Gender is coded as ‘0’ for male 
respondents and ‘1’ for female respondents.  Most respondents are female (55%).  Race 
and Hispanic origin is captured through a set of 4 dummy variables: white non-Hispanic 
(77%), black non-Hispanic (10%), “other” non-Hispanic (4%), and Hispanic, any race 
(10%).22  For use in the models, white non-Hispanic is the excluded category.  Marital 
status is captured using a set of 5 dummy variables:  currently married (58%), never 
married (24%), widowed (7%), divorced (9%), and separated (2%).  Currently married is 
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the excluded category.  Finally, educational attainment is measured as a continuous 
variable based on the years of schooling completed by the respondent.  On average, 
respondents completed slightly more than 13 years of education at the time of their most 
recent interview. 
Several lifestyle variables are also included in the analyses as control variables.  
Again, the use of individual-level data permits controlling for these correlates to 
victimization.  Shopping reflects the frequency at which a respondent spends outside their 
home shopping at drug, clothing, grocery, hardware and convenience stores; and is 
captured using a set of 5 dummy variables: never (1%), less than a month (2%), once a 
month (10%), once a week (64%), and once a day (21%).  Never is the reference 
category.  Evening represents how often a respondent spends his/her evenings away from 
home for work, school or entertainment and is also captured using a set of 5 dummy 
variables: never (6%), less than a month (9%), once a month (16%), once a week (48%), 
and once a day (20%).  Again, never is the reference category.  Transportation is another 
lifestyle control variable, which indicates how often a respondent rides public 
transportation.  Like the previous two lifestyle variables, it is captured using a set of 5 
dummy variables: never (79%), less than a month (10%), once a month (4%), once a 
week (3%), and once a day (4%).  Again, never is the reference category.  Residency, 
measured in terms of months, is a continuous variable used to reflect the length of time a 
respondent has lived at their current residence.  The length of time respondents have 
reported lived at their current residence ranges from 1 month to nearly 89 years.  On 
                                                                                                                                                                             
22 “Other” non-Hispanics category includes individuals who describe themselves as an American Indian, 
Aleut, Eskimo, Asian, or Pacific Islanders.  “Hispanic” is a measure of ethnicity and may include persons 
of any race. 
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average, however, at the time of their most recent interview, respondents report living at 
their current residence for between 11 and 12 years.  Finally, moved indicates the number 
of times a respondent moved during the 5 years prior to their most recent interview.  On 
average, respondents report that they moved less than once during the previous 5 years. 
Results 
Do survey instrument characteristics associated with self-report victim surveys 
influence respondents’ decision to report victimization?   Initial findings reveal 
significant relationships between certain victim-survey design features and their influence 
over a respondent’s decision to report victimization, and are consistent with past research 
(Lehnen and Reiss, 1978a, 1978b).  Table 2 presents results obtained from a partially 
specified survey-weighted logistic regression model, using survey-design features as 
predictors of reported victimization.  The model reveals that the number of prior 
interviews has a negative effect on the likelihood that a respondent will report 
victimization during their current interview.  In general, respondents who are interviewed 
more than once are less likely to report victimization during their current interview than 
respondents who are interviewed only once.  Specifically, respondents with 2 (b = -0.35), 
3 (b = -0.55), 4 (b = -0.83), 5 (b = -0.82) or 6 (b = -0.87) prior interviews are less likely 
than respondents with only 1 prior interview to report victimization.  Again, these finding 
are consistent with the findings presented by Lehnen and Reiss (1978a) who conclude, 
“…’first-timers’ are more likely to report incidents” and that “there is a general decline in 
reporting associated with increasing the number of prior interviews” (p. 120). 
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 Results also demonstrate that victimization reported during prior interviews has a 
positive effect on whether a respondent reports victimization during their current 
interview.  In general, respondents who report victimization during prior interviews are 
more likely to report victimization during current interviews than respondents who have 
never reported victimization.  Specifically, respondents who report 1 (b = .77), 2 (b = 
1.29), or 3 or more (b = 1.98) victimizations during previous interviews are more likely 
to report victimization during their current interview than respondents who never report 
victimization.  These findings are also consistent with findings offered by Lehnen and 
Table 2.  Partially specified survey-weighted logistic regression using survey-design effects to 
predict victimizationa. 
                        
Variables b  SE  Wald   Exp(b)  
Independent variables    
 Prior interviews (dummy variables)    
  1 (reference)    
  2  -0.35  0.12  8.63 * 0.70  
  3  -0.55  0.11  23.50 * 0.58  
  4  -0.83  0.15  30.37 * 0.44  
  5  -0.82  0.15  28.34 * 0.44  
  6  -0.87  0.17  25.65 * 0.42  
 Prior victimizations (dummy variables)         
  0 (reference)         
  1  0.77  0.10  54.51 * 2.16  
  2  1.29  0.19  47.44 * 3.63  
  3 or more 1.98  0.20  102.50 * 7.22  
 Survey mode         
  Telephone (reference)         
  Face-to-face -0.20  0.12  2.97 ** 0.82  
  Constant -2.45  0.08  962.92 * 0.09  
   -2 Log-Likelihood -2455.39      
   Nagelkerke R-squared 0.04 *      
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys. 
aVictimization is coded (0,1).  No reported victimization equals 0 and any reported victimization equals 1.
Unweighted n =10,613         
*p < .05         
**p < .10         
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Reiss (1978a) who concluded, “…respondents who have reported incidents in the past are 
more likely to do so currently” (p.120).  Paradoxically, the relationship between reporting 
victimization during prior interviews and the likelihood that victimization will be 
reported during respondents’ current interview are inconsistent with the notion that 
exposure to repeated interviews due to survey-design methodology results in an increase 
in respondent burden and a corresponding decrease in reported victimization. 
Finally, results of the first model demonstrate that survey mode has a slight effect 
on whether a respondent will report victimization.  That is, results suggest that 
respondents interviewed in person are somewhat less likely to report victimization than 
respondents interviewed via the telephone (b = -.020, p < .10).  While findings from 
Lehnen and Reiss (1978a) also suggest survey mode is a determinant of whether 
victimization is reported, they conclude that respondents who are interviewed in-person 
are more likely to report victimization than respondents whose interview is conducted 
over the phone.   
One possible explanation of these two seemingly inconsistent findings could be 
attributed to the differences in the levels of analyses between the two studies.  Recall that 
due to data limitations, Lehnen and Reiss (1978a, 1978b) were unable to conduct 
analyses at the individual level.  Nevertheless, despite the seemingly inconsistent findings 
both suggest survey mode can create a response effect in self-report victim surveys.  
Contemporarily, this issue is important due to the fact that an increasing number of 
NCVS surveys are being conducted over the telephone in an attempt to reduce costs.  
However, respondents that complete telephone interviews without repeated attempts to 
make contact differ demographically from those who must be tracked down to complete a 
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survey in person when a telephone interview attempt fails.  Since these characteristics are 
also correlated to victimization, an opportunity to underestimate victimization as a result 
of a move towards more telephone surveys could be created.  
The current perspective also poses the question, “Are individual demographic 
characteristics significant predictors of whether a respondent reports victimization, 
independent of survey-design effects?”  Table 3 presents findings of a second partially 
specified survey-weighted logistic regression model using respondent demographics as 
well as lifestyle characteristics as predictors of reported victimization.   
Many of variables included in the second model are determinants of reported 
victimization.  For example, younger respondents are more likely to report victimization 
during their current interview than older respondents (b = -.02).  Similarly, female 
respondents are somewhat more likely than male respondents to report victimization (b = 
.16, p < .10); and respondents who reportedly have never been married (b = .27), are 
divorced (b = .81), or separated (b = .91) are more likely to report victimization than 
respondents who are reportedly married at the time their current interview was 
completed.   
Several lifestyle characteristics included in the second model are also 
determinants of whether a respondent reports victimization.  For example, in general, 
respondents who report spending more time away from home shopping are less likely to 
report victimization than respondents who report never spending time away from home 
shopping.  Additionally, results reveal a positive relationship between the extent to which 
respondents reportedly use public transportation and the likelihood that a respondent will 
report victimization.  Specifically, respondents that use public transportation less than  
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Table 3.  Partially specified survey-weighted logistic regression using  
control variables to predict victimizationa. 
                        
Variables b  SE  Wald   Exp(b)   
Control variables         
 Demographic characteristics         
  Age -0.02  0.00  17.77 * 0.98  
  Gender         
   Male (reference)         
   Female 0.16  0.09  3.00 ** 1.17  
  Race/ethnicity (dummy variables)         
   White non-Hispanic (reference)         
   Black non-Hispanic 0.16  0.14  1.32  1.17  
   Other non-Hispanic -0.12  0.21  0.33  0.89  
   Hispanic, any race 0.13  0.15  0.70  1.13  
  Marital status (dummy variables)         
   Married (reference)         
   Never married 0.27  0.12  5.06 * 1.31  
   Widowed -0.06  0.24  0.06  0.94  
   Divorced 0.81  0.13  40.19 * 2.24  
   Separated 0.91  0.22  16.73 * 2.48  
  Educational attainment 0.01  0.01  0.68  1.01  
 Lifestyle characteristics         
  Time away from home--shopping (dummy variables)        
   Never (reference)         
   Less than once a month -0.32  0.41  0.60  0.73  
   Once a month -0.67  0.32  4.40 * 0.51  
   Once a week -0.58  0.30  3.70 ** 0.56  
   Once a day -0.53  0.30  3.13 ** 0.59  
  Time away from home--entertainment (dummy variables)        
   Never (reference)         
   Less than once a month 0.36  0.24  2.20  1.43  
   Once a month 0.07  0.24  0.10  1.08  
   Once a week 0.19  0.21  0.83  1.21  
   Once a day 0.53  0.22  5.99 * 1.70  
  Use public transportation (dummy variables)         
   Never (reference)         
   Less than once a month 0.44  0.13  10.69 * 1.55  
   Once a month 0.52  0.19  7.25 * 1.68  
   Once a week -0.40  0.28  1.95  0.67  
   Once a day 0.46  0.19  6.14 * 1.59  
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Table 3 (continued).         
         
  Months in current residence 0.00  0.00  0.01  1.00  
  Times moved in the past 5 years 0.09  0.03  7.79 * 1.09  
 Constant -2.36  0.39  36.86 * 0.09  
   -2 Log-Likelihood -2441.06      
   Nagelkerke R-squared 0.04 *      
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys. 
aVictimization is coded (0,1).  No reported victimization equals 0 and any reported victimization 
equals 1. 
Unweighted n = 10,613       
*p < .05       
**p < .10       
 
once a month (b = .44), once a month (b = .52), or once a day (b = .46) are more likely to 
report victimization than respondents that reportedly never use public transportation.  
Results from the second model also suggest that there is a positive relationship between 
respondent mobility and reported victimization.  That is, respondents that move more 
frequently are more likely to report victimization than respondents that move less 
frequently (b = .09). 
Collectively, results from the second model demonstrate that most of the 
demographic and lifestyle characteristics examined are significant predictors of whether a 
respondent will report victimization; and also illustrate the need to consider these 
predictors in conjunction with instrument-level factors when considering survey-design 
effects on respondents’ decisions to report incidents during victim-survey interviews.   
The final research question asks, “What is the relative influence of instrument, individual 
and lifestyle characteristics on respondents’ decision to report victimization when 
considered together?”  Table 4 presents results from a fully specified survey-weighted 
logistic regression model.  The model predicts the likelihood that a respondent will report 
victimization during their current interview, and contains variables related to survey- 
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Table 4.  Fully specified survey-weighted logistic regression predicting victimizationa. 
                        
Variables b  SE  Wald   Exp(b)  
Independent variables   
 Prior interviews (dummy variables)   
  1 (reference)   
  2  -0.31  0.12  6.46 * 0.73
  3  -0.43  0.11  14.41 * 0.65
  4  -0.66  0.15  18.96 * 0.51
  5  -0.58  0.16  13.23 * 0.56
  6  -0.60  0.17  12.56 * 0.55
 Prior victimizations (dummy variables)        
  0 (reference)        
  1  0.64  0.11  34.53 * 1.89
  2  1.04  0.19  29.52 * 2.83
  3 or more 1.75  0.20  74.03 * 5.77
 Survey mode        
  Telephone (reference)        
  Face-to-face -0.29  0.13  5.37 * 0.75
Control variables        
 Demographic characteristics        
  Age -0.01  0.00  10.34 * 0.99
  Gender        
   Male (reference)        
   Female 0.17  0.09  3.64 ** 1.19
  Race/ethnicity (dummy variables)        
   White non-Hispanic (reference)        
   Black non-Hispanic 0.18  0.14  1.61  1.20
   Other non-Hispanic -0.08  0.21  0.13  0.93
   Hispanic, any race 0.16  0.15  1.09  1.17
  Marital status (dummy variables)        
   Married (reference)        
   Never married 0.23  0.12  3.60 ** 1.26
   Widowed -0.10  0.25  0.18  0.90
   Divorced 0.66  0.13  26.42 * 1.93
   Separated 0.84  0.23  13.88 * 2.33
  Educational attainment 0.00  0.01  0.10  1.00
 Lifestyle characteristics        
  Time away from home--shopping (dummy variables)       
   Never (reference)        
   Less than once a month -0.24  0.44  0.31  0.78
   Once a month -0.62  0.34  3.33 ** 0.54
   Once a week -0.54  0.32  2.73 ** 0.58
   Once a day -0.48  0.32  2.21  0.62
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Table 4 (continued).        
           
  Time away from home--entertainment (dummy variables)       
   Never (reference)        
   Less than once a month 0.36  0.24  2.22  1.43
   Once a month 0.07  0.24  0.08  1.07
   Once a week 0.17  0.21  0.65  1.19
   Once a day 0.52  0.22  5.74 * 1.69
  Use public transportation (dummy variables)       
   Never (reference)        
   Less than once a month 0.43  0.13  10.08 * 1.53
   Once a month 0.51  0.20  6.87 * 1.67
   Once a week -0.42  0.29  2.11  0.66
   Once a day 0.49  0.19  6.74 * 1.64
  Months in current residence 0.00  0.00  0.01  1.00
  Times moved in the past 5 years 0.06  0.03  3.39 ** 1.07
 Constant -2.24  0.41  29.17 * 0.11  
   -2 Log-Likelihood -2376.18      
   Nagelkerke R-squared 0.03 *     
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys. 
aVictimization is coded (0,1).  No reported victimization equals 0 and any reported victimization equals 1.
Unweighted n = 10,613         
*p < .05         
**p < .10         
            
 
design characteristics as well as demographic and lifestyle factors.  Results from this 
model not only help to answer the final research question, but also provide information 
that is used to evaluate each research hypothesis. 
While the overall model produces a significant proportional reduction in error, a 
minimal amount of variance in reported victimization is explained (Nagelkerke R-
squared = .03).23  Nevertheless, all instrument-level factors considered are predictors of 
reported victimization, while controlling for other individual-level factors associated with 
victimization.  The number of prior interviews, prior victimizations, and survey mode 
predict the likelihood that victimization will be reported during a current interview.  For 
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example, the number of prior interviews still has a negative effect on the likelihood that a 
respondent will report victimization, while controlling for other relevant predictors of 
victimization.  Respondents with 2 (b = -0.31), 3 (b = -0.43), 4 (b = -0.66), 5 (b = -0.58) 
or 6 (b = -0.60) prior interviews are less likely to report victimization than respondents 
with only 1 prior interview.  Victimization reported during prior interviews also remains 
a positively correlated with whether a respondent reports victimization during their 
current interview.  That is, respondents who report 1 (b = .64), 2 (b = 1.04), or 3 or more 
(b = 1.75) victimizations during previous interviews are more likely to report 
victimization than respondents who never report victimization during previous 
interviews, net of other relevant variables.  Finally, results of the final model demonstrate 
that survey mode still has an effect on whether a respondent will report victimization, 
once other correlates to victimization are considered.  That is, results suggest that 
respondents interviewed face-to-face (b = -0.29) are less likely to report victimization 
than those interviewed via the telephone.  Interestingly, the relative influence of many of 
the survey-design effects is diminished after controlling for relevant demographics and 
lifestyle characteristics, which is demonstrated in Table 5.   
Tests for significant differences between coefficients produced by the first (e.g., 
partially specified model) and third (e.g., fully specified model) are presented in the final 
table.  Results show that the relative impact the of the number of prior interviews on the 
likelihood a respondent will report victimization is less when individual correlates to 
victimization are considered than when they are not.  The relative impact of the number 
of prior victimizations on the likelihood that a respondent will report victimization is also  
                                                                                                                                                                             
23 A more comprehensive discussion of the model’s explained variance is presented in the final chapter. 
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significantly diminished when other correlates to victimization are considered.  That is, 
regardless of the number of prior victimizations reported by respondents during previous 
interviews, the likelihood that respondents report victimization during their current 
interview is less when individual and lifestyle correlates to victimization are considered 
than when they are not.  These findings demonstrate the importance of being able to 
examine respondent fatigue believed to be associated with certain survey-design effects 
of self-report victim surveys at the individual level.  More importantly, these findings 
enable the research hypotheses associated with this perspective to be evaluated. 
Table 5.  Impact on survey-design effects after controlling for  
individual correlates to victimizationa. 
                  
      
Variables   
Difference 
between 
coefficientsb   
Independent variables   
 Prior interviews (dummy variables) 
 1 (reference)   
  2   1.46 
  3   2.15 * 
  4   2.26 * 
  5   1.80 
  6   1.62 
 Prior victimizations (dummy variables) 
  0 (reference)   
  1   -3.47 * 
  2   -2.59 * 
  3 or more  -4.23 * 
 Survey mode 
  Telephone (reference)   
  Face-to-face  1.49 
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys. 
aVictimization is coded (0,1).  No reported victimization equals 0 and any reported victimization equals 1.
bSee Brame, Paternoster, Mazerolle & Piquero (1998). 
*p < .05      
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Conclusions 
The current study demonstrates that survey-instrument characteristics such as the 
number of prior interviews, the number of prior reported victimizations, and survey mode 
that are associated with contemporary self-report victim surveys influence a respondent’s 
decision to report victimization.  Based on these results, we can reject the first null 
hypothesis in favor of the alternative: Respondents are less likely to report victimization 
if they have participated in prior interviews, net of other relevant predictors of 
victimization.  Similarly, we can reject the third null hypothesis in favor of its alternative.  
That is, the likelihood that a respondent will report victimization depends on survey 
mode.  However, results from the current perspective do not permit the rejection of the 
second null hypothesis.  Although a link is established between the likelihood a 
respondent will report victimization during a current interview and whether victimization 
was reported during prior interviews, it is not in the hypothesized direction.  Therefore, 
the second null hypothesis is not rejected.   
Armed with this knowledge, self-report victim-survey administrators may want to 
reconsider some of the methods currently used for conducting longitudinal victim surveys 
like the NCVS.  For example, since there is an inverse correlation between the number of 
prior interviews and victimization reported during longitudinal victim surveys, fatigue 
bias that manifests as a response effect may be reduced by decreasing the number of 
times a household is retained in sample.  The Census Bureau attempted to identify the 
optimal number of months that households should remain in sample when the NCS was 
initially fielded (Woltman & Bushery, 1977b).  Nearly three decades have passed since 
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those studies were completed.  In light of the current findings, perhaps the time has come 
to reexamine the optimal number of times to retain a household in sample for 
contemporary longitudinal self-report victim surveys. 
Self-report victim-survey administrators should also consider developing 
statistical methods that could be used to correct for the types of response effects observed 
herein.  Statistical adjustments have been developed recently by Ybarra & Lohr (2000) 
that correct for missing NCVS data.  Similar algorithms could be created that address the 
positive correlation between reports of victimization during previous interview waves and 
reports of victimization reported during a respondent’s current interview.  Administrators 
of multiple-wave victim surveys like the NCVS may also need to develop statistical 
adjustments that attempt to offset response effects associated with survey mode.   
Telephone surveys are easier and less expensive to conduct than in-person 
interviews.  One way administrators are attempting to reduce costs associated with the 
NCVS is by replacing more face-to-face interviews with telephone surveys.  However, 
current results suggest that telephone surveys produce more reported victimization by 
respondents than face-to-face interviews.  If mode is a source of response bias in self-
report victim surveys that manifests in terms of decreased reported victimization, then the 
move away from a survey mode that produces less reported victimization may artificially 
inflate victimization estimates.  Therefore, statistical adjustments for survey mode may 
need to be developed in order to address possible response bias introduced when an 
increased number of self-report victim surveys are conduct over the telephone. 
The current study also demonstrates that individual demographic characteristics 
are important predictors of reported victimization, independent of survey-design effects.  
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More importantly, the relative influences of self-report victim-survey-designs on 
respondents’ decisions to report victimization are diminished when considered in 
conjunction with individual and lifestyle correlates to victimization.  Collectively, these 
findings underscore the need to incorporate correlates to victimization in any analyses 
that seeks to assess the effects of victim-survey design on respondent fatigue. 
Based on current findings, the conclusion that survey-design effects of self-report 
victim surveys rests on the assumption that respondent fatigue manifests as a decrease in 
respondents’ willingness to report victimization.  The current study is unable to 
differentiate between the likelihood a respondent does not report victimization because of 
fatigue and when a respondent does not report victimization because he/she was simply 
not victimized.  Findings based on this operational definition of fatigue may not 
necessarily be incorrect, but by revisiting this topic with an alternative definition, an 
improved understanding of fatigue bias as it pertains to self-report victim surveys can be 
realized.  The second perspective offers a test of just such an alternative.  
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Perspective 2: 
Modifying the Operational Measure of Respondent Fatigue 
 
 
 
 
 
Figure 3.  Key elements of the second perspective. 
 
Lehnen and Reiss (1978a, 1978b) define respondent fatigue in terms of a 
reduction in reported victimization during subsequent waves of victim-survey interviews.  
If panels report a higher number of victimizations during an initial interview compared to 
later interviews, respondent fatigue is indicated, according to Lehnen and Reiss.  This 
measurement scheme does not account for instances when respondents are simply 
victimized less often during the second reference period compared to the first.  Therefore, 
this measure of respondent fatigue raises the possibility of misclassifying individuals as 
“fatigued” when they simply are not victims of crime as much over time.   
The issue of respondent fatigue can be further examined by modifying the 
operational measure of fatigue in terms of whether respondents who are exposed to 
longer interviews during their first interview (i.e., they were victims and provided 
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Focuses on first and second 
interviews only.
Uses individuals as the unit of 
analysis.
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information for an incident report) are more likely to refuse to participate in the 
subsequent interview (rather than reduce the level of victimizations they reveal).  Linking 
NCVS interviews from first-time subjects to information about their second interview 6 
months later can be used to make this assessment.  The level of respondents’ refusal to 
participate—a Type-Z24 noninterview in NCVS victim surveys—during the second 
interview can be assessed for all respondents.  Furthermore, as in the initial perspective, 
instrument- and respondent-level characteristics can also be examined to provide a better 
understanding of the correlates of respondent fatigue in self-report victim surveys that is 
operationalized as nonresponse. 
Objectives 
The objective of the second perspective is to expand our understanding of 
respondent fatigue that may be associated with the design of contemporary self-report 
victim surveys.  As with the initial perspective, a series of questions are addressed in 
order to meet this goal.  First, do survey instrument characteristics (i.e., the number of 
prior reported victimizations, and survey mode25) influence respondents’ decision to 
participate in self-report victim surveys?26  Second, are individual demographic 
                                                          
24A Type-Z noninterview (i.e., refusal or never available) occurs when an eligible respondent does not 
provide an interview and the respondent is not the household respondent.  A household respondent is the 
household member that is selected by the interviewer to be the first household member interviewed.  The 
expectation is that the household respondent will be able to provide information for all persons in the 
sample household. 
25Survey mode reflects the survey-delivery method (i.e., face-to-face or via the telephone) used in the 
respondent’s initial interview. 
26Since data for initial and subsequent interviews are used in this study, a variable that captures information 
on the number of prior interviews is not included.  This variable will be reintroduced into the analysis 
when respondent fatigue is assessed over multiple waves of interviews. 
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characteristics significant predictors of whether a respondent will participate in self-
report victim surveys, independent of survey-design effects?  And third, what is the 
relative influence of instrument and individual characteristics on interview participation 
in self-report victim surveys when considered together?  But for the change in operational 
measure of fatigue, these questions are nearly identical to those posed in the initial study 
and can also be stated formally as two research hypotheses: 
H1: Subsequent interviews are more likely result in nonresponse if respondents 
report victimization during initial interviews, while controlling for 
differences in individual demographics.   
 
H0: Alternatively, no relationship between nonresponse and victimization 
reported during initial interviews exists.   
 
H2: The likelihood that subsequent interviews will result in nonresponse is 
affected by survey mode, net of differences in respondent demographics.   
 
H0: Alternatively, survey mode has no affect on whether subsequent interviews 
are completed. 
 
The analytic strategy adopted to test these hypotheses does not change across the 
first two perspectives.  That is, tests are again carried out using a series of survey-
weighted logistic regression models (StataCorp, 2003).  The initial models explore the 
influence of instrument-level characteristics on individuals’ participation during the 
second wave of interviews (i.e., TIS2).  Specifically, these models consider the survey 
mode used and reporting of an incident during the screening process during the first 
interview.  Next, a model that includes only respondent demographics to determine the 
role that these variables play on respondent participation during TIS2 is offered.  Finally, 
a fully specified model follows that explores the influence of all instrument- and 
respondent-level characteristics on individuals’ participation during TIS2.  Upon review 
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of the fully specified model, two additional models are offer in order to provide a more 
detailed understanding of the particular effect survey mode has on nonresponse by 
assessing models for telephone and face-to-face interviews at TIS1 separately.  Before 
presenting the results of these models, however, a description of the measures used is 
provided. 
Measures 
This perspective also relies on data contained in the NCVS Longitudinal Data 
File.27  As noted above, the 1996-1999 NCVS Longitudinal Data File contains 323,265 
personal records, consisting of eighteen quarterly collection cycles.  And like the 
previous approach, several selection criteria were applied to the longitudinal file to create 
a subset of data used in association with this perspective.  A description of the criteria 
follows.   
Only an individual’s initial and subsequent exposures to the survey were included 
in the current subset of longitudinal data.  Because initial exposure to the survey must 
have resulted in a completed face-to-face or telephone survey, all individual 
noninterviews (i.e., Type-Z noninterviews) at TIS1 were excluded.  Further, proxy 
interviews during either the first or second interview were excluded.  Because the 
sampling unit in the NCVS is a household, households were included only if the 
occupants did not move out of the sample address between the initial and subsequent 
exposure.  Finally, only a Type-Z noninterview in which the respondent refused to be 
interviewed and noninterviews occurring when the respondent was “never available” 
                                                          
27 For complete information concerning the NCVS Longitudinal Data File see Chapter Three. 
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were included in the data.  Application of these selection criteria resulted in a subset of 
32,612 person-level records.  While many of the data contained in the models presented 
from this perspective are similar to those presented in the previous chapter, the 2 samples 
are independent of one another; therefore, descriptive statistics for the current sample are 
provided below, starting with the dependent variable. 
Dependent variable 
For the current perspective respondent fatigue is measured using Type-Z 
noninterviews.  This include situations where a respondent 1) refuses to be interviewed 
outright, or 2) avoids the interviewer by never being available to participate in the 
interview, and is coded as 0 (interview) or 1 (noninterview).  Most of the 32,612 
respondents in the current investigation (97%) participated in an interview and at TIS2 
(see Table 6).   
Independent variables 
Independent variables included in this perspective on respondent fatigue are 
survey mode and the number of victimizations reported during a respondent’s initial 
interview.  It is important to include these variables because they have been shown to 
have an effect on survey participation in the survey nonresponse literature (Dillman, 
Eltinge, Groves & Little, 2002; Finkelhor, et. al., 1995; Groves & Couper, 1992; 1993; 
1998; Harris-Kjoetin & Tucker, 1998; Johnson, 1988; Lepkowski & Couper, 2002; 
Madans, Kleinman, Cox, Barbano, Feldman, Cohen, et al., 1986). 
Victimizations or the number of victimizations reported during a respondent’s 
initial interview is a continuous variable ranging from 0 to 7.  Higher scores indicate 
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more reported victimizations during an initial interview.  For respondents reporting 
victimizations, the mean number of victimizations reported at TIS1 was 1.3 with a 0.6 
standard deviation.  Survey mode is coded as 0 (telephone) or 1 (face-to-face) to reflect 
the mode of interview individuals experienced during their initial interview.  The 
majority of TIS1 interviews (71%) were conducted face-to-face.  Conversely, most 
Table 6.  Descriptive statistics for the second perspective.        
                                
Variables    M  SD  %   Min.   Max   
Dependent variable            
 Respondent fatigue (TIS2)       0  1  
  Interview      96.5      
  Noninterview     3.5      
Instrument-level characteristics           
 Reported victimizations (TIS1)      0  7  
  No       89.9      
  Yes       10.1      
   Number of victimizations 1.3  0.6        
 Survey mode (TIS1)       0  1  
  Telephone     29.0      
  Face-to-face     71.0      
Respondent-level characteristics           
 Age (in years) 43.9  18.1    12  90 
                
 Gender         0  1  
  Male       45.7      
  Female      54.3      
 Race/ethnicity (dummy variables)       1  4  
  White non-Hispanic     77.6      
  Black non-Hispanic     10.2      
  Other non-Hispanic     3.6      
  Hispanic, any race     8.7      
 Marital status        1  5  
  Married       58.7      
  Never married     24.1      
  Widowed      6.5      
  Divorced      8.7      
  Separated      1.9      
 Educational attainment (in years) 13.2  3.5    0  19 
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys. 
Statistics reflect weighted data.  Unweighted n = 32,612. 
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interviews at TIS2 (87%) were conducted over the telephone.  In addition to survey-
design or instrument-level characteristics, respondent-level characteristics are included in 
the models as control variables.  
Control variables 
Past studies show age, gender, race and ethnicity, marital status, and education are 
correlated with survey participation (see Groves & Couper, 1998).  Therefore, it is 
important to consider these variables when considering the survey-design effects of 
contemporary self-report victim surveys on participation.  Excluding them would also 
risk model misspecification.  More importantly, however, since similar demographic 
characteristics are correlated with victimization (e.g., see Catalano, 2004, 2005; Rennison 
& Rand, 2003) it is important to know whether these factors also contribute to 
nonresponse, given the implications this would have on the production of victimization 
estimates of for some groups. 
Demographic variables considered in the second perspective are identical to those 
used in the first.  They include the respondent’s age, gender, race and Hispanic origin, as 
well as marital status and educational attainment.  Age is a continuous variable ranging 
from 12 to 90.  On average, respondents were reportedly about 44 years in age at the time 
of their initial interview.  Gender is coded as 0 (male) or 1 (female).  Most respondents 
represented in the current sample are female (54%).  Race and Hispanic origin is captured 
through a set of 4 dummy variables: white non-Hispanic (78%), black non-Hispanic 
(10%), “other” non-Hispanic (4%), and Hispanic, any race (9%).28  For the multivariate 
                                                          
28 See footnote 22 on page 53. 
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models that follow, white non-Hispanic is the excluded category.  Marital status is also 
captured using a set of dummy variables:  married (59%), never married (24%), widowed 
(7%), divorced (9%) and separated (2%).  Married serves as the reference category.  
Finally, educational attainment is a continuous variable measuring the years of 
completed formal education.  It ranges from 0 (no formal education) to 19.  On average, 
respondents reportedly completed 13 years of formal education at the time of their initial 
interview.   
Results 
Do survey instrument characteristics influence respondents’ decision to participate in 
self-report victim surveys?  Table 7 presents a series of regression models that evaluate 
respondent fatigue in self-report victim surveys and that control for individual 
characteristics.  Except for a difference in the dependent variable used and the unit of 
analysis, these models are similar to those produced by Lehnen and Reiss (1978a, 1978b) 
and to that which was presented in the previous chapter.  For example, Panel A in Table 7 
offers a basic model examining the effect of number of reported victimizations at TIS1 on 
a respondent’s subsequent willingness to participate at TIS2.  Findings show that the 
number of previously reported victimizations is a predictor of subsequent nonresponse.  
That is, respondents who report victimization at TIS1 are more likely to refuse to 
participate at TIS2 than respondents who report no victimization (b = .17). 
Panel B evaluates the effects of two survey characteristics—survey mode and 
prior victimizations—on subsequent nonresponse.  Like the model in Panel A, this model 
demonstrates a positive effect of prior reported victimization on subsequent nonresponse
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Table 7.  Partially specified survey-weighted logistic regression predicting nonresponsea at TIS2.    
   Panel A  Panel B  Panel C   
Variables   b  SE  Wald  Exp(b)  b  SE   Wald  Exp(b)  b  SE  Wald  Exp(b)   
Reported victimizations (TIS1) 0.17 0.08 4.34 * 1.19  0.17 0.08  4.42 * 1.19          
Survey mode (TIS1)                       
 Telephone (reference)                       
 Face-to-face        -0.45 0.07  43.96 * 0.64          
Age               -0.02  0.00  54.11 * 0.98  
Gender                       
 Male (reference)                       
 Female               -0.55  0.07  63.72 * 0.58  
Race/ethnicity (dummy variables)                     
 White non-Hispanic (reference)                     
 Black non-Hispanic               0.62  0.12  28.20 * 1.86  
 Other non-Hispanic               0.47  0.18  6.72 * 1.59  
 Hispanic, any race               0.48  0.14  10.43 * 1.61  
Marital status (dummy variables)                     
 Married (reference)                       
 Never married               0.09  0.09  0.99  1.09  
 Widowed               -1.02  0.29  12.57 * 0.36  
 Divorced               -0.52  0.15  12.00 * 0.59  
 Separated               -0.82  0.31  6.95 * 0.44  
Educational attainment               -0.01  0.01  0.60  0.99  
 Constant  -3.32 0.05 4540.16 * 0.00  -3.02 0.06  2330.48 * 0.05  -2.37  0.19  149.25 * 0.09  
 -2 Log-Likelihood 9802.17     9745.67      9393.56        
 Nagelkerke R-squared  0.00 *     0.01 *      0.05 *      
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys.          
aNonresponse is coded (0,1) where participating in an interview equals 0 and nonresponse equals 1.   
Unweighted n = 32,612.                     
*p < .05                    
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 (b = .17).  In addition, findings show a negative effect of survey mode on nonresponse (b 
= -.45).  That is, respondents who report victimization during TIS1 are more likely to 
refuse to participate at TIS2—net the effect of survey mode—than respondents who 
report no victimization.  In addition, persons interviewed in person are less likely to 
refuse to participate during the following enumeration than those interviewed via the 
telephone at TIS1—even when controlling for when prior victimization is reported. These 
findings demonstrate that rapport established between the field representative and the 
respondent during an in-person interview matters significantly. 
The second research question asks, “Are individual demographic characteristics 
significant predictors of whether a respondent will participate in self-report victim 
surveys, independent of survey-design effects?”  Panel C in Table 7 presents findings 
from a regression model evaluating the predictive value of respondent demographics on 
nonresponse.  Panel C shows that nearly all of the respondent demographics included in 
the model exert an effect on the probability of nonresponse at TIS2.  For example, Age 
demonstrates a negative effect on nonresponse at TIS2 (b = -.02).  This means that 
younger persons are more likely to refuse to participate during TIS2 than older 
respondents.  Gender also exerts a negative effect on future nonresponse (b = -.55), 
demonstrating that nonresponse at TIS2 is less likely among female than male 
respondents.  Net of other individual characteristics, black non-Hispanics (b = .62), 
“other” non-Hispanics (b = .47) and Hispanics of any race (b = .48) are more likely than 
white non-Hispanics to refuse to participate during TIS2.  Findings in Panel C also 
demonstrate that widowed (b = -1.02), divorced (b = -.52) or separated (b = -.82) 
respondents are less likely to refuse to participate at TIS2 than married persons.  No 
 75
difference in the probability of married and never married respondents’ likelihood of 
nonresponse at TIS2 is measured.  Similarly, educational attainment fails to predict 
nonresponse at TIS2.  Like in the first perspective, these findings not only demonstrate 
that respondent characteristics are a potential source or nonresponse bias in self-report 
victim surveys, but also illustrate the need for incorporating these factors in more robust 
models assessing fatigue bias.   
The final question states, “What is the relative influence of instrument and 
individual characteristics on interview participation in self-report victim surveys when 
considered together?”  Table 8 presents regression output from a fully specified model 
containing both instrument- and respondent-level indicators.  Findings show that once 
respondent demographics are accounted for, the number of victimizations reported during 
TIS1 no longer predicts future survey nonresponse, and offer no support for the 
hypothesis that exposure to a longer survey instrument during an initial self-report victim 
survey interview results in subsequent nonresponse.  In short, this facet of the survey 
design does not appear to produce respondent fatigue. 
Controlling for individual- and instrument-level characteristics, survey mode 
continues to exert a negative effect of nonresponse at TIS2 (b = -.32).  Specifically, 
respondents interviewed in-person at TIS1—compared to respondents interviewed in via 
the phone at TIS1—still are less likely to refuse to participate at TIS2.  With few 
exceptions, the effects of demographic characteristics on future nonresponse do not 
change when controls for instrument characteristics are added to the model.  One change 
that does emerge, however, is the positive effect that never being married has on 
nonresponse (b = .07).  Persons who are reportedly never married are less likely to refuse  
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to participate at TIS2 than persons who are reportedly married.  A second change 
measured applies to widowed persons.  In Panel C of Table 7, findings suggest that 
widowed (b = -1.02) persons are less likely to refuse to participate at TIS2 than married 
respondents.  In Table 8 however, the sign of the coefficient for widowed respondents 
Table 8.  Fully specified survey-weighted logistic regression predicting nonresponsea at TIS2.  
                                 
Variables          b  SE  Wald   Exp(b)   
Reported victimizations (TIS1)   0.08 0.09 0.87  1.09  
Survey mode (TIS1)             
 Telephone (reference)            
 Face-to-face    -0.32 0.07 21.51 * 0.73  
Age       -0.02 0.00 46.50 * 0.98  
Gender                
 Male (reference)            
 Female     -0.53 0.07 60.12 * 0.59  
Race/ethnicity (dummy variables)             
 White non-Hispanic (reference)            
 Black non-Hispanic   0.64 0.12 29.78 * 1.89  
 Other non-Hispanic   0.49 0.18 7.46 * 1.63  
 Hispanic, any race   0.48 0.14 11.70 * 1.61  
Marital status (dummy variables)            
 Married (reference)            
 Never married    0.07 0.09 0.58 * 1.07  
 Widowed     1.02 0.29 12.49 * 2.76  
 Divorced     -0.51 0.15 11.44 * 0.60  
 Separated     -0.82 0.31 6.89 * 0.44  
Educational attainment    -0.01 0.01 1.14  0.99  
 Constant     -2.19 0.20 122.01 * 0.11  
  -2 Log-Likelihood  9365.38        
  Nagelkerke R-squared  0.05*       
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys.   
aNonresponse is coded (0,1) where participating in an interview equals 0 and nonresponse equals 1. 
Unweighted n = 32,612            
*p < .05                
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flips.  This could represent a degree of multicolinearity between this and other variables 
included in the model.29 
Thus far, models demonstrate the significance of survey mode on future 
nonresponse.  Regression models in Table 9 evaluate whether the observed effects in the 
fully specified model in shown in Table 8 differ by the survey mode to which 
respondents were exposed during TIS1.  The first set of findings presented in Table 9 are 
based on models only for persons interviewed in person during TIS1, whereas the second 
regression output in Table 9 offers findings for respondents who are interviewed over the 
telephone during TIS1.  Results from Table 9 demonstrate that once individual 
characteristics of respondents are accounted for, the number of reported victimizations 
measured at TIS1 is not related to nonresponse at TIS2. This finding holds regardless of 
the mode of surveying during TIS1.  Consistent with earlier models presented, and 
regardless of the survey mode, younger persons are more likely to refuse to participate 
during TIS2 than older respondents.  And like earlier models, females are less likely to 
refuse to participate than males at TIS2, regardless of survey mode.  Again, regardless of 
survey mode, findings show that black non-Hispanics are more likely not to participate at 
TIS2 than are white non-Hispanics.  However, survey mode appears to play a key role in 
respondents’ decisions to participate for some demographic groups. 
Survey mode makes a difference for Hispanics and “other” non-Hispanics with 
respect to their decision to participate.  A positive effect is found for face-to-face surveys
                                                          
29 It may also indicate that the model is misspecified, which could also account for the low amount of 
explained variance associated with this model.  A more in-depth discussion on the all the models’ low 
levels of explained variance is addressed in the final chapter.  
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Table 9.  Survey-weighted logistic regression predicting nonresponsea at TIS2 by survey mode.    
    Face-to-Face Survey  Telephone Survey  
Variables   b  SE  Wald  Exp(b)   b   SE  Wald  Exp(b)   
Difference 
between 
coefficientsb 
Reported victimizations (TIS1) 0.03  0.10 0.11  1.04  0.15  0.16 0.93  1.16   -0.62  
Age  -0.02  0.00 43.45 * 0.98  -0.01  0.00 6.31 * 0.99   -1.82  
Gender                   
 Male (reference)                   
 Female  -0.61  0.09 44.21 * 0.54  -0.41  0.11 14.94 * 0.66   -1.42  
Race/ethnicity (dummy variables)               
 White non-Hispanic (reference)                 
 Black non-Hispanic  0.74  0.14 26.93 * 2.09  0.46  0.19 5.94 * 1.58   1.17  
 Other non-Hispanic  0.38  0.22 2.84  1.46  0.66  0.25 6.94 * 1.93   -0.84  
 Hispanic, any race  0.59  0.15 16.33 * 1.80  0.22  0.22 1.00  1.24   1.42  
Marital status (dummy variables)                 
 Married (reference)                   
 Never married  -0.04  0.11 0.11  0.96  0.27  0.14 3.78  1.30   -1.70  
 Widowed  -0.97  0.33 8.65 * 0.38  -1.11  0.60 3.38  0.33   0.20  
 Divorced  -0.56  0.19 9.04 * 0.57  -0.42  0.29 2.06  0.66   -0.42  
 Separated  -0.87  0.39 5.53 * 0.42  -0.72  0.60 1.46  0.48   -0.20  
Educational attainment  -0.01  0.01 0.75  0.99  -0.01  0.01 0.63  0.99   0.05  
 Constant  -2.37  0.24 99.41 * 0.09  -2.48  0.28 75.92 * 0.08   0.30  
  -2 Log-Likelihood -6005.35      -3431.25        
  Nagelkerke R-squared 0.04 *  0.03 *        
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys.  
aNonresponse is coded (0,1) where participating in an interview equals 0 and nonresponse equals 1.  
bSee Brame, Paternoster, Mazerolle & Piquero (1998).              
*p < .05                   
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of Hispanic respondents.  When interviewed in person at TIS1, Hispanic respondents are 
more likely to refuse to participate in TIS2 than white non-Hispanics.  In contrast, when 
interviewed over the phone at TIS1, “other” non-Hispanics are more likely to refuse to 
participate at TIS2.  Differences in the survey mode models are also found for marital 
status by survey mode.  Among those interviewed in person during TIS1, married persons 
are more likely to refuse to participate at TIS2 than are never married, widowed, divorced 
or separated respondents.  In contrast, marital status does not predict future nonresponse 
when the survey at TIS1 is conducted over the phone.   
Significant predictors of future nonresponse for respondents who are interviewed 
initially by telephone, and those interviewed initially in person are noted above.  A useful 
question to ask is whether the coefficients in the two survey-mode models differ 
significantly.  The final column in Table 9 presents findings from z-tests, which are used 
to assess measurable differences between coefficients (Brame, Paternoster, Mazerolle & 
Piquero, 1998).  Findings demonstrate that despite apparent differences between 
coefficients in the two models, none reached the level of statistical significance.  
Collectively, findings provide sufficient information to evaluate the research hypotheses 
presented in this perspective.  
Conclusions 
The current study demonstrates that certain survey-instrument characteristics 
associated with contemporary self-report victim surveys—such as the number of prior 
interviews—do not influence a respondent’s decision to participate.  Based on these 
results, we fail to reject the first null hypothesis in favor of the alternative: No 
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relationship between nonresponse and victimization reported during initial interviews 
exists.  However, results from the current perspective do not permit the rejection of the 
second null hypothesis.  The likelihood that subsequent interviews will result in 
nonresponse is affected by survey mode.  Thus, the current study demonstrates that other 
survey-instrument characteristics—such as the way a survey is administered—can 
influence a respondent’s decision to participate. 
The objective of the current study was to examine the issue of respondent fatigue 
in light of an improved dependent variable.  The lack of support for a respondent fatigue 
argument is a key finding.  However, other important findings have implications for self-
report victim surveys.  As noted above, findings show survey mode matters greatly.  The 
effect of survey mode on future nonresponse is important to consider in terms of 
exposure to the survey.  A majority of TIS1 interviews are conducted in person (71%).  In 
contrast, about 87% of TIS2 surveys are conducted via the telephone.  Given the increase 
in the proportion of surveys conducted over the phone between TIS1 and TIS2, it should 
come as no surprise that nonresponse increases over time.  Therefore, administrative cost-
saving strategies that include relying on more telephone interviews in lieu of in-person 
interviews should expect a corresponding increase in nonresponse and a possible increase 
in risk of introducing bias due to respondent fatigue—if the victim surveys are 
administered longitudinally. 
Like victimization in general, demographic characteristics such as age, gender, 
and race and Hispanic origin are predictors of noninterview.  If demographic 
characteristics are linked to nonresponse and to victimization, victimization estimates for 
these groups could be underestimated.  By identifying the influences of demographics on 
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nonresponse, specific efforts can be made to retain these individuals in future data 
collection efforts.  For example, since results from the previous chapter suggest that 
survey-design effects are associated with an increase likelihood of reported victimization 
among younger respondents and similar effects are linked to an increase likelihood of 
nonresponse among the same group, additional training could be provided to interviewers 
that not only raises their awareness of the potential impact of survey-design effects on 
particular subgroups of the population but that also provides them with unique strategies 
for preventing nonresponse for specific demographic groups. 
While the current perspective offers several advantages over prior investigations 
of respondent fatigue thought to be associated with self-report victim surveys, findings 
should not be viewed as comprehensive.  Although an improved operational measure of 
fatigue is introduced, analyses are limited to only the first 2 waves of victim surveys.  
The logical next step is to extend the current viewpoint by examining respondent fatigue 
that manifests in the form of nonresponse over multiple waves of interviews.  Perhaps by 
incorporating multiple waves of data a “test wise” effect such as those observed in past 
research may emerge (see Lehnen & Reiss, 1978a).  That is, respondent fatigue could be 
a process that occurs over time, which does not appear until after a second interview.  
Only through continued empirical investigation can we better understand the nature and 
extent respondent fatigue believed to manifest in victim surveys due to certain survey-
design effects. 
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Perspective 3: 
Assessing Respondent Fatigue over Multiple Waves of Self-Report Victim Surveys 
 
 
 
 
 
 
Figure 4.  Key elements of the third perspective. 
 
The third perspective provides insight into respondent fatigue believed to be 
associated with contemporary self-report victim surveys assessed over several waves of 
interviews, using nonresponse as the operational measure of fatigue.  This approach 
brings the issue of respondent fatigue full circle.  It combines the strategy of examining 
respondent fatigue from a survey-design perspective, using an arguably more appropriate 
operational measure, integrating a formal theoretical perspective on nonresponse.  Groves 
and Couper’s (1998) conceptual framework for nonresponse in household interview 
surveys provides the foundation upon which the integration of the first two perspectives 
is built.  Specifically, factors out of the researcher’s control (i.e., the social environment 
factors and household attributes) that influence nonresponse as well as those factors 
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Uses individuals as the unit of 
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under the researcher’s control (i.e., survey-design features) are used to explain variation 
in nonresponse across multiple waves of victim surveys. 
Objectives 
The objective of the final strategy is to flush out the relationship between survey-
design effects of contemporary self-report victim surveys and respondent fatigue from a 
more theoretically robust viewpoint.  Like the other perspectives, the current study relies 
on answers to a series of research questions to attain this goal.  First, do survey-design 
characteristics (i.e., the number of prior interviews, the number of prior reported 
victimizations, and survey mode30) influence the likelihood a respondent will participate 
in self-report victim surveys, independent of other factors?  Second, do social 
environment factors (i.e., household income, home ownership, whether the respondent’s 
home is a single- or multi-unit structure, whether or not the respondent operates a home 
business from their residence, and urbanicity) effect the likelihood a respondent will 
participate in self-report victim surveys, independent of other factors?  Third, do 
household attributes such as the number of children or number of adults residing in a 
home effect the likelihood a respondent will participate in self-report victim surveys, 
independent of other factors?  And finally, what is the relative influence of survey-
design, social environment and household attributes on nonresponse during multiple 
waves of self-report victimization surveys when considered together?  Stated formally, 
the current study tests the following 3 research hypotheses: 
                                                          
30 The survey-delivery method (i.e., face-to-face, telephone, or nonresponse) used during the respondent’s 
interview immediately prior to the current interview. 
84 
H1:  Respondents are more likely not to participate in current interviews if they 
participated in prior interviews, net of other relevant predictors of 
victimization, while controlling for other relevant predictors of nonresponse.   
 
H0:  No relationship exists between the likelihood that respondents participate in 
current interviews and the number of prior interviews in which respondents 
participated, while controlling for other relevant predictors of nonresponse. 
 
H2:  Respondents are more likely not to participate in current interviews if they 
reported victimization during prior interviews, while controlling for other 
relevant predictors of nonresponse.   
 
H0:  No relationship exists between the likelihood that a respondent will 
participate during current interviews and the number of previously reported 
victimizations, while controlling for other relevant predictors of nonresponse. 
 
H3:  The likelihood that respondents will participate during current interviews is 
affected by the mode in which the survey immediately prior to the current 
survey is conducted, while controlling for other relevant predictors of 
nonresponse.   
 
H0:  Survey mode does not affect the likelihood that respondents will participate 
during current interviews, while controlling for other relevant predictors of 
nonresponse. 
 
As with the previous studies, the analytic strategy used is the same.  Analyses are 
conducted using a series of survey-weighted logistic regression models (StataCorp, 
2003).  The initial model explores the influence of survey-design factors on individual 
nonresponse.  Specifically, the model considers the effects that prior interviews, number 
of prior reported victimizations, and survey mode of a respondent’s most recent interview 
have on nonresponse.  Two similar models follow.  The first model considers the 
influence of social environment factors on nonresponse, independent of all other factors.  
The next model considers only household attribute predictors of nonresponse.  Finally, a 
model that explores the influence of survey-design, social environment, and household 
attribute effects on nonresponse is presented.  A description of the analytic results for 
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each of the aforementioned models follows.  Information obtained from the final model is 
used to assess the above hypotheses.  Before presenting the results of these models, 
however, a description of the measures used is offered.    
Measures 
As with the other perspectives, modifications were made to the original NCVS 
Longitudinal Data File.31  First, variation in the number of prior interviews is required to 
assess the impact of importance of survey-design features (i.e., repeated exposure to 
survey instruments).  Selecting any single panel from the file would not suffice, because 
there would be no variation in the number of prior interviews among respondents 
selected.  Conversely, using every panel from the file would result in repeated measures 
of the same respondents, which is also undesirable.  Therefore, a simple random sample 
of 1/18 of all cases was chosen, resulting in a cross-section of the data comprised of 
various times-in-sample.  This process produced a subset of data approximately equal to 
the amount of all interviews conducted during any given quarter (i.e., similar in size to a 
survey panel).  Second, initial interviews (i.e., TIS1 interviews) were excluded, since the 
effect that the mode of the previous interview has on nonresponse cannot be assessed.  
Also, only current interviews that are a Type-Z noninterview in which the respondent 
refused to be interviewed or noninterviews that occurred when the respondent was “never 
available” were included.  Application of these selection criteria resulted in a subset of 
10,338 person-level records for analysis.  Each variable included in models below are 
described in greater detail in the following sections. 
                                                          
31 See Chapter Three for detailed information concerning the NCVS Longitudinal Data File. 
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Dependent variable 
Groves and Couper’s (1998) theory of nonresponse in household interview 
surveys provides the conceptual framework for examining respondent fatigue from the 
current perspective (Figure 5).  Thus, the presence or absence of an interview is used as 
the dependent variable.  Specifically, respondent fatigue is measured using Type-Z 
noninterviews, which include 1) refusing to be interviewed outright, or 2) avoiding the 
interviewer, by never being available to participate in the interview.  The dependent 
variable is coded as 0 (interview) or 1 (noninterview).  Most of the 10,338 respondents in 
the current investigation (94%) completed their current interview (see Table 10).   
Independent variables 
Groves and Couper (1998) argue that survey-design, social environment, and 
household attributes are determinant factors of survey participation.  A series of 
independent variables are used in the current study to assess the relative influence of each 
of these concepts.  For example, the number of prior interviews in which a respondent 
participated (prior interviews), the total number of victimizations reported during a 
respondent’s prior interviews (prior victimizations), and the mode in which the survey 
most recent to the respondent’s current interview was conducted (survey mode) are used 
to assess the predictive power of survey design on individual nonresponse. 
Prior interviews reflect the number of prior interviews in which a respondent 
participated prior to their current interview, and ranges from 1 to 6.  It is captured using a 
set of 6 dichotomous variables, using ‘1 prior interview’ as the reference category.  Prior 
victimizations or the number of self-reported victimizations reported during interviews 
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Figure 5.  Groves and Couper’s (1998) conceptual framework for survey cooperation. 
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Table 10.  Descriptive statistics for the third perspective.       
                         
Variables M  SD  %   Min.   Max.  
Dependent variable           
 Current interview   0  1  
  Nonresponse 6.7     
  Completed interview 93.6     
Survey-design variables      
 Prior interviews (dummy variables)   1  6  
  1 (reference) 21.8     
  2  17.9     
  3  17.5     
  4  15.4     
  5  14.8     
  6  12.5     
 Prior victimizations (dummy variables)   0  3  
  0 (reference) 82.1     
  1  12.5     
  2  3.6     
  3 or more 1.8     
 Survey modea (dummy variables)   0  2  
  Non-interview 6.8     
  Face-to-face 23.7     
  Telephone 69.6     
Social Environment variables      
 Household income (dummy variables)   1  5  
  Less than $20,000 22.9     
  $20,000 to $34,999 21.4     
  $35,000 to $49,999 19.2     
  $50,000 to $74,999 18.9     
  $75,000 and over 17.5     
 Home ownership   0  1  
  Rents 20.1     
  Owns 79.9     
 Single-structure home      
  No 16.8  0  1  
  Yes 83.2     
 Home business      
  No 91.9  0  1  
  Yes 8.1     
 Urbanicity      
  Urban 25.6  0  1  
  Rural 74.4     
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Table 10 (continued).      
Household attribute variables      
 Adults      
    Household members 12 years and older 2.6 1.2   1  11  
 Children      
    Household members younger than 12 years 0.5 0.9   0  7  
 Age  45.1 19.0   12  90  
 Gender   0  1  
  Male 46.1     
  Female 53.9     
 Race/ethnicity (dummy variables)   1  4  
  White non-Hispanic (reference) 76.1     
  Black non-Hispanic 10.1     
  Other non-Hispanic 3.7     
  Hispanic, any race 10.1     
 Marital status (dummy variables)   1  5  
  Married (reference) 57.2     
  Never 24.9     
  Widowed 7.9     
  Divorced 8.1     
  Separated 1.9     
 Educational attainment 13.2  3.5   0  19  
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys.    
Statistics reflect weighted data.  Unweighted n = 10,338.         
 
 
aSurvey mode refers to the mode in which the survey immediately prior to the current interview 
opportunity was conducted.  For example, if the current interview is the respondent's fourth, survey 
mode refers to the mode in which the respondent's third interview was conducted. 
  
 
prior to the respondent’s current interview is captured through a set of 4 response 
categories: ‘0’ indicates no victimizations reported during prior interviews, ‘1’ indicates 1 
victimization reported, ‘2’ indicates 2 victimizations, and ‘3’ indicates 3 or more 
victimizations.  The reference category is ‘0’.  The majority of respondents (82%) did not 
report victimization prior to their current interview.  The final variable used to measure 
the effects of survey-design features is survey mode.  It is coded as 0 (telephone 
interview), 1 (face-to-face interview), and 2 (noninterview) and reflects the mode of 
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interview experienced by the respondent during the time-in-sample immediately prior to 
the respondent’s current interview.  Most interviews conducted prior to the respondents’ 
current interview (70%) were conducted over the telephone.   
Social-environment influences on individual nonresponse are also included in the 
analyses because they have been shown to influence nonresponse (see Groves and 
Couper, 1998).  For example, a respondent’s household incomes (household income), 
whether a respondent rents or owns their home (home ownership), lives in a single- or 
multi-unit structure (single-structure), operates a home-based business (home business), 
and whether a respondent’s home is located in a urban or rural area (urbanicity) are 
examined in order to assess the influence that social environment has on respondents’ 
decisions to participate in self-report victim surveys.  Household income is captured 
through a set of 5 dichotomous variables: Less than $20,000, (23%), $20,000-$34,999 
(21%), $35,000-$49,999 (19%), $50,000-$74,999 (19%), and $75,000 and over (18%).  
For the multivariate models that follow, “Less than $20,000” serves as the reference 
category.  Home ownership is a dichotomous variable coded ‘0’ (rents) or ‘1’ (owns).  
Most of the respondents in the current sample indicated that they own or are in the 
process of buying their residence (80%).  Single structure is also a dichotomous variable 
where ‘0’ reflects instances in which the respondent lives in a multi-structure home and 
‘1’ reflects those cases in which the respondent resides in a single-structure home.  
Eighty-three percent of respondents live in a single-structure home.  Home business is 
also a dichotomous variable coded ‘0’ (no) or ‘1’ (yes).  This variable reflects whether a 
home business is reportedly operated from the residence.  According to information 
collected during the current interview, about 1-in-10 sampled households operate a home-
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based business.  Finally, urbanicity is a social environment factor and reflects whether a 
respondent’s home in located in an urban ‘0’ or rural ‘1’ area.  Most respondents’ homes 
are located in rural areas (74%). 
Finally, Groves and Couper (1998) demonstrate the effects of household attributes 
on nonresponse; therefore, these factors are also incorporated in the models below.  For 
example, the number of household members 12 years and older (adults) as well as the 
number of household members younger than 12 years of age (children) are examined in 
order to assess the relative effect each has on nonresponse.  Adults is a continuous 
variable and ranges from 1 to 11.  On average, there were between 2 and 3 adult 
household members reportedly residing in respondents’ households at the time of their 
current interview.  Children is also a continuous variable and ranges from 0 to 7.  Each 
sampled household had about 1 member who was younger than 12 years of age at the 
time of the current interview.   
Demographic factors are also considered and include age, gender, race and 
Hispanic origin, marital status, and educational attainment.  Age is a continuous variable 
ranging from 12 to 90.  Respondent’s average age was about 45 years at the time of the 
current interview.  Gender is coded as 0 (male) or 1 (female); and most respondents in 
the sample are female (54%).  Race and Hispanic origin is captured through a set of 4 
dichotomous variables: white non-Hispanic (76%), black non-Hispanic (10%), “other” 
non-Hispanic (4%), and Hispanic, any race (10%).  For the multivariate models that 
follow, white non-Hispanic is the reference category.32  Marital status is captured using a 
set of 5 dichotomous variables:  married (57%), never married (25%), widowed (8%), 
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divorced (8%) and separated (2%).  Married serves as the reference category.  Finally, 
educational attainment is a continuous variable measuring the years of completed formal 
education and ranges from 0 (no formal education) to 19 years.  Years of education 
completed averages about 13 years of formal education completed for all respondents. 
Results 
Do survey-design characteristics affect nonresponse in self-report victim surveys, 
independent of other factors?  The initial survey-weighted logistic regression model is 
presented in Table 11.  Findings show that absent other factors unrelated to survey 
design, the number of prior interviews has a negligible effect on nonresponse.  
Specifically, when respondents participate in 5 prior interviews, they are more likely not 
to participate in their current interview than when they have not participated in any prior 
interviews (b = .37).  Paradoxically, however, those with 6 prior interviews are somewhat 
less likely not to participate in their current interview than those respondents with no 
prior interviews (b = -.35; p < .10).  No other substantive relationship between the 
number of prior interviews and nonresponse is observed in the first model. 
Results examining the relationship between prior reported victimization and 
nonresponse provide slightly more support for the notion that respondent fatigue 
manifests in self-report victim surveys as nonresponse.  That is, respondents who report a 
total of 2 victimizations (b = .37, p < .10) or 3 or more victimizations (b = .45, p < .10) 
during prior interviews are somewhat more likely not to participate during their current  
                                                                                                                                                                             
32 See footnote 22 on page 53. 
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Table 11.  Partially specified survey-weighted logistic regression using survey-design effects to 
predict nonresponsea over multiple waves of interviews. 
                          
Variables b  SE  Wald   Exp(b)  
Survey-design variables    
 Prior interviews (dummy variables)    
  1 (reference)    
  2   0.17  0.15  1.30  1.19  
  3   0.01  0.15  0.01  1.01  
  4   -0.07  0.16  0.20  0.93  
  5   0.37  0.17  4.57 * 1.44  
  6   -0.35  0.20  3.12 ** 0.71  
 Prior victimizations (dummy variables)      
  0 (reference)         
  1   0.06  0.13  0.18  1.06  
  2   0.37  0.21  3.30 ** 1.45  
  3 or more 0.45  0.25  3.22 ** 1.57  
 Survey modeb (dummy variables)      
  Non-interview (reference)         
  Telephone -1.52  0.14  122.04 * 0.22  
  Face-to-face -1.64  0.11  219.55 * 0.19  
 Constant -1.19  0.14  77.63 * 0.30  
   -2 Log-Likelihood 2417.58      
   Nagelkerke R-squared 0.02 *      
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys.  
aNonresponse is coded (0,1) where participating in an interview equals 0 and nonresponse equals 1.  
bSurvey mode refers to the mode in which the survey immediately prior to the current interview 
opportunity was conducted.  For example, if the current interview is the respondent's fourth, survey 
mode refers to the mode in which the respondent's third interview was conducted. 
Unweighted n = 10,338       
*p < .05          
**p < .10          
 
interview than respondents who never reported victimization.  Again, these results could 
provide support for the second research hypothesis, if the relationship is maintained in 
later models. 
The seemingly most profound survey-design effect identified in the initial model 
is associated with survey mode.  The manner in which the survey prior to the 
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respondent’s current survey is conducted is a strong predictor of whether a respondent’s 
interview during the current wave will result in nonresponse.  Specifically, respondents 
whose previous time-in-sample interview is over the telephone (b = -1.52) or in person (b 
= -1.64) are less likely to have their current interview result in a nonresponse than 
respondents who do not participate in the interview during the previous wave.  However, 
differences between the telephone and face-to-face interview coefficients produced by the 
model reveal no significant difference.  The apparent influence of survey mode on 
nonresponse therefore has less to do with the type of interview in which a respondent 
participates prior to their current interview and more to do with whether or not the 
respondent participates during their previous interview.   
The current perspective also seeks answers to the question, “Do social 
environment factors effect nonresponse in self-report victim surveys, independent of 
other factors?”  Table 12 provides results from the second survey-weighted logistic 
regression model.  Findings show that absent other factors not related to social 
environment, home ownership has a negative effect on nonresponse.  That is, respondents 
who own their homes are less likely (b = -.26) not to participate than respondents who 
rent their homes.  Results also show that the type of respondents’ dwellings effects their 
decision to participate in self-report victim surveys.  Respondents who reside in single-
unit structures are more likely (b = .55) not to participate than respondents whose homes 
are located in a multi-unit structure.  Finally, urbanicity is a determinant of nonresponse.  
Respondents whose homes are located in rural areas are more likely (b = .28) not to 
participate than respondents whose homes are in urban areas.   
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Table 12.  Partially specified survey-weighted logistic regression using social environment 
factors to predicting nonresponsea over multiple waves of interviews.  
                          
Variables b   SE   Wald   Exp(b)  
Social environment variables         
 Household income (dummy variables)         
  Less than $20,000 (reference)         
  $20,000 to $34,999 -0.02  0.12  0.04  0.98  
  $35,000 to $49,999 -0.12  0.14  0.79  0.88  
  $50,000 to $74,999 0.03  0.12  0.05  1.03  
  $75,000 and over -0.11  0.14  0.70  0.89  
 Home ownership         
  Rents (reference)         
  Owns -0.26  0.14  3.55 * 0.77  
 Single-structure home         
  No (reference)         
  Yes  0.55  0.16  11.95 * 1.73  
 Home business         
  No (reference)         
  Yes  -0.24  0.17  2.04  0.78  
 Urbanicity         
  Urban (reference)         
  Rural 0.28  0.11  6.40 * 1.32  
 Constant -3.04  0.16  356.06 * 0.05  
   -2 Log-Likelihood -2522.75       
   Nagelkerke R-squared 0.00 *       
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys. 
aNonresponse is coded (0,1) where participating in an interview equals 0 and nonresponse equals 1.  
Unweighted n = 10,338         
*p < .05          
 
The third research question considers whether household attributes are predictors 
of nonresponse in self-report victim surveys, independent of other factors?  Results show 
that many of the factors associated with the household exert significant effects on a 
decision to participate (Table 13).  For example, there is positive correlation between the 
number of adults residing in a sampled household and nonresponse (b = .29).  The more 
adults in a household, the more likely a subject’s interview will result in nonresponse.  
On the other, the more children that reside in a household, the less likely a subject’s  
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Table 13.  Partially specified survey-weighted logistic regression using household attributes to 
predicting nonresponsea over multiple waves of interviews.  
                          
Variables b   SE   Wald   Exp(b)   
Household(er) attribute variables         
 Adults          
  Household members 12 years and older 0.29  0.04  64.40 * 1.34  
 Children         
  Household members younger than 12 years -0.11  0.05  4.89 * 0.90  
 Age   -0.01  0.00  11.75 * 0.99  
 Gender        
  Male (reference)        
  Female 0.36  0.09  16.40 * 1.44  
 Race (dummy variables)        
  White non-Hispanic (reference)      1.00  
  Black non-Hispanic 0.37  0.14  7.03 * 1.44  
  Other non-Hispanic -0.13  0.22  0.34 0.88  
  Hispanic, any race 0.09  0.15  0.32 1.09  
 Marital status (dummy variables)        
  Married (reference)        
  Never -0.11  0.14  0.66 0.89  
  Widowed -0.38  0.28  1.92 0.68  
  Divorced -0.55  0.22  6.64 * 0.57  
  Separated -0.25  0.31  0.63 0.78  
 Educational attainment 0.00  0.01  0.00 1.00  
 Constant -3.04  0.32  90.25 * 0.05  
   -2 Log-Likelihood -2418.79        
   Nagelkerke R-squared 0.02 *       
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys. 
aNonresponse is coded (0,1) where participating in an interview equals 0 and nonresponse equals 1. 
Unweighted n = 10,338         
*p < .05          
 
interview will result in nonresponse (b = -.11).  Age also demonstrates a negative effect 
on nonresponse (b = -.01).  Younger persons are more likely not to participate in self-
report victim surveys than older respondents, absent of other factors believed to influence 
nonresponse.  Gender exerts a significant effect on nonresponse (b = .36), demonstrating 
that nonresponse is more likely among female than male respondents.  Net of other 
individual demographic characteristics, black non-Hispanics (b = .37) are more likely 
than white non-Hispanics to refuse to participate in self-report victim surveys 
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administered overall multiple waves.  And findings presented in Table 13 demonstrate 
that divorced (b = -.55) respondents are less likely to refuse to participate than 
respondents who are reportedly married at the time of their interview. 
Models presented in Tables 12 and 13 demonstrate the predictive power of social 
environment factors and household attributes on nonresponse measured in self-report 
victim surveys that are administered over multiple waves.  If survey-design effects are 
suspected of producing respondent fatigue that manifests as nonresponse in contemporary 
longitudinal self-report victim surveys, then tests of survey-design effects should include 
these theoretically relevant variables in their models (see Groves & Couper, 1998).  
Therefore, these factors are incorporated in the models used to answer the third and final 
research question: What is the relative influence of survey-design, social environment 
and household attributes on nonresponse—over multiple waves of interviews—when 
considered together?  
Table 14 presents output from a survey-weighted logistic regression model 
containing survey-design, social environment, and household attributes variables as 
indicators of individual nonresponse during multiple wave self-report victim surveys.  
Again, while the overall model produces a significant proportional reduction in error, a 
minimal amount of variance in nonresponse is explained (Nagelkerke R-squared = .04).33  
Nevertheless, findings show that once theoretically relevant factors are considered, 
neither the number of prior interviews nor prior reported victimization impacts the for 
likelihood of subsequent individual nonresponse.  In short, these findings offer no support  
                                                          
33 Again, a more comprehensive discussion of the model’s explained variance is presented in the final 
chapter. 
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Table 14.  Survey-weighted logistic regression predicting nonresponsea  
over multiple waves of interviews. 
                          
Variables b   SE  Wald   Exp(b)  
Survey-design variables         
 Prior interviews (dummy variables)         
  1 (reference)         
  2   0.18  0.15  1.44  1.20  
  3   0.09  0.15  0.33  1.09  
  4   0.01  0.17  0.00  1.01  
  5   -0.29  0.17  2.72  0.75  
  6   -0.24  0.20  1.38  0.79  
 Prior victimizations (dummy variables)         
  0 (reference)         
  1   -0.01  0.13  0.00  0.99  
  2   0.28  0.21  1.71  1.32  
  3 or more 0.41  0.27  2.36  1.51  
 Survey modea (dummy variables)         
  Non-interview (reference)         
  Telephone -1.24  0.15  71.60 * 0.29  
  Face-to-face -1.41  0.12  144.38 * 0.24  
Social environment variables         
 Household income (dummy variables)         
  Less than $20,000 (reference)         
  $20,000 to $34,999 -0.07  0.13  0.35  0.93  
  $35,000 to $49,999 -0.30  0.15  3.78 ** 0.74  
  $50,000 to $74,999 -0.22  0.13  2.72  0.80  
  $75,000 and over -0.38  0.16  5.68  0.68  
 Home ownership         
  Rents (reference)         
  Owns -0.13  0.15  0.71  0.88  
 Single-structure home         
  No (reference)         
  Yes  0.39  0.17  5.42 * 1.47  
 Home business         
  No (reference)         
  Yes  -0.28  0.17  2.58  0.76  
 Urbanicity         
  Urban (reference)         
  Rural 0.20  0.11  3.02 ** 1.22  
Household attribute variables         
 Adults           
  Household members 12 years and older 0.27  0.04  46.78 * 1.31  
 Children           
  Household members younger than 12 years -0.11  0.05  4.83 * 0.90  
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Table 14 (continued).         
 Age   -0.01  0.00  10.41 * 0.99  
 Gender         
  Male (reference)         
  Female 0.31  0.09  11.21 * 1.37  
 Race/ethnicity (dummy variables)         
  White non-Hispanic (reference)        
  Black non-Hispanic 0.17  0.14  1.41  1.19  
  Other non-Hispanic -0.30  0.21  1.98  0.74  
  Hispanic, any race -0.02  0.15  0.01  0.98  
 Marital status (dummy variables)         
  Married (reference)         
  Never -0.20  0.14  2.02  0.82  
  Widowed -0.40  0.28  2.14  0.67  
  Divorced -0.62  0.22  8.12 * 0.54  
  Separated -0.36  0.34  1.15  0.70  
 Educational attainment 0.01  0.01  0.53  1.01  
 Constant -2.04  0.36  32.65 * 0.13  
   -2 Log-Likelihood -2318.66        
   Nagelkerke R-squared 0.04 *       
Note: Data file is 1996 to 1999 longitudinally linked National Crime Victimization Surveys.  
aNonresponse is coded (0,1) where participating in an interview equals 0 and nonresponse equals 1. 
Unweighted n = 10,338         
*p < .05          
**p < .10          
 
either of the first two research hypotheses.  Participation in previous interviews, on the 
other hand, provides meaningful insight into whether a respondent’s current interview 
will result in nonresponse.  Net of other factors, fewer social environment variables are 
predictors of nonresponse when considered in the final model than when assessed 
independently of other factors.  Specifically, there is a positive relationship between 
respondents who live in a single-unit structure (b = .39) and the likelihood that they will 
not participate in self-report victim surveys.  Furthermore, there is a slightly positive 
relationship between urbanicity and nonresponse (b = .20; p < .10).  Respondents who 
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live in rural areas are somewhat more likely not to participate than respondents residing 
in urban areas, net of other factors.    
The impact of other household attributes on nonresponse is also observed in the 
final model.  For example, the effect that the number of household members 12 years and 
older has on nonresponse is positive (b = .27), whereas the impact that the number of 
household members under 12 years has on nonresponse is negative (b = -.11).  This 
means that households with more adults are more likely not to participate in interviews 
than households with fewer adults; and households with more children are less likely not 
to participate in interviews than households with fewer children.   
Despite an absence of evidence supporting survey-design effects producing 
nonresponse, some demographic factors still predict nonresponse when considered in 
conjunction with household attribute variables and factors associated with survey design.  
Results from Table 14 show that both age and gender remain predictors of nonresponse, 
net of other theoretically relevant factors.  As age increases, the likelihood that an 
interview will result in a nonresponse decreases (b = -.01).  Younger respondents remain 
more likely to refuse to participate in self-report victim surveys than are older 
respondents.  And females are still more likely not to participate during multiple waves of 
self-report victim surveys than are males (b = .31).  Findings also suggest that divorced 
respondents are still less likely not to participate in self-report victim surveys than are 
respondents who are currently married (b = -.62).  Collectively, important conclusions 
can be drawn from these results.   
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Conclusions 
The objective of the third and final perspective on respondent fatigue was to 
examine the effect of contemporary self-report victim survey design on nonresponse, 
controlling for theoretically significant factors that influence participation in household 
surveys.  Based on results produced from the models above, we fail to reject the first null 
hypothesis in favor of the alternative.  That is, no relationship exists between the 
likelihood that a respondent will participate in an interview and the number of prior 
interviews in which a respondent participated previously, while controlling for other 
relevant predictors of nonresponse.  Furthermore, based on these results, we fail to reject 
the second null hypothesis in favor of its alternative: No relationship exists between the 
likelihood that a respondent will participate during current interviews and the number of 
previously reported victimizations, while controlling for other relevant predictors of 
nonresponse.  Both of these findings are important in that they provide no support for the 
notion that respondent fatigue manifests as nonresponse in contemporary self-report 
victim surveys. 
The lack of support for the respondent fatigue argument is the key finding from 
this perspective.  However, other important findings are observed that have implications 
for the victim-survey methodology.  Results from the previous chapter suggested that 
survey mode influences individual nonresponse during the first two waves of surveys.  
However, findings from this study suggest that it is not how respondents’ prior interviews 
are conducted that matters, but whether respondents participate in prior interviews.  
Understanding the relationship between past nonresponse and future nonresponse is 
important and can help survey administrators develop strategies to reduce survey 
102 
nonresponse.  For example, Groves and Couper (1998) argue that if some information 
about the respondent, his/her social setting, or other household attributes can be obtained 
during initial contact despite a noninterview then follow-up contacts can be tailored in 
ways to increase the likelihood of participation in subsequent interview attempts.  In 
these instances, they argue that “letters sent to householders after an unsuccessful first 
contact would be more successful when the letter acknowledged the householder’s 
comments, expressed an understanding for their legitimacy, and then provided 
counterarguments tailored to them” (Groves & Couper, 1998, p. 309).   
Finally, like victimization in general, some demographic characteristics such as 
age and gender are related to survey nonresponse.  As noted above, if demographic 
characteristics are linked to both nonresponse and victimization, victimization estimates 
may be underestimated for certain subgroups.  In these instances, the error associated 
with crime estimates is not attributable to specific survey design features.  Rather, it is 
due to the fact these subgroups are more likelihood to be victimized and less likelihood to 
participate in victim surveys.  By identifying the effects of demographics on nonresponse, 
specific efforts can be made to retain these individuals in future data collection efforts.  
Longitudinal victim-surveys can be tailed to address the specific reasons that certain 
subgroups that are more likely to be victimized have for not participating.   
Although findings from the current study are informative, they fall short of being 
comprehensive.  Results suggest the need for additional research on respondent fatigue.  
The current research borrowed heavily on household nonresponse theory as a theoretical 
guide.  However, an important component identified by Groves and Couper (1998) could 
not be incorporated into the final model—given specific data limitations.  Groves and 
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Couper demonstrate the impact that interviewer characteristics have on nonresponse.  
Unfortunately, data from the NCVS Longitudinal Data File do not contain this 
information.  Interviewer characteristics such as socio-demographic factors, experience, 
and expectations are strong influences on survey participation.  The inability to include 
such factors in the current study was unavoidable.  Future research into respondent 
fatigue associated with self-report victim surveys should strive to assess the nature and 
extent of the relationship between interview characteristics and nonresponse. 
Each of the three perspectives presented herein provide important information 
about respondent fatigue as a potential source of nonsampling error in contemporary self-
report victim surveys.  However, the information from each is presented independent of 
one another.  The final chapter provides a discussion of the findings produced from each 
perspective, collectively. 
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Discussion 
For more than three decades, the National Crime Victimization Survey (NCVS) 
and its predecessor the National Crime Survey (NCS) have been used to generate national 
estimates of crime victimization.  While being developed, the self-report victim survey 
methodology benefited from a great deal scientific scrutiny.  For example, research was 
conducted that identified the best way to ask probing questions that reveal victimization; 
studies were conducted that helped determine the ideal length for a reference period; and 
research was undertaken to assess the validity of reported victimization (see Skogan 
1981).  Efforts were also undertaken to investigate whether longer interviews, which 
resulted from respondents answering affirmatively to certain cue questions, resulted in a 
decrease in reported victimization during subsequent interviews.  Initial results provided 
some support for the idea that certain survey-design features caused “respondent fatigue” 
(see Biderman et. al, 1967; see Lehnen & Reiss, 1978a, 1978b; see also Skogan 1981).   
Despite improvements in available data, analytic software and significant 
modifications to the way in which national self-report victim-survey data is collected, 
initial findings of respondent fatigue believed to be associated with survey-design 
features of self-report victim surveys have not been revisited.  The current study 
examined this issue from three perspectives.  A discussion of the findings associated with 
each follows.   
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Respondent fatigue and survey-design effects 
The initial study examined respondent fatigue by focusing on the relationship 
between survey-design features of self-report victim surveys and their effects on reported 
victimization.  Results provided mixed support for the fatigue-bias argument.  That is, 
respondents exposed to more than 1 prior interview were less likely to report 
victimization than respondents who are exposed to only 1 prior interview; however, the 
relationship between prior reported victimization and victimization reported during a 
current interview was less supportive of a fatigue bias argument.  The mixed results 
might be partially explained by the data used in the analyses.   
Unbounded interviews were excluded from the data used in the initial study.  
Including unbounded interviews would have raised initial victimization estimates and 
called into question the conclusions reached about subsequent reported victimization.  
Respondents’ first bounded interviews were used as the reference category to assess the 
relative effect of the number of prior interviews on the likelihood a respondent would 
report victimization.  However, a systematic shift in survey mode has taken place by the 
respondents’ second interview (i.e., their first unbounded interview).  This shift has 
important consequences that could have masked the effect that prior reported 
victimizations has on respondent fatigue.   
The survey mode of about 85% of the cases used in the initial study was the 
telephone (see Table 1).  The disparity between the number of telephone and face-to-face 
interviews is due to NCVS protocol.  Interviewers are trained to conduct every initial 
NCVS interview with the household respondent in person.  During the initial interview, 
the household respondent is asked if subsequent interviews—and interviews with other 
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members of the household not available at the time the household respondent’s interview 
is completed—can be completed over the telephone.  Most household respondents agree 
to the change in mode.  After excluding unbounded interviews, findings from the first 
perspective show that respondents are less likely to report victimization if the interview is 
conducted in person.  Therefore, NCVS protocol could be producing an overall 
underestimate of fatigue since it creates a reduction in the type of interview that is 
associated with less reported victimization.  Despite possibly underestimating a fatigue 
effect, findings reveal an important relationship between reported victimization during 
previous interviews and the likelihood victimization is reported during a current 
interview, which goes against the grain of a fatigue-bias argument.  This finding is 
meaningful and raises two important questions. 
First, the relationship between victimization reported during prior interviews and 
victimization reported during current interviews demonstrates that crime is not distributed 
evenly across individuals (see Sampson & Lauritsen, 1994).  Relatively few individuals 
account for most reported victimizations.  During initial developments of a national 
survey to measure crime, different approaches were discussed (see National Research 
Council, 1976).  Some researchers recommended a measure of propensity for 
victimization, while others argued for a measure of prevalence.  Findings from the first 
perspective, combined with the decrease in victimization prevalence measured over the 
last decade suggest that a new perspective on crime may be worthwhile.  Current findings 
beg the question: Has the time come to supplement current measures of victimization 
prevalence with measures of victimization propensity? 
107 
Second, the initial investigation into respondent fatigue combines all types of 
victimization in the dependent variable.34  It is possible that a response effect associated 
with prior reported victimization might manifest for certain types of crime and not others.  
By considering all types of crime together, a fatigue effect that may manifest for a certain 
type of crime might be masked by other types that do not produce a similar effect.  If 
more types of victimization produce a rapport effect than a fatigue effect when reported, 
for example, it could explain why the relationship in the first study between prior 
reported victimizations and the likelihood victimization would be reported in a current 
interview is observed.  The question then becomes, are current findings that are 
associated with victimization reporting patterns, which fail to support a fatigue-bias 
argument, a byproduct of not considering different forms of victimization independent of 
one another?  The answer to this question is beyond the scope of the current study, but 
future research should attempt to address it. 
Again, when viewed collectively results from the first perspective on respondent 
fatigue are somewhat conflicting.  Survey-design effects such as the number of prior 
interviews and survey mode support the notion that respondent fatigue may manifest in 
contemporary self-report victim surveys; however, the effect of prior reported 
victimization is less persuasive.  The analytic approach employed to investigate the 
relationship between survey-design effects and respondent fatigue and the corresponding 
negligible amount of explained variance produced by the models might be contributing to 
the confusion.  Both are addressed below in greater detail.   
                                                          
34 See footnote 4 on page 19. 
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Analytic methods employed during the initial perspective may explain some of 
the apparent inconsistent results that emerged in the initial perspective.  As noted above, 
crime is a rare phenomenon.  This is a claim that is well illustrated by the frequency 
distribution of the dichotomous dependent variable used in the analyses.  Logistic 
regression techniques for analyzing “rare events” data have been recently developed 
(King & Langche, 2001).  King and Langche argue that normal logistic regression 
techniques produce significant underestimates of the probability of rare events, such as 
reported victimization.  In their research, King and Langche demonstrate how 
underestimations can be as much as the probability estimates produced by models not 
employing rare events logistic regression techniques.  While survey-weighted logistic 
regression is available in STATA, survey-weighted rare events logistic regression is not.  
The extent to which survey-weighted rare events logistic regression would have 
improved the probability estimates produced by the models therefore is unclear.  Until a 
rare events technique is developed that includes a component that controls for complex 
sampling methods, its full potential cannot be realized with these data.  Nevertheless, the 
current analytic method (i.e., survey-weighted logistic regression) may not be the most 
appropriate method for these data and may be a contributing factor to the seemingly 
inconsistent findings produced in the first perspective on respondent fatigue.35  The 
limited amount of explained variance produced by the models may also be a source of 
confusion.   
                                                          
35 This issue applies to all the models used in this study, since all employ survey-weighted logistic 
regression and not rare events logistic regression. 
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In multivariate linear regression, R-squared is used to quantify a model’s 
goodness of fit and indicates the “proportion of variation in Y ‘explained’ by all the 
independent variables” (Lewis-Beck, 1980, p. 53).  Obviously, researchers strive to 
produce models that generate large R-squared values.  While the model presented in 
Table 4 creates a significant proportional reduction in error, only 3% of variance in 
reported victimization is explained.  The model’s explained variance is estimated by 
Nagelkerke R-squared, which is an approximation of the R-squared value produced in 
linear regression (Nagelkerke, 1991).  Its corresponding low value associated with the 
model presented in Table 4 may be explained by the skewed distribution of the dependent 
variable. 
A dichotomous dependent variable’s variance is directly tied to its frequency 
distribution.  Variance for a dichotomous dependent variable is at a maximum when one 
half of its observed values fall within one of the categories and the other half fall within 
the other category (see Cox & Snell, 1989; see also Nagelkerke, 1991).  Conversely, 
variance for a dichotomous dependent variable decreases as the split of its values moves 
farther away from fifty-fifty.  Table 1 reveals that respondents do not report victimization 
in approximately 94% of all current interviews.  This means that the variance associated 
with the dichotomous dependent variable presented in Table 4 is extremely low, which 
would make explaining the variance more difficult than it would be had the distribution 
of cases been closer to a fifty-fifty split.  So while the observed R-squared value 
associated with the model represented in Table 4 is much lower than desired, it may be a 
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product of the nature of the dichotomous dependent variable’s distribution. 36  It may not 
necessarily reflect a poorly constructed model.   
Combined, the analytic technique employed (i.e., survey-weighted logistic 
regression) and the skewed distribution of the dependent variable might be factors that 
contribute to the tendency of some to view the findings produced from the first 
perspective with caution.  Nevertheless, the initial investigation produced meaningful 
results and provided an appropriate platform from which to expand the respondent fatigue 
study.  In an attempt to add to the knowledge produced from the first approach, a 
subsequent investigation into respondent fatigue and self-report victim surveys was 
undertaken. 
Modifying the operational measure of respondent fatigue 
The second perspective examined respondent fatigue in self-report victim surveys 
using a more conceptually appealing measure of fatigue: nonresponse.  The survey 
utilized only initial and subsequent waves of interviews.  Unlike the findings produced in 
the initial approach, results failed to demonstrate support for the idea that a link between 
survey design and respondent fatigue exists—once individual correlates to victimization 
are taken into account.  However, results suggested that systematic nonresponse is 
associated with certain individual demographics.   
Some of the links between nonresponse and individual characteristics can 
potentially bias victimization estimates downward for some populations.  For example, 
minorities are more likely to refuse to participate during the second wave of self-report 
                                                          
36 This issue also applies to all the subsequent models used after the first perspective, since the dependent 
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victim surveys than are non-Hispanic whites.  Minorities are victimized at 
disproportionately higher rates than non-Hispanic whites.  Combined, this could produce 
victimization rates that are underestimated for minorities.  Similarly, after their initial 
exposure to a survey, men are more likely to refuse to participate than women; and 
younger respondents are more likely to refuse to participate than older respondents.  Men 
are more likely to be victimized than are women and age and victimization is inversely 
correlated.  Again, if men and younger respondents refuse to participate in self-report 
victim surveys at rates that are systematically different than their counterparts, then 
estimates produced from victim-surveys for each group could be downwardly biased.  
Modifications to current self-report victim survey methodology could improve overall 
victimization estimates, especially for some populations.   
Current methodology could be tailored in a way that addresses individual 
correlates to nonresponse and victimization.  For example, Hispanics are more likely to 
refuse to participate during the second wave of interviews than white, non-Hispanics if 
the initial interview is conducted in-person (see Table 9).  A similar pattern of 
nonresponse between Hispanics and non-Hispanic whites does not emerge when the 
initial survey is conducted over the telephone.  Research shows that Hispanics trust the 
police less than white, non-Hispanics; and report some crimes to the police at lower 
levels than their white, non-Hispanic counterparts (Hart & Rennison, 2003; Ong & Jenks, 
2004; Rennison, forthcoming; Skogan & Hartnett, 1997; Thomas & Burns, 2005).  It is 
possible that Hispanics see official victim-survey interviewers as authoritarian figures 
associated with the criminal justice system, and during in-person interviews their distrust 
                                                                                                                                                                             
variable used for each is heavily skewed. 
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facilitates a decision not to participate.  Perhaps one approach to reducing nonresponse 
among Hispanics would be to conduct more initial interviews over the telephone.  
Additional interviewer training could also be provided to survey-interviews that focus on 
respondents that are characteristically more likely to refuse to participate.   
Taking a proactive approach that targets groups more likely to refuse to 
participate could help to ultimately produce more accurate estimates of victimization—
especially for those groups that are both more likely not to participate and who are also 
more likely to be victims of crime.  Certainly any modification to established self-report 
victim survey methodology like those associated with the NCVS would be costly; 
nevertheless, the second study demonstrates the important impact nonresponse has on the 
production of victimization estimates.  It also provides support for considering changes to 
the current methodology.  Finally, the second perspective raises an important question: 
would the patterns of nonresponse observed hold true over multiple waves of surveys? 
Assessing respondent fatigue over multiple waves of self-report victim surveys 
Examining respondent fatigue over multiple waves of interviews provided 
additional insight into this potential source of nonsampling error.  Survey-design effects 
were assessed to determine whether they influence respondents’ decisions not to 
participate in multiple waves of victim surveys, while controlling for factors that 
contribute to household nonresponse (Groves & Couper, 1998).  Overall, survey-design 
effects failed to produce nonresponse in contemporary longitudinal self-report victim 
surveys.  Although findings from the final perspective did not support the notion that 
prior number of interviews or prior reported victimizations predict nonresponse, they do 
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point to ways that systematic nonresponse in self-report victim surveys can be reduced—
thereby improving victimization estimates.   
Results indicated that participants in self-report victim surveys tend to continue 
participating, whereas those who fail to participate tend to continue not participating.  
Researchers have focused on introductory comments made by interviewers and their 
effects on nonresponse as one area that could affect respondents’ decisions to initially 
participate in surveys (see Groves & Lyberg, 1988).  However, studies undertaken to 
examine the effects of introductory statements on nonresponse are inconclusive (Dillman, 
et al., 1976; O’Neil, Groves & Cannell, 1979).  Nevertheless, interviewers and survey 
administrators must do all they can to obtain an initial interview, given the pattern that 
emerged in the final perspective.  Contemporary national victim-survey interviewers 
undergo extensive training, including being provided with scripted introductions for both 
in-person and telephone surveys.  However, information about what is actually said 
during the survey’s introduction, along with other information regarding the interaction 
between interviewer and respondent, is not collected.  Until it is, assessments about the 
effects of introductory statements on initial survey nonresponse cannot be made. 
Social environment and household attribute effects on individual nonresponse 
were also examined; and findings provide insight into ways to improve overall estimates 
of victimization produced by self-report surveys.  Lauritsen and Schaum (2004) identify 
family structure as an important determinant of victimization.  Victimization is less likely 
to be recorded in households comprised of a single woman than in households comprised 
of a single woman with children.  Moreover, victimization is less likely to be recorded in 
households comprised of a married couple (see Lauritsen & Schaum, 2004).  Results 
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from the final perspective reveal that respondents living in homes comprised of more 
adults and homes comprised of more children are both less likely to participate in self-
report victim surveys.  If victimization is correlated to the number of adults and children 
in a sampled household in one direction and nonresponse is correlated to similar 
household attributes in the opposite direction, then victimization estimates for these 
groups could be downwardly biased.  Although nothing can be done to change the 
composition of sampled households, steps can be taken to improve the strategies for 
obtaining interviews among respondents living in homes comprised of several adults or 
of several children.  Improving interviewer training is one possible solution.   
  Other correlates to nonresponse that are associated with household attributes are 
evident.  For example, respondents’ age and gender predict nonresponse.  As noted 
during the discussion of finding produced in the second perspective, if men and younger 
respondents systematically refuse to participate in self-report victim surveys conducted 
over multiple waves, estimates produced from victim-surveys will be downwardly biased.  
Attempts should be made to encourage participation among these subpopulations in 
multiple-wave victim surveys.  Otherwise, the validity of victimization estimates like 
those produced by contemporary victim surveys, for certain subgroups of the population, 
is questionable.   
Summary 
Does nonsampling error, produced by respondent fatigue, manifest in 
contemporary self-report victim surveys?  The answer to this seemingly straightforward 
question is, “It depends.”  As the findings of this study collectively demonstrate, it 
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depends on how respondent fatigue is operationalized.  If respondent fatigue is defined in 
terms of response bias (i.e., reported victimization), then there is limited support for the 
argument that it does.  On the other hand, if fatigue is defined in terms of nonresponse 
bias (i.e., non-participation), then the argument that it does is far less convincing.  With 
regard to being defined in terms of nonresponse, it also depends on the degree to which 
available data is able to construct sufficient models to gauge fatigue.  Due to data 
limitations the current research is unable to assess the role that vital components of 
Groves and Couper’s (1998) theory of household nonresponse play in producing 
nonresponse (see Figure 5).  Future research must incorporate information regarding 
interviewers (i.e., interviewer experience, expectations, and demographics) as well as 
information concerning householder-interviewer interactions into models predicting 
nonresponse—if a more complete understanding of fatigue bias (that might manifest in 
terms of nonresponse) is to be realized.  Until then the full effect of respondent fatigue in 
contemporary self-report victim surveys cannot be fully realized. 
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Appendix C: NCVS-551 Rotation Chart 
Form NCVS-551 U.S. DEPARTMENT OF COMMERCE  
(3-10-98) BUREAU OF THE CENSUS  
1998 JAN 11 12 13 14 15 16 11
FEB 21 22 23 24 25 26 21
MAR 31 32 33 34 35 36 31
APR 41 42 43 44 45 46 41
MAY 51 52 53 54 55 56 51
JUNE 61 62 63 64 65 66 61
JULY 12 13 14 15 16 11 12
AUG 22 23 24 25 26 21 22
SEPT 32 33 34 35 36 31 32
OCT 42 43 44 45 46 41 42
NOV 52 53 54 55 56 51 52
DEC 62 63 64 65 66 61 62
1999 JAN 13 14 15 16 11 12 13
FEB 23 24 25 26 21 22 23
MAR 33 34 35 36 31 32 33
APR 43 44 45 46 41 42 43
MAY 53 54 55 56 51 52 53
JUNE 63 64 65 66 61 62 63
JULY 14 15 16 11 12 13 14
AUG 24 25 26 21 22 23 24
SEPT 34 35 36 31 32 33 34
OCT 44 45 46 41 42 43 44
NOV 54 55 56 51 52 53 54
DEC 64 65 66 61 62 63 64
2000 JAN 15 16 11 12 13 14 15
FEB 25 26 21 22 23 24 25
MAR 35 36 31 32 33 34 35
APR 45 46 41 42 43 44 45
MAY 55 56 51 52 53 54 55
JUNE 65 66 61 62 63 64 65
JULY 16 11 12 13 14 15 16
AUG 26 21 22 23 24 25 26
SEPT 36 31 32 33 34 35 36
OCT 46 41 42 43 44 45 46
NOV 56 51 52 53 54 55 56
DEC 66 61 62 63 64 65 66
2001 JAN 11 12 13 14 15 16 11
FEB 21 22 23 24 25 26 21
MAR 31 32 33 34 35 36 31
APR 41 42 43 44 45 46 41
MAY 51 52 53 54 55 56 51
JUNE 61 62 63 64 65 66 61
JULY 12 13 14 15 16 11 12
AUG 22 23 24 25 26 21 22
SEPT 32 33 34 35 36 31 32
OCT 42 43 44 45 46 41 42
NOV 52 53 54 55 56 51 52
DEC 62 63 64 65 66 61 62
January 1998 -- December 2001
NCVS ROTATION CHART
J19 J20 J21Year/Month
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