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Abstract
Deep convolutional neural networks have been
shown to be able to fit a labelling over random
data while still being able to generalize well
on normal datasets. Describing deep convo-
lutional neural network capacity through the
measure of spectral complexity has been re-
cently proposed to tackle this apparent para-
dox. Spectral complexity correlates with GE
and can distinguish networks trained on nor-
mal and random labels. We propose the first
GE bound based on spectral complexity for
deep convolutional neural networks and pro-
vide tighter bounds by orders of magnitude
from the previous estimate. We then investi-
gate theoretically and empirically the insensi-
tivity of spectral complexity to invariances of
modern deep convolutional neural networks,
and show several limitations of spectral com-
plexity that occur as a result.
1 Introduction
Standard deep convolutional architectures have the ca-
pacity to fit a labelling over random noise (Zhang et al.,
2016). At the same time, these same networks gener-
alize well on real image data. This challenges conven-
tional wisdom that the good generalization properties of
deep convolutional neural networks are the result of re-
stricted capacity from implicit regularization though the
use of stochastic gradient descent (SGD) or explicit regu-
larization using dropout and batch normalization (Zhang
et al., 2016). In fact, any measure of model complexity
which is uniform across all functions representable by
a given architecture is doomed to provide contradictory
measurements (Bartlett et al., 2017; Arora et al., 2018;
Neyshabur et al., 2015). A good measure of complex-
ity should allow for high complexity models for difficult
datasets (random noise) and low complexity models for
easier datasets (real images).
Researchers have recently focused on spectral complex-
ity (Bartlett et al., 2017) normalized by the margin. Dif-
ferent techniques include robustness, PAC-Bayes and
Rademacher complexity (Sokolic´ et al., 2016; Bartlett
et al., 2017; Neyshabur et al., 2017a, 2015; Golowich
et al., 2017). Spectral complexity has been shown to
correlate with the generalization error (GE) in a number
of works (Neyshabur et al., 2017b; Bartlett et al., 2017).
For the same network, this measure of model complexity
has high values when the network is trained on data with
random labels and considerably lower values for real la-
bels. The measure can also be linked to the flatness of the
minimum represented by a specific network instantiation
(Wang et al., 2018). Flat minima have been shown empir-
ically to also correlate with better generalization (Keskar
et al., 2016).
Two competing hypotheses. Nevertheless, spectral
complexity based bounds are still vacuous, as demon-
strated empirically by Arora et al. (2018). One possible
explanation for this shortcoming is that, while derived
for general fully connected layers, the bounds are eval-
uated w.r.t. deep convolutional networks whose weights
are significantly more structured. Perhaps due to the non-
trivial correlations between filters, the generalization ca-
pacity of deep convolutional neural networks has been
less studied. Zhou and Feng (2018)1 provide an interest-
ing analysis, but their analysis holds only for sigmoid ac-
tivations, includes complex instance dependent network
quantities that do not lend themselves easily to intuition,
and is ultimately vacuous. A second interesting bound
was proposed by Du et al. (2017), though the latter was
derived for a greatly simplified architecture consisting of
a single layer and convolutional filter.
An alternative hypothesis is that current analyses relying
on spectral complexity-type metrics miss a crucial piece
1whose work was published after our preprint
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of the generalization puzzle. In particular, it is gener-
ally agreed that invariance to symmetries in the data is
a key property of modern deep convolutional neural net-
works and should be exploited to improve existing GE
bounds. Surprisingly, the role of invariances has seen
little attention in the generalization literature: Achille
and Soatto (2018) showed that low information content
in the network weights corresponds to learning invariant
signal representations to various nuisance latent parame-
ters. Their work however does not result in a meaningful
generalization bound. Sokolic et al. (2016) demonstrated
that classifiers that are invariant (to a set of discrete trans-
formations of input signals) can potentially have a much
lower GE than non-invariant ones.
Contributions. This paper aims to shed light into the
limitations of spectral complexity based analyses.
• Aiming to test the first hypothesis, we adapt one
of the most recent spectral complexity based gen-
eralization bounds (Neyshabur et al., 2017a) to the
case of deep convolutional neural networks. Inter-
estingly, despite being orders of magnitude tighter
than the previous estimate, our bound remains vac-
uous.
• To investigate this limitation, we consider the para-
doxical case of locally connected layers, i.e., lay-
ers constructed to have the same support as con-
volutional layers that do not employ weight shar-
ing. Counter-intuitively, we find that these enjoy
the same generalization guarantees as convolutional
layers (up to log factors that are artifacts of the
derivation). Our experiments indicate that crucial
quantities in the bound are tight, pointing to an in-
herent shortcoming of the proof technique.
• We confirm empirically that, though important to
generalization, the bounds in question fail to cap-
ture the invariance properties of convolutional net-
works to data symmetries, such as elastic deforma-
tions and translations. Our experiments suggest that
these conclusions are not unique to our approach,
but apply to spectral complexity based generaliza-
tion bounds in general. We conclude that more re-
search should be conducted in this direction.
Notation. We denote vectors with bold lowercase let-
ters and matrices with bold capital letters. Given two
probability measures P and Q over a set X we de-
fine the Kullback-Leibler divergence as KL(P ||Q) =∫
X
log dPdQdP . We denote with ϕ(x) =
1√
2pi
e−
1
2x
2
the
Gaussian kernel.
Table 1: Notation
symbol meaning
n input image size is n = n1 × n2
fw neural network parameterized by w
k classes
m training set size
d network depth
F set of fully connected layers
C set of convolutional
L set of locally connected layers
W l weigh matrix of l-th layer
ql × ql filter support in l-th convolutional layer
bl output channels in l-th convolutional layer
2 Problem and previous work
Let D be a distribution over samples x and labels y. We
consider the standard classification problem in which a
k-class classifier fw : Rn → Rk parameterized by w is
used to map input vectors x to a k-dimensional vector,
encoding class membership.
We may encode the confidence of the classifier by incor-
porating a dependence on a desired margin γ > 0. Then,
the γ-margin classification loss is defined as
Lγ(fw) := P(x,y)∼D
[
fw(x)[y] ≤ γ + max
j 6=y
fw(x)[j]
]
.
Note that we easily recover the standard classification
loss definition L0(fw) by setting γ = 0. Our objective is
to obtain bounds of the generalization error GE:
L0(fw) ≤ Lˆγ(fw) + GE, (1)
where
Lˆγ(fw) =
m∑
i=1
1{fw(xi)[yi] < maxj 6=yi fw(xi)[j]}
m
is the empirical loss computed over a random training set
of sizem. For easy reference, we summarize some of the
most crucial definitions in Table 1.
Recent advances. A variety of techniques, based on
VC dimension, Rademacher complexity, and PAC-Bayes
type arguments have been employed in the attempt to un-
derstand the generalization error of neural networks. In-
triguingly, in a number of recent works the generaliza-
tion error of a d layer neural network with layer weights
W = {W 1,W 2, . . . ,W d} is expressed as
L0(fw) ≤ Lˆγ(fw) + O˜
(
ΨfRW
γ
√
m
+ Φf
)
, (2)
with terms Ψf and Φf being architecture-dependent and
only RW depending solely on the network weights. The
(a) (b)
Figure 1: Dense vs Convolutional layer: In convolutional layers the weight matrix has a highly sparse banded
structure. We can exploit that to significantly tighten the GE bound.
latter term has been referred to as the spectral complex-
ity of a neural network (Bartlett et al., 2017) and can be
defined as
RW :=
d∏
l=1
||W l||2
(
d∑
l=1
||W l||2F
||W l||22
)1/2
. (3)
To be precise, the aforementioned definition corre-
sponds to the one derived in a PAC-Bayes frame-
work (Neyshabur et al., 2017a) together with Ψf =
d
√
h. In Bartlett et al. (2017) the proposed measure is:
R′W :=
d∏
l=1
||W l||2
(
d∑
l=1
||W>l ||
2/3
2,1
||W l||2/32
)3/2
, (4)
obtained using an involved covering argument. Here,
the network weights are contrasted to some refer-
ence weights W˜ l and the Frobenius norm is substi-
tuted by the (2, 1)-matrix norm defined as ‖X‖2,1 =
‖‖X :,1‖2, . . . , ‖X :,n2‖2‖1 for X ∈ Rn1×n2 . In the
similar works of Bartlett and Mendelson (2002) and
Neyshabur et al. (2015) the authors use the || · ||1,∞ norm
and the || · ||F norm respectively.
Several experiments have shown that spectral complex-
ity generally correlates with the true generalization error
as quantified by held out data. Furthermore it is large
for difficult datasets while it is small for easy datasets.
Intuitively, spectral complexity is related to how robust a
model is when adding noise to its layers. A simple model
will be more robust to noise and can be seen as laying on
a flat minimum; even moving it a way by a large quantity
from the minimum center, the loss will remain approxi-
mately the same.
Nevertheless, it has also been empirically demonstrated
that for standard deep convolutional neural networks
these analyses tend to overestimate the generalization er-
ror by several orders of magnitude (Arora et al., 2018).
The aim of this paper is to test whether this gap between
theory and practice stems from artifacts of the analysis
or from some fundamental limitation of the approach.
Other approaches. There has been a separate line
of work aiming to numerically evaluate non-vacuous
bounds. A key work in this direction was carried out by
Dziugaite and Roy (2017), where the PAC-Bayes bound
was optimized to obtain non-vacuous estimates. Their
work is however limited to small datasets, and is still
far from tight. Stronger results can be obtained by first
compressing the network and then computing a bound on
the remaining parameters (Zhou et al., 2018; Arora et al.,
2018). It is important however to note that, besides be-
ing far from tight, these bounds do not concern the orig-
inal classifier, as a one to one correspondence cannot be
established between the compressed and uncompressed
architectures.
3 Bound for convolutional layers
An obvious shortcoming is that, by being derived
for fully connected layers, norm based generalization
bounds are not specifically adapted to convolutional ar-
chitectures. Our first order of business is thus to under-
stand how much one may gain by explicitly considering
the structure of convolutions in the generalization error
derivation.
To this end, we first aim to tighten the bound of
Table 2: Generalization error bounds for common feed-forward architectures.
LENET-5 ALEXNET VGG-16
NEYSHABUR ET AL. (2017A) O(
√
105
m
) O(
√
107
m
) O(
√
108
m
)
OURS O(
√
104
m
) O(
√
105
m
) O(
√
105
m
)
Neyshabur et al. (2017a) and adapt it to the convolutional
case. Specifically we will improve upon the architecture
dependent constant Ψf . We show that for the case of
convolutional layers the original value of Ψf = d
√
h is
unacceptably high.
Our main result is as follows:
Theorem 3.1. (Generalization Bound). Let fw : Rn →
Rk be a d-layer network, consisting of |C| convolutional
layers, |F| fully-connected layers, and layer-wise ReLU
activations. For any γ, δ > 0, with probability at least
1− δ over the training set of size m we have
L0(fw) ≤ Lˆγ(fw) + O˜
(
BΨf RW
γ
√
m
)
,
with ‖x‖2 ≤ B being a uniform bound on the input vec-
tors, RW is as in (45),
Ψf = q
∑
l∈C
√
bl +
∑
l∈F
√
sl,
terms ql and bl denote respectively the filter support and
number of output channels of the l-th convolutional layer,
and sl counts the number of non-zero entries of the l-th
fully-connected layer.
The theorem associates the generalization capacity of
a deep convolutional neural network to its weights, as
well as to key aspects of its architecture. Interestingly,
there is a sharp contrast between convolutional and fully-
connected layers.
Fully-connected layers, in accordance to previous anal-
yses, exhibit a sample complexity that depends linearly
on the number of neurons—subject to sparsity constrains
that is. For instance, when all layers are sparse with
sparsity s and constant stable-rank, ignoring log factors
our bound implies that m = O˜(d2s) suffice to attain
good generalization. For the same setting, the sample
complexity was determined as m = O˜(d2 max(n1, n2))
by Neyshabur et al. (2017a).
Convolutional layers contribute more mildly to the sam-
ple complexity, with the latter increasing linearly on the
filter support ql and channels bl, but being independent
on the layer input size. A case in point, in a fully convo-
lutional network of d layers, each with constant stable-
rank and bl = b output channels, our bound scales like
O(q2d2b), while previously scaled likeO(n2d2b), which
constitutes a two order of magnitude improvement when
the filter support is q = O(1) (as is usually the case).
To illustrate these differences resulting from Ψf , we con-
duct an experiment on LeNet-5 for the MNIST dataset,
and on AlexNet and VGG-16 for the Imagenet dataset.
We omit term RW ≈ 1 assuming that ||W l||F ≈
||W l||2 ≈ 1, ∀i ∈ {1, ...,K}. We plot the results in
Table 1. We obtain results orders of magnitude tighter
than the previous PAC-Bayesian approach.
An interesting observation its that a original approach es-
timates the sample complexity of VGG-16 to be 1 order
of magnitude larger than AlexNet even though both are
trained on the same dataset (Imagenet) and do not overfit.
By contrast our bound estimates approximately the same
sample complexity for both architectures, even though
they differ significantly is ambient architecture dimen-
sions. We also observe that our bound results in im-
proved estimates when the spatial support of the filters
is small relative to the dimensions of the feature maps.
We observe that for the LeNet-5 architecture where the
size of the support of the filters is big relative to the am-
bient dimension the benefit from our approach is small
as the convolutional layers can be adequately modeled as
dense matrices.
Clearly, the assumption RW ≈ 1 is unrealistic in prac-
tice. For values obtained by trained networks the bounds
presented above are still vacuous by several orders of
magnitude. Some paradoxes resulting from this loose-
ness as well as some possible explanations are explored
in Section 5.
4 Proof outline of Theorem 3.1
We will first present two prior results which will be use-
ful later. We first state a result relating the noise robust-
ness to perturbations of a classifier to the GE, and then
state a result quantifying the perturbation robustness of
general deep neural networks. We then present our re-
sults relating all the above to the convolutional setting.
Let fw be any deterministic predictor (not necessar-
ily a neural network). The following lemma from
Neyshabur et al. (2017a) which introduces the condition
Pu[maxx∈X |fw+u(x)−fw(x)|2 ≤ γ4 ] as a probabilis-
tic bound on the Lipschitz constant of the predictor fw,
and relates it to the generalization error:
Lemma 4.1. Neyshabur et al. (2017a) Let fw(x) :
X ⇒ Rk be any predictor (not necessarily a neural
network) with parameters w, and P be any distribution
on the parameters that is independent of the training
data. Then with probability ≥ 1 − δ over the train-
ing set of size m, for any random perturbation u s.t.
Pu[maxx∈X |fw+u(x)− fw(x)|2 ≤ γ4 ] ≥ 12 , we have
L0(fw) ≤ Lˆγ(fw) +O(
√
KL(w + u||P ) + ln 6mδ
m− 1 )
(5)
where γ, δ > 0 are constants.
There is a trade-off between the condition
Pu[maxx∈X |fw+u(x) − fw(x)|2 ≤ γ4 ] ≥ 12 and
the KL term in the right hand side of the above in-
equality. The KL term is inversely proportional to the
variance of the noise u. Therefore one would want to
maximize the variance of the noise, however the distance
maxx∈X |fw+u(x) − fw(x)|2 can potentially grow
unbounded with high probability for high enough values
of the variance.
Characterizing the condition Pu[maxx∈X |fw+u(x) −
fw(x)|2 ≤ γ4 ] ≥ 12 entails understanding the sensitiv-
ity of our deep convolutional neural network classifier
on random perturbations. To that end, we review here a
useful perturbation bound from Neyshabur et al. (2017a)
on the output of a general deep neural network:
Lemma 4.2. (Perturbation Bound). For any B, d > 0,
let fw : XB,n ⇒ Rk be a d-layer network with ReLU
activations.. Then for anyw, and x ∈ XB,n, and pertur-
bation u = vec({U l}di=1) such that ||U l||2 ≤ 1d ||W l||2,
the change in the output of the network can be bounded
as follows
|fw+u(x)− fw(x)|2 ≤ e2Bβ˜d−1
∑
l
||U l||2 (6)
where e, B and β˜d−1 are considered as constants after
an appropriate normalization of the layer weights.
We note that correctly estimating the spectral norm of the
perturbation at each layer is critical to obtaining a tight
bound. Specifically, if we exploit the structure of the per-
turbation we can increase significantly the variance of the
added perturbation for which Pu[maxx∈X |fw+u(x) −
fw(x)|2 ≤ γ4 ] ≥ 12 . holds.
The analysis for the convolutional case is difficult due to
the fact that the noise per pixel is not independent. We
defer the proof to the appendix and omit log parameters
for clarity. We obtain the following lemma:
Lemma 4.3. Let U ∈ Rd2×d1 be the perturbation ma-
trix of a 2d convolutional layer with a input channels, b
output channels, convolutional filters φ ∈ Rq×q and fea-
ture maps F ∈ RN×N . Then if we vectorize the convo-
lutional filter weights and add a vectorized noise vector
u such that u ∼ N (0, σ2Iabq2) with probability greater
than 1− T
||U ||2 ≤ σ(q[
√
a+
√
b] +
√
2 log(
2N2
T
)). (7)
We see that the spectral norm of the noise is independent
of the dimensions of the latent feature maps. The spectral
norm is a function of the root of the filter support q, the
number of input channels a and the number of output
channels b.
We now proceed to find the maximum value of the vari-
ance parameter σ2 that balances the noise sensitivity
with the KL term dependence. We present the follow-
ing lemma:
Lemma 4.4. (Perturbation Bound). For any B, d > 0,
let fw : XB,n ⇒ Rk be a d-layer network with ReLU ac-
tivations and we denote C the set of convolutional layers
and D the set of fully connected layers. Then for any w,
and x ∈ XB,n, and a perturbation for u ∼ N (0, σ2I),
for any γ > 0 with
σ =
γ
42Bβ˜d−1[
∑
l∈C Kl +
∑
l∈D Jl]
(8)
we have
Pu[max
x∈X
|fw+u(x)− fw(x)|2 ≤ γ
4
] ≥ 1
2
(9)
where e, B, β˜d−1 are considered as constants after an
appropriate normalization of the layer weights
Kl = ql{√al +
√
bl +
√
2 log(4N2l d)} (10)
and
Jl = ql{2√sl +
√
2 log(2d)}. (11)
Theorem 3.1 follows directly from calculating the KL
term in Lemma 2.1 by noting thatw+u ∼ N (w, σ2I),
P ∼ N (0, σ2I), and that then KL(w + u||P ) ≤ |w|22σ2 .
5 Limitations of spectral norm based
bounds
The improvement we attained by taking into account the
structure of convolutional layers, though significant, still
falls short from explaining why deep convolutional neu-
ral networks are able to generalize beyond the training
(a) (b)
Figure 2: Locally connected layer: a) The layer has n1×n2 more parameters compared to the convolutional case. b)
Our PAC-Bayes bound depends on calculating the concentration around a mean E||U ||2 value of the spectral norm of
the noise matrix at each layer. We show that our estimation of this mean value is tight for both the convolutional and
the locally connected case.
set—the bounds are too pessimistic. In the following, we
argue that this is not a shortcoming unique to our analysis
but an inherent limitation of spectral complexity-based
measures for generalization.
5.1 Are we still counting parameters?
We start by observing that spectral complexity-based
measures feature a strong dependence on the B-
stable rank of the weight matrices involved, given by
σB(W `) = ‖W l‖2B/‖W l‖22, where B stands for a
generic norm, such as the Frobenius norm inRW and the
(2, 1) norm in R′W (see respectively (45) and (4)) (Arora
et al., 2018). The stable rank gives a robust estimate of
the degrees of freedom of a matrix: roughly, an n1 × n2
matrix W with constant stable rank has O(n1 + n2) de-
grees of freedom, instead of O(n1n2) as usual.
This interpretation should give us a pause for thought.
Based on this interpretation, bounds based on spectral
complexity (and incorporating theB-stable rank), appear
to be sophisticated parameter counting techniques, able
to adapt to different neural network realizations. As such
they should in principle not be able to capture the com-
plex interactions between data symmetries and CNN in-
variance to these symmetries. However, these network
invariances are thought to play a key role in simplify-
ing the classification problem and beating the curse of
dimensionality (Mallat, 2016).
To demonstrate this paradox, in the following we will
consider locally connected layers, which have the same
sparsity structure as convolutional layers but don’t use
weight sharing. Surprisingly, despite not exploiting the
translation symmetries inherent to natural images, from
the perspective of spectral complexity these layers have
the same generalization capacity as convolutional layers.
5.1.1 The paradox of locally connected layers
Locally connected layers have a sparse banded structure
similar to convolutions, with the simplifying assumption
that the weights of the translated filters are not shared.
The weight matrix is exemplified in Figure 2a for the
case of one-dimensional convolutions. While this type
of layer is not used in practice, it allows us to isolate the
effect of sparsity on the generalization error.
We prove the following:
Theorem 5.1. Let fw : Rn → Rk be a d-layer net-
work, consisting of |L| locally-connected layers, |F|
fully-connected layers, and layer-wise ReLU activations.
For any γ, δ > 0, with probability at least 1− δ over the
training set of size m we have
L0(fw) ≤ Lˆγ(fw) + O˜
(
BΨf RW
γ
√
m
)
,
with ‖x‖2 ≤ B being a uniform bound on the input vec-
tors, RW is as in (45),
Ψf = q
∑
l∈C
√
bl +
∑
l∈F
√
sl,
terms ql and bl denote respectively the filter support and
number of output channels of the l-th locally connected
(a) (b)
Figure 3: a) GE and Metric for the all datasets: We see that the metric correlates with the GE. The two quantities
are on different scales, so we omit them. b) GE vs Metric for the Normal, Translated, and Elastic datasets: We see
that for the same metric values the deep convolutional neural network shows lower GE values for the translation and
elastic datasets.
layer, and sl counts the number of non-zero entries of the
l-th fully-connected layer.
The analysis is similar to the case of convolutional layers
but is quite simpler as we can readily apply results for
the spectral norm of sparse matrices. We defer the proof
to the appendix.
Our bound is based on the following result, and an identi-
cal proof technique as in the case of convolutional layers:
Lemma 5.2. LetU ∈ Rd2×d1 be the perturbation matrix
of a 2d locally connected layer with a input channels,
b output channels, filters φ ∈ Rq×q and feature maps
F ∈ RN×N . Then if non-zero elements follow U i,j ∼
N (0, σ2), with probability greater than 1− T
||U ||2 ≤ O(σ(q[
√
a+
√
b] +
√
2 log(
1
T
))). (12)
The spectral norm of the noise is, up to log parameters
that are artifacts of the calculations, independent of the
dimensions of the latent feature maps, and the ambient
layer dimensionality. The spectral norm is a function
of the root of the filter support q, the number of input
channels a and the number of output channels b. Our
derivation is based on the implicit sparsity of the locally
connected layers and relies on counting the number of
non-zero elements along the input and output layer axes.
We note also that Equation 7 is identical to Equation 6 if
we substitute 2
√
s = q[
√
a+
√
b].
Surprisingly, the obtained bounds are identical up to log
factors that are artifacts of the derivation. In the next sub-
section we investigate empirically the critical quantity in
our bound, the expected spectral norm of the layer noise
E[||U ||2] for the convolutional and the locally connected
case, and find that it is tight. We argue that this points to
inherent limitations in the proof technique.
5.1.2 Empirical investigation of tightness
Corollary 3.0.1, Lemma 3.1 and Lemma 3.2 represent
concentration bounds around an expected value. We
test our concentration bounds by computing theoretically
and empirically the expected value of the spectral norm
||U ||2 for synthetic data. We assume 1d signals, filters
φ ∈ R9, feature maps F ∈ R100, a input channels, b
output channels and calculate the spectral norm ||U ||2.
We increase the number of input and output channels as-
suming that a˜ = a = b. To find empirical estimates
we average the results over N = 100 iterations for each
choice of a˜. We plot the results in Figure 2b. We see that
the theoretical and empirical estimates for the expected
value deviate by some log factors. This is more clear in
the case of locally connected layers (blue lines). How-
ever the bounds correctly capture the growth rate of the
expected value of the spectral norm ||U ||2 as the param-
eters a, b increase. Furthermore the empirical estimates
validate the prediction that the norm ||U ||2 will be less
concentrated around the mean for the true convolutional
layer.
5.2 Insensitivity of spectral complexity to data
manifold symmetries
We conduct experiments to explore hidden variables that
might not be captured by the spectral complexity term.
We conjecture that spectral complexity based bounds do
not account for invariances to different symmetries in
(a) (b)
Figure 4: Varying the percentage of translations: We split our dataset into two parts. One contains images that form
a base space. The second contains images that are translations of the base space. The percentage values indicate the
percentage of the base space a) We see that as we increase the number of translations (decrease the percentage of the
base space) the slopes of the GE curves decrease and we tend to have lower GE for the same metric values. b) We
plot the GE vs % of Normal Datapoints. We see that the percentage of normal datapoints, correlates with the GE for
constant metric values. This indicates a hidden variable not captured by the spectral complexity.
the data. We aim to test this idea by increasing the
amount of two simple non-linear transformations to the
data, namely translations and elastic deformations. Deep
convolutional neural networks have been shown formally
to be invariant to translations and stable to deforma-
tions (Mallat, 2016; Wiatowski and Bo¨lcskei, 2018). We
note however that deep convolutional neural networks,
are invariant to much more complex non-linear trans-
formations on the data, such as adding sunglasses to
faces(Radford et al., 2015).
In all following expriments we used the following archi-
tecture:
input→ 32C3→ MP2
→ 64C3→ MP2→ 10FC→ output (13)
, where iCj denotes a convolutional layer with i output
channels and j×j filter support, iFC denotes a fully con-
nected layer with i outputs, and MPi denotes the max-
pooling operator with pooling size of i. The total number
of parameters is 42, 442.
5.2.1 Invariance to symmetries affects
generalization
We first create three different version of the CIFAR-10
dataset. a) The first control version consist of 10000
training images and 10000 test images sampled ran-
domly from the CIFAR-10 dataset. b) The second “trans-
lated” version is constructed by taking 5000 training im-
ages and 5000 test images sampled randomly from the
CIFAR-10 dataset. These “base” sets are then augmented
separately with another 5000 images that are random
translations of the originals. c) The third “elastic” ver-
sion is constructed similarly to the “translated” version,
however the “base” sets are augmented with images that
are random elastic deformations of the originals.
We train using SGD a deep convolutional neural network
on each of the above datasets and calculate the GE and
the spectral complexity metric RW defined in (45) at the
end of each epoch. To confirm that these results were not
specific to the Frobenius norm, but also representative
of other spectral complexity definitions, we repeated the
experiment also with the (2,1)-norm metric R′W defined
in (4). The results were consistent with those presented
here; they are deferred to the appendix for completeness.
As a sanity check, we confirm in Figure 3a that the GE
and the metric correlate during training (though lying on
different scales).
Figure 3b plots the GE as a function of the metric for
all three datasets, with markers corresponding to results
for different epochs. It is important to compare GE val-
ues for the same spectral complexity as this highlights a
hidden variable along which the GE varies, and which is
not captured by spectral complexity. We see that for the
same metric value the deep convolutional neural network
exhibits different GE for the different dataset versions.
The network is able to exploit it’s translation invariance
and deformation stability to obtain a lower GE compared
to the normal dataset. Intuitively by replacing part of the
variation in the data manifold with variations to which
the network is invariant, we are simplifying the mani-
fold for the deep convolutional neural network improv-
ing the GE (even though the complexity of the classifier
(a) (b)
Figure 5: Varying the percentage of elastic deformations: We split our dataset into two parts. One contains images
that form a base space. The second contains images that are elastic deformations of the base space. The percentage
values indicate the percentage of the base space a) We see that as we increase the number of elastic deformations
(decrease the percentage of the base space) the slopes of the GE curves decrease and we tend to have lower GE
for the same metric values. b) We plot the GE vs % of Normal Datapoints. We see that the percentage of normal
datapoints, correlates with the GE for constant metric values. This indicates a hidden variable not captured by the
spectral complexity.
according to the spectral complexity is the same). We
furthermore observe that the deep convolutional neural
network is more robust to translations compared to elas-
tic deformation, as it obtains improved GE for former for
the same metric values.
5.2.2 Delving deeper into invariances
This section explores further the limitation of spectral
complexity to data symmetries. Specifically, we create a
number of datasets where we vary the percentage of aug-
mentations. We start from datasets that have 100% nor-
mal samples and gradually lower that percentage to 50%
by adding augmentations. We create two sets: one for
augmentations using translations and one for augmenta-
tions using elastic deformations. We train using SGD a
deep convolutional neural network on these datasets and
calculate after each epoch the GE and the spectral com-
plexity metric.
We plot the results in Figures 11 and 5. We see that, for
both the translated and elastic datasets, more augmen-
tations result in GE curves that have gradually smaller
slopes. Thus, for the same metric, the GE decreases as
the number of augmentations increases. Alternatively,
we can fix a metric value and plot the GE vs the percent-
age of normal data-points. We plot the results in Fig-
ures 11a and 5a. We see that for fixed metric values the
percentage of normal data-points, i.e., ones that are not
slight translations or deformations of others, correlates
with the GE. We conclude that spectral complexity has
limitations as it does not account for variations in the
data manifold. Incorporating the geometry of the data
manifold in future measures of complexity will improve
their predictive abilities.
6 Discussion
We have presented new PAC-Bayes generalization
bounds for deep convolutional neural networks, that are
orders of magnitude tighter than the previous estimate.
We then explored several limitations of spectral com-
plexity as measure for generalization performance. We
applied our technique on locally connected layers and
showed that they are indistinguishable from convolu-
tional layers under the current proof technique, which
is not true in practice. We furthermore explored the in-
sensitivity of spectral complexity to invariances of deep
convolutional neural networks. Our findings suggest that
incorporating the data structure in generalization bounds
should improve their predictive ability.
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Appendix
Concentration of measure
In the derivations below we will rely upon the following useful theorem for the concentration of the spectral norm of
sparse random matrices
Theorem 1.1. Bandeira et al. (2016) Let A be a d2 × d1 random rectangular matrix with Aij = ξijψij where
{ξij : 1 ≤ i ≤ d2, 1 ≤ j ≤ d1} are independent N (0, 1) random variables and {ψij : 1 ≤ i ≤ d2, 1 ≤ j ≤ d1} are
scalars. Then
P(||A||2 ≥ (1 + ){σ1 + σ2 + 5√
log(1 + )
σ∗
√
log(max(d2, d1)) + t}) ≤ e−t2/2σ2∗ (14)
for any 0 ≤  ≤ 1/2 and t ≥ 0 with
σ1 := max
i
√∑
j
ψ2ij σ2 := max
i
√∑
j
ψ2ij σ∗ := max
ij
|ψij |. (15)
In the following we will use the same numbering for Theorems and Lemmas as in the main paper. Theorems and
Lemmas unique to the appendix will be numbered with a prefix corresponding to the section where the theorem is
introduced and suffix with a corresponding number.
A. Fully Connected Layers
Lemma A.1. LetU ∈ Rd2×d1 be the perturbation matrix of a fully connected layer with with row and column sparsity
equal to s. Then if non-zero elements follow U i,j ∼ N (0, σ2), with probability greater than 1− T
||U ||2 ≤ O(σ(2
√
s+
√
2 log(
1
T
))). (16)
Proof. Foru ∼ N (0, I) we need define an index function that allows a Gaussian random noise variable at the locations
where the original dense layer is non-zero.
We assume that ψij = 1 when U ij 6= 0 and is zero otherwise, and get the result trivially from Therorem 7.1. We can
extend the result to σ > 0 by considering that ||σU l||2 = σ||U l||2.
B. Locally Connected Layers
Lemma 5.2. Let U ∈ Rd2×d1 be the perturbation matrix of a 2d locally connected layer with a input channels, b
output channels, filters φ ∈ Rq×q and feature maps F ∈ RN×N . Then if non-zero elements follow U i,j ∼ N (0, σ2),
with probability greater than 1− T
||U ||2 ≤ O(σ(q[
√
a+
√
b] +
√
2 log(
1
T
))). (17)
Proof. We will consider first the case u ∼ N (0, I). A convolutional layer is characterised by it’s output channels. For
each output channel each input channel is convolved with an independent filter resulting in a set of feature maps. For
each output channel these featuremaps are then summed together. We consider locally connected layers, i.e. the layers
are banded but the entries are independent and there is no weight sharing. For the case of one dimensional signals the
implied structure is plotted in Figure 2a.
Similar to Lemmma A.1 we assume that ψij = 1 when U ij 6= 0 and is zero otherwise. We need to evaluate σ1 :=
maxi
√∑
j ψ
2
ij , σ2 := maxj
√∑
i ψ
2
ij and σ∗ := maxij |ψij | for a matrix like the one in Figure 2a.
(a) σ1 := maxi
√∑
j ψ
2
ij (b) σ2 := maxj
√∑
i ψ
2
ij
Figure 6: σ1 and σ2
Figure 7: Possible shifts with overlap: With blue we plot a 2d filter f ∈ R3×3 and 3 filters f ∈ R3×3 that overlap with
it’s bottom right pixel. In purple we plot the box denoting the boundaries of the set of all shifted filters that overlap
with the bottom right pixel.
We plot what these sums represent in Figures 1 a,b. For σ1 we can find an upper bound, by considering that the sum
for a given filter and a given pixel location represents the maximum number of overlaps for all 2d shifts. For the case
of 2d this is q2, equal to the support of the filters. We plot these shifts in Figure 2. We also need to consider that there
are a input channels. We then get
σ1 := max
i
√∑
j
ψ2ij =
√∑
a
∑
q2
12 =
√
aq2 = q
√
a (18)
For σ2 each column in the matrix represents a concatenation of convolutional filters f ∈ Rq×q . The support of the
filters is q2 and there are b filters stacked on top of eachother, corresponding to the b output channels. Then it is straight
forward to derive that
σ1 := max
i
√∑
j
ψ2ij =
√∑
b
∑
q2
12 =
√
bq2 = q
√
b (19)
Furthermore trivially σ∗ = 1 and when σ > 0 we can get the result by considering that ||σU l||2 = σ||U l||2.
C. Convolutional Layers
Lemma 4.3. Let U ∈ Rd2×d1 be the perturbation matrix of a 2d convolutional layer with a input channels, b output
channels, convolutional filters φ ∈ Rq×q and feature maps F ∈ RN×N . Then if we vectorize the convolutional filter
weights and add a vectorized noise vector u such that u ∼ N (0, σ2Iabq2) with probability greater than 1− T
||U ||2 ≤ σ(q[
√
a+
√
b] +
√
2 log(
2N2
T
)). (20)
Proof. We consider noise filters f ∈ Rq×q and feature maps F ∈ RN×N . We define the convolutional noise operator
from input channel j to output channel i in the spatial domain as Aij ∈ RN2×N2 and in the frequency domain
as A˜
ij ∈ CN2×N2 and we denote the Fourier transform matrix as F ∈ CN2×N2 . Each convolutional operator
corresponds to one convolutional noise filter f ij ∈ Rq×q . We can now define the structure of the 2d convolutional
noise matrix U . Given a input channels and b output channels the noise matrix U is structured as
U =
A
00 ... A0a
...
. . .
...
Ab0 ... Aba
 (21)
were for all b output channels the signal’s a input channels are convolved with independent noise filters and the results
of these convolutions are summed up.
By exploiting the unitary-invariance property of the spectral norm we transform this matrix into the Fourier domain to
obtain
||U ||2 = ||(Ib ⊗ F T )

A˜
00
... A˜
0a
...
. . .
...
A˜
b0
... A˜
ba
 (Ia ⊗ F )||2
= ||

A˜
00
... A˜
0a
...
. . .
...
A˜
b0
... A˜
ba
 ||2
= ||
B˜0 ... 0... . . . ...
0 ... B˜N2
 ||2
(22)
, where we have used the fact that the matrices A˜
ij
are diagonal and a concatenation of diagonal matrices can always
be rearranged into block diagonal form. In our case we have defined blocks
B˜n =
λ
00
n . . . λ
0a
n
...
. . . . . .
λb0n . . . λ
ba
n
 (23)
with entries
λijn = λ
ij
n1,n2 =
q−1∑
k1=0
q−1∑
k2=0
e−2pii(
k1n1
q +
k2n2
q )f ijk1,k2
=
q−1∑
k1=0
q−1∑
k2=0
cos(2pi(
k1n1
q
+
k2n2
q
))f ijk1,k2 + i
q−1∑
k1=0
q−1∑
k2=0
sin(2pi(
k1n1
q
+
k2n2
q
))f ijk1,k2
(24)
(a) (b)
Figure 8: Concatenation of diagonal matrices: We see that the concatenation of diagonal matrices can be always
rearranged into a block diagonal matrix.
where n1,n2 are the frequency coordinates. In this way the nth block B˜n corresponds to the nth frequency components
from the fourier transforms of all f ij ∀i ∈ {1, ..., b},∀i ∈ {1, ..., a} filters.
We will also need the matrices Re(B˜n) and Im(B˜n)
Re(B˜n) =
Re(λ
00
n ) . . . Re(λ
0a
n )
...
. . . . . .
Re(λb0n ) . . . Re(λ
ba
n )
 , Im(B˜n) =
Im(λ
00
n ) . . . Im(λ
0a
n )
...
. . . . . .
Im(λb0n ) . . . Im(λ
ba
n )
 (25)
The entries of these matrices have the following distributions
Re(λijn ) ∼ N (0, σ2re,n) ∼ N (0,
q−1∑
k1=0
q−1∑
k2=0
cos2(2pi(
k1n1
q
+
k2n2
q
))
Im(λijn ) ∼ N (0, σ2im,n) ∼ N (0,
q−1∑
k1=0
q−1∑
k2=0
sin2(2pi(
k1n1
q
+
k2n2
q
))
(26)
where we have used the fact that f ijk1,k2 are i.i.d Gaussian.
We have now turned our initial problem into a form that lends itself more easily to a solution. Our original matrix has
been turned into block diagonal form and each block can be split into real and imaginary parts that have independent
gaussian entries, we note however that blocks are not independent of eachother. We will now derive a concentration
bound on the original matrix by using the fact that the spectral norm of a block diagonal matrix is equal to the maximum
of the spectral norms of the individual blocks.
We can write the following inequalities
P(||U ||2 ≤ ) = P(
⋂
n
{||B˜n||2 ≤ }) ≥ P(
⋂
n
{||Re(B˜n)||2 + ||Im(B˜n)||2 ≤ }) (27)
by setting  = maxn(n) and n arbitrary constants we can furthermore write
P(||U ||2 ≤ max
n
(n))
≥ P(
⋂
n
{||Re(B˜n)||2 + ||Im(B˜n)||2 ≤ max
n
(n)})
≥ P(
⋂
n
{||Re(B˜n)||2 + ||Im(B˜n)||2 ≤ n})
≥ P(
⋂
n
[{||Re(B˜n)||2 ≤ n,re} ∩ {||Im(B˜n)||2 ≤ n,im}])
≥ 1−
N2∑
n=1
[Tn,re + Tn,re]
(28)
where in line 4 we set n = n,re + n,im and in line 5 we used a union bound and assumed that P(||Re(B˜n)||2 ≥
n,re) ≤ Tn,re and P(||Im(B˜n)||2 ≥ n,im) ≤ Tn,im for positive constants {n,re, n,im, Tn,re, Tn,im} ∈ R+.
We will now calculate concentration inequalities for the individual blocks Re(B˜n) and Im(B˜n), turning the general
formula we have derived into a specific one for our case. To do that we first apply the following concentration
inequality by Vershynin (2010)
Theorem C.1. Let A be an N × n matrix whose entries are independent Gaussian random variables with variance
σ2. Then for every t ≥ 0
P(||A||2 ≥ σ(
√
N +
√
n+
√
2 ln(
1
T
))) ≤ T (29)
on the matrices Re(B˜n) and Im(B˜n). We obtain the following concentration inequalities
P(||Re(B˜n)||2 ≥ σre,n(
√
a+
√
b+
√
2 ln(
1
Tn,re
))) ≤ Tn,re
P(||Im(B˜n)||2 ≥ σim,n(
√
a+
√
b+
√
2 ln(
1
Tn,im
))) ≤ Tn,im
(30)
We then make the following calculations which will prove usefull
max
n
[σre,n + σim,n] = max
n
[
√√√√ q−1∑
k1=0
q−1∑
k2=0
cos2(2pi(
k1n1
q
+
k2n2
q
)
+
√√√√ q−1∑
k1=0
q−1∑
k2=0
sin2(2pi(
k1n1
q
+
k2n2
q
)]
≤
√√√√ q−1∑
k1=0
q−1∑
k2=0
1
2
+
√√√√ q−1∑
k1=0
q−1∑
k2=0
1
2
=
2√
2
q ≤ 1.5q
(31)
since
∂
∂θl
(
√∑
i
sin2(θl) +
√∑
i
cos2(θl)) =
1
2
2 cos(θl) sin(θl)
| sin(θl)| −
1
2
2 cos(θl) sin(θl)
| cos(θl)|
sin(θl) cos(θl)
| sin(θl)|| cos(θl)| (| cos(θl)| − | sin(θl)|) = 0
(32)
which implies
cos(θl) = sin(θl) = ± 1√
2
. (33)
We can now substitute Tn,re = Tn,im = T/(2N2), ∀n ∈ {1, ..., N2} in equation 17. We get
P(||U ||2 ≤ max
n
(n))
= P(||U ||2 ≤ max
n
[(σre,n + σim,n)(
√
a+
√
b+
√
2 ln(
2N2
T
))])
= P(||U ||2 ≤ 1.4q(
√
a+
√
b+
√
2 ln(
2N2
T
)))
≥ 1−
N2∑
n=1
[Tn,re + Tn,im]
= 1−
N2∑
n=1
[
T
2N2
+
T
2N2
] = 1−
N2∑
n=1
T
N2
= 1− T
(34)
which implies the desired result.
D. Detailed proof of Theorem 3.1
We now expand on the PAC-Bayes framework of McAllester (1999).
Theorem D.1. (PAC-Bayes Theorem) Specifically let fw be any predictor (not necessarily a neural network) learned
from the training data and parameterized byw. We assume a prior distribution P over the parameters which should be
a proper Bayesian prior and cannot depend on the training data. We also assume a ”posterior” Q over the predictors
of the form fw+u, where u is a random variable which can have any distribution. Then with probability at least 1− δ
we get
Eu[L0(fw+u)] ≤Eu[Lˆ0(fw+u)]
+O(
√
2KL(w + u||P ) + ln 2mδ
m− 1 ).
(35)
Notice that the above gives a generalization result over a distribution of predictors.
We now restate a usefull lemma which can be used to give a generalization result for a single predictor instance.
Lemma 4.1. Neyshabur et al. (2017a) Let fw(x) : X ⇒ Rk be any predictor (not necessarily a neural network)
with parameters w, and P be any distribution on the parameters that is independent of the training data. Then with
(a) σ = 2 (b) σ = 5
Figure 9: DKL(P ||Q) with p(x) = 1√2piσ2 e
− x2
2σ2 and q(x) = 1√
2piσ2
e−
(x−4)2
2σ2 : By definition the KL divergence of the
two distributions is the integral of the red curve. We see that as the variance increases the KL divergence between the
two distributions decreases.
probability ≥ 1 − δ over the training set of size m, for any random perturbation u s.t. Pu[maxx∈X |fw+u(x) −
fw(x)|2 ≤ γ4 ] ≥ 12 , we have
L0(fw) ≤ Lˆγ(fw) +O(
√
KL(w + u||P ) + ln 6mδ
m− 1 ) (36)
where γ, δ > 0 are constants.
Contrary to Theorem D.1 Lemma 4.1 links the empirical risk Lˆγ(fw) of the predictor to the true risk L0(fw), for
a specific predictor and not a posterior distribution of predictors. We have also moved to using a margin γ based
loss. The perturbation u quantifies how the true risk would be affected by choosing a bad predictor. The condition
Pu[maxx∈X |fw+u(x) − fw(x)|2 ≤ γ4 ] ≥ 12 can be interpreted as choosing a posterior with small variance, suffi-
ciently concentrated around the current empirical estimate w, so that we can remove the randomness assumption with
high confidence.
How small should we choose the the variance of u? The choice is complicated because the KL term in the bound is
inversely proportional to the variance of the perturbation (Figure 4). Therefore we need to find the largest possible
variance for which our stability condition holds.
Let β = (
∏d
i=0 ||W l||2)1/d and consider a network with the normalized weights W˜ l = β||W l||2wl. Due to the
homogeneity of the ReLu and Max-Pooling, we have that for feedforward neural networks with ReLu activations
fw˜ = fw and so the (empirical and the expected) loss (including margin loss) is the same for w˜ = w. We can also
verify that (
∏d
i=0 ||wl||2) = (
∏d
i=0 ||W˜ l||2) and ||wl||F||wl||2 =
||W˜ l||F
||W˜ l||2 , and so the excess error in the Theorem statement
is also invariant to this transformation. It is therefore sufficient to prove the Theorem only for normalized weights w˜,
and hence we assume w.l.o.g. that the spectral norm is equal across layers, i.e. for any layer i, ||wl||2.
The prior cannot depend on the learned predictor w or it’s norm, we will set σ based on an approximation β˜ For
each value of β˜ on a pre-determined grid, we will compute the PAC-Bayes bound, establishing the generalization
guaranteee for all w for which |β − β˜| ≤ 1dβ, and ensuring that each relevant value of β is covered by some β˜ on the
grid. We will then take a union bound over all β˜ on the grid. In the previous we have considered a fixed β˜ and the w
for which |β − β˜| ≤ 1dβ, and hence 1eβd−1 ≤ β˜d−1 ≤ eβd−1.
Characterizing the condition Pu[maxx∈X |fw+u(x)−fw(x)|2 ≤ γ4 ] ≥ 12 entails understanding the sensitivity of our
classifier on random perturbations. To that end, we review here a usefull perturbation bound from Neyshabur et al.
(2017a) on the output of a DNN:
Lemma 4.2. (Perturbation Bound). For any B, d > 0, let fw : XB,n ⇒ Rk be a d-layer network with ReLU
activations.. Then for any w, and x ∈ XB,n, and perturbation u = vec({U l}dl=1) such that ||U l||2 ≤ 1d ||W l||2, the
change in the output of the network can be bounded as follows
|fw+u(x)− fw(x)|2 ≤ e2Bβ˜d−1
∑
l
||U l||2 (37)
where e, B and β˜d−1 are considered as constants after an appropriate normalization of the layer weights.
We note that correctly estimating the spectral norm of the perturbation at each layer is critical to obtaining a tight
bound. Specifically if we exploit the structure of the perturbation we can increase significantly the variance of the
added perturbation for which our stability condition holds.
We need to find the maximum variance for which
Pu[max
x∈X
|fw+u(x)− fw(x)|2 ≤ γ
4
] ≥ 1
2
.
For this we will use lemmas 4.3 and A.1 which bound the spectral norm of the noise at each convolutional layer and
sparse fully connected layer respectively.
Lemma 4.4. (Perturbation Bound). For any B, d > 0, let fw : XB,n ⇒ Rk be a d-layer network with ReLU
activations and we denote C the set of convolutional layers and F the set of fully connected layers. Then for any w,
and x ∈ XB,n, and a perturbation for u ∼ N (0, σ2I), for any γ > 0 with
σ =
γ
42Bβ˜d−1[
∑
l∈CKl +
∑
l∈F Jl]
(38)
we have
Pu[max
x∈X
|fw+u(x)− fw(x)|2 ≤ γ
4
] ≥ 1
2
(39)
where e, B, β˜d−1 are considered as constants after an appropriate normalization of the layer weights
Kl = ql{√al +
√
bl +
√
2 log(4N2i d)} (40)
and
Jl = ql{2√sl +
√
2 log(2d)}. (41)
Proof. We denote C the set of convolutional layers, F the set of fully connected layers and assume |C| + |F| = d
where d is the total number of layers. We define events ||U l||2 ≤ 2√sl +
√
2 log(2d) for the fully connected layers
and ||U l||2 ≤ ql{√al +
√
bl +
√
2 log(4N2i d)} for the convolutional layers. We then assume that the probability
for each of the |F| and |C| events is upper bounded by 12d . We set Kl = ql{
√
al +
√
bl +
√
2 log(4N2i d)} and
Jl = {2√sl +
√
2 log(2d)} and take a union bound over the above events. After some calculations we obtain
P(
∑
i
||U l||2 ≤ σ[
∑
l∈C
Kl +
∑
l∈F
Jl]) ≥ 1− (
∑
l∈C
1
2d
+
∑
l∈F
1
2d
) = 1− 1
2
=
1
2
. (42)
We are then ready to apply our result directly to Lemma 4.2. We calculate that with probability ≥ 12
|fw+u(x)− fw(x)|2 ≤ e2Bβ˜d−1
∑
l
||U l||2
≤ σe2Bβ˜d−1[
∑
l∈C
Kl +
∑
l∈F
Jl].
(43)
We have now found a bound on the perturbation at the final layer of the network as a function of σ with probability
≥ 12 . What remains is to find the specific value of σ such that |fw+u(x)− fw(x)|2 ≤ γ4 . We calculate
|fw+u(x)− fw(x)|2 ≤ γ
4
⇒ σe2Bβ˜d−1[
∑
l∈C
Kl +
∑
l∈F
Jl] ≤ γ
4
⇒ σ ≤ γ
42Bβ˜d−1[
∑
l∈CKl +
∑
l∈F Jl]
.
(44)
We can now calculate the KL term in Lemma 4.1 by noting that w+u ∼ N (w, σ2I), P ∼ N (0, σ2I), and that then
KL(w + u||P ) ≤ |w|22σ2 . We get that for any β˜, with probability ≥ 1− δ and for all w such that, |β − β˜| ≤ 1dβ:
L0(fw) ≤ Lˆγ(fw) + O˜
(
BΨf RW
γ
√
m
)
,
with ‖x‖2 ≤ B being a uniform bound on the input vectors and:
Ψf = q
∑
l∈C
√
bl +
∑
l∈F
√
sl,
RW :=
d∏
l=1
||W l||2
(
d∑
l=1
||W l||2F
||W l||22
)1
2
. (45)
Finally we need to take a union bound over different choices of β˜. Let us see how many choices of β˜ we need
to ensure we always have β˜ in the grid s.t. |β − β˜| ≤ 1dβ. We only need to consider values of β in the range
( γ2B )
1/d ≤ β ≤ (γ
√
m
2B )
1/d. For β outside this range the theorem statement holds trivially: Recall that the LHS of the
theorem statement, L0(fw) is always bounded by 1. If βd < γ2B , then for any x, |fw(x)| ≤ βdB ≤ γ/2 and therefore
Lγ = 1. Alternatively, if βd >
γ
√
m
2B , then the second term in equation 22 is greater than one. Hence, we only need
to consider values of β in the range discussed above. Since we need β˜ to satisfy |β − β˜| ≤ 1dβ ≤ 1d ( γ2B )1/d, the size
of the cover we need to consider is bounded by dm
1
2d . Taking a union bound over the choices of β˜ in this cover and
using the bound L0(fw) ≤ Lˆγ(fw) + O˜
(
BΨf RW
γ
√
m
)
, gives us the theorem statement.
E. Additional experiments on the Bartlett Metric
We include a number of additional experiments on the metric by Bartlett et al. (2017). The experimental setup is
identical to the own used for the Neyshabur metric. We note that the conclusions we can draw are similar in both
cases. They indicate a limitations of norm based generalization bounds in general.
(a) (b)
Figure 10: Varying the percentage of translations: We split our dataset into two parts. One contains images that
form a base space. The second contains images that are translations of the base space. The percentage values indicate
the percentage of the base space a) We see that as we increase the number of translations (decrease the percentage of
the base space) the slopes of the GE curves decrease and we tend to have lower GE for the same metric values. b) We
plot the GE vs % of Normal Datapoints. We see that the percentage of normal datapoints, correlates with the GE for
constant metric values. This indicates a hidden variable not captured by the spectral complexity.
(a) (b)
Figure 11: Varying the percentage of translations: We split our dataset into two parts. One contains images that
form a base space. The second contains images that are translations of the base space. The percentage values indicate
the percentage of the base space a) We see that as we increase the number of translations (decrease the percentage of
the base space) the slopes of the GE curves decrease and we tend to have lower GE for the same metric values. b) We
plot the GE vs % of Normal Datapoints. We see that the percentage of normal datapoints, correlates with the GE for
constant metric values. This indicates a hidden variable not captured by the spectral complexity.
