Abstract. Suppose that the d-dimensional unit cube Q is the union of three disjoint "simple" sets E, F and G and that the volumes of E and F are both greater than half the volume of G. Does this imply that, for some cube W contained in Q. the volumes of E ∩ W and F ∩ W both exceed s times the volume of W for some absolute positive constant s?
Introduction
One of the aims of this paper is to warmly invite readers with interests quite unrelated to the particular realm in analysis which gave rise to the geometrical and almost combinatorical question being considered here, to study that question, and hopefully even resolve it. In particular (as our title seeks to indicate, and as confirmed by [4] ) those readers with expertise in geometry in R n or combinatorical problems in Z n may well have some valuable insights. Those who choose to respond to this invitation will be able to effectively do so, without needing any familiarity whatsoever with the proofs in this paper, or with the contents of the earlier papers which gave rise to it. This paper is a sequel to [3] and its preliminary more detailed version [1] . The main motivation for those papers, and also for this one, is the wish for a better understanding of the celebrated John-Nirenberg inequality [5] which is satisfied by functions f : D → R in the class BMO(D) of bounded mean oscillation defined on a suitable subset D of R d . In particular, it is hoped to ultimately find an answer to: Question J-N. Can the constants in the John-Nirenberg inequality for BMO functions of d variables be chosen to be independent of d?
We refer to [6] , [7] , [8] and [9] , and also to references in these papers. for some recent results concerning best constants in certain versions of the John-Nirenberg inequality, mainly in the case where d = 1. Some remarks on pp. 7-8 of [7] recall some reasons for being interested in the sizes of these constants, also for d > 1. We are grateful to Andrei Lerner and Leonid Slavin for information about these and related results.
We shall present a new geometrical, almost combinatorical question which is quite easy to formulate, expressed in terms readily accessible to a general mathematical audience, and whose affirmative answer would imply an affirmative answer to Question J-N. We will refer to it as Question A(1/2). It would seem to be at least slightly easier to answer than certain very similar questions which have an analogous role and which are posed in [1] and [3] , and are also discussed in the brief survey article [2] . In the formulation of Question A(1/2), and indeed throughout this paper, we shall use the following notation and terminology (much of which is standard, and most of which was also used in [1] and [3] ). Definition 1.1. We shall understand that (i) d is a positive integer, and that (ii) the word cube means a closed cube in R d with sides parallel to the axes, i.e., the cartesian product of d bounded closed intervals, all of the same length. Special roles will be played by the d-dimensional unit cube [0, 1] d and its dyadic subcubes (i.e, the cubes of the form d j=1 (n j − 1)2 −k , n j 2 −k , where k ∈ N and the integers n j all satisfy 1 ≤ n j ≤ 2 k ). It will sometimes be convenient to use the standard notation Q(x, r) for the cube of side length 2r centred at x ∈ R d , i.e., Q(x, r) = y ∈ R In fact, in the formulation of Question A(1/2) we will not need any subtle properties of Lebesgue measure. The only Lebesgue measurable subsets E of R d that we will encounter in it are cubes or d-multi-cubes and their intersections with other cubes. All of these are finite unions E = For every positive integer d, whenever E + and E − are two disjoint d-multicubes which satisfy (1.1) min {λ(E + ), λ(E − )} > 1 2 (1 − λ(E + ) − λ(E − )) , then there exists a cube W which is contained in [0, 1] d and for which (1.2) min {λ(W ∩ E + ), λ(W ∩ E − )} ≥ sλ(W ) .
Most of the work which is required to show that an affirmative answer to Question A(1/2) implies an affirmative answer to Question J-N has already been done in [1] and [3] . Because of that we will not have any need at all here to deal with any details concerning any of the versions of the function space BMO, nor to even recall their definitions. It was shown in [1] and [3] that an affirmative answer to Question J-N would be a consequence of an affirmative answer to the following question which was formulated at the beginnings of both of those papers, and is clearly quite similar to Question A(1/2) above.
Question A. Do there exist two absolute constants τ ∈ (0, 1/2) and s > 0 which have the following property?
For every positive integer d and for every cube Q in R d , whenever E + and E − are two disjoint measurable subsets of Q whose d-dimensional Lebesgue measures satisfy
then there exists a cube W which is contained in Q and for which
It is obvious that an affirmative answer to Question A would imply an affirmative answer to Question A(1/2). Our task here is to show that the reverse implication also holds, namely that affirmatively answering the apparently at least slightly less demanding Question A(1/2) would suffice to also affirmatively answer Question A and therefore also Question J-N.
After recalling some more notions and providing some preliminary results in Section 2. we will obtain the above mentioned reverse implication in Section 3, as an immediate consequence (see Corollary 3.2 below) of the main result, Theorem 3.1 of this paper, which is set in a slightly more general context than Questions A and A(1/2).
We note that the result of Theorem 3.1 could also conceivably make it possible to deduce an affirmative answer for Question J-N from certain variants of Question A, which might perhaps be easier to answer than Question A(1/2). Some explorations of the possibility of such options, including some relevant numerical experiments, will perhaps be discussed in a future update of this paper.
The above mentioned more general context in which Theorem 3.1 is formulated revolves around the notion of John-Strömberg pairs. In Section 4 we shall offer a number of additional results about these pairs, beyond those which will be needed for our main result.
Finally, the extremely brief Section 5 offers some comments about the papers [1] and [3] . Remark 1.2. It is a pleasure to describe three results which were recently obtained by Ron Holzman [4] . The first of these is an affirmative answer to a non-trivial special case of Question A(1/2): Holzman has shown, for every d ∈ N, that whenever E + and E − are d-multi-cubes which are each finite unions of dyadic cubes, all of side length 1/2, and they satisfy (1.1), then there exists a cube W in [0, 1] d which satisfies (1.2) for s = 1/4. In fact, as will be explained below in Remark 4.7, this value of s is apparently "optimal" in the sense that, if the general form of Question A(1/2) has an affirmative answer, then the positive number s which appears in that answer must satisfy s ≤ 1/4.
The second of Holzman's recent results is that this largest possible value 1/4 for s is indeed attained in another special case of Question A(1/2), where d is restricted to take only one value, namely d = 1, but where there is no restriction on the form of the disjoint measurable subsets E + and E − of [0, 1]. (See also Remark 4.10.) Holzman's third result (see Remark 4.7 for details) shows that the analogue of his second result, when the single chosen value for d is greater than 1, does not hold. For each d ≥ 2, the relevant value of s cannot be greater than √ 5 − 2. Thus this smaller number is now revealed as a better upper bound for the positive number s, should there be an affirmative answer for Question A(1/2) for that s.
Some further definitions and preliminary results
The following definition (which is effectively the same as Definition 7.10 of [1, p. 29]) recalls a notion which plays a central role in [1] and [3] . and which is of course closely related to Question A. Definition 2.1. Let d be a positive integer and let E be a non-empty collection of Lebesgue measurable subsets of R d . Suppose that each E ∈ E satisfies 0 < λ(E) < ∞. Let τ and s be positive numbers with the following property:
(*) Let Q be an arbitrary set in E and let E + and E − be arbitrary disjoint measurable subsets of Q. Suppose that
Then there exists a set W ⊂ Q which is also in E and for which
Then we will say that (τ, s) is a John-Strömberg pair for E.
Remark 2.2. In the context of the preceding definition, if E |+ , E − and W are measurable subsets of Q which satisfy E + ∩ E − = ∅ and λ(W ) > 0 and (2.2) for some s > 0, then
and therefore s ≤ 1/2. Consequently, for any choice of E, any pair (τ, s) which is a John-Strömberg pair for E must satisfy 0 < s ≤ [3] . These are relevant for studying a number of variants of the function space BMO which have been considered in the literature. The most "classical" of these choices, motivated by the context of [5] and by Question J-N, is when we take E to be the collection
It is known that
(See Example 7.12(i) on p. 30 of [1] .) Indeed in this paper we will need to use Definition 2.1 only in the special case where E is the collection Q(R d ). But we have indicated the possibility of considering other choices of the collection E, since there may turn out to be variants of our main result in this paper, and these may turn out to be relevant for future research in the contexts of at least some of those other choices. (We refer to [1] and [3] Obviously, an equivalent reformulation of Question A is: Question A(τ, s). Do there exist two absolute constants τ ∈ (0, 1/2) and s > 0 for which
This makes it very relevant to use the following known result. (Note that below in Subsection 4.1 we will present a result containing some new slight variants of it.) 
It should also be mentioned that, in the formulation of Theorem 10.2 of [1] , it is stated that the number τ must satisfy 0 < τ < 1/2. But the proof is valid for all τ > 0. (The requirement that τ < 1/2 was imposed only because this is relevant in Theorem 9.1 of [1, p. 41] and [3, p. 164] .) The clarification of these small issues completes the proof of Theorem 2.4.
The main result
We can now present our main result, and its obvious corollary for dealing with Question A(1/2) is a John-Strömberg pair for Q R d for all d ∈ N, which gives us an affirmative answer to Question A(τ, s) and therefore also to Question A and Question J-N.
Proof of Theorem 3.1. Let us explicitly choose particular (necessarily positive) numbers τ , s and θ which satisfy the hypotheses of the theorem.
As observed in Remark 2.2, the fact that (τ, s) is a John-Strömberg pair for Q(R d ) ensures that 0 < s ≤ 1/2. So the conditions imposed on θ ensure that 0 < θ < 1 and also that θ(1 − s) < s. Consequently, the numbers (1 − θ) τ and s − θ(1 − s) are both strictly positive (as indeed they must be if they are to form a John-Strömberg pair).
Throughout this proof we will let Q denote the d-dimensional unit cube, Q = [0, 1] d . Let F + and F − be two arbitrary disjoint subsets of Q which are both d-multi-cubes and satisfy
In view of Theorem 2.4, it will suffice to show that there exists a subcube
For some sufficiently large integer N, both of the sets F + and F − are finite unions of dyadic cubes all of the same side length 2 −N , as of course is the whole unit cube Q. Since the distance between F + and F − must be positive, there must be some dyadic subcubes of Q of side length 2 −N which are not contained in F + ∪ F − , and thus their interiors are all contained in Q \ F + \ F − . Therefore the set Q \ F + \ F − is also, at least to within some set of measure zero, a finite union of dyadic cubes of side length 2 −N . Let F + denote the collection of all dyadic cubes of side length 2 −N which are contained in F + . For each δ ∈ (0, 2 −N −1 ) and each cube W = n j=1 [a j , a j + 2 −N ] in the collection F + , let H(W, δ) denote the cube concentric with W contained in the interior of W whose side length is
We will later use the following obvious fact: If V is a cube which intersects with H(W, δ) and has side length less than δ, then
We are going to choose a particular value of δ which will remain unchanged for the rest of this proof. Let H
Therefore, since the inequality in (3.1) is strict, we can and will choose our fixed value of δ to be sufficiently small to ensure that
Let G denote the collection of all dyadic cubes of side length 2 −N whose interiors are contained in Q \ F + \ F − . Given an arbitrary positive integer k, we divide each cube in the collection G into 2 dk dyadic subcubes of side length 2 −N −k . Let G k denote the collection of all dyadic cubes obtained in this way. In other words, G k is simply the collection of all dyadic cubes of side length 2 −N −k whose interiors are contained in Q \ F + \ F − . For each W ∈ G k we let U(W, k) be the (closed) cube concentric with W whose volume satisfies
In accordance with usual very standard notation, we will denote the interior and the boundary of any given cube W by W
• and ∂W respectively. We of course have
In the following calculation we shall use (3.6) in the second line, and then, in the third line, the fact that, for every cube W ∈ G k , the set Z of zero measure introduced in (3.6) is disjoint from the cube W
• and therefore also from U(W, k). The final line of the calculation will use the facts that, for each pair of cubes W and
Since λ(Z) = 0, the preceding equalities, together with (3.5) and (3.7), imply that
It is straightforward to check, using the facts that
Since the two sets in parentheses on the right side of (3.9) are disjoint, it follows that
Now we can first use the fact that F − ⊂ H − k and then invoke (3.4) followed by (3.8) and then (3.10) , to obtain that
According to our hypotheses, (τ, s) is a John-Strömberg pair for Q(R d ). Therefore, by the estimates leading to (3.11), for each k ∈ N, there must exist some subcube W k of Q such that
. We now claim that the side length of W k , which we can conveniently write as (λ(
To show this we first observe that, since the cube W k intersects with H + δ , it must intersect with the cube H(W, δ) for at least one cube W in the collection F + . If (3.14) does not hold, i.e., if W k has side length less than δ, then (cf. the discussion immediately preceding (3.3)) W k must be completely contained in that particular cube W and therefore also in F + . Consequently W k cannot intersect with the set H − k . (Here we have used (3.12) once more.) This contradicts (3.13) and shows that (3.14) does hold.
Let W k be a new cube containing W k and concentric with W k . More precisely, if
W k contains all dyadic cubes of side length 2 −N −k which intersect with W k , and the
This, together with (3.14), gives us that
It follows that
Let H k be the collection of all cubes in G k which intersect with W k . Clearly (3.16)
Our definitions of V k and of H k also immediately give us that
This will imply the first line in the following calculation. Its second line will use the fact that the interiors of the cubes in G k and therefore also in H k , are pairwise disjoint. Its third line will use (3.16). Its fourth line will use the fact that H + δ ⊂ F + . Its sixth line will follow from the obvious inclusion W k ⊂ W k . The justifications of all other steps should be evident. (We wonder, casually, whether it might somehow be possible to replace the simple-minded transition from the sixth to the seventh line by a sharper estimate, which might then lead to a (slightly) stronger version of Theorem 3.1.)
Combining the result of this calculation with (3.15), we deduce that, for each k ∈ N,
where the sequence of positive numbers {ε k } k∈N := θ 1 +
In view of (3.13), we have that
we can use (3.13) and (3.17) and then (3.19 ) to obtain that
Furthermore, again with the help of (3.13), we also obviously have that
As already observed at the beginning of this proof, s − θ(1 − s) and θ(1 − s) are both strictly positive. So s > (s − θ(1 − s) − ε k ) and (s − θ(1 − s) − ε k ) > 0 for all sufficiently large k. Therefore, we can now deduce from (3.20) and (3.21) that
for all sufficiently large k. This seems to be very close to our required result. Indeed it will only require a little more effort to obtain that result.
For each k ∈ N, let x k be the centre of the cube W k and let r k be half its side length. I.e., we can set W k = Q(x k , r k ) in the standard notation recalled above in Definition 1.1(ii). Of course x k ∈ Q and, by (3.14) 
Similarly, replacing k by n k in (3.21) and passing to the limit as k tends to ∞, we obtain that
. All this shows that the subcube W of Q satisfies (3.2) and therefore completes the proof of the theorem. We can now present the new variant of Theorem 2.4 to which we referred in the preamble to that theorem. It specifies two more properties of a pair (τ, s), which we label as ( * * ) and ( * * * ), and which are each equivalent to the property that (τ, s) ∈ JS(d).
Note that the only difference between the statement of property ( * * ) in Theorem 4.3, and the statement of property ( * ) in Theorem 2.4 is that the strict equality ">" which appears in (2.3) in the statement of ( * ) has been replaced by "≥" in (4.1) in the statement of ( * * ). Property ( * * * ) of Theorem 4.3 is more elaborate, and requires the terminology of Definition 4.1. Obviously, if the pair (τ, s) of positive numbers has property ( * * ), then it also has property ( * ) of Theorem 2.4 and therefore (τ, s) is a John-Strömberg pair for Q(R d ). Now suppose that (τ, s) is a John-Strömberg pair for Q(R d ). Then, by letting {τ n } n∈N and {s n } n∈N be the special constant sequences τ n = τ and s n = s, we see that (τ, s) satisfies the hypotheses of Lemma 4.5 which we will formulate and prove below. In view of part (b) of that lemma, (τ, s) has property( * * * ) . This completes the proof of the theorem. , it would be equivalent to replace ">" by "≥" in (2.1), of course then with the necessary proviso that λ(E + ) and λ(E − ) are both positive.) We are unable to answer this question, but Lemma 4.5 shows that if its answer is negative, then the sets F + and F − which provide a counterexample, must both have very intricate structure (and it would not be inappropriate to refer to them as forming a "wild" couple).
Lemma 4.5. Let d be a positive integer. Let {τ n } n∈N and {s n } n∈N be two sequences of positive numbers which converge to positive limits, τ and s respectively. Suppose that (τ n , s n ) is a John-Strömberg pair for Q(R d ) for every n ∈ N. Then (a) the limiting pair (τ, s) has the property ( * * ) of Theorem 4.3, and, (b) in the special case where s n ≥ s for every n ∈ N, the limiting pair (τ, s) also has the property ( * * * ) of Theorem 4.3.
Proof. Let us fix an arbitrary d ∈ N, and arbitrary sequences {τ n } n∈N and {s n } n∈N of positive numbers which tend respectively to the positive numbers τ and s, and have the property that (τ n , s n ) ∈ JS(d) for each n ∈ N.
In order to deduce that (τ, s) has property ( * * ) and/or ( * * * ), we begin by fixing two arbitrary disjoint measurable sets F + and F − which are contained in of [0, 1] d , which form a tame couple in [0, 1] d , and which also satisfy (4.1). To obtain part (a) of the lemma we have the task of proving, for these choices of F + , F − , {τ n } n∈N , {s n } n∈N , τ and s, that there exists a subcube W of [0, 1] d which satisfies (4.2) . If needed at any stage of our proof of that fact, we may make the additional assumption that F + and F − are both d-multi-cubes. An analogous task is required to obtain part (b) of the lemma, with the difference that in our proof this time, instead of being able to assume that F + and F − are d-multi-cubes, we may make the additional assumption, if needed, that s n ≥ s for all n.
There is quite a lot of overlap in the ingredients which will be used for performing these two tasks, and it may help avoid some confusion if we give some general descriptions, in advance, of the four steps which we shall use to accomplish both of them, almost simultaneously. The two above mentioned additional assumptions will not be needed in the first two of these steps.
In
Step 1 of the proof, we shall use the sets F + and F − and the sequences {τ n } n∈N and {s n } n∈N to construct a special sequence {W (n k )} k∈N of subcubes of [0, 1] d which has several convenient properties. In particular, this sequence converges in an obvious way (which we will explicitly define below) either to a limiting cube or to a point.
Step 2, we shall see that if the sequence {W (n k )} k∈N obtained in the preceding step converges to a subcube W , then that cube is contained in [0, 1] d and satisfies (4.2). In Step 3, we shall see that whenever the disjoint measurable sets F + and F − are both required to also be d-multi-cubes, then the sequence {W (n k )} k∈N can be always be constructed so that it converges to a subcube. In view of Step 2, this will complete the proof of part (a) of the lemma.
Finally, in Step 4, in order to complete the proof of part (b), it will remain (again in view of Step 2) only to deal with the case where the sequence {W (n k )} k∈N converges to a point. We will do this by showing that, in this case, when we also impose the requirement that the sequence {s n } n∈N satisfies s n ≥ s for each n, then there exists a positive integer k 0 for which the subcube W = W (n k 0 ) is contained in [0, 1] d and satisfies (4.2).
STEP 1: Construction and properties of the special sequence {W (n k )} k∈N .
Since (F + , F − ) is a tame couple, it must satisfy either condition (i) or condition (ii) of Definition 4.1. The construction of {W (n k )} k∈N is very simple when condition (i) holds, but we shall defer its description to later, and first consider the case when F + and F − satisfy condition (ii).
In that case, since the roles of F + and F − are interchangeable in properties ( * * ) and ( * * * ) and in Definition 4.1 and in (4.2), we can assume, without loss of generality, that there exists some open subset Ω of [0, 1] d for which
Of course Ω must be non-empty. By Theorem 1.11 of [10, p. 8] , Ω can be expressed as the union of a sequence of non-overlapping dyadic cubes. It follows from (4.3) that at least one of these cubes, which we will denote by V , must satisfy 0 ≤ λ(F + ∩ V ) < λ(V ) and of course also λ(F − ∩ V ) = 0. Since = 0. In particular, this enables us to assert the existence of a sequence {ρ k } k∈N of positive numbers tending to monotonically to zero,
Let us now define a sequence {F + (k)} k∈N of measurable sets by setting
We also introduce the set G := F − \ V • . Note that F + (k) and G are disjoint for each k ∈ N. In fact
The properties of the sequence {ρ k } k∈N ensure that λ(
We also have
Using the various properties of F + (k) and G established above, we see that
Since τ > 0, this implies that
Since min {λ(F + (k)), λ(G)} ≥ min {λ(F + ), λ(F − )}, it follows from (4.6) and the fact that F + and F − satisfy (4.1) that
We use these strict inequalities to construct a sequence {j(k)} k∈N of positive integers such that j(k) ≥ k and j(k) is sufficiently large to ensure that τ j(k) is sufficiently close to τ to imply that
Since τ j(k) , s j(k) ∈ JS(d) and since F + (k) and G are disjoint, we see, in accordance with Definition 2.
The fact that j(k) ≥ k for each k ensures that
A slight variant of the simple reasoning in (4.5) gives us that
We use the standard notation of Definition 1.1 (ii) and write W (k) = Q(x k , r k ), i,e" we let x k ∈ [0, 1] d and r k > 0 be the centre and half-side length respectively of the cube W (k). There exists a strictly increasing sequence {n k } k∈N of positive integers such that the sequences {x n k } k∈N and {r n k } k∈N converge, respectively, to a point x ∈ [0, 1] d and a number r ∈ [0, 1/2]. This gives us the sequence {W (n k )} k∈N = {Q (x n k , r n k )} k∈N which we have sought to construct in this step of the proof. We can now explicitly give the obvious definition of what we mean by the convergence of this sequence, namely that it converges to the cube Q(x, r) if r > 0, and it converges to the point x if r = 0.
It still remains to construct this sequence in the (much simpler) case where F + and 
We also note that
In this case we simply define x k = x, r k = r, W (k) = W and n k = k for each k ∈ N, and so the constant sequence {W (n k )} k∈N of course converges to the cube which is its constant value.
STEP 2: A proof that whenever the limit of {W (n k )} k∈N is a cube, then that cube has the two properties required to immediately complete the proof of the theorem.
Suppose that the limit of the sequence {W (n k )} k∈N = {Q (x n k , r n k )} k∈N introduced in the previous step, is indeed a cube W = Q(x, r), i.e., that (4.13) r := lim k→∞ r n k > 0.
Let us now prove that this implies that W is contained in [0, 1] d and that it satisfies (4.2).
In the case which was dealt with at the very end of the previous step, where F + and F − satisfy condition (i) of Definition 4.1, and where indeed we always have r > 0, it is already known that the cube W is contained in [0, 1] d . We note that, by the reasoning in Remark 2.2, we have s n ≤ 1/2 for each n ∈ N and therefore also s ≤ 1/2. So (4.2) follows immediately from (4.11) and (4.12).
We turn to the remaining case, where F + and F − satisfy condition (ii) of Definition 4.1, and therefore the sequence {W (n k )} k∈N is constructed in the more elaborate way described in the first part of the previous step. Here the positivity of the limit r permits us to apply Lemma 10.1 of [1, p. 43] to the sequence {W (n k )} k∈N = {Q(x n k , r n k )} k∈N to obtain the first required conclusion, that W ⊂ [0, 1] d , and to also obtain that (4.14)
and, (here also using (4.10)), that
and also that
From (4.14) and (4.9) we see that
and from (4.16) and (4.8) we see that
In view of (4.7) we have that
for each k ∈ N. If we take the limit as k tends to ∞ in each of these two inequalities, and apply (4.17), (4.15) and (4.18), then the two resulting inequalities can be rewritten as the required single inequality (4.2). Thus we have shown that in both cases, i.e., whether it is condition (i) or condition (ii) of Definition 4.1 which applies to F + and F − , if (4.13) holds, then the limiting cube W indeed has both the properties required to complete the proof of part (a) and also part (b) of the lemma. It remains to explain how we can sometimes guarantee that (4.13) does hold, and how we can proceed when it does not hold.
STEP 3:
Completion of the proof of part (a) of the lemma. Our preceding treatment of the case where (4.13) holds, will now enable us to complete the proof of part (a) of the lemma in full generality. Part (a) refers to the property ( * * ), so in our proof of it we can and must assume that F + and F − are both d-multicubes. Once again we refer to the reasoning at the beginning of Theorem 4.3 which shows that F + and F − necessarily satisfy condition (ii) of Definition 4.1 and enables us to choose an open set Ω which satisfies (4.3) and is the interior of a dyadic interval contained in [0, 1] d \ F + \ F − Then in fact we can also simply take V • = Ω. This choice gives us that the set G introduced in preceding steps of our proof, must satisfy
Since they are d-multi-cubes, F + and F − = G are compact and so of course is Q (z, ρ k ) . Consequently, the set F + (k) (defined by (4.4) ) is also compact. The distance, which we denote by dist ∞ (F + (k), G) , between the disjoint compact sets F + (k) and G with respect to the ℓ ∞ metric on R d , must be positive. In fact, since
Now we proceed more or less similarly to the last steps of the proof of Theorem 3.1. Since the cube W (k) = Q(x k , r k ) intersects both of the sets F + (k) and G, its side length 2r k cannot be smaller than dist ∞ (F + (k), G) ). Consequently, also using (4.19), we see that
Consequently r ≥ δ 0 and so (4.13) holds, permitting us to use the reasoning of Step 2 to ensure the existence of cube W which has the properties required to complete the proof of part (a). STEP 4: Completion of the proof of part (b) of the lemma. In view of Step 2, if the cubes W (n k ) converge to the cube W , then that cube is contained in [0, 1] d and satisfies (4.2) and no further reasoning is required to complete the proof of part (b). Thus it remains only to deal with the case where r = lim k→∞ r n k = 0. Let us first see that in this case the point x = lim k→∞ x n k cannot coincide with the point z which appears in the definition (4.4) of the sets F + (k). If x = z and is therefore in V
• , then there exists some k which is sufficiently large to ensure that
• and therefore W (n k ) ∩ G = ∅. Since this contradicts (4.7), we have indeed shown that x = z.
In view of this fact, there exists an integer k 0 which is large enough to ensure that
where ρ n k 0 is a element of the sequence {ρ k } k∈N with limit 0 which is used in the definition (4.4) of the sets F + (k). If y is a point in the intersection of the two cubes
But this contradicts (4.20) and enables us to conclude that W (n k 0 ) and Q z, ρ n k 0 must be disjoint and therefore that
We apply this, together with (4.10) for k = n k 0 and then (4.7) for k = n k 0 , to obtain that the cube W := W (n k 0 ) satisfies
The cube W , like all other cubes in the sequence {W (n k )} k∈N is contained in [0, 1] d . Finally we have to recall that in the statement of part (b) of the lemma, the sequence {s n } n∈N is required to satisfy s n ≥ s and so (4.21) shows that, also in this last remaining case, we have obtained a subcube W of [0, 1] d which satisfies (4.2) for the given sets F + and F − . This completes the proof of the lemma. Proof. If s > 1/2 then the result follows from Remark 2.2. So we can assume that 1/(2 + 1/τ ) < s ≤ 1/2. Let us choose some number a ∈ (1/(2 + 1/τ ), s) and then let
or, equivalently,
Since a > 1/(2 + 1/τ ) it follows that
> τ and so
We will complete the proof of this lemma by showing that, although the two disjoint measurable subsets E + and E − of 1 − a, 1] , since otherwise at least one of the two sets E + ∩ W and E − ∩ W is empty and (4.23) is a triviality. The non-emptiness of the above mentioned two intersections implies that β ≤ a and β + θ ≥ 1 − a.
When θ and β satisfy all the above mentioned conditions we have that
For each fixed choice of θ, the expression in the square brackets on the right side of (4.24) is the minimum of a strictly decreasing function of β and a strictly increasing function of β. Therefore its supremum and thus its maximum is attained when β takes the unique value for which these two functions are equal, namely when β = (1 − θ) /2. This shows that
Finally, the fact that 0 < θ ≤ 1 implies that the right side of (4.25) is bounded above by
which establishes (4.23) and so completes the proof of the lemma. ∈ JS(1), is best possible, and the first of his three results can also be considered, in some sense, to be best possible. (See also Remark 4.10.) These results tempt one to wonder whether perhaps the property ∈ JS(d) might hold for all d ∈ N, If so, that would of course also answer Question A(1/2) affirmatively, and in an optimally strong, even "dramatically strong" way. However, the following example, which was suggested by the author and analyzed by Holzman, shows that this is an "impossible dream". This property fails to hold already for d = 2. Therefore (cf. Theorem 4.13 below) it also does not hold for any other d > 1. 
The third of Ron Holzman's results is that, for these choices of F + and F − ,
In view of part ( * * * ) of Theorem 4.3, this shows that, indeed, (1/2, 1/4) / ∈ JS(2) and,
It is tempting to wonder whether a sequence of appropriate higher dimensional variants of this example, where these dimensions tend to ∞, might lead to a negative answer to Question A(1/2). Initial attempts to find such a sequence have not yielded anything decisive. The preceding result ensures that the supremum in the following definition is taken over a non-empty set. 
Some further properties of the set JS(d).
We can now readily establish several properties of the set JS(d) and the function σ(τ, d).
) is non-decreasing and continuous and satisfies
Proof. For part (i) let us fix an arbitrary τ > 0 and first note the obvious fact that σ(τ, d) ) . Therefore the sequences {τ n } n∈N and {s n } n∈N which we define by τ n := τ and s n := (1 − 2 −n ) σ(τ, d) must satisfy (τ n , s n ) ∈ JS(d) for every n ∈ N. For the proof of part (i) we now simply apply Theorem 4.3 together with part (a) of Lemma 4.5 to the sequences {τ n } n∈N and {s n } n∈N . Part (ii) then follows immediately from part (i) and (4.27). For part (iii) we first use another obvious fact, namely that
to immediately imply that the function x → σ(x, d) is non-decreasing. This latter property means that, in order to show that this function is continuous, it will suffice to show that (4.28) lim
We obtain the first of these inequalities by again using Theorem 4. This completes the proof of part (iii) and therefore of the whole theorem.
Remark 4.12. We have not bothered to explicitly state another different kind of lower bound for σ(τ, d), in terms of values of σ(τ ′ , d) for appropriate numbers τ ′ greater than τ , which can be obtained from Theorem 3.1.
The following result seems intuitively completely obvious. But we shall provide an explicit proof. Proof. This is one place in this paper where we need to use the more explicit notation λ d instead of λ to denote d-dimensional Lebesgue measure. We will use Theorem 2.4. (It would perhaps be slightly simpler to use the fact, which is easily explained in [1] and [3] , that the statement of Theorem 2.4 remains true when the word "d-multi-cubes" is replaced by "Lebesgue measurable subsets of So we can again apply the standard facts (i) and (ii), which were recalled in an earlier step of this proof, to obtain the formulae λ d+1 (E) = (b − a)λ d (E) in the three cases where E is W ∩ F + or W ∩ F − or W . When we substitute these formulae in (4.30) and divide both sides of the inequality by b − a, we obtain that the subcube W of [0, 1] d satisfies (2.4) of Theorem 2.4, i.e., that
Since F + and F − were chosen arbitrarily, we can once more apply Theorem 2.4 to deduce that (τ, s) ∈ JS(d), and so complete the proof of the present theorem.
5. Some comments and minor corrections for the papers [1, 3] .
In the first paragraph of the proof of Theorem 7.8 [1, p. 30] a.k.a. Theorem 7.7 [3, pp. 154-155] it is shown that it suffices to consider the case where the two sets E + and E − are both compact. The justification of this is a little clearer if in the formula on the third line of the proof one replaces G by Q \ H + \ H − , which is obviously permissible.
We refer to the remarks made above in the course of the proof of Theorem 2.4 for some other small corrections and clarifications of some small issues in [1] .
