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Abstract— This paper addresses the problem of legged loco-
motion in non-flat terrain. As legged robots such as quadrupeds
are to be deployed in terrains with geometries which are
difficult to model and predict, the need arises to equip them
with the capability to generalize well to unforeseen situations.
In this work, we propose a novel technique for training neural-
network policies for terrain-aware locomotion, which combines
state-of-the-art methods for model-based motion planning and
reinforcement learning. Our approach is centered on formulat-
ing Markov decision processes using the evaluation of dynamic
feasibility criteria in place of physical simulation. We thus
employ policy-gradient methods to independently train policies
which respectively plan and execute foothold and base motions
in 3D environments using both proprioceptive and exteroceptive
measurements. We apply our method within a challenging suite
of simulated terrain scenarios which contain features such as
narrow bridges, gaps and stepping-stones, and train policies
which succeed in locomoting effectively in all cases.
I. INTRODUCTION
Legged locomotion in non-flat terrain, both structured
and unstructured, poses a significant challenge in robotics.
Operating autonomously in such environments requires ad-
dressing the problem of multi-contact motion planning. If
a legged robot such as ANYmal [1] is to traverse complex
environments autonomously, it must possess the capability
to select footholds appropriate for the terrain, while also
retaining balance at all times. This work deals specifically
with the problem of planning and executing sequences of
footholds for quadrupedal locomotion in rigid non-flat terrain
using proprioceptive and exteroceptive sensing. To this end,
we employ Deep Reinforcement Learning (DRL) techniques
to train an agent comprising a two-layer hierarchy of Neural-
Network (NN) policies, which partitions locomotion into
separate components responsible for foothold planning and
tracking control respectively.
Such problems have predominantly been addressed using
state-of-the-art Trajectory Optimization (TO) techniques [2],
[3] as well as other model-based approaches [4], [5]. How-
ever, as they require several modeling assumptions and
approximations, they consistently present trade-offs between
computational efficiency and scalability. The aforementioned
motivates the use of DRL techniques, which can mitigate
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Fig. 1: The suite of terrain scenarios used to evaluate our method:
the baseline Flat-World scenario (left), the Random-Stairs sce-
nario (center), and composite Temple-Ascent (right) scenario which
demonstrates a set of winding stairs, a derelict bridge which must
be traversed using stepping stones, and another derelict bridge
consisting of gaps of varying size.
this computational burden by training function approximators
to learn locomotion policies [6] [7] directly instead of
optimizing single trajectories. However, applying DRL to
legged locomotion in complex terrain still poses several
challenges, namely: (a) how to eliminate undesirable and
retain beneficial emergent behavior, and (b) reducing overall
sample complexity as DRL techniques, even when trained
offline, require considerable computational resources in order
to be effective.
Our contribution with this work is proposing a method that
combines state-of-the-art model-based and DRL methods
to enable quadrupedal systems to traverse complex non-
flat terrain. To achieve this, we first decompose locomotion
into two parts: (1) a terrain-aware planning policy which
can generate sequences of supporting footholds and base
motions which direct the robot towards a target heading,
and (2) a foothold and base motion controller policy which
executes the aforementioned sequence while maintaining
balance as well as dealing with external disturbances. In
order to then train a foothold planning policy, we define a
novel method that removes the need for a physics simulator.
Instead, we employ a technique from TO to determine so-
called transition feasibility between discrete phases of leg
supports using a coarse model of the robot’s dynamics. Such
a mechanism enables us to train the higher-level planning
policy without requiring interaction with the controller and
a physics simulator, and also leads to a significant reduction
in overall sample complexity. Both planner and controller
are parameterized as stochastic policy distributions using NN
function approximation and are trained using state-of-the-art
on-policy model-free algorithms.
We evaluate the performance of our method across a set of
challenging locomotion scenarios using a physics simulator
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and present results thereof. Our experiments demonstrate that
the planner can generalize well across terrain types, and
the controller succeeds in tracking reference footholds while
always balancing the robot.
II. RELATED WORK
Quadrupedal Locomotion: Realizing locomotion for
quadruped robots on non-flat terrain has been studied exten-
sively in recent literature. [2], [3] use TO to generate multi-
contact motion plans offline, while others such as [4], [5],
employ a series of optimization-based heuristics to plan feet
motions. Both use whole-body controllers based on inverse-
dynamics in order to track the resulting motion plans, and
both treat the problem geometrically. However, the former
assumes that the geometry of the terrain is known, whereas
the latter employs on-line elevation mapping to extract nec-
essary terrain features. Recently, [8] demonstrated a scheme
for real-time foothold adaptation, whereby a Convolutional
Neural Network (CNN) classifier outputs planar position
corrections given small patches of elevation surrounding
nominal footholds generated by a motion planner.
Reinforcement Learning: Renewed interest in using
DRL to solve continuous control problems has resulted in
the application of such methods to robotic locomotion, [6].
[9] demonstrated that blind locomotion controllers could
be transferred to real systems by incorporating actuator
dynamics into offline training in simulation. Moreover, [10]
showed that training was also possible directly on hardware.
However, the aforementioned systems, crafted and trained
end-to-end are limited to operating blind and on flat-terrain.
[7] proposed a hierarchical policy structure which was capa-
ble of navigating narrow passages and performing complex
soccer dribbling using measurements of the local elevation
as well as proprioception. Such a system was realized by
separating the responsibilities for planning footholds and
executing swing-leg motions and combining them with two-
level hierarchy of policies.
Feasibility in Multi-Contact Motion Planning: TO ap-
proaches used in multi-contact motion planning, often em-
ploy sampling or other search-based techniques in order to
identify appropriate contact sequences. [11] use a Gaussian
Process to predict the feasibility for a finite grid of possible
successor contact configurations. Conversely, [12] propose an
approach in which, approximate motion plans between suc-
cessive contacts are generated using quasi-static models of
the Center-of-Mass (CoM) dynamics. The resulting motion
plans, although possibly infeasible, are generated quickly
and can thus be re-computed continuously until a feasible
solution arises. [13] extend the results as mentioned above
by formally formulating a transition feasibility problem using
the same TO formulation but generalized to fully dynamic
motions. Furthermore, and in a different direction to the
previous, [14] employ a CNN to output feasibility and cost
estimates given a height-map of the terrain and goal states,
which are then used by a A∗ planner to select motions for
a hybrid wheeled-legged system in structured environments.
III. PRELIMINARIES
A. Reinforcement Learning
We consider the problem of sequential decision making in
which an agent interacts with an environment over a series of
steps with the objective of maximizing cumulative reward.
We model this problem as a discrete-time infinite Markov
Decision Processes (MDP) [15] with a discounted expected
return objective. Such an MDP consists of set of states S, a
set of actions A, a transition dynamics distribution, an initial
state distribution, a scalar reward function r(st,at, st+1),
and a scalar discount factor γ ∈ [0, 1). The agent se-
lects actions according to a policy pi with the objective
of, at every time-step t, maximizing the expected return
E[
∑∞
k=t γ
krt+k], where rt is the scalar reward resulting
from the state transition at time-step t. As we consider
infinite MDPs in which S and A are infinite sets, we
use parameterized stochastic policies piθ(a|ot), which are
distributions over actions a ∈ A conditioned on observations
ot ∈ O given parameter vectors θ ∈ Rn.
B. Model of the System
The robot is modelled as an unactuated floating base (i.e.
trunk) and four articulated legs (i.e. limbs) with actuated
rotational joints. Employing a fixed Cartesian inertial frame
W for the world and a body-fixed Cartesian frame B
attached to the base of the robot we can define the following
quantities to describe the state of the robot: W rWB
1 ∈ R3
is the absolute position of the base, RWB ∈ SO(3) is the
rotation matrix representing the attitude of the base w.r.t W ,
WvWB ∈ R3 and WωWB ∈ R3 are the absolute linear and
angular velocities of the base respectively, qj ∈ R12 and
q˙j ∈ R12 are the angular positions and velocities of the
joints. The actuation of the joints is realized as a vector of
joint torques τ j ∈ Rnj . Moreover, the terrain is modelled
as the mapping M : R × R → R, from sample {xs, ys}
coordinate pairs to elevation zs = M(xs, ys) w.r.t. frame
W . Although we may not know the exact form for M ,
we assume that we can extract robocentric measurements
of local elevation within a finite field of view about the
robot. Specifically, these measurements are in the form of
an elevation matrix MR ∈ RDx×Dy (i.e. height-map), where
Dx, Dy define the finite dimensions of the matrix.
Moreover, in order to reason precisely about gaits and
transitions between contact supports, we define a parameteri-
zation thereof that will encompass all necessary information.
Assuming a point-foot approximation for all footholds, we
can concisely parameterize a quadrupedal gait as a sequence
of so-called support phases. Each phase in the sequence is
defined by the tuple Φ ∈ Φ as
Φ := 〈RWB , W rWB , WvWB , W rWF , cF , tE , tS〉 (1)
where cF ∈ {0, 1}nf is a vector indicating for each of
the nf = 4 feet a closed (1) or open (0) contact w.r.t
1Subscripts fully specify Cartesian vectors: for a given vector AvBC ,
the left lower subscript means that coordinates of the vector are expressed
in reference frame A, while the right lower subscript describes that the
position of point B is measured relative to some other point C.
the terrain, W rF ∈ R3×nf and WvF ∈ R3×nf are the
stacked absolute positions and velocities of the feet w.r.t
to W respectively, and tS , tE ∈ R are two phase timing
variables which determine contact switch events and phase
durations respectively. Fig. 3(b) shows how phase transitions
can be defined using the aforementioned phase tuples and the
role of the phase timing variables in particular.
IV. METHODOLOGY
We propose a two-level hierarchy comprising a high-level
Gait Planner (GP) and a low-level Gait Controller (GC)
operating at different time-scales, inspired by [7]. The GP,
evaluated at roughly 2Hz, uses observations consisting of
both the exteroceptive and proprioceptive measurements to
generate actions in the form of a finite sequence of support
phases, i.e., a phase plan. The GC, evaluated at 100Hz, uses
observations from proprioceptive sensing in combination
with references extracted from the aforementioned phase
plan to output actions in the form of joint position references.
Finally, a joint-space PD controller (with zero target joint
velocity) uses these joint position references to compute joint
torques at 400Hz and applies them to the dynamics of the
system. The high-level command to the system is provided
as the deviation of base attitude w.r.t the goal. Fig. 2(a)
provides an overview of our control structure. We describe
the formulation of the respective MDPs and application of
RL policy search algorithms in respective sections below.
Notable properties of our approach are: a) we can train the
GP independently from the GC, and b) by deploying the
GP in the MDP of the GC, we can train the latter without
needing any pre-existing data such as motion-capture.
A. Gait Planning
The GP serves as a local planner for terrain traversal by
generating an appropriate sequence of support phases that
guides the robot towards a target heading. Our objective, is
to train the GP policy piθP in way that will allow it to infer a
distribution of valid transitions mapped using the transition
feasibility mapping Fcroc : Φ × Φ → {0, 1}. Moreover, we
intend to ensure that this learned distribution of transitions
is performant w.r.t the locomotion task. To achieve this, we
formulate an MDP using Fcroc, and employ an appropriate
parameterization for the GP policy distribution piθP .
MDP Definition: First, we specify the MDP’s state sP ,
observation oP and actions aP as the tuples
sP := 〈Φ,WrWG〉, aP := 〈Φ∗〉
oP := 〈RBG,BvWBx,y ,BrBFx,y , cF ,MR〉 (2)
where WrWG is the current position of the goal and RBG is
the rotation matrix representing the attitude of the goal facing
vector WrBG w.r.t B. Super-scripted quantities with a star,
e.g., R∗WB , denote quantities proposed for successive states.
Thus, for every phase transition proposed by an action aP,t,
we denote the candidate successor support phase as Φ∗t+1.
Secondly, we proceed to define the transition dynamics for
this MDP, whose most important feature is the absence of
physics in evaluating state transitions. Instead, we design the
agent’s actions to directly propose new states, and employ
a transition feasibility mapping Fcroc : Φ × Φ → {0, 1}
to assert if the resulting state (i.e. phase) transition is feasi-
ble. In order to realize this, we used so-called termination
condition functions T (sP,t,aP,t, sP,t+1), which determine
if and when episodes terminate. By formulating an episode
termination as a transition into an absorbing terminal state,
we can say that, an episode under this MDP, terminates
whenever the environment outputs sP,s+t = sP,s, ∀t > 0.
We thus define the following termination conditions for our
MDP:
1) Tfeasibility: Fcroc(Φt,Φ∗t+1) evaluates to zero.
2) Tcollision: Collision between base and terrain occurs.
3) Tfoothold: Footholds are too close to obstacles.
Therefore, as long as actions aP,t output by the GP do
not activate any of the termination conditions, they are used
directly to set the successor states sP,t+1 via a simple set of
permutations and kinematic transformations. Fig. 3 provides
an outline of how state transitions are evaluated in this MDP.
Third, we design a reward function which drives the policy
to learn behaviors for tracking the goal position, facing
the goal as much as possible, minimizing kinematic effort
during phase transitions and inhibiting long stance phases.
The final reward function is specified as the combination of
multiplicative and additive terms
r(st, st+1) := rprogress ·r2heading ·rkinematic−rcontact (3)
where rprogress rewards the agent for bringing the average
foothold position closer towards the goal and penalizes
moving it further away, rheading term penalizes the robot for
not facing the goal position, rkinematic penalizes for moving
the feet away from the nominal footholds BrNF,x located
beneath the shoulders and rcontact penalizes for not lifting a
foot over multiple steps, therefore promoting exploration and
prevents the policy from getting stuck in the local optimum
of remaining in a constant stance.
Furthermore, we would like to emphasize certain essential
features of the multiplicative term in the above reward
function. Specifically, this term results in an indirect penalty,
which, is small when rprogress is small, i.e., beginning of
training, and large when rprogress is large, i.e., towards the
end of training, thus resulting in a form automatic scaling
of the overall multiplicative term. We found that using these
multiplicative rewards creates beneficial gradients throughout
all iterations of training, as their values are ensured never to
be too large as to hinder exploration, and never too small as
to have negligible effect. Moreover, as rprogress is computed
using the average foothold position and not base, the agent
is required to walk in order to maximize reward, as opposed
to just merely leaning. The latter aspect is important, since
leaning forward also inhibits the motion of the front legs,
therefore making it much harder to walk.
Policy Definition: We parameterize the GP policy as
a Gaussian distribution with a diagonal covariance ma-
trix piθP (a|oP,t) := N (a|µθP (oP,t),σθP ). The mean
µθP (oP,t) is output by a NN which inputs both exteroceptive
(a) (b)
Fig. 2: (a) Overview of the proposed control structure used at deployment time. (b) Phases within a sequence are indexed using s, and
every index corresponds to a point in time centered around a window defined by the durations tE and tS . The center of the window is
defined by the motion of the base as captured by the phase Φs. tS defines the time-to-switch from the current contact support to the next,
specified in Φs+1, and tE defines the time elapsed since the switch from the previous contact support, specified in Φs−1, to the current.
Transition FeasibilityBase Collision Checks
Gait Planner MDP
Fig. 3: Outline of the MDP for training GP policies where each
candidate phaseΦ∗t+1 output by piθP is checked against termination
conditions.
and proprioceptive measurements into a series of NN layers,
similar to those proposed in [7]. First, MR is input into
three CNN layers, the output of which is subsequently
input into one more fully-connected layer. The resulting
latent output from the height-map is concatenated with the
raw kinematic measurements, then fed into two more fully-
connected layers with ReLU and tanh nonlinearities, and
finally passed through a linear output layer. However, the
standard-deviation parameters σθP are realized by an addi-
tional layer which is independent of the input observations
and is used mainly to drive exploration during training.
Fig. 4(a) provides a graphical depiction of the NN model.
Due to the inclusion of high-dimensional data of the height-
map into the observations oP as well as the relatively
large dimensionality of the actions aP , we trained piθP
with a variant of Proximal Policy Optimization (PPO) using
clipped loss and a Generalized Advantage Estimation (GAE)
critic [16].
Support Phase Transition Feasibility: Transition fea-
sibility amounts to evaluating if a feasible motion exists
between a pair of support phases Φs,Φ∗s+1, where the former
is assumed while the latter is a candidate. Based on the
work by [13], we derive a variant of CROC, which defines
a Linear Program (LP) with linear equality and inequality
constraints and a trivial objective. Thus, the purpose of this
LP is to determine whether a solution exists, given a set of
appropriately designed constraints. In this work, we employ
the following elements into the constraints of LP:
1) A Centroidal Dynamics model of the system.
2) The contact force unilateral and friction constraints.
3) The angular momentum is constrained to zero.
4) Parameterization of W rWB(t) as a Bezier polynomial.
5) Restrict motion of the feet w.r.t. the base.
6) Restrict contact forces in magnitude and direction.
The novelty of our version of the CROC LP is that we retain
(a) (b)
Fig. 4: The neural-network models used for the latent parameters
of policy distributions of the (a) GP and (b) GC, respectively.
the parameterization of the contact forces in the decision
variables, whereas the original does not. Instead, the original
uses the Double Description Method [17] to combine the
constraints of the EoM with those for the contact forces into
a single set of linear inequalities on the CoM. However, for
our use-case, this additional aspect increases computational
cost and complexity and is liable to numerical issues. The
resulting formulation allows us to realize Fcroc by evaluating
the LP given some pair of phases Φs,Φ∗s+1 to determine if
the corresponding phase transition is feasible (1) or not (0).
Transition Feasibility Learning vs Evaluation: Our ap-
proach entails training a GP policy using DRL to infer a
distribution of feasible support phase transitions. However,
one may wonder why should we learn this distribution when
we could instead leverage an efficient implementation of our
LP to evaluate it online in a sampling-based-search approach.
For example, we could envision an approach in which we
use a simple model-based technique such as that in [18] to
first select nominal footholds, then sample points about these
positions using some heuristic distribution and reject those
not lying on valid terrain, and finally evaluate the remaining
points using the LP. We assert that such an approach will be
heavily dependent on the heuristics it employs, as well as
be limited to single-step foothold selection. Conversely, our
approach makes no assumptions about the system beyond
those encoded into the LP and directly observes the terrain
in order to plan multiple steps into the future.
B. Gait Control
The GC is responsible for executing the support phase
sequence provided by the GP while maintaining balance at
all times. When deployed, it operates by tracking a series
of footholds and base positions extracted from the support
phase sequence generated by the GP. In order to learn
this behavior, we define an MDP with transition dynamics
which incorporate the physics of the system and specify
an appropriate parameterization for piθC . Training an GC
policy in such an MDP requires a target phase sequence be
provided, and does assume that a GP is available a priori.
In fact, the target phase sequence can be provided arbitrarily
as long as the target footholds are feasible. However, in this
work, we elected to utilize a GP for this purpose as a matter
of convenience and in order to avoid the use of additional
elements.
Target Foothold Extraction: Assuming the GP is
queried at some time t, we denote the resulting phase
sequence as Φ∗0:nP ,t, where Φ
∗
0,t is the initial phase as
measured by the GP before generating the sequence of length
nP . This amounts to rolling-out2 the planning policy by
recursively evaluating piθP using its own output.
MDP Definition: Given a phase sequence Φ∗1:nP , the
GC proceeds to extract the following target quantities: (a)
target position for the base W r∗WB , (b) target feet contact
states c∗F , and (c) valid target foothold positions W r
∗
WF for
all legs. In the case of W r∗WF , targets are set by looking
ahead into the phase plan so to ensure that both swing
and stance legs have valid foothold references at all times.
Thus, the GC computes the base and foothold tracking
errors BrB,err and BrF,err, respectively, at 100Hz, while the
targets are updated at approximately 2Hz. We thus specify
MDP states sC , observations oC and actions aC defined as
sC :=〈RWB , W rWB , WvWB , WωWB , qj , q˙j , nF , cF 〉
oC :=〈BrB,err, BrF,err, c∗F , BeWz , zBF ,
BvWB , BωWB , cF , qj , q˙j , q
∗
j , η〉
aC :=〈q∗j 〉 (4)
where BeWz is the gravity-aligned z-axis of frame W ex-
pressed in coordinates of frame B, zBF is the distance
between the lowest stance foot and the base along the z-axis
of W , q∗j is the vector of previous target joint positions,
and η ∈ [0, 1] is a phase variable indicating the normalized
time within a support phase. The resulting state, observation,
and action sets are defined by their constituent quantities,
respectively. The transition dynamics of this MDP includes
the generation of the phase plan using the GP, the physics
of the system and the joint-space PD controller. As the PD
controller is evaluated at 400Hz and the GC at 100Hz, we
apply a zero-order hold of the joint positions output by the
agent when computing joint torques to be applied by the
physics simulator.
We define two simple termination conditions for this MDP
1) Tattitude: Angle between eBz and e
W
z exceeds 60
◦.
2) Tcontact: Base collides with the terrain.
We have found that these two simple, yet effective, termi-
nation conditions are those principally responsible for the
2The small range and dimensions selected for the elevation map, in
conjunction with the limitation on maximum step length assumed by the
planner, allows us to extract multiple successive samples ofMR from within
the effective FoV afforded by exteroceptive sensing.
balancing and recovery behaviors learned during training,
and thus their importance must not be understated. Moreover,
we designed a respective reward function which mainly
emphasizes tracking of target foothold positions and contact
states, but also contains terms which inhibit extraneous and
aggressive motions during locomotion. The resulting reward
function is designed as a weighted sum and is defined as
r(st,at, st+1) := rF,error + rF,contact + rF,slip + rF,swing
+ rJ,torque + rB,velocity + rB,attitude
where the subscripts B, F and J correspond to terms related
to base, feet and joints respectively. rF,error and rF,contact
are the task-specific rewards penalizing deviations from the
target foothold positions and contact states, rF,slip penalizes
foot-slip for feet in contact with the terrain, rF,swing penal-
izes fast motions for swing legs, rJ,torque penalizes joint
torques, rB,velocity penalizes vertical linear and roll-pitch
angular velocities of the base and rB,attitude penalizes large
angles between the unit vectors eBz and e
W
z of the base and
world frame respectively.
Policy Definition: The GC policy, like the that of
the GP, is also parameterized as a Gaussian distribu-
tion with diagonal covariance matrix piθC (a|oC,t) :=
N (a|µθC (oC,t),σθC ). While the mean µθC (oC,t) is output
by a simple NN with two fully-connected layers using tanh
non-linearities, shown in Fig. 4 (b), the standard deviation
coefficients σθC are, just as in the case of the GP, output
by an additional layer of parameters which is independent of
oC,t. Due to the relatively small dimensionality of piθC and
the MDP, we train using Trust-Region Policy Optimization
(TRPO) also employing a GAE critic [19].
V. RESULTS
A. Experimental Setup
In order to evaluate our approach, we crafted a suit of
terrain scenarios for training and testing the GC and GP
policies, as depicted in Fig. 1. The first and most basic
scenario consists of an infinite flat plane we refer to as Flat-
World, which we use to establish a baseline for performance
and behavior. Secondly, the Random-Stairs terrain presents
a 20× 20m2 square area consisting of 1× 1m2 flat regions
of randomly selected elevation. The elevation changes were
generated in a way that results in an effective inclination
diagonally across the map. The third terrain scenario is that
which we call Temple-Ascent, and is a composite terrain
consisting of gaps, stepping stones, stairs as well as flat
regions.
We realized the MDP environment for the GP using an
own implementation of CROC in C++, while for the MDP
environment of the GC we used the RaiSim [20] multi-body
physics engine. All RL algorithms were implemented using
the TensorFlow3 C/C++ API. 4.
3https://www.tensorflow.org/
4For the GP, we used a PC with 2x Intel Xeon E5-2680v4 (@2.4GHz)
CPUs, 128GB of RAM, and an Nvidia GTX Titan (Pascal), and for the GC
a PC with a single Intel Core i7-8700K (@3.7GHz) CPU, 64GB of RAM
and an Nvidia GTX 2080 Ti GPU
B. Gait Planner
Training Setup: Training of GP policies in the ter-
rain suite consists of a set of episodes where the robot’s
objective is to reach a a goal position from a sufficiently
far starting location. Both starting and goal positions are
selected randomly at the start of each episode. However, this
procedure differs depending on the features of the terrain,
as we must avoid invalid starting positions and unreachable
goal positions, which, would negatively impact the resulting
policies through the propagation of their respective samples
during training. Once valid starting and goal position have
been sampled, the robot’s initial attitude, contact states and
foothold positions are also sampled uniformly from within
respective bounds.
Moreover, we apply two more augmentations to ensure
a sufficiently informative distribution of state transitions.
First, we check that all initial states have valid transitions
thereof, so to prevent episodes consisting of single steps.
If an initial state would result in an invalid first transition,
we re-sample anew and repeat the process until a valid
transition is detected. Secondly, goals are always ensured
to be reachable within the episode, and upon being reached,
a new one is sampled, and the episode continues until the
maximum duration time is reached or a termination condition
is triggered.
We thus trained two separate GP policies for Random-
Stairs and Temple-Ascent respectively, using PPO with only
14 parallel workers running on the respective desktop com-
puter over 200k iterations, which amounts to a total of two
billion samples per run. Hyper-parameter values are listed
in Table II. We did not need to train a separate GP in Flat-
World, and instead used that trained in Temple-Ascent for the
respective performance evaluations.
Performance Metrics: In order to assess the perfor-
mance of GP policies, we define the Episodic Success Rate
(ESR), which measures the number of successfully reached
goal positions over a finite number of episodes. Essentially,
we execute a sufficiently large number of episodes where
the robot tracks a reference goal position in the world and
assert if the robot has reached within a 0.5m vicinity of the
goal position and within a maximum permissible episode
duration.
Training Results: GP policy training required approx-
imately 82 hours in each terrain scenario. Throughout our
experiments, we found that the randomization scheme men-
tioned above and used for realizing the initial state distri-
bution of the MDP was crucial for successfully learning to
traverse all parts of the terrains. Essentially, this demonstrates
that if the agent does not observe all aspects of the terrain
from the very beginning of training, it is often unable to gen-
eralize to unseen cases at test time. Plots of learning curves
of the GP policies are presented in Fig. 5. Furthermore, we
observed that, as the centroidal dynamics model employed
by CROC is relatively conservative, it tends to limit the set
of transitions that the policy learns. This conservativeness is
furthered by the fact that in this work, we limit the possible
contact states that the GP policy can output to only those
Fig. 5: Learning curves for: (a) GP and (b) GC policy training. The
left columns present Mean Episode Reward (MER) for the given
tasks, while right columns present Mean Episode Length (MED).
with three and four active contacts. Such a restriction was
necessary for reducing the complexity of the problem, and
we intend to extend to the general case of two and single
contact configurations in future work.
We tested the GP policies in their respective terrain
scenarios and evaluated their performance using the ESR
metric. In all cases, we have observed that fully trained
policies can generate valid support phase sequences which
lead the robot to the goal with at an average ESR nearing
100.0%. The performance of GP policies trained and tested
in the terrain suite are presented in Table I, where they have
been deployed together with respective GC policies.
Finally, another important observation regarding the output
of the GP policies has to do with the types of gaits it
manifests. In the case of Flat-World as well as in the flat
regions of Temple-Ascent, we observe that the GP tends to
output mostly cyclic support phases, which indicates that the
policy learns to generate cyclic gaits even though no aspect
of the MDP ever directed it to do so. Moreover, in cases
such as the Stepping-Stones and Gaps bridges as well as
when performing sharp point-turns, the policy outputs acyclic
support phases.
Sample Complexity: One key contribution of this work
has to do with the significant reduction in sample complex-
ity afforded by our approach in using transition feasibility
instead of physical simulation to formulate the GP’s MDP.
Using the transition feasibility check, we can evaluate the
MDP’s transition dynamics at several thousands of steps-per-
second, where each step corresponds to potentially several
seconds of simulation time. Conversely, using a physics sim-
ulator typically requires several hundred or even thousands
of steps to evaluate just one second of simulation time.
Specifically, during training, we executed episodes with a
maximum length of 50 steps with each corresponding to
an average duration of approximately 2.6 s, which amounts
to 130 s of simulation time. However, the physics simulator
using a time-step of 2.5ms would require 24k steps to sim-
ulate the duration above. As the throughput of the transition
feasibility LP and the physics simulator, for our formulation,
is 1kHz and 60kHz respectively, we can estimate an 18-fold
effective reduction in sample-complexity.
C. Gait Controller
Training Setup: Training a GC policy involves collect-
ing MDP transitions over a rich set of target footholds. In
order to achieve such a distribution of training samples, we
ensure that both the initial state distribution of the MDP
as well as the target footholds generated by the GP are
appropriately and sufficiently randomized.
Initial states are generated by first uniformly sampling
initial and goal positions of the base from within the bounds
of the world. We then orientate the base by sampling
uniformly from attitudes centered on the current orienta-
tion facing the goal, and bounded by the vector of Euler
angles
[
0.1, 0.1, pi/4
]
. Moreover, we randomize the initial
feet positions by uniformly sampling xy coordinates from a
0.1× 0.1m2 box defined in the base frame B and centered
around nominal values which would place the feet below
the shoulders. Furthermore, in order to randomize the target
footholds seen by the GC during training, we perform a
randomized fixed rollout of the GP up to the maximum
permissible length of an episode. Essentially, we rollout the
GP however many times necessary such that the resulting
phase sequence meets or exceeds the duration time of an
episode, and randomize the target footholds at each step by
adding a bias uniformly sampled from
[−0.1, 1.0] in the xy
plane while ensuring that the z coordinates are fixed to the
terrain.
With the aforementioned sampling scheme, we trained a
GC policy using TRPO in Flat-World using only 24 parallel
workers and was concluded after a total of 20k iterations.
Moreover, as part of ongoing work to extend our method
to full 3D foothold tracking, we present preliminary results
for GC policies for stair-climbing by first pre-training in
Random-Stairs then also on the stairs section of Temple-
Ascent. Table II presents the hyper-parameters most pertinent
to the training of GC, for all of the cases mentioned above.
We want to emphasize that in all cases, the same hyper-
parameters were used, as we only adapted the initial state dis-
tribution accordingly for each terrain. TRPO was employed
using mostly the default hyper-parameters specified in [19],
[21].
Performance Metrics: We define two metrics for quan-
tifying the performance of GC policies at test-time. First we
define the Foothold Tracking Error Rate (FTER)
FTER
.
=
1
T
T∑
t=0
1∑nf
i=1 c
∗
F,i
·
nf∑
i=1
c∗F,i ·‖r∗WF,i−rWF,i‖ (5)
that measures the mean foothold tracking error throughout
an individual episode of length T , and is computed as
a function of the desired contact states c∗F,i, the desired
foothold positions r∗WF,i and the measured feet positions
rWF,i while in contact with the terrain for each foot and at
every time-step. Secondly, we define the Foothold Tracking
Score (FTS) as the ratio of successfully tracked footholds
over the total generated by the GP within an episode. At
the end of each support phase, we check if feet which were
previously in swing phase have contacted the ground within
5 cm of the target foothold in the xy plane, and increment
the FTS by one for each foot with a successful touchdown
in the aforementioned region. These metrics are important
with regard to the combined use of the GP and GC as
they quantify how reliably a GC can execute the footholds
generated by the GP. As the planner has been trained to
select footholds within a minimum distance of 5 cm from
any changes in elevation exceeding 1 cm, and as long as the
controller can maintain foothold tracking within the same or
smaller region, then the combined system is ensured operate
safely.
Training Results: GC policy training performed on the
respective desktop PC endured for approximately 45 hours
for Flat-World and approximately 116 hours for Random-
Stairs and Temple-Ascent. In Fig. 5, we provide plots of
MER and MEL resulting from training in Flat-World as
an example of respective learning curves for training GC
policies. The difference in training duration is due to the
increased computational cost incurred in the physics engine
when evaluating contacts between the terrain mesh and
the multi-body system. Training in Flat-World results in a
policy which succeeds in generalizing well to planar foothold
tracking, while training in Random-Stairs and Temple-Ascent
extends these capabilities to 3D. However, the stair-climbing
policy trained in the latter case exhibits worse MER and FTS
than those trained in Flat-World. This discrepancy is mainly
attributed to the difficulties in designing sampling schemes
which initialize the robot in valid starting states, but also due
to similarity in the foothold targets generated by the GP as a
result of the repetitive terrain features exhibited in the suite.
We evaluated the performance of the resulting GC policies
within Temple-Ascent across five runs, each consisting of 100
episodes with a maximum length of 90 s. Moreover, we also
perturbed the nominal model of the robot (i.e., with which
the GC was trained) in order to assess the robustness of the
policies. Specifically, we increased the mass of the base by
25% and varied the lengths of the shank links by ±10%.
In each case, ESR, FTS and FTER values were recorded in
order to compute empirical means and standard deviations.
All resulting measurements of performance are presented in
Table I5.
VI. DISCUSSION
This work proposes a new approach for training a two-
layer hierarchy of neural-network policies which realizes
terrain-aware locomotion for quadruped robots6. We partition
locomotion into two parts that can be trained independently,
and which interface via a carefully designed parameterization
5Although the mean performance for stairs is above 90% in the nominal
case, the variance is noticeably higher across for the perturbed models
indicating that this policy is more sensitive to model variations than that
for other terrains.
6https://youtu.be/-y2tewOqWAo
TABLE I: Performance of the GC policy on the different terrain scenarios in Temple-
Ascent, and under different kinds of variations to the system. The nominal system is
that with which the policy was trained, and all variations are performed only at test
time. mB is the mass of the base, while lshank is the length of the shank links.
ESR values are listed as percentages, and all results are presented as empirical
means plus-minus the corresponding standard deviations.
System Metric Flat Gaps Stepping-Stones Stairs
Nominal ESR 99.8%± 0.2% 96.4%± 2.3% 96.8%± 1.2% 90.6%± 6.8%FTS 0.985± 0.000 0.967± 0.000 0.970± 0.000 0.751± 0.000
FTER 0.016± 0.000 0.023± 0.000 0.021± 0.000 0.049± 0.000
mB+
25%
ESR 99.4%± 0.8% 94.6%± 6.8% 98.4%± 0.8% 82.4%± 14.3%
FTS 0.916± 0.000 0.906± 0.000 0.895± 0.000 0.605± 0.000
FTER 0.028± 0.000 7.332± 266.3 0.032± 0.000 0.060± 0.000
lshank+
10%
ESR 99.0%± 1.5% 95.2%± 8.7% 97.6%± 0.3% 76.4%± 8.8%
FTS 0.968± 0.000 0.952± 0.000 0.975± 0.000 0.618± 0.000
FTER 0.020± 0.000 0.025± 0.000 0.020± 0.000 0.069± 0.000
lshank−
10%
ESR 100.0%± 0.0% 97.8%± 3.2% 97.4%± 0.8% 89.6%± 16.8%
FTS 0.990± 0.000 0.965± 0.000 0.971± 0.000 0.541± 0.000
FTER 0.017± 0.000 0.022± 0.000 0.021± 0.000 0.058± 0.000
TABLE II: Policy optimization algorithm hyper-
parameters for the GC using TRPO and the GP
using PPO (see [16], [21] for details).
Parameter Symbol TRPO PPO
Batch Size NB 24k 200k
Mini-Batches NMB - 5
Max. Episode Length Tmax 3000 50
Discount Factor γ 0.995 0.99
Trace Decay λ 0.99 0.97
Terminal Reward rT −5.0 −1.0
KL Constraint δ 0.01 -
Clip  - 0.2
Entropy Weight β 0.001 0.004
Initial Variance σ20 0.4 1.0
Adam Epochs nepoch - 3
Adam Learning-Rate αAdam - 0.0002
Gradient Clipping gmax - 1.0
CG Damping βCG 0.1 -
CG Steps nCG 40 -
of quadrupedal gaits. Moreover, as physical simulation incurs
a high computational cost for training parameterized distri-
butions using on-policy model-free RL algorithms, our pro-
posed method aims to reduce sample-complexity by instead
using transition feasibility to realize MDP environments.
Finally, we have demonstrated the efficacy of our approach
via successfully training NN policies in a suite of challenging
terrain scenarios. The resulting policies not only exhibit
effective locomotion capabilities in the suite of rigid non-
flat terrains but also manage to generalize well to previously
unseen cases. In future work, we plan to extend our approach
in three directions. First we plan to perform sim-to-real
transfer and deploy the GP and GC policies on hardware, and
second, we aim to generalize the capabilities of formulation
for training the GP so to be able to robustly traverse stairs,
handle inclined surfaces and generate dynamic gaits patters.
Third, we intend to explore techniques for enabling our
system to handle all terrain types using a single architecture.
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