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Abstract
Continuous sign language recognition (SLR) aims to
translate a signing sequence into a sentence. It is very
challenging as sign language is rich in vocabulary, while
many among them contain similar gestures and motions.
Moreover, it is weakly supervised as the alignment of sign-
ing glosses is not available. In this paper, we propose
Structured Feature Network (SF-Net) to address these chal-
lenges by effectively learn multiple levels of semantic infor-
mation in the data. The proposed SF-Net extracts features
in a structured manner and gradually encodes information
at the frame level, the gloss level and the sentence level
into the feature representation. The proposed SF-Net can
be trained end-to-end without the help of other models or
pre-training. We tested the proposed SF-Net on two large
scale public SLR datasets collected from different contin-
uous SLR scenarios. Results show that the proposed SF-
Net clearly outperforms previous sequence level supervi-
sion based methods in terms of both accuracy and adapt-
ability.
1. Introduction
Sign language is considered to be the most structured
form of gestural communication method. It is commonly
used by deaf people as their major way of daily commu-
nications but is difficult for common people to understand.
Gloss, which represents the closest meaning of a sign in the
natural language, is generally defined to be the unit of the
sign language [26]. A gloss is typically made up by one
or more hand gestures, motions, facial emotions and tran-
sitions in between them. A single change in one of these
components can result in another sign that has a very differ-
ent meaning (See Figure 1 for examples).
Continuous sign language recognition (SLR) aims to rec-
ognize glosses in a signing sequence. It is different from
isolated SLR, in which each sign has been segmented and
annotated independently. It is also different with sign lan-
guage translation (SLT) [6], which involves an additional
step to translate recognized glosses into a grammatical sen-
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Figure 1. Samples of glosses that look similar in the Chinese Sign
Language Dataset [14]. Yellow and blue boxes represent hand lo-
cations in the two frames. In each gloss pair, gloss on the top
differs from the bottom one only either in motions or gestures.
However, they are very different in meanings.
tence. In continuous SLR, no segmentation and alignment
but only the sentence level annotation for the whole signing
sequence is given. This requires the model to learn not only
frame level and gloss level features to distinguish different
glosses, but also sentence level features to infer alignment
and construct the sentence.
Recent years, deep learning [22] has achieved outstand-
ing performance in many vision tasks. Successful work
exists on applying deep learning techniques on continuous
SLR [20, 19, 14, 21, 28]. However, the task remains chal-
lenging even with deep learning. On the one hand, models
used in these methods manage to learn features and align-
ments from the frame level. This could have limited the
representativeness of features as single frames are far from
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the completion of a gloss. Also, the number of frames that
a gloss lasts may vary dramatically, which could introduce
uncertainty in alignment learning. On the other hand, some
methods still need the help of additional models such as
Hidden Markov Models (HMMs) or language models to
construct the final sentence. This could have limited the
adaptability of the method as it requires careful tweaking of
the whole system for a specific dataset.
In order to address these challenges, in this paper, we
propose Structured Feature Network (SF-Net). The pro-
posed SF-Net learns features in a structured manner to grad-
ually encode information at the frame level, the gloss level
and the sentence level into the feature representation. The
translated sentence can be obtained by doing greedy de-
coding using the final features. As a result, the alignment
can be inferred from the gloss level rather than from the
frame level. While different network designs are used for
different levels of feature learning, the whole network can
be trained end-to-end without the help of other models and
pre-training.
We tested the proposed SF-Net on two large scale public
SLR datasets, Chinese Sign Language (CSL) dataset [14]
and RWTH-PHOENIX-Weather-2014 dataset [18], which
represent continuous SLR in a laboratory environment and
real world respectively. The final results show that, the pro-
posed SF-Net outperforms previous sequence level supervi-
sion based methods on both datasets. We also show in steps
the effectiveness of several network designs in SF-Net.
2. Related Work
The work in this paper falls into the topic of sign lan-
guage recognition (SLR), which is also related to sequence
to sequence learning and human action and gesture recogni-
tion. We hereby provide a literature review on these topics.
Sign Language Recognition. SLR can be divided into
isolated SLR and continuous SLR. Isolated SLR discusses
scenarios where signs are segmented so that each sample
of data contains only one running gloss as the recognition
target. Much work exists on successfully recognizing iso-
lated signs [23, 11, 12]. Differently, continuous SLR is a
more challenging scenario where several running glosses
are signed in a continuous sequence in a single sample of
data. In this case, the task is weakly supervised as signs are
not segmented, and only the overall transcripts are given,
without temporal alignment information. Most existing
continuous SLR methods divide the task into three stages,
including temporal segmentation or alignment learning, iso-
lated SLR, and sentence construction with language models
[38, 21]. While these methods have achieved convincing
performance, they may have to be trained with additional
supervisions or the help of other pre-trained models, which
requires careful tweaking of the whole system for a spe-
cific dataset. End-to-end continuous SLR methods also ex-
ist [3, 7, 14]. However, these methods learn features and
alignments on the frame level, which may fail to fully in-
vestigate the semantic information in the data. Differently,
the proposed SF-Net can capture different levels of informa-
tion in the data by extracting features in a structured manner.
Another related topic in the scope would be sign language
translation (SLT) [6], which takes SLR as the first step and
adds one additional step to translate recognized glosses into
common sentences. In this paper, we focus on the SLR part
only.
Sequence to Sequence Learning. It is natural to
think of continuous SLR as a sequence to sequence task
as it translates a sequence of running glosses into a se-
quence of words. Most methods in this topic are Encoder-
Decoder framework [30] Connectionist Temporal Classi-
fication (CTC) based. The Encoder-Decoder framework
nowadays generally incorporates the attention mechanism
[2] to learn long term dependencies and the alignment be-
tween the source sequence and the target sequence. Alter-
natively, CTC aims to learn a comprehensive scoring func-
tion for the whole sequence instead of classification scores
for each of the single frames. These two methods have been
successfully applied to speech recognition [1, 5], text recog-
nition [34, 8], video captioning [35, 4] and neural machine
translation [24]. However, the unit in these tasks can be eas-
ily defined and processed (for example, source words in lan-
guage translation). This is different from continuous SLR
as the unit, which is supposed to be gloss, can hardly be
pre-defined as they vary a lot in length. Moreover, Encoder-
Decoder framework based methods generally need a lot of
data to learn the mapping between the source and the target
sequence. This is not available for continuous SLR.
Action and Gesture Recognition. Continuous SLR
shares some similarities with action and gesture recogni-
tion as they all discuss body language. However, they are
mostly based on different foundations. Gesture recognition
generally discuss stationary hand shape or body postures.
Most efforts fall on detecting key part of the body (such as
hands) which may have significant impact on the follow-
ing classification [29, 25]. Action recognition is closer to
SLR as they both learn body motions in time series. Re-
cent advances in network architecture have considerably
improved the performance of action recognition in bench-
mark datasets [9, 31, 39]. However, actions in each of the
samples are complete and well-defined, making them suit-
able for classification. On the contrary, several different
glosses may appear in a continuous sequence in continu-
ous SLR. Nonetheless, network architectures that can ex-
tract action features effectively have given us insights in de-
signing the proposed SF-Net.
3. Structured Feature Network
Continuous SLR takes a sequence of signing frames as
input and learn to directly output the target sequence of
glosses in the right order. In this task, there are implic-
itly three levels of information in the data that need to be
considered. First, the frame level. The signing gesture and
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Figure 2. Overview of the proposed SF-Net. Squares in the figure are feature maps while strip-shape rectangles are one-dimension feature
vectors. Their copies represent the expansion in the temporal dimension. The three levels of feature extraction are distinguished using
different colors.
facial emotion are important information for distinguishing
different glosses. They are the bottom most level of infor-
mation in the task and can be captured by processing and
extracting features in the frames. Second, the gloss level.
Signing glosses are made up of several gestures, emotions
and motions (in fact, we can also consider holding on a ges-
ture as one kind of body motion). As a result, independent
frames are far from the completion of a gloss. Therefore,
information of several frames has to be combined to form
features in this level. Finally, the sentence level. Different
glosses are performed in a continuous sequence without ex-
plicit segmentation. In order to align and translate the sign-
ing sequence to target sentence, gloss level features need to
be re-organized in this level so that context information in
the sequence can be encoded.
We propose the Structured Feature Network (SF-Net).
Unlike previous methods that may not have fully investi-
gated the information discussed above, the proposed SF-Net
uses different network designs to learn features in three lev-
els which can be paired to the levels of information in the
task. By effectively learning features in this structured man-
ner, information at the three levels can be gradually encoded
into the final feature representation and the task can be made
end-to-end trainable without the help of other methods or
pre-training. An overview of the proposed SF-Net is shown
in Figure 2.
3.1. Frame Level Feature
Feature learning at this level focuses on the gestures and
facial emotions in each frame. Like in many other applica-
tions, this can be effectively done by stacking up several 2D
convolutional layers. As each sample in continuous SLR is
a sequence of signing frames, a mini-batch of samples can
be represented as a 5D matrix IB×T×C×H×W , whereB, T ,
C, H , W denotes the batch size, the length of the sequence,
the number of channels in each frame, and the height and
width of each frame respectively. The 2D convolution can
be then done per sample per frame as:
Y 2Di,t,k,y,z =
C−1∑
c=0
H−1∑
h=0
W−1∑
w=0
Ii,t,c,h+y,w+zK
2D
k,c (1)
where i, t, k, y, z are indexes of the output, Y the output
and K2D the 2D kernel.
This operation treats each frame independently, which
may have some shortcomings in extracting features for sign
language. This is because that there are many fast and small
motions (such as quick finger movements) in sign language.
These motions last only for a few frames and the difference
between these frames may be too small to observe with-
out comparing them directly. Therefore, in order to capture
these fast and small motions, we propose to incorporate 3D
convolutional layers [16] that take adjacent frames into ac-
count during feature extraction in the frame level. The 3D
convolutional is done per sample as:
Y 3Di,x,k,y,z =
C−1∑
c=0
T−1∑
t=0
H−1∑
h=0
W−1∑
w=0
Ii,t+x,c,h+y,w+zK
3D
k,c (2)
whereK3D is the 3D kernel. We do not reduce the temporal
dimension during 3D convolution, so in SF-Net X ≡ T .
Inspired by the MiCT Network [39], after each 2D and
3D convolution, we merge features of the two branches with
an cross domain element-wise summation. As a result, the
final output is:
Yi,t,k,y,z = Y
3D
i,t,k,y,z + Y
2D
i,t,k,y,z (3)
This operation can speed up learning and allow training
of deeper architectures. At the same time, it allows the 3D
convolution branch only to learn residual temporal features,
which is the fast and small motions in sign language for us,
to compensate features learned in 2D convolution. These
3
3D convolutions have actually added another sub-level of
feature learning in the frame level. As a result, instead of
stacking up 2D convolution layers, we use several 2D/3D
convolution blocks in the frame level of feature extraction
(as shown in Figure 2). After the last convolution block, we
conduct a global average pooling to reduce dimension. The
final feature will be of dimension Y B×T×K , whereK is the
number of channels in the last block.
3.2. Gloss Level Feature
Gloss is the unit of the sign language. However, in con-
tinuous SLR, the segmentation of these units is not avail-
able. This requires the network to align certain frames to a
corresponding gloss in the target sentence. This alignment
is hard to learn as isolated frames are far from the comple-
tion of a gloss. Although features in the frame level have en-
coded some fast motion information, the number of frames
considered are still much smaller than the number of frames
a gloss can last. It is therefore necessary to add a new level
of feature learning to better encode gloss level information.
We show the network design in this level in Figure 3.
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Figure 3. Network design of the gloss level part of SF-Net. A fram-
ing operation is added in this level to capture gloss level motions
and a regularizer is introduced to prevent overfitting. Framing set-
tings in the figure have a window size of 3 and stride of 1. These
settings are for illustration purpose only.
Inspired by the framing step in automatic speech recog-
nition (ASR), we also add a framing step after the frame
level feature extraction. Similar to the framing in ASR,
given an input of length T , the window size L and the stride
S, the number of meta frames generated is:
F = bT − L
S
c+ 1 (4)
and each meta frame contains L frames and is of dimen-
sion [L ×K]. After framing, the output of the frame level
feature will be transformed into a 4D matrix of dimension
Y ′B×F×L×K .
In order to reduce dimension and form more compact
gloss level features, we add a long short term memory
(LSTM) layer to learn the temporal dependencies between
frames in meta frames. The LSTM layer can encode tem-
poral information into the feature while also preserve the
ordering of frames during encoding. This is an important
reason that we choose LSTM over the others as the signing
ordering is also key to distinguish glosses. By taking out
the hidden state of the last frame as the feature of each meta
frame, the output dimension of features in this level be-
comes MB×F×H , where H is the number of hidden nodes
in the LSTM layer.
Note that the combination of the LSTM and the 3D con-
volution in the frame level has actually created an effec-
tive temporal modeling architecture, where the 3D convolu-
tion takes care of the short term fast motions and the LSTM
learns slower motions that have longer temporal dependen-
cies. This has fitted in the pattern of sign language as both
slow and fast motions can appear in signing a gloss.
Furthermore, as the number of data available for train-
ing continuous SLR is limited, to prevent overfitting and
fully develop the network capacity in the first two levels,
we added a regularizer in the gloss level to enhance the gen-
eralization of the features. We first used a fully-connected
layer and a followed Softmax activation to transform fea-
tures of meta frames MB×F×H into a probability distri-
bution, where each entry in the distribution represents the
likelihood of the meta frame being the corresponding gloss
in the vocabulary. Then, the regularizer is realized without
additional supervision by forcing these distributions to be
close to the ones obtained in the sentence level. Specifi-
cally, let P gl be the probability distribution obtained in the
gloss level and P sl the one obtained in the sentence level
(which is also the one used for emitting the final output),
we use Kullback-Leibler Divergence Loss:
Lg = −
N∑
n=1
P sln log(
P gln
P sln
) (5)
where N is the vocabulary size.
This regularizer is introduced after the first few epochs
to ensure stable training.
3.3. Sentence Level Feature
Context information is important for continuous SLR
and other sequence to sequence tasks to learn the align-
ment between the source and the target sequence. In this
last level of sentence feature learning, we follow a standard
setup used in many other sequence to sequence tasks. We
add a Bi-Directional LSTM (BiLSTM) which takes as input
the gloss level feature MB×F×H and re-organize these fea-
tures to encode context information in both directions into
the feature representation. The final sentence level feature
will be of dimension OB×F×2H , as features in the two di-
rections will be concatenated.
These features are then fed into a fully connected layer
that casts them into the prediction space. We choose the
Connectionist Temporal Classification (CTC) [10] as the
loss function over the Encoder-Decoder framework as it
tends to get overfitting in seen target sequence patterns. As
a result, the loss function is:
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Ls = LCTC = −log(P (y|x)) (6)
where y is the target sequence of glosses and P (y|x) is the
sum of probabilities of all decoding paths that will result in
y after collapsing repetitions and removing blanks.
When combined with the regularizer in the gloss level,
the loss function becomes:
L = Ls + [E > Estart] · Lg (7)
whereE is the current training epoch index andEstart is the
epoch index that the regularizer will be introduced. During
testing, the final output can be obtained by simply doing
greedy decoding on the probability P sl.
4. Experiments
We conducted experiments on two large scale continu-
ous SLR datasets, Chinese Sign Language (CSL) dataset
[14] and RWTH-PHOENIX-Weather-2014 dataset [18].
We show evidence on the effectiveness of several design
choices of the proposed SF-Net and also compare it to other
methods. Qualitative results of SF-Net on full videos are
provided in the Appendix.
4.1. Datasets
Chinese Sign Language (CSL) dataset [14] is a dataset
collected in a laboratory environment. There are 50 sign-
ers and 100 unique sentences in the dataset. Each signer
has performed each of the 100 sentences for 5 times, giving
in total 25,000 samples and more than 100 hours footage.
Videos are collected with a Microsoft Kinect camera and
post-processed to a unified resolution of 720 × 1280 and
frames per second (FPS) of 30. The dataset also has a
word-level version, where the same 50 signers have each
performed 500 unique words once. As no official split is
provided, we did the split ourselves and gave 20,000 and
5,000 samples to the training set and testing set respectively.
When splitting the dataset, we have ensured that signers
have no overlap in the two sets.
RWTH-PHOENIX-Weather-2014 dataset [18] is a real
world SLR dataset which represents a more challenging
scenario. It is recorded from a public television broadcast in
Germany. It contains 6841 unique sentences performed by 9
signers. Signers all wear dark clothes and sentences are per-
formed in front of an artificial grey background. There are
about 80,000 running glosses in the dataset, giving in total
more than 10 hours in length. It is much richer in vocab-
ulary compared to the CSL dataset, which is of size 1231.
Videos have been post-processed to a unified resolution of
210 × 260 and an FPS of 25. We follow the official split of
the dataset, which gives 5672, 540, 629 samples to training,
validation and testing respectively.
4.2. Settings
Our settings for the frame level part is shown in Figure
4. In the rest of the network, we use 1 LSTM layer with 512
hidden nodes and 1 BiLSTM layer with 256 hidden nodes in
each direction respectively for the gloss level and sentence
level part of the network. The window size L we choose
for the gloss level framing is 12, which is approximately
0.5 seconds for both datasets. The framing stride S is set to
3. Batch normalization [15] is used after every 2D convo-
lution and 2D/3D blocks. Moreover, sequence-wise batch
normalization [1] is used for LSTM and BiLSTM layers.
Input
2D conv, 7×7, 2, 64 3D conv, 3×7×7, 2, 64
2D conv, 1×1, 1, 64
max pooling, 2×2, 2
2D conv, 3×3, 1, 128 3D conv, 3×3×3, 1, 128
2D conv, 1×1, 1, 128
max pooling, 2×2, 2
2D conv, 3×3, 1, 256 3D conv, 3×3×3, 1, 256
2D conv, 1×1, 1, 256
max pooling, 2×2, 2
2D conv, 3×3, 1, 512 3D conv, 3×3×3, 1, 512
2D conv, 1×1, 1, 512
global average pooling
Figure 4. Network settings for the frame level part.
For the CSL dataset, we central cropped all video frames
to reduce the blank area in the frames. We then resized
the frames to 224 × 224 as a final step of pre-processing.
For the RWTH-PHOENIX-Weather-2014 dataset, we sim-
ply resized all frames to 256 × 256 and random cropped a
224 × 224 area as a way of data augmentation during train-
ing. We used Adam optimizer [17] for training the networks
with an initial learning rate of 1e-4 and a weight decay of
1e-5. Learning rate was decreased by a factor of 0.5 in the
half way of training. We trained the network for 40 and 60
epochs respectively for the two datasets.
We use the word error rate (WER) as the evaluation met-
ric for the purpose of comparison with results reported in
other work. It is defined as:
WER =
#substitution+#deletion+#insertion
#words in the target
(8)
Note that, when the output is Chinese, we consider each
Chinese character as a unique word for better comparison
with results of previous methods.
4.3. Network Design Analyses
2D/3D Convolution Block. We first tested the effective-
ness of adding additional branches of 3D convolutions in the
frame level feature extraction. We conducted experiments
on both the word-level CSL dataset and sentence-level CSL
dataset and compared the performance of the SF-Net when
5
Figure 5. Comparison of feature maps after the first convolution (or block). We show 4 frames of 2 samples downsampled from 16 frames
in the original sequence. For each sample, the first row is the original frame, the second row is the feature map learned without 3D
convolution and the last row is the feature map learned with 3D convolution. In each of the feature maps, areas that have been given more
attention are colored brighter.
training with and without 3D convolutions. When doing ex-
periments on the word-level dataset, the sentence level part
of SF-Net has been removed. Also, a fixed length of 2s
(60 frames) of video is cut out from a random position in
the original word-level videos and downsampled to contain
only 12 frames. By doing this, the framing stage in the gloss
level part of SF-Net would only generate one meta frame.
We use the feature of this meta frame for classifying the
video. Results on the testing set are shown in Table 1.
We can see that, the 3D convolution branch has brought
nearly 3.5% of accuracy gain compared to the accuracy ob-
tained without 3D convolution in the word-level classifica-
tion. Similarly, in sentence-level, the WER has reduced for
more than 2%. This indicates that the fast and small motions
that exist in sign language are indeed important information
for distinguishing glosses. This information can be success-
fully captured by 3D convolutions. We give a feature map
comparison in Figure 5 for further analyses.
Word Sentence
Without 3D 17.3 7.1
With 3D 13.0 4.7
Table 1. Comparison of performance when training with and with-
out 3D convolutions. Results are classification error rate and WER
for the word-level and sentence-level respectively.
It can be observed that, feature maps learned by 2D con-
volutions simply have highlights at arm, head and leg posi-
tions in the current frame. On the contrary, after 3D convo-
lution is introduced, feature maps transformed to either have
additional highlights at arm or hand positions in adjacent
frames, or only have highlights for the moved portion of the
body. Both can be a way of encoding fast motions. More-
over, we can see that feature maps learned by 2D/3D convo-
lution block have shown fewer highlights in irrelevant areas,
such as at leg areas. This may own to the branch merging
strategy which helps achieve a better gradient propagation.
Both these properties of 2D/3D convolution block can help
stabilize learning and improve the final performance.
Gloss Level Feature. We then tested the effectiveness
of adding the gloss level feature extraction. We conducted
experiments on both the CSL dataset (both word-level and
sentence level) and the RWTH-PHOENIX-Weather-2014
dataset and compared the performance of the SF-Net when
training with and without the gloss level part. After remov-
ing the gloss level part, we tried two approaches: do the
framing but simple concatenate features in each meta frame
without going through the LSTM layer, and remove both
framing and LSTM where output features from the frame
level will be fed into the sentence level directly. For word-
level CSL dataset, only the former approach is used. Gloss
level regularizer was not used in this set of experiments.
Results on the testing set are shown in Table 2.
CSL
RWTH
Word Sentence
Without framing - 11.9 46.7
With framing 19.1 8.8 45.0
With LSTM 13.0 4.7 40.8
Table 2. Comparison of performance when training with and with-
out gloss level feature extraction. Results are classification error
rate for word-level CSL dataset and WER for sentence-level CSL
and RWTH datasets.
We can see that, there is a dramatic drop of performance
for both datasets when the framing and LSTM in the gloss
level part of the SF-Net are removed. This may mainly be-
6
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Figure 6. Comparison of alignment. We show 12 frames of 3 samples downsampled from 24 frames in the original sequence. For each
sample, we first show outputs given by SF-Net trained without framing, and then the ones of SF-Net trained with framing and LSTM.
Different bracket colors indicates different meta frames. Blank outputs are colored in blue, which will be removed in decoding. Outputs
that will cause errors in decoding are colored in red.
cause that inferring the alignment between the input and the
output directly from the frame level is much harder as su-
pervision is only given on the whole sentence per glosses
but not per frame states. Without framing, the searching
space in decoding greatly increased and this may require
more powerful context information encoding to learn.
We can also see that, when framing is used with the ab-
sence of LSTM layer, the results get better but still far below
the performance when LSTM is used. This indicates that
modeling of the temporal information in each meta frame
is also important. Otherwise, there are may be too many
redundant information to achieve effective sentence level
learning. Finally, by fully implementing the gloss level de-
sign of the SF-Net, we achieved the best results in this set of
experiments. We show three alignment samples in Figure 6
to better reveal how framing has improved performance.
The errors made by the model that is trained without
framing are typical types of errors that we observed in frame
level alignment prediction, where one error can distort the
whole sequence output. On the contrary, this has been al-
leviated after framing is introduced. Framing has made
the output prediction become much sparser (24 predictions
(only show 12 due to page limit) compared to 5 predictions
in Figure 6), which can reduce the probability of introduc-
ing these errors. Furthermore, the prediction becomes more
accurate as the LSTM has encoded the temporal dependen-
cies between frames in each meta frame into the feature rep-
resentation.
Gloss Level Regularizer. Finally, we tested the effec-
tiveness of having an addition regularizer in the gloss level.
We conducted comparison experiments on the RWTH-
PHOENIX-Weather-2014 dataset. We also tuned the value
of Estart to see the impact of adding the regularizer in dif-
ferent stages of training. Results are shown in Table 3.
No reg
Epoch
1 5 15 25
WER 40.8 42.7 40.2 38.4 38.1
Table 3. Comparison of performance on the RWTH-PHOENIX-
Weather-2014 dataset when adding gloss level regularizer in dif-
ferent stages of training.
It can be observed that, when the regularizer is intro-
duced in the early stage of training, the performance has
dropped for nearly 2%. This may be because that the net-
work can have very unstable output probability distributions
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in the early stage of training. This has made learning diffi-
cult and resulted in worse convergence. Different, when we
add the regularizer in the medium stage of training, it helped
improve the final performance for more than 2.5%. This has
demonstrated its effectiveness.
However, we did not find similar observations when
training the CSL dataset and it seems that the regularizer
has little impact on the result. We believe it is because that
the vocabulary size, sentence length and possible combi-
nations of glosses are smaller in the CSL dataset. On the
contrary, the RWTH-PHOENIX-Weather-2014 dataset has
a richer vocabulary and contains non-repeated, longer sen-
tences, and some glosses appear only for a few times. When
learning on it, regularizer can help to prevent overfitting on
seen sentence patterns and better develop the capacity of the
first two levels of the network.
4.4. Overall Performance
We did a thorough comparison between the performance
of the proposed SF-Net and previous methods. To fully
investigate the performance of the proposed SF-Net, we
added a set of experiments where we initialized the frame
level and the gloss level parts of the network with parame-
ters learned in training the word-level CSL dataset. This can
help accelerate learning, though we observed that similar re-
sults can be obtained by training from scratch after adding
the number of training epoch. Moreover, to fully investi-
gate the capacity of the algorithm, we also conducted a set
of experiments where we used ResNet-18 [13] as our back-
bone architecture with all non-bottleneck layers changed to
2D/3D convolution blocks. For fair comparison, we only
considered previous methods that are based on sentence
level supervision excluding methods using frame-level la-
bels such as [21]). Methods that use other kinds of super-
vision (such as frame state labels) are not included in this
section. We report the result in Table 4 and Table 5 for
the two datasets respectively. Most results for other meth-
ods are collected from their original papers or dataset re-
lease papers. We only re-trained SubUNet [3] for the CSL
dataset.
Methods WER
DTW-HMM [38] 28.4
LSTM [33] 26.4
S2VT [32] 25.5
LSTM-A [37] 24.3
LSTM-E [27] 23.2
HAN [36] 20.7
LS-HAN [14] 17.3
SubUNet [3] 11.0
SF-Net (scratch) 4.8
SF-Net 3.8
Table 4. Comparison of performance of different methods on the
CSL dataset.
Methods WER
Dev Test
[18] 57.3 55.6
Deep Hand [19] 47.1 45.1
Deep Sign [20] 38.3 38.8
SubUNet [3] 40.8 40.7
[7] 39.4 38.7
LS-HAN [14] - 38.3
Align-iOpt [28] 37.1 36.7
SF-Net (scratch) 38.0 38.1
SF-Net 36.5 36.1
SF-Net(ResNet-18) 35.6 34.9
Table 5. Comparison of performance of different methods on the
RWTH-PHOENIX-Weather-2014 dataset.
We can see that the proposed SF-Net has achieved
the best performance among these methods on both two
datasets, even when training from scratch. When training
from pre-learned parameters in the word-level CSL dataset,
we observed further improvements in accuracy. This has
demonstrated the effectiveness and adaptability of SF-Net
on learning in different scenarios.
However, we should still note that the performance on
the RWTH-PHOENIX-Weather-2014 dataset is far from
satisfactory for real world applications. The high diver-
sity, large vocabulary, limited number of training samples
and the weakly supervised nature of the task are all factors
that have made this dataset challenging. Adding more reg-
ularizer or data are possible future work directions to level
up the performance. Moreover, sign language is highly re-
gional due to the lack of spreading, educating and standard-
izing, which has ended up with the co-existence of many
different variations of the language around the world. This
has dragged behind the development of algorithm and larger
dataset in SLR. More work has to be done in bridging this
gap in the future.
5. Conclusions
In this paper, we propose Structured Feature Network
(SF-Net) to extract features from three levels of informa-
tion that co-exist in continuous SLR. In the frame level,
the proposed SF-Net incorporates 2D and 3D convolution
to capture gesture, emotion and fast and small motion in-
formation. Then a framing step is added in the gloss level
to generate meta frames which will be processed by LSTM
to form gloss level features. These features will be further
re-organized by the BiLSTM in the sentence level to encode
context information.
We tested the proposed SF-Net on the CSL and the
RWTH-PHOENIX-Weather-2014 datasets. Results have
demonstrated the effectiveness of several designs in the net-
work. Results also show that the proposed SF-Net has out-
performed previous sentence level supervision based meth-
ods, in terms of both accuracy and adaptability.
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A. Appendix
A.1. Framing Window Size
We conducted a set of experiments on the RWTH-
PHOENIX-Weather-2014 dataset [18] to investigate the im-
pact of the framing window size on the final performance.
We fully implemented the proposed SF-Net without the
frame level regularizer and only tuned the window size. Re-
sults are in Table S1.
No frame
Window Size
3 6 9 12 15 18
WER 46.7 45.9 43.1 40.7 40.8 41.0 41.5
Table S1. Comparison of performance on the RWTH-PHOENIX-
Weather-2014 dataset when using different framing window sizes.
We can see that the performance has dropped when the
window size is very small (3 or 6 frames). This may be be-
cause the number of frames is too small to really learn gloss
level temporal dependencies, as we observe most glosses
take around 500 ms to perform. Then, the performance
stays relatively stable for window size from 9 to 18, even
we can observe a tendency of performance decline if the
size continue to grow. However we were not able to further
increase it as we have to make the output sequence length to
be longer than the target sequence length. We set the win-
dow size at 12 as to maximally reduce the number of meta
frames without hurting the performance.
A.2. Qualitative Results
We show qualitative results of Structured Feature Net-
work (SF-Net) on full videos for the RWTH-PHOENIX-
Weather-2014 dataset [18] and the Chinese Sign Language
(CSL) dataset [14] in Figure S1 and Figure S2 respectively.
The RWTH-PHOENIX-Weather-2014 dataset is richer
in expression (vocabulary and sentence length) but less di-
verse in performance (number of signers and signers’ dress-
ings). Sentences in the dataset are unique, so all sentences
in the validation and testing set have not been seen by the
network during training. We can see that, although the
training set is relatively small (compared to other sequence
to sequence tasks), the proposed SF-Net is able to recog-
nize running glosses in very long sequence (more than 200
frames). Also, although false recognitions exist, they do
not show to have affected other recognition in the sentence.
This has demonstrated the robustness of SF-Net. Moreover,
many of the false recognition made by SF-Net are close to
the ground truth (e.g., northwest (northwest) to west (west),
abswchseln (alternate) to wechselhaft (changeable)). They
have little impact on understanding the whole sentence.
However, bad cases (last 3 samples) also exist. Many of
these cases are caused by infrequent glosses (e.g., kaum
(barely) which only appears 41 times and druck (pressure)
which only appears 95 times in all 65,227 glosses in the
training set) and out-of-vocabulary glosses (e.g., noch-nord
(to-north) and von-unten (from-underneath)). Note that
when there are out-of-vocabulary glosses, adjacent recog-
nitions may be affected. This is because unseen signing
patterns can introduce uncertainty in alignment inference.
The CSL dataset contains less sentences but is much
more diverse in performance, as it contains more signers
and has not unified their dressings. We can see that, the pro-
posed SR-Net is very capable in recognizing seen glosses
even when they are signed by unseen signers who dressed
different clothes (we have ensured signers in the training
and testing sets do not have overlaps). Most of false recog-
nitions are related to prepositions (e.g. gloss ‘of’) that have
no influence on the meaning of the whole sentence and can
be optionally removed in practice. We did not find many
bad cases considering the low word error rate (WER) of
3.8%. Some (the last sample) may be caused by irregular
signing of glosses performed by the signer.
10
__ON__ frischwind schwach maessig kueste MEER auch heutewehen
__on__ suedosttag MISCHUNG sonne wolke koennen nebel nordsued HABEN schauer koennen
nacht vierzehn zwischen sieben
****** frischwind schwach maessig kueste BERG auch heutewehen nacht vierzehn zwischen sieben
(__on__ freshwind weak moderate coast SEA also todayblow night fourteen between seven)
(****** freshwind weak moderate coast MOUNTAIN also todayblow night fourteen between seven)
dienstag sonne**** ost region sonne region ABWECHSELN westwolke NORDWEST moeglich regen gewitter stark
dienstag sonneNORD ost region sonne region WECHSELHAFT westwolke WEST moeglich regen gewitter stark
(Tuesday sun**** east region sun region ALTERNATE westcloud NORTHWEST possible rain thunderstorm strongly)
(Tuesday sunNORTH east region sun region CHANGEABLE westcloud WEST possible rain thunderstorm strongly)
__on__ suedosttag WOLKE sonne wolke koennen nebel nordsued SCHNEE schauer koennen
(__on__ southeastday MIXTURE sun cloud can fog northsouth TO HAVE shower can)
(__on__ southeastday CLOUD sun cloud can fog northsouth SNOW shower can)
__on__ zwanzigjetzt wetter voraus informieren morgen donnerstag __off__januar
__on__ zwanzigjetzt wetter voraus informieren morgen donnerstag __off__januar
__on__ septemberjetzt wetter wie-aussehen morgen mittwoch achte __off__
nordwest schauerregen kommen nach mittag nordwest verschwinden gewittermoeglich
(__on__ Septembernow weather how-look morning Wednesday eighth __off__)
__on__ septemberjetzt wetter wie-aussehen morgen mittwoch achte __off__
UND sturm koennen
(nordwest showerrain come to noon nordwest disappear thunderstormpossible and storm can)
nordwest schauerregen kommen nach mittag nordwest verschwinden gewittermoeglich *** sturm koennen
(__on__ twentynow weather ahead inform morning Thursday __off__)January
(__on__ twentynow weather ahead inform morning Thursday __off__)January
(__on__ Septembernow weather how-look morning Wednesday eighth __off__)
(nordwest showerrain come to noon nordwest disappear thunderstormpossible *** storm can)
__on__ BEDEUTENin-kommend bleiben luft DRUCK hoch kommen himmelNEBEL UND **** mischung
__on__ teilmittwoch donnerstag nord WIND bleiben VON-UNTENREGEN NACH-NORD mehr freundlich
sonne
__on__ ********in-kommend bleiben luft JETZT hoch kommen himmelDAS-IST-ES AUCH LAND mischungsonne
(__on__ MEANin-coming stay air PRESSURE high come skyFOG AND **** mixture)sun
(__on__ ********in-coming stay air NOW high come skyTHAT'S IT ALSO COUNTRY mixture)sun
__on__ teilmittwoch donnerstag nord KOMMEN bleiben SCHAUER***** IX mehr freundlich
(__on__ partWednesday Thursday north WIND stay FROM UNDERNEATHRAIN TO-NORTH more friendly)
(__on__ partWednesday Thursday north COME stay SHOWER***** TO more friendly)
tag oderganztags mehr STARK wolke nebel ******* SONNE KAUM
tag oderganztags mehr MEISTENS wolke nebel KOENNEN MORGEN WARNUNG
(day orfull-time more STRONGLY cloud fog ******* SUN BARELY)
(day orfull-time more MOSTLY cloud fog CAN MORNING WARNING)
Figure S1. Recognition results on full videos of the RWTH-PHOENIX-Weather-2014 dataset. Deletion, insertion and substitution errors
are colored in green, blue and red respectively. Sentences below each sample are ground truth and then results of SF-Net. Translations to
English are single word based. on and off are starting and ending flags while * represents absence of glosses. Samples are chosen
from the validation and testing sets.
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她 丈夫 的 朋友 是 教练
她 丈夫 的 朋友 是 教练
(she husband of friend is coach)
(she husband of friend is coach)
现实 情况 我 容易 紧张
现实 情况 我 容易 紧张
(reality situation I easy nervous)
(reality situation I easy nervous)
他 放弃 目标
他 放弃 姐姐
(he abandon TARGET)
(he abandon SISTER)
他 的 小 孩子 有 礼貌
他 的 *** 孩子 有 礼貌
(he of LITTLE child has manner)
(he of *** child has manner)
国家 稳定 是 幸福 的 基础
国家 稳定 是 幸福 的 基础
(nation stable is happiness of base)
(nation stable is happiness of base)
***
的
***
OF
***
的
***
OF
Figure S2. Recognition results on full videos of the CSL dataset. Deletion, insertion and substitution errors are colored in green, blue and
red respectively. Sentences below each sample are ground truth and then results of SF-Net. Translations to English are single word based.
* in sentences represents absence of glosses. Samples are chosen from the testing set.
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