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Abstract—Item folksonomy or tag information is a kind of 
typical and prevalent web 2.0 information. Item folksonmy 
contains rich opinion information of users on item 
classifications and descriptions. It can be used as another 
important information source to conduct opinion mining. On 
the other hand, each item is associated with taxonomy 
information that reflects the viewpoints of experts. In this 
paper, we propose to mine for users’ opinions on items based 
on item taxonomy developed by experts and folksonomy 
contributed by users. In addition, we explore how to make 
personalized item recommendations based on users’ opinions. 
The experiments conducted on real word datasets collected 
from Amazon.com and CiteULike demonstrated the 
effectiveness of the proposed approaches. 
Keywords-Recommender Systems; Folksonomy; Tags; 
Opinion Mining; Personalization; Taxonomy 
I.  INTRODUCTION  
Recommender system is an effective tool to deal with the 
issue of information overload. Besides the typical explicit 
ratings, in Web 2.0, users’ explicit textural information such 
as tags, blogs, reviews and comments becomes popular. 
Instead of using numeric numbers, people use one or more 
pieces of textural information to express their opinions and 
interest, collect and organize items, share experiences, and 
build up social networks. How to mine users’ opinions based 
on these kinds of user created textural information and then 
recommend items to users becomes very important. 
Currently, mining users’ sentimental orientations to items 
based on reviews, blogs and comments are the major focus 
of opinion mining [3]. Since tags are mainly keywords 
instead of sentences, usually it is difficult to conduct opinion 
mining using the traditional sentimental analysis approaches.  
However, we argue that tags can be used as another 
important information source to profile users’ opinions. 
Different from reviews, blogs and comments that expressing 
users’ sentimental orientation to items, tags express users’ 
opinions on item classifications and descriptions. For 
example, for the book “The World is Flat”, assume user  ݑଵ 
labeled it with a tag “globalization” while user  ݑଶ described 
it with a tag “outsourcing”. The two tags not only reflect 
their topic interests or preferences [6], but also reflect these 
people’s different opinions for the classifications and 
descriptions of this item [4]. Another kind of opinion 
information that contained in tags is that if a set of items are 
put together by one user, then, these items are similar or 
closely related in the opinion of that user. Therefore, tags 
contain rich opinion information.  
Besides folksonomy that expresses users’ opinions on 
item classifications, each item is associated with item 
taxonomy that reflects experts’ viewpoint on item 
classification and descriptions, for example, the product 
classification taxonomy of Amazon.com, and world 
knowledge ontology such as Library of Congress Subject 
Headings [12]. Because item taxonomy has the advantages 
of having standard and controlled vocabulary, independent 
with user communities and being well recognized as 
common knowledge, it can be used to reduce the noise of 
tags [7] and profile users’ opinions on items.     
Currently, the rich opinion information in folksonomy is 
ignored. Some pioneer work discussed how to hybrid 
taxonomy and folksonomy for knowledge organization [2], 
and navigation [15]. The existing recommender systems only 
used one of the two information sources. For example, the 
recommendation approaches based on item taxonomy [8] or 
tags [6]. In this paper, we propose to use the rich opinion 
information on item classification and description based on 
both item folksonomy and taxonomy to make item 
recommendations.  
Tags and taxonomic topics are categories which represent 
various conceptual aspects of the items so that users can 
classify items into these categories according to their 
opinions or understanding to the items. Thus the tags and 
taxonomic topics can be considered representing different 
features of items. In this paper, we propose to use tags and 
taxonomic topics as the features of items. Different from the 
typical “negative”, “neutral” and “positive” values, we use 
the numeric value ranging from 0 to 1 to express users’ 
opinions on the features. The higher the value, the more the 
user agrees that the item can be described with the feature.  
This paper is organized as follows. Firstly, the related 
work is briefly reviewed in Section II. Then, some important 
notations are given in Section III. The proposed approaches 
are discussed in details in Section IV. Firstly, the approaches 
of mining users’ opinion on items are presented and then, the 
collaborative filtering recommendation approaches based on 
users’ opinions are discussed. In Section V and VI, the 
design of the experiments, experimental results and 
discussions are presented.  The conclusions and future work 
are discussed in Section VII. 
II. RELATED WORK 
Opinion mining is an important research area. The 
techniques of text mining, natural language processing and 
sentiment analysis are employed to find users’ opinions [3]. 
The major tasks of opinion mining include mining the 
features of items and finding the users’ sentimental 
orientations to the features or items [3]. Some opinion 
mining approaches based on users’ reviews [13], blogs [11] 
and forum posts are proposed. Traditionally, recommender 
systems operate based on user-behavior and rating data [14]. 
How to incorporate users’ opinions in recommender system 
arouses attentions [14]. For example, the work [10] 
discussed how to improve the recommendation accuracy 
through combining the opinion information contained in 
users’ reviews and the explicit ratings. However, how to use 
the rich opinion information of tags to make 
recommendation still remains an open research question. 
 Currently, the recommendation approaches based on 
tags are mainly focus on how to recommend tags to users 
[16]. Not so much work has been done on the item 
recommendations based on tags. Since recommending a tag 
to a user to label an item is different with recommending an 
item to a user, the tag recommendation approaches usually 
cannot be used to recommend items directly [16]. The 
current approaches ignored the rich opinion information in 
tags. How to make use of the rich opinion information of 
folksonomy to improve the accuracy of item 
recommendations still need to be further investigated.   
Item taxonomy is one important traditional information 
source to profile users [1]. The important recommendation 
approaches based on item taxonomy include the work [8] 
and [17]. The work [8] proposed an approach to take the 
structural information of item taxonomy to make 
personalized item recommendations. The work [17] 
proposed to combine the implicit and explicit item 
preferences, with the topic preferences that generated based 
on the taxonomic topic weighting approach in [8] to make 
item recommendations. However, the weighting approach in 
[8] did not consider the popularity of each taxonomic topic.  
Our previous work [7] proposed a recommendation 
approach based on item taxonomy and folksonomy. It 
converted users’ preferences on tags into users’ preferences 
on taxonomic topics. Although the input information sources 
of this approach included both item taxonomy and 
folksonomy, it only used taxonomic topics to profile users’ 
topic interests and did not use the folksonomy vocabulary 
and users’ viewpoints on item classifications and 
descriptions. 
This paper extends the existing work through exploring 
how to combine the two information sources that reflecting 
the opinions of users and experts on item classifications and 
descriptions to mine users’ opinions on items and make 
personalized item recommendations.  
III. NOTATIONS 
In this paper, we focus on the top N item 
recommendation task. To describe the proposed approach, 
we define some key concepts used in this paper as below.  
• Users: ܷ = ሼݑଵ, ݑଶ, … , ݑ|௎|ሽ  contains all users in an 
online community who have used tags to label and 
organize items.   
• Items (i.e., Products, Resources):  ܲ = ሼ݌ଵ, ݌ଶ, … , ݌|௉|ሽ 
contains all items tagged by users in U. Items could be 
any type of resources or products in an online community 
such as web pages, videos, books, photos and papers etc.  
• Tags (i.e., Folksonomy): ܶ = ሼݐଵ, ݐଶ, … , ݐ|்|ሽ contains all 
tags used by users in U. A tag is a piece of textural 
information given by one or more users to label or collect 
a set of items. Tags reflect the opinions of users on item 
classifications and descriptions.  
• Item Taxonomy: ࣩ =൏ ܥ, ܴ ൐, ܥ = ൛ܿ଴, ܿଵ, … , ܿ|஼|ିଵൟ is 
a set of taxonomic topics or categories given by experts 
to describe or classify items and ܴ is a set of relations 
between any ܿ௫ א ܥ and ܿ௬ א ܥ.  Item taxonomic topics 
reflect the opinions of experts on item classifications and 
descriptions. In this paper, we only use the typical 
hierarchical relationship. We define ܴ = ሼطሽ, ط is a “sub 
topic of” relationship, for any two topics ܿ௫,  ܿ௬ א ܥ, if 
ܿ௫ ط  ܿ௬ , then ܿ௫  is a sub topic of ܿ௬ . The taxonomy 
tree has exactly one root topic. 
• Item taxonomic descriptors:  Each item ݌௞ is associated 
with a set of item taxonomic descriptors ܦሺ݌௞ሻ =
൛݀ଵ, ݀ଶ, … , ݀௚ൟ. A taxonomic descriptor is a sequence of 
ordered taxonomic topics, denoted by 
݀௜ = ൛ܿ଴, ܿ௬, ܿ௫, … , ܿ௔ൟ , ܿ଴, ܿ௬, ܿ௫, … , ܿ௔ א ܥ , ܿ଴ is the 
root topic, ܿ௔ is a leaf topic, ܿ௔ ط ڮ  ط  ܿ௫  ط  ܿ௬  ط  ܿ଴.  
•  Features: ܨ = ൛ሼܿ଴, ܿଵ, … , ܿ|஼|ିଵሽ, ሼݐଵ, ݐଶ, … , ݐ|்|ሽൟ , 
contains all the features that are used to describe items in 
P. In this paper, tags and taxonomic topics are used as 
features describing the items, which are called tag based 
features and taxonomic topic based features respectively. 
Figure 1 (a) illustrates an example of tagging. For 
example, user ݑସ has used the tag ݐହ and tagged item ݌ହ and ݌଺ . Figure 1 (b) shows an example of item taxonomy. 
Suppose ݌ଵ  is a book which is described by descriptor ݀ଵ , ܦ௣భ = ሼ݀ଵሽ , where  ݀ଵ = ሼܿ଴, ܿଵ, ܿସሽ . The book ݌ଵ  is 
described by taxonomic topics based features {“book”, 
“garden”, “flowers”} in the viewpoint of experts and tag 
based features {“garden”, “apple”} in the opinion of user ݑଵ.  
IV. THE PROPOSED APPROACHES 
The proposed approaches include two major tasks. The 
first task is to mine users’ opinions on items. Then, based on 
users’ opinions on items, a set of items will be recommended.  
A. Opining mining 
The opinion mining process includes the following three 
sub tasks. 1) finding the relationships between features with 
respect to each individual user’s opinion and representing 
each tag based on the feature relationships for each user; 2) 
mining users opinions on the features for each item, based on 
all users’ tagging and taxonomy information; 3) determining 
each user’s opinion to each item feature.   
 
 
 
1) Tag representation  
How to find the relationship of features is a very 
important task for opinion mining [3]. Our purpose is to 
recommend those untagged or unrated items to each target 
user. Since the candidate items may be described by those 
very different features that are contributed by other users, if 
we can find the relationships among these features, we can 
estimate the target user’s opinions to the candidate items. For 
example, in Figure 1, the user ݑସ described the item with tag ݐହ “0403”. Assume ݌ଷ is the candidate item. If we know the 
relevance of “0403” and the tag based and taxonomic topic 
based features of ݌ଷ, then we can estimate how much ݑସ is 
interested in the item ݌ଷ.  
Basically, the taxonomic topic based features contain 
structural relationship information. Besides the “sub” topic 
relationship, the “related” topic relationship also can be 
inferred. For example, although two taxonomic topics are 
different, if they have the same common ancestors, these 
topics are related. Tag based features don’t have structural 
information. Usually, if two tags are used to describe the 
same item, then, these tags are closely related [5].  
Another kind of important information that can be used 
to find the relationship of features is the personal tagging 
information. Tags are given by users to organize or describe 
their own items. It forms a three dimensional relationship 
User-Tag-Item among the three entities [6]. The User-Tag-
Item relationship records the personal tagging information of 
each individual user [5]. In opinion of user ݑ௜, the collected 
items under one tag are similar or closely related in some 
way, otherwise the user won’t put them together and labeled 
them with the same tag. For example, in Figure 1 (a), with 
tag ݐଶ , user ݑଵ  collected ݌ଵ  and ݌ଶ  while user ݑଶ  collected 
the ݌ଷ  and ݌ସ . In ݑଵ ’s opinion, ݌ଵ  and ݌ଶ  are more similar 
than other items, while in ݑଶ’s opinion, ݌ଷ and ݌ସ are similar. 
Thus, the features of these items can be used to represent the 
conceptual categories covered by or related to the tag in 
terms of the user’s opinion. The process of finding the 
relationships of features based on each individual user’s 
opinion and representing each tag with the features is called 
tag representation, which is defined as below. 
Definition 1 (Tag Representation): represents the 
relationships of features based on user ݑ௜ ’s opinion. 
Specifically, it represents tag ݐ௫ א ܶ ’s  relevance to each 
taxonomic topic based feature ܿ௬ א ܥ  and each tag based 
feature ݐ௭ א ܶ  in user  ݑ௜ ’s opinion. Let ݏ௨೔,௧ೣ൫ܿ௬൯  denote 
how strong ݐ௫  is related to ܿ௬  with respect to user  ݑ௜ , the 
relationship between a tag and a set of taxonomic topics in 
the opinion of a user can be defined as the mapping ࣝ ऄ: ܷ ൈ
ܶ ՜ 2஼ൈሾ଴,ଵሿ , such that  ࣝ ऄሺݑ௜, ݐ௫ሻ = ൛ሺܿ௬, ݏ௨೔,௧ೣ൫ܿ௬൯ሻ| ܿ௬ א
ܥൟ. Let ݎ௨೔,௧ೣሺݐ௭ሻ denote how strong  ݐ௫ is related to ݐ௭ with 
respect to user ݑ௜, the relationship between a tag and a set of 
tags in the opinion of a user can be defined as the mapping 
࣮ऄ: ܷ ൈ ܶ ՜ 2்ൈሾ଴,ଵሿ, such that 
࣮ऄሺݑ௜, ݐ௫ሻ = ൛ሺݐ௭, ݎ௨೔,௧ೣሺݐ௭ሻሻ| ݐ௭ א ܶൟ . The tag 
representation of ݐ௫  with respect to user ݑ௜  is defined as ࣮ࣝऄሺݑ௜, ݐ௫ሻ = ሼࣝ ऄሺݑ௜, ݐ௫ሻ, ࣮ऄሺݑ௜, ݐ௫ሻሽ , ࣝ ऄሺݑ௜, ݐ௫ሻ  reflects 
the opinion of experts on the classification of the collected 
items while ࣮ऄሺݑ௜, ݐ௫ሻ reflects the opinions of users.  
How to calculate the relevance weight of a tag to a 
taxonomic topic (i.e., ݏ௨೔,௧ೣ൫ܿ௬൯ሻ and the relevance weight 
between two tags (i.e., ݎ௨೔,௧ೣ൫ܿ௬൯) based on the opinion of 
each individual user ݑ௜ is very important. For a given user ݑ௜ 
and a tag ݐ௫ , the strength of a taxonomic topic ܿ௬  being 
related to a tag ݐ௫ for the user ݑ௜ can be estimated based on 
the relevance weight of ܿ௬ to the items collected in the tag ݐ௫ 
of the user ݑ௜ . Let ݄௞,௬௣  denote the relevance weight of 
taxonomic topic ܿ௬  to item ݌௞ . The items in ݐ௫  of ݑ௜ is 
denoted as ௨ܲ೔,௧ೣ, ௨ܲ೔,௧ೣ = ሼ݌௜ଵ, … , ݌௜௡ሽ. We could use any of 
݄௜ଵ,௬௣ ,…, ݄௜௡,௬௣  to estimate the relevance of ܿ௬  to ݐ௫  for user 
ݑ௜. Assuming that ݄௜ଵ,௬௣ ,…, ݄௜௡,௬௣  are equally important to the 
user ݑ௜  to calculate the relevance of  ܿ௬  to ݐ௫ , we use the 
average value of ݄௜ଵ,௬௣ ,…, ݄௜௡,௬௣  to estimate the relevance of 
ܿ௬ to ݐ௫. Let ݏ௨೔,௧ೣ൫ܿ௬൯ denote the relevance weight of ܿ௬ and ݐ௫ in terms of ݑ௜, it can be calculated as: 
ݏ௨೔,௧ೣ൫ܿ௬൯ =  ∑
௛ೖ,೤೛
|௉ೠ೔,೟ೣ|௣ೖא௉ೠ೔,೟ೣ
                (1) 
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Figure 1. An example of tagging and representations. 
Each item ݌௞ is associated with a set of item taxonomic 
descriptors ܦ௣ೖ  given by experts. Ziegler [8] proposed to 
decay the weight of the taxonomic topic node based on the 
number of children of the taxonomic topic node in the item 
taxonomy tree and the length of the descriptor. Let ݂൫ܿ௬, ௝݀൯ 
denote the weight of topic ܿ௬ in descriptor ௝݀ א ܦ௣ೖof item ݌௞ . Suppose a descriptor ௝݀ = ሼܿ଴, ܿ௭, ܿ௫, ܿ௔ሽ and ܿ௔ ط ܿ௫ ط
ܿ௭ ط ܿ଴ , inspired by Ziegler’s approach, we take the 
structural information of item taxonomy into consideration to 
calculate the weight ݂൫ܿ௬, ௝݀൯ for ܿ௬  in ௝݀ . For the non-leaf 
topic ܿ௭ in the example descriptor ௝݀  given above, ݂൫ܿ௭, ௝݀൯ 
can be calculated as: 
݂൫ܿ௭, ௝݀൯ = ௙൫௖ೣ,ௗೕ൯௖௛௜௟ௗሺ௖೥ሻ                 (2) 
Where ܿ௭ is the parent node of topic ܿ௫  in ௝݀ , ݄݈ܿ݅݀ሺܿ௭ሻ 
is the number of child nodes of topic c୸ . To facilitate 
comparison, the total weight of all the topics in ௝݀ is equal to 
1. Let x be the weight of the leaf node ܿ௔  of the example 
descriptor ௝݀, we get the following equation: 
ݔ ൅ ௫௖௛௜௟ௗሺ௖ೣሻ ൅
௫
௖௛௜௟ௗሺ௖ೣሻ·௖௛௜௟ௗሺ௖೥ሻ ൅
௫
௖௛௜௟ௗሺ௖ೣሻ·௖௛௜௟ௗሺ௖೥ሻ·௖௛௜௟ௗሺ௖బሻ =1  (3) 
After resolving (3), we can get the value of ݔ 
(i.e.,݂൫ܿ௔, ௝݀൯. Based on the leaf node weight ݂൫ܿ௔, ௝݀൯ and 
(2), we can get the weight of each non-leaf topic in ௝݀ . 
Apparently, the leaf nodes have higher weight values than 
those of non-leaf nodes now. However, if a topic is popularly 
used to describe items, it is not a distinctive topic to 
represent this item. Similar to the idf weighting approach in 
text mining, we should consider the popularity of a topic for 
all items. Let ݂݅݅ሺܿ௬ሻ  denote the inverse item frequency of 
topic ܿ௬ , usually, ݂݅݅ሺܿ௬ሻ   = |ܲ|/݈݋݃ሺ| ௖ܲ೤|ሻ, where | ௖ܲ೤| is 
the number of items that have been described with ܿ௬ in the 
item set ܲ . To get a value between 0 and 1 to facilitate 
comparison, we set ݂݅݅ሺܿ௬ሻ   = 1/݈݋݃ሺ݁ ൅ | ௖ܲ೤|ሻ, where ݁ is 
an irrational constant approximately equal to 2.72 and 
0 ൏ ݂݅݅൫ܿ௬൯ ൑ 1 . Assuming each descriptor is equally 
important for the topic classification of item ݌௞, we use the 
average value of ݂൫ܿ௬, ௝݀൯ in ܦ௣ೖ  to measure the relevance 
weight of item ݌௞  to the topic ܿ௬ . Let หܦ௣ೖห  denotes the 
number of descriptors of item ݌௞, the relevance weight ݄௞,௬௣  
can be calculated as: 
݄௞,௬௣ = ଵ|஽೛ೖ| ∑ ݂൫ܿ௬, ௝݀൯ௗೕא஽೛ೖ · ݂݅݅൫ܿ௬൯                     (4) 
For a given user ݑ௜ and a tag ݐ௫, the strength of a tag ݐ௭ 
being related to the tag ݐ௫ for the user ݑ௜  can be estimated 
based on the probabilities of  ݐ௭ being used to tag the items 
collected in the tag ݐ௫ of the user ݑ௜ [5]. Let |ܷ௣ೖ,௧ೣ| be the 
number of users tagged ݌௞  with ݐ௭ , |ܷ௣ೖ| is the number of 
users that have tagged item ݌௞, the conditional probability of ݐ௭ being used to tag item ݌௞ , given the item ݌௞  denoted as ࣪ݎሺݐ௭ | ݌௞ሻ can be calculated as: 
     ࣪ݎሺݐ௭ | ݌௞ሻ =  |௎೛ೖ,೟೥||௎೛ೖ|                          (5) 
Let ݎ௨೔,௧ೣሺݐ௭ሻ denote the relevance of a tag ݐ௫ to a tag ݐ௭ 
for user ݑ௜, it can be calculated as: 
ݎ௨೔,௧ೣሺݐ௭ሻ =  ∑
࣪௥ሺ௧೥ | ௣ೖሻ
|௉ೠ೔,೟ೣ|௣ೖא௉ೠ೔,೟ೣ
                (6) 
Example 1 (Tag Representation) The descriptors of the 
items in Figure 1 (a) are defined as: ܦ௣భ = ሼ݀ଵሽ, ܦ௣మ = ሼ݀ଶሽ, ܦ௣య = ሼ݀ଷ, ݀ସሽ , ܦ௣ర = ሼ݀ହሽ ,  ܦ௣ఱ = ሼ݀ଷሽ , ܦ௣ల = ሼ݀ଷ, ݀ହሽ , 
where ݀ଵ = ሼܿ଴, ܿଵ, ܿସሽ , ݀ଶ = ሼܿ଴, ܿଵ, ܿହሽ , ݀ଷ = ሼܿ଴, ܿଷ, ܿ଺ሽ , ݀ସ = ሼܿ଴, ܿଷ, ܿ଻ሽ ,  ݀ହ = ሼܿ଴, ܿଷ, ଼ܿሽ . Figure 1 (c) shows an 
example of the tag representations of tag ݐଶ  for ݑଵ and ݑଶ. 
The calculation of the relevance of tag ݐଶ and ܿ଺ for ݑଶ is 
shown as follows: since ݑଶ collected item ݌ଷ and ݌ସ with tag 
ݐଶ , ݏ௨మ,௧మሺܿ଺ሻ = ∑
௛ೖ,ల೛
|௉ೠమ,೟మ|௣ೖא௉ೠమ,೟మ
=
௛య,ల೛ ା௛ర,ల೛
ଶ . There are two 
descriptors ݀ଷ  and ݀ସ  for item ݌ଷ , 
݄ଷ,଺௣ = ଵ|஽೛య| ∑ ݂൫ܿ଺, ௝݀൯ௗೕא஽೛య · ݂݅݅ሺܿ଺ሻ =
ଵ
ଶ · ሺ݂ሺܿ଺, ݀ଷሻ ൅
݂ሺܿ଺, ݀ସሻሻ · ݂݅݅ሺܿ଺ሻ . Show in Figure 1 (b), ݄݈ܿ݅݀ሺܿଷሻ =
3, ݄݈ܿ݅݀ሺܿ଴ሻ = 3. Suppose ݂ሺܿ଺, ݀ଷሻ = ݔ ,  ݔ ൅ ௫ଷ ൅
௫
ଷ·ଷ = 1, ݔ = 0.69. Similarly, ݂ሺܿ଺, ݀ସሻ = 0. Since ܿ଺  has described 
݌ଷ , ݌ହ  and ݌଺ , ݂݅݅ሺܿ଺ሻ = ଵ௟௢௚ሺ௘ାଷሻ =0.57. Thus, ݄ଷ,଺
௣ = ଵଶ ·
ሺ0.69 ൅ 0ሻ · 0.57 = 0.197 , ݄ସ,଺௣ =0, ݏ௨మ,௧మሺܿ଺ሻ=0.099. The 
relevance of ݐଶ   and ݐଷ  for ݑଶ  can be calculated as: 
ݎ௨మ,௧మሺݐଷሻ = ∑ ࣪௥
ሺ௧య | ௣ೖሻ
|௉ೠమ,೟మ|௣ೖא௉ೠమ,೟మ
= ࣪௥ሺ௧య | ௣యሻା࣪௥ሺ௧య | ௣రሻଶ =
ଵ
ଶ ·
ଶ
ଷ ൅
ଵ
ଶ ·
ଵ
ଷ = 0.5. Similarly, ݏ௨భ,௧మሺܿ଺ሻ = 0, ݎ௨భ,௧మሺݐଷሻ=0.  
For user ݑଵ , the tag ݐଶ  “apple” is mainly related to ܿଵ 
“garden”, ܿସ  “flowers” and ܿହ  “fruit”. While for user ݑଶ , it 
mainly related to ܿଷ  “computers”, ܿ଺  “programming”, ܿ଻ 
“networks” and ଼ܿ  “databases”. In the folksonomy,  ݐଶ  is 
related to ݐଵ “garden” for user ݑଵ , while ݐଶ  is related to ݐଷ 
“globalization” and ݐସ “internet” for ݑଶ.  
Therefore, the relationships of features based on each 
individual user’s opinion are obtained. Based on the tag 
representations, we can find more accurate item descriptions 
or classifications and users’ opinion on the features, which 
will be discussed as follows. 
2) Item representation 
How to incorporate users’ opinions to rank, organize and 
classify items is another important task [3].Typically, items 
are classified by experts and described with taxonomic topic 
based features. In Web 2.0, users use tags to express their 
own opinions on item classifications and descriptions. How 
to classify items and describe each item with related features 
based on all users’ opinions and experts’ viewpoint is the 
major focus of this subsection. The process of determining 
the related features of each item and represent each item 
with the features is called item representation.  
Definition 2 (Item Representation): represents the 
relationships between item ݌௞ and the features based on the 
opinions of users and experts. Specifically, for each item 
݌௞ א ܲ , it represents the item ݌௞ ’s relevance to each 
taxonomic topic based feature ܿ௬ א ܥ  and each tag based 
feature ݐ௭ א ܶ. Let ݄௞,௬௣  denote the weight of how much the 
item ݌௞ is relevant to the taxonomic topic ܿ௬, the relationship 
between an item and a set of taxonomic topics can be defined 
as the mapping ࣝ௣: ܲ ՜ 2஼ൈሾ଴,ଵሿ , such that ࣝ௣ሺ݌௞ሻ =
ሼ൫ܿ௬, ݄௞,௬௣ ൯|ܿ௬ א ܥሽ. Let ݓ௞,௭௣  denote the weight of how much 
the item ݌௞ is relevant to the tag ݐ௭, the relationship between 
an item and a set of tags can be defined as the mapping 
࣮௣: ܲ ՜ 2்ൈሾ଴,ଵሿ , such that, ࣮௣ሺ݌௞ሻ = ሼ൫ݐ௭, ݓ௞,௭௣ ൯|ݐ௭ א ܶሽ . 
The item representation of ݌௞  is defined as ࣮ࣝ௣ሺ݌௞ሻ =ሼࣝ௣ሺ݌௞ሻ,  ࣮௣ሺ݌௞ሻሽ , ࣝ௣ሺ݌௞ሻ reflects the opinion of experts 
while  ࣮௣ሺ݌௞ሻ reflects the opinion of users.  
Based on (4), we can calculate how much item ݌௞  is 
relevant to taxonomic topic ܿ௬. Mainly, we discuss how to 
measure the relevance weight ݓ௞,௭௣  of item  ݌௞ to a tag ݐ௭ in   
this sub section. As discussed in the above sub section, the 
weight ݎ௨೔,௧ೣሺݐ௭ሻ estimates the relevance of a tag ݐ௭ to a tag ݐ௫ with respect to a user ݑ௜. Since the items collected in ݐ௫ 
must have something in common (otherwise the user will not 
put them together in one tag), the related tag ݐ௭ should reflect 
some topics of the items in ݐ௫ . As discussed in [5], the 
relevance weight ݓ௞,௭௣  of item  ݌௞  to a tag ݐ௭  can be 
calculated as: 
            ݓ௞,௭௣ = ∑ ଵM௨೔א௎೛ೖ,௧ೣא ೛்ೖ · ݎ௨೔,௧ೣሺݐ௭ሻ · ݂݅݅ሺݐ௭ሻ          (7) 
Where ݂݅݅ሺݐ௭ሻ  is the inverse item frequency of tag ݐ௭, ௣ܶೖ is the tag set of  ݌௞, ܷ௣ೖ is the user set of ݌௞, and ܯ is 
the number of unique user-tag ሺݑ௜, ݐ௫ሻ pairs of item ݌௞. 
Since the two mappings ࣝ௣ሺ݌௞ሻ  and ࣮௣ሺ݌௞ሻ  can be 
viewed as two value vectors: ࣝ௣ሺ݌௞ሻ =൏ ݄௞,଴௣ , … , ݄௞,|஼|ିଵ௣ ൐ 
for topics ൏ ܿ଴, … , ܿ|஼|ିଵ ൐ , ࣮௣ሺ݌௞ሻ =൏ ݓ௞,ଵ௣ , … , ݓ௞,|்|௣ ൐  
for tags <ݐଵ, … , ݐ|்|>, each item  ݌௞  can be described by a 
|C|-sized taxonomic topic value vector ࣝ௣ሺ݌௞ሻ and a |T|-
sized tag value vector  ࣮௣ሺ݌௞ሻ. The values can be calculated 
by (4) and (7) respectively. 
Example 2 (Item Representation) The item 
representation of ݌ଷ  is shown in Figure 1 (d).  With the 
calculation process shown in Example 1, the relevance value 
of item ݌ଷ  with taxonomic topics can be calculated. The 
calculation of the relevance of item ݌ଷ to tag ݐହ is shown as 
follows. Shown in Figure 1 (a), the user-tag pairs of item 
݌ଷ include ( ݑଶ, ݐଶ ), ( ݑଶ, ݐଷ ) and ሺݑଷ, ݐଷሻ . 
ݓଷ,ହ௣ = ∑ ଵଷ௨೔א௎೛య,௧ೣא ೛்య · ݎ௨೔,௧ೣሺݐହሻ · ݂݅݅ሺݐହሻ=
ଵ
ଷ · ሺݎ௨మ,௧మሺݐହሻ ൅
ݎ௨మ,௧యሺݐହሻ ൅ ݎ௨య,௧యሺݐହሻ)· ݂݅݅ሺݐହሻ. ݎ௨మ,௧మሺݐହሻ=0, ݎ௨మ,௧యሺݐହሻ=ଵଷ ·
ଵ
ଶ, ݎ௨య,௧యሺݐହሻ=0. After the representations of items, ݌ହ , ݌଺ , ݌ଷ 
and ݌ସ  are relevant to ݐହ , ݂݅݅ሺݐହሻ =0.52. ݓଷ,ହ௣ = ଵଷ ·
ଵ
ଷ ·
ଵ
ଶ ·0.52=0.028. Mainly, item ݌ଷ  related to ܿଷ  “computers”, ܿ଺ 
“programming” and ܿ଻ “networks” and tags ݐଷ “globalization” 
and ݐସ “internet”.  
3) User profiling 
User profile is used to describe a user's information such 
as interests, preferences, behavior and opinion [1]. Profiling 
each user’s opinions to items is crucial for the prediction of 
whether a user will be interested in a candidate item. Not 
only the items that a user has tagged or collected, but also the 
opinions of the user to the collected items should be profiled. 
Thus, we propose to use both the item set of each user and 
the user’s opinions on the classifications of these items to 
profile each user. The process of finding each user’s opinion 
on item classifications and represent each user with the 
features of items is called user representation.    
Definition 3 (User representation): represents user ݑ௜ ’s 
opinion on the features of items. Specifically, for each user 
ݑ௜ א ܷ , it represents the user ݑ௜ ’s preferences to each 
taxonomic topic based feature ܿ௬ א ܥ  and each tag based 
feature ݐ௭ א ܶ.  Let ݄௜,௬௨  denote the weight of how much the 
user ݑ௜  is interested in the taxonomic topic ܿ௬ , the 
relationship between a user and a set of taxonomic topics can 
be defined as the mapping ࣝ अ: ܷ ՜ 2஼ൈሾ଴,ଵሿ , such that 
ࣝ௨ሺݑ௜ሻ = ሼ൫ܿ௬, ݄௜,௬௨ ൯|ܿ௬ א ܥሽ. Let ݓ௜,௭௨  denote the weight of 
how much the user ݑ௜  is interested in the tag ݐ௭ ,  the 
relationship between a user and a set of tags can be defined 
as the mapping ࣮अ: ܷ ՜ 2்ൈሾ଴,ଵሿ . Such that ࣮௨ሺݑ௜ሻ =
ሼ൫ݐ௭, ݓ௜,௭௨ ൯|ݐ௭ א ܶሽ. The user representation of ݑ௜  is defined 
as ࣮ࣝअሺݑ௜ሻ = ሼࣝ௨ሺݑ௜ሻ, ࣮௨ሺݑ௜ሻሽ.  
How to obtain each user’s preferences on the features is 
the major focus of this sub section. To calculate how much 
ݑ௜  will be interested in taxonomic topic ܿ௬  and tag ݐ௭ , we 
firstly calculate how much the user is interested in the tag ݐ௫. 
As discussed in [5], the strength of ݑ௜ will be interested 
in tag ݐ௫ can be calculated as ሺݐ௫ | ݑ௜ሻ = |௉ೠ೔,೟ೣ||௉ೠ೔|  , where | ௨ܲ೔| 
is the number of items that user ݑ௜has tagged. For a given 
user ݑ௜ and a tag ݐ௫, based on (1), we can get the relevance 
weight ݏ௨೔,௧ೣ൫ܿ௬൯ between tag ݐ௫ and taxonomic topic ܿ௬  for 
user ݑ௜. Thus, we can estimate each user ݑ௜’s preferences to 
the taxonomic topic ܿ௬  through calculating the product of 
ݏ௨೔,௧ೣ൫ܿ௬൯  and ࣪ݎሺݐ௫ |  ݑ௜ሻ . Let ݅ݑ݂ሺܿ௬ሻ  denote as the 
inverse user frequency of topic ܿ௬ , the weight ݄௜,௬௨  can be 
calculated as: 
 ݄௜,௬௨ = ∑ ࣪ݎሺݐ௫ |  ݑ௜ሻ௧ೣא் · ݏ௨೔,௧ೣ൫ܿ௬൯ · ݅ݑ݂ሺܿ௬ሻ    (8) 
Let ݅ݑ݂ሺݐ௭ሻ denote the inverse user frequency of tag ݐ௭, 
the weight ݓ௜,௭௨  can be calculated as:   
ݓ௜,௭௨ = ∑ ࣪ݎሺݐ௫ |  ݑ௜ሻ௧ೣא் · ݎ௨೔,௧ೣሺݐ௭ሻ · ݅ݑ݂ሺݐ௭ሻ     (9) 
The two mappings ࣝ௨ሺݑ௜ሻ and ࣮௨ሺݑ௜ሻ can be viewed as 
two value vectors: ࣝ௨ሺݑ௜ሻ =൏ ݄௞,଴௨ , … , ݄௞,|஼|ିଵ௨ ൐  for 
topics ൏ ܿ଴, … , ܿ|஼|ିଵ ൐ , ࣮௨ሺݑ௜ሻ =൏ ݓ௞,ଵ௨ , … , ݓ௞,|்|௨ ൐   for 
tags <ݐଵ, … , ݐ|்| >. We profile each user ݑ௜  with item and 
feature preferences. Thus, each user ݑ௜  can be profiled by 
three vectors: ݑ௜௉, ࣝ௨ሺݑ௜ሻ and ࣮௨ሺݑ௜ሻ. ݑ௜௉is a |P|-sized binary 
item vector representing ݑ௜ ’s collected item set. If ݑ௜  has 
item ݌௞ , then the value of this item in vector ݑ௜௉  is 1, 
otherwise is  0.  ࣝ௨ሺݑ௜ሻ is a |C|-sized taxonomic topic value 
vector and  ࣮௨ሺݑ௜ሻ is a |T|-sized tag value vector.  
Example 3 (User Representation) The user 
representation of  ݑସ  is shown in Figure 1 (e). The 
calculation of ݑସ ’s preferences to taxonomic topic ܿ଺ 
“programming” is shown as follows: 
݄ସ,଺௨ = ∑ ࣪ݎሺݐ௫ |  ݑସሻ௧ೣא் · ݏ௨ర,௧ೣሺܿ଺ሻ · ݅ݑ݂ሺܿ଺ሻ =࣪ݎሺݐହ |  ݑସሻ · ݏ௨ర,௧ఱሺܿ଺ሻ · ݅ݑ݂ሺܿ଺ሻ .  Based on the tagging 
graph in Figure 1 (a), we can get  ࣪ݎሺݐହ |  ݑସሻ =1. ݅ݑ݂ሺܿ଺ሻ =0.57,  ݏ௨ర,௧ఱሺܿ଺ሻ =0.32. Thus, ݄ସ,଺௨ = 1 · 0.32 ·0.57 =0.2. The calculation of ݑସ ’s preferences to tag  ݐସ 
“internet” is shown as follows. ݓସ,ସ௨ = ∑ ࣪ݎሺݐ௫ |  ݑସሻ௧ೣא் ·
ݎ௨ర,௧ೣሺݐସሻ · ݅ݑ݂ሺݐସሻ = ࣪ݎሺݐହ |  ݑସሻ · ݎ௨ర,௧ఱሺݐସሻ · ݅ݑ݂ሺݐସሻ .  
After user representations, ݑଷ, ݑଶ and ݑସ have preferences on 
ݐସ , ݅ݑ݂ሺݐସሻ =0.57. Thus, ݓସ,ସ௨ = 1 · ቀଵଶ ·
ଵ
ଶቁ · 0.57  =0.14. 
Shown in Figure 1 (e), although ݑସ used a personal tag ݐହ 
“0403” to collect items, we can find that ݑସ also interested in 
topics ܿ଺  “programming” and ܿଷ “computers”. In the 
folksonomy of this user community, ݑସ is also interested in 
tag ݐଷ “globalization” and ݐସ “internet”.  
Therefore, each user and item is represented with a set of 
taxonomic topics and tags.  Since memory based CF 
approaches are more popularly used for implicit ratings and 
other user behaviors, based on user and item representations, 
the memory based CF and content mapping can be used to 
form neighborhood and recommend items. 
B.  Personalized Item Recommendation making 
How to recommend items based on the users’ opinions is 
another important research question [6]. With users’ opinion 
information, not only the similarity of the objective content 
information of items, but also the similarity of users’ 
opinions to these items will affect whether an item will be 
considered as similar to another item. Moreover, both the 
similarity of the collected item sets and the similarity of 
users’ opinions to the features of items will be considered to 
determine whether a user is a peer neighbor user to another 
user. Thus, users’ opinion information will affect whether an 
item will be recommended to a target user. After 
incorporating users’ opinion information, different 
neighborhood will be formed and the rank of the 
recommended items will be different.  We discuss the 
neighborhood forming and recommendation generation 
approaches in the following sub sections. 
1) Neighborhood Forming 
Neighborhood formation is to generate a set of like-
minded peers for a target user ݑ௜ א ܷ or a set of similar peer 
items for an item ݌௜ א ܲ. The more accurate a user profile or 
item representation is, the more similar neighbor users or 
items will be found. We use cosine similarity to measure the 
similarity of any two taxonomic topic value vectors as well 
as any two tag value vectors.  
The similarity of two users ݑ௜ and ݑ௝ includes two parts: 
the similarity of items and the similarity of features. The 
feature preferences are represented by taxonomic topic value 
vector and tag value vector, we linearly combine the 
similarities of them to measure the similarity of topic 
preferences. Since the approach of weighting each 
commonly rated item with its inversed user frequency or iuf 
[9] performs better for binary ratings in many cases [9], we 
use this iuf approach to calculate the similarity of items of 
two users denoted as ݏ݅݉௨௉൫ݑ௜ , ݑ௝൯.  
     ݏ݅݉௨௉൫ݑ௜ , ݑ௝൯ =
∑ ௜௨௙ሺ௣ೖሻ೛ೖאುೠ೔תುೠೕ
ට|௉ೠ೔|·|௉ೠೕ|
                    (10) 
Where | ௨ܲ೔| is the number of items that ݑ௜  has tagged. 
Thus, the similarity of two users is defined as below: 
ݏ݅݉௨൫ݑ௜ , ݑ௝൯=ߣଵ · ݏ݅݉௨௉൫ݑ௜ , ݑ௝൯ ൅ ሺߣଶ ·
ܿ݋ݏ ቀࣝ௨ሺݑ௜ሻ, ࣝ௨൫ݑ௝൯ቁ ൅ ߣଷ · ܿ݋ݏ ቀ࣮௨ሺݑ௜ሻ, ࣮௨൫ݑ௝൯ቁ)    (11) 
Where  0 ൑ ߣଵ, ߣଶ, ߣଷ ൑ 1  and 0 ൑ ߣଵ ൅ ߣଶ൅ߣଷ ൑ 1 . 
Similarly, the similarity of two items can be calculated as:  
ݏ݅݉௣൫݌௜ , ݌௝൯ = ߟ · ܿ݋ݏ ቀࣝ௣ሺ݌௜ሻ, ࣝ௣൫݌௝൯ቁ ൅ ሺ1 െ ߟሻ ·
ܿ݋ݏ ቀ ࣮௣ሺ݌௜ሻ,  ࣮௣൫݌௝൯ቁ                              (12) 
Where  0 ൑ ߟ ൑ 1. The K nearest neighbor users who have 
similar user profiles with ݑ௜ can be found, which is denoted 
as Ňሺݑ௜ሻ.  
2) Recommendation Generation 
A set of items that are most frequently tagged by the 
neighbors of the target user or most similar to the target 
user’s items will be recommended to the target user. The 
similarity of taxonomic topics and tags between the target 
user and the candidate item can be used to improve the 
accuracy of recommendations through selecting those items 
that are not only tagged by the most similar users, but also 
have similar taxonomic topics and tags with the target user. 
We discuss both user and item based CF approaches that 
combine the topic mapping respectively.  
4.5.1 User based approach 
For each target user ݑ௜, a set of candidate items will be 
generated from the items tagged by ݑ௜ 's neighbourhood 
formed based on the similarity of user profiles. For each 
candidate item  ݌௞ , the prediction score of how much ݑ௜ may 
be interested in ݌௞  is calculated in terms of the aspects of 
how similar those users who have the item ݌௞  and how 
similar the item's features with ݑ௜ 's feature preferences. We 
use the simple linear combination to hybrid the two parts. 
Similarly, we linearly combine the feature match of both 
taxonomic topics and tags. For each candidate item  ݌௞, the 
prediction score can be calculated as: 
ࣛ௨ሺݑ௜, ݌௞ሻ = ∑ ሺߙଵ · ݏ݅݉௨൫ݑ௜ , ݑ௝൯൅ሺߙଶ ·௨ೕఢŇሺ௨೔ሻת௎೛ೖ
ܿ݋ݏ൫ࣝ௨ሺݑ௜ሻ, ࣝ௣ሺ݌௞ሻ൯൅ߙଷ · ܿ݋ݏ൫࣮௨ሺݑ௜ሻ,  ࣮௣ሺ݌௞ሻ൯ሻሻ      (13) 
Where  0 ൑ ߙଵ, ߙଶ, ߙଷ ൑ 1 and 0 ൑ ߙଵ ൅ ߙଶ൅ߙଷ ൑ 1.   
4.5.2 Item based approach 
For item based approach, the candidate item set can be 
the whole item set except those items that are already 
rated/tagged by the target user. To avoid unnecessary 
computation of item pairs, the top K most similar items of 
each tagged item of the target user ݑ௜  can be aggregated 
together as the candidate item set. For each candidate item 
 ݌௞ , we propose to calculate the prediction score of a 
candidate item based on the maximum score of the linear 
combination of the similarity with each tagged item and the 
similarity with the target user’s feature preferences. Similarly, 
we linearly combine the feature match of both taxonomic 
topics and tags. The prediction score for each candidate item 
 ݌௞  can be calculated as: 
ࣛ௣ሺݑ௜, ݌௞ሻ=݉ܽݔ ௣೤ఢ௉ೠ೔ ሼߚଵ · ݏ݅݉௣൫݌௬ , ݌௞൯൅ሺߚଶ ·
ܿ݋ݏ൫ࣝ௨ሺݑ௜ሻ, ࣝ௣ሺ݌௞ሻ൯൅ߚଷ · ܿ݋ݏ൫࣮௨ሺݑ௜ሻ,  ࣮௣ሺ݌௞ሻ൯ሻሽ      (14) 
Where  0 ൑ ߚଵ, ߚଶ, ߚଷ ൑ 1 and 0 ൑ ߚଵ ൅ ߚଶ൅ߚଷ ൑ 1.  
V. EXPERIMENT DESIG
A. Data preparation 
We conducted the experiments with 
datasets that from Amazon.com and Cite
former dataset has taxonomy and folksono
while the latter one only has folksonomy inf
1) Dataset D1: Amazon.com dataset. T
crawled from Amazon.com on April, 2008. 
dataset are books. To avoid too sparse, we 
users that have at least 5 items and those
been used by at least 3 users. The final da
4112 users, 34201 tags, 30467 items. We a
taxonomic descriptors [7] of each item fro
The taxonomy contains 9919 unique topics. 
2) Dataset D2: CiteULike dataset. Th
what” dataset (http://static.citeulike.org/dat
used. The items are research papers. We s
that have at least 5 items and those items tha
by at least 2 users. The final dataset comp
78414 tags, 117279 items. 
B. Experiments setup 
To evaluate the proposed approaches, ea
folded and split into 5 datasets. For each spli
users were used as the training users whi
were randomly selected as the test users. Fo
randomly, 20% of the items of this user we
test/answer set while 80% of each user’s i
his/her training set. The training set of ea
user's items and corresponding tags informa
each test user, the recommender system will
ordered items that the test user didn’t co
items with high prediction scores will be 
the user. If an item in the recommendation l
user's hidden item list, then the item was c
The average precision and recall of the wh
one split dataset were recorded as one run o
average precision and recall values of the
were used to measure the accuracy of the rec
VI. RESULTS AND DISCUSS
In this section, we firstly discuss th
parameters. Then, we discuss the influence
and taxonomy that to the accuracy of recom
the comparison of the proposed approa
related state-of-art work. 
A. The setting of Parameters 
The results indicated that with ߣଵ =0.8ߙଵ=0.3, ߙଶ =0.2, ߙଷ =0.5, the proposed use
achieved the best performances for Dataset 
ߚଵ= 0.3, ߚଶ=0.2, ߚଷ=0.5, the proposed item
achieved the best performances for Dataset D
no taxonomy information for Dataset D2, 
ߙଶ, ߟ, and ߚଶ were set to 0. The results sugߣଵ =0.9,  ߣଷ=0.1, ߙଵ=0.4, and ߙଷ =0.6, th
based approach achieved the best performa
D2. With ߚଵ = 0.4 and ߚଷ =0.6, the propo
N 
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ULike.com. The 
my information 
ormation. 
his dataset was 
The items of the 
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 items that have 
taset consists of 
lso extracted the 
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elect those users 
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rises 7103 users, 
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t dataset, 80% of 
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r each test user, 
re hidden as the 
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ch user contains 
tion as well. For 
 generate a list of 
llect. The top ܰ 
recommended to 
ist was in the test 
ounted as a hit. 
ole test users of 
f the results. The 
 5 split datasets 
ommendations. 
IONS 
e setting of the 
s of folksonomy 
mendations and 
ches with other 
, ߣଶ=0.1, ߣଷ=0.1, 
r based approach 
D1. With ߟ=0.3, 
 based approach 
1. Since there is 
the values of ߣଶ, 
gested that with  
e proposed user 
nces for Dataset 
sed item based 
approach achieved the best perfor
The following discussions are given
settings of the parameters. 
B. Taxonomy V.S. Folksonomy 
To measure the influences of ta
for the improvement of the recom
compared the top 3 (N=1,…,3) re
values of the proposed approaches
preferences of each user and topics
taxonomic topics and tags with the 
users or items using taxonomic topi
compared the proposed approach
proposed by Ziegler [8]. The follow
compared in this part of experiments
• CTR-User and CTR-Item: The
and item based approaches that
item with both taxonomic topics
they are called the combined mo
• CR-User and TR-User: CR-Us
based approach that only repres
with taxonomic topics while tag
CR-User is called taxonomy m
folksonomy model. 
• TPR: Ziegler proposed an appr
topic preferences based on item t
a fair comparison, TPR combin
topic preferences generated base
The top 3 precision values are sh
 
 
Discussions:  
As shown in Figure 2, the propo
CTR-User performed slightly better
based approach CTR-Item. Both 
performed better than the propose
User and folksonomy model TR-Use
1 (N=1) precision value of CTR-Use
TR-User was 0.35 and that of CR-U
that after combining the item tax
information, the accuracy of item r
further improved. Moreover, the pr
CR-User performed better than TP
weighing approach proposed in 
suggested that after considering bo
and the popularity of taxonomic top
accuracy based on item taxonomy ca
Another important finding 
folksonomy model TR-User perform
Figure 2. Top 3 Precision va
mances for Dataset D2. 
 on the basis of the best 
xonomy and folksonomy 
mendation accuracy, we 
commendation precision 
 that represent the topic 
 of each item using both 
approaches that represent 
cs or tags only.  We also 
es with the approach 
ing are the 5 approaches 
. 
se are the proposed user 
 represent each user and 
 and tags. For simplicity, 
dels. 
er is the proposed user 
ents each user and item 
s are used for TR-User. 
odel. TR-User is called 
oach to acquire a user’s 
axonomic topics [8]. For 
ed item preferences and 
d on [8].   
own in Figure 2.  
 
sed user based approach 
 than the proposed item 
the combined models 
d taxonomy model CR-
r. For example, the Top-
r was 0.41, while that of 
ser was 0.29. It indicated 
onomy and folksonomy 
ecommendations can be 
oposed taxonomy model 
R that is based on the 
[8]. The improvement 
th structural information 
ics, the recommendation 
n be improved. 
is that the proposed 
ed much better than the 
lues of Dataset D1. 
proposed taxonomy model CR-User. To fu
proposed folksonomy and taxonomy model
of tags whose popularity are larger than or
only retained those selected tags in the
representations. Then, we compared th
precision values for the two models. The 
used by at least ߠ  users of both datasets
precision values of the proposed folksono
different ߠ  values are plotted in Figure 3 
from 1 to 10 incrementally.  
 
 
 
As shown in Figure 3, with ߠ=1, we ret
(i.e., 34201) in the item and user representa
best precision value 0.31 for Dataset D1 w
folksonomy model TR-User. Similarly, th
value can be achieved for Dataset D2 with t
User approach when we retain all the tags (
distributions of tags follow the power law 
Figure 3 indicated that although keeping
necessarily improved the precision value
values decreased dramatically when a lar
90%) of tags with lower  ߠ values (i.e., ߠ ൑5
We compared the proposed folksonomy
with the proposed taxonomy model CR-Use
The Top-3 (N=3) precision value for the pro
model was 0.24 and there were 9919 un
topics in the dataset D1. As shown in Figu
we selected less than 4897 tags with ߠ ൐
folksonomy model performed worse than
model (i.e., ൑0.24). It suggested that after m
rich opinion information, folksonomy can b
information source to provide more accur
item recommendations than taxonomy.  
VII. CONCLUSIONS AND FUTUR
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are presented. The experimental results 
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the standard item taxonomy vocabular
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