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Bergman inner functions and m-hypercontractions
Jo¨rg Eschmeier
Let Hm(B,D) be the D-valued functional Hilbert space with reproduc-
ing kernel Km(z, w) = (1 − 〈z, w〉)
−m1D. A Km-inner function is by
definition an operator-valued analytic function W : B → L(E ,D) such
that ‖Wx‖Hm(B,D) = ‖x‖ for all x ∈ E and (WE) ⊥ M
α
z (WE) for
all α ∈ Nn \ {0}. We show that the Km-inner functions are precisely
the functions of the form W (z) = D + C
∑m
k=1(1 − ZT
∗)−kZB, where
T ∈ L(H)n is a pure m-hypercontraction and the operators T ∗, B, C,D
form a 2 × 2-operator matrix satisfying suitable conditions. Thus we
extend results proved by Olofsson on the unit disc to the case of the unit
ball B ⊂ Cn.
§1 Introduction
A commuting tuple T = (T1, . . . , Tn) ∈ L(H)
n of bounded linear operators on a
complex Hilbert space H is by definition a row contraction if the operator
Hn → H, (xi)1≤i≤n 7→
n∑
i=1
Tixi
is a contraction. A dilation result of Mu¨ller and Vasilescu [13], extended by Arveson
[3], shows that a tuple T ∈ L(H)n is a row contraction if and only if T is up to
unitary equivalence a compression of the direct sum Mz ⊕ U ∈ L(H(B,D) ⊕ K)
n
of a Drury-Arveson shift Mz ∈ L(H(B,D))
n and a spherical unitary U ∈ L(K)n to
one of its co-invariant subspaces. More precisely, let B ⊂ Cn be the open Euclidean
unit ball. Then by definition Mz = (Mz1 , . . . ,Mzn) ∈ L(H(B,D))
n is the tuple
of multiplication operators with the coordinate functions on the D-valued analytic
functional Hilbert space H(B,D), with a suitable Hilbert space D, given by the
reproducing kernel
K : B× B→ L(D), (z, w) 7→
1D
1− 〈z, w〉
,
while a spherical unitary is a commuting tuple U = (U1, . . . , Un) ∈ L(K)
n of normal
operators with
∑n
i=1 UiU
∗
i = 1K . The same condition, but without the spherical
unitary part U ∈ L(K)n, characterizes precisely the row contractions T ∈ L(H)n
which are pure in the sense that they satisfy a C·0-condition of the form
SOT− lim
k→∞
σkT (1H) = 0,
where σT : L(H)→ L(H) is the linear map defined by σT (X) =
∑n
i=1 TiXT
∗
i .
Let DT = (1H − T
∗T )1/2 ∈ L(Hn), DT ∗ = (1H − TT
∗)1/2 ∈ L(H) be the defect
operators of T and let DT = DTHn, DT ∗ = DT ∗H be the defect spaces of T ,
where T ∈ L(Hn,H) is regarded as a row operator and T ∗ ∈ L(H,Hn) as a column
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operator. One way to prove the dilation result mentioned above in the case of a
pure row contraction T ∈ L(H)n is to show that the characteristic function θT :
B→ L(DT ,DT ∗),
θT (z) = −T +DT ∗(1H − ZT
∗)ZDT
defines a partially isometric multiplier from H(B,DT ) to H(B,DT ∗) and that T is
unitarily equivalent to the compression of Mz ∈ L(H(B,DT ∗))
n to the co-invariant
subspace
HT = H(B,DT ∗)⊖ θTH(B,DT ).
Let m > 0 be a positive integer and let Hm(B,D) be the D-valued functional Hilbert
space given by the reproducing kernel
Km : B× B→ L(D), (z, w) 7→
1D
(1− 〈z, w〉)m
.
Then the corresponding multiplication tuple Mz ∈ L(Hm(B,D))
n plays the role of
a model tuple for a class of commuting Hilbert-space tuples T ∈ L(H)n satisfying
suitable higher order positivity conditions. To be more precise, the tuple T is a row
contraction if and only if (1−σT )(1H) ≥ 0. A commuting tuple T ∈ L(H)
n is called
a row-m-hypercontraction, or simply an m-hypercontraction, if
(1− σT )
k(1H) ≥ 0 (k = 1, . . . ,m).
In the cited paper [13] of Mu¨ller and Vasilescu it is shown that a commuting tuple
T ∈ L(H)n is anm-hypercontraction if and only if, up to unitary equivalence, it is the
compression to a co-invariant subspace of a direct sumMz⊕U ∈ L(Hm(B,D)⊕K)
n
of the multiplication tuple Mz = (Mz1 , . . . ,Mzn) ∈ L(Hm(B,D))
n and a spherical
unitary U ∈ L(K)n. The situation in the general case m ≥ 1 is completely analogous
to the particular case of row conctractions (that is, m = 1), except that in the proof
given by Mu¨ller and Vasilecu no characteristic function is constructed. Indeed, up to
now, no reasonable definition of a characteristic function θT for m-hypercontractions
seems to be known, except for some partial one-dimensional results due to Ball and
Bolotnikov [4, 5]. It is one of the purposes of the present paper to suggest a possible
definition of a characteristic function for m-hypercontractions.
In the classical Sz.-Nagy-Foias theory [16], which corresponds to the choices n = 1
and m = 1, the characteristic function θT of a pure contraction T ∈ L(H) induces
an isometric multiplier MθT : H
2(D,DT ) → H
2(D,DT ∗) between Hardy spaces. In
particular, the induced map θT : DT → H
2(D,DT ∗), x 7→ θTx, is isometric and the
closed subspace θTDT ⊂ H
2(D,DT ∗) satisfies
θTDT ⊥M
k
z (θTDT ) (k ≥ 1).
Closed subspaces with this property are usually called wandering subspaces forMz ∈
L(H2(D,DT ∗))
n. In an effort to extend the notion of inner functions from the Hardy
space setting to the case of Bergman spaces, Hedenmalm [11] called a function f in
the Bergman space L2a(D) on the unit disc Bergman inner if∫
D
(|f |2 − 1)zkdz = 0 (k ≥ 0).
If one regards f : D→ C ∼= L(C) as an operator-valued function, then the preceding
definition means precisely that the map C→ L2a(D), α 7→ fα, is isometric and
fC ⊥Mkz (fC) (k ≥ 1).
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More generally, an operator-valued function W : B→ L(E∗, E) is called Km-inner if
the induced map E∗ → Hm(B, E), x 7→Wx, is isometric and if its range satisfies the
above orthogonality relations
WE∗ ⊥M
k
z (WE∗) (k ≥ 1).
In the one-variable case, it was observed by Olofsson [14, 15] that each Km-inner
functionW : D→ L(E∗, E) on the unit disc admits a realization as a transfer function
similar to the one for characteristic functions and that, conversely, each function that
admits such a realization defines a Km-inner function. Up to now no such realization
formula is known for the higher-dimensional case. A second purpose of this note is
to extend the cited results of Olofsson from the case of the unit disc to the unit ball,
and at the same time, to associate with each pure m-hypercontraction T ∈ L(H)n
a canonical Km-inner function which is closely related to the characteristic function
θT of T .
In Section 2 we associate with each purem-hypercontraction T ∈ L(H)n a canonical
Km-inner function WT : B → L(D˜,D) such that the space W D˜ ⊂ Hm(B,D) is the
wandering subspace of the invariant subspace M = (jTH)
⊥ ∈ Lat(Mz,Hm(B,D)),
where jT : H → Hm(B,D) is the isometric intertwiner for T
∗ ∈ L(H)n and M∗z ∈
L(Hm(B,D))
n which yields the canonical functional model for T . In Section 3 we
show that the Km-inner functions W : B → L(E∗, E) are precisely the operator-
valued functions admitting a suitable transfer function realization given by a pure
m-hypercontraction T ∈ L(H)n. In Section 4 we suggest a possible definition of a
characteristic function for m-hypercontractions.
§2 Wandering subspaces
Let T = (T1, . . . , Tn) ∈ L(H)
n be a commuting tuple of bounded linear operators
an a complex Hilbert space H. We use the bounded operator
σT : L(H)→ L(H),X 7→
n∑
i=1
TiXT
∗
i
to define the k-th order defect operators
∆
(k)
T = (1− σT )
k(1H) =
k∑
j=0
(−1)j
(
k
j
) ∑
|α|=j
γαT
αT ∗α (k ∈ N),
where γα = |α|!/α! for α ∈ N
n. We call T a row-m-hypercontraction or simply an
m-hypercontraction if the first and m-th order defect operators of T are positive,
that is,
∆
(1)
T ≥ 0 and ∆
(m)
T ≥ 0.
Commuting multioperators satisfying positivity conditions of this type have been
studied for instance in [13].
Let T ∈ L(H)n be an m-hypercontraction. It is well known (see Lemma 2 in
[13]) that in this case even all defect operators up to order m are positive, that is,
∆
(k)
T ≥ 0 for k = 0, . . . ,m. For m = 1, an m-hypercontraction is usually called a
row contraction. An m-hypercontraction T ∈ L(H)n is said to be pure or of class
C·0 if
SOT− lim
k→∞
σkT (1H) = 0.
3
In [13] it was shown that each m-hypercontraction T ∈ L(H)n of class C·0 is, up to
unitary equivalence, the compression of a standard weighted shift to a co-invariant
subspace. To formulate this result in more detail, we need some additional notation.
For positive integers ℓ,m ≥ 1 and each multiindex α ∈ Nn, we define
ρℓ(α) =
(ℓ+ |α| − 1)!
α!(ℓ− 1)!
.
Let T ∈ L(H)m be an m-hypercontraction of class C·0. We define C = (∆
(m)
T )
1/2 ∈
L(H) and D = CH ⊂ H. In [13] (Theorem 9 and its proof) it was shown that the
map
H → ℓ2(Nn,D), x 7→ (ρm(α)
1/2CT ∗αx)α∈Nn
is an isometry which intertwines the adjoint tuple T ∗ = (T ∗1 , . . . , T
∗
n) ∈ L(H)
n and
the backward shift tuple S(m) ∈ L(ℓ2(Nn,D))n defined by
(S
(m)
j x)(α) = (
ρm(α)
ρm(α+ ej)
)1/2x(α+ ej) (α ∈ N
n, j = 1, . . . , n)
componentwise. Up to unitary equivalence the adjoint tuple S(m)∗ acts as the mul-
tiplication tuple Mz = (Mz1 , . . . ,Mzn) with the coordinate functions on a standard
analytic functional Hilbert space on the open unit ball. More precisely, given an
integer ℓ ≥ 0 and a complex Hilbert space E , we denote by Hℓ(B, E) the E-valued
analytic functional Hilbert space with reproducing kernel
Kℓ = K
E
ℓ : B× B→ L(E),Kℓ(z, w) =
1E
(1− 〈z, w〉)ℓ
on the Euclidean unit ball B = {z ∈ Cn; ‖z‖ < 1}. Then H0(B, E) = E and
Hℓ(B, E) = {f =
∑
α∈Nn
fαz
α ∈ O(B, E); ‖f‖2 =
∑
α∈Nn
‖fα‖
2
ρℓ(α)
<∞}
for ℓ ≥ 1. The spaces H1(B, E),Hn(B, E) and Hn+1(B, E) are the E-valued Drury-
Arveson space H2n(B, E), the Hardy space H2(B, E) and the (unweighted) Bergman
space L2a(B, E), respectively.
Modulo the unitary operator
U : ℓ2(Nn,D)→ Hm(B,D), (xα) 7→
∑
α∈Nn
ρm(α)
1/2xαz
α
the forward shift tuple S(m)∗ ∈ L(ℓ2(Nn,D))n is unitarily equivalent to the multipli-
cation tuple Mz ∈ L(Hm(B,D))
n. Indeed (see Equation (13) in [13])
US
(m)∗
j (xα) =
∑
α∈Nn
αj≥1
ρm(α− ej)
1/2xα−ejz
α =MzjU(xα).
Hence the map j : H → Hm(B,D),
j(x) =
∑
α∈Nn
ρm(α)(CT
∗αx)zα = C(1H − ZT
∗)−mx
defines an isometry intertwining the tuples T ∗ ∈ L(H)n and M∗z ∈ L(Hm(B,D))
n
componentwise. Here the right-hand side is regarded as a function in z ∈ B, we
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write Z : Hn → H, (hi) 7→
∑n
i=1 zihi, T : H
n → H, (hi) 7→
∑n
i=1 Tihi, for the row
operators and T ∗ : H → Hn, h 7→ (T ∗i h)
n
i=1, for the associated column operator.
Following [12] we call any such interzwining map an m-dilation for T . It follows
that the closed subspace
M = Hm(B,D)⊖ (Im j) ⊂ Hm(B,D)
is invariant for the multiplication tupleMz ∈ L(Hm(B,D))
n. Our aim in this section
is to derive an explicit description of its wandering subspace
W (M) =M ⊖ (
n∑
i=1
MziM)
which extends corresponding one-variable results from [14].
Our main tool will be the matrix operatorM∗zMz = (M
∗
ziMzj )1≤i,j≤n ∈ L(Hm(B,D)
n).
Since the row operator Mz : Hm(B,D)
n → Hm(B,D) has closed range
MzHm(B,D)
n = {f ∈ Hm(B,D); f(0) = 0},
the operator M∗zMz : ImM
∗
z → ImM
∗
z is invertible. We use the notation (M
∗
zMz)
−1
for its inverse. As a first step we show that the action of this inverse can be described
using the operator δ : Hm(B,D)→ Hm(B,D),
δ(
∞∑
k=0
∑
|α|=k
fαz
α) = f0 +
∞∑
k=1
(
m+ k − 1
k
∑
|α|=k
fαz
α).
Note that δ is a diagonal operator with respect to the orthogonal decomposition
Hm(B,D) = ⊕
∞
k=0Hk(D)
of Hm(B,D) into the subspaces Hk(D) consisting of all homogeneous polynomials of
degree k with coefficients in D.
1 Lemma. For f ∈ Hm(B,D),
(M∗zMz)
−1(M∗z f) =M
∗
z δf.
Im particular, the row operator
Hm(B,D)
n δMz−→ Hm(B,D)
defines a continuous linear extension of the operator
Mz(M
∗
zMz)
−1 : ImM∗z → Hm(B,D).
Proof. An elementary calculation shows that
M∗zig =
∑
α∈Nn
ρm(α)
ρm(α+ ei)
gα+eiz
α =
∑
α∈Nn
αi + 1
m+ |α|
gα+eiz
α
for g =
∑
α∈Nn gαz
α ∈ Hm(B,D) and i = 1, . . . , n. Let f ∈ Hm(B,D) be arbitrary.
To prove the first assertion we may suppose that f(0) = 0. It is easy to see and well
known (see e.g. Section 3 in [1]) that in this case f =
∑n
i=1 zifi with
fi =
∑
α∈Nn
αi + 1
|α|+ 1
fα+eiz
α =
∑
α∈Nn
αi + 1
m+ |α|
(
m+ |α|
|α|+ 1
fα+ei)z
α =M∗ziδf
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for i = 1, . . . , n. But then
(M∗zMz)
−1M∗z f = (M
∗
zMz)
−1(M∗zMz)(M
∗
z δf) =M
∗
z δf.
Since MzM
∗
z ∈ L(Hm(B,D)) is a diagonal operator, we have Mz(M
∗
zMz)
−1M∗z =
MzM
∗
z δ = δMzM
∗
z . Hence also the second assertion follows. 
Let PD ∈ L(Hm(B,D)) be the orthogonal projection onto the closed subspace con-
sisting of all constant functions. Then Ker PD = {f ∈ Hm(B,D); f(0) = 0}.
2 Lemma. The orthogonal projection PD acts as
PD = 1Hm(B,D) −
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j+1
γαM
α
z M
∗α
z .
Proof. Let us write
L = (LMz1 , . . . , LMzn ), R = (RM∗z1
, . . . , RM∗zn ) ∈ L(L(Hm(B,D)))
n
for the tuples consisting of the left and right multiplication operators
LMzi (X) =MziX, RM∗zi
(X) = XM∗zi (X ∈ L(Hm(B,D))).
By Lemma 1.2 in [2] the projection PD is given by
PD =
1
C
(L,R)(1Hm(B,D)),
where C(z, w) = Km(z, w) and (1/C)(z, w) = (1 − 〈z, w〉)
m is regarded as the
analytic polynomial
(1− 〈z, w〉)m =
m∑
j=0
(−1)j
(
m
j
) ∑
|α|=j
γαz
αwα.
Thus the assertion follows. 
A more elementary, alternative representation of the orthogonal projection PD fol-
lows from the observation that the operator Mz(M
∗
zMz)
−1M∗z ∈ L(Hm(B,D)) is the
orthogonal projection onto the space ImMz = {f ∈ Hm(B,D); f(0) = 0} = Ker PD.
The above preparations allow us to deduce a first description of the wandering sub-
space W (M) =M ⊖ (
∑n
i=1MziM).
3 Theorem. A function f ∈ Hm(B,D) belongs to the wandering subspace W (M)
of M = (Imj)⊥ ∈ Lat(Mz,Hm(B,D)) if and only if
f = f0 +Mz(M
∗
zMz)
−1(jxi)
n
i=1
for some vectors f0 ∈ D, x1, . . . , xm ∈ H with (jxi)
n
i=1 ∈M
∗
zHm(B,D) and
Cf0 + T
(m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαT
αT ∗αxi)
)n
i=1
= 0.
In this case, the identity (jxi)
n
i=1 =M
∗
z f holds.
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Proof. Since M = ker j∗ ∈ Lat(Mz), it follows that a function f ∈ Hm(B,D)
belongs to the spaceW (M) =M⊖(
∑n
i=1 ziM) if and only if j
∗f = 0 and (1Hm(B,D)−
jj∗)M∗zif = 0 for i = 1, . . . , n. Suppose first that f satisfies these conditions. Then
(xi)
n
i=1 = (j
∗M∗zif)
n
i=1 defines a tuple in H
n with (jxi)
n
i=1 =M
∗
z f such that
f = f(0) +Mz(M
∗
zMz)
−1M∗z f = f(0) +Mz(M
∗
zMz)
−1(jxi)
n
i=1.
Using the definition of the isometry j : H → Hm(B,D) we find that
〈y, j∗x〉 = 〈jy, x〉 = 〈j(y)(0), x〉 = 〈Cy, x〉 = 〈y,Cx〉
for all y ∈ H and x ∈ D and hence that j∗x = Cx for x ∈ D regarded as a constant
function inHm(B,D). Using Lemma 1 and the intertwining properties of j we obtain
that
0 = j∗f = Cf(0) + T (⊕j∗)(M∗zMz)
−1M∗z f = Cf(0) + T (⊕j
∗)M∗z δf.
A straightforward calulation, or the results in Section 3 of [1], show that
〈z, w〉(M∗ziδKm(·, w)x)(z) = wi(Km(z, w)x − x)
for z, w ∈ B, x ∈ D and i = 1, . . . , n. Using Lemma 2 we find that
〈z, w〉
(m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαM
α
z M
∗α
z M
∗
ziKm(·, w)x
)
(z)
= wi
m−1∑
j=0
(−1)j
(
m
j + 1
)
〈z, w〉j+1Km(z, w)x
= wi
(m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j+1
γαM
α
z M
∗α
z Km(·, w)x
)
(z)
= wi((1Hm(B,D) − PD)Km(·, w)x)(z) = wi(Km(z, w)x − x)
for z, w ∈ B, x ∈ D and i = 1 . . . , n. By comparing the previous two results and
using the fact that the closed linear span of the functions Km(·, w)x (w ∈ B, x ∈ D)
is of of Hm(B,D), we obtain
0 = Cf(0) + T (⊕j∗)
(m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαM
α
z M
∗α
z M
∗
zif
)n
i=1
= Cf(0) + T (
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαT
αT ∗αxi)
n
i=1.
Conversely, suppose that f ∈ Hm(B,D) is a function that has a representation as
described in Theorem 3. We show that f ∈W (M). Note first that
M∗z f =M
∗
z (f0 +Mz(M
∗
zMz)
−1(jxi)
n
i=1) = (jxi)
n
i=1
and therefore jj∗M∗zif = jxi = M
∗
zif for i = 1, . . . , n. Then exactly as in the first
part of the proof it follows that
j∗f = Cf0 + j
∗Mz(M
∗
zMz)
−1M∗z f
= Cf0 + T (
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαT
αT ∗αxi)
n
i=1.
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Thus also the reverse implication follows. 
For future use, note that in the above proof we deduced the formula
M∗ziδ =
(m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαM
α
z M
∗α
z
)
M∗zi (1 ≤ i ≤ n).
The defect operators ∆
(k)
T = (1 − σT )
k(1H) can be used to rewrite the conditions
used in Theorem 3 to characterize the functions in W (M).
4 Lemma. Let T ∈ L(H)n be an m-hypercontraction. Then
m−1∑
k=0
∆
(k)
T =
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαT
αT ∗α.
Proof. Define
Σk =
k−1∑
j=0
(−1)j
(
k
j + 1
) ∑
|α|=j
γαT
αT ∗α (k = 1, . . . ,m)
and Σ0 = 0. Then
∆
(k)
T =
k∑
j=0
(−1)j(
(
k + 1
j + 1
)
−
(
k
j + 1
)
)
∑
|α|=j
γαT
αT ∗α = Σk+1 − Σk
for k = 0, . . . ,m− 1. Hence
∑m−1
k=0 ∆
(k)
T = Σm. 
An inspection of the proof of Theorem 3 allows us to calculate the norms of the
functions f ∈W (M) in terms of the data f0, x1, . . . , xm occurring in their standard
representation.
5 Lemma. Let T ∈ L(H)n be an m-hypercontraction of class C·0 and let
f = f0 +Mz(M
∗
zMz)
−1(jxi)
n
i=1
be a representation of a function f ∈W (M) as in Theorem 3. Then
‖f‖2 = ‖f0‖
2 +
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γα(
n∑
i=1
‖T ∗αxi‖
2).
Proof. Since ImMz ⊂ Hm(B,D)⊖D, we obtain
‖f‖2 = ‖f0‖
2 + ‖Mz(M
∗
zMz)
−1(jxi)
n
i=1‖
2.
As observed in Theorem 3 (jxi)
n
i=1 = M
∗
z f . Exactly as in the proof of Theorem 3,
it follows that the second term in the above sum is given by
〈(⊕j∗)(M∗zMz)
−1M∗z f, (xi)
n
i=1〉 = 〈(⊕j
∗)M∗z δf, (xi)
n
i=1〉
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= 〈(
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαT
αT ∗αxi)
n
i=1, (xi)
n
i=1〉.
Thus the assertion follows. 
Let T ∈ L(H)n be an m-hypercontraction of class C·0. Define DT,k = (∆
(k)
T )
1/2 ∈
L(H) for k = 0, . . . ,m− 1. Then
(x, y) =
m−1∑
k=0
〈∆
(k)
T x, y〉 =
m−1∑
k=0
〈DT,kx,DT,ky〉
defines a scalar product on H such that the induced norm ‖x‖m = (x, x)
1/2 is
equivalent to the original norm of H. We write H˜ for H equipped with this norm.
Then Im : H → H˜, x 7→ x, defines an invertible bounded operator such that
〈I∗mx, y〉 = 〈
m−1∑
k=0
∆
(k)
T x, y〉 (x ∈ H˜, y ∈ H).
Hence I∗m : H˜ → H acts as I
∗
mx =
∑m−1
k=0 ∆
(k)
T x. We write T˜ = (T˜1, . . . , T˜n) : H˜
n →
H for the row operator with components T˜i = Ti ◦ I
∗
m ∈ L(H˜,H). Then
T˜ T˜ ∗ =
n∑
i=1
Ti(I
∗
mIm)T
∗
i = σT (
m−1∑
k=0
(1− σT )
k(1H)) = 1H −∆
(m)
T
and hence T˜ is a contraction. As in [14] we shall use its defect operators
DT˜ ∗ = (1H − T˜ T˜
∗)1/2 = (∆
(m)
T )
1/2 = C ∈ L(H),
DT˜ = (1H˜n − T˜
∗T˜ )1/2 ∈ L(H˜n)
and defect spaces DT˜ ∗ = DT˜ ∗H = D,DT˜ = DT˜ (H˜
n) to deduce an alternative
description of the wandering subspace W (M). Exactly as in the single-variable
theory of contractions it follows that T˜DT˜ = DT˜ ∗ T˜ and that
U =
(
T˜ DT˜ ∗
DT˜ −T˜
∗
)
: H˜n ⊕DT˜ ∗ → H ⊕DT˜
is a well-defined unitary operator. In the following we construct an analytically
parametrized family of operators WT (z) ∈ L(D˜,D) on the closed subspace
D˜ = {y ∈ DT˜ ; (⊕jI
−1
m )DT˜ y ∈M
∗
zHm(B,D)} ⊂ DT˜
such that
W (M) = {WTx; x ∈ D˜},
where WTx : B→ D acts as (WTx)(z) =WT (z)x.
6 Lemma. Let T ∈ L(H)n be an m-hypercontraction of class C·0. Then a func-
tion f ∈ Hm(B,D) belongs to the wandering subspace W (M) of M = (Imj)
⊥ ∈
Lat(Mz,Hm(B,D)) if and only if there is a vector y ∈ D˜ with
f = −T˜ y +Mz(M
∗
zMz)
−1(⊕jI−1m )DT˜ y.
In this case, we have ‖f‖2 = ‖y‖2
H˜n
.
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Proof. By Theorem 3 and Lemma 4 the space W (M) consists precisely of all
functions f ∈ Hm(B,D) of the form
f = f0 +Mz(M
∗
zMz)
−1(jxi)
n
i=1
where f0 ∈ D, x1, . . . , xn ∈ H are vectors with (jxi)
n
i=1 ∈M
∗
zHm(B,D) and
T˜ (Imxi)
n
i=1 +DT˜ ∗f0 = 0.
Then y = DT˜ (Imxi)
n
i=1 − T˜
∗f0 ∈ DT˜ is a vector with
U
(
(Imxi)
f0
)
=
(
0
y
)
,
or equivalently, with (
(Imxi)
f0
)
= U∗
(
0
y
)
=
(
DT˜ y
−T˜ y
)
.
But then y ∈ D˜ and
f = −T˜ y +Mz(M
∗
zMz)
−1(⊕jI−1m )DT˜ y.
Conversely, if f is a function of this form for some vector y ∈ D˜, then by reversing
the above arguments, one finds that
f0 = −T˜ y ∈ D, (xi)
n
i=1 = (⊕I
−1
m )DT˜ y ∈ H
n
are vectors with (jxi)
n
i=1 ∈M
∗
zHm(B,D) and
f = f0 +Mz(M
∗
zMz)
−1(jxi)
n
i=1.
Hence f ∈W (M) by Theorem 3. By Lemma 4 and Lemma 5,
‖f‖2 = ‖f0‖
2 +
n∑
i=1
‖xi‖
2
m = ‖T˜ y‖
2 + ‖DT˜ y‖
2
H˜n
= ‖y‖2
H˜n
.
This observation completes the proof. 
We define an analytic operator-valued function WT : B→ L(D˜,D) by
WT (z)(xi)
n
i=1 = −T (
m−1∑
k=0
∆
(k)
T I
−1
m xi) + C
m∑
k=1
(1H − ZT
∗)−kI−1m ZDT˜ (xi)
n
i=1.
Note that the first term in the defining sum on the right equals
WT (0)(xi)
n
i=1 = −T˜ (xi)
n
i=1 ∈ D.
7 Theorem. Let T ∈ L(H)n be anm-hypercontraction of class C·0. ThenW (M) =
{WTx;x ∈ D˜} and
‖WTx‖ = ‖x‖ (x ∈ D˜).
Proof. Exactly as in [?] (proof of Lemma 1.1 and page 534) we use the formula
m∑
k=1
(1− z)−k =
∞∑
j=0
ρm(j + 1)z
j (z ∈ D)
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to obtain the representations
m∑
k=1
(1H − ZT
∗)−k =
∞∑
j=0
ρm(j + 1)(ZT
∗)j =
∞∑
j=0
ρm(j + 1)
∑
|α|=j
(γαT
∗α)zα
for z ∈ B. A simple calculation shows that
ρm(j + 1) γα =
m+ |α|
|α| + 1
ρm(α)
for j ∈ N and α ∈ Nn with |α| = j. Let D ∈ L(Hm(B,D)) be the diagonal operator
used in Lemma 1. Then
C
m∑
k=1
(1H − ZT
∗)−kZ(xi)
n
i=1 =
n∑
i=1
∞∑
j=0
ρm(j + 1)(
∑
|α|=j
γαCT
∗αxiz
α+ei)
=
n∑
i=1
δMzi(
∑
α∈Nn
ρm(α)CT
∗αxiz
α) = (
n∑
i=1
δMzijxi)(z)
for z ∈ B and (xi)
n
i=1 ∈ H
n. If (xi)
n
i=1 ∈ H
n is a tuple with (jxi)
n
i=1 ∈ ImM
∗
z , then
by Lemma 1
Mz(M
∗
zMz)
−1(jxi)
n
i=1 =
n∑
i=1
DMzi(jxi).
Comparing the previous two results we obtain the identity
C
m∑
k=1
(1H − ZT
∗)−kI−1m ZDT˜x =Mz(M
∗
zMz)
−1(⊕jI−1m )DT˜x
for every vector x ∈ D˜. Thus an application of Lemma 6 completes the proof. 
We briefly indicate an alternative description of the defect space D˜. For a commuting
tuple S ∈ L(H)n, let Hp(S,H) = Ker δpS/Im δ
p−1
S (p = 0, . . . , n) be the cohomology
groups of its Koszul complex (cf. Chapter 2 in [10])
K ·(S,H) : 0→ Λ0(σ,H)
δ0S−→ Λ1(σ,H)
δ1S−→ . . .
δn−1
S−→ Λn(σ,H)→ 0.
Then Hp(Mz ,Hm(B,D)) = 0 for p < n and H
n(Mz,Hm(B,D)) ∼= D. By duality we
obtain that H0(M∗z ,Hm(B,D))
∼= D and Hp(M∗z ,Hm(B,D)) = 0 for p > 0.
8 Lemma. Let T ∈ L(H)n be an m-hypercontraction of class C·0. Then
D˜ = {y ∈ DT˜ ; (⊕I
−1
m )DT˜ y ∈ Ker δ
1
T ∗}.
Proof. Let y ∈ DT˜ be arbitrary. We write x = (xi)
n
i=1 = (⊕I
−1
m )DT˜ y for DT˜ y
regarded as an element in Hn. If y ∈ D˜, then (⊕j)x = M∗z f for some function
f ∈ Hm(B,D). Since
jT ∗k xi =M
∗
zk
jxi =M
∗
zk
M∗zif = j(T
∗
i xk) (i, k = 1, . . . , n),
it follows that x ∈ Ker δ1T ∗ . Conversely, if x ∈ Ker δ
1
T ∗ , then
M∗zkjxi = jT
∗
k xi = jT
∗
i xk =M
∗
zijxk (i, k = 1, . . . , n).
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Since H1(M∗z ,Hm(B,D)) = 0, it follows that jx ∈ M
∗
zHm(B,D) and hence that
y ∈ D˜. 
Since in the setting of Theorem 7 the spaceWT (D˜) =W (M) is a wandering subspace
forMz|M ∈ L(M)
n, it follows thatWT : B→ L(D˜,D) is an operator-valued analytic
function with WT (x) ∈ Hm(B,D), ‖WT x‖ = ‖x‖ for all x ∈ D˜ and
WT (D˜) ⊥ M
α
z (WT (D˜)) for all α ∈ N
n \ {0}.
This means precisely that WT : B → L(D˜,D) is a Km-inner function in the sense
of [6]. As an application of Theorem 6.2 in [6] we obtain that WT is a contractive
multiplier from H1(B, D˜) to Hm(B,D).
9 Corollary. The operator-valued function WT : B → L(D˜,D) induces a contrac-
tive multiplication operator
H1(B, D˜)→ Hm(B,D), f 7→WT f.
For m = 1, the set of m-hypercontractions T ∈ L(H)n of class C·0 coincides with
the class of all pure row contractions. For a pure row contraction T ∈ L(H)n, the
operator-valued function
θT : B→ L(DT ,DT ∗), θT (z) = −T +DT ∗(1H − ZT
∗)−1ZDT
is called the characteristic function of T . It is known [7, 8] that θT induces a partially
isometric multiplication operator
MθT : H1(B,DT )→ H1(B,DT ∗), f 7→ θT f
such that MθTM
∗
θT
+ jj∗ = 1H1(B,DT∗). In particular, M = (Imj)
⊥ = ImMθT .
10 Corollary. Let T ∈ L(H)n be a pure row contraction. Then WT (z) = θT (z)|D˜
for all z ∈ B and the characteristic function θT induces a unitary operator
D˜ →W (M), x 7→MθT x.
Proof. In the particular case m = 1, our previously constructed spaces and oper-
ators reduce to H˜ = H, T˜ = T , C = DT ∗ and DT˜ = DT ,D = DT˜ ∗ = DT ∗ . The
domain of the operators WT (z) (z ∈ B) is given by
D˜ = {y ∈ DT ; (⊕j)DT y ∈M
∗
zH1(B,DT ∗)}
and the K1-inner function WT acts as
WT (z) = θT (z)|D˜ (z ∈ B).
Hence D˜ →W (M), x 7→ θTx, is a unitary operator by Theorem 7. 
An elementary exercise shows (cf. Theorem 6.6 in [6]) that, in the setting of the last
corollary, the space D˜ is also given by
DT ∩ (Ker MθT )
⊥ = {x ∈ DT ;M
∗
θT
MθT x = x} = {x ∈ DT ; ‖MθT x‖ = ‖x‖}.
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§3 Km-Inner functions
Let T ∈ L(H)n be an m-hypercontraction of class C·0 and let WT : B→ L(D˜,D),
WT (z)x = −T˜ x+ C
m∑
k=1
(1H − ZT
∗)−kI−1m ZDT˜x
be the associated Km-inner function. If we define
B = (⊕I−1m )DT˜ : D˜ → H
n, D = −T˜ : D˜ → D,
then the above representation of WT becomes
WT (z) = D + C
m∑
k=1
(1H − ZT
∗)−kZB.
The operators T ∈ L(Hn,H), B ∈ L(D˜,Hn), C ∈ L(H,D) and D ∈ L(D˜,D) satisfy
the conditions
(1) C∗C = ∆
(m)
T
(2) D∗C = −PD˜T˜
∗DT˜ ∗ = −PD˜DT˜ T˜
∗ = −B∗(⊕I∗mIm)T
∗
= −B∗(⊕
m−1∑
k=0
∆
(k)
T )T
∗,
(3) D∗D = PD˜T˜
∗T˜ |D˜ = 1D˜ − PD˜(1H˜n − T˜
∗T˜ )|D˜
= 1D˜ − PD˜DT˜ (⊕I
∗
m)
−1(⊕I∗mIm)(⊕Im)
−1DT˜ |D˜
= 1D˜ −B
∗(⊕
m−1∑
k=0
∆
(k)
T )B.
Here PD˜ ∈ L(H˜
n, D˜) denotes the orthogonal projection onto D˜. Using the definition
of the set D˜ ⊂ H˜n we obtain the additional condition
(4) Im(⊕j)B ⊂M∗zHm(B,D).
Our next aim is to show that the Km-inner functions W : B → L(E∗, E) between
arbitrary Hilbert spaces E∗ and E are precisely the operator-valued functions on B
which possess a representation of the form
W (z) = D + C
m∑
k=1
(1H − ZT
∗)−kZB,
where T ∈ L(H)n is an m-hypercontraction of class C·0 on a suitable Hilbert space
H and the coefficients of the matrix operator(
T ∗ B
C D
)
: H ⊕ E∗ → H
n ⊕ E
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satisfy the conditions
(KI1) C∗C = ∆
(m)
T ,
(KI2) D∗C = −B∗(⊕
m−1∑
k=0
∆
(k)
T )T
∗,
(KI3) D∗D +B∗(⊕
m−1∑
k=0
∆
(k)
T )B = 1E∗ ,
(KI4) Im(⊕jC)B ⊂M
∗
zHm(B, E),
where jC : H → Hm(B, E) is the operator defined by
jCx =
∑
α∈Nn
ρm(α)(CT
∗αx)zα = C(1H − ZT
∗)−mx.
Note that by condition (KI1) the operator jC is a well-defined isometry. It is easily
seen that jC intertwines the tuples T
∗ ∈ L(H)n andM∗z ∈ L(Hm(B, E))
n componen-
twise. The following results extend characterizations of Km-inner functions proved
by Olofsson in [15] on the unit disc to the case of the unit ball in Cn.
11 Theorem. Let W : B → L(E∗, E) be an operator-valued function between
Hilbert spaces E∗ and E such that
W (z) = D + C
m∑
k=1
(1H − ZT
∗)−kZB,
where T ∈ L(H)n is an m-hypercontraction of class C·0 and the matrix operator(
T ∗ B
C D
)
: H ⊕ E∗ → H
n ⊕ E
satisfies the conditions (KI1)− (KI4). Then W is a Km-inner function.
Proof. The intertwining properties of the map jC : H → Hm(B, E) imply that
M = Hm(B, E)⊖ (ImjC) ⊂ Hm(B, E) is a closed Mz-invariant subspace. During the
whole proof let x ∈ E∗ be a fixed vector. According to condition (KI4) we can choose
a function f ∈ Hm(B, E) with (⊕jC)Bx = M
∗
z f . Using Lemma 1 it follows exactly
as in the proof of Theorem 7 that
C
m∑
k=1
(1H − ZT
∗)−kZBx = δMz(⊕jC)Bx =Mz(M
∗
zMz)
−1M∗z f.
It follows that
‖C
m∑
k=1
(1H − ZT
∗)−kZBx‖2Hm(B,E)
= 〈(⊕jC)
∗(M∗zMz)
−1(M∗zMz)(M
∗
zMz)
−1M∗z f,Bx〉 = 〈(⊕jC)
∗M∗z δf,Bx〉.
By the remark following Theorem 3 we have
M∗z δ = (⊕
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαM
α
z M
∗α
z )M
∗
z .
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Hence we obtain that
‖C
m∑
k=1
(1H − ZT
∗)−kZBx‖2Hm(B,E)
= 〈
(
⊕j∗C(
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαM
α
z M
∗α
z )jC
)
Bx,Bx〉
= 〈B∗
(
⊕
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαT
αT ∗α
)
Bx, x〉 = ‖x‖2 − ‖Dx‖2,
where the last equality follows from condition (KI3) together with Lemma 4. Since
MzHm(B, E)
n = Hm(B, E) ⊖ E , we conclude that the map
E∗ → Hm(B, E), x 7→Wx
is a well-defined isometry.
Repeating the above calculations we obtain that
M∗z (Wx) =M
∗
z (Mz(M
∗
zMz)
−1(⊕jC)Bx) = (⊕jC)Bx
and hence that
(⊕jCj
∗
C)M
∗
z (Wx) = (⊕jC)Bx =M
∗
z (Wx).
Similarly, for x ∈ E∗ and f ∈ Hm(B, E) as above, we find that
j∗C(Wx) = C
∗Dx+ j∗C(Mz(M
∗
zMz)
−1M∗z f) = C
∗Dx+ T (⊕j∗C)M
∗
z δf
= C∗Dx+ T (⊕j∗C)
m−1∑
j=0
(−1)j
(
m
j + 1
) ∑
|α|=j
γαM
α
z M
∗α
z M
∗
z f
= C∗Dx+ T (⊕
m−1∑
k=0
∆
(k)
T )Bx = 0,
where the last identity follows from condition (KI2). Thus we have shown that
WE∗ ⊂M ⊖
∑n
i=1 ziM . Hence
WE∗ ⊥ z
α(WE∗)
for all α ∈ Nn \ {0}. Thus the proof is complete. 
12 Theorem. Let E∗, E be Hilbert spaces and let W : B→ L(E∗, E) be a Km-inner
function. Then there are a Hilbert space H, an m-hypercontraction T ∈ L(H)n of
class C·0 on H and a matrix operator(
T ∗ B
C D
)
: H ⊕ E∗ → H
n ⊕ E
such that its coefficients satisfy the conditions (KI1)− (KI4) and such that
W (z) = D + C
m∑
k=1
(1H − ZT
∗)−kZB (z ∈ B).
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Proof. Since W is a Km-inner function, the space W = W (E∗) ⊂ Hm(B, E) is
a generating wandering subspace for the restriction of Mz ∈ L(Hm(B, E))
n to the
closed invariant subspace
S =
∨
α∈Nn
Mαz W ⊂ Hm(B, E).
It is elementary to check and well known that the compression T = PHMz|H of Mz
to the co-invariant subspace H = Hm(B, E) ⊖ S is an m-hypercontraction of class
C·0. Let R ⊂ Hm(B, E) be the smallest reducing subspace for Mz ∈ L(Hm(B, E))
n
with H ⊂ R. Then
R =
∨
α∈Nn
zα(R∩ E) = Hm(B,R ∩ E)
and the inclusion i : H →֒ Hm(B,R∩E) is a minimal m-dilation for T . Let j : H →
Hm(B,D) be the canonical m-dilation of T constructed at the beginning of Section
2. It follows from Section 4 in [12] that there is a unitary operator U : D → R ∩ E
such that
i = (I ⊗ U) ◦ j : H = S⊥ −→ Hm(B,R ∩ E).
Set Eˆ = E ⊖ (R ∩ E). By definition the space
Hm(B, Eˆ) = Hm(B, E)⊖Hm(B,R∩ E) = Hm(B, E)⊖R ⊂ S
is the largest reducing subspace for Mz ∈ L(Hm(B, E))
n which is contained in S. In
particular, one obtains the orthogonal decomposition
S = Hm(B, Eˆ)⊕ (S ∩Hm(B, Eˆ)
⊥) = Hm(B, Eˆ)⊕ (Hm(B,R∩ E)⊖ S
⊥).
Define
M = Hm(B,D)⊖ Imj ∈ Lat(Mz ,Hm(B,D))
and W (M) =M ⊖ (
∑n
i=1 ziM). Using the above commutative diagram we find that
I ⊗ U :M → Hm(B,R∩ E)⊖ S
⊥ = Hm(B,R∩ E) ∩ S
defines a unitary operator which intertwines the restrictions of Mz to both sides
componentwise. Consequently, we obtain the orthogonal decomposition
W =W(Mz,S) =W (Mz,Hm(B, Eˆ))⊕W (Mz,Hm(B,R ∩ E) ∩ S)
= Eˆ ⊕ (I ⊗ U)W (Mz,M) = Eˆ ⊕ (I ⊗ U)W (M).
Let WT : B → L(D˜,D) be the Km-inner function associated with T ∈ L(H)
n as in
Theorem 7 (see also the beginning of Section 3). Then there are bounded operators
B ∈ L(D˜,Hn), C ∈ L(H,D) and D ∈ L(D˜,D) such that
WT (z) = D + C
m∑
k=1
(1H − ZT
∗)−kZB (z ∈ B)
and W (M) = {WT (x); x ∈ D˜}. Let us denote by
P1 :W → Eˆ , P2 :W → (I ⊗ U)W (M)
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the orthogonal projections with respect to the above orthogonal decomposition of
W. The Km-inner functions W : B → L(E∗, E) and WT : B → L(D˜,D) induce
unitary operators
E∗ →W, x 7→Wx, D˜ →W (M), x 7→WT (x).
Using these unitary operators we construct bounded linear operators
U1 : E∗ → Eˆ , U1x = P1Wx
and
U2 : E∗ → D˜, U2x = x˜ if (I ⊗ U)WT x˜ = P2Wx.
By construction the column operator (U1, U2) : E∗ → Eˆ ⊕D˜ is an isometry such that
W (z)x = U1x+ (I ⊗ U)WT (z)U2x
= (U1 + UDU2)x+ (UC)
m∑
k=1
(1H − ZT
∗)−kZ(BU2)x
for z ∈ B and x ∈ E∗. To complete the proof it suffices to check that the operators
T ∈ L(Hn,H), B˜ = BU2 ∈ L(E∗,H
n), C˜ = UC ∈ L(H, E) and D˜ = U1 + UDU2 ∈
L(E∗, E) satisfy the conditions (KI1)− (KI4). Obviously,
C˜∗C˜ = C∗U∗UC = C∗C = ∆
(m)
T
and
D˜∗C˜ = U∗2D
∗U∗UC = U∗2D
∗C
= −U∗2B
∗
(
⊕
m−1∑
k=0
∆
(k)
T
)
T ∗ = −B˜∗
(
⊕
m−1∑
k=0
∆
(k)
T
)
T ∗.
To check condition (KI3) note that D˜ acts as the column operator
D˜ = (U1, UDU2) : E∗ → E = E˜ ⊕ (R∩ E).
Thus we obtain that
D˜∗D˜ = U∗1U1 + U
∗
2D
∗U∗UDU2
= U∗1U1 + U
∗
2U2 − U
∗
2B
∗
(
⊕
m−1∑
k=0
∆
(k)
T
)
BU2
= IE∗ − B˜
∗
(
m−1∑
k=0
∆
(k)
T
)
B˜.
Since jC˜ = UjC , it follows that
(⊕jC˜)B˜x = (⊕U)(⊕jC)B(U2x) ∈M
∗
zHm(B, E)
for all x ∈ E∗. Thus also condition (KI4) holds. This observation completes the
proof. 
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§4 Characteristic functions
In the previous section we saw that, for a pure row contraction T ∈ L(H)n, the
associated K1-inner function WT : B → L(D˜,D) is obtained by restricting its char-
acteristic function
θT : B→ L(DT ,DT ∗), θT (z) = −T +DT ∗(1H − ZT
∗)−1ZDT
to a suitable subspace of DT . More precisely,
WT (z) = θT (z)|D˜ (z ∈ B),
where D˜ ⊂ DT is the closed subspace given by
D˜ = {y ∈ DT ; (⊕j)DT y ∈M
∗
zH1(B,DT ∗)}.
In the one-dimensional case n = 1, we even have the identities D˜ = DT andWT = θT .
Thus it seens natural to ask whether also for m > 1 there is a canonically defined
characteristic function for each m-hypercontraction T ∈ L(H)n that extends the
function WT : B → L(D˜,D) in a natural way. In the present section we offer a
possible answer to this question.
Let T ∈ L(H)n be an m-hypercontraction of class C·0. We denote by
DT = (1− T
∗T )1/2 ∈ L(Hn), DT ∗ = (1− TT
∗)1/2 ∈ L(H)
its first-order defect operators and by
DT = DTH ⊂ H
n, DT ∗ = DT ∗H ⊂ H
the associated defect spaces. As in Section 2 we write C = (∆
(m)
T )
1/2 ∈ L(H) and
D = CH ⊂ H for the m-th order defect operator and defect space of T .
For k = 0, . . . ,m the operator
jk : H → Hk(B,D), jk(x) =
∑
α∈Nn
ρk(α)(CT
∗αx)zα
is a well-defined contraction. To check this, it suffices to observe that
∑
α∈Nn
‖ρk(α)CT
∗αx‖2
ρk(α)
=
∑
α∈Nn
ρk(α)〈T
α∆
(m)
T T
∗αx, x〉
≤
∑
α∈Nn
ρk(α)〈T
α∆
(k)
T T
∗αx, x〉 = ‖x‖2
for all x ∈ H. Here the above estimate follows from the fact that (Corollary 3 in
[13])
0 ≤ ∆
(m)
T ≤ ∆
(m−1)
T ≤ . . . ≤ ∆
(1)
T ≤ I.
The inequalities
〈j∗kjkx, x〉 =
∑
α∈Nn
ρk(α)〈T
α∆
(m)
T T
∗αx, x〉 ≤ ‖x‖2 (x ∈ H)
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imply in particular that
j∗kjk = SOT−
∑
α∈Nn
ρk(α)T
α∆
(m)
T T
∗α (k = 0, . . . ,m).
An elementary calculation yields that
ρk−1(α) +
n∑
i=1
αi≥1
ρk(α− ei) = ρk(α) (k ≥ 1, α ∈ N
n).
As a consequence we find that
σT (j
∗
kjk) =
n∑
i=1
SOT−
∑
α∈Nn
ρk(α)T
α+ei∆
(m)
T T
∗α+ei
= SOT−
∑
α∈Nn

 n∑
i=1
αi≥1
ρk(α− ei)

Tα∆(m)T T ∗α
= j∗kjk − j
∗
k−1jk−1,
or equivalently,
(1− σT )(j
∗
kjk) = j
∗
k−1jk−1 (k = 1, . . . ,m).
Thus we obtain the identities
∆
(k)
T = (1− σT )
k(1H) = (1− σT )
k(j∗mjm) = j
∗
m−kjm−k
for k = 0, . . . ,m.
As before we write j = jm : H → Hm(B,D). To simplify the notation we define
π = jm−1 : H → Hm−1(B,D). Because of
‖π(x)‖2 = ‖x‖2 − ‖T ∗x‖2 = ‖DT ∗x‖
2 (x ∈ H)
there is a unique unitary operator U : DT ∗ → K = Imπ with UDT ∗x = πx for all
x ∈ H. We denote by
ǫz : Hm−1(B,D)→ D, ǫz(f) = f(z) (z ∈ B)
the point evaluations. Define M = Hm−1(B,D)⊖ (Imπ). Then
V = (U, iM ) : DT ∗ ⊕M → Hm−1(B,D),
where iM :M →֒ Hm−1(B,D) is the inclusion mapping, is a unitary operator. Since
〈h, j∗Km(·, z)x〉 = 〈j(h)(z), x〉 = 〈h, (1H − TZ
∗)−mCx〉
for all h ∈ H, z ∈ B and x ∈ D, it follows that j∗ : Hm(B,D) → H is the unique
bounded operator with
j∗Km(·, z)x = (1H − TZ
∗)−mCx (z ∈ B, x ∈ D).
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In the case of row contractions, that is m = 1, we have D = DT ∗ , the map π reduces
to the mapping π = C = DT ∗ : H → DT ∗ and M = {0}, U = 1DT∗ . Hence in this
case, the operators
∆1(z) = ǫz ◦ V : DT ∗ ⊕M → D,
∆0 = ǫ0 ◦ U : DT ∗ → D
both collapse to the identity operator on DT ∗ . Thus the only difference between the
characteristic functions of row contractions and of m-hypercontractions as defined
in the following theorem is caused by the presence of the space M .
13 Theorem. Let T ∈ L(H)n be an m-hypercontraction of class C·0. Then the
operator-valued function θT : B→ L(DT ⊕M,D),
θT (z) = −∆1(z)(T ⊕ 1M ) + ∆0DT ∗(1H − ZT
∗)−mZ(DT , 0)
induces a partially isometric multiplier
MθT : H1(B,DT ⊕M)→ Hm(B,D)
such that
MθTM
∗
θT
+ jj∗ = 1Hm(B,D).
Proof. The identity
‖x‖2 = ‖T ∗x‖2 + ‖πx‖2 (x ∈ H)
obtained above shows that the column operator
H → Hn ⊕Hm−1(B,D), x 7→ (T
∗x, πx)
is an isometry. Define L = DT ⊕M and consider the operators
B = (DT , 0) : L = DT ⊕M → H
n,
D = −V (T ⊕ 1M ) : L = DT ⊕M → Hm−1(B,D).
An elementary, but tedious, computation shows that
(
T ∗ B
π D
)
: H ⊕ L→ Hn ⊕Hm−1(B,D)
defines a unitary matrix operator. Using the identities
∆0DT ∗ = ǫ0UDT ∗ = ǫ0π = C,
one easily obtains the representations
θT (z) = ǫzD + C(1H − ZT
∗)−mZB
= ǫzD + ǫzπ(1H − ZT
∗)−1ZB
= ǫz(D + π(1H − ZT
∗)−1ZB)
for all z ∈ B. According to Proposition 1.2 in [10], the map
ϕ : B→ L(L,Hm−1(B,D)), ϕ(z) = D + π(1H − ZT
∗)−1ZB
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defines a contractive multiplier from H1(B, L) to H1(B,Hm−1(B,D)) such that
K1(z, w)(1Hm−1(B,D) − ϕ(z)ϕ(w)
∗) = π(1H − ZT
∗)−1(1H − TW
∗)π∗
holds for all z, w ∈ B. Since
Km(z, w)1D − ǫz(K1(z, w)1Hm−1(B,D))ǫ
∗
w = (Km(z, w)−K1(z, w)Km−1(z, w))1D = 0
is a positive definite L(D)-valued function of (z, w) ∈ B× B, the map
ǫ : B→ L(Hm−1(B,D),D), z 7→ ǫz
induces a contractive multiplier from H1(B,Hm−1(B,D)) to Hm(B,D). But then
also the composition
B→ L(L,D), z 7→ θT (z) = ǫzϕ(z)
defines a contractive multiplier from H1(B, L) to Hm(B,D).
To complete the proof, note that
〈jj∗Km(·, w)x,Km(·, z)y〉 = 〈1H − TW
∗)−mCx, (1h − TZ
∗)−mCy〉
for z, w ∈ B and x, y ∈ D. On the other hand,
〈MθTM
∗
θT
Km(·, w)x,Km(·, z)y〉 = 〈θT (w)
∗x, θT (z)
∗y〉K1(z, w)
= 〈ǫzϕ(z)ϕ(w)
∗ǫ∗wx, y〉K1(z, w)
= 〈ǫzǫ
∗
wx, y〉K1(z, w) − 〈ǫz(1Hm−1(B,D) − ϕ(z)ϕ(w)
∗)ǫ∗wx, y〉K1(z, w)
= Km−1(z, w)K1(z, w)〈x, y〉 − 〈ǫzπ(1H − ZT
∗)−1(1H − TW
∗)−1π∗ǫ∗wx, y〉
= 〈Km(·, w)x,Km(·, z)y〉 − 〈C(1H − ZT
∗)−m(1H − TW
∗)−1Cx, y〉
for all z, w ∈ B and x, y ∈ D. Thus
MθTM
∗
θT
+ jj∗ = 1Hm(B,D)
and the proof is complete. 
Since the matrix operator(
T ∗ B
π D
)
: H ⊕ L→ Hn ⊕Hm−1(B,D)
is unitary, its second column defines a unitary operator ρ : L→ K onto the orthog-
onal complement K of the image of its first column in Hn⊕Hm−1(B,D). Using the
definitions of B and D we find that
ρ(x, f) = (DTx,−UTx− f)
for (x, f) ∈ L = DT ⊕ (Hm−1(B,D)⊖ Im jm−1). Let us denote by
B : K → Hn, (x, f) 7→ x,D : K → Hm−1(B,D), (x, f) 7→ f
the projections of K onto its first and second component. Then
ϕ : B→ L(K,D), ϕ(z) = ǫz ◦ D + C(1H − ZT
∗)−mZD
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defines an analytic operator-valued function such that
ϕ(z) ◦ ρ = θT (z) (z ∈ B).
Hence also Mϕ : H1(B,K)→ Hm(B,D) is a partially isometric multiplier and
MϕM
∗
ϕ + jj
∗ = 1Hm(B,D).
Using the above alternative characterization of θT , one can show that θT is a purely
contractive multiplier (cf. Section V.2 in [16] and Section 4 in [8]).
14 Lemma. Let T ∈ L(H)n be an m-hypercontraction of class C·0. Then its char-
acteristic function θT : B→ L(DT ⊕M,D) satisfies
‖θT (0)x‖ < ‖x‖
for all non-zero vectors x ∈ DT ⊕M .
Proof. It suffices to prove the corresponding result for ϕ. Note that the operator
ϕ(0) : K → D acts as
ϕ(0)(x, f) = f(0).
So, if (x, f) ∈ K is a vector with ‖ϕ(0)(x, f)‖ ≥ ‖(x, f)‖, then
‖(x, f)‖ = ‖f(0)‖ ≤ ‖f‖Hm−1(B,D).
Hence x = 0 and ‖f(0)‖ = ‖f‖Hm−1(B,D). But then f ≡ f(0) is a constant function.
Since (x, f) is orthogonal to the image of the column operator
H → Hn ⊕Hm−1(B,D), h 7→ (T
∗h, jm−1h),
we conclude that f ∈ Hm−1(B,D)⊖ Im jm−1 = Ker j
∗
m−1. Since
〈h, j∗m−1z〉 = 〈jm−1h, z〉 = 〈(jm−1h)(0), z〉 = 〈Ch, z〉 = 〈h,Cz〉
for all h ∈ H and z ∈ D, it follows that j∗m−1z = Cz for z ∈ D. Thus we find that
also
f ≡ f(0) ∈ D ∩Ker C = (Im C) ∩ (Ker C) = {0}.
This observation completes the proof. 
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