Large multidimensional arrays are widely used in scientific and engineering database applications. In this paper, we present methods of organizing arrays to make their access on secondary and tertiary memory devices fast and eficient. W e have developed four techniques f o r doing this: (1) storing the array in multidimensional %unksn t o minimize the number of blocks fetched, (2) reordering the chunked array t o minimize seek distance between accessed blocks, (3) maintaining redundant copies of the array, each organized for a different chunk size and ordering and (4) partitioning the array onto platters of a tertiary memory device so as t o minimize the number of platt e r switches. O u r measurements on real data obtained from global change scientists show that accesses on arrays organized using these techniques are often an order of magnitude faster than on the unoptimized data.
Introduction
Scientific and engineering applications often utilize large multidimensional arrays. Earth scientists routinely process satellite images in the form of large two and three dimensional arrays [DozSl] . Their simulations of atmosphere and ocean climatic conditions generate large regular arrays of floating point numbers as output [Mec92] . For example, typical runs of the UCLA General Circulation Model (GCM) generate five dimensional arrays of size 5 to 50 Gigabytes. Other areas where large arrays are commonly used include image processing [WadS4], computational chemistry, structural dynamics and seismology. Because of the large storage requirements for such arrays, they are usually allocated to tertiary storage devices. Achieving high performance in spite of the nonuniform access times and the high latency of such storage devices requires good allocation strategies [St0911 . The usual method of storing a multidimensional array is linear allocation whereby the array is laid out linearly by a nested traversal of the axes in some predetermined order. This strategy, which mimics the way FORTRAN stores arrays in main memory, can lead to disastrous results on a secondary or tertiary memory device. Because users typically access large arrays in several different ways, FORTRAN order will optimize for one access pattern while making all others very inefficient. Optimizing the allocation of the array becomes increasingly important as array dimension and size increases. In this paper, we explore methods of structuring arrays to reduce latency and improve speed of data accesses. The strategies we explore are: e chunking : dividing the array into chunks (multidimensional tiles) that are stored and accessed together;
reordering : permuting the dimensions of the chunked array to reduce average seek distance.
e redundancy : storing redundant copies of the array which are organized differently to optimize for different patterns of access; and e partitioning : allocating an array to platters of a tertiary memory device to minimize the number of platter switches. The above techniques can be used, in combination, to tune the array's internal structure to an access pattern obtained from either an end user or from statistical sampling by a data management system.
Related Work
The use of chunking t o organize two dimensional arrays has been discussed in [Mck69] and [Fis79] . Chunking in the context of image processing has been used to build tiled virtual memory systems [Wad841 [ReuSO] . Whereas those systems deal only with two dimensional arrays and assume magnetic disk as the storage device, our interest is in multidimensional arrays with both magnetic disk and tertiary memory as storage devices. A more theoretical approach to orga-nizing multidimensional arrays is presented in [Ros75] . Similiar work based on mapping a multidimensional space on t o a one dimensional space is discussed is [JagSO] . Their approach organizes data without regard to access pattern, whereas our work considers access patterns to optimize layout.
Array organization is related to the general problem of data clustering. Most clustering algorithms [JaiSS] work on a collection of records that are not structured in any way. Arrays have a regular structure that facilitates a different approach to storage organization. This is also the reason why indexing structures like grid files [Nie84] or KDB trees used for indexing multiattribute data are not relevant to array organization. For example, consider using the grid file structure for organizing a multidimensional array. The array is divided into regular chunks and each chunk is a bucket of the grid file. Now, given the index of an array element that we want to access it is a simple matter t o map the index into the chunk in which it is stored and one does not need a grid file to do that. The only use of the grid file here is to provide a mapping from the chunk number to the disk block that holds the chunk and any file system can do that. Also, as long as the dimension of the array remains fixed we do not need to reorganize the array even when the value of the array elements changes. So, the question of splitting and merging buckets does not arise. Grid files, however, will be useful if we want to divide an array into irregular chunks. In order for this to be useful, it is necessary to have a more sophisticated model for collecting access patterns and is not dealt with in this paper.
The rest of this paper is organized as follows. In Section 2 we present the different schemes we used for organizing arrays, namely chunking, reordering, redundancy and partitioning. In Section 3 we describe our implementation of multidimensional arrays in the next generation DBMS POSTGRES [StoSl] . Section 4 presents simulation of several earth science arrays used by global change researchers in the Sequoia 2000 project [StoSl] and shows the results of our array organization schemes on this data. Lastly, we present future work and conclusions in Section 5.
2

Storage of Arrays
We begin this section by presenting the access pattern model that we use for optimization of array layout. Then, we describe each of our four organization strategies and sketch an algorithm that can be used to implement it in a DBMS.
Consider an array of n dimensions. We model Figure 1 illustrates an example on a 10 x 10 array. The three shaded rectangles (each accessed with probability 5) represent access in two classes corresponding to the following access pattern:
3,419 ( f , 5 , 3 ) 1 The access pattern can either be provided by an end user or can be determined by statistically sampling array accesses in a database management system.
Chunking
Instead of using FORTRAN style linear allocation, we can decompose the array into multidimensional chunks, each the size of one storage block A block is the unit of transfer used by the file system for data movement to and from the storage device. The shape of the chunk is chosen to minimize the average number of block fetches for a given access pattern. To illustrate the significance of chunking we consider the example shown in Figure 2 . Figure 2 (a) shows a 3-dimensional array of size X1=100, X2=2000 and X3=8000 stored using linear allocation and Figure 2 (b) illustrates the same array stored using a chunked representation. Assume the array is stored on a magnetic disk and data transfer between main memory and disk occurs in 8kB pages (we assume 8kB = 8000 bytes for this example), Thus, chunking results in more than a factor of 100 reduction in the number of blocks fetched. In order to realize these improvements, we need a way to optimize the shape of a chunk.
We now present a formal definition of the problem.
Given an n-dimensional array [XI, X2 . . . X,] where X i is the length of the i-th axis of the array, block size C and an access pattern { ( P i , A i l , A i 2 , . , . , Ain) :
1 5 i 5 K } , the objective is to find the shape of the chunk into which the array should be decomposed such that the average number of blocks fetched is minimized. The shape of the chunk is specified by a tuple (c1, c2,. . . , cn) where ci is the length of the ith axis of the multidimensional chunk. The size of the chunk
The average number of blocks fetched for a specified access pattern and chunk shape is given by:
The goal is to choose the chunk shape, satisfying the constraints, that minimizes (1). The presence of the ceiling function in (1) makes a closed form solution difficult. One can always find the optimal solution by exhaustive search of all possible shapes that satisfy the size constraint. In this case, the number of shapes generated is exponential in the dimensionality of the array. Various techniques can be used t o prune the search space. For example: e Instead of considering all possible shapes, we only generate the ones which are maximal. A shape is maximal when increasing the length of any one of the sides of the shapes will violate the size constraint. For example, if C = 15 and n = 2, then shape (5,3) is maximal whereas (4,3) and (5,2) are not, e Instead of considering all possible shapes, we first generate an approximate solution by only considering shapes for which the length of each side is a power of 2. This solution is then refined by considering the shapes that are in the "neighborhood" of this shape. The neighborhood consists of sides varying between double and half of the corresponding side in the approximate solution.
Reordering
Once the array is chunked, we require a good method of laying out the chunks on disk. The natural way is to lay out the chunks by traversing the chunked array in the axis order. Hence, different axes order will result in different chunk layout. The time to fetch the blocks for a requested rectangle can be reduced by choosing the right axis order. We now derive a simple formula for finding a good ordering of the array axes so that the average seek distance t o retrieve an average rectangle in the access pattern reduces. We assume that the blocks of the array are laid out contiguously on disk and a cylinder is totally occupied before allocation of data on the next cylinder. The analysis below is relevant only if the disk is used exclusively for retrievals on the array data. with an access request ( z 1 , 2 2 , . . .zn) on it. If the array is laid out linearly in the axis order 1 , 2 , . . . n , with n as the innermost axis, the number of blocks between the start block and the end block of the access rectangle is given by the numerator of (2). If each disk cylinder holds B blocks, the number of cylinders over which these blocks will span is given by (2).
I
Lemma 2 Given an access pattern, the value of ezpression (2) averaged over all elements of the access pattern is minimized for the order 1 , 2 , . . .n (with n as the innermost azis) if
Proof. Substituting ai for zi in ( 2 ) gives the expression to be minimized. We only need t o consider the numerator of this expression. Rewriting it with ai -1 replaced by x i , V i we get, . . .)di + 2 i ( 5 )
It can be easily proved by induction that (5) holds if,
Extending this for any pair ( i , j ) such that i < j and substituting ai -1 for xi completes the proof for
To illustrate the advantage of re-ordering the array axes reconsider the example in Figure 2(b) . Suppose the number of blocks per cylinder is 60. Then for the access pattern assumed for Figure 2 , the average number of tracks to seek (from Lemma 1 ) is 67 for the array axis order ( X I , X 2 , X 3 ) . Using Lemma 2, if we reorder the axis as ( X I ) X 3 , X 2 ) the number of tracks to seek is reduced to 17.
Redundancy
Data layout using one chunk size minimizes average access cost, meaning it is efficient for some rectangles but inefficient for others. We propose maintaining redundant copies of the array which are organized differently to optimize for various classes in the access pattern. Specifically, we divide the classes in the access pattern into as many partitions as there are proposed copies and optimize each copy for its associated partition. Hence, the first step is to find R partitions, where R is the number of copies, such that the cumulative access time for the queries in the classes of the access pattern is minimized. We can do this using one of the following two approaches:
Use brute force t o try all possible partitions and choose the best. In the worst scenario, the number of partitions to be considered is exponential in the number of elements in the access pattern.
Lemma ( 2 ) . When a read request arrives for a replicated array, the runtime system first finds the replica with the smallest estimated access cost. The estimated cost is a weighted sum of the number of block fetches, seek distance and media switches (in case of tertiary devices). The least cost replica is then used to answer the query.
Partitioning
Tertiary memory devices are robo-line storage systems consisting of a large number of storage media (tapes or platters) and a few read-write drives. A robot arm switches the media between the shelves and drives in typically ten seconds. To improve performance the number of media switches required to access a requested rectangle should be reduced. The array should be partitioned such that the parts of the array accessed together frequently lie on the same media. We can extend the chunking method to deal with media switches by: 0 making the size of the chunk a platter instead of a 0 minimizing the number of platter switches instead of number of page fetches. Partitioning can be used for minimizing the media switches for both disk and tape tertiary devices. However, for tapes the average seek time (45 seconds) is large compared to the switch time. Hence, minimizing media switches is less crucial than minimizing seek time. disk block.
Implementation in POSTGRES
POSTGRES [St0911 is an extended relational database system being developed a t Berkeley. We have built into POSTGRES a generalized interface for multidimensional arrays. POSTGRES is well-suited for handling massive amounts of data; it supports large objects that allow attributes to span multiple pages and it has a generalized storage structure that supports huge capacity storage devices as tertiary memory [01s92].
In our implementation, arrays are first class objects. Therefore any attribute of a class can be declared to be an array of any base type. The internal representation of arrays is a variable length structure with the following fields: int array 8 i z e int ndim intarray dim intarray lbound int f l a g s byte-array data In this structure, a r r a y s i z e is the total size of the array (data and meta-data); ndim is the number of dimensions of the array; dim and lbound are integer arrays of size ndim where the array dim stores the size of each dimension of the array and the array lbound stores the lower index of each dimension; f l a g s is a bit mask that stores information about the array type. The contents of the data field depend on the kind of array stored and are described later.
Our implementation supports a variety of convenient features:
0 Array elements can be stored in one of the following two formats depending on the total array size:
0 Store the array on the same page as the rest of the tuple. POSTGRES tuples cannot span pages, so the entire array must be smaller than the page size (currently 8KB). The data field in this case is used to store the array elements contiguously in their respective internal representation 0 Store the array as a POSTGRES large object [Mos92] and keep a pointer to the large object in the data field of the array structure. The large object interface in POSTGRES provides a file-oriented access to data that span multiple pages. This implies that the only limit on the size of an array is the maximum object size (R
Tbytes).
A bit in the f l a g field of the array structure indicates the format used by an existing array. A limitation in the current prototype is that arrays cannot grow in size after creation. As a consequence, updates on variable length base elements are not supported.
0 Operators can be defined on arrays, so that arrays of the same base type can be compared for equality. The POSTQUEL query language has been extended to provide the necessary array interface. Chunking At array creation time, the user can specify whether the array should be chunked. If so, the user can either specify the access pattern or use the default chunking provided. The default chunking chooses the size of each axis of the chunk to be proportional to the length of corresponding array axis. If the access pattern is provided, the method in Section 2 is used for finding the optimal chunk shape. For example, the
POSTQUEL query append R (a[lOO] [I001 [SO]
= "inputarray -chunk acc-pattern") creates a 3 dimensional array for which the array elements are obtained from the file inputarray. The -chunk flag specifies that the array should be chunked using the access pattern provided in the file accpattern. The input array is organized into chunks and the chunked array is stored as another large object. Since the array organization scheme used cannot work in-place, it is necessary t o make a separate copy of the chunked file. A bit in the f l a g field is set to indicate that the array is chunked. The data field is arranged as a structure with the first field pointing to the newly created large object and the second field storing the chunk shape. For automatic generation of the access pattern for an array we intend to augment POSTGRES with a user option whereby all read requests t o an array will be monitored and access statistics collected. At a later time, the user may invoke the chunking algorithm which will use this collected statistics for the access pattern.
Performance
In this section we present the performance improvement provided by our organization techniques. Our experiments were done on a DECstation 5000/200 running Ultrix 4.2. Measurements were made on two different storage devices. The first set of results is for a local 1 GB magnetic disk using the Ultrix file system. The block size, C was set to 8 KB, which is the file system block size. A second set of results was taken from data stored on a write-once optical jukebox [Son89]; the tertiary storage device currently supported by POSTGRES [ols92] . The jukebox consists of 50 double sided platters, each of which has a 3.27 GB capacity per side. At any time a maximum of two platters can be physically mounted, and mounting a platter takes about ten seconds. A custom storage manager transfers data between disk and tertiary memory in units of 256 KB and hence block size is 256 KB.
To make our measurements realistic we considered arrays used by global change scientists in the Sequoia project [Stogl] . The first source of data was ocean model output from the General Circulation Model (GCM) simulations done at UCLA [Mec92] . The arrays consist of three-dimensional snapshots of the The second data source was atmospheric output from the UCLA GCM. In this model, the entire earth (180' latitude by 360' longitude) is divided into regular grids with resolution varying from 1.25' to 5' for 9 to 57 horizontal layers of the atmosphere. For each point in the three dimensional grid, a collection of 38 variables are recorded at regularly spaced time steps. Thus, the output is another five dimensional array of time, elevation, latitude, longitude and an index of model variables. The UCLA scientists currently store the array by a nested traversal of the array axes in the order time, latitude, variables, longitude and elevation with time as the least rapidly varying dimension.
We selected four benchmark arrays from the two sources described above as summarized in Table 1 . The third column indicates the number of values along each of the five array dimensions. Data sets 1, 2 and 4 are chosen from the ocean GCM and 3 from the atmosphere GCM. The first two benchmarks were studied on a local magnetic disk and the next two on a sony jukebox.
For each of the data sets, we c tained a collection of queries (10 to 20 in number) by consulting UCLA scientists. Some sample queries ran include: making surface plots of some variables over some finding the mean or variance of a variable over time 0 making cross-section plots of some variable over some region.
To study the performance improvement with the array organization techniques we performed the following measurements for each of the four data sets:
We first determined the optimal chunk shape for the user provided access pattern using the exhaustive search method discussed in Section 2.1. The time t o find the optimal chunk size for all the four data sets took less than a minute. We organized the array into chunks and ran the benchmark queries on the chunked array. The total execution time, CPU time and the number of blocks fetched for executing the queries were recorded. Next, we reorganized the chunked array using the axis order specified by Lemma 2 and repeated the measurements using the same query set. Finally, we made two copies of the array as described in Section 2.3 and measured performance by executing each query on the array copy that has the smaller estimated cost. shape, the number of blocks fetched for the two cases should theoretically be the same. In practice, a slight reduction (compare bars 2 and 3 in Figure 3(c) ) is observed because of prefetching in the Ultrix file system. Prefetching works better for a reordered array since a greater fraction of accesses become sequential Datasct 1 -with reordering. 2-level redundancy yields a 27% reduction in elapsed time for data set 1 but for data set 2 redundancy does not provide much benefit. Figure 4 shows the results of applying various organization schemes on data sets 3 and 4 stored on the optical jukebox. Comparison of bars 1 and 2 for data set 3 shows that queries on the unorganized data takes 5.2 hours to complete compared to 10.2 minutes on the chunked array. Similarly for data set 4 we observe a factor of 12 reduction in elapsed time. Reordering also works well and a 20% and 12% reduction in access times is achieved for data set 3 and 4 respectively. With 2-level redundancy the number of blocks fetched is lowered by another 60% and the access time by 50% as compared to the best single copy version for both data sets.
Effect of Access Pattern
In all of the optimization strategies discussed, the input access pattern has played a crucial role. To evalu- Figure 5 : Performance of default chunking ate the role of the access pattern, we measured performance on arrays that are chunked without using any access pattern. Instead, each array is organized using a default chunk, each side of which is chosen to be proportional to the side in the original array. Figure  5 shows the difference in total execution time between an array chunked using a perfect access pattern and an array chunked using the default strategy. From the figure it is clear that for both data sets there is at least a 40% improvement when perfect knowledge of the access pattern exists. On the other hand, compared to the original array the default chunking also shows significant improvement. Hence even when no knowledge of the access pattern is available it is a good idea to do chunking.
5
Conclusion
In this paper, we presented a number of strategies for optimizing layout of large multidimensional arrays on secondary and tertiary memory devices. Based on a suitably captured access pattern, we used chunking of arrays t o reduce the number of blocks fetched and reordering of array axes to reduce seek distance between accessed blocks. In cases where it is affordable, we suggested the use of redundancy to organize multiple copies of the same array based on different access patterns. Very often the size of the array is too large to be stored in conventional secondary storage media. In such cases, arrays must be migrated to large capacity tertiary storage devices that are slow and require different methods of optimization. We suggested partitioning as a method to reduce the media switch costs for such devices.
We extended the POSTGRES database system to support multidimensional arrays. Our implementation provides a generalized array interface that allows arrays of arbitrary size and dimension. Moreover, large array can be chunked (on the user's discretion) for fast processing of queries on such arrays.
These optimization techniques were tested for their effectiveness in reducing the enormous access time on large arrays. Towards this end, we collected data from real users of large multidimensional arrays. Our measurements based on their usage patterns showed significant reduction of access times with our optimization strategies .
