Abstract Deep learning-based approaches have been paramount in recent years, mainly due to their outstanding results in several application domains, ranging from face and object recognition to handwritten digit identification. Convolutional Neural Networks (CNN) have attracted a considerable attention since they model the intrinsic and complex brain working mechanisms. However, one main shortcoming of such models concerns their overfitting problem, which prevents the network from predicting unseen data effectively. In this paper, we address this problem by means of properly selecting a regularization parameter known as Dropout in the context of CNNs using meta-heuristic-driven techniques. As far as we know, this is the first attempt to tackle this issue using this methodology. Additionally, we also take into account a default dropout parameter and a dropout-less CNN for comparison purposes. The results revealed that optimizing Dropout-based CNNs is worthwhile, mainly due to the easiness in finding suitable dropout probability values, without needing to set new parameters empirically.
these descriptions for further detecting and classifying objects [2] . However, the problem still persists when faced with situations where there exist variations of luminosity in the environment, as well as different perspectives in the image acquisition process and problems related to rotation, translation and scale. Therefore, the great question to be answered by researchers in this area concerns how human beings and animals basically learn by looking around [16] .
Standard machine learning approaches devise to settle the aforementioned situation by extracting feature vectors, feeding a classifier based on a training set, and thereafter classifying the remaining images. Thus, even though the feature learning problem has received a substantial attention in the last decades, a spotlight has been lit concerning the study of deep learning techniques [14, 1, 25, 6, 11] . As these methods are based on the hierarchical feature learning, we can establish an analogy with the human visual processing, i.e. with the information being compressed throughout the vision (eyes) and learning (visual cortex) procedure.
Notwithstanding that there exist several deep learning techniques in the literature, one of the most broadly used approaches concerns the Convolutional Neural Networks (CNN) [14] . These neural networks are formed by different stages and architectures, which are responsible for learning different information at each level (e.g., images and signals). The stages comprehend, basically, filtering operations known as convolution using different masks (kernels), followed by non-linear operations known as pooling for posterior image sub-sampling. Each set of these three operations is then executed once again in a new layer, but now with the sub-sampled image generated as an output of the previous layer, being used as an input to this new layer. Each of these layers creates a new feature vector, which is concatenated at the last layer to compose a high dimensional feature vector to represent the input image.
Convolutional Neural Networks have been widely applied in several applications, such as handwritten digit [24] and object recognition [15] , as well as natural language processing [3] . One can observe that most applications are image processing-and computational vision-based, since some CNNs are naturally invariant to translation, rotation and scaling. However, training deep neural networks with a huge number of parameters can lead to some difficult issues such as overfitting and parameter tuning. The main idea behind the first issue is that during training, units can adapt to the weights drawn from the limited training data, being not that effective when collated with the testing data. Basically, in other words, when we deal with complex information, the units will accommodate themselves during the training step, and "memorize" the data instead of learning, thus resulting in a model that poorly predicts any new or unseen data.
Several attempts have been made to solve the overfitting problem, such as stopping the training as soon as its performance on the validation set starts to drop, or even introducing some types of regularization methods, such as soft-weight sharing [17] . On the other hand, a better alternative to address a regularization method would be averaging the predictions of all possible parameter configurations, weighting all the possibilities and checking which one would perform better. Nevertheless, this would require a huge computational effort, thus being only practical for small or simple models [30] .
Recently, Srivastava et al. [26] proposed a technique to overcome these issues, acknowledged as Dropout. The pivotal concept about the term "dropout" refers to dropping out units from neural network layers; in other words, by provisionally removing them out of the network, along with all their outgoing and incoming connections. Similarly, Wan et al. [27] proposed the DropConnect, where the authors dropped out connections instead of neurons, which means one can retain a neuron "partially", since original Dropout removes all connections at once. Finally, Iosifidis et al. [9] presented DropELM, in which Dropout and DropConnect are combined in the context of Extreme Learning Machines.
Nevertheless, one may find just a few recent works that face the problem of overfitting in CNNs using Dropout regularization. For instance, Wu et al. [29] introduced a max-pooling dropout method, while Dahl et al. [5] combined the use of ReLU (rectified linear unit) units with Dropout. Although all these techniques have obtained state-of-the-art results in a number of applications, their main drawback concerns fine-tuning the probability of dropping out a neuron, which is usually accomplished by hand.
Considering the drawback of fine-tuning parameters, some recent works attempted to tackle this issue by means of meta-heuristic techniques. For example, Papa et. al [18, 19, 21] [23] and Deep Belief Networks parameters [22] .
In this paper, the problem of selecting a proper dropout probability in CNNs is modeled as a meta-heuristic-driven optimization task, in which agents encode the values of the probabilities in a search problem guided by the loss function over the validation set. As far as we are concerned, this is the first work that attempted to address the problem of proper selecting the dropout ratio in such a way. In order to validate the proposed approach, we employed Particle Swarm Optimization (PSO) [12] , since it is a well-known and consistent meta-heuristic optimization technique, as well as Bat Algorithm (BA) [32] , Cuckoo Search (CS) [33] and Firefly Algorithm (FA) [31] , which are bio-inspired techniques that turned out to be a recent hotbed due to their good effectiveness in several applications.
Therefore, the main contributions of this paper are twofold: (i) to introduce meta-heuristic techniques in the context of Dropout regularization in CNNs, and (ii) to fill the lack of research regarding dropping out units in CNNs. The remainder of this paper is organized as follows. Sections 2 and 3 present some theoretical background with respect to CNNs and Dropout techniques, respectively. Section 4 discusses the methodology employed in this work, and Section 5 presents the experiments. Finally, Section 6 states conclusions and future works.
Convolutional Neural Networks
Convolutional Neural Networks can be seen as a representation of a bigger class of models based on the Hubel's and Wiesel's architecture, which was presented in a seminal study in 1962 concerning the primary cortex of cats. This research has identified, basically, two kinds of cells: (i) simple cells, which possess an analogous duty to the filter bank step, and (ii) the complex cells, which perform a similar job to the CNN sampling step.
The first model that simulated a computer-based convolutional neural network was the well-known "Neocognitron" [7] , which implemented an unsupervised training algorithm during the filter bank step, followed by a supervised training algorithm applied in the last layer. Later on, LeCun et al. [13] simplified this architecture by proposing the use of the Backpropagation algorithm to train the network in a supervised way. Thus, several applications that used CNN emerged in the subsequent decades.
Basically, a CNN can be understood as an N -layered data processing sequence. Thereby, given an input image 1 , a CNN essentially extracts a high level representation of it, called multispectral image, whose pixel attributes are concatenated in a feature vector for later application of pattern recognition techniques. Figure 1 introduces the naïve architecture of a Convolutional Neural Network. 1 The same procedure can be extended to signal processing-based applications.
As aforementioned, each CNN layer is often composed of three operations, being the first one a convolution with a filter bank, followed by a sampling phase and then by a normalization step. As one can observe in Figure 1 , there is still a possibility of a normalization operation in the beginning of the whole process. The next sections describe in more details each of these steps.
Filter Bank
LetÎ = (D I , I) be a multispectral image such that D I ∈ n × n is the image domain, and I = {I 1 (p), I 2 (p), . . . , Im(p)} corresponds to a pixel p = (xp, yp) ∈ D I , and m stands for the number of bands. WhenÎ is a grey-scale image, for instance, we have that m = 1 andÎ = (D I , I).
Let φ = (A, W ) be a filter with weights W (q) associated with every pixel q ∈ A(p), where A(p) denotes a mask of size L A ×L A , centered at p, and q ∈ A(p) if, and only if, max{|xq − xp| , |yq − yp|} ≤ (L A −1)/2. In case of multispectral filters, their weights can be depicted as vectors W i (q) = {w i,1 (q), w i,2 (q), . . . , w i,m (q)} for each filter i, and a multispectral filter bank can be then defined as φ = {φ 1 , φ 2 , . . . , φn}, where
Thus, the convolution between an input imageÎ and a filter φ i generates the band i of the filtered imageĴ = (D J , J), where
where ⊗ denotes the convolution operator. The weights of φ i are usually generated from an uniform distribution, i.e., U (0, 1), and afterwards normalized with mean zero and unitary norm.
Sampling
This operation is extremely important for a CNN, which provides translational invariance to the extracted features. Let B(p) be the sampling area of size L B × L B centered at p. Additionally, let D K = D J /s be a regular sampling operation every s pixels. Therefore, the resulting sampling operation in the imageK = (D K , K) is defined as follows:
where p ∈ D K denotes every pixel of the new image, i = {1, 2, . . . , n 2 }, and α stands for the stride parameter, controlling the downsampling factor of the operation.
Normalization
The last operation of a CNN is its normalization, which is a widely employed mechanism in order to enhance its perfomance [4] . This operation is based on the apparatus found on cortical neurons [8] , being also defined under a squared-area
Thus, the above operation is accomplished for each pixel
Dropout Regularization
Considering the aforementioned CNN model, a Dropout-based CNN can be formulated as a new CNN layer. In this new formulation, r stands for the activation or dropout of the M neurons in a specific layer, where each variable r j contains the value 1 (one) with probability 1 − p, independent of other variables r i , i = j.
If r j equals to 1 (one), the unit h j is withheld, otherwise it is dropped from the network together with its connections. Notice that probability p is independent of other units and r is sampled directly from a Bernoulli distribution [26] , being resampled for every mini-batch during the learning process. Equation (4) describes this distribution:
Therefore, during the training phase, let y (L) denote the vector of outputs at a layer L. The new vector of outputsỹ (L) considering dropout is formulated by Equation (5):ỹ
Finally, in the testing step, the weight matrix W needs to be scaled with ratio p in order to average all the 2 M possible dropped-out networks. This is the greatest contribution of the dropout regularization, as it only needs to test a single network. Equation (6) is responsible to illustrate this process.
where W (L) stands for the weight matrix at layer L.
Methodology
In this section, we present the methodology used to proper select the dropout ratio using Convolutional Neural Networks, as well as the employed datasets.
Modeling Dropout-based CNN Parameter Optimization
We propose to model the problem of selecting suitable dropout parameters considering CNN in the task of image classification. The learning step of a CNN has four parameters: the learning rate η, penalty parameter (momentum) α, weight decay λ and the dropout ratio p. As we are interested in fine-tuning the dropout parameter only, we fixed the 3-tuple (η, α, λ) and we played with p in order to minimize the loss function of the classified images over a validation set. After that, the selected parameter is thus applied to classify the unseen images of the test set.
Datasets
In regard to the parameter optimization experiment, we employed four datasets, as described below:
it is composed of images of handwritten digits. The original version contains a training set with 60, 000 images from digits '0'-'9', as well as a test set with 10, 000 images.
-Semeion Handwritten Digits dataset 3 : set of 1, 593 images from handwritten digits '0' -'9' written in two ways: the first time in a normal way (accurately) and the second time in a fast way (no accuracy). In the end, they were stretched with resolution of 16 × 16 in a grayscale of 256 values, and then each pixel was binarized.
-USPS dataset 4 : numeric data obtained from the scanning of handwritten digits from envelopes by the U.S. Postal Service. It is composed of 7, 291 training images and a test set with 2, 007 images. All the original digits were deslanted and size-normalized, resulting in 16 × 16 grayscale images.
-CIFAR-10 dataset 5 : is a subset image database from the "80 million tiny images" dataset, collected by Alex Krizhevsky, Vinod Nair, and Geoffrey Hinton. Composed of 60, 000 32x32 colour images in 10 classes, with 6, 000 images per class. It is also divided into five training batches and one test batch, each one containing 10, 000 images. Therefore we have 50, 000 images for training purposes, and 10, 000 for testing duties. 
CNN Architectures
In regard to the source-code, we used our own optimization library LibOPT [20] 6 and the well-known Caffe library 7 [10] , which is developed under GPGPU (GeneralPurpose computing on Graphics Processor Units) platform, thus providing more efficient implementations concerning CNNs. Also, in order to integrate LibOPT with Caffe, we developed a new library called LibOPT4Caffe 8 . Additionally, we considered two different CNN architectures to provide a deeper experimental analysis: one for CIFAR-10 dataset and another for MNIST, Semeion and USPS datasets. These architectures are the original ones proposed by Caffe examples, just with an extra dropout layer. Also, regarding Semeion and USPS datasets, we have used a kernel size of 3 instead of 5 for convolution layers due to the lower resolution of these datasets. Figure 3 illustrates the architectures used in this work. Note that "conv" stands for the convolution layer, "pool" for pooling, "relu" for rectified linear unit, "drop" for dropout and "ip" for inner product, which stands for a multiplication in the vector space.
Experimental Setup
In this work, we compared four distinct meta-heuristic optimization techniques against the default dropout ratio given by Caffe, and the standard Caffe architecture without dropout. The main idea to compare meta-heuristics against the default dropout ratio is to check wether it is better to perform or not an optimization prior to the experiments. In order to provide a statistical analysis by means of Wilcoxon signed-rank test [28] , we conducted a cross-validation with 20 runs. As we working with a 1-dimensional search space, there is no need to employ a vastly number of agents nor iterations. Thus, we employed 7 agents over 10 iterations for convergence considering all techniques. Table 1 presents the native parameter configuration for each optimization technique. Notice these values have been empirically set. All datasets were split into training, validation and testing sets. Table 2 describes the amount of images, as well as the number of the batch size (parenthesis) employed for each set.
Finally, we have set each CNN parameter according to Table 3 . Note that all these parameters are the default ones provided by Caffe library. The only exception 
Experimental Results
This section aims at presenting the experimental results concerning CNN dropout parameter fine-tuning. We compared four optimization methods against the default dropout-less and the default dropout ratio provided by Caffe. The most accurate results, according to Wilcoxon signed-rank test, are in bold. Tables 7, 4 , 5 and 6 present the average accuracies and average hyper-parameters found over MNIST, Semeion, USPS and CIFAR-10 datasets, respectively. As one can observe, the accuracy rates between different datasets are inconsistent, mainly due to their distinct natures, i.e., amount of images and features, odd acquisition processes, among others.
Regarding MNIST dataset, it is possible to state that a dropout network was once again better than the standard one. All the meta-heuristic techniques, except BA, were able to find the best results among the standard dropout ratio provided by Caffe, even using a smaller probability for dropping off the units. If we take a closer look at Figure 4 , it is possible to observe that after 4000 epochs, the no-dropout network stalls at around 0.01% of error, while the dropout networks still introduce some kind of noise, preventing the network from overfitting and improving its classification rate. Note that "Best Dropout" concerns the p value found in Table 8 . Table 4 Average accuracies and average hyper-parameters over the test set considering MNIST dataset. Table 5 Average accuracies and average hyper-parameters over the test set considering Semeion dataset.
Considering Semeion dataset, once again dropout was capable of obtaining the best results. Now, all meta-heuristic techniques were also able to obtain the best results, together with our baseline, i.e., Dropout by Caffe being BA the one which achieved the highest accuracy over the test set. However, the statistical evaluation pointed out all dropout-based approaches can be considered similar to each other, although the lowest results were obtained by the baseline provided by Caffe. An interesting point concerns the values found for the probability parameter p by the meta-heuristic techniques, which were similar to each other, though being different from the one obtained by the baseline.
Glancing Figure 5 , it is possible to observe the best dropout network was the worst one at the beginning of the epochs. After around 5000 epochs, it starts improving its performance and overcomes the other networks. This is mainly due to the limited amount of images Semeion dataset has, which creates a significant overfitting and stalls the training after a certain number of epochs. Table 6 Average accuracies and average hyper-parameters over the test set considering USPS dataset.
BA, FA and PSO were able to obtain the best results considering USPS dataset. One can observe that their accuracy rates were slightly better than the standard dropout-less and dropout ratio provided by Caffe. As the USPS dataset poses a greater challenge than Semeion one, but still lacks a huge amount of images for deep learning, we can observe in Figure 6 the search for the optimum dropout ratio performed nicely since the initial epochs. The best dropout network was able to provide a lower classification error almost all the times.
As one can observe, only the default dropout ratio (p = 0.5) played a big role on CIFAR-10 dataset, while all the meta-heuristic techniques failed in finding the best parameter for this dataset. However, it is still important to highlight that p was found over the validation set, which is less likely to burden the classification rates. Nevertheless, as already expected, dropout was capable of slightly improving the recognition rate of this architecture. Figure 7 illustrates the classification error over the testing set during all training epochs. Comprehending our initial experiments, each dataset had a best accuracy rate value for a particular dropout probability p. As one can observe in Table 8 , BA, PSO, BA and FA were the meta-heuristic techniques which found the best p over CIFAR-10, MNIST, Semeion and USPS datasets, respectively. Therefore, we performed another round of experiments using these values. Additionally, Table 8 presents, for each dataset, the average accuracies using the best hyper-parameter p. It is important to highlight that, for Semeion dataset, BA was capable of finding a more suitable dropout probability, leading to a significantly higher classification rate than the one observed in Table 5 .
Nevertheless, the main drawback concerning meta-heuristic techniques consists in its longer time to attain the final output. As we are evaluating a distinct CNN every time we need to update our particle's fitness, this procedure will take a longer time to converge and find a suitable dropout parameter. BA, CS and PSO are composed by m initial evaluations + (m agents × t iterations) + final evaluation with best parameter found, while FA does not have the m initial evaluations. As we are working with m = 7 and t = 10, Table 9 describes the number of calls to the CNN learning procedure to give us an idea about the computational burden of each technique. Table 9 Number of CNN evaluations for each technique.
Conclusions
In this paper, we dealt with the problem of proper selecting dropout parameters concerning CNNs by means of Particle Swarm Optimization, Bat Algorithm, Cuckoo Search and Firefly Algorithm. The experiments were carried out over four public datasets in the context of image classification. The experimental section comprised different CNN architectures, as well as images with different resolutions and distinct training set sizes. The results obtained by the meta-heuristic-based dropout CNNs were compared against a standard dropout ratio and a dropout-less network, and showed to be very promising, since meta-heuristic CNNs were able to obtain the suitable dropout parameters in almost all datasets. On the other hand, such task requires a higher computational load than no-optimized CNNs, as each particle's fitness update needs to be evaluated under a CNN architecture, thus, taking a longer time to find a suitable dropout parameter and achieve its output. Since the meta-heuristic-based techniques use a fitness function based on the CNN's outputs, each iteration of the optimization process requires a full training of the CNN, which turns out to be a costly process. It is usually expected that more iterations and agents would provide better results, but such process comes at the price of a higher computational burden.
In regard to future works, we intend to investigate the proposed approach with other meta-heuristic techniques, as well as to select feasible parameters using meta-heuristics for Dropconnect regularization in the context of CNNs.
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