Abstract-We consider sensor data scheduling for remote state estimation. Due to constrained communication energy and bandwidth, a sensor needs to decide whether it should send the measurement to a remote estimator for further processing. We propose an event-based sensor data scheduler for linear systems and derive the corresponding minimum squared error estimator. By selecting an appropriate event-triggering threshold, we illustrate how to achieve a desired balance between the sensor-to-estimator communication rate and the estimation quality. Simulation examples are provided to demonstrate the theory.
. Event-based scheduling for remote state estimation.
provided the optimal probability distribution over the sensors to be selected. In control of modern networked systems, actions are often desired to be taken only after certain events occur. These events may contain useful information about the system [3] , and using an appropriate event-based scheduler, the performance of the estimator can be improved. Imer and Basar [4] considered optimal estimation with limited measurements where the stochastic process was a scalar linear system. They showed that the optimal observer policy has a solution in an event-triggered form. Cogill et al. [5] considered a sensor data scheduling problem and used a feedback policy to choose the transmission times which provides a trade-off between the communication rate and the estimation error. Ambrosino et al. [6] considered the channel capacity constraint. In recent work by Li et al. [7] , an event-triggered approach was used to trigger the data transmission from a sensor to a remote observer in order to minimize the mean squared estimation error at the observer subject to a constraint on transmission frequency. Closely related works are also given by Riberio et al. [8] and Msechu et al. [9] where quantized Kalman filter were considered. The main distinctions between our work and [8] , [9] include the different communication models (packed-based versus finite-bit channels) and different estimation procedures. While we design an event-based scheduler to optimize the tradeoff between the sensor-to-estimator communication rate and the remote estimation quality, the work of [8] , [9] focused on designing encoder-decoder pairs to improve the estimation quality over a bit-limited channel.
This paper focuses on the design of sensor data scheduler and the corresponding networked state estimator illustrated by the architecture in Fig. 1 . We propose an event-based sensor data scheduler and derive the corresponding minimum mean-squared error (MMSE) estimator. By adopting an approximation technique from nonlinear filtering, we derive a simple form of an accurate MMSE estimator, from which an illustrative relationship between the sensor-to-estimator communication rate and the remote estimation quality can be obtained.
The remainder of this paper is organized as follows. In Section II, we provide the mathematical problem formulation. In Section III, we derive the exact MMSE estimator and an approximate MMSE estimator for an event-based sensor data scheduler. Via simulation examples in Section IV, we demonstrate how a desired trade-off between the sensor communication rate and the estimation quality can be achieved. It is also shown that the approximate MMSE estimator produces accurate results. In Section V, some concluding remarks are given.
Notation: is the set of positive semi-definite matrices. When , we simply write ; Similarly, means .
represents the probability density function (pdf) of the random variable (r.v.) x, and denotes the pdf of a r.v. x conditional on the variable y.
denotes Gaussian distribution with mean and covariance matrix .
denotes the mathematical expectation and denotes the probability of a random event. denotes the trace of a matrix and denotes the Hölder infinity-norm of a vector. 
and (4) The estimates and are called the a priori and a posteriori MMSE estimate, respectively. Further define the measurement innovation as (5) Define the functions , , and : as follows:
where denotes the function composition. In the sequel, if , and will be written as and for brevity. We can write the update equation for in a compact form as if if .
Notice that as for any . This has an intuitive explanation: the measurement (or alternatively, the innovation ) always reduces the estimation error covariance.
B. Event-Based Sensor Scheduler
We consider in this paper applications where feedback is available from the estimator to the sensor, see Fig. 1 . 1 Consider the following two cases for the Kalman filter when : 1) and ; 2) and .
1 Examples of such applications can be found in remote estimation based on the IEEE 802.15.4/ZigBee protocol: sensor devices can be scheduled to communicate to the so-called Personal Area Network coordinator which also serves as a remote estimator. The coordinator broadcasts information to all devices at the beginning of each periodic superframe and can then incorporate the required feedback information.
The estimate for the two cases are the same, but the error covariances are different. Therefore if the sensor finds that is zero and does not send to the estimator, and at the same time, the estimator is aware of this information, then even without receiving , the estimator knows that has error covariance , which is smaller than . Since , there exists a unitary matrix such that where and are the eigenvalues of . Define as (6) Evidently, . The matrix is computed by the remote estimator and is sent back to the sensor along with at each time, see Fig. 1 . Define as (7) This transformation is called the Mahalanobis transformation. The coordinates of are decorrelated, so has -variable standard Gaussian distribution, which contains a set of independent principal components of .
We consider the following event-based sensor data scheduler:
where is a fixed threshold. Under this scheduler, if , the estimator can infer that . It is this additional information that helps reduce the estimation error at the remote estimator. With a slight abuse of notation, we redefine the information received by the remote estimator till as Define the average sensor communication rate as (9) Notice that both the average rate and the estimation error covariance matrix depend on the threshold . For example, if , then and the sensor sends at each (almost surely). Consequently, and . On the other hand, if , then the sensor keeps for all , thus making . As the event provides no extra information on the innovation, the estimator is in this case equivalent to an open-loop predictor. Therefore, . In the latter case, when is unstable, diverges as . Apparently there is a tradeoff between the communication rate and the estimation quality.
We now state the main problems considered in this paper. 1) Under the event-based sensor scheduler (8) , what is the MMSE estimator? 2) How to choose the threshold in (8) to achieve a desirable trade-off between the communication rate and the estimation quality? We will provide answers to these two problems in the remainder of the paper.
III. EVENT-BASED STATE ESTIMATION
In this section, we derive the MMSE estimator under the event-based sensor data scheduler (8) , first the exact estimator and then an accurate approximation.
A. The Exact MMSE Estimator
The MMSE estimate is uniquely specified as the conditional mean given all available information [10] . In this subsection, we provide an exact MMSE estimator corresponding to the event-based scheduler (8) using the following two-step updating procedure.
1) Time Update: The a priori estimate , which is the conditional mean of given the information set , is derived as (10) and the corresponding estimation error covariance is given by
2) Measurement Update: The a posteriori estimate , which is the conditional mean of given , is derived as follows. Depending on whether or 1, we have the following two cases: 1)
. The sensor does not send to the remote estimator, but the estimator is aware of that . Consequently, is given by (11) where we denote . Define the set as (12) then one can compute using Bayes' rule as
where and
The a posteriori error covariance is given by 2) . The sensor sends to the remote estimator. Denote the measured value of the innovation as . Then becomes . The remote estimator updates as in (11) , but the conditional pdf is now calculated using Bayes' rule as (15) where, from (14), one easily sees that
The a posteriori estimation error covariance is given by Remark 3.1: Although the above two steps produce the MMSE estimate corresponding to the event-based scheduler (8), each updating step requires numerical integration. The amount of computation involved make this estimator intractable in general, which motivates us to consider an approximate MMSE estimator. As we will demonstrate, by using a standard technique in nonlinear filtering, we can derive an approximate MMSE estimator in a simple recursive form.
B. Approximate MMSE Estimator
A commonly used approximation technique in nonlinear filtering is to assume that the conditional distribution of given is Gaussian, i.e.,
This assumption reduces the estimation problem from the tracking of a general pdf, which is usually computationally intractable, to the tracking of its mean and covariance matrix. The approximation is widely used in the literature, e.g., [8] , [9] , [11] . Unless specifically mentioned, our analysis in the rest of this paper is based on this assumption. The approximation leads to a very simple form of the estimator, as shown by the following result.
Theorem 3.2:
Consider the remote state estimation in Fig. 1 with the event-based sensor scheduler (8) . Under the assumption (16), the MMSE estimator is given recursively as follows: 1) Time update:
2) Measurement update:
where (18) and is the standard -function defined by
Before we present the proof, we state a few preliminary results.
From (14) and (16), is zero-mean Gaussian conditioned on . Furthermore, is jointly Gaussian with conditioned on . From (14) (20) and (21) Now let us take a look at defined in (7) . From (20) Notice that (26) leads to which together with (28) shows (24). Now from (24), one obtains where to get the second last equality, we note that from (27) we have
Proof to Theorem 3.2:
The proof of the time update is simple, shown as follows:
Next, we verify the measurement update for the following two cases.
1) : According to (26) and (28) 2) : the sensor does not send to the remote estimator which computes as where the last equality is due to since being a pdf of Gaussian distribution, is even and defined in (12) is symmetric and centered in the origin. 
Now from (23)
Remark 3.5: is a function of and , both of which depend on . By properly tuning , we can achieve a desired trade-off between the sensor communication rate and the estimation quality in terms of . For example, if we wish to have a small , then picking a large would serve the purpose. The optimal choice of depends on the available communication resources.
Lemma 3.6: Let . Then
Proof: Note that iff , . Therefore
The following result is on the average sensor-to-estimator communication rate .
Proposition 3.7: Consider the remote state estimation in Fig. 1 with the event-based sensor scheduler (8) . Under the assumption (16), the average sensor-to-estimator communication rate in (9) (30) is then proved from the definition of expectation of and the definition of .
IV. SIMULATION EXAMPLE
In this example, we consider the scheduling of two sensors measuring Process 1 and Process 2 (see Fig. 2 ). Let Process 1 be the stable process with , , , and Process 2 be the unstable process with parameters , , ,
. Assume at each time only one of the sensors is able to communicate its measurement to the remote estimator due to a shortage of communication bandwidth. Since Process 1 is stable, a trivial sensor scheduler that guarantees a bounded estimation error covariance for both processes is that sensor 2 occupies the channel all the time, while sensor 1 is idle and the remote estimator predicts the state of Process 1 at each time. Let the estimation error covariances of Process 1 and Process 2 under the scheduler be and , respectively, which are given by the following two recursions:
The steady-state values of and under are given by and . By using the event-based scheduler proposed in this paper, we can reduce the estimation error for Process 1 significantly while letting the estimation error for Process 2 grow only slightly. The idea is simple: let sensor 2 follow the event-based scheduler (8); whenever sensor 2 does not send data due to , let sensor 1 communicate with the remote estimator. The resulting errors are plotted in Fig. 3 as a function of the parameter being used by Process 2, which clearly demonstrates the advantage adopting the event-based scheduler. For example, when , the values of 2 and are 27.89 and 3.99, respectively, corresponding to a 52.7% decrease of estimation error for Process 1 and a 5.83% increase of estimation error for Process 2. In Fig. 4 , we plot the empirical average sensor communication rate and the theoretical average sensor communication rate (30) for Process 2 under different values of . The two curves match almost indistinguishable and demonstrate that the approximated MMSE estimator is very close to the exact MMSE estimator.
V. CONCLUSION
We propose an event-based sensor data scheduler for state estimation over a network. The MMSE estimator is derived together with an 2 Since is a stochastic process due to the randomness of , we will consider as a performance measure for the remote estimator under the eventbased sensor scheduler (8) , which is obtained in this example via Monte Carlo simulations. approximate estimator. It is shown that by tolerating a small amount of increase of the estimation error, a significant reduction of the sensor-toestimator communication rate can be achieved. In many applications of networked control systems, multiple sensors may be involved. Constructing appropriate event-based schedules at each sensor and estimating the process state based on the received data and the additional information inferred by the events are more difficult than the one we have considered. This will be pursued in our future work. 
APPENDIX

