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THE STRUCTURE OF QUASI-COMPLETE INTERSECTION IDEALS
ANDREW R. KUSTIN AND LIANA M. S¸EGA
ABSTRACT. We prove that every quasi-complete intersection (q.c.i.) ideal is ob-
tained from a pair of nested complete intersection ideals by way of a flat base
change. As a by-product we establish a rigidity statement for the minimal two-
step Tate complex associated to an ideal I in a local ring R. Furthermore, we define
a minimal two-step complete Tate complex T for each ideal I in a local ring R; and
prove a rigidity result for it. The complex T is exact if and only if I is a q.c.i. ideal;
and in this case, T is the minimal complete resolution of R/I by free R-modules.
1. INTRODUCTION.
Let R→ S be a homomorphism of commutative Noetherian rings. Quillen [14,
5.6] conjectured that if the Andre´-Quillen homology functors Di(S|R,−) vanish for
all large i, then they vanish for 3 ≤ i. We investigate the structure of ideals I in a
local Noetherian ring R for which the natural quotient map R→ S = R/I satisfies
the conclusion of the Quillen conjecture. Such ideals are called quasi-intersection
(q.c.i.) ideals; see [3]. (Other equivalent definitions are given in Section 2.B.) The
title of the present paper refers to Corollary 6.7 which states that every q.c.i. ideal
in a local Noetherian ring is obtained from a pair of nested complete intersection
ideals by way of a “flat base change”, in the sense of [3, 8.7].
Given a particular q.c.i. ideal I, the proof of Corollary 6.7 for I involves creating
a generic pair of nested complete intersection ideals for I in R. As such, we view
the two-step Tate complex for I as being obtained from the generic case by way
of a base change. The generic case is the prototype of a module of finite complete
intersection dimension (CI-dim). Theorems due to Jorgensen [10] and Avramov and
Buchweitz [1] prove that ifM is an R-module of finite CI-dim, then TorRi (M,N) can
not vanish for many consecutive values of i unless it vanishes for all large values of
i. We use these Theorems to prove a strong rigidity result, Theorem 6.4, about the
two-step Tate complex associated to an ideal. Corollary 7.1 recovers and extends a
rigidity result of Jason Lutz [12] using apparently different methods. The rigidity
results of Theorem 6.4 and Corollary 7.1 are prettiest when they are expressed in
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terms of Tate homology rather than ordinary homology. As a consequence, we give
an explicit form for the complete resolution of each q.c.i. ideal.
It was not possible to explain the q.c.i. ideal I of the ring R in [11, Sect. 4]
using any of the techniques that appeared in [11]. Indeed, this example seemed
to indicate that q.c.i. ideals could be arbitrarily complicated. However, we show
in Example 6.8.(c) that I is obtained from a pair of nested complete intersection
ideals A ⊆ B in a local ring R by way of a base change R/A→ R and that R has
finite projective dimension as a module overR/A. We apply the rigidity portion of
Theorem 6.4 in order to conclude that the base change is flat; hence, the unexplained
example in [11] is accounted for by Corollary 6.7.
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2. NOTATION, CONVENTIONS, AND PRELIMINARY RESULTS.
2.A. Terminology.
2.1. When it is clear that “R” is the ambient ring, we use (−)∗ to mean HomR(−,R).
2.1.1. “Let (R,m,k) be a local ring” identifies m as the unique maximal ideal of
the commutative Noetherian local ring R and k as the residue class field k = R/m.
If M is a finitely generated R-module, we denote by µ(M) the minimal number of
generators ofM.
2.1.2. We use “im”, “ker”, “mult”, and “pd” as abbreviations for “image”, “kernel”,
“multiplication”, and “projective dimension”, respectively.
2.1.3. IfM is a finitely generated module over a local ring (R,m) and φ :M→ N is
an R-module homomorphism, then φ is a minimal homomorphism if kerφ⊆mM.
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2.1.4. The grade of an ideal I in a commutative Noetherian ring R is the length of a
maximal regular sequence on R which is contained in I.
2.1.5. If Y is a complex, then we use Zi(Y), Bi(Y), and Hi(Y) to represent the
modules of i-cycles, i-boundaries, and ith-homology of Y, respectively. If z is an
i-cycle, then cls(z) is the homology class of z in Hi. In a similar manner, Z
i, Bi,
and Hi represent co-cycles, co-boundaries, and cohomology, respectively. A quasi-
isomorphism is a homomorphism of complexes that induces an isomorphism on
homology.
2.1.6. If Φ is a matrix (or a homomorphism of finitely generated free R-modules),
then Ir(Φ) is the ideal generated by the r× r minors of Φ (or any matrix represen-
tation of Φ).
2.1.7. Let F be a free R-module of finite rank, F∗ = HomR(F,R), ev : F⊗F
∗→ R
be the evaluation map, and ev∗ : R→ F∗⊗F be the dual of the evaluation map. If
({xi},{x
∗
i }) is a pair of dual bases for F and F
∗, respectively, then
ev∗(1) = ∑i x
∗
i ⊗ xi.
Of course, ∑i x
∗
i ⊗ xi is a canonical element of F
∗⊗F .
2.1.8. If F is a free R-module of finite rank f, then the exterior algebra
∧•F is
a module over the graded-commutative ring
∧•F∗. In particular, if ξ ∈ F∗, then
(
∧•F,ξ) is the Koszul complex
0→
∧
fF
ξ
−→
∧
f−1F
ξ
−→ ·· ·
ξ
−→
∧2F
ξ
−→ F
ξ
−→ R.
We refer to (
∧•F,ξ) as the Koszul complex associated to ξ. In a similar manner,
the divided power algebra D•F
∗ is a module over the polynomial ring Sym•F .
2.1.9. If I is an ideal in a local ring R and ξ : F → R is a minimal homomorphism
with imξ = I, then µ(H1(
∧•F,ξ)) does not depend on ξ ([7, 1.6.21]) and we de-
note this number by µ(K1(I)). We refer to this number as “the minimal number of
generators of the first Koszul homology module associated to a minimal generating
set for I”.
2.B. Quasi-complete intersections and the two-step Tate Complex.
Data 2.2. Let I be an ideal in a local ring (R,m), F be a free R-module of finite
rank, ξ : F→ R be an R-module homomorphism with the image of ξ equal to I, and
∧•F be the Koszul complex associated to ξ.
Definition 2.2.1. In the setup of 2.2, the ideal I is a quasi-complete intersection
(q.c.i.) if
(a) H1(
∧•F) is a free R/I-module and
(b) the natural map
∧• (H1(∧•F))→H•(∧•F) is an isomorphism of graded R/I-
algebras.
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Remarks 2.2.2. (a) The defining conditions 2.2.1.(a) and 2.2.1.(b) of q.c.i. ideals
do not depend on the choice of presentation for R/I because the ambient ring R
is local; see, for example, [7, 1.6.21].
(b) The transition from q.c.i. ideals as defined in the introduction to q.c.i. ideals as
defined in 2.2.1 is contained in [3, 8.5].
(c) Ideals which satisfy properties 2.2.1.(a) and 2.2.1.(b) were first studied in [15];
they were named ideals with free exterior homology in [5].
The two-step Tate complex detects q.c.i. ideals.
Definition 2.2.3. Adopt the setup of 2.2. Let G be a free R-module and
φ : G→ Z1(
∧•F)
be an R-module homomorphism with the property that the composition
G
φ
−→ Z1(
∧•F)
natural quotient map
−−−−−−−−−−−→ H1(
∧•F)
is a minimal surjection. Then the Divided Power Algebra
P= 〈
∧•F⊗RD•G,∂〉,
where the restriction of the differential ∂ to F is given by ξ and the restriction of ∂
to G is given by φ, is called the two-step Tate complex associated to the data (ξ,φ).
Remark 2.2.4. A coordinate-dependent formulation of the two-step Tate complex
may be found in [3, 1.5] and many other places. In this alternate language, P is
called a “Tate construction” and is written
R〈v1, . . . ,vf;w1, . . . ,wg〉,
where the exterior variables v1, . . . ,vf are a basis for F and the divided power vari-
ables w1, . . . ,wg are a basis for G.
Proposition 2.2.5. ([6, Thm. 1]) In the language of Definition 2.2.3, the two-step
Tate complex associated to the data (ξ,φ) is acyclic if and only if I is a q.c.i. ideal.
Remark. Observe that in Proposition 2.2.5 the homomorphism ξ need not be mini-
mal, but the homomorphism φ must be minimal. On the other hand, if ξ is a minimal
homomorphism and the conditions of 2.2.5 hold, then the two-step Tate complex
associated to the data (ξ,φ) is a minimal resolution of R/I by free R-modules.
Proposition 2.2.6. Adopt the setup of Definition 2.2.1. Let x = x1, . . . ,xr be the
beginning of a minimal generating set for I which is also a regular sequence on R,
I′ = I/(x), and R′ = R/(x).
(a) Natural data (ξ′,φ′) for I′ in R′ can be constructed from the given data(
ξ : F → R,φ : G1→ Z1(
∧•F)
)
for I in R.
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(b) There is a quasi-isomorphism from the two-step Tate complex associated to the
data (ξ,φ) to the two-step Tate complex associated to the data (ξ′,φ′).
Proof. (a) Let X be a free summand of F with ξ(X) = (x). Define
F ′ = (F/X)⊗RR
′,
ξ′ : F ′→ R′ to be the map induced by
F⊗R R
′ ξ⊗R1−−−→ R⊗RR
′,
G′ = G⊗R R
′, and φ′ : G′→ F ′ to be the composition
G′ = G⊗R R
′ φ⊗1−−→ F⊗R R
′ natural quotient map−−−−−−−−−−−→ F/X⊗R R
′ = F ′.
The proof of [3, Lem 1.3] shows that the natural map of Koszul complexes
(2.2.7) (
∧•F,ξ)→ (
∧•F ′,ξ′)
is a quasi-isomorphism. It follows, in particular, that the composition
G′
φ′
−→ Z1(
∧•F ′)
natural quotient map
−−−−−−−−−−−→ H1(
∧•F ′)
is a minimal surjection.
(b) The quasi-isomorphism (2.2.7) can be extended to a quasi-isomorphism of the
two-step Tate complexes by [9, 1.3.5]. 
2.C. Complete resolutions and Tate homology.
2.3. Let R be a commutative Noetherian ring, (−)∗ represent HomR(−,R), and M
be a finitely generated R-module.
2.3.1. A complete resolution of M is a complex T of finitely generated projective
R-modules, such that Hi(T ) = 0=H
i(T ∗) for all integers i, and T≥r = F≥r for some
projective resolution F of M and some integer r. If M has complete resolutions,
then any two of them are homotopy equivalent, see, for example [8, Lem. 2.4]. In
particular, in this case, the modules T̂or
R
i (M,N) = Hi(T ⊗RN) are well defined for
all R-modules N; we refer to these modules as Tate Tor modules.
2.3.2. The moduleM is totally reflexive ifM ∼=M∗∗ and
ExtiR(M,R) = Ext
i
R(M
∗,R) = 0,
for all positive i.
2.3.3. If the module M is not zero, then the G-dimension of M is the length of the
shortest resolution ofM by totally reflexive R-modules.
2.3.4. The module M has a complete resolution if and only if the G-dimension of
M is finite; see, for example, [1, 4.4.4].
6 A. R. KUSTIN AND L. M. S¸EGA
2.3.5. If the ring (R,m) is local and the complete resolution (T,d) of M satisfies
d(T ) ⊆ mT , then T is a minimal complete resolution of M. It is shown in [4,
Thm. 8.4] that any two minimal complete resolutions of M are isomorphic.
2.D. Complete intersection dimension.
2.4. A quasi-deformation (of codimension c) of a local ring R is a diagram of local
homomorphisms R→ R′← Q, in which the left-most map is faithfully flat and the
right-most map is surjective with kernel generated by a regular sequence on Q (of
length c).
2.4.1. Let M be a non-zero finitely generated module over a Noetherian ring R. If
R is local, then
CI-dimRM = inf{pdQ(M⊗R R
′)−pdQR
′ | R→ R′←Q is a quasi-deformation};
in general, the complete intersection dimension ofM over R is defined by
CI-dimRM = sup{CI-dimRmMm |m ∈Max(R)} and CI-dimR 0= 0,
where pd means “projective dimension” and Max means “maximal spectrum”.
2.4.2. It is shown in [2, Thm. 1.4] that ifM is a finitely generated moduleM over a
Noetherian ring R then
G-dimRM ≤ CI-dimRM ≤ pdRM.
Furthermore, if any of these dimensions is finite, then this dimension is equal to all
dimensions to its left. Also, if R is local and CI-dimRM < ∞, then
CI-dimRM = depthR−depthRM.
2.E. Complexity.
2.5. Let M be a finitely generated module over the local ring (R,m,k). The com-
plexity ofM is equal to
cxRM = inf
{
non-negative integers d
∣∣∣∣ there exists a positive real number γwith bRi (M)≤ γid−1 for 0≪ i
}
,
where bRi (M) is the i
th-Betti number dimk Tor
i
R(k,M) of the R-module M. If the
CI-dimension of M is finite, then [2, Thm. 5.3] proves that the complexity of M is
finite and is equal to the order of the pole at t = 1 of the Poincare´ series
PRM(t) =
∞
∑
i=0
bRi (M)t
i.
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2.F. The vanishing theorem for homology of modules of finite CI-dimension.
The following theorem of Avramov and Buchweitz plays a central role in this paper.
It should be noted that the hypothesis thatM has finite CI-dimension guarantees that
M has finite G-dimension (2.4.2) and that the Tate homology modules T̂ori(M,−)
are defined (2.3.4) and (2.3.1). A version of the equivalence of the first three condi-
tions was shown by Jorgensen [10, Thm. 2.1]. The final three conditions are much
less fussy than the first three conditions; consequently, they serve as an advertise-
ment for Tate homology.
Theorem 2.6. [1, Thm. 4.9] If R is a Noetherian ring, and M is a finitely generated
R-module of finiteCI-dimension, then for each R-module N the following conditions
are equivalent:
(i) TorRi (M,N) = 0 for cxRM+1 consecutive values of i provided each of these
values i satisfies CI-dimRM < i;
(ii) TorRi (M,N) = 0 for 0≪ i;
(iii) TorRi (M,N) = 0 for all i with CI-dimRM < i;
(iv) T̂or
R
i (M,N) = 0 for cxRM+1 consecutive values of i;
(v) T̂or
R
i (M,N) = 0 for i≪ 0; and
(vi) T̂or
R
i (M,N) = 0 for all integers i.
3. THE TWO-STEP COMPLETE TATE COMPLEX ASSOCIATED TO AN IDEAL IN A
LOCAL RING.
Let I be an ideal in a local ring R with µ(K1(I)) ≤ µ(I). In 3.2 we define the
minimal two-step complete Tate complex
T : · · · → T1 → T0→ T−1 → ·· ·
for I in R. In Corollary 7.1 we prove that T is exact if and only if I is a q.c.i.;
furthermore, in this case, T is the minimal complete resolution of R/I by free R-
modules.
Data 3.1. Let (R,m) be a local ring, I be a proper ideal of R which is minimally
generated by f elements, F be a free R-module of rank f, and ξ : F → R be an R-
module homomorphismwith im(ξ)= I. Let
∧•F be the Koszul complex associated
to ξ, g be the minimal number of generators of H1(
∧•F), G be a free R-module of
rank g, and
φ : G→ Z1(
∧•F)
be an R-module homomorphism with the property that the composition
(3.1.1) G
φ
−→ Z1(
∧•F)
natural quotient map
−−−−−−−−−−−→H1(
∧•F)
is a surjection.
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Remark 3.1.2. We emphasize that the parameters f and g of Data 3.1 are equal
to µ(I) and µ(K1(I)), respectively; and that the homomorphisms ξ : F → R and
G→ H1(
∧•F) of (3.1.1) are minimal homomorphisms.
Definition 3.2. Adopt the data of 3.1. Let (−)∨ be the functor HomR(−,
∧
fF) and
P= 〈
∧•F⊗RD•G,∂〉,
be the two-step Tate complex associated to the data (ξ,φ) of 2.2.3. For 0≤ i≤ f−g,
define an R-module homomorphism
αi : Pi⊗R
∧
gG→ (Pf−g−i)
∨
as follows. Every component of αi is zero except the component
∧iF⊗R
∧
gG→ (
∧
f−g−iF)∨;
and, if θi ∈
∧iF and ωg ∈
∧
gG, then
αi(θi⊗ωg) :
∧
f−g−iF →
∧
fF
is the homomorphism which sends θf−g−i ∈
∧
f−g−iF to
(−1)
i(i−1)
2 +igθi∧ (
∧
g φ)ωg∧θf−g−i ∈
∧
fF.
Let α : P⊗R
∧
gG→ P∨[g− f] represent the picture
· · ·
∂f−g+1
// Pf−g⊗R
∧
gG
∂f−g
//
αf−g

· · ·
∂2
// P1⊗R
∧
gG
∂1
//
α1

P0⊗R
∧
gG //
α0

0
0 // (P0)
∨
∂∨1
// · · ·
∂∨
f−g−1
// (Pf−g−1)
∨
∂∨f−g
// (Pf−g)
∨
∂∨
f−g+1
// · · · ,
and let T be the (formal) mapping cone of the picture α. In other words, T is the
collection of maps
T : · · ·
τ2−→ T1
τ1−→ T0
τ0−→ T−1
τ−1
−−→ ·· · ,
where
Ti =
Pi⊗R
∧
gG
⊕
P∨
f−g−1−i
and τi =
[
∂i 0
αi −∂
∨
f−g−i
]
,
for each integer i.
Remark 3.2.1. It is not difficult to see that α is a map of complexes and that imτi is
contained in mTi−1 for each i. It follows that T is a complex of free R-modules. We
call T the minimal two-step complete Tate complex associated to the data (ξ,φ).
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4. THE COMPLETE RESOLUTION ASSOCIATED TO A PAIR OF NESTED
COMPLETE INTERSECTIONS.
The main result in this section is Proposition 4.3. We prove that if A ⊆ B is a
pair of complete intersection ideals in the local ring (R,M), with A ⊆MB, then
the “minimal two-step complete Tate complex” of Section 3, for the ideal B/A of
the ringR/A, is exact.
Data 4.1. Let (R,M) be a local ring and A ⊆ B be ideals in R, with A ⊆MB.
Assume that each of the ideals A and B is generated by a regular sequence. Let
g = gradeA, f = gradeB, F and G be free R-modules of rank f and g, respectively,
and Ξ : F→ R and Φ : G→ F be R-module homomorphisms with imΞ = B and
im(Ξ ◦Φ) = A. Let represent the functor (R/A)⊗R− and (−)
∨ represent the
functor HomR(−,
∧
fF).
4.2. Adopt Data 4.1. Let P be the two-step Tate complex associated to (Ξ,Φ) as
given in 2.2.3. Tate [16, Thm. 4] proved that P is a minimal resolution of R/B by
free R/A-modules. Define the map of complexes α :P⊗R
∧
gG→P∨[g− f]:
· · ·
∂f−g+1
// Pf−g⊗R
∧
gG
∂f−g
//
αf−g

· · ·
∂2 // P1⊗R
∧
gG
∂1 //
α1

P0⊗R
∧
gG //
α0

0
0 // (P0)
∨
∂∨1
// · · ·
∂∨
f−g−1
// (Pf−g−1)
∨
∂∨f−g
// (Pf−g)
∨
∂∨
f−g+1
// · · · ,
exactly as was done in 3.2. The mapping cone T of α is the minimal two-step
complete Tate complex associated to the data (Ξ,Φ) as described in 3.2.
Remark 4.2.1. The data of Section 4 is analogous to the data of Section 3 in the
sense of 3.1.2. In particular, µ(B/A) = f, µ(K1(B/A)) = g, and the homomorphisms
Ξ : F→ R and G→ H1(
∧•F) are minimal. The inclusion A ⊆ B guarantees that
g≤ f because gradeA and gradeB are also equal to g and f, respectively.
Proposition 4.3. Adopt the data of 4.1. Then the complex T of 4.2 is the minimal
complete resolution ofR/B by free R-modules.
Definition 4.4 is used in our proof of Proposition 4.3.
Definition 4.4. Retain the notation of 4.1 and 4.2. Let η ∈ (
∧
gG⊗RPf−g)
∨ be the
following homomorphism. The restriction of η to
∑
p+2q=f−g
1≤q
∧
gG⊗R
∧pF⊗RDqG→
∧
fF
is equal to zero and the restriction η to
∧
gG⊗R
∧
f−gF⊗RD0G is given by
η(ωg⊗θf−g) = (
∧
g Φ)(ωg)∧θf−g,
for ωg ∈
∧
gG and θf−g ∈
∧
f−gF.
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Proof of Proposition 4.3. Fix a generator ωg of
∧
gG. Observe that
α0(ωg) = η(ωg⊗−) ∈ (Pf−g)
∨;
furthermore, η(ωg⊗−) is a co-cycle in the complexP
∨. It suffices to prove that
(4.4.1) Hf−g(P∨) is generated by η(ωg⊗−).
Indeed, it is shown in [3, 2.5(4)] that
Hi(P∨)∼=
{
0 if i 6= f− g, and
R/B if i= f− g.
Thus, once (4.4.1) is established, then the map of complexes α of 4.2 is a quasi-
isomorphism and the proof is complete. We prove (4.4.1). Let cf−g be a co-cycle in
Zf−g(P∨). It follows that
cf−g = ∑
2p+q=f−g
ζp,q ,
with ζp,q ∈ (DpG⊗R
∧qF)∨, and
Φ
∨
(ζp,q)+Ξ
∨(ζp+1,q−2) = 0 in (Dp+1G⊗R
∧q−1F)∨,
for all (p,q) with 2p+q= f− g.
We first show that ζ0,f−g is a scalar multiple of η(ωg⊗−).
The natural quotient map R/A→ R/B is a q.c.i. homomorphism; see [3, 1.4].
Hence, the R-module homomorphism Φ :G→ F induces an isomorphism of exte-
rior algebras
∧•
R/B(G⊗RR/B)→ H•(
∧•
R
F). In particular, the class of the cycle
(
∧
g Φ)(ωg) in Zg(
∧•F) generates the homology module Hg(
∧•F). On the other
hand, there is an isomorphism of complexes
(
∧•F,Ξ)
∼=
−→
(
(
∧•F)∨,Ξ
∨
)
)
[−f],
which is induced by the map which sends θi in
∧iF to ±θi ∧− in (
∧
f−iF)∨. It
follows that
(4.4.2) Hi(P∨) = 0 for 0≤ i≤ f− g−1, and
the cohomology class of the co-cycle (
∧
g Φ)(ωg)∧− in Z
f−g
(
(
∧•F)∨
)
generates
the cohomology module Hf−g
(
(
∧•F)∨
)
. Thus, ζ0,f−g = λη(ωg⊗−), for some
λ ∈R. We prove that cf−g−λη(ωg⊗−), which is equal to
∑
2p+q=f−g
1≤p
ζp,q,
is a boundary in (P∨)f−g.
Let p0 be the smallest index with ζp0,q0 6= 0. Observe that ζp0,q0 is a co-cycle in
the complex
(Dp0G⊗R
∧q0−1F)∨
Ξ
∨
−→ (Dp0G⊗R
∧q0 F)∨
Ξ
∨
−→ (Dp0G⊗R
∧q0+1F)∨.
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This complex is exact because Hi(P
∨) = 0 for 0≤ i ≤ f− g−1 (see, for example,
(4.4.2)) and q0 = f− g−2p0 ≤ f− g−2. Thus, cf−g−λ(ωg⊗−) is congruent, mod
Bf−g(P∨), to
∑
2p+q=f−g
p′
0
+1≤p
ζ′p,q,
for some ζ′p,q ∈ (DpG⊗
∧qF)∨. Iterate this procedure to conclude that cf−g and
λη(ωg⊗−) represent the same class in H
f−g(P∨). This completes the proof of
(4.4.1). 
5. THE GENERIC TATE CONSTRUCTION.
Given an (almost arbitrary) ideal I in a local ring R, we produce a generic pair of
nested complete intersection ideals that can be used in Theorem 6.4 to determine if
I is a q.c.i. . There is a small restriction imposed on I; it must satisfy
µ(K1(I))≤ µ(I),
where K1(I) is the first Koszul homology associated to a minimal generating set
for I, as described in 2.1.9. This hypothesis is benign, in the situation of interest,
because if I is a q.c.i. , then
grade I = µ(I)−µ(K1(I));
see [3, Lem. 1.2], and of course grade I is always non-negative.
Data 5.1. Let (R,m) be a local ring, I be a proper ideal of R which is minimally
generated by f elements, F be a free R-module of rank f, and ξ : F → R be a R-
module homomorphismwith im(ξ)= I. Let
∧•F be the Koszul complex associated
to ξ, g be the minimal number of generators of H1(
∧•F), G be a free R-module of
rank g, and
φ : G→ Z1(
∧•F)
be an R-module homomorphism with the property that the composition
G
φ
−→ Z1(
∧•F)
natural quotient map
−−−−−−−−−−−→H1(
∧•F)
is a surjection. Assume g≤ f.
Construction 5.2. Begin with the data of 5.1. Consider the polynomial ring
SymR• (X1⊕X2),
where X1 and X2 are the free R-modules
X1 = F and X2 = F
∗⊗RG.
Let M be the maximal ideal
M=m+ ∑
1≤i
SymRi (X1⊕X2)
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of SymR• (X1⊕X2); R˜ be the local ring
(
SymR• (X1⊕X2)
)
M
; and ˜ be the functor
−⊗R R˜. Define
Ξ : F˜ → R˜ and Φ : G˜→ F˜
to be the compositions
F˜ = F⊗R R˜= X1⊗R R˜
mult
−−→ R˜
and
G˜= G⊗R R˜
ev∗⊗1⊗1
−−−−−→ F⊗F∗⊗G⊗ R˜= F⊗X2⊗ R˜
1⊗mult
−−−−→ F⊗ R˜= F˜,
respectively. Define ρ : R˜→ R to be the R-algebra homomorphism induced by
ρ(θ1) = ξ(θ1), for θ1 ∈ F = X1, and
ρ(Θ1⊗g) = (Θ1 ◦φ)(g), for Θ1⊗g ∈ F
∗⊗G= X2.
Remark. Observe that ρ(M)⊆m. Indeed,
ρ(X1)⊆ im(ξ)⊆ I ⊆m and ρ(X2)⊆ I1
(
Z1(
∧•F)
)
⊆m.
The final inclusion holds because the rank of F is the minimal number of generators
of I; hence, ξ : F → R is a minimal homomorphism.
Proposition 5.3. Given the data of 5.1, apply Construction 5.2 to produce R˜, Ξ, Φ,
and ρ. Let B be the image of Ξ in R˜ and A be the image of Ξ◦Φ in R˜. The following
statements hold:
(a) B is generated by a regular sequence on R˜ of length f,
(b) A is generated by a regular sequence on R˜ of length g,
(c) BR= imξ,
(d) AR= 0,
(e) the R˜-module homomorphisms Ξ : F˜ → R˜ and Φ : G˜→ F˜ are minimal,
(f) the R-module homomorphism Ξ⊗1 : F˜⊗
R˜
R→ R˜⊗
R˜
R is equal to ξ : F → R,
and
(g) the R-module homomorphism Φ⊗1 : G˜⊗
R˜
R→ F˜⊗
R˜
R is equal to φ : G→ F.
Remark. The homomorphism ρ makes R an R˜-algebra; this R˜-algebra structure on
R is used in (c), (d), (f), and (g).
Proof. (a) The ideal B is generated by f distinct indeterminates; these generators
form a regular sequence.
(b) The ideal A is generated by the entries of the product bC, where b and C are
matrices of distinct indeterminates, b has shape 1× f, C has shape f× g, and g≤ f.
These generators form a regular sequence; see, for example, [13, 6.13].
(c) The ideal B of R˜ is generated by Ξ(F) = X1; so, ρ(B) is generated by
(ρ◦Ξ)(F˜) = ξ(F).
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(d) Let ({xi},{x
∗
i }) be a pair of dual bases for F and F
∗, respectively. The ideal A
of R˜ is generated by {
∑
i
xi(x
∗
i ⊗g) ∈ X1 ·X2 ⊆ R˜
∣∣∣ g ∈ G}.
It follows that ρ(A) is generated by
∑
i
ξ(xi) · x
∗
i (φ(g)) = (ξ◦φ)(g) ∈ ξ
(
Z1(
∧•F,ξ)
)
= 0.
(e) If one expresses either of these maps as a matrix, then the entries of this matrix
form a regular sequence. It follows that the kernel of the map is inM.
(f) and (g) The composition
R
inclusion
−−−−−→ R˜
ρ
−→ R
is the identity map. It follows that R˜⊗
R˜
R∼= R. The assertions are now obvious. 
6. THE MAIN THEOREM.
Data 6.1 has 3 parts. Part (a) concerns an ideal I in a local ring R; this part of
the data is exactly the same as Data 3.1, except that hypothesis 6.1.2 has now been
added. Part (b) is about a pair of nested complete intersection ideals A⊆ B in a local
ring R. Finally, part (c) is about a surjection ρ :R→ R which carries A to 0 and B
to I. Proposition 5.3 guarantees that for every ideal I which satisfies the hypotheses
of (a), the rest of Data 6.1 can be created generically. The subsequent results in the
paper may be applied to the generic data built in Proposition 5.3 or any other data
which satisfies the hypotheses of Data 6.1.
Data 6.1. (a) Let (R,m) be a local ring, I be a proper ideal of Rwhich is minimally
generated by f elements, F be a free R-module of rank f, and ξ : F → R be an
R-module homomorphism with im(ξ) = I. Let
∧•F be the Koszul complex
associated to ξ, g be the minimal number of generators of H1(
∧•F), G be a
free R-module of rank g, and
φ : G→ Z1(
∧•F)
be an R-module homomorphism with the property that the composition
(6.1.1) G
φ
−→ Z1(
∧•F)
natural quotient map
−−−−−−−−−−−→H1(
∧•F)
is a surjection. Assume
(6.1.2) 0≤ f− g≤ grade I.
(b) LetR be a local ring and A⊆ B be ideals inR, each of which is generated by a
regular sequence. Let g = gradeA, f = gradeB, F and G be free R-modules of
rank f and g, respectively, and Ξ : F→R and Φ :G→ F be minimalR-module
homomorphisms with imΞ = B and im(Ξ ◦Φ) = A. Let P and T be the Tate
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resolution and the complete Tate resolution of R/B by free R/A-modules as
described in 4.2 and 4.3.
(c) Let ρ :R→ R be a surjective ring homomorphism with A⊆ kerρ. Assume that
F⊗RR= F , G⊗R R= G, the composition
F = F⊗RR
Ξ⊗1
−−→R⊗R R= R
is ξ and the composition
G=G⊗RR
Φ⊗R1−−−−→ F⊗RR= F
is φ.
Remark. We use Data 6.1 as we state and prove conditions which are equivalent
to the statement “I is a q.c.i. ”. Recall from [3, Lem. 1.2] that if I is a q.c.i. , then
grade I = f−g; and therefore, the inequality (6.1.2) holds automatically in this case.
Proposition 6.2. Adopt the data of 6.1. Then the following statements hold:
(a) P and T are the minimal resolution and the minimal complete resolution of
R/B by free R/A-modules, respectively;
(b) P⊗R/AR and T⊗R/AR are the minimal two-step Tate complex and the minimal
two-step complete Tate complex associated to the data (ξ,φ) in the sense of
2.2.3 and 3.2.1, respectively; and
(c) the following statements are equivalent:
(i) I is a q.c.i. ideal of R;
(ii) P⊗R/A R is a resolution of R/I by free R-modules; and
(iii) Tor
R/A
i (R/B,R) = 0 for all positive i;
(d) the following statements are equivalent:
(i) T⊗R/A R is a complete resolution of R/I by free R-modules; and
(ii) T̂or
R/A
i (R/B,R) = 0 for all integers i.
Proof. Assertion (a) is established in [16, Thm. 4] (for P) and Proposition 4.3 (for
T). Assertion (b) follows from the definition of ρ. Assertions (ci) and (cii) are
equivalent because of (2.2.5). Assertions (cii) and (ciii) are equivalent because the
homology of P⊗R/A R is Tor
R/A
• (R/B,R). Similarly, assertions (di) and (dii) are
equivalent because the homology of T⊗R/AR is T̂or
R/A
• (R/B,R). 
The main result of the paper, Theorem 6.4, is an extension of Proposition 6.2.(c),
by way of Theorem 2.6. The two-step Tate complex associated to the data (ξ,φ) ex-
hibits significant rigidity (see assertions (i) and (ii) of Theorem 6.4 and also Corol-
lary 7.1) and one can use Tate homology in place of ordinary homology when deter-
mining if I is a q.c.i. (see assertions (iv), (v), and (vi) of Theorem 6.4). Furthermore,
if I is a q.c.i. , then an explicit complete resolution for R/I is given.
The first step in the transition from Proposition 6.2 to Theorem 6.4 is given in
Observation 6.3.
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Observation 6.3. Adopt the data of 6.1. The following statements hold:
(a) CI-dimR/A(R/B) = f− g, and
(b) cxR/A(R/B) = g.
Proof. First consider the quasi-deformation
R/A
=
// R/A oo
natural quotient map
R.
Observe that
pdR(R/B)−pdR(R/A) = f− g.
It follows from (2.4.1) that CI-dimR/A(R/B) is finite (and at most f− g). Further-
more, it follows from (2.4.2) that
CI-dimR/A(R/B) = depth(R/A)−depthR/A(R/B)
= depth(R/A)−depth(R/B)
= (depthR− g)− (depthR− f) = f− g.
At this point, 2.5 guarantees that cxR/AR/B is the order of the pole of the Poincare´
series P
R/A
R/B . The complex P is the minimal resolution of R/B by free R/A mod-
ules; thus P
R/A
R/B =
(1+t)f
(1−t2)g
. It follows that cxR/AR/B= g. 
Theorem 6.4. Adopt the data of 6.1. Then the following statements are equivalent:
(i) Tor
R/A
i (R/B,R) = 0 for g+1 consecutive values of i with 0< i;
(ii) Tor
R/A
i (R/B,R) = 0 for 0≪ i;
(iii) Tor
R/A
i (R/B,R) = 0 for all i with 0< i;
(iv) T̂or
R/A
i (R/B,R) = 0 for g+1 consecutive values of i;
(v) T̂or
R/A
i (R/B,R) = 0 for i≪ 0;
(vi) T̂or
R/A
i (R/B,R) = 0 for all integers i; and
(vii) I is a q.c.i. ideal of R.
Furthermore, if the above statements hold, then P⊗R/A R and T⊗R/A R are the
minimal resolution and the minimal complete resolution of R/I by free R-modules,
respectively.
Proof. We saw in Proposition 6.2.(c) that
(6.4.1) (vii) ⇐⇒ (iii).
Apply Theorem 2.6 with R replaced by R/A, M by R/B, and N by R. Use the
results from Observation 6.3:
CI-dimR/AR/B= f− g and cxR/AR/B= g.
It follows that the statements
(6.4.2) (i′), (ii), (iii′), (iv), (v), (vi)
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are equivalent, where (i′) and (iii′) are
(i′) Tor
R/A
i (R/B,R) = 0 for g+1 consecutive values of i provided each of these
values i satisfies f− g< i; and
(iii′) Tor
R/A
i (R/B,R) = 0 for all i with f− g< i.
It is clear that
(iii) =⇒ (iii′) and (i) =⇒ (i′).
To complete the proof, we show
(6.4.3) (iii′) =⇒ (iii) and (i′) =⇒ (i).
Let r = f− g and x = x1, . . . ,xr be the beginning of a minimal generating set for
I which is also a regular sequence in I on R. (Hypothesis (6.1.2), together with
the prime avoidance lemma, guarantees that x exists.) Let R′, I′, f′ and g′ denote
R/(x), I/(x), µ(I′) and µ
(
H1(
∧•(F⊗R R
′))
)
, respectively. The fact that x begins a
minimal generating set for I ensures that f′= f−r. Create the data (ξ′,φ′) for I′ in R′
as described in Proposition 2.2.6. The proof of Proposition 2.2.6 demonstrates that
there is a quasi-isomorphism from the Koszul complex associated to ξ to the Koszul
complex associated to ξ′. It follows that g′ = g. The statement of Proposition 2.2.6
asserts that there is a quasi-isomorphism from the two-step Tate complex for I in
R to the two-step Tate complex for I′ in R′. On the other hand, we know from
Proposition 6.2.(b) that P⊗R/A R is the minimal two-step Tate complex for I in R
and P⊗R/A R
′ is the minimal two-step Tate complex for the ideal I′ of R′. Thus,
Hi(P⊗R/A R)∼= Hi(P⊗R/A R
′), for all i;
hence,
(6.4.4) Tor
R/A
i (R/B,R)
∼= Tor
R/A
i (R/B,R
′), for all i.
We prove (6.4.3). Assume that either (i′) or (iii′) holds for I. It follows from
(6.4.2) that (ii) holds for I. Apply (6.4.4) to see that (ii) holds for I′. Hence, (iii′)
holds for I′ by (6.4.2), again. On the other hand, (iii′) for I′ is the same as (iii) for
I′ because
f
′− g′ = (f− r)− g= 0.
Use (6.4.4), again, to see that (iii) holds for I. It is clear that (iii) implies (i). 
Corollaries 6.5 and 6.7 are reformulations of (vii) implies (iii) from Theorem 6.4.
Corollary 6.5 is easier to apply than the full statement of Theorem 6.4.
Corollary 6.5. If I is a q.c.i. ideal in a local ring R, then there exists a local ringR
and ideals A⊆ B∩C in R such that
(a) A is generated by a regular sequence of length µ(I)−gradeI,
(b) B is generated by a regular sequence of length µ(I),
(c) R=R/C,
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(d) Tor
R/A
i (R/B,R) = 0, for 1≤ i, and
(e) BR= I.
Proof. Apply Theorem 6.4 to the generic data built in Proposition 5.3 for the ideal
I in R. 
The following observation-definition has been adapted from [3, 8.7].
6.6. Let ρ :Q→ R be a surjective homomorphism of Noetherian local rings, and I
be a q.c.i. ideal of Q. If Tor
Q
i (Q/I ,R) = 0 for 1≤ i, then I R is a q.c.i. ideal of R.
Furthermore, one says that I R is obtained from I by flat base change.
Corollary 6.7. Every q.c.i. ideal in a local Noetherian ring is obtained from a pair
of nested complete intersection ideals by way of a flat base change.
Proof. Apply Corollary 6.5 with Q=R/A, I = B/A, and kerρ =C/A. 
Examples 6.8. Examples (a) and (b) were the well-understood examples of q.c.i.
ideals as described in [11]. On the other hand, the Example (c) is also given, but
was not well-understood, in [11].
(a) If the ideal I is generated by a regular sequence in the local ring R, then, in the
language of Corollary 6.5, one can take R= R, A=C = 0, and B= I.
(b) If a and b are a pair of exact zero divisors in the local ring (R,m) and I is
generated by a, then, in the language of Corollary 6.5, one can take
R= R[x1,x2](m,x1,x2), A= (x1x2), and B= (x1).
Define ρ : R → R to be the R-algebra homomorphism with ρ(x1) = a, and
ρ(x2) = b. Thus,C = (x1−a,x2−b).
(c) It was not possible to explain the q.c.i. ideal I of the ring R in [11, Sect. 4] using
any of the techniques that appeared in [11].
Let k be a field, R be the polynomial ring
R= k[x1,x2,x3,x4,x5],
C be the ideal
C = (x21− x2x3, x
2
2− x3x5, x
2
3− x1x4, x
2
4, x
2
5, x3x4, x2x5, x4x5)
ofR, f1 and f2 be the elements f1 = x1+ x2+ x4 and f2 = x2+ x3+ x5 of R, R
be the ring R=R/C and I be the ideal ( f1, f2)R of R.
The following explanation of I lead to Corollary 6.7. Define A to be the ideal
of R generated by the entries of the product[
f1 f2
][ x1− x2 x4
−x3+ x4+2x5 x2− x3− x4
]
and B = ( f1, f2)R. Observe that A ⊆ B are complete intersections. Observe
further that pdR/AR is finite; indeed, the minimal resolution of R is
0→ R
A
(−4)3 → R
A
(−3)8→ R
A
(−2)6→ R
A
.
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Thus,
Tor
R/A
i (R/B,R) = 0, for 0≪ i;
Apply (ii) implies (iii) from Theorem 6.4 to conclude that
Tor
R/A
i (R/B,R) = 0, for 0< i;
hence I is obtained from the q.c.i. ideal B(R/A) by way of flat base change. (In
this example, one should localize as needed.)
(d) We sketch a coordinate dependent argument for Corollary 6.7 in the general
case. Let b1, . . . ,bf be a minimal generating set for the q.c.i. ideal I in the
local ring (R,m), let (E,∂) be the Koszul complex on this generating set, and
v1, . . . ,vf be a basis for E1 with ∂(vi) = bi.
Consider a set of cycles
z j =
f
∑
i=1
ci, jvi,
in E1, with ci, j ∈m and 1≤ j ≤ g, such that the homology classes
{cls(z j) | 1≤ j ≤ g}
minimally generate H1(E). According to [3, 1.2], g ≤ f; indeed, gradeR(I) is
equal to f− g. Let
{b˜i | 1≤ i≤ f}∪{c˜i, j | 1≤ i≤ f,1≤ j ≤ g}
represent new indeterminates, M be the maximal homogeneous ideal of the
polynomial ring
R[{b˜i}∪{c˜i, j}],
R˜ be the local ring
R˜= R[{b˜i}∪{c˜i, j}]M,
and ρ : R˜→ R be the surjective local R-algebra homomorphism with ρ(b˜i) = bi
and ρ(c˜i, j) = ci, j. (The bi are in the maximal ideal of R because I is a proper
ideal of R; the ci, j are in the maximal ideal of R because b1, . . . ,bf minimally
generate I.)
Consider the ideals A⊆ B in R˜,
A=
({
∑
i
b˜ic˜i, j | 1≤ j ≤ g
})
and B= (b˜1, . . . , b˜f).
The ideals A and B are both complete intersections; B/A is a q.c.i. ideal of R/A;
and the two step Tate complex
P= (R˜/A)<V1, . . .Vf,W1, . . . ,Wg | ∂(Vi) = b˜i,∂(Wj) = ∑
i
c˜i, jVi>
is a resolution of R˜/B by free (R˜/A)-modules. This notation is explained in
Remark 2.2.4.
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Notice that
ρ(∑
i
b˜ic˜i, j) = ∑
i
bici, j = ∂(∑
i
ci, jvi) = ∂(z j) = 0;
so R is a R˜/A-algebra. Notice also that R⊗
R˜/AP is the two-step Tate complex
R⊗
R˜/AP= R<v1, . . .vf,w1, . . . ,wg | ∂(vi) = bi,∂(w j) = z j>,
which is a resolution of R/I by free R-modules. It follows that
Tor
R˜/A
i (R, R˜/B) = 0, for 1≤ i.
Thus, the q.c.i. ideal is obtained from a pair of nested complete intersection
ideals by way of a flat base change.
7. APPLICATION: RIGIDITY OF THE TWO-STEP TATE COMPLEX AND THE
TWO-STEP COMPLETE TATE COMPLEX.
In this section, we record our rigidity result Corollary 7.1 and compare it to the
rigidity result of Jason Lutz.
Corollary 7.1. Let I be an ideal in a local ring R. Assume that
0≤ µ(I)−µ(K1(I))≤ grade I.
Let P be the minimal two-step Tate complex associated to I in R as described in
Definition 2.2.3 and T be the minimal two-step complete Tate complex associated
to I in R as described in Definition 3.2. The following statements are equivalent:
(a) Hi(P) = 0 for µ(K1(I))+1 consecutive values of i with 0< i;
(b) Hi(P) = 0 for 0≪ i;
(c) Hi(P) = 0 for all i with 0< i;
(d) Hi(T ) = 0 for µ(K1(I))+1 consecutive values of i;
(e) Hi(T ) = 0 for i≪ 0;
(f) Hi(T ) = 0 for all integers i; and
(g) I is a q.c.i. ideal of R.
Furthermore, if the above statements hold, then P and T are the minimal resolution
and the minimal complete resolution of R/I by free R-modules, respectively.
Proof. Apply Theorem 6.4 to the generic data built in Proposition 5.3 for the ideal
I in R. Recall from Proposition 6.2.(b) thatP⊗R/A R= P and T⊗R/A R= T . 
Corollary 7.2. If I is a q.c.i. ideal in a local ring R and T is the minimal complete
resolution of R/I by free R-modules, then T is isomorphic to HomR(T,R).
Proof. The minimal complete resolution of R/I is shown in Corollary 7.1 to be the
minimal two-step complete Tate complex associated to I in R of 3.2. This complex
has the stated property. 
Theorem 7.3 is Jason Lutz’s rigidity result.
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Theorem 7.3. ([12, Thm. 3.1]) Let I be an ideal in a local ring R and let P be the
two-step Tate complex for I. Assume µ(K1(I)) ≤ µ(I)−grade(I). If Hi(P) = 0 for
q≤ i≤ q+µ(I)−grade(I), for some integer q, with 2≤ q, then I is a quasi-complete
intersection.
Remark 7.4. The results 7.1 and 7.3 agree in that they both show that if Hi(P) = 0
for an appropriate collection of consecutive integers i, then I is a q.c.i. . The two
results differ in three aspects:
(1) the technical assumption on the acceptable inequalities relating µ(I), µ(K1(I)),
and grade I appear to be different;
(2) our result allows one to be the beginning of the band of vanishing homology,
but Lutz insists that band begin at some integer which is at least two; and
(3) our result needs µ(K1(I))+ 1 consecutive integers i with Hi(P) = 0; whereas
Lutz’s result needs Hi(P) to vanish for µ(I)− grade(I)+ 1 consecutive values
of i.
Notice, however, that if I is a q.c.i. then grade I = µ(I)−µ(K1(I)), see [3, 1.2]. In
this case, both technical assumptions from (1) hold and the parameters from (3) are
equal.
8. APPLICATION: THE DIMENSION THEOREM FOR QUASI-HOMOGENEOUS
Q.C.I. IDEALS.
In this section we reprove [3, Thm. 4.1(c)] using different methods. The ring R
in the following result is non-negatively graded over a field; this ring does not have
to be standard graded.
Proposition 8.1. Let R =
⊕
0≤iRi be a local graded ring with R0 equal to a field.
If I is a homogeneous q.c.i. ideal in R, then
grade I = dimR−dimR/I.
Proof. Apply Corollary 6.5 and identify a local ring R and ideals A ⊆ B∩C in R
with A generated by a regular sequence of length µ(I)−grade(I), B generated by a
regular sequence of length µ(I), Tor
R/A
i (R/B,R/C) = 0 for 1 ≤ i, R =R/C, and
I = BR. If J is generated by a regular sequence of length r in a local ring Q, then
dimQ/J = dimQ− r = dimQ−gradeJ.
Therefore,
dimR/A= dimR−µ(I)+grade I; dimR/B= dimR−µ(I);
and dimR/A−dimR/B= grade I.
On the other hand, the fact that Tor
R/A
i (R/B,R/C) = 0, for 1 ≤ i, ensures that
a resolution of R/B⊗R/AR/C by free R/A-modules may be obtained by forming
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the tensor product of a resolution of R/B with a resolution of R/C; hence, the
Hilbert series of these rings are related by the following identity:
H(R/B)⊗R/A(R/C)(t) =
HR/B(t)HR/C(t)
HR/A(t)
.
We conclude that
dim(R/B⊗R/C) = dimR/B+dimR/C−dimR/A.
The ringR/C is equal to R; the ringR/B⊗R/C is equal toR/(B+C) = R/I; and
dimR/A−dimR/B= grade I. It follows that
dimR/I = dimR−grade I.

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