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STABILITY ESTIMATES FOR AN INVERSE PROBLEM
FOR THE MAGNETIC SCHRO¨DINGER OPERATOR
PEDRO CARO AND VALTER POHJOLA
Abstract. In this paper we prove stable determination of an in-
verse boundary value problem associated to a magnetic Schro¨dinger
operator assuming that the magnetic and electric potentials are es-
sentially bounded and the magnetic potentials admit a Ho¨lder-type
modulus of continuity in the sense of L2.
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1. Introduction and main results
Let U be a bounded non-empty open subset of Rn (from now on
a domain) with n ≥ 3. Given a magnetic potential A and an electric
potential q, in the Lebesgue spaces L∞(U ;Cn) and L∞(U) respectively,
we consider the magnetic Schro¨dinger operator formally given by
LA,qu = −(∇ + iA) · (∇+ iA)u+ qu.
This corresponds to the operator LUA,q : H
1(U) −→ H−1(U) given by〈
LUA,qu , v
〉
=
∫
U
∇u · ∇v + iA · (u∇v − v∇u) + (A · A+ q)uv dx
for any u ∈ H1(U) and v ∈ H10 (U). Here H
1(U) denotes the first order
Sobolev space based in the Lebesgue space L2(U). The space H10 (U)
denotes the closure in H1(U), of the compactly supported smooth func-
tions in U and H−1(U) denotes its dual. For convenience, A · A will
be denoted by A2 and we will write LA,q instead of L
U
A,q whenever the
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2domain associated to this definition is clear. Note also that LA,q is
linear and bounded.
Next we describe the boundary data of a H1(U) solution u to the
magnetic Schro¨dinger equation
LA,qu = 0
and then we define the Cauchy data set associated to this equation. It is
well known that the trace space of H1(U), denoted here by TH1(U), is
described by the quotient H1(U)/H10 (U). The space TH
1(U) endowed
with the quotient norm, denoted by ‖·‖TH1(U), is a Banach space. The
trace map TU : H
1(U) −→ TH1(U) is defined by TUu = [u] for any u ∈
H1(U), where [u] denotes the equivalence class of u. For convenience,
we will write T instead of TU whenever the associated domain is clear.
The normal component of the magnetic gradient on the boundary is,
in a regular enough setting, given by (∂ν+ iν ·A)u|∂U (where ν denotes
the outward pointing unit normal vector on the boundary of U denoted
by ∂U). In our case we define this following [15], as the bounded linear
map NUA,q : H
1(U) −→ TH1(U)∗ given by〈
NUA,qu , g
〉
=
∫
U
∇u · ∇v + iA · (u∇v − v∇u) + (A2 + q)uv dx
for any u ∈ H1(U) such that LA,qu = 0 and any g ∈ TH
1(U) such that
g = Tv. The space (TH1(U)∗, ‖·‖TH1(U)∗) denotes the dual space of
(TH1(U), ‖·‖TH1(U)). Again, we will write NA,q instead of N
U
A,q when-
ever the domain is clear. Finally, the Cauchy data set of H1(U) solu-
tions to the magnetic Schro¨dinger equation is defined as
CA,q = {(Tu,NA,qu) : u ∈ H
1(U), LA,qu = 0}.
From now on, CA,q will be referred as the Cauchy data set associated
to the operator LA,q. Note that CA,q encodes the information of the
solutions on the boundary of U , hence it is usually called boundary
measurements.
The inverse boundary value problem (IBVP for short) considered in
this paper consists in recovering the magnetic and electric potentials
from the knowledge of their associated Cauchy data set. Related to
this problem, some other natural questions arise as uniqueness and
stability.
The first question can be stated as follows: Given two magnetic po-
tentials A1, A2 ∈ L
∞(U ;Cn) and two electric potentials q1, q2 ∈ L
∞(U),
does CA1,q1 = CA2,q2 imply A1 = A2 and q1 = q2? The answer to
this question is negative because of the following obstruction. For
every ϕ in the space1 Lip(1, U) with ϕ(x) = 0 for all x ∈ ∂U , one
has CA+∇ϕ,q = CA,q (see [15] for details). Thus, from the boundary
1 The space Lip(1, U) is the space of Lipschitz continuous functions, see [20] for
the precise definition.
3measurements one can not distinguish between A and A + ∇ϕ. This
problem does however not effect the magnetic field dA, which is inter-
preted as follows. Recall that any vector field A ∈ L∞(U ;Cn) with
components Aj can be identified with the 1-form
n∑
j=1
Ajdxj,
still denoted by A. The magnetic field induced by the potential A is
now given by
dA =
∑
1≤j<k≤n
(∂xjAk − ∂xkAj)dxj ∧ dxk .
Due to the lack of smoothness of A, this definition has to be understood
in the sense of currents (i.e. differential forms in the sense of distri-
butions). The magnetic potentials A and A + ∇ϕ induce the same
magnetic field, since d(A + dϕ) = dA (where dϕ =
∑n
1 ∂xjϕdxj). The
non uniqueness described above does therefore not extend to the mag-
netic fields. Thus, the problem we will consider consists in recovering
the magnetic field dA and the electric potential q from the Cauchy data
set.
The question of stability essentially ask whether it is possible to
provide a quantitative answer to the (qualitative) question of unique-
ness. More precisely, if the proximity of the magnetic fields and electric
potentials can be estimated by the proximity of their corresponding
Cauchy data sets. In order to study the question of stability, one
should have some notion of proximity between Cauchy data sets. Let
A1, A2 ∈ L
∞(U ;Cn) be two magnetic potentials and let q1, q2 ∈ L
∞(U)
be two electric potentials. Consider CAj ,qj the Cauchy data set associ-
ated to LAj ,qj with j ∈ {1, 2}. Given (fj, gj) ∈ CAj ,qj with j ∈ {1, 2}
set
I
(
(fj, gj);CAk,qk
)
= inf
(fk,gk)∈CAk,qk
[
‖fj − fk‖TH1(U) + ‖gj − gk‖TH1(U)∗
]
,
with k ∈ {1, 2}. We define the pseudo-metric distance between CA1,q1
and CA2,q2 as
dist(CA1,q1, CA2,q2) = max
j,k∈{1,2}
sup
(fj ,gj)∈CAj ,qj
‖fj‖TH1(U)=1
I((fj , gj);CAk,qk).
This notion of proximity was introduced in [4] and it has been success-
fully used to study the stability of certain IBVP on frameworks where
the forward problem is ill-posed (see [5] and [14]).
The uniqueness and the stability of this IBVP have been studied by
several authors under various regularity assumptions on the magnetic
and electric potentials. In [21], a local uniqueness result was established
for magnetic potentials in W 2,∞ and L∞ electric potentials –the local
4nature of the result is due to a smallness condition imposed to the
magnetic potential. In [16], the smallness condition was removed for
smooth magnetic and electric potentials, and for compactly supported
C2 magnetic potentials and L∞ electric potentials. The uniqueness
results were subsequently extended to C1 magnetic potentials in [23],
to some less regular but small potentials in [17], and to Dini continuous
magnetic potentials in [18]. The best result by now is [15], by Krupchyk
and Uhlmann, where they proved uniqueness assuming the magnetic
and electric potentials to be essentially bounded. Furthermore, they
do not require regularity assumptions for the boundary of the domain.
Uniqueness for the closely related inverse scattering problem with a
magnetic potential has been studied by Eskin and Ralston in [9].
The question of stability has been studied in [25] by Tzou. There,
a log-type stability estimate is established for the IBVP studied in
this paper, assuming that the boundary of the domain is smooth, the
magnetic potentials are in W 2,∞ with equal values on the boundary
and the electric potentials are in L∞.
The questions of uniqueness, stability and reconstruction for non-
smooth frameworks have been recently studied for several IBVP as the
Caldero´n problem (see [2], [8] and [11] for dimension n = 2 and [3], [13],
[6] and [12] for n ≥ 3) and for an IBVP associated to the time-harmonic
Maxwell equations (see [7]).
In this paper, we consider the question of stability associated to
the previously described IBVP. We improve considerably the stability
result by Tzou providing a quantitative version of the result proved by
Krupchyk and Uhlmann. In order to state precisely our result, we need
to introduce some notation.
Given a domain Ω in Rn and two constants M ∈ [1,+∞) and ε ∈
(0, 1), we define the class of admissible magnetic potentials, denoted
by A (Ω,M, ε, r) with r ∈ [1,+∞) or r = ∞, as the class of A ∈
L∞(Ω;Cn) such that its extension by zero out of Ω, still denoted by A,
satisfies the a priori bound
‖A‖L∞(Rn;Cn) + |A|B2,rε ≤M.
Here
|A|2
B2,rε
=
n∑
j=1
(∫
Rn
‖Aj(·+ y)− Aj‖
r
L2(Rn)
|y|n+rε
dy
)2/r
for r ∈ [1,+∞) and
|A|2
B2,∞ε
=
n∑
j=1
sup
y∈Rn\{0}
‖Aj(·+ y)−Aj‖
2
L2(Rn)
|y|2ε
5with Aj denoting j-th component of A. Note that if ∂Ω can be locally
described by the graph of a Lipschitz function and
‖A‖L∞(Ω;Cn) + |A|B2,rε (Ω) ≤M,
then the extension by zero of A out of Ω will satisfies (see [24]) an a
priori bound depending on M as well as n and Ω. The same should
happen for more general boundaries. This has been studied in [11] for
the case of Sobolev spaces W s,p(Ω).
For Ω and M as above, we also define the class of admissible electric
potentials Q(Ω,M) as the class of q ∈ L∞(Ω) such that
‖q‖L∞(Ω) < M.
The extension by zero out of Ω of q ∈ Q(Ω,M) will be also denoted
by q.
Theorem 1.1. Let Ω be a domain in Rn and consider two constants
M ∈ [1,+∞) and ε ∈ (0, 1). There exists a constant c0 ∈ (0, 1),
depending on M and Ω such that if A1, A2 ∈ A (Ω,M, ε, r) with r ∈
[1,+∞) or r = ∞, q1, q2 ∈ Q(Ω,M), Cj denotes the Cauchy data set
associated to Aj, qj and | log dist(C1, C2)|
−1 < c0, then
‖dA1 − dA2‖H−1Ω2(Rn) .
∣∣ log dist(C1, C2)∣∣−cε2/n
with c ∈ (0, 1) universal. Moreover, if δ ∈ (1− ε, 1) then
‖dA1 − dA2‖B2,r
−δΩ
2(Rn) .
∣∣ log dist(C1, C2)∣∣−cε(δ−1+ε)/n.
The implicit constant in these estimates depend on M and ε as well as
on n and Ω. The implicit constant on the second one also depends on
δ.
The symbol . holds for ≤ modulo a multiplicative constant. This
constant is called here implicit constant. On the other hand, if X(G)
with G a non-empty open subset of Rn denotes a function space, then
XΩk(G) denotes the corresponding space for differential forms of de-
gree k. In particular, the definitions ofH−1Ω2(Rn) and B2,r−δΩ
2(Rn) can
be found right before Proposition 4.2 and Proposition 4.3 in Section 4,
respectively.
Theorem 1.2. Consider λ ∈ (0, 1] and θ ∈ (0, 2/n). Under the same
assumptions as in Theorem 1.1 we have that there exists a constant c0 ∈
(0, 1) depending onM , Ω, n, θ and ε such that if | log dist(C1, C2)|
−1 <
c0, then
‖q1 − q2‖H−λ(Rn) .
∣∣ log dist(C1, C2)∣∣−cθε3λ/n2
with c ∈ (0, 1) universal. Moreover, if qj ∈ B
2,r
ε (R
n) and satisfies the a
priori bound ‖qj‖B2,rε (Rn) < M then
‖q1 − q2‖B2,r0 (Rn)
.
∣∣ log dist(C1, C2)∣∣−cθε4/n2.
6The implicit constant in these estimates depend on M, ε and θ as well
as on n and Ω. The implicit constant on the first one also depends on
λ.
The definition of the spacesH−λ(Rn) andB2,r0 (R
n) can be found right
before Proposition 5.4 and Proposition 5.5 in Section 5, respectively.
On the other hand, f ∈ B2,rε (R
n) if f ∈ L2(Rn) and |f |B2,rε <∞. Note
that |·|B2,rε has been defined for vector fields, the definition for functions
is similar.
Theorem 1.1 is consequence of Proposition 4.2 and Proposition 4.3.
The stability estimates there are stated for norms with negative in-
dex since dAj has to be understood in a weak sense. On the other
hand, Theorem 1.2 is consequence of Proposition 5.4 and Proposition
5.5. The first stability estimate is stated for the norm of H−λ(Rn) but,
assuming an a priori upper bound on the norm Hε(Rn) of the poten-
tials, one could deduce a stability estimate controlling the L2(Rn)-norm
of the potentials. We should not expect to prove a stability estimate
controlling the L∞(Rn)-norm since the potentials are not continuous.
Regarding the second parts of the estimates in Theorem 1.1 and
Theorem 1.2, it is worth to point out that whenever r = 2 the norm
of the spaces B2,r−δΩ
2(Rn) and H−δΩ2(Rn) and the spaces B2,r0 (R
n) and
L2(Rn) are equivalent respectively. Thus, the second estimates in the
theorems generalize the ones we would get by interpolation between the
first estimates in the theorems and the corresponding a priori bounds.
Let us now explain the main difficulties and ideas in the proofs of
Theorem 1.1 and Theorem 1.2. We start by recalling the qualitative
argument due to Krupchyk and Uhlmann. Their starting point is the
following integral identity∫
Ω
i(A1 − A2) · (u1∇u2 − u2∇u1) + (A
2
1 − A
2
2 + q1 − q2)u1u2 dx = 0,
which holds for u1 and u2 solving LA1,q1u1 = 0 and LA2,q2u2 = 0 respec-
tively, whenever CA1,q1 = CA2,q2. They then proceed by constructing
so called complex geometric optics solutions (CGOs for short) that are
to be used with the integral identity. The CGOs are solutions of the
form
u = eζ·x/h(a+ r(h))
where ζ is a complex vector, h is a small parameter, a is a sort of
complex amplitude and r(h) is a correction term that vanishes when
h goes to zero. With the CGOs and the integral identity at hand,
they deduce that dA1 = dA2. The next step for them was to prove
that q1 = q2. Using the fact that dA1 = dA2 is unfortunately not by
itself enough to remove the A1 and A2 terms from the integral identity
and isolate the term containing q1 − q2. They solved this problem by
using the Poincare´ lemma for currents to conclude that A1 = A2+∇ϕ,
since dA1 = dA2. This allowed them to consider the pair of potentials
7(A1, q1) and (A1 − ∇ϕ, q2), instead of the original ones. Then, they
exploited the gauge invariance of the Cauchy data sets in a ball B
containing Ω, by picking a ϕ that vanishes on the boundary ∂B, to
conclude that CA1,q1 = CA1−∇ϕ,q2, and hence that CA1,q1 = CA1,q2.
Thus they could assume that A1 = A2 in the above integral identity
and they could isolate the term containing q1−q2 to prove that q1 = q2.
Krupchyk and Uhlmann’s construction of CGOs is based on the use
of Carleman estimates, and its main feature is that they only need to
make approximation of the magnetic potentials by smooth vector fields
in the L2 sense.2 Regarding a quantitative counterpart of Krupchyk
and Uhlmann’s approach, the first point will be to find an appropriate
class of magnetic potentials for which the rate of approximation by
smooth vector fields in the L2 sense (with respect to h) is the same.
To do this, we only need to prescribe an L2 modulus of continuity and
define the class as all the magnetic potentials admitting this modulus
of continuity. However, in order to obtain the optimal stability for
this IBVP, namely log type, we need to assume that this modulus of
continuity is of Ho¨lder type, say of order ε. This suggests examining
magnetic potentials in the Besov spaces B2,rε . With this choice one can
then relatively straight forwardly prove stability for the magnetic fields
using the following integral estimate∣∣∣∣ ∫
Ω
i(A1 − A2) · (u1∇u2 − u2∇u1) + (A
2
1 − A
2
2 + q1 − q2)u1u2 dx
∣∣∣∣
. dist(C1, C2) ‖u1‖H1(Ω) ‖u2‖H1(Ω) .
The most difficult step is to prove stability for the electric potentials.
One is again faced with the problem of isolating the term containing
q1−q2, only controlling the difference of the magnetic fields dA1−dA2.
A natural idea is then to mimic the uniqueness proof, use the gauge
invariance of the Cauchy data sets in the ball B to modify the integral
estimate above and plug in appropriate CGOs. More precisely, use
B instead of Ω, replace A2 by A2 + ∇ϕ, for a ϕ in
3 W 1,∞(B) with
ϕ|∂B = 0, and plug in CGOs for L
B
A1,q1
u1 = 0 and L
B
A2+∇ϕ,q2
u2 = 0.
The crucial point here is that the A1−A2 term, that we cannot hope to
control due to the non uniqueness of the magnetic potentials, is replaced
by A1 − (A2 + ∇ϕ) in the integral estimate. This later term can be
controlled by the difference dA1 − dA2. One does this by choosing ϕ
2 Recently Haberman and Tataru proved in [13] uniqueness for the Caldero´n
problem with continuously differentiable conductivities. The reason why their ar-
gument does not provide uniqueness for general Lipschitz conductivities is because,
in the construction of the CGOs, they required to approximate the gradient of
conductivities in L∞ sense.
3 The space W 1,p(B) is the first-order Sobolev space based on Lp with p ∈
[1,+∞) or p =∞.
8suitably so that one is able to derive the estimate
(1) ‖A1 − (A2 +∇ϕ)‖L2(B;Cn) . ‖dA1 − dA2‖H−1Ω2(B)
where ϕ ∈ W 1,∞(B) for which ϕ|∂B = 0. An appropriate choice for ϕ is
the exact component of the Hodge decomposition A1−A2, which van-
ishes on ∂B. It should be mentioned here that this is also roughly the
idea in [25], which deals with the case of more regular potentials. This
idea needs however several modifications to work in the less regular
framework. The main reason for the need to carry out these modifi-
cations is that the estimate we are able to prove only holds for ϕ in
W 1,p(B) for every p ≥ n. The restriction p 6= ∞ is consequence of
the elliptic regularity, which only holds for 1 < p < +∞. Thus, if
we did not modify the previous approach, we could not use Krupchyk
and Uhlmann’s method to construct CGOs for LB
A2+∇ϕ,q2
u2 = 0 since
ϕ /∈ W 1,∞(B). Finally, let us point out that proving (1) becomes in
our case more technical than in [25] due to to the lack of regularity.
The argument in [25] is based on the open mapping theorem and it is
enough to prove the bijectivity of certain operator –which is a qualita-
tive property. Our approach is however based on the H1 ellipticity of
the Hodge Laplacian and a compactness argument.
The paper is organized as follows. In Section 2 we prove the integral
estimate that will be used as the starting point of our argument. In
Section 3 we review the construction of the CGOs due to Krupchyk and
Uhlmann for the special case where the magnetic potentials satisfy a
prescribed L2 modulus of continuity of Ho¨lder type. In Section 4 and
Section 5 we prove stability for the magnetic fields and the electric
potentials respectively. In Section 6 we prove estimate (1), which is the
key ingredient in the proof of the stability for the electric potentials.
2. From the boundary to the interior
In this section we prove an integral estimate relating the electric and
magnetic potentials in Ω with the distance between their corresponding
Cauchy data sets. This integral estimate will be our starting point in
proving the stability estimates for the IBVP under consideration.
Proposition 2.1. Let A1, A2 ∈ L
∞(Ω;Cn) be two magnetic potentials
and let q1, q2 ∈ L
∞(Ω) be two electric potentials. Let Cj with j ∈ {1, 2}
denote the Cauchy data set associated to the operator LAj ,qj . Then,
for any u1 ∈ H
1(Ω) solving LA1,q1u1 = 0 and any u2 ∈ H
1(Ω) solving
LA2,q2u2 = 0, we have that∣∣∣∣∫
Ω
i(A1 −A2) · (u1∇u2 − u2∇u1) + (A
2
1 − A
2
2 + q1 − q2)u1u2 dx
∣∣∣∣
. dist(C1, C2)
[
1 + ‖A2‖
2
L∞(Ω;Cn) + ‖q2‖L∞(Ω)
]
‖u1‖H1(Ω) ‖u2‖H1(Ω) ,
where the implicit constant is universal.
9Proof. Note that〈
NUA1,q1u1 , TUu2
〉
−
〈
NU
A2,q2
u2 , TUu1
〉
(2)
=
∫
U
i(A1 − A2) · (u1∇u2 − u2∇u1) + (A
2
1 −A
2
2 + q1 − q2)u1u2 dx
for any domain U ⊂ Rn. In this proof we only use the case U = Ω. For
the same reason, we know that〈
‖Tu1‖TH1(Ω) g2 , Tu2
〉
−
〈
NA2,q2u2 , ‖Tu1‖TH1(Ω) f2
〉
= 0
holds for every (f2, g2) ∈ CA2,q2. Last identity immediately imply∣∣∣〈NA1,q1u1 , Tu2〉− 〈NA2,q2u2 , Tu1〉∣∣∣
≤
∥∥∥NA1,q1u1 − ‖Tu1‖TH1(Ω) g2∥∥∥
TH1(Ω)∗
‖Tu2‖TH1(Ω)
+
∥∥NA2,q2u2∥∥TH1(Ω)∗ ∥∥∥Tu1 − ‖Tu1‖TH1(Ω) f2∥∥∥TH1(Ω) .
On the other hand∥∥NA2,q2u2∥∥TH1(Ω)∗ . [1 + ‖A2‖2L∞(Ω;Cn) + ‖q2‖L∞(Ω)] ‖u2‖H1(Ω) .
Since
‖Tuj‖TH1(Ω) ≤ ‖uj‖H1(Ω)
for j ∈ {1, 2}, we have that∣∣∣〈NA1,q1u1 , Tu2〉− 〈NA2,q2u2 , Tu1〉∣∣∣ . I ((f1, g1);CA2,q2)
×
[
1 + ‖A2‖
2
L∞(Ω;Cn) + ‖q2‖L∞(Ω)
]
‖u1‖H1(Ω) ‖u2‖H1(Ω) .
where
f1 =
Tu1
‖Tu1‖TH1(Ω)
, g1 =
NA1,q1u1
‖Tu1‖TH1(Ω)
.
Now the statement of the proposition follows easily using (2) and taking
supremum and then maximum. 
3. Complex geometric optics solutions
In this section, we review the properties of the CGOs constructed by
Krupchyk and Uhlmann in [15] for the particular case where the mag-
netic potential satisfies a prescribed L2-modulus of continuity. The
additional regularity allows us to attain appropriate remainder esti-
mates that are needed later. We end the section by estimating the
H1-norm of these CGOs.
Throughout this section we assume that q ∈ L∞(U), A ∈ L∞(Rn;Cn)
and
suppA ⊂ U,
10
where U ⊂ Rn is a domain. For notational convenience, we write
throughout this section ‖q‖L∞ and ‖A‖L∞ to denote the norms of q ∈
L∞(U) and A ∈ L∞(Rn;Cn), respectively. In addition, we assume that
|A|2
B2,∞ε
<∞. The definition of | · |B2,∞ε was given in Section 1.
Let Ψ belong to C∞0 (R
n) with 0 ≤ Ψ(x) ≤ 1 for all x ∈ Rn, suppΨ ⊂
{x ∈ Rn : |x| ≤ 1} and
∫
Rn
Ψ dx = 1. Define Ψτ (x) = τ
−nΨ(x/τ) for
τ ∈ (0, 1] and x ∈ Rn. Then A♯ = Ψτ ∗ A ∈ C
∞
0 (R
n,Cn) (where
convolution is taken with each component of A) and A♭ = A − A♯
satisfies
(3)
∥∥A♭∥∥
L2(Rn;Cn)
≤ τ ε|A|B2,∞ε
for τ ∈ (0, 1]. On the other hand,
(4)
∥∥∂αA♯∥∥
L∞(Rn;Cn)
. τ−|α| ‖A‖L∞
for τ ∈ (0, 1] and α ∈ Nn, where the implicit constant in this inequality
only depends on Ψ.
In [15], Krupchyk and Uhlmann proved the existence of CGOs in
H1(U) solving
LA,qu = 0
with A ∈ L∞(U ;Cn) and q ∈ L∞(U). These CGOs are solutions of the
form
(5) u(x; ζ, h) = ex·ζ/h(a(x; ζ, h) + r(x; ζ, h))
where ζ ∈ Cn with ζ ·ζ = 0 and |ζ | ∼ 1; h is a small positive parameter;
a is a smooth amplitude and r is a correction term. In the next lines
we follow Krupchyk and Uhlmann’s ideas to check the properties of
u(·; ζ, h) in the particular case where A and q are as the beginning of
the section.
Let the restriction of A to U be also denoted by A. Consider ζ =
ζ0+ ζ1 with ζ0 independent of h, Re ζ0 · Im ζ0 = 0, |Re ζ0| = |Im ζ0| = 1
and |ζ1| = O(h) as h becomes small. In order to construct u(·; ζ, h) of
the form of (5) satisfying LA,qu = 0, it is enough to prove the existence
of a r(·; ζ, h, τ) ∈ H1(U) solving
(6) e−ζ·()/hh2LA,q(e
ζ·()/hr) = e−ζ·()/hh2LA,q(e
ζ·()/ha) =: w,
in Rn. One does this by first finding an a(·; ζ0, τ) ∈ C
∞(Rn) that solves
(7) ζ0 · ∇a+ iζ0 · A
♯a = 0,
so that w becomes
w =h2∆a+ ih2A · ∇a− h2mA(a)− h
2(A2 + q)a+ 2hζ1 · ∇a
+ 2hiζ0 ·A
♭a+ 2hiζ1 · Aa,
11
where mA denotes the bounded linear operator from H
1(U) to H−1(U)
defined by
〈mA(φ) , ψ〉 =
∫
U
iφA · ∇ψ dx
for all φ ∈ H1(U) and all ψ ∈ H10 (U).
If we look for solutions to (7) in the form
a(·; ζ0, τ) = e
Φ♯(·;ζ0,τ),
it will be enough that Φ♯(·; ζ0, τ) satisfies
(8) ζ0 · ∇Φ
♯ + iζ0 · A
♯ = 0
in Rn. Since Re ζ0 · Im ζ0 = 0 and |Re ζ0| = |Im ζ0| = 1, ζ0 · ∇ is a ∂
operator in suitable coordinates. Therefore, Φ♯ = (ζ0 · ∇)
−1(−iζ0 · A
♯)
belongs to C∞(Rn) and, using (4), we have that
(9)
∥∥∂αΦ♯∥∥
L∞(Rn)
. τ−|α| ‖A‖L∞
for τ ∈ (0, 1] and α ∈ Nn (For more details see Lemma 4.6 in [18] and
Lemma 2.1 in [21]). Here the implicit constant only depends on α.
Moreover, Φ(·; ζ0) = (ζ0 · ∇)
−1(−iζ0 · A) ∈ L
∞(Rn) solves
(10) ζ0 · ∇Φ + iζ0 · A = 0
and satifies
‖Φ(·; ζ0)‖L∞(Rn) . ‖A‖L∞ ,(11) ∥∥χ(Φ♯(·, ζ0, τ)− Φ(·; ζ0))∥∥L2(Rn) . τ ε|A|B2,∞ε ,(12)
for any χ ∈ C∞0 (R
n). The implicit constant in (12) depends on χ and
U . The estimate (12) is an immediate consequence of Lemma 3.1 in
[22] and the estimate (3).
Regarding equation (6), Krupchyk and Uhlmann proved (see Propo-
sition 2.3 in [15]) that there exists a positive decreasing function h0
defined in (0,+∞) ⊂ R such that, for all h ≤ h0(‖A‖L∞(U ;Cn)), there
exists r(·; ζ, h, τ) which is a H1(U) solution to (6) and satisfies
(13) ‖r‖H1scl(U)
.
1
h
‖w‖H−1scl (U)
.
Here the implicit constant depends on U . The semi-classical norms are
defined by
‖r‖2H1scl(U)
= ‖r‖2L2(U) + ‖h∇r‖
2
L2(U ;Cn) ,
‖w‖H−1scl (U)
= sup
φ∈H10 (U)\{0}
|〈w, φ〉|
‖φ‖H1scl(U)
.
On of the key properties of a CGO solution is that the correction
term r tends to vanish, in some sense, when the parameter h becomes
small. This can be deduced from (13) by computing ‖w‖H−1scl (U)
and
choosing τ as a proper power of h:
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By the Cauchy-Schwarz inequality and estimate (9) we can prove that
there exists a constant c > 0 such that, for any φ ∈ H10 (U),∣∣〈h2∆a + ih2A · ∇a+ 2hζ1 · ∇a + 2hiζ1 · Aa , φ〉∣∣
.
h2
τ 2
ec‖A‖L∞
(
1 + ‖A‖2L∞
)
‖φ‖H1scl(U)
.
Again by the Cauchy-Schwarz inequality and (9), there exists a con-
stant c > 0 such that, for any u ∈ H10 (U),∣∣〈h2(A2 + q)a , φ〉∣∣ . h2 (‖A‖2L∞ + ‖q‖L∞) ec‖A‖L∞ ‖φ‖H1scl(U) .
By the Cauchy-Schwarz inequality and the estimates (3) and (9), there
exists c > 0 such that, for any φ ∈ H10 (U),∣∣〈2hiζ0 · A♭a , φ〉∣∣ . hτ εec‖A‖L∞ |A|B2,∞ε ‖φ‖H1scl(U) .
Finally, by integrating by parts, Cauchy-Schwarz inequality, estimate
(9), (4) and (3), there exists a c > 0 such that, for any φ ∈ H10 (U),∣∣〈h2mA(a) , φ〉∣∣ ≤ ∣∣∣∣∫
U
ih2∇ · (aA♯)φ dx
∣∣∣∣+ ∣∣∣∣∫
U
ih2aA♭ · ∇φ dx
∣∣∣∣
. ec‖A‖L∞
[
h2
τ
+
h2 ‖A‖2L∞
τ
+ hτ ε|A|B2,∞ε
]
‖φ‖H1scl(U)
.
The implicit constant in the last four inequalities depends on U . There-
fore, choosing τ = h1/(ε+2) in the above estimates and using (13), we
see that, for h ≤ h0(‖A‖L∞(U ;Cn)),
(14) ‖r‖H1scl(U)
. h
ε
ε+2 ec‖A‖L∞
[
1 + ‖A‖2L∞ + ‖q‖L∞ + |A|B2,∞ε
]
.
We end this section by estimating the H1(U)-norm of u(·; ζ, h):
(15) ‖u‖H1(U) . e
c′/hec‖A‖L∞
[
1 + ‖A‖2L∞ + ‖q‖L∞ + |A|B2,∞ε
]
where c′ > 0 and the implicit constant depend on U .
4. Stability estimates for the magnetic fields
The aim of this section is to prove Theorem 1.1 by deriving the two
stability estimates for the magnetic fields. The first step will be to use
Proposition 2.1 and the CGOs constructed in Section 3 to estimate the
Fourier transform of the difference of the magnetic fields. Then, we
prove the stability estimates in Sobolev (the general approach follows
[1]) and Besov spaces.
Consider an a priori constant M ∈ [1,+∞) and a small constant
ε ∈ (0, 1). Let A1, A2 ∈ L
∞(Ω;Cn) be two magnetic potentials and let
q1, q2 ∈ L
∞(Ω) be two electric potentials. Assume that the extension
by zero of Aj out of Ω, still denoted by Aj, satisfies |Aj |B2,rε <∞ with
r ∈ [1,+∞) or r =∞. Furthermore, assume that
(16) ‖Aj‖L∞(Rn;Cn) + |Aj|B2,rε + ‖qj‖L∞(Ω) ≤M
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for j ∈ {1, 2}. The implicit constants in the inequalities may, through-
out this section, depend on M and ε, as well as on n and Ω.
For any ξ ∈ Rn, consider µ1, µ2 ∈ R
n such that |µ1| = |µ2| = 1 and
µ1 · µ2 = µ1 · ξ = µ2 · ξ = 0. For any positive h with h ≤ min(1, 2/|ξ|),
we define
(17)
ζ1 =
ihξ
2
+ µ1 + i
√
1− h2
|ξ|2
4
µ2
ζ2 = −
ihξ
2
− µ1 + i
√
1− h2
|ξ|2
4
µ2.
Note that ζj · ζj = 0 for j ∈ {1, 2} and (ζ1 + ζ2)/h = iξ. Moreover,
ζ1 = µ1 + iµ2 + O(h) and ζ2 = −µ1 + iµ2 + O(h).
Let
(18) u1(x; ζ1, h) = e
x·ζ1/h(eΦ
♯
1(x;µ1+iµ2,h) + r1(x; ζ1, h))
and
(19) u2(x; ζ2, h) = e
x·ζ2/h(eΦ
♯
2(x;−µ1+iµ2,h) + r2(x; ζ2, h))
be CGO solutions of LA1,q1u1 = 0 and LA2,q2u2 = 0 –constructed
4 as in
Section 3 for U = Ω and τ = h1/(ε+2).
We now state the estimate for the Fourier transform of the difference
of the magnetic fields. Notice that we use the notations A1 and A2 for
both the vector fields and the corresponding 1-forms, depending on the
context.
Lemma 4.1. There exists a constant c > 0 depending on Ω such that∣∣d̂A1(ξ)− d̂A2(ξ)∣∣ . |ξ| (dist(C1, C2)ec/h + hε/(ε+2))
for all h ≤ min(1, 2/|ξ|, h0(M)).
Proof. To prove the statement we just need to plug in u1 and u2, as in
(18) and (19), in the estimate of Proposition 2.1 multiplied by h and
then study the behaviour in h. The term u1u2 is bounded in h, since
(ζ1 + ζ2)/h = iξ. One sees then by the Cauchy-Schwarz inequality, (9)
and (14), that
(20)
∣∣∣∣∫
Ω
(A21 −A
2
2 + q1 − q2)u1u2 dx
∣∣∣∣ . 1.
Therefore, by Proposition 2.1, (15) and (20), there exists a constant
c > 0, that depends on Ω, such that
h
∣∣∣∣∫
Ω
(A1 − A2) · (u1∇u2 − u2∇u1) dx
∣∣∣∣ . dist(C1, C2)ec/h + h.
4Note that the bounded inclusion B2,rε (R
n) →֒ B2,∞ε (R
n) and (16) provide an a
priori bound for |Aj |B2,∞ε depending on M .
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Again by Cauchy-Schwarz inequality, (9) and (14); one can estimate
the left hand side of last estimate from bellow as follows∣∣∣∣ ∫
Ω
(A1 −A2) · (ζ2 − ζ1)e
ix·ξeΦ
♯
1+Φ
♯
2dx
∣∣∣∣
. h
∣∣∣∣ ∫
Ω
(A1 − A2) · (u1∇u2 − u2∇u1) dx
∣∣∣∣+ hε/(ε+2).
Now we want to replace Φ♯j by Φj on the right hand side of this estimate.
Since ζ2 − ζ1 = −2(µ1 + iµ2) + O(h) we have, by (9), that∣∣∣∣ ∫
Ω
(A1 −A2) · (µ1 + iµ2)e
ix·ξeΦ1+Φ2dx
∣∣∣∣
.
∣∣∣∣ ∫
Ω
(A1 −A2) · (ζ2 − ζ1)e
ix·ξeΦ
♯
1+Φ
♯
2dx
∣∣∣∣
+
∣∣∣∣ ∫
Ω
(A1 −A2) · (µ1 + iµ2)e
ix·ξ
(
eΦ
♯
1+Φ
♯
2 − eΦ1+Φ2
)
dx
∣∣∣∣ + h.
The second integral on the right hand side can be estimated as∣∣∣∣ ∫
Ω
(A1 − A2) · (µ1 + iµ2)e
ix·ξ
(
eΦ
♯
1+Φ
♯
2 − eΦ1+Φ2
)
dx
∣∣∣∣ . hε/(ε+2).
using (12), (9), (11) and the inequality
(21) |ez1 − ez2| ≤ |z1 − z2|e
max(Rez1,Rez2).
Thus, we may write∣∣∣∣(µ1 + iµ2) · ∫
Ω
(A1 − A2)e
ix·ξeΦ1+Φ2dx
∣∣∣∣ . dist(C1, C2)ec/h + hε/(ε+2).
Now by Proposition 3.3 in [15] we can remove eΦ1+Φ2 and get that∣∣∣∣(µ1 + iµ2) · ∫
Ω
(A1 −A2)e
ix·ξdx
∣∣∣∣ . dist(C1, C2)ec/h + hε/(ε+2).
To finish the proof, note that the above computations also hold if we
replace µ1 + iµ2 by µ1 − iµ2, hence∣∣∣∣µ · ∫
Ω
(A1 −A2)e
ix·ξdx
∣∣∣∣ . dist(C1, C2)ec/h + hε/(ε+2)
for any unit vector µ such that µ · ξ = 0. In particular, it holds for the
vectors µj,k = (ξ
2
j + ξ
2
k)
−1/2(ξjek − ξkej) with j, k ∈ {1, . . . , n}, since
µj,k · ξ = 0. Here ξj denotes the j-th component of ξ and ek the k-th
element of the canonical basis of Rn. Thus∣∣∣d̂A1(ξ)− d̂A2(ξ)∣∣∣ . |ξ| (dist(C1, C2)ec/h + hε/(ε+2)) .

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Next we derive the stability estimate for the difference of the mag-
netic fields in the Sobolev space H−1Ω2(Rn) using the equivalent norm
given by
‖u‖2H−1Ω2(Rn) =
∫
Rn
(1 + |ξ|2)−1|û(ξ)|2 dξ.
Proposition 4.2. There exist constants c > 1 depending on Ω and
0 < c˜ < 1 universal such that
‖dA1 − dA2‖H−1Ω2(Rn) .
∣∣ log dist(C1, C2)∣∣−c˜ε2/n,
provided that ∣∣ log dist(C1, C2)∣∣−1 ≤ 1/cmin(1, h0(M)).
Proof. Let Bρ be denote the ball centred at 0 ∈ R
n of radius ρ ≥ 1 and
let Bcρ denote its complement in R
n. Let A denote A1 −A2 for clarity.
Using Lemma 4.1 we may estimate∫
Bρ
∣∣d̂A(ξ)∣∣2
1 + |ξ|2
dξ . ρn
(
dist(C1, C2)e
c/h + hε/(ε+2)
)2
(22)
for all h ≤ min(1, 2/ρ, h0(M)). Note that this c does not denote the
one in the statement. On the other hand, write A = A♯ + A♭ using
the same notation as in Section 3, where the parameter τ here is to be
chosen. Then∫
Bcρ
∣∣d̂A(ξ)∣∣2
1 + |ξ|2
dξ .
∫
Bcρ
|d̂A♯|2
1 + |ξ|2
dξ +
∫
Bcρ
|ξ|2|Â♭|2
1 + |ξ|2
dξ
. ρ−2
∥∥dA♯∥∥2
L2Ω2(Rn)
+
∥∥A♭∥∥2
L2Ω1(Rn)
Since the suppA is compact, estimates (4) and (3) imply that
(23)
∫
Bcρ
∣∣d̂A(ξ)∣∣2
1 + |ξ|2
dξ . ρ−2τ−2 + τ 2ε.
Choosing τ = ρ−1/(ε+1), we have
‖dA‖2H−1Ω2(Rn) . ρ
n dist(C1, C2)
2e2c/h + ρnh2ε/(ε+2) + ρ−2ε/(ε+1)
by (22) and (23). By equating the two last terms on the right hand
side we express ρ in terms of h as
ρ = h
− 2ε(1+ε)
(2+ε)(n+nε+2ε) ,
which gives
‖dA‖2H−1Ω2(Rn) . dist(C1, C2)
2ec
′/h + h4ε
2/((ε+2)(n+nε+2ε))
for c′ > 2c. Note that this choice of ρ satisfies the restriction ρ ≤ 2/h.
Finally, we set
h = c′| log dist(C1, C2)|
−1
to prove the statement. 
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We next derive the stability estimate for the difference of the mag-
netic fields in the Besov space B2,r−δΩ
2(Rn) with 1 > δ > (1 − ε) and
the norm given by
‖u‖rB2,r
−δΩ
2(Rn) =
∑
j∈N
2−rδj ‖∆ju‖
r
L2Ω2(Rn)
for r ∈ [1,+∞) and
‖u‖B2,∞
−δ Ω
2(Rn) = sup
j∈N
(
2−δj ‖∆ju‖L2Ω2(Rn)
)
for r =∞.
In the following lines we describe the family of operators {∆j}j∈N.
We begin by picking a smooth cut-off function η defined in Rn such
that η(ξ) = 1 for |ξ| ≤ 1 and η(ξ) = 0 for |ξ| ≥ 2 and κ being
defined as κ(ξ) = η(ξ) − η(2ξ). Note that κ is supported in the shell
{ξ ∈ Rn : 1/2 ≤ |ξ| ≤ 2} and κ(2−j·) is supported in {ξ ∈ Rn :
2j−1 ≤ |ξ| ≤ 2j+1}. Notice that it follows from the definitions that
these functions form a partition of unity, i.e.
1 = η(ξ) +
∑
j∈N\{0}
κ(2−jξ)
for all ξ ∈ Rn. Finally let ψ0 be defined as ψ̂0(ξ) = η(ξ) and let ψj
with j ∈ N \ {0} be defined as ψ̂j(ξ) = κ(2
−jξ). The operator ∆j with
j ∈ N is then defined as ∆ju = ψj ∗ u.
Proposition 4.3. There exist constants c > 1 depending on Ω and
0 < c˜ < 1 universal such that
‖dA1 − dA2‖B2,r
−δΩ
2(Rn) .
∣∣ log dist(C1, C2)∣∣−c˜ε(δ−1+ε)/n,
provided that ∣∣ log dist(C1, C2)∣∣−1 ≤ 1/cmin(1, h0(M)).
The implicit constant above depends also on δ.
Proof. Let A denote A1 − A2 for clarity. Consider k ∈ N to be chosen
later. For any j ∈ N such that j ≤ k we have by Lemma 4.1 that
2−δj ‖∆jdA‖L2Ω2(Rn) . 2
k(n/2+1)
(
dist(C1, C2)e
c/h + hε/(ε+2)
)
for all h ≤ min(2−k, h0(M)). Note that this c does not denote the one
in the statement. On the other hand, if j > k, then
2−δj ‖∆jdA‖L2Ω2(Rn) . 2
−k(δ−1+ε)2jε ‖∆jA‖L2Ω1(Rn)
since δ − 1 + ε > 0. Thus,
‖dA‖B2,r
−δΩ
2(Rn) . 2
kn dist(C1, C2)e
c/h + 2knhε/(ε+2) + 2−k(δ−1+ε)
for all h ≤ min(2−k, h0(M)). Now choosing k ∈ N such that
2−(k+1) < h
ε
(ε+2)(δ−1+ε+n) ≤ 2−k
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we know that there exists a constant c′ > 0 such that
‖dA‖B2,∞
−δ Ω
2(Rn) . dist(C1, C2)e
c′/h + h
ε(δ−1+ε)
(ε+2)(δ−1+ε+n) .
Note that the choice of k satisfies the restriction h ≤ 2−k. Finally, we
set
h = 2c′| log dist(C1, C2)|
−1
to prove the statement. 
5. Stability estimates for the electric potentials
In this section we prove Theorem 1.2 by deriving the two stability
estimates for the electric potentials. Our starting point could again
be the estimate given in Proposition 2.1. There are however some
difficulties with this. It seems that in order to isolate in that inequality
the difference q1 − q2 we would need to control the difference A1 −A2.
Unfortunately we can only control the difference of the magnetic fields
dA1 − dA2. To overcome this difficulty we give a slight modification
of the estimate in Proposition 2.1. This modification is based on the
invariance of the Cauchy data sets under gauge transformations in an
open ball B containing Ω (see Lemma 5.1 below). Then, we use the
CGOs constructed in Section 3 to estimate the Fourier transform of
the difference of the electric potentials. Finally, we prove the stability
estimates in Sobolev and Besov spaces.
As in the previous section we consider an a priori constant M ∈
[1,+∞) and a small constant ε ∈ (0, 1). Let A1, A2 ∈ L
∞(Ω;Cn) be two
magnetic potentials and let q1, q2 ∈ L
∞(Ω) be two electric potentials.
Assume that the extension by zero of Aj out of Ω, still denoted by Aj ,
satisfies |Aj|B2,rε < ∞ with r ∈ [1,+∞) or r = ∞. Let q1 and q2 also
denote the extensions by zero of the electric potentials. Furthermore,
assume that
(24) ‖Aj‖L∞(Rn;Cn) + |Aj|B2,rε + ‖qj‖L∞(Rn) ≤ M
for j ∈ {1, 2}. Throughout this section, the constants implicit in each
inequality may depend on M and ε, as well as on n,Ω and on an open
ball B containing Ω.
For notational convenience, the norms ‖·‖Lp(B) and ‖·‖Lp(B;Cn) with
1 ≤ p ≤ ∞ will be denoted by ‖·‖Lp and we will write (A2 +∇ϕ)
2 =
(A2 +∇ϕ) · (A2 +∇ϕ).
Lemma 5.1. Let B denote an open ball containing Ω and let ϕ belong
to W 1,n(B) ∩ L∞(B) with ϕ|∂B = 0. Then, for any u1, u2 ∈ H
1(B)
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solving LBA1,q1u1 = 0 and L
B
A2,q2
u2 = 0, we have∣∣∣∣ ∫
B
ieiϕ
(
A1 − (A2 +∇ϕ)
)
· (u1∇u2 − u2∇u1)
+eiϕ
(
A21 − (A2 +∇ϕ)
2 + q1 − q2 − (A1 −A2 −∇ϕ) · ∇ϕ
)
u1u2 dx
∣∣∣∣
. dist(C1, C2) ‖u1‖H1(Ω) ‖u2‖H1(Ω) .
Proof. Since the restrictions of u1 and u2 to Ω (still denoted by u1 and
u2) satisfy L
Ω
A1,q1
u1 = 0 and L
Ω
A2,q2
u2 = 0, we have, by Proposition 2.1,
that∣∣∣∣ ∫
Ω
i(A1 − A2) · (u1∇u2 − u2∇u1) + (A
2
1 −A
2
2 + q1 − q2)u1u2 dx
∣∣∣∣
. dist(C1, C2) ‖u1‖H1(Ω) ‖u2‖H1(Ω) .(25)
Note that Aj and qj have been extended as zero out of Ω, so the domain
of integration of the left hand side of (25) can be trivially augmented
to B.
On the other hand, by identity (2), we know that∫
B
i(A1 −A2) · (u1∇u2 − u2∇u1) + (A
2
1 − A
2
2 + q1 − q2)u1u2 dx
=
〈
NBA1,q1u1 , TBu2
〉
−
〈
NB
A2,q2
u2 , TBu1
〉
=
〈
NBA1,q1u1 , TBu2
〉
−
〈
NB
A2+∇ϕ,q2
(e−iϕu2) , TB(e−iϕu1)
〉
.(26)
The last identity is just a straightforward computation, which can be
justified because e−iϕu1 and e
−iϕu2 belong to H
1(B) and the last one
satisfies
LB
A2+∇ϕ,q2
(e−iϕu2) = 0.
The fact that e−iϕu1 and e
−iϕu2 belong to H
1(B) can be deduced, by
Sobolev’s embeddings, from the following inequalities∥∥e−iϕu1∥∥H1(B) . e‖ϕ‖L∞( ‖u1‖L2 + ‖∇ϕ‖Ln ‖u1‖Ld + ‖∇u1‖L2 )∥∥e−iϕu2∥∥H1(B) . e‖ϕ‖L∞( ‖u2‖L2 + ‖∇ϕ‖Ln ‖u2‖Ld + ‖∇u2‖L2 )
where d = 2n/(n − 2). These estimates are consequences of Ho¨lder
inequality.
Since ϕ vanishes on the boundary of B, we know that
(27) TB(e
−iϕu2) = TBu2, TB(e
−iϕu1) = TBu1
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(see for example Lemma 2 in [3]). Thus, again by identity (2) as well
as (27), (26) and (25) we get∣∣∣∣ ∫
B
i
(
A1 − (A2 +∇ϕ)
)
· (u1∇(e
iϕu2)− e
iϕu2∇u1)
+
(
A21 − (A2 +∇ϕ)
2 + q1 − q2
)
u1e
iϕu2 dx
∣∣∣∣
. dist(C1, C2) ‖u1‖H1(Ω) ‖u2‖H1(Ω) .
Now the integral term on last estimate can be rewritten as in the state-
ment of the proposition. 
The idea will be now to use the specific Hodge decomposition of
Section 6 and write A1−A2 = dψ+ δF , with the fact that we are able
control the norm of the co-exact part δF , i.e. ‖A1 − (A2 +∇ψ)‖L2 (see
estimate (29)). Lemma 5.1, allows us then to obtain an inequality with
a gradient term added to A1−A2. By adding ∇ψ we would thus get an
integral estimate with terms that we know how to control. We cannot
however directly add ∇ψ, because of the requirement that ϕ|∂B = 0 in
Lemma 5.1. We resolve this problem by using a cut-off argument.
We choose ϕ in Lemma 5.1 as ϕ = χ(ψ − ψ∗), where χ will be a
smooth cut-off function, with χ = 1 on the supports of the potentials
and such that it makes ϕ vanish near ∂B and ψ∗ is a constant. The
idea of the cut-off argument is roughly to split ∇ψ as ∇ψ = ∇(χψ) +
∇((1− χ)ψ). Since ∇(χψ) = ∇ϕ, this part leads to terms that can be
handled with Lemma 5.1. The support of the other part ∇((1−χ)ψ) is
disjoint from the supports of the potentials. But outside the supports
of the potentials dψ = δF . One can hence expect to be able to apply
estimate (29). This is done by using the related estimate (30).
It might be helpful for the reader to know, prior to reading Section
6, that ∇ψ is the sum of the exact component of the Hodge decompo-
sition of A1−A2 which vanishes on ∂B and the exact expression of its
harmonic component.5
Proposition 5.2. There exists ψ ∈ W 1,p(B) with p ≥ 2 satisfying the
following conditions
(28) ‖ψ‖W 1,p(B) . ‖A1 − A2‖Lp
and
(29) ‖A1 − (A2 +∇ψ)‖L2 . ‖d(A1 − A2)‖H−1Ω2(B) .
Moreover, if B′ is a ball containing Ω and such that B′ ⊂ B, then
(30) ‖ψ − ψ∗‖H1(B\B′) . ‖d(A1 −A2)‖H−1Ω2(B) ,
5In the more regular framework of [25], it was possible to take ∇ψ as the exact
component of the Hodge decomposition of A1 − A2 vanishing on ∂B. Thus, there
was no need of introducing the cut-off function χ or controlling ψ−ψ∗ by dA1−dA2.
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where ψ∗ denotes the average of ψ in B \B′.
In order to continue with the argument, we postpone the proof of
Proposition 5.2, which is given in Section 6.
In our analysis we will consider ϕ = χ(ψ − ψ∗) for χ ∈ C∞0 (B) such
that χ(x) = 1 for all x ∈ B′ and p > n. Thus,
(31) e‖ϕ‖L∞ (1 + ‖∇ϕ‖Ln + ‖∇ψ‖Ln) . 1
by Morrey’s inequality, (28) and the boundedness of B.
For any ξ ∈ Rn and h ≤ min(1, 2/|ξ|), consider ζ1 and ζ2 as in
(17). Let u1 and u2 be in the form (18) and (19) such that they solve
LA1,q1u1 = 0 and LA2,q2u2 = 0 –constructed
6 as in Section 3 for U = B
and τ = h1/(ε+2). We now state the estimate for the Fourier transform
of the difference of the electric potentials by plugging in these solutions
in the integral inequality given in Lemma 5.1.
Lemma 5.3. Let θ belong to (0, 2/n) ⊂ R. There exist constants
0 < c˜ < 1 universal and c > 1 depending on Ω, B, n and θ such that
|q̂1(ξ)− q̂2(ξ)| . dist(C1, C2)e
c/h +
∣∣ log dist(C1, C2)∣∣−c˜θε2/nh−5/2
+ hε/(ε+2)
for all h ≤ min(1, 2/|ξ|, h0(cM)), provided that∣∣ log dist(C1, C2)∣∣−1 ≤ 1/cmin(1, h0(M)).
Note that the implicit constant above also depends on θ.
Proof. Adding and subtracting the same terms we get that
(32)
∣∣∣∣ ∫
B
eiϕ(q1 − q2)u1u2 dx
∣∣∣∣ ≤ ∣∣∣∣ ∫
B
eiϕ
(
A21 − (A2 +∇ψ)
2
)
u1u2 dx
∣∣∣∣
+
∣∣∣∣ ∫
B
ieiϕ
(
A1 − (A2 +∇ψ)
)
· (u1∇u2 − u2∇u1) dx
∣∣∣∣
+
∣∣∣∣ ∫
B
eiϕ(A1 −A2 −∇ψ) · ∇ϕu1u2 dx
∣∣∣∣+ I
where I denotes∣∣∣∣ ∫
B
ieiϕ
(
A1 − (A2 +∇ψ)
)
· (u1∇u2 − u2∇u1)
+eiϕ
(
A21 − (A2 +∇ψ)
2 + q1 − q2 − (A1 − A2 −∇ψ) · ∇ϕ
)
u1u2 dx
∣∣∣∣.
6Note that the bounded inclusion B2,rε (R
n) →֒ B2,∞ε (R
n) and (24) provide an a
priori bound for |Aj |B2,∞ε depending on M .
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On one hand, note that Ho¨lder inequality and (31) imply∣∣∣∣ ∫
B
ieiϕ
(
A1 − (A2 +∇ψ)
)
· (u1∇u2 − u2∇u1)dx
∣∣∣∣
. ‖A1 − (A2 +∇ψ)‖Ln
(∥∥eΦ♯1 + r1∥∥Ld∥∥∇(eΦ♯2 + r2)∥∥L2
+
∑
j 6=k
∥∥eΦ♯j + rj∥∥Ldh−1∥∥eΦ♯k + rk∥∥L2
+
∥∥eΦ♯2 + r2∥∥Ld∥∥∇(eΦ♯1 + r1)∥∥L2)
since ζ1 + ζ2 = hiξ. Here d = 2n/(n − 2). Then, since B is bounded,
estimate (9), Sobolev’s embedding and (14) imply that
(33)
∣∣∣∣ ∫
B
ieiϕ
(
A1 − (A2 +∇ψ)
)
· (u1∇u2 − u2∇u1)dx
∣∣∣∣
. ‖A1 − (A2 +∇ψ)‖Ln h
−(ε+4)/(ε+2).
On the other hand, Ho¨lder inequality and (31) imply again∣∣∣∣ ∫
B
eiϕ
(
A21 − (A2 +∇ψ)
2
)
u1u2dx
∣∣∣∣
.
∥∥A21 − (A2 +∇ψ)2∥∥Ln/2 ∥∥eΦ♯1 + r1∥∥Ld∥∥eΦ♯2 + r2∥∥Ld
since ζ1 + ζ2 = hiξ. Once again, since B is bounded, estimate (9),
Sobolev’s embedding, (14), (31) and the a priori estimate applied to
‖A1 + A2 +∇ψ‖Ln imply that
(34)
∣∣∣∣ ∫
B
eiϕ
(
A21 − (A2 +∇ψ)
2
)
u1u2dx
∣∣∣∣
. ‖A1 − (A2 +∇ψ)‖Ln h
−4/(ε+2).
Because of the same reasons we have
(35)
∣∣∣∣ ∫
B
eiϕ(A1 − A2 −∇ψ) · ∇ϕu1u2 dx
∣∣∣∣
. ‖A1 − (A2 +∇ψ)‖Ln h
−4/(ε+2).
By elementary interpolation, we know that
‖A1 − (A2 +∇ψ)‖Ln ≤ ‖A1 − (A2 +∇ψ)‖
θ
L2 ‖A1 − (A2 +∇ψ)‖
1−θ
Lp ,
where p is chosen to satisfies 1/n = θ/2 + (1− θ)/p. Note that p > n.
Now estimates (28) and (29) imply that
(36) ‖A1 − (A2 +∇ψ)‖Ln . ‖d(A1 −A2)‖
θ
H−1Ω2(B) .
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Recall that ϕ = χ(ψ − ψ∗) and set ϕ′ = (1 − χ)(ψ − ψ∗). Since
∇ψ = ∇ϕ+∇ϕ′ we get, by Lemma 5.1, that
I . dist(C1, C2) ‖u1‖H1(Ω) ‖u2‖H1(Ω)
+
∣∣∣∣ ∫
B
ieiϕ∇ϕ′ · (u1∇u2 − u2∇u1) dx+ e
iϕ(∇ϕ+∇ϕ′) · ∇ϕ′u1u2 dx
∣∣∣∣
The same arguments we used to estimate (33), (34) and (35) yield
(37) I . dist(C1, C2) ‖u1‖H1(Ω) ‖u2‖H1(Ω) + ‖∇ϕ
′‖Ln h
−(ε+4)/(ε+2)
Note that
(38) ‖∇ϕ′‖Ln . ‖ψ − ψ
∗‖W 1,n(B\B′)
and
(39)
‖ψ − ψ∗‖W 1,n(B\B′) . ‖ψ − ψ
∗‖θH1(B\B′) ‖ψ − ψ
∗‖1−θW 1,p(B)
. ‖d(A1 −A2)‖
θ
H−1Ω2(B)
by Ho¨lder’s inequality, (30) and (28).
Thus, (32), (33), (34), (35), (36), (37), (15), (38) and (39) imply∣∣∣∣ ∫
B
eiϕ(q1 − q2)u1u2 dx
∣∣∣∣
. dist(C1, C2)e
c/h + ‖d(A1 − A2)‖
θ
H−1Ω2(B) h
−(ε+4)/(ε+2).
Note that this c denotes a different constant that the one in the state-
ment. By Proposition 4.2 we have
(40)
∣∣∣∣ ∫
B
eiϕ(q1 − q2)u1u2 dx
∣∣∣∣ . dist(C1, C2)ec/h
+
∣∣ log dist(C1, C2)∣∣−c˜θε2/nh−(ε+4)/(ε+2).
On the other hand, using (9) and (14) we see that
(41)
∣∣∣∣ ∫
B
eiϕ(q1−q2)e
iξ·xeΦ
♯
1+Φ
♯
2 dx
∣∣∣∣ . ∣∣∣∣ ∫
B
eiϕ(q1−q2)u1u2 dx
∣∣∣∣+hε/(ε+2)
since ζ1 + ζ2 = hiξ. Moreover,∣∣∣∣ ∫
B
(q1 − q2)e
iξ·x dx
∣∣∣∣ . ∣∣∣∣ ∫
B
(q1 − q2)e
iξ·x(1− eΦ1+Φ2+iϕ) dx
∣∣∣∣
+
∣∣∣∣ ∫
B
eiϕ(q1 − q2)e
iξ·x(eΦ1+Φ2 − eΦ
♯
1+Φ
♯
2) dx
∣∣∣∣(42)
+
∣∣∣∣ ∫
B
eiϕ(q1 − q2)e
iξ·xeΦ
♯
1+Φ
♯
2 dx
∣∣∣∣.
The first term on the right hand side of (42) can be controlled by∥∥Φ1 + Φ2 + iϕ∥∥L2
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using (21), (11) and (31). Furthermore, using (10), we see that
(µ1 + iµ2) · ∇(Φ1 + Φ2 + iϕ) = i(µ1 + iµ2) · (A2 +∇ϕ− A1).
Since ϕ vanishes on ∂B, it can be extended by zero out of B. Thus,
by the boundedness of ((µ1 + iµ2) · ∇)
−1 in weighted L2 spaces in Rn
(see Lemma 3.1 in [22]), we get∥∥Φ1 + Φ2 + iϕ∥∥L2 . ‖A2 +∇ϕ−A1‖L2
. ‖A2 +∇ψ − A1‖L2 + ‖ψ − ψ
∗‖H1(B\B′)
.
∣∣ log dist(C1, C2)∣∣−c˜ε2/n.
The last inequality holds because of (29), (30) and Proposition 4.2.
The second term on the right hand side of (42) can be estimated by
hε/(ε+2) using (21), (12), (9) and (11). Therefore,
(43)
∣∣∣∣ ∫
B
(q1 − q2)e
iξ·x dx
∣∣∣∣ .∣∣ log dist(C1, C2)∣∣−c˜ε2/n + hε/(ε+2)
+
∣∣∣∣ ∫
B
eiϕ(q1 − q2)e
iξ·xeΦ
♯
1+Φ
♯
2 dx
∣∣∣∣.
Now the result follows directly from (43), (41) and (40). 
We next derive the stability estimate for the difference of the elec-
tric potentials in the Sobolev space H−λ(Rn) with λ > 0 using the
equivalent norm given by
‖u‖2H−λ(Rn) =
∫
Rn
(1 + |ξ|2)−λ|û(ξ)|2 dξ
for functions.
Proposition 5.4. Consider λ ∈ (0, 1] and θ ∈ (0, 2/n). There exist
constants 0 < c˜ < 1 universal and c > 1 depending on Ω, B, n and θ
such that
‖q1 − q2‖H−λ(Rn) .
∣∣ log dist(C1, C2)∣∣−c˜θε3λ/n2 ,
provided that∣∣ log dist(C1, C2)∣∣−3c˜θε2/n ≤ 1/cmin(1, h0(cM)).
Note that the implicit constant above also depends on λ and θ.
Proof. Let Bρ be denote the ball centred at 0 ∈ R
n of radius ρ ≥ 1 and
let Bcρ denote its complement in R
n. Let q denote q1 − q2 for clarity.
Using Lemma 5.3 we may estimate∫
Bρ
∣∣q̂(ξ)∣∣2
(1 + |ξ|2)λ
dξ . ρn
(
dist(C1, C2)e
c/h + hε/(ε+2)
+
∣∣ log dist(C1, C2)∣∣−c˜θε2/nh−5/2)2
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for all h ≤ min(1, 2/ρ, h0(cM)). Note that c and c˜ here are different to
the ones in the statement. On the other hand,∫
Bcρ
∣∣q̂(ξ)∣∣2
(1 + |ξ|2)λ
dξ . ρ−2λ
Choosing
ρ = h−
2ε
(2+ε)(n+2λ) ,
we get
‖q‖2H−λ(Rn) . dist(C1, C2)
2ec
′/h + h4ελ/((ε+2)(2λ+n))
+
∣∣ log dist(C1, C2)∣∣−2c˜θε2/nh−6
for c′ > 2c. Note that this choice of ρ satisfies the restriction ρ ≤ 2/h.
Finally, we set
h = c′
∣∣ log dist(C1, C2)∣∣−c˜θε2/(6n)
to prove the statement. 
We next derive the stability estimate for the difference of the electric
potentials in the Besov space B2,r0 (R
n) with r ∈ [1,+∞) or r =∞. We
use for that the equivalent norm given by
‖u‖rB2,r0 (Rn)
=
∑
j∈N
‖∆ju‖
r
L2(Rn)
for r ∈ [1,+∞) and by
‖u‖B2,∞0 (Rn)
= sup
j∈N
‖∆ju‖L2(Rn)
for r =∞. The family of operators {∆j}j∈N was described right before
Proposition 4.3.
In order to ensure the stability for the electric potentials in B2,r0 (R
n),
we will assume that qj ∈ B
2,r
ε (R
n) and
‖qj‖B2,rε (Rn) ≤M
for j ∈ {1, 2}.
Proposition 5.5. Let θ belong to (0, 2/n) and consider r ∈ [1,+∞) or
r =∞. There exist constants 0 < c˜ < 1 universal and c > 1 depending
on Ω, B, n and θ such that
‖q1 − q2‖B2,r0 (Rn)
.
∣∣ log dist(C1, C2)∣∣−c˜θε4/n2,
provided that∣∣ log dist(C1, C2)∣∣−36c˜θε2/n ≤ 1/cmin(1, h0(cM))
Note that the implicit constant above also depends on θ.
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Proof. Let q denote q1 − q2 for clarity. Consider k ∈ N to be chosen
later. For any j ∈ N such that j ≤ k we have by Lemma 5.3 that
‖∆jq‖L2(Rn) . 2
kn/2
(
dist(C1, C2)e
c/h + hε/(ε+2)
+
∣∣ log dist(C1, C2)∣∣−c˜θε2/nh−5/2)
for all h ≤ min(2−k, h0(cM)). Note that c and c˜ do not denote the ones
in the statement. On the other hand, if j > k, then
‖∆jq‖L2(Rn) ≤ 2
−kε2jε ‖∆jq‖L2(Rn) .
Thus,
‖q‖B2,r0 (Rn)
. 2kn
(
dist(C1, C2)e
c/h + hε/(ε+2)
+
∣∣ log dist(C1, C2)∣∣−c˜θε2/nh−5/2)+ 2−kε
for all h ≤ min(2−k, h0(cM)). Now choosing k ∈ N such that
2−(k+1) < h
ε
(ε+2)(ε+n) ≤ 2−k
we know that there exists a constant c′ > 0 such that
‖q‖B2,r0 (Rn)
. dist(C1, C2)e
c′/h + hε
2/((ε+2)(ε+n))
+
∣∣ log dist(C1, C2)∣∣−c˜θε2/nh−3.
Note that the choice of k satisfies the restriction h ≤ 2−k. Finally, we
set
h = 2c′| log dist(C1, C2)|
−c˜θε2/(6n)
to prove the statement. 
6. Estimating the co-exact part of the magnetic
potential
This section is devoted to proving Proposition 5.2, by giving the
Hodge type decomposition A1−A2 = δF +∇ψ. The proof will be split
in to two lemmas. The first lemma gives the above decomposition and
the rough idea is to choose the exact part∇ψ in such a way that it is the
sum of the exact component of a Hodge decomposition of A1−A2 which
vanishes on ∂B and the exact expression of its harmonic component.
The other lemma is then devoted to showing that we can estimate the
norm of the co-exact part δF , by the norm of dA1 − dA2.
We want to point out that the decomposition given in the first
lemma, Lemma 6.1, is slightly different from the usual Hodge-Morrey-
Friedrichs decomposition in bounded domains with smooth boundaries
(see for example [19]). This decomposition usually has a harmonic
component whose norm might be difficult to estimate. However, in our
case we are dealing with a domain with a straightforward topology, i.e.
a ball, and the harmonic part can be written as an exact form and its
norm can be controlled.
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Another consequence of the simple topology we are dealing with, is
that the spaces
H
1
D(B) = {v ∈ H
1Ω1(B) : dv = 0, δv = 0, tv = 0}
H
1
N (B) = {v ∈ H
1Ω1(B) : dv = 0, δv = 0,nv = 0}
are just the trivial ones, that is, H 1D(B) = H
1
N (B) = {0}. Here tv and
nv denote the tangential and normal components7 of v on ∂B. Indeed,
if we take v either in H 1D(B) or in H
1
N (B), we know, by Theorem 2.2.6
(c) or by Theorem 2.2.7 (a) in [19], that v is smooth. By Poincare´’s
lemma for closed smooth forms on contractible domains in Rn, we
have that v = dg with g a smooth function. In consequence, we have
that −∆g = δdg = 0 satisfying either tdg = 0 or ndg = 0, which
implies that g is constant in B. Thus v = 0. The fact that H 1D(B) =
H 1N (B) = {0} will be relevant when referring to the results in [19] since
some arguments will become simpler (it is here where the topology of
B is playing its role).
Lemma 6.1. Let A1, A2 ∈ L
∞Ω1(B) denote the 1-forms representing
the magnetic potentials. Then there exist ψ ∈ W 1,p(B) and F ∈
W 1,pΩ2(B) such that
(44) A1 − A2 = dψ + δF,
nF = 0 and
(45) ‖ψ‖W 1,p(B) . ‖A1 −A2‖LpΩ1(B)
for all p ≥ 2. Here nF denote the normal component of F on ∂B and
δ the co-differential.
Moreover, if there exists a ball B′ containing suppAj with j ∈ {1, 2}
and such that B′ ⊂ B, then
‖ψ − ψ∗‖W 1,p(B\B′) . ‖δF‖LpΩ1(B) ,
where ψ∗ denotes the average of ψ in B \B′.
Proof. Through out the proof we will follow most of the notation use
in [19] and we will refer to it several times.
Let u belong to LpΩ1(B) with p ≥ 2, we want to write u = dg+δf+
dh with tg = 0, nf = 0 and dh harmonic. Since u belongs to L2Ω1(B)
and H 1D(B) = H
1
N (B) = {0}, we have by Theorem 2.2.4 and Theorem
2.2.7 (b) in [19] that:
(a) There exists a unique φD ∈ H
1Ω1D(B) (the space of forms in
H1Ω1(B) with vanishing tangential components on ∂B) such
that ∫
B
〈dφD, dv〉+ δφD δv dx =
∫
B
〈u, v〉 dx
7More details about tangential and normal components can be found in [19].
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for any v ∈ H1Ω1D(B). The solution φD is usually called the
Dirichlet potential of u. Note that u is uniquely determined by
its Dirichlet potential.
(b) There exists a unique φN ∈ H
1Ω1N(B) (the space of forms in
H1Ω1(B) with vanishing normal components on ∂B) such that∫
B
〈dφN , dv〉+ δφN δv dx =
∫
B
〈u, v〉 dx
for any v ∈ H1Ω1N (B). The solution φN is usually called the
Neumann potential of u. Note that u is uniquely determined
by its Neumann potential.
By Theorem 2.2.5 (a) and Theorem 2.2.7 (b) in [19], we know that φD
and φN belong to H
2Ω1(B). Moreover, integrating by parts in (a) and
(b) above, we see that tδφD = 0 and ndφN = 0. Finally, by Theorem
2.2.6 (a) and Theorem 2.2.7 (c) in [19], we know that φD and φN belong
to W 2,pΩ1(B) for p ≥ 2.
Define g = δφD, f = dφN and w = u−dg−δf , then tg = 0 , nf = 0
and w ∈ (E 1(B) ⊕ C 1(B))⊥ (orthogonality in the sense of L2Ω1(B))
with
E
1(B) = {dv : v ∈ H10 (B)}, C
1(B) = {δv : v ∈ H1Ω2N(B)}
and H1Ω2N(B) denoting the space of forms in H
1Ω2(B) with vanish-
ing normal components on ∂B. The fact that w is in the orthogonal
complement of E 1(B) ⊕ C 1(B) is proven in the proof of Lemma 2.4.3
(a) in [19]. Therefore, we have that dg ∈ E 1(B) ∩ LpΩ1(B), δf ∈
C 1(B)∩LpΩ1(B) and w ∈ (E 1(B)⊕C 1(B))⊥∩LpΩ1(B). Furthermore,
Theorem 2.4.5 (a) in [19] states that (E 1(B)⊕ C 1(B))⊥ = L2H 1(B),
where L2H 1(B) is defined as the closure of
H
1(B) = {v ∈ H1Ω1(B) : dv = 0, δv = 0}
in L2Ω1(B).
We next show that w = dh with h ∈ W 1,p(B) (note that this will
be possible because of the topology of B). Indeed, let φ denote the
Neumann potential of w. By the arguments given above, we know that
φ ∈ W 2,pΩ1(B)∩H1Ω1N(B) and ndφ = 0. Defining h = δφ and noting
that w = δdφ+dδφ, we immediately see that w−dh = δdφ. Note that
dφ ∈ H1Ω2N(B) and satisfies∫
B
〈d(dφ), dv〉+ 〈δ(dφ), δv〉 dx =
∫
B
〈w − dh, δv〉 dx = 0
for all v ∈ H1Ω2N(B) –last identity follows from a density argument
together with the Green formula stated in Proposition 2.1.2 in [19].
This means that dφ is a weak solution of the Hodge-Laplacian with zero
Neumann boundary condition and zero right hand side. By Theorem
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2.2.7 (b) in [19], we know that the unique solution for this problem in
H 2N (B)
⊥ ∩H1Ω2N(B) is the trivial one. Thus, if dφ ∈ H
2
N (B)
⊥ with
H
2
N (B) = {v ∈ H
1Ω2(B) : dv = 0, δv = 0,nv = 0},
then dφ = 0 and consequently w = dh. Finally, the fact that dφ belongs
to H 2N (B)
⊥ is a simple consequence of the Green formula stated in
Proposition 2.1.2 in [19].
By now, we know that u ∈ LpΩ1(B) with p ≥ 2 can be written as
(46) u = dg + δf + dh
with dg ∈ E 1(B) ∩ LpΩ1(B), δf ∈ C 1(B) ∩ LpΩ1(B) and dh ∈
L2H 1(B) ∩ LpΩ1(B). We next want to estimate g, f and h in terms
of u. This will be achieved using a simple consequence of the open
mapping theorem that can be stated as follows. Let X and Y be two
Banach spaces and let T : X −→ Y be a bounded linear operator. If T
is bijective, then the inverse of T is bounded. Let XD and XN denote
the spaces
XD = {v ∈ W
2,pΩ1(B) ∩H1Ω1D(B) : tδv = 0},
XN = {v ∈ W
2,pΩ1(B) ∩H1Ω1N(B) : ndv = 0};
which endowed with the norm of W 2,pΩ1(B) become Banach spaces.
On the other hand, consider YD = YN = L
pΩ1(B). Defining the oper-
ators TD and TN as
TDv = −∆v ∀v ∈ XD, TNv = −∆v ∀v ∈ XN ;
we see that they are bounded and linear. Moreover, by the discus-
sion given above about the existence, uniqueness and regularity of the
Dirichlet and Neumann potentials respectively, we know that TD and
TN are bijective whenever p ≥ 2. Therefore, since g = δφD, f = dφN
and h = δφ with φD and φN the Dirichlet and Neumann potentials for
u and φ the Neumann potential for w, we have that
(47) ‖g‖W 1,p(B) + ‖f‖W 1,pΩ2(B) + ‖h‖W 1,p(B) . ‖u‖LpΩ1(B) .
Now since A1 −A2 ∈ L
∞Ω1(B) the above argument can be performed
for all p ≥ 2 which provides a proof for the first part of the statement.
Finally, the second part of the statement is a simple consequence of
Poincare´’s inequality (see [10]) and the fact that dψ|B\B′ = δF |B\B′
(since Aj is zero outside Ω). 
We now use the properties summarized in Lemma 6.1 and its proof
to derive an estimate for the co-exact part of the decomposition (44).
One of the key elements of the proof is the Friedrich type inequality
labelled as (52) below.
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Lemma 6.2. Let A1, A2 and ψ be as in Lemma 6.1 (including the
conditions for suppAj). Then the following estimate holds
(48) ‖A1 − (A2 + dψ)‖L2Ω1(B) . ‖d(A1 − A2)‖H−1Ω2(B) .
Moreover, if B′ and ψ∗ are as in Lemma 6.1, we have that
(49) ‖ψ − ψ∗‖H1(B\B′) . ‖d(A1 −A2)‖H−1Ω2(B) .
Proof. Note that the second part of the statement is an immediate
consequence of Lemma 6.1 and (48).
The idea to prove the first part is roughly speaking the following:
d(A1 − A2) = dδF = −∆F since F = dφN , where φN is the Neumann
potential of A1 − A2. Then, one should be able control ‖δF‖L2Ω1(B)
by ‖d(A1 −A2)‖H−1Ω2(B) since A1−A2 has compact support inside B
′.
Let us now give a rigorous proof.
Consider a sequence {um} ⊂ C
∞
0 Ω
1(B) converging to A1 − A2 in
L2Ω1(B) such that supp um ⊂ B
′ for all m ∈ N. This is possible
because A1 − A2 vanishes out of Ω. Let um be decomposed as in
the proof of Lemma 6.1, that is, um = d(gm + hm) + δfm. Since the
decomposition is orthogonal in L2Ω1(B) (see Theorem 2.4.2 in [19]),
δfm converges to δF in L
2Ω1(B) as m goes to infinity. Since fm = dφ
m
N
with φmN denoting the Neumann potential of um, we have that fm ∈
H 2N (B)
⊥ and
(50)
∫
B
〈dfm, dv〉+ 〈δfm, δv〉 dx =
∫
B
〈um − d(gm + hm), δv〉 dx
=
∫
B
〈dum, v〉 dx
for all v ∈ H1Ω2N (B) –both facts are consequence of the Green formula
in Proposition 2.1.2 in [19]. Consider now a cut-off function χ ∈ C∞0 (B)
such that χ(x) = 1 for all x ∈ B′. Then,
(51)
∣∣∣∣∫
B
〈dum, v〉 dx
∣∣∣∣ = ∣∣∣∣∫
B
〈dum, χv〉 dx
∣∣∣∣
. ‖dum‖H−1Ω2(B) ‖v‖H1Ω2(B)
for all v ∈ H1Ω2N(B). On the other hand, by Proposition 2.2.3 in
[19] and the fact that the Hodge star operator, denoted by ∗, is an
H1-isometry and satisfies ∗t = n∗, we know that
(52) ‖fm‖
2
H1Ω2(B) .
∫
B
〈dfm, dfm〉+ 〈δfm, δfm〉 dx
since fm ∈ H
2
N (B)
⊥ ∩ H1Ω2N(B). Now by (52), (50), (51) and the
continuity of d as operator from L2Ω1(B) to H−1Ω2(B), we get
‖fm‖H1Ω2(B) . ‖d(A1 −A2)‖H−1Ω2(B) + ‖um − (A1 −A2)‖L2Ω1(B) .
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Since the second term on the right hand side of last estimate tends to
vanish as m grows, the sequence {fm} is bounded. By a standard com-
pactness argument, there exist a subsequence {fmk} and f ∈ H
1Ω2(B)
such that fmk converges to f in L
2Ω2(B) as k goes to infinity and
(53) ‖f‖H1Ω2(B) . ‖d(A1 − A2)‖H−1Ω2(B) .
Finally, by the continuity of δ as operator from L2Ω2(B) to H−1Ω1(B)
and the uniqueness of the limit in the latter space we have that δf =
δF . Thus, the first part of the lemma follows from (53) and Lemma
6.1. 
Remark 6.3. Note that the condition of A1 − A2 having support in
Ω ⊂ B′ is fundamental to obtain (48). Otherwise, estimate (51) would
become ∣∣∣∣∫
B
〈dum, v〉 dx
∣∣∣∣ . ‖dum‖H1Ω2N (B)∗ ‖v‖H1Ω2N (B)
with H1Ω2N(B)
∗ denoting the dual space of H1Ω2N(B).
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