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OPERATING CHARACTERISTIC (ROC) ANALYSIS  
 
Amy H. Klym, M.S. 
University of Pittsburgh, 2007 
 
Receiver operating characteristic (ROC) studies and analyses are often used to evaluate medical 
tests and are very useful in the field of radiology to evaluate a single diagnostic imaging system, 
to compare the accuracy of two or more diagnostic imaging systems, or to assess observer 
performance.  There have been many refinements in the development of different ROC type 
study designs and the corresponding statistical analysis. These methods have become 
increasingly important and ROC methods are the principal approach for evaluating imaging 
technologies and/or observer performances. The systems that are often evaluated using ROC 
methodology include digital and radiographic images of the chest and breast. An improved 
method of evaluating diagnostic imaging systems contributes to the development of better 
diagnostic methods; hence, improving imaging systems for diagnoses of breast and lung cancer 
would have major public health significance. In our work with observer performance studies, in 
which receiver operating characteristic (ROC) analysis is used, we have noted that some 
contributions of readers and cases can substantially alter the conclusions of the analysis.  To the 
best of our knowledge, to date there is no statistical test cited in the statistical literature that 
addresses the detection and influence of outliers on the estimate of the area under the ROC 
curve.  Evaluating outliers may be especially important for the ROC model since subtle 
(difficult) cases have the potential for being missed by a reader (e.g. a difficult positive case is 
rated as an unquestionably negative case), and can have a considerable influence on the 
estimated area under the ROC curve, especially if the study has a small set of cases.  Therefore, 
we believe it is important to develop a method for detecting and measuring the influence of 
outliers for ROC models.  The development of this method will involve deriving a test statistic 
for outliers based on the jackknife influence values and conducting a preliminary validation of 
the test. 
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1.0  INTRODUCTION 
Outliers are those outermost, or apparently peculiar, data points that lie beyond the data range in 
either direction.  In linear regression analysis outliers are defined as being those data points that 
have much larger residuals, in absolute value, than all other residuals in a set of data [1].  Usually 
data points with residuals lying three or more standard deviations away from the mean of the 
residuals is considered an outlier.  An outlier may be the result of a data entry error, sampling 
error, an indication of some other problem, or a “true” outlier (i.e. not an error or any other 
problem with the data set).  Whatever the cause, outliers can significantly affect the outcome of 
the analysis being performed, particularly if the sample size is small.  Outliers that significantly 
affect the analysis are considered influential data points, and some may have more impact than 
others.  It should be emphasized that not all outliers are influential data points; therefore, prior to 
final analysis, outliers need to be identified and closely inspected to determine the impact they 
may have on the outcome of any analyses of the data set in question.   Depending on the analysis 
being performed, such as linear regression, logistic regression, or proportional hazards model, 
there are diagnostics that can be performed to detect these extreme data points.  For example, in 
the case of linear regression analysis, jackknife residuals and leverages are used to detect outliers 
and Cook’s distance is used to determine their influence.  It is important to identify those 
observations that cause disproportionately large influence on model performance.  
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In our work with observer performance studies, in which receiver operating characteristic 
(ROC) analysis is used, we note that some contributions of readers and cases can substantially 
alter the conclusions of the analysis [2,3].  To the best of my knowledge, to date there is no 
method cited in the statistical literature that addresses the detection and influence of outliers on 
the estimate of the area under the ROC curve.  Evaluating outliers may be especially important 
for the ROC model since subtle (difficult) cases have the potential for being miss-diagnosed by a 
reader (e.g. a difficult positive case is rated as an unquestionably negative case), and this can 
have a considerable influence on the estimated area under the ROC curve, especially if the study 
has a small set of cases.  Therefore, we believe it is relevant to develop a method for detecting 
and measuring the influence of outliers for ROC models, and we propose to develop this method. 
1.1 BACKGROUND 
1.1.1 ROC Analysis 
Receiver operating characteristic (ROC) studies and analyses are often used to evaluate medical 
tests and are very useful in the field of radiology to evaluate a single diagnostic imaging system, 
to compare the accuracy of two or more diagnostic imaging systems, or to assess observer 
performance [4-6]. ROC analysis was first introduced into the medical field to assess medical 
decision making by Lusted in the 1960s [7, 8].  Since then ROC analysis has undergone many 
refinements, including development of more flexible study designs and improved statistical 
techniques [9-21].   ROC studies have become increasingly important and are presently the 
principal methodology for evaluating imaging technologies and/or observer performances. This 
can be seen in the literature where there is a considerable amount of studies in which ROC type 
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methodology is used for this purpose [22-35].   Typically ROC studies require many experienced 
readers evaluating a large set of typical (easy) and subtle (difficult) cases where truth is known in 
order to ascertain statistically reliable results; however, many ROC studies do not include large 
sets of cases and readers because it is to costly and time consuming.   
Sensitivity and specificity are measures of how well a medical test performs, and these 
two measurements are needed to perform ROC analysis [36]. Sensitivity is the fraction of 
patients who are diagnosed with disease who truly have the disease, and specificity is the fraction 
of patients who are not diagnosed with disease who truly do not have disease.  However, 
sensitivity and specificity depend on an upper limit (threshold value or cut point) determined by 
the individual evaluating the patient (e.g. a radiologist) which classifies the patient as diseased 
(abnormal) or non-diseased (normal).  As the upper limit changes sensitivity and specificity will 
change (e.g. if the upper limit is increased, sensitivity will decrease while specificity will 
increase). 
The ROC curve is a plot of the trade off between sensitivity (the true positive fraction 
(TPF) of diseased cases) and 1-specificity (the false positive fraction (FPF) of diseased cases) 
[37].  Specifically, the empirical ROC curve plots the TPF (y axis) vs. the FPF (x axis) for all 
possible threshold values and line segments are used to connect these values. A smooth ROC 
curve can be obtained by fitting a statistical model which assumes an underlying binormal 
distribution (i.e., assuming a normal distribution for both populations of diseased and non-
diseased patients).  Figure 1.1.1 gives an example of a hypothetical empirical ROC curve and a 
smooth ROC curve.   
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Figure 1.1.1: Example of a Smooth ROC curve and an Empirical ROC curve 
 
A number of summary indices can be used to measure the diagnostic accuracy of a test 
[6, 38, and 39].  One of the most frequently used measures of accuracy is the area under the ROC 
curve (AUC). The AUC can be interpreted as the probability of making a correct decision, 
namely, correctly identifying a randomly chosen abnormal patient with greater suspicion for 
disease than that of a randomly chosen normal patient [6, 40].  For example, an AUC equal to 
0.50 corresponds to the situation where both the randomly chosen abnormal and normal patients 
have the same suspicion for disease; essentially the decision could be made with a flip of coin.  
Therefore, a diagnostic or screening test yielding an AUC of 0.50 would not be useful or 
beneficial. An AUC greater than 0.50 would indicate the test has some discriminating ability 
(i.e., the test can differentiate between diseased and non-diseased patients).  It is perhaps thought 
that an AUC in the range of 0.50 to 0.60 would not be considered a good indicator; however, 
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what constitutes as a “good” AUC all depends on the particular medical condition being studied 
and medical test being used [29, 41-46].  
To perform an ROC study a basic design may involve a reader and a set of test cases; 
however, a more typical ROC study involves multiple readers and two or more imaging systems 
to be evaluated [6]. The test cases are comprised of abnormal (subject with disease) and normal 
(subject without disease) findings where truth is known.  The reader then classifies the set of 
cases either on a scale of 1 – 5 (considered rating-scale data) or 0 – 100 (often considered to be 
continuous data). Usually those subjects evaluated as normal are given a rating at the lower end 
of the scale and those subjects evaluated as abnormal are given a rating at the higher end of the 
scale.  Depending on the distribution of the data and the type of data (continuous or ordinal), 
there are several methods for estimating the AUC.   
For continuously distributed data and assuming a binormal model, a smooth ROC curve 
can then be estimated from the data and the AUC is estimated using the parameters (  which 
are functions of the means and standard deviations of the two distributions (diseased and non-
diseased populations). If the data is not binormally distributed but can be transformed to 
binormality then this direct or simple method will also work on the transformed data.  This direct 
or simple method creates an unbiased estimate if the binormality assumption is true, or if the 
original data can be transformed.  Another method for estimating AUC if the underlying 
binormality assumptions are not met but there exists a monotonic transformation is based on two 
transformation models described by Zou and Hall [47].  One model employs a Box-Cox 
transformation to the data to obtain binormality and the other is semiparametric where the 
transformation of the data is unspecified.   
)ba,
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Most often the data is not binormal and sometimes can not be transformed. If the 
binormality assumption is not valid and the data is not transformable to a binormal distribution 
then there are alternative methods to estimating the AUC. One alternative is to obtain parameter 
estimates  through computer software programs developed by Metz et al. [48, 49] based on 
the Dorfman and Alf method [50].    When using this method, for continuous distributions, the 
data is binned so that it is similar to rating scale data and then algorithms developed for rating 
scale data can be applied. The program ROCKIT [48, 49] is used for obtaining maximum 
likelihood estimates (MLEs) from rating scale data and/or continuous data.  This program is also 
used for comparing two datasets that can be paired, partially paired, or unpaired with regard to 
differences between ROC index estimates and parameters.  Another alternative would be to use 
the nonparametric method developed by Delong et al [11] for continuous rating data.  This latter 
method does not assume binormality or even that the data is transformable to a binomial 
distribution. Lastly, Alonzo and Pepe developed an ROC regression model which can be also 
used to fit the binormal ROC curve without making assumptions about distribution of the ratings 
[51]. 
)ˆ,ˆ( ba
1.1.2 Cook’s Distance Measure 
In linear regression analysis Cook’s distance ( ) measures the influence of a single data point 
(observation) on the model estimates.  This is done by deleting the i
id
th observation from the data 
set and running the model again to assess any significant changes in the estimated parameters.  
Specifically, given n observations where k is the number of independent 
parameters and i = 1, 2, …,n, Kleinbaum et al. express the least squares regression model of the 
)X ..., ,X ,X ,(Y iki2i1i
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observed dependent variable Yi as  iikkiii EXXXY +++++= ββββ ...22110 , where Ei is the error 
term for the ith response, and  is the fitted least squares 
regression model, and  is the predicted response model at the 
i
kkXXXY ββββ ˆ...ˆˆˆˆ 22110 ++++=
kkii XiXXiY ββββ ˆ...ˆˆˆˆ 22110 ++++=
th data point.  They further define the ith residual ei as the observed values of Yi minus the 
predicted values of ( ), and the estimate of population variance 
calculated from the sample of the n residuals as 
iYˆ niYYie ii ,...,2,1,ˆ =−=
∑
=−−=
n
i
ieknS 1
22
1
1 . Cook’s distance is given by  
( ) ( )22
2
11 i
ii
i
hSk
h
d e −+=   where 
( )
( ) 2
2
1
1
x
i
i
Sn
XX
n
h −
−+=  (leverage value for the ith observation) 
and (∑
=
−−=
n
i
ix XXn
S
1
22
1
1 ) .  A   value greater than 1 for an observation would suggest influence 
on the model estimates based on an F random variable with k and n-k-1 degrees of freedom.    
 
1.2 STATEMENT OF PROBLEM 
Outliers can have substantial influence on the estimated AUC.   For example, in a study where 
there are 30 positive cases and 50 negative cases, one missed positive case (i.e. rated as 
absolutely normal) would shift the estimate of the area by 2%.  Therefore, motivated by the 
general principle of Cook’s distance to measure influential data points by deleting the ith 
observation and running the model again to assess any significant changes in the model 
estimates, we would like to be able to identify cases that may have a considerable influence on 
the estimated AUC; specifically, by developing a statistical test which will be used to establish if 
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such a case exists and if it is statistically influential.  The test will be used to measure the 
individual effect of an observation (case) on the estimated AUC and will be investigated for both 
an estimator based on the binormal model and the standard nonparametric estimator. 
Specifically, when assuming the binormal model estimates of the parameters ( )ba ˆ,ˆ  will be 
obtained directly from the means and standard deviations of the two distributions, and these will 
be used to obtain an estimate of the AUC.  When no assumption is made regarding the 
underlying distribution estimates will be obtained using the procedure developed by Delong et al 
[11]. 
  In both scenarios (parametric and nonparametric estimation of the AUC) simulations 
will be used to validate the test by estimating type I error for various sample sizes, distributional 
assumptions, and underlying AUC values.  Statistical power will also be determined for both 
scenarios characterizing the occurrence of an outlier when an actually negative (normal) subject 
is rated as abnormal.   
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2.0  CONVENTIONS AND DEFINITIONS 
We consider a population of subjects where true disease status is independently verified and 
known for each subject; therefore, we have a population of normal (N) and abnormal (M) 
subjects based on the presence or absence of disease giving us a total of T subjects (N+M=T). In 
addition, we consider a study in which a reader classifies the population of subjects on a 
continuous rating scale from 0 – 100 as to the presence or absence of disease/abnormality.  
Ratings at the higher end of the scale are more indicative of the presence of disease; therefore, 
lower ratings are less indicative of the presence of disease. Let be the independent 
rating data for the normal subjects and be the independent rating data for the 
abnormal subjects.  
nXXX ,...,, 21
mYYY ,...,, 21
2.1 METHODS 
As stated previously, there are several different methods for fitting an ROC curve.  For the 
purpose of our simulations we will focus on the parametric method which assumes an underlying 
binormal distribution and the method proposed by Delong et al for the nonparametric method.  
For the parametric method the parameters ( )ba,  are related directly to the means and standard 
deviations of the two distributions by the formulas  
Y
XYa σ
µµ −=   and 
Y
Xb σ
σ= , where Xµ and 
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Yµ  are the means and Xσ  and Yσ are the standard deviations of the binormal distribution of test 
cases [52]. The estimate of the AUC is then given by  
)
ˆ1
ˆ
(ˆ
2b
aAz
+
Φ=  
where  
yS
XYa −=ˆ  and 
y
x
S
Sb =ˆ  
and an estimate of the variance of the Az is given by   
)ˆ,ˆ(2)ˆ()ˆ()ˆ( 22 bafgCovbVargaVarfAVar ++=  
where  
,
)ˆ1(2 2
)ˆ1(2/ˆ 22
b
ef
ba
+
=
+−
π
   
32
)ˆ1(2/ˆ
)ˆ1(2
ˆˆ
22
b
ebag
ba
+
−=
+−
π
 
and  
NM
bNaMarVa
2
ˆ2)2ˆ()ˆ(ˆ
22 ++=  
NM
bNMbrVa
2
ˆ)()ˆ(ˆ
2+=  
                                                        
N
babavCo
2
ˆˆ
)ˆ,ˆ(ˆ =                                              [13, 52]. 
 To obtain the nonparametric estimate of the AUC we used the procedure proposed by 
Delong et al [11] where the estimate of the AUC is given by 
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∑∑
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and variance of the AUC is estimated by 
( )
N
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N
M
AYV
M
AVar
N
i
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2 ]ˆ)([
1
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1
1
ˆ ,   
and the X and Y components are computed as 
                 ( )∑
=
Ψ=
M
j
jii YXM
XV
1
,1)( , (∑
=
Ψ=
N
i
jij YXN
YV
1
,1)( )                          [11, 52]. 
2.2 DERIVATION OF TEST 
As stated previously, we would like to be able to identify cases that may have a considerable 
influence on the estimated area under the ROC curve.   We will measure influential data points 
by deleting the ith observation and re-estimating area to assess any significant changes in the 
estimated area.  The null hypothesis we wish to test is that the area under the ROC curve (AUC) 
denoted by is equal to the area with the iTA
th observation (case) deleted denoted by ; that is 
H
)( iA −
O:   against H)( iT AA −= A: . To test this hypothesis we propose the test statistic: )( iT AA −≠
( )
)ˆˆ(
ˆˆ
)( iT
Ti
AAVar
AA
Z
−
−
−
−=  
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Under the null hypothesis we will investigate whether this test statistic is asymptotically 
normally distributed. We derive the variance of the differences by utilizing the jackknife 
technique.   
Jackknife is a technique used to reduce bias and was first developed by Quenouille 
(1956) [53, 54] and named by Tukey (1958) [55]. Later, the jackknife method was applied to 
ROC analysis [16].  The basic idea of the jackknife technique involves estimating a parameter θ  
called the jackknife estimator which we denote by θ~ . The jackknife estimator is obtained using 
pseudovalues, which are estimates where the ith observation has been deleted.  The ith 
pseudovalue ( iθ~  ) is defined as  
( )ini nn −−−= θθθ ˆ)1(ˆ~  
 where  is the parameter estimate with all the data,  is the parameter estimate with the inθˆ ( )i−θˆ th 
observation deleted, and n is the total sample size.  The pseudovalues are known to be 
asymptotically identically and independently distributed (iid) normal random variables.  The 
jackknife estimate is defined to be the mean of the pseudovalues 
∑
=
=
n
i
in 1
~1~ θθ  
and the variance of the pseudovalues is the estimate of the variance of θ~ .   If we apply this 
jackknife method to the MLE estimate of area under the ROC curve, this procedure would 
estimate the area (denoted by A ) T times since there are T total cases.  Let  denote the 
estimate of 
)(
ˆ
iA −
A  with the ith case deleted, and let iA
~  denote the ith pseudovalue where 
)(
ˆ)1(ˆ~ iTi ATATA −−−=  
and can be rewritten as 
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)ˆˆ)(1(ˆ~ )( iTTi AATAA −−−+= . 
Then the jackknife estimate denoted by A~   is the mean of the pseudovalues so that 
∑
−
=
T
i
iAT
A
1
~1~  
and since iA
~  are asymptotically iid  
[ ]AVar ~ ≈ ]~[1 iAVarT . 
In addition,  
2]ˆ[]~[ σ=≈ TAVarAVar ; 
therefore, this implies  
2]~[ σTAVar i = . 
To derive we know in some cases of unbiased statistic the estimated area under 
the ROC curve is equal to the jackknife estimate, that is 
)ˆˆ( )( iT AAVar −−
AAT
~ˆ =  and 
1
~~
1
ˆ~
ˆˆ
)( −
−≈−
−=− − T
AA
T
AAAA iTiiT . 
Therefore,  
]~~[
)1(
1]ˆ~[
)1(
1]ˆˆ[ 22)( AAVarT
AAVar
T
AAVar iTiiT −−≈−−=− −  
[ ])]~,~(2)~()~(
)1(
1
2 AACovAVarAVarT ii
−+−= )1(
2
)1(
1 2222
2 −=⎥⎦
⎤⎢⎣
⎡ −+−≈ TTTTT
σσσσ . 
Based on the above derivation, the test statistic for the hypothesis HO: )( iT AA −=  is 
                                     ( )
)1()ˆ(
ˆˆ
−
−= −
TAVar
AA
Z
T
Ti                                          2.2.a 
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where T is the total number of normal (N) and abnormal (M) cases (i.e., T = N+M). The 
distributional properties of the test statistic will be investigated by simulating the type I error in 
testing Ho: and estimating statistical power for a specified number of cases. )( iT AA −=
2.3 SIMULATION DESCRIPTION 
To determine the adequacy of our assumption of a normal approximation of the test statistic we 
modeled rating data for samples of normal and abnormal subjects generated from a binormal 
distribution.  Let , i = 1, …n, be independently normally distributed random variables of 
ratings for normal subjects, i.e.,
iX
),( 2
...
~ XX
dii
i NX σµ , and , j = 1, …m, be independently 
normally distributed random variables of ratings for abnormal subjects, i.e., 
jY
),( 2
...
~ YY
dii
j NY σµ . 
Parametric and nonparametric estimates of the area under the ROC curve (AUC) and the 
variance of the AUC were then estimated on the complete dataset. To obtain parametric 
estimates we used parameters  so that ),( ba
yS
XYa −=ˆ  and 
y
x
S
S
b =ˆ , and to obtain nonparametric 
estimates we used the procedure developed by Delong et al. [11].  Then using the same methods 
we obtained parametric and nonparametric estimates on the data with the ith subject removed and 
computed the test statistic given in 2.2.a. We investigated the distributional properties of the test 
statistic obtained by both the parametric and nonparametric methods. 
 The variance estimator of the numerator of the test statistic, also called the jackknife 
influence value (Efron and Tibshirani 1993), derived in section 2.2 is based on the one-sample 
jackknife technique.  Such a variance estimator estimates the variance when jackknife 
 14 
pseudovalues can be based on either normal or abnormal subjects with the probability 
proportional to the sample prevalence.  Namely, the variance estimator provides an estimate of 
the variability of the jackknife influence value based on a subject randomly selected from the 
sample with a structure similar to the one in the observed sample. 
 This procedure allows for a simplification in the simulation model when ratings for 
normal and abnormal subjects are normally distributed with the same variance and an 
unbalanced sample is used.  Namely, we can simulate test statistics based only on a deleted 
normal subject.  The results of the observed test will be the same due to the equality of the 
distributions of the pseudovalues based on normal or abnormal subjects. 
 We adopt this simplified approach.  A more general simulation model applicable to when 
sample sizes or variances are unequal can be constructed by randomly choosing between deleting 
a normal or abnormal subject with probability proportional to the sample prevalence. 
2.4 SIMULATION STUDY TO ESTIMATE TYPE I ERROR 
Simulations were performed using the software package SAS (version 9.1; SAS Institute, Cary, 
NC).  In SAS, the simulation model is defined by a set of parameters specified by the user.  By 
changing the parameters we are able to simulate data for different sample sizes (total number of 
normal and abnormal subjects (T=N+M)), AUCs, slope parameter b , and the mean and standard 
deviation of the normally distributed random variables of ratings for normal subjects which 
would then determine the distribution of ratings for abnormal subjects. Specifically, simulations 
were performed for 1) different sample sizes which included N=20 and M=20, N=40 and M=40, 
N=60 and M=60, and N=100 and M=100, 2) different values of AUC which included 0.50, 0.65, 
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0.75, 0.85, and 0.95, 3) , and 4) ratings for normal subjects distributed as . 
Note the derived test statistic with the considered estimation approaches is invariant with respect 
to location-scale transformations.  For considered scenarios we simulated from 10,000 datasets. 
Software code is provided in Appendix A. 
1=b )64,16(~
...
NX
dii
i
2.4.1 Results 
Observed type I error rates of the test statistic at an alpha = 0.05 are provided in Table 2.4.1.1 
and illustrated in Figure 2.4.1.1 for both the parametric and nonparametric estimate methods for 
different values of AUC, different sample sizes, 1=b , and ratings for normal subjects 
distributed . Figures 2.4.1.2 – 2.4.1.5 illustrates the distributions of the test 
statistic for the parametric and nonparametric estimation methods for the smallest and largest 
values of AUC and sample sizes.  
)64,16(~
...
NX
dii
i
When AUC is estimated parametrically the type I error seems to be appropriate for all 
considered parameters. A slight variability of the estimates can be attributed to the sampling 
error since all the estimates are within the bounds of reasonable values observable with 10,000 
replications.  
For the nonparametric estimation of AUC the type I error increases with AUC for all 
sample sizes until it reaches an AUC = 0.95 then it decreases.  In addition, type I error of the test 
statistic is very low for AUC = 0.50 and decreases with increasing sample size.  Figures 2.4.1.2 – 
2.4.1.4 demonstrate that the distribution of the statistic with the nonparametric estimation of 
AUC is not normally distributed.  For AUC = 0.50 and sample sizes T = 40 and T = 200, the 
distribution appears to be almost uniform and then skews to the right at AUC = 0.95. 
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Table 2.4.1.1: Type I Error Rate 
 
  Total Sample Size (T) 
Method AUC 
40 
subjects 
80 
subjects 
120 
subjects 
200 
subjects 
parametric 0.50 0.056 0.053 0.053 0.051 
 0.65 0.052 0.048 0.047 0.045 
 0.75 0.052 0.049 0.049 0.050 
 0.85 0.053 0.053 0.053 0.053 
 0.95 0.052 0.053 0.053 0.054 
      
nonparametric 0.50 0.019 0.009 0.005 0.002 
 0.65 0.041 0.039 0.038 0.041 
 0.75 0.059 0.060 0.061 0.061 
 0.85 0.065 0.066 0.064 0.065 
 0.95 0.059 0.053 0.054 0.053 
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Figure 2.4.1.1: Type I Error of the test statistic for both parametric and non-parametric 
estimation of AUC. 
 
 
 
 
Figure 2.4.1.2: Distributions of test statistic for small sample size and low AUC 
 a) Distribution of test statistic using the parametric method for estimating AUC = 0.50, sample size T = 
40, and b=1; b) Distribution of test statistic using the nonparametric method for estimating AUC = 0.50, 
sample size T = 40, and b=1. 
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Figure 2.4.1.3: Distributions of test statistic for small sample size and high AUC 
a) Distribution of test statistic using the parametric method for estimating AUC = 0.95, sample size T = 
40, and b=1; b) Distribution of test statistic using the nonparametric method for estimating AUC = 0.95, 
sample size T = 40, and b=1 
 
 
             
 
Figure 2.4.1.4: Distributions of test statistic for large sample size and low AUC 
a) Distribution of test statistic using the parametric method for estimating AUC = 0.50, sample size T = 
200, and b=1; b) Distribution of test statistic using the nonparametric method for estimating AUC = 0.50, 
sample size T = 200, and b=1. 
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Figure 2.4.1.5: Distributions of test statistic for large sample size and high AUC 
a) Distribution of test statistic using the parametric method for estimating AUC = 0.95, sample size T = 
200, and b=1; b) Distribution of test statistic using the nonparametric method for estimating AUC = 0.95, 
sample size T = 200, and b=1. 
2.4.2 Summary 
For most scenarios the type I error of the test statistic is more dependent on how the AUC is 
estimated (parametric or nonparametric estimation) and the value of the true AUC, rather than 
the sample size.  Namely, we found for the nonparametric estimation of AUC the test statistic 
failed to achieve the nominal type I error for many underlying AUCs and did not appear to 
approach normality in the range we investigated; therefore, based on our limited simulation study 
for type I error, the considered statistic based on nonparametric AUC estimator does not appear 
to be a useful method for detecting or assessing influence of outliers on the estimated AUC.  
However, the parametric test statistic provided reasonable type I error rate for both small and 
large sample sizes and for AUCs in the range we investigated.  
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2.5 SIMULATION STUDY TO ESTIMATE POWER 
Simulations were performed using the same program as described for estimating type I error, but 
with some modifications to the program. To estimate the power (i.e., probability of rejecting the 
null hypothesis when it is known to be false) of the test statistic we assume a specific observation 
(rating) came from a population with a different true AUC.  If this is true we can then generate 
an observation from a different population of normally distributed normal or abnormal subjects 
and include it in the generated sample of normal or abnormal rating data. We then estimate AUC 
for the entire sample and then estimate AUC again with the observation from the different 
population deleted to calculate the test statistic and estimate power.  Similar to the type I error 
investigation, for the considered parameters of the simulation study (i.e. equal sample sizes and 
variances of ratings) we can simplify the numerical investigation by considering only normal 
outliers in the normal set of cases. Thus, we estimated statistical power by generating an 
observation (outlier) from a different population of normal subjects.  Since absolute values 
greater than three standard deviations are unlikely we generate our different population of 
normal subjects with mean three standard deviations away from the generated sample mean of 
our original distribution of normal rating data to obtain our outlier.  Note we will have greater 
statistical power to detect outliers greater than three standard deviations away from the mean of 
our original distribution of normal rating data. We again simulated from 10,000 datasets. 
2.5.1 Results   
The observed power estimates of the test statistic are provided in Table 2.5.1.1 and illustrated in 
Figure 2.5.1.1 for both the parametric and nonparametric estimate methods for the scenario of a 
 21 
normal subject being rated as abnormal.  We estimated power for different values of AUC which 
included 0.50, 0.65, 0.75, 0.85, and 0.95, different sample sizes which included N=20 and M=20, 
N=40 and M=40, N=60 and M=60, and N=100 and M=100, 1=b , rating data for a sample of 
normal and abnormal subjects generated from a binormal distribution with normal subjects 
distributed )64,35(~
...
NX
dii
i , and to generate a higher rating for a normal subject the normal 
single rating data (i.e., the outlier) was generated from a population of normal subjects 
distributed .  )64,59(~
...
NX
dii
i
We observe increasing statistical power with increasing sample size with the exception of 
estimating AUC by the nonparametric method for AUC = 0.50 where the statistical power 
decreases with increasing sample size.  We would expect increasing power with increasing 
sample size since as AUC increases the variance of AUC decreases much faster than sample 
increases; the unexpected result for AUC of 0.50 seems to be caused by rapid decrease of the 
type I error rate. Another unusual observation is the decrease in power at AUC = 0.95 for the 
nonparametric method, this phenomenon is also likely to be caused by a corresponding decrease 
in the type I error rate.  We also observe increasing power as AUC increases until AUC reaches 
0.95 where it levels off.  
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Table 2.5.1.1: Power when a single normal rating is generated from a different population 
 
   Total Sample Size (T) 
 Average AUC AUC     
Method  with outlier 
 with out 
outlier 
40 
subjects 
80 
subjects 
120 
subjects 
200 
subjects 
parametric 0.48 0.50 0.723 0.795 0.818 0.834 
 0.62 0.65 0.853 0.878 0.884 0.892 
 0.72 0.75 0.875 0.895 0.900 0.906 
 0.82 0.85 0.884 0.902 0.909 0.913 
 0.93 0.95 0.884 0.902 0.909 0.913 
       
nonparametric 0.49 0.50 0.139 0.102 0.072 0.042 
 0.63 0.65 0.633 0.753 0.802 0.852 
 0.73 0.75 0.842 0.898 0.910 0.919 
 0.83 0.85 0.892 0.916 0.922 0.926 
 0.93 0.95 0.889 0.900 0.905 0.909 
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Figure 2.5.1.1: Power when a single normal rating is generated from a different population   
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2.5.2 Summary 
In our limited simulation study reasonable power was achieved for the parametric test statistic.  
Specifically, reasonable power was achieved for AUC values in the range of 0.65 to 0.95 for T ≥ 
40 and for AUC = 0.50 reasonable power was achieved for T ≥ 120. However, for the 
nonparametric estimation method we observed similar patterns in the power as we did for the 
type I error rates. Therefore, based on the type I error and power results, the proposed test would 
be useful when AUC is estimated by parametric methods and not when AUC is estimated by 
nonparametric methods.   
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3.0  CONCLUSION AND DISCUSSION 
To the best of our knowledge, outliers and influential data points in ROC analysis have not been 
investigated to date.  In this work we attempted to derive a test statistic that is approximately 
normally distributed asymptotically for the detection of outliers and evaluation of potential 
influence on one of the more frequently used measures of accuracy (i.e., the area under the ROC 
curve – AUC) in ROC analysis.  Research regarding the detection and the evaluation of outliers 
is important in determining the accuracy of conclusions.  Evaluating outliers may be especially 
important for the ROC model since subtle (difficult) cases have the potential for being miss-
diagnosed by a reader (e.g. a difficult positive case is rated as an unquestionably negative case), 
and this can have a considerable influence on the estimated area under the ROC curve. Once an 
outlier(s) is flagged and evaluated as to whether it causes considerable influence on the estimated 
parameter of interest then the outlier can be investigated further.  Namely, is the outlier a result 
of a data entry error, sampling error, an indication of some other problem, or a “true” outlier (i.e. 
not an error or any other problem with the data set)?  Whatever the cause, after further 
investigation, more accurate or suitable conclusions can then be made regarding the outcome of 
the analysis of the data set in question.    
In our study we investigated the distributional properties of the derived test statistic when 
AUC is estimated assuming the binormal distribution and by the nonparametric method proposed 
by Delong et al [11] to assess if the statistic is a reasonable test. We estimated type I error and 
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power for various parameters and scenarios.  We found for the nonparametric estimation of AUC 
the test statistic failed to achieve the nominal type I error for many underlying AUCs and did not 
appear to approach normality in the range we investigated.  The developed test statistic when 
based on the nonparametric estimator of the AUC appeared to have a highly non-normal 
distribution. Therefore, in its current form the  nonparametric test does not appear to be a useful 
method for detecting or assessing influence of outliers on the estimated AUC. The reasons for 
such unusual behavior of the nonparametric test statistic warrant further investigation. An 
alternative approach could be to explore a modified permutation test for the detection and 
influence of outliers. 
The parametric test statistic provided reasonable type I error for both small and large 
sample sizes and for all considered AUCs.  In addition, in our limited simulation study 
reasonable power was achieved for the parametric test statistic.  Specifically, reasonable power 
was achieved for AUC values in the range of 0.65 to 0.95 for T ≥ 40 and for AUC = 0.50 
reasonable power was achieved for T ≥ 120. Therefore, the proposed test would be useful when 
AUC is estimated by parametric methods for T ≥ 40 for AUC values in the range of 0.65 to 0.95 
and for AUC values in the range of 0.50 to 0.95 for larger sample sizes (i.e., T ≥ 120).  In these 
particular situations the test statistic would be a useful tool for the assessing the influence, if any, 
of a single observation on the estimated AUC provided the data has an underlying binormal 
distribution.  In addition, the test would be easy to implement and normal tables can be used to 
obtain the significance level.     
One of the limitations of the considered parametric test includes the underlying 
binormality assumption of the data. In reality, most often, ROC type data is not binormally 
distributed.  However, the simple parametric method described in this work can be used on 
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transformed data.  Namely, if the data has one-to-one transformational properties then the data 
can be transformed to binormality and AUC can then be estimated by the parametric method on 
the transformed data.   
 Several issues or limitations apply to both parametric and nonparametric estimation 
methods. First, we observed the derived distribution of the test statistic skew to the right as the 
AUC increased. This phenomenon is due to the fact that as the AUC increases the AUC 
approaches its absolute bound of 1.0.  Some skew-alleviating transformations, such as logit or 
probit, can be considered to address this problem.   
Second, the formula for the variance estimator derived in section 2.2 reflects the 
variability of the numerator (i.e., the jackknife influence values) when these are based on the 
subject randomly selected from a sample with fixed prevalence of abnormal subjects.  While 
such property permits making inferences blindly to the true status of the subjects (hence are 
likely to be useful for a more complex problem of detecting an outlier), in some instances it may 
also be useful to implement another approach.  Namely, for investigating a given observation 
with known truth status (i.e., conditioning on the true status) one might want to know the 
variability of the jackknife influence values based only on normal or abnormal subjects.  The 
formula for the corresponding variance estimator can also be derived for the nonparametric AUC 
estimator and might be derivable for a general AUC estimator.  This problem, however, is 
outside the scope of this work. 
   Third, in the regression setting a modified residual is often considered where the 
modification is obtained by excluding the “tested” observation from the variance estimation.  A 
similar approach can be implemented in our problem; however, our preliminary studies do not 
indicate any substantial improvement in using such modification. 
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Lastly, we investigated only the case of equal sample sizes.  Often ROC data does not 
include equal sample sizes and in fact these studies usually include a larger sample of normal 
subjects.  We might expect an outlier to have greater influence on the AUC if the outlier is 
located in the smaller abnormal sample. Possible future work in this area could include a more in 
depth investigation of the possible effects of different sample sizes and where the outlier is 
located (i.e., normal or abnormal subjects) on the type I error and power of the parametric test 
developed and investigated in this work.  However, for this investigation a two-sample jackknife 
approach should be considered. 
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APPENDIX A 
[SAS PROGRAM] 
%macro simulations(n_sim=, n_x=, n_y=, t_auc=, b=, mu_x=, s_x=); 
 
 %do sim=1 %to &n_sim; 
 /************************************************* 
  Simulated Dataset 
 *************************************************/ 
  
 Data rdata; 
  www=mod(&sim,10); 
  sss = &sim; 
  if www = 0 then do; 
   put 'sim=' sss; 
   end; 
 
  seed = 56832+&sim*100; 
   
  n_x=&n_x;     /*Number of cases*/ 
  n_y=&n_y; 
  n_t=n_x+n_y; 
 
 
  t_auc=&t_auc; 
  b=&b; 
 
/*Normal cases*/ 
  mu_x=&mu_x;     
  s_x=&s_x; 
 
/*Abnormal cases*/ 
  s_y=s_x/b; 
  mu_y=mu_x+s_y*sqrt(1+b**2)*probit(t_auc);  
   
 
  id_x=0;     /*Id's for subjects*/ 
  id_y=0; 
  do id = 1 to n_t; 
   call rannor(seed, z); 
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    if id <= n_x then do; 
     id_x=id; 
     rating = mu_x + (s_x*z); 
     abnormal = 0; 
  /* Abnormality status, 0-normal (X)*/ 
end; 
    else  do; 
     id_y=id-n_x; 
     rating = mu_y + (s_y*z); 
     abnormal = 1;      
     /*Abnormality status, 1-abnormal (Y)*/ 
     end; 
   output; 
   id_x=0; 
   id_y=0; 
  end; 
 run; 
 title1 "Rating Dataset"; 
 
  
 
 /* This section of the program is for the power simulation where we 
   get a single normal data point from a different distribution*/ 
 Data single; 
  seed2 = 634285+&sim*100; 
 
 
  mu_x=59;    /*Normal cases*/ 
  s_x=8; 
 
  call rannor (seed2,z); 
  rating = mu_x + (s_x*z); 
  abnormal = 0; 
  id=10000; 
       output;   
    run;   
 
  
 
 data rboth; 
  set rdata single; 
 run; 
 
 proc sort data=rboth; 
  by abnormal; 
 run; 
 
  
 
/*Run the programs on Complete data*/ 
 %nmle_auc(datain=rboth,rating=rating,abnormal=abnormal, 
      dataout=nmle_out, create=1, key=0); 
 
 %delong_auc(datain=rboth,rating=rating,abnormal=abnormal, 
      dataout=delong_out, create=1, key=0); 
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 /*Jackknife all subjects*/ 
 title1 "jackknifed data"; 
 %jackknife_data(data=rboth,id=id, id_min=10000, id_max=10000); 
 
 /*Merging the results*/ 
 data all_out; 
  merge nmle_out delong_out ; 
  by key; 
 run; 
 
  
  
 /* Compute statistic */ 
 proc sort data=all_out; 
  by key; 
 run; 
 
 data one_sim; 
  set all_out; 
  retain auc_nmle0 s2_nmle0 auc_delong0 s2_delong0 nt0; 
   if key = 0 then do; 
    auc_nmle0 = auc_nmle; 
    s2_nmle0 = s2_nmle; 
    auc_delong0 = auc_delong; 
    s2_delong0 = s2_delong; 
    nt0 = nt; 
   end; 
 
  /*calculate statistic*/ 
  L_nmle = (auc_nmle - auc_nmle0)/(sqrt(s2_nmle0/(nt0-1))); 
  L_delong = (auc_delong - auc_delong0)/(sqrt(s2_delong0/(nt0-1))); 
 
  /*calculate probability*/ 
  normp1 = 1 - probnorm(ABS(L_nmle)); 
  normp2 = 1 - probnorm(ABS(L_delong)); 
 
   if normp1 <= .025 then do; 
    sum1 = 1; 
    end; 
   else do; 
    sum1 = 0; 
    end; 
 
 
   if normp2 <= .025 then do; 
    sum2 = 1; 
    end; 
   else do; 
    sum2 = 0; 
    end; 
 
 
  sim=&sim; 
 
  if key = 0 then delete; 
 run; 
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  %if &sim=1 %then %do; 
      data all_sim; 
        set one_sim; 
      run; 
      %end; 
     %else %do; 
      data all_sim; 
       set all_sim one_sim; 
      run; 
      %end; 
   
 %end; 
 
  
%mend; 
option nonotes; 
option pagesize=100; 
%simulations(n_sim=10000, n_x=99, n_y=100, t_auc=.65, b=1, mu_x=35, s_x=8) 
 
proc means data=all_sim mean var; 
 var auc_nmle0 auc_delong0 s2_nmle0 s2_delong0  
  auc_nmle auc_delong 
  L_nmle L_delong sum1 sum2; 
run; 
 
 
Proc univariate data=all_sim; 
 var L_nmle L_delong; 
 title1 "Distribution of Test Statistic"; 
 histogram L_nmle L_delong/ normal(noprint color=red)  
        kernel(noprint color=blue) cfill=ligr;  
 
run; 
 
/************************************************ 
 Naive MLE Estimates 
************************************************/ 
%macro nmle_auc(datain=,rating=,abnormal=, 
    dataout=,create=1,key=); 
 
Proc iml; 
 
 use &datain; 
 read all var {&rating} into x where (&abnormal = 0); 
 read all var {&rating} into y where (&abnormal = 1); 
 
 mux=x[:]; 
 muy=y[:]; 
 
 ssx=(x-mux); 
 ssx2=ssx##2; 
 ssqx=sum(ssx2); 
 
 ssy=(y-muy); 
 ssy2=ssy##2; 
 ssqy=sum(ssy2); 
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 nx=nrow(x); 
 ny=nrow(y); 
 nt=nx+ny; 
 
 sigma_x=sqrt(ssqx/(nx-1)); 
 sigma_y=sqrt(ssqy/(ny-1)); 
 
 /* ROC Parameters */ 
 a=(muy-mux)/(sigma_y); 
 b=sigma_x/sigma_y; 
 
 s2_a=(ny*(a**2+2)+(2*nx*b**2))/(2*nx*ny); 
 s2_b=((ny+nx)*b**2)/(2*ny*nx); 
 cov_ab=(a*b)/(2*nx); 
 
 /* Naive MLE of the AUC */ 
 auc_nmle=probnorm(a/(sqrt(1+(b**2)))); 
  
 /* Variance of Naive MLE of the AUC*/ 
 pi=constant ); ('PI'
 f=exp(-(a**2/(2*(1+b**2))))/ 
  sqrt(2*pi*(1+b**2)); 
 g=-a*b*exp(-(a**2/(2*(1+b* 2))))/ *
  sqrt(2*pi*(1+b**2)**3); 
 s2_nmle=(f**2*s2_a)+(g**2*s2_b)+(2*f*g*cov_ab); 
 
 /*Output*/ 
 if &create  then  create &dataout var {key auc_nmle s2_nmle nt}; 
    else  edit &dataout; 
 
 key=&key; 
 append var {key auc_nmle s2_nmle nt}; 
quit; 
 
%mend; 
 
 
/************************************************ 
 Nonparametric Estimates 
************************************************/ 
%macro delong_auc( datain=,rating=,abnormal=, 
     dataout=, create=, key=); 
 
proc iml; 
 
 use &datain; 
 read all var {&rating} into x where (&abnormal = 0); 
 read all var {&rating} into y where (&abnormal = 1); 
 
 nx=nrow(x); 
 ny=nrow(y); 
 
 
 /*Matrix of order indicators*/ 
 temp_x=repeat(x,1,ny); 
 temp_y=repeat(y`,nx,1); 
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 psi=(temp_x<temp_y)+0.5*(temp_x=temp_y); 
 
 /*Nonparametric AUC estimator*/ 
 auc_delong=psi[:];  
 
 /*Variance of the nonparametric AUC (DeLong)*/ 
 Vx=psi[,:]-auc_delong; 
 Vy=psi[:,]-auc_delong; 
 
 s2_delong=Vx[##]/(nx*(nx-1))+Vy[##]/(ny*(ny-1)); 
 
 /*Output*/ 
 if &create  then  create &dataout var {key auc_delong s2_delong}; 
    else  edit &dataout; 
 
 key=&key; 
 append var {key auc_delong s2_delong}; 
quit; 
%mend; 
 
/************************************************ 
 Jackknifing the data 
************************************************/ 
%macro jackknife_data(data=, id=, id_min=, id_max=,id_step=); 
 %do i=&id_min %to &id_max; 
  data i_minus; 
   set &data; 
   if &id^=&i; 
  run; 
    
  %nmle_auc(datain=i_minus,rating=rating,abnormal=abnormal, 
     dataout=nmle_out, create=0, key=&i); 
 
  %delong_auc(datain=i_minus,rating=rating,abnormal=abnormal, 
     dataout=delong_out, create=0, key=&i); 
  
 %end;  
  
%mend; 
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