I. INTRODUCTION
In video coding, as standardized by MPEG or the ITU-T H.26x recommendations, the encoder exploits the statistics of the source signal. This principle seems so fundamental that it is rarely questioned. However, efficient compression can also be achieved by exploiting source statistics-partially or wholly-at the decoder only. This surprising insight is the consequence of information-theoretic bounds established in the 1970s by Slepian and Wolf for distributed lossless coding, and by Wyner and Ziv for lossy coding with decoder side information. Schemes that build upon these theorems are generally referred to as distributed coding algorithms.
The recent first steps toward practical distributed coding algorithms for video have lead to considerable excitement in the community. We review these advances in our paper. Distributed coding is a radical departure from conventional, nondistributed coding. Therefore, Section II of our paper will be devoted to understanding the foundations of distributed coding and compression techniques that exploit receiver side information. In Section III, we show how video compression with low encoder complexity is enabled by distributed coding. Distributed coding exploits the source statistics in the decoder and, hence, the encoder can be very simple, at the expense of a more complex decoder. The traditional balance of complex encoder and simple decoder is essentially reversed. Such algorithms hold great promise for new generations of mobile video cameras. In Section IV, we discuss the inherent robustness of distributed coding schemes and then review unequal error protection for video that protects the video waveform (rather than the compressed bit stream) with a lossy source-channel code, another new application that builds upon distributed compression algorithms.
II. FOUNDATIONS OF DISTRIBUTED CODING

A. Slepian-Wolf Theorem for Lossless Distributed Coding
Distributed compression refers to the coding of two (or more) dependent random sequences, but with the special twist that a separate encoder is used for each (Fig. 1) . Each encoder sends a separate bit stream to a single decoder which may operate jointly on all incoming bit streams and thus exploit the statistical dependencies. X and Y [1] .
Fig. 3.
Compression of a sequence of random symbols X using statistically related side information Y . We are interested in the distributed case, where Y is only available at the decoder, but not at the encoder.
Consider two statistically dependent independent identically distributed (i.i.d.) finite-alphabet random sequences and . With separate conventional entropy encoders and decoders, one can achieve and , where and are the entropies of and , respectively. Interestingly, we can do better with joint decoding (but separate encoding), if we are content with a residual error probability for recovering and that can be made arbitrarily small (but, in general, not zero) for encoding long sequences. In this case, the Slepian-Wolf theorem [1] establishes the rate region (see Fig. 2 ) Surprisingly, the sum of rates can achieve the joint entropy , just as for joint encoding of and , despite separate encoders for and .
Compression with decoder side information (Fig. 3) is a special case of the distributed coding problem (Fig. 1) . The source produces a sequence with statistics that depend on side information . We are interested in the case where this side information is available at the decoder, but not at the encoder. Since is achievable for (conventionally) encoding , compression with receiver side information corresponds to one of the corners of the rate region in Fig. 2 and, hence , regardless of the encoder's access to side information .
B. Practical Slepian-Wolf Coding
Although Slepian and Wolf's theorem dates back to the 1970s, it was only in the last few years that emerging applications have motivated serious attempts at practical techniques. However, it was understood already 30 years ago that Slepian-Wolf coding is a close kin to channel coding [2] . To appreciate this relationship, consider i.i.d. binary sequences and in Fig. 3 . If and are similar, a hypothetical "error sequence" consists of zeros, except for some ones that mark the positions where and differ. To "protect" against errors , we could apply a systematic channel code and only transmit the resulting parity bits. At the decoder, one would concatenate the parity bits and the side information and perform error-correcting decoding. If and are very similar indeed, only few parity bits would have to be sent, and significant compression results. We emphasize that this approach does not perform forward error correction (FEC) to protect against errors introduced by the transmission channel, but instead by a virtual "correlation channel" that captures the statistical dependence of and the side information .
In an alternative interpretation, the alphabet of is divided into cosets and the encoder sends the index of the coset that belongs to [2] . The receiver decodes by choosing the codeword in that coset that is most probable in light of the side information . It is easy to see that both interpretations are equivalent. With the parity interpretation, we send a binary row vector , where is the generator matrix of a systematic linear block code . With the coset interpretation, we send the "syndrome" , where is the parity check matrix of a linear block code . If , the transmitted bit streams are identical. Most distributed source coding techniques today are derived from proven channel coding ideas. The wave of recent work was ushered in 1999 by Pradhan and Ramchandran [3] . Initially, they addressed the asymmetric case of source coding with side information at the decoder for statistically dependent binary and Gaussian sources using scalar and trellis coset constructions. Their later work [4] - [7] considers the symmetric case where and are encoded with the same rate. Wang and Orchard [8] used an embedded trellis code structure for asymmetric coding of Gaussian sources and showed improvements over the results in [3] .
Since then, more sophisticated channel coding techniques have been adapted to the distributed source coding problem. These often require iterative decoders, such as Bayesian networks or Viterbi decoders. While the encoders tend to be very simple, the computional load for the decoder, which exploits the source statistics, is much higher. García-Frías and Zhao [9] , [10] , Bajcsy and Mitran [11] , [12] , and our own group [13] independently proposed compression schemes where statistically dependent binary sources are compressed using turbo codes. It has been shown that the turbo code-based scheme can be applied to compression of statistically dependent nonbinary symbols [14] , [15] and Gaussian sources [13] , [16] as well as compression of single sources [10] , [17] - [19] . Iterative channel codes can also be used for joint source-channel decoding by including both the statistics of the source and the channel in the decoding process [13] , [17] - [21] . Liveris et al. [21] - [23] , Schonberg et al. [24] - [26] , and other authors [27] - [30] have suggested that low-density parity-check (LDPC) codes might be a powerful alternative to turbo codes for distributed coding. With sophisticated turbo codes or LDPC codes, when the code performance approaches the capacity of the correlation channel, the compression performance approaches the Slepian-Wolf bound.
C. Rate-Distortion Theory for Lossy Compression With Receiver Side Information
Shortly after Slepian and Wolf's seminal paper, Wyner and Ziv [31] - [33] extended this work to establish informationtheoretic bounds for lossy compression with side information at the decoder. More precisely, let and represent samples of two i.i.d. random sequences, of possibly infinite alphabets and , modeling source data and side information, respectively. The source values are encoded without access to the side information (Fig. 4) . The decoder, however, has access to , and obtains a reconstruction of the source values in alphabet . A distortion is acceptable. The Wyner-Ziv rate-distortion function then is the achievable lower bound for the bit-rate for a distortion . We denote by the rate required if the side information were available at the encoder as well.
Wyner and Ziv proved that unsurprisingly, a rate loss is incurred when the encoder does not have access to the side information. However, they also showed that in the case of Gaussian memoryless sources and mean-squared error distortion [31] , [33] . This result is the dual of Costa's "dirty paper" theorem for channel coding with sender-only side information [34] - [37] . As Gaussian-quadratic cases, both lend themselves to intuitive sphere-packing interpretations.
also holds for source sequences that are the sum of arbitrarily distributed side information and independent Gaussian noise [37] . For general statistics and a mean-squared error distortion measure, Zamir [38] proved that the rate loss is less than 0.5 b/sample.
D. Practical Wyner-Ziv Coding
As with Slepian-Wolf coding, efforts toward practical Wyner-Ziv coding schemes have been undertaken only recently. The first attempts to design quantizers for reconstruction with side information were inspired by the information-theoretic proofs. Zamir and Shamai [39] (see also [40] ) proved that under certain circumstances, linear codes and nested lattices may approach the Wyner-Ziv rate-distortion function, in particular if the source data and side information are jointly Gaussian. This idea was further developed and applied by Pradhan et al. [3] , [41] , [42] and Servetto [43] , who published heuristic designs and performance analysis focusing on the Gaussian case, based on nested lattices. Xiong et al. [44] , [45] implemented a Wyner-Ziv encoder as a nested lattice quantizer followed by a Slepian-Wolf coder, and in [46] , a trellis-coded quantizer was used instead (see also [47] ).
In general, a Wyner-Ziv coder can be thought to consist of a quantizer followed by a Slepian-Wolf encoder, as illustrated in Fig. 5 . The quantizer divides the signal space into cells, which, however, may consist of noncontiguous subcells mapped into the same quantizer index . This setting was considered, e.g., by Fleming, Zhao and Effros [48] , who generalized the Lloyd algorithm [49] for locally optimal fixed-rate Wyner-Ziv vector quantization design. Later, Fleming and Effros [50] included rate-distortion optimized vector quantizers in which the rate measure is a function of the quantization index, for example, a codeword length. Unfortunately, vector quantizer dimensionality and entropy code block length are identical in their formulation and, thus, the resulting quantizers either lack in performance or are prohibitively complex. An efficient algorithm for finding globally optimal quantizers among those with contiguous code cells was provided in [51] . Unfortunately, it has been shown that code cell contiguity precludes optimality in general [52] . Cardinal and Van Asche [53] considered Lloyd quantization for ideal Slepian-Wolf coding, without side information.
An independent, more general extension of the Lloyd algorithm appears in our work [54] . A quantizer is designed assuming that an ideal Slepian-Wolf coder is used to encode the quantization index. The introduction of a rate measure that depends on both the quantization index and the side information divorces the dimensionality of the quantizer from the block length of the Slepian-Wolf coder, a fundamental requirement for practical system design. In [55] , we showed that at high rates, under certain conditions, optimal quantizers are lattice quantizers, disconnected quantization cells need not be mapped into the same index, and there is asymptotically no performance loss by not having access to the side information at the encoder. This confirmed the experimental findings in [54] .
III. LOW-COMPLEXITY VIDEO ENCODING
Implementations of current video compression standards, such as the ISO MPEG schemes or the ITU-T recommendations H.263 and H.264 [56] , [57] require much more computation for the encoder than for the decoder; typically the encoder is 5-10 times more complex than the decoder. This asymmetry is well suited for broadcasting or for streaming video-on-demand systems where video is compressed once and decoded many times. However, some applications may require the dual system, i.e., low-complexity encoders, possibly at the expense of high-complexity decoders. Examples of such systems include wireless video sensors for surveillance, wireless PC cameras, mobile camera phones, disposable video cameras, and networked camcorders. In all of these cases, compression must be implemented at the camera where memory and computation are scarce.
The Wyner-Ziv theory [31] , [37] , [38] , discussed in Section II-C, suggests that an unconventional video coding system, which encodes individual frames independently, but decodes them conditionally, is viable. In fact, such a system might achieve a performance that is closer to conventional interframe coding (e.g., MPEG) than to conventional intraframe coding (e.g., Motion-JPEG). In contrast to conventional hybrid predictive video coding where motion-compensated previous frames are used as side information, in the proposed system previous frames are used as "side information" at the decoder only. 1 Such a Wyner-Ziv video coder would have a great cost advantage, since it compresses each video frame by itself, requiring only intraframe processing. The corresponding decoder in the fixed part of the network would exploit the statistical dependence between frames, by much more complex interframe processing. Beyond shifting the expensive motion estimation and compensation from the encoder to the decoder, the desired asymmetry is also consistent with the Slepian-Wolf and Wyner-Ziv coding algorithms, discussed in Sections II-B and II-D, which tend to have simple encoders, but much more demanding decoders.
Even if the receiver is another complexity-constrained device, as would be the case for video messaging or video telephony with mobile terminals at both ends, it is still advantageous to employ Wyner-Ziv coding in conjunction with a transcoding architecture depicted in Fig. 6 . A mobile camera phone captures and compresses the video using Wyner-Ziv coding and transmits the data to the fixed part of the network. There, the bit stream is decoded and re-encoded using conventional video standards, such as MPEG. This architecture not only pushes the bulk of the computation into the fixed part of the network, but also shares the transcoder among many users, thus providing additional cost savings.
Both our own group at Stanford University, Stanford, CA [58] - [62] , as well as Ramchandran's group at the University of California, Berkeley [63] - [65] , have proposed practical schemes that are based on this novel video compression paradigm. We will review the coding algorithms and their performance in the following sections.
A. Pixel-Domain Encoding
The simplest system that we have investigated is the combination of a pixel-domain intraframe encoder and interframe decoder system for video compression, as shown in Fig. 7 [58]- [60] . A subset of frames, regularly spaced in the sequence, serve as key frames which are encoded and decoded using a conventional intraframe 8 8 discrete cosine transform (DCT) codec. The frames between the key frames are "Wyner-Ziv frames" which are intraframe encoded but interframe decoded.
For a Wyner-Ziv frame , each pixel value is uniformly quantized with intervals. We usually incorporate subtractive dithering to avoid contouring and improve the subjective quality of the reconstructed image. A sufficiently large block of quantizer indices is provided to the Slepian-Wolf encoder. The Slepian-Wolf coder is implemented using a ratecompatible punctured turbo code (RCPT) [66] . The RCPT provides the rate flexibility which is essential in adapting to the changing statistics between the side information and the frame to be encoded. In our system, the rate of the RCPT is chosen by the decoder and relayed to the encoder through feedback, as detailed below and in Section III-D.
For each Wyner-Ziv frame, the decoder generates the side information by interpolation or extrapolation of previously decoded key frames and, possibly, previously decoded Wyner-Ziv frames. To exploit the side information, the decoder assumes a statistical model of the "correlation channel." Specifically, a Laplacian distribution of the difference between the individual pixel values and is assumed. The decoder estimates the Laplacian parameter by observing the statistics from previously decoded frames.
The turbo decoder combines the side information and the received parity bits to recover the symbol stream . If the decoder cannot reliably decode the original symbols, it requests additional parity bits from the encoder buffer through feedback. The "request-and-decode" process is repeated until an acceptable probability of symbol error is reached. By using the side information, the decoder often correctly predicts the quantization bin and it, thus, needs to request bits to establish which of the bins a pixel belongs to. Hence, compression is achieved.
After the receiver decodes the quantizer index , it calculates a minimum-mean-squared-error reconstruction of the original frame . If the side information is within the reconstructed bin, the reconstructed pixel will take a value close to the side information value. However, if the side information and the decoded quantizer index disagree, i.e., is outside the quantization bin, the reconstruction function forces to lie within the bin. It, therefore, limits the magnitude of the reconstruction error to a maximum value, determined by the quantizer coarseness. This property is perceptually desirable, since it eliminates large errors which would be annoying to the viewer, as illustrated in Fig. 8 . In this example, the side information, generated by motion-compensated interpolation, contains artifacts and blurring. Wyner-Ziv encoding [ Fig. 8(b) ] sharpens the image and reconstructs the hands and face even though the interpolation fails in these parts of the image.
Compared to motion-compensated predictive hybrid coding, pixel-domain Wyner-Ziv encoding is orders of magnitude less complex. Neither motion estimation and prediction, nor DCT and Inverse DCT (IDCT) are required at the encoder. The Slepian-Wolf encoder only requires two feedback shift registers and an interleaver. The interleaving is performed across the entire frame. In preliminary experiments on a Pentium III 1.2-GHz machine, we observe an average encoding runtime (without file operations) of about 2.1 ms/frame for the Wyner-Ziv scheme, as compared to 36.0 ms/frame for H.263+ I-frame coding and 227.0 ms/frame for H.263+ B-frame coding.
Figs. 9 and 10 illustrate the rate-distortion performance of the pixel-domain Wyner-Ziv video coder for the sequences Salesman and Hall Monitor, in QCIF resolution with 10 frames/s. In these experiments, every fourth frame is a key frame and the rest of the frames are Wyner-Ziv frames. The side information is generated by motion-compensated interpolation using adjacent reconstructed frames. The plots show the rate and peak signal-to-noise ratio (PSNR), averaging over both key frames and Wyner-Ziv frames. We compare our results to: 1) DCT-based intraframe coding (all frames are encoded as I frames) and 2) H.263+ interframe coding with an I-B-B-B-I predictive structure. As can be seen from the plots, the pixel-domain Wyner-Ziv coder performs 2-5 dB better than conventional intraframe coding. There is still a significant gap toward H.263+ interframe coding.
B. Transform-Domain Encoding
In conventional, nondistributed source coding, orthonormal transforms are widely used to decompose the source vector into spectral coefficients, which are individually coded with scalar quantizers and entropy coders. Pradhan and Ramchandran considered the use of transforms in Wyner-Ziv coding of images and analyzed the bit allocation problem for the Gaussian case [67] . Gastpar et al. [68] , [69] investigated the Karhunen-Loève transform (KLT) for distributed source coding, but they assumed that the covariance matrix of the source vector given the side information does not depend on the values of the side information, and the study is not in the context of a practical coding scheme.
In our work [55] , we theoretically studied the transformation of both the source vector and the side information, with Wyner-Ziv coding of the subbands (Fig. 11) and established conditions under which the DCT is the optimal transform. We have implemented a Wyner-Ziv transform-domain video coder, closely following the block diagram (Fig. 11) . First a block-wise DCT of each Wyner-Ziv frame is performed. The transform coefficients are independently quantized, grouped into coefficient bands, and then compressed by a Slepian-Wolf turbo coder [55] , [61] .
Similar to the pixel-domain scheme, the decoder utilizes previously reconstructed frames to generate a side information frame, with or without motion compensation. The correlation between a coefficient and the corresponding side information is also modeled using a Laplacian residual model with the parameters trained from different sequences. A blockwise DCT is applied to the side information frame, resulting in side information coefficient bands. A bank of turbo decoders reconstructs the quantized coefficient bands independently using the corresponding side information. Each coefficient band is then reconstructed as the best estimate given the reconstructed symbols and the side information.
In Figs. 9 and 10, we also plot the rate-distortion performance of a transform-domain Wyner-Ziv video codec using a 4 4 blockwise DCT. For both sequences, we observe a gain of up to 2 dB over the simpler pixel-based system. The spatial transform enables the codec to exploit the statistical dependencies within a frame, thus achieving better rate-distortion performance than the pixel-domain scheme.
The DCT-domain scheme has a higher encoder complexity than the pixel-domain system. It is similar to that of conventional intraframe video coding. However, it remains much less complex than interframe predictive schemes because motion estimation and compensation are not needed at the encoder.
A similar transform-domain Wyner-Ziv video coder has been developed independently by Puri and Ramchandran and presented under the acronym PRISM [63] - [65] . Like in our scheme, a blockwise DCT is followed by uniform scalar quantization. However, each block is then encoded independently. Only the low-frequency coefficients are compressed using a trellis-based Slepian-Wolf code. The higher-frequency coefficients are conventionally entropy-coded. The encoder also sends a cyclic redundancy check (CRC) of the quantized coefficients to aid motion compensation at the receiver. Preliminary rate-distortion results show a performance between conventional intraframe transform coding and conventional motion-compensated transform coding, similar to our own results.
C. Joint Decoding and Motion Estimation
To achieve high compression efficiency in a Wyner-Ziv video codec, motion has to be estimated at the decoder. Conventional motion-compensated coding benefits from estimating the best motion vector by directly comparing the frame to be encoded with one or more reference frames. The analogous approach for Wyner-Ziv video coding requires joint decoding and motion estimation, using the Wyner-Ziv bits, and possibly additional helper information from encoder. A first example of this has been implemented in the PRISM system, where the CRC of the quantized symbols aid in determining the motion at the decoder. Viterbi decoding is carried out for a set of motion-compensated candidate prediction blocks, each with a different motion vector. The CRC of each decoded version is then compared with the transmitted CRC to establish which version should be used [65] .
In our own recent work, we send a robust hash code word to aid the decoder in estimating the motion [62] . Currently, our hash simply consists of a small subset of the quantized DCT coefficients. We apply this in a low-delay system where only the previous reconstructed frame is used to generate the side information of a current Wyner-Ziv frame. Since the hash is much smaller than the original data, we also allow the encoder to keep the hash code words for the previous frame in memory. For each block of the current frame, the distance to the corresponding robust hash of the previous frame is calculated. If the distance is small, a code word is sent that lets the decoder repeat this block from this frame memory. If the distance exceeds a threshold, the block's hash is sent, along with the Wyner-Ziv bits. Based on the hash, the decoder performs a motion search to generate the best side information block from the previous frame. The quantized coefficients of the hash code can fix the corresponding probabilities in the turbo decoder, thus further reducing the rate needed for the parity bits. The hash can also be utilized in refining the coefficients during reconstruction. Our approach is closely related to the idea of probing the correlation channel for universal Slepian-Wolf coding, proposed in [9] .
The rate-distortion performance of the above low-delay system for different amounts of Wyner-Ziv frames between key frames [resulting in different lengths of group of pictures (GOP)] is shown in Figs. 12 and 13 . Depending on the bitrate, between about 5% and 20% of the hash codewords are sent. We compare the rate-distortion performance to that of H.263+ interframe coding (I-P-P) with the same GOP length. We substantially outperform conventional intraframe DCT coding, but there still remains a performance gap relative to H.263+ interframe coding. 
D. Rate Control
The bit-rate for a Wyner-Ziv frame is determined by the statistical dependence between the frame and side information. While the encoding algorithm itself does not change, the required bit-rate does as the correlation channel statistics change. The decision on how many bits to send for each frame is tricky, since the side information is exploited only at the decoder but not at the encoder.
One approach to solve the rate control problem relies entirely on the decoder and feedback information. The decoder determines the optimal encoding rate and sends this information to the encoder. In our pixel-domain and transform-domain schemes (Sections III-A and III-B), the decoder attempts decoding using the bits received so far. If the turbo decoding fails, the decoder requests additional bits from the encoder. As an alternative to this "decode-and-request" procedure, the decoder could implement a correlation channel estimation algorithm using previously reconstructed frames and send the predicted rate to the encoder.
Rate control performed by the decoder obviously minimizes the burden at the encoder. Feedback also allows the decoder to have great flexibility in generating the side information, from the very simple scheme of copying the previous frame to more intelligent algorithms such as motion-compensated interpolation with dense motion vector fields, objectbased segmentation, or multiple frame predictors. If rate control is performed at the Slepian-Wolf decoder by requesting a sufficient number of bits, fewer bits are sent with more accurate side information. We can, therefore, improve the compression performance of the overall system by only altering the decoder. The encoder remains unchanged. This flexibility is the dual to conventional video compression, where decoders are fixed (usually by a standard), but the encoder has considerable flexibility to tradeoff smart processing versus bit-rate.
There are two obvious drawbacks of this rate control scheme. First, it requires a feedback channel and, thus, a higher latency is incurred. Second, the statistical estimation or the decode-and-request process has to be performed online, i.e., while the video is being encoded. Therefore, the algorithm is not suitable for applications such as low-complexity video acquisition-and-storage devices wherein the compressed video is transferred and decoded at a later time.
Another way to perform rate control is to allow some simple temporal dependence estimation at the encoder. For example, in the PRISM scheme [63] - [65] , the encoder is permitted storage of one previous frame. Based on the frame difference energy, each block is classified into one of several coding modes. If the block difference is very small, the block is not encoded at all; if the block difference is large, the block is intracoded. In between these two extremes are various syndrome encoding modes with different rates, depending on the estimated statistical dependence. The rate estimation does not involve motion compensation and, hence, is necessarily inaccurate, if motion compensation is used at the decoder. Further, the flexibility of the decoder is restricted. Better decoder side information cannot lower the bit-rate, even though it can reduce reconstruction distortion. Most importantly, though, the rate control scheme of PRISM does not require online decoding and a feedback channel, thus making it suitable, for example, for storage applications.
IV. ROBUST VIDEO TRANSMISSION
Wyner-Ziv coding can be thought of as a technique which generates parity information to correct the "errors" of the correlation channel between source sequence and side information, up to a distortion introduced by quantization. Wyner-Ziv coding, thus, lends itself naturally to robust video transmission as a "lossy" channel coding technique.
It is straightforward to use a stronger Slepian-Wolf code which not only corrects the discrepancies of the correlation channel, but additionally corrects errors introduced during transmission of the source sequence. Experiments have been reported for the PRISM codec [63] - [65] that compare the effect of frame loss with that observed in a conventional predictive video codec (H.263+). With H.263+, displeasing visual artifacts are observed due to interframe error propagation. With PRISM, the decoded video quality is minimally affected and there is no drift between encoder and decoder. Sehgal et al. [70] have also proposed a Wyner-Ziv coding scheme based on turbo codes to combat interframe error propagation. In their scheme, Wyner-Ziv coding is applied to certain "peg frames," while the remaining frames are encoded by a conventional predictive video encoder. This ensures that any decoding errors in the predictive video decoder can only propagate until the next peg frame. Jagmohan et al. [71] applied Wyner-Ziv coding to each frame to design a "state-free" video codec in which the encoder and decoder need not maintain precisely identical states while decoding the next frame. The state-free codec performs only 1-2.5 dB worse than a state-of-the-art standard video codec. Xu and Xiong used LDPC codes and nested Slepian-Wolf quantization to construct a layered Wyner-Ziv video codec [72] . This codec approaches the rate-distortion performance of a conventional codec with fine-granular scalability (FGS) coding and, more importantly, the LDPC code can be used to provide resilience to channel errors.
Wyner-Ziv coding is also the key ingredient of systematic lossy source-channel coding [73] . In this configuration, a source signal is transmitted over an analog channel without channel coding. An encoded version of the source signal is sent over a digital channel as enhancement information. The noisy received version of the original signal serves as side information to decode the output of the digital channel and produce the enhanced version as shown in Fig. 14 . The term "systematic coding" has been introduced as an extension of systematic error-correcting channel codes to refer to a partially uncoded transmission. Shamai et al. established information-theoretic bounds and conditions for optimality of such a configuration in [73] .
The application of systematic lossy source-channel coding to error-prone digital transmission is illustrated in Fig. 15 . At the transmitter, the input video is compressed independently by an MPEG video coder and Wyner-Ziv encoder A. The MPEG video signal transmitted over the error-prone channel constitutes the systematic portion of the transmission, which is then augmented by the Wyner-Ziv bit stream. The Wyner-Ziv bit stream can be thought of as a second, independent description of , but with coarser quantization. Without transmission errors, the Wyner-Ziv description is fully redundant, i.e., it can be regenerated bit-by-bit at the decoder, using the decoded video . We refer to the system in Fig. 15 as systematic lossy error protection (SLEP) in this paper. 2 When transmission errors occur, the receiver performs error concealment, but some portions of might still have unacceptably large errors. In this case, Wyner-Ziv bits allow reconstruction of the Wyner-Ziv description, using the decoded waveform as side information. This coarser second description and side information are combined to yield an improved decoded video . In portions of that are unaffected by transmission errors, is essentially identical to . However, in portions of that are degraded by transmission errors, the coarser Wyner-Ziv representation limits the maximum degradation that can occur.
This system exploits the tradeoff between the Wyner-Ziv bit-rate and the residual distortion from transmission errors to achieve graceful degradation with worsening channel error rates. The conventional approach to achieve such graceful degradation employs layered video coding schemes [74] - [83] combined with unequal error protection, such as priority encoding transmission (PET) [84] , [85] . Unfortunately, all layered video coding schemes standardized to date incur a substantial rate-distortion loss relative to single-layer schemes and, hence, are not used in practical systems. By not requiring a layered representation, the Wyner-Ziv scheme retains the efficiency of conventional nonscalable video codecs. The systematic scheme of Fig. 15 is com-patible with systems already deployed, such as MPEG-2 digital TV broadcasting systems. The Wyner-Ziv bit streams can be ignored by legacy systems, but would be used by new receivers. As an aside, please note that other than in Section III, low encoder complexity is not a requirement for broadcasting, but decoder complexity might be a concern.
We presented first results of error-resilient video broadcasting with pixel-domain Wyner-Ziv coding [59] , [86] , and then with an improved Wyner-Ziv video codec which used a hybrid video codec with Reed-Solomon (RS) codes [87] . For a practical Wyner-Ziv codec, consider the forward error protection scheme shown in Fig. 16 . The Wyner-Ziv codec uses a hybrid video codec in which the video frames are divided into the same slice structure as that used in the MPEG video coder, but are encoded with coarser quantization. The bit stream from this "coarse" encoder A, referred to as the Wyner-Ziv description, is input to a channel coder which applies RS codes across the slices of an entire frame. Only the RS parity symbols are transmitted to the receiver. When transmission errors occur, the conventionally decoded error-concealed video is re-encoded by a coarse encoder B, which is a replica of the coarse encoder A. Therefore, the output of this coarse encoder B is identical to that of coarse encoder A except for those slices which are corrupted by channel errors. Since the locations of the erroneous slices are known, the RS decoder treats them as erasures and applies erasure decoding to recover the missing coarse slices. These coarse slices then replace the corrupted slices in the main video sequence. This causes some prediction mismatch which propagates to the subsequent frames, but visual examination of the decoded sequence shows that this small error is imperceptible. Thus, the receiver obtains a video output of superior visual quality, using the conventionally decoded, error-concealed sequence as side information. To mitigate prediction mismatch between the two coarse video encoders A and B, the coarse encoder A must use the locally decoded previous frame from the "main" MPEG encoder, as a reference for predictive coding. Fig. 17 shows a typical comparison between the SLEP scheme and traditional FEC. The systematic transmission consists of the Foreman CIF sequence encoded at 2 Mb/s with 222 kb/s of FEC applied to the systematic transmission, error correction breaks down at a symbol error probability of 3 10 . In the SLEP scheme, 222 kb/s of RS parity symbols are applied to a Wyner-Ziv description encoded at 1 Mb/s. This scheme registers a small drop in PSNR due to coarse quantization, but prevents further degradation of video quality until the error probability reaches 8 10 . Even higher error resilience is obtained if 222 kb/s of RS parity symbols are applied to an even coarser Wyner-Ziv description encoded at 500 kb/s. Visual examination of the decoded frames in Fig. 18 indicates that SLEP provides significantly better picture quality than FEC at high error rates.
Note that the SLEP scheme described only requires the slice structure of the Wyner-Ziv video coder to match the typical transmission error patterns of the main video codec. Other than that, they can use entirely different compression schemes. For example, the main video codec could be legacy MPEG-2, while the Wyner-Ziv coder uses H.264 for superior rate-distortion performance. In practice, they would likely use the same compression scheme to avoid the coarse encoder B (Fig. 16 ) required in the Wyner-Ziv decoder, and use a much simpler transcoder in its place. We present such a simple transcoder in [88] , which reuses the motion vectors and mode decisions from the main video codec and simply requantizes the DCT coefficients. The same transcoder is also used in the Wyner-Ziv encoder.
An interesting extension is the use of multiple embedded Wyner-Ziv streams in an SLEP scheme to shape the graceful degradation over a wider rate of channel error rates [88] . Such a system can choose to decode a finer or coarser Wyner-Ziv description depending on the channel error rate.
V. CONCLUSION
Distributed coding is a fundamentally new paradigm for video compression. Based on Slepian and Wolf's and Wyner and Ziv's theorems from the 1970s, the development of practical coding schemes has commenced recently. Entropy coding, quantization, and transforms, the fundamental building blocks of conventional compression schemes, are now reasonably well understood in the context of distributed coding also. Slepian-Wolf encoding, the distributed variant of entropy coding, is related to channel coding, but fundamentally harder for practical applications due to the general statistics of the correlation channel. Further progress is needed toward adaptive and universal techniques. Design of optimal quantizers with receiver side information is possible with a suitable extension of the Lloyd algorithm. Quantizers with receiver side information may have nonconnected quantizer cells, but in conjunction with optimum Slepian-Wolf coding, uniform quantizers often are appropriate. Transforms can be used with similar benefit as in conventional coding.
Wyner-Ziv coding, i.e., lossy compression with receiver side information, enables low-complexity video encoding, where the bulk of the computation is shifted to the decoder. Such schemes hold great promise for mobile video cameras, both for transmission and storage applications. We showed examples where the computation required for compression is reduced by 10X or even 100X relative to a conventional motion-compensated hybrid video encoder. With distributed coding, the interframe statistics of the video source are exploited at the decoder, but not at the encoder; hence, an intraframe encoder can be combined with interframe decoding. The rate-distortion performance of Wyner-Ziv coding does not yet reach the performance of a conventional interframe video coder, but it outperforms conventional intraframe coding by a substantial margin.
Its inherent robustness is a further attractive property of distributed coding, and joint source-channel coding is a natural application domain. Graceful degradation with deteriorating channel conditions can be achieved without a layered signal representation, thus overcoming a fundamental limitation of past schemes for video coding. The idea is to protect the original signal waveform by one or more Wyner-Ziv bit streams, rather than applying FEC to the compressed bit stream. Such a system can be built efficiently out of well-understood components, MPEG video coders and decoders and an RS coder and decoder.
It is unlikely that distributed video coding algorithm will ever beat conventional video coding schemes in rate-distortion performance, although they might come close. Why, then, should we care? Distributed video coding algorithms are radically different in regard to the requirements typically introduced by real-world applications, such as limited complexity, loss resilience, scalability, random access, etc. We believe that distributed coding techniques will soon complement conventional video coding to provide the best overall system performance and enable novel applications. From an academic perspective, distributed video coding offers a unique opportunity to revisit and reinvent most compression techniques under the new paradigm, ranging from entropy coding to quantization, from transforms to motion compensation, from bit allocation to rate control. Much work remains to be done. If nothing else, this intellectual challenge will deepen our understanding of conventional video coding.
