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Abstract
The High Luminosity Large Hadron Collider (HL-LHC) upgrade aims for
a tenfold increase in integrated luminosity compared to the nominal Large
Hadron Collider (LHC), and for operation at a leveled luminosity ﬁve times
higher than the nominal LHC peak luminosity. In order to compensate the
geometric luminosity loss due to the increased crossing angle, crab cavities
will be used to transversely rotate the beam bunches, allowing quasi head-on
collisions at the experiments.
Crab cavity failures can be very fast, having time constants similar to the
reaction time of the machine protection system. In such a scenario the beams
cannot be immediately extracted, making the protection of the accelerator
fully rely on passive protection devices such as the collimation system. At
the same time the energy stored in the HL-LHC beams will be doubled
with respect to the LHC to more than 700 MJ, which increases the risk of
damaging the accelerator and the experiments in case of failure. Crab cavity
failures have the potential to displace the beam core and create considerable
particle losses around the accelerator, posing a machine protection challenge.
Any increase in failure rates will be diﬃcult to compensate, aﬀecting the
performance of the HL-LHC and therefore the integrated luminosity goal.
This is why it is important to correctly interlock the accelerator and make
sure that certain types of failure never happen. In order to do this advanced
simulations are needed well before the crab cavity prototypes can be tested
in real operating conditions.
This thesis analyzes diﬀerent failure scenarios for crab cavities installed
around the ATLAS and CMS experiments. The selected failure scenarios
are later simulated with the tracking code SixTrack thanks to a newly devel-
oped functionality. The distribution of the particle losses in space and time
are analyzed for the diﬀerent failure cases and a quantitative estimate of the
impact in the collimation system is given. The results are analyzed from a
machine protection point of view, where the time for the beam abort trigger
is calculated for each failure case and mitigation techniques are proposed.
These results allow identifying corner cases corresponding to the most dan-
gerous crab cavity failure scenarios, serving as input for the design of the
future interlocking system.
Keywords: accelerator physics, HL-LHC, beam dynamics, crab cavities,
collimation, machine protection, single particle tracking.
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Chapter No.1
Introduction
The LHC is the largest and most powerful particle collider in the world, built
beneath the Franco-Swiss border near Geneva at the European Organization
for Nuclear Research (CERN) [6].
The LHC focuses on experimentally testing the Standard Model theory of
particle physics and exploring the theories beyond it. The Standard Model
classiﬁes elementary particles, i.e. particles whose internal structure is un-
known, into leptons, quarks, and bosons, as shown in Fig. 1.1.
Figure 1.1. The Standard Model of Particle Physics. Top rim: quarks.
Bottom rim: leptons. Inner circle: gauge bosons. Central
circle: scalar boson [7].
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Particle colliders have played an instrumental role in consolidating the Stan-
dard Model with the following discoveries:
Up, down, and strange quarks, 1968 observed at SLAC National Accel-
erator Laboratory [8, 9].
Charm quark, 1974 observed at SLAC National Accelerator Laboratory [10]
and Brookhaven National Laboratory (BNL) [11].
Tau lepton, 1975 observed at SLAC National Accelerator Laboratory [12].
Gluon, 1978 ﬁrst evidence at the PLUTO experiment [13] in DORIS and
observation in 1980 at the PETRA storage ring (Deutsches Elektronen-
Synchrotron (DESY)) [14].
Z0 and W± bosons, 1983 observed at the UA1 [15] and UA2 [16] experi-
ments in the Large Electron-Positron Collider (LEP) (CERN).
Top quark, 1995 observed at the CDF [17] and DØ [18] experiments in
Tevatron (Fermilab).
The Higgs boson, 2012 observed at the ATLAS [19] and CMS [20] exper-
iments in the LHC (CERN).
Being the last part of the Standard Model to be experimentally veriﬁed,
huge eﬀorts were put into the search of the Higgs boson. The LHC started
operating at 3.5 TeV of energy in 2010, followed in 2012 by the discovery of a
new particle with mass between 125 and 127 GeV/c2, tentatively conﬁrmed
to be the Higgs boson. A year later, two of the original researchers that
postulated the Higgs mechanism in 1964 were awarded the Nobel Prize in
Physics.
The predictions derived from the Standard Model have been continuously
backed up by experimental results. However, the theory falls short in a num-
ber of ways. The Standard Model is inconsistent with the theory of general
relativity used to describe the force of gravity in modern physics. Addi-
tionally, there is a variety of observed phenomena that cannot be explained
by the Standard Model such as dark matter, dark energy, the existence of
neutrino masses, or the matter-antimatter asymmetry. Furthermore, recent
results from the LHCb experiment at CERN have hinted at possible Stan-
dard Model deviations [21]. Other open questions show the work that lies
ahead of the particle physics community such as the hierarchy problem, the
proton radius puzzle, or the strong CP problem. In order to answer these
questions several theories have been developed in the area known as physics
Beyond the Standard Model, such as string theory or supersymmetry. The
experiments at the LHC have been performing a wide range of searches from
supersymmetric and exotic particles to rare decays of the Higgs boson, al-
though no solid evidence for new physics has been found so far. Nevertheless,
constraints have been placed on models resulting in many supersymmetry
3and exotic scenarios [22].
The exploratory potential of high energy hadron colliders allows accessing
the highest mass scales of the energy frontier and will remain unchallenged
for the foreseeable future. This is why the full exploitation of the LHC
is the highest priority of the energy frontier, hadron collider program [23].
To this end, a new conﬁguration of the LHC has been proposed under the
name of HL-LHC. The HL-LHC will not only provide a better chance to
see rare processes and to improve statistically marginal measurements, but
can reveal to which level does the Higgs boson behave as predicted by the
Standard Model [23]. Higgs couplings to the third generation fermions were
well established in 2017, but the couplings to the second generation fermions
through rare muon decays will only be accessible at HL-LHC [24]. The HL-
LHC upgrade aims for a tenfold increase in the total number of collisions
created, which can be achieved by a combination of measures. These include
a change in the layout of the LHC and innovations that push accelerator
technology beyond its present limits [25].
Figure 1.2. The Globe of Innovation for the International Year of Light
talks in 2015 [26]
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1.1 Motivation for this work
One of the novel technologies that will be used in the HL-LHC are crab
cavities. Crab cavities are special superconducting radiofrequency cavities
that will tilt the particle bunch transversely to achieve a higher rate of parti-
cle collisions. Additionally, the stored energy per proton beam will increase
by a factor of two as compared to the nominal LHC. This means that an
uncontrolled beam loss can severely damage the accelerator [25, Chapter 7].
Figure 1.3. Stored beam energy as a function of beam momentum for sev-
eral accelerators [3, Chapter 12].
New accelerator equipment like crab cavities might cause new failure modes,
which are not suﬃciently covered by the current machine protection system
of the LHC [3, Chapter 12]. Moreover, crab cavity failures can be very fast,
leaving no time for extraction in a controlled way. In this case the passive
absorbers are the only protection for the accelerator [27]. Crab cavities have
never been used in a hadron accelerator before, which further motivates the
detailed study of crab cavity failures.
The time scale of the HL-LHC project is such that the writing of this the-
sis coincides with the freezing of basic design parameters. Critical decisions
were taken, such as space requirements and positioning of the crab cavities.
This was recently published in the ﬁrst Technical Design Report (TDR) [25].
Crab cavities will be installed during the Long Shutdown 3 in 2025, so de-
tailed simulations are key before the prototypes are tested in real operating
conditions.
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LHC HL-LHC
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installation
Figure 1.4. Baseline HL-LHC program, where the refurbishment of the ac-
celerator is divided in two Long Shutdowns (LSs).
1.2 Thesis structure
The corpus of the thesis is structured in the following chapters:
Chapter 2, Beam dynamics introduces the basic theoretical concepts of
accelerator physics that are used throughout the thesis.
Chapter 3, The High Luminosity LHC brieﬂy introduces the LHC and
the current status of the project. This is followed by a description of
the High Luminosity upgrade in terms of goals and accelerator layout
changes, such as the introduction of crab cavities. Machine protection
challenges associated to these changes are discussed, as well as the role
machine protection plays in maximizing the machine performance.
Chapter 4, Understanding Crab Cavities is a primer on crab cavities. It
provides a historical introduction to crab cavities, an explanation of
basic radiofrequency concepts, and the derivation of the relevant crab
cavity parameters. With the theory laid out, the chapter then explores
crab cavity failures in detail.
Chapter 5, Crab Cavity Failure Simulations describes the tracking pro-
gram SixTrack and the new functionality that was added to it in the
context of this thesis to simulate crab cavity failures in the HL-LHC.
This chapter also presents the set-up, results, and analysis of the sim-
ulations carried out with SixTrack, where diﬀerent crab cavity failures
are taken into account and compared.

Chapter No.2
Beam Dynamics
This chapter is a brief introduction to transverse beam dynamics and de-
scribes fundamental concepts that are used throughout the thesis. Unless
explicitly speciﬁed, the content of this chapter is based on well-known accel-
erator physics manuals [28] and lectures.
2.1 Introduction
The energy at collision in the nominal LHC and the standard HL-LHC is
7 TeV, from which we can obtain the following relativistic parameters:
γr =
E
mp
= 7460.5 βr =
√
1− 1
γ2r
= 0.999999991 . (2.1)
This means that the protons travel at practically the speed of light.
In accelerators charged particles are guided along a speciﬁc path with mag-
netic ﬁelds. Since the LHC is a circular collider we are interested in circular
trajectories, i.e. trajectories where the Lorentz force and the centrifugal force
compensate to maintain a constant radius. Since these particles are relativis-
tic, the force seen by them will mostly come from the magnetic contribution
ev B =
m0γrv
2
ρ
→ Bρ = p
e
, (2.2)
where e is the electric charge, v is the speed of the particle, B is the magnetic
ﬁeld, m0 is the rest mass of the particle, p is the momentum of the particle,
and ρ denotes the local bending radius of the trajectory. The term Bρ is
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called beam rigidity. We can also derive the revolution frequency of the
particles around an orbit of circumference C
fr =
βrc
C . (2.3)
The circumference of the LHC is of ≈ 26658.864 m, obtaining a revolution
frequency of fr = 11.245 kHz.
2.1.1 The Frenet-Serret coordinate system
It is useful to describe the motion of the particles with respect to the orbit
ρ(s) that we just introduced, called the reference orbit. A curvilinear coordi-
nate system around this reference orbit is called the Frenet-Serret coordinate
system, where (xˆ, yˆ, sˆ) form the orthonormal basis:
y
x
ρ(s)
s
Figure 2.1. The right handed, planar Frenet-Serret coordinate system.
The motion of a particle can then be expressed as a perturbation around the
reference orbit:
r(s) = ρ(s) + xxˆ(s) + yyˆ(s) (2.4)
where the path length along the closed orbit s is the independent variable
of the motion. It is important to note that the equations of motion in
accelerator physics are solved with respect to s, not with respect to time.
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2.2 Transverse motion
2.2.1 Magnets
Accelerators are mostly made up of magnets, which are designed to fulﬁll
speciﬁc duties that depend on the number of magnetic poles they possess.
A magnetic ﬁeld is a function of space that can be expanded into a Taylor
series, in this context called a multipole expansion. A general expression of a
multipole expansion for magnetic ﬁelds can be encapsulated in the formula
By + iBx =
∑
n
(bn + ian) (x+ iy)
n , (2.5)
where the multipole coeﬃcients are given by:
bn =
1
n!
∂nBy
∂xn
∣∣∣∣
x=y=0
an =
1
n!
∂nBx
∂xn
∣∣∣∣
x=y=0
. (2.6)
The bn coeﬃcients represent the normal components of the ﬁeld, while an
represents the skew ones. Diﬀerent types of magnets correspond to a certain
multipole order n, their magnetic poles being laid out 360◦
2(n+1)
apart so that
the other multipolar terms cancel out. The pole contours of the magnet
follow the lines of equal potential.
Dipoles
Dipole magnets are the main components of a circular accelerator, since they
bend the particle trajectory into a closed orbit. Applying equations (2.5)
and (2.6) to a normal dipole (n=0, an = 0) we obtain:
By = 1 Bx = 0 . (2.7)
Quadrupoles
Quadrupoles provide a magnetic ﬁeld whose magnitude grows rapidly with
the radial distance from its longitudinal axis. This is used for beam size
control, i.e. to focus and defocus the beam.
By =
∂By
∂x
x Bx =
∂By
∂x
y . (2.8)
Remembering that F = e(v × B), we can see in the bottom plot of Fig. 2.2
that in the horizontal plane the forces applied to the particle will point to
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Figure 2.2. Top: the magnetic ﬁeld of a an upright dipole (black) and
its equipotential lines (color) in arbitrary units. Bottom: the
magnetic ﬁeld of an upright focusing quadrupole. By conven-
tion focusing quadrupoles focus in the horizontal plane.
the origin (focusing), while in the vertical plane they point outwards (defo-
cusing). The LHC uses the alternating-gradient focusing principle or strong
focusing. It consists on alternating focusing and defocusing quadrupoles,
called FODO cells (Focusing - Drift Space - Defocusing - Drift Space), so
that the net eﬀect on the beam is convergent. This creates a transverse
harmonic oscillation of the particles around the closed orbit, as shown in
Fig. 2.3.
QF QFQD
Figure 2.3. Representation of a FODO cell as optic lenses, where QF de-
notes a focusing quadrupole and QD a defocusing one.
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2.2.2 Motion through a quadrupole
In order to study the particle motion through a quadrupole we change the
independent variable from time to space in Newton’s second law of motion:
Fy = m
d2y
dt2
= m
d2y
ds2
(
ds
dt
)2
+m
dy
ds

d2s
dt2
= mv2y′′ . (2.9)
Considering the Lorentz force for relativistic particles and the expression of
the magnetic ﬁeld for a normal quadrupole given in Eq. (2.8) we obtain:
Fy
Bx
yˆ = −(sˆ× xˆ)
v Fy = e(E + v × Bx) = −evBx = −evb1y (2.10)
Equations (2.9) and (2.10) lead to the well-known harmonic oscillator
mv2y′′ = −evb1y
y′′ = −e
p
b1y
y′′ + k1y = 0
, (2.11)
where:
k1 =
b1
Bρ
=
e
p
b1 , (2.12)
is the restoring force, or the focusing strength of the quadrupole.
The solutions for Eq. (2.11) are cosine-like C and sine-like S trajectories that
propagate from the beginning s0 to the end s of the magnet, which can be
expressed in matrix notation as(
y(s)
y′(s)
)
=
(
C(s, s0) S(s, s0)
C ′(s, s0) S ′(s, s0)
)(
y(s0)
y′(s0)
)
. (2.13)
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Assuming that the quadrupole strength k1 is constant over the length of the
magnet, the general solutions are:
(
C S
C ′ S ′
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
cos
√
k1l
1√
|k1|
sin
√
k1l
−√|k1| sin√k1l cos√k1l
)
for k1 > 0(
cosh
√
k1l
1√
|k1|
sinh
√
k1l
−√|k1| sinh√k1l cosh√k1l
)
for k1 < 0(
1 l
0 1
)
for k1 = 0
(2.14)
where l = s − s0. The solutions can be uniquely determined by the initial
conditions (s = s0), which are often chosen to be:
C(s0, s0) = 1 S(s0, s0) = 0
C ′(s0, s0) = 0 S ′(s0, s0) = 1
(2.15)
This leaves us with the general expression of the so-called betatron motion
y(s) = A cos
√
k1l , (2.16)
where A is the amplitude of the motion.
ρ(s)
Figure 2.4. Depiction of the betatron motion (red) in the vertical plane.
The matrices obtained in Eq. (2.14) belong to the group of all real 2 × 2
matrices with determinant one, i.e. SL2(R). This is the group of all linear
transformations that preserve the area in phase space, also called symplectic.
It is important to note that when talking about phase space in this context
it does not refer to the canonical phase space (x, px), but to (x, x′ = dxds ),
sometimes called trace space. The change of variables is
px = γrm0v = γrm0
dx
dt
= γrm0
dx
ds
ds
dt
= x′ps (2.17)
The matrices obtained for k1 = 0 in Eq. (2.14) are called elliptic elements of
SL2(R) and correspond to a rotation of the trajectory in phase space. On the
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other hand, in the absence of magnetic ﬁelds (k1 = 0) we obtain a shearing
of phase space, as shown in Fig. 2.5.
y′
y
y(s0), y′(s0)
y(s), y′(s)
y′
y
y(s0), y′(s0)
y(s), y′(s)
y′
y
y(s0), y′(s0) y(s), y′(s)
Figure 2.5. Transformations of phase space for a focusing quadrupole (top
left), defocusing quadrupole (top right) and drift space (bot-
tom).
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2.3 The concept of emittance
2.3.1 Courant-Snyder or Twiss parametrization
The ellipses described by the particles in phase space are conventionally
parametrized with the Twiss or Courant-Snyder parameters α and β, where
the parametric equation in cartesian coordinates of the ellipse in the hori-
zontal plane is [29]:
x = γxx
2 + 2αxxx
′ + βxx′2 (2.18)
x′
x
σx =
√
βxx
σ′x =
√
γxx slope = −αx
βx
√
x
γx
√
x
βx
Figure 2.6. Phase space and the Twiss parameters, where γ = 1+α2
β
.
The parameter β determines the maximum local amplitude of the particle
motion, while α is the correlation between x and x′, where:
α
⎧⎪⎨
⎪⎩
> 0 Beam converges
= 0 Beam has a symmetry point
< 0 Beam diverges
(2.19)
We can calculate the area of the ellipse by setting α = 0, which corresponds
to an upright ellipse. In this case the semi axis will be the beam envelope
σx and the beam divergence σ′x, giving an area of:
πσxσ
′
x = πx (2.20)
We call  the emittance of the beam, and it is measured in meters per radian.
It is useful to also deﬁne an emittance that is energy independent, the so-
called normalized emittance:
n = βrγr (2.21)
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In nominal LHC the normalized emittance has a value of 3.75 μm, which
will be reduced to 2.50 μm for HL-LHC in order to increase the number of
collisions. It is important to realize that the Twiss parameters are properties
of the lattice (i.e. given by the magnet conﬁguration), and that the emittance
is a property of the beam. More precisely, the emittance is a property of a
distribution of particles, not a single particle. Considering Eq. (2.16) again,
we can see that with the Twiss parametrization the amplitude of the motion
is the beam envelope A = σx =
√
xβx. Usually β = β(s), which modulates
the oscillation making it pseudo-harmonic.
The transfer matrix method
In the same way we derived the matrices appearing in Eq. (2.14) for a
quadrupole magnet, we can derive a matrix for any other kind of magnet.
This opens up the possibility of transporting a particle through an entire ac-
celerator by multiplying the matrices of the elements it contains, also called
transfer matrices.
Figure 2.7. A random sequence of magnetic elements (blue) and the refer-
ence orbit (red).
In circular accelerators the particle orbit is periodic after one revolution.
Additionally, they have an inner periodicity since the lattice cells are repeated
several times. In this case, in order to compute the eﬀect of N identical cells
through k revolutions for a transfer matrix M describing the cell, we need
to multiply the matrix by itself the correspondent amount of times
[M(s)]Nk . (2.22)
For the motion to be stable all the elements of the matrix [M(s)]Nk must
remain bounded as k increases indeﬁnitely. To obtain the stability condition
we consider the eigenvalues of the matrix M:
X(s) =
(
x(s)
x′(s)
)
= M
(
x(s0)
x′(s0)
)
= λ1. x(s0) + λ2. x
′(s0) . (2.23)
Since we have seen that these matrices are linear canonical transformations,
we can apply the condition that the determinant must be equal to one:
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Det(M) = 1 → λ1. λ2 = 1 . (2.24)
We can then generally write
λ1 = e
iμ λ2 = e
−iμ , (2.25)
and the trace will be
Tr(M) = λ1 + λ2 = eiμ + e−iμ = 2 cosμ . (2.26)
For the movement to be bounded, μ needs to be real. If it were complex we
would obtain an hyperbolic cosine which is not bounded, whereas | cosμ| < 1.
The condition for stability is then:
|Tr(M)| < 2 μ ∈ R . (2.27)
Remembering the transfer matrix for a quadrupole given in Eq. (2.14), we
see that |Tr(M)| < 2 corresponds to an elliptic element of SL2(R).
If we consider now the transfer matrix M with |λ1 + λ2| = 2 and cosμ = 1,
sinμ = 1 we can express M in a more useful form, parametrizing it in terms
of the Twiss parameters. It is often the case that the value of β is better
known than the strength of the magnet. The transfer matrix M can be
generally expressed as
M =
(
a b
c d
)
= I cosμ+ J sinμ (2.28)
where
I =
(
1 0
0 1
)
J =
(
α β
−γ α
)
and J 2 = −I , (2.29)
from which we can deduce that:
α =
a− d
2 sinμ
β =
b
sinμ
γ = − c
sinμ
. (2.30)
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Since the determinant should be equal to one, we can derive the relation
between the parameters
βγ − α2 = 1 → γ = 1 + α
2
β
, (2.31)
obtaining
M =
(
cosμ+ α sinμ β sinμ
−γ sinμ cosμ− α sinμ
)
, (2.32)
where μ is the phase advance, corresponding to the number of betatron
oscillations a particle undergoes in an accelerator segment. This is given by
μ(s) =
∮
ds
β(s)
. (2.33)
The total number of betatron oscillations in one revolution is called the
tune Q, and is related to the phase advance
Q =
μtot
2π
. (2.34)
We can also build a tranfer matrix that transports the particle between two
arbitrary points in the machine
M1→2 =
⎛
⎝
√
β2
β1
(cosΔμ+ α1 sinΔμ)
√
β1β2 sinΔμ
− (1+α1α2) sinΔμ+(α2−α1) cosΔμ√
β1β2
√
β1
β2
(cosΔμ− α2 sinΔμ)
⎞
⎠ .
(2.35)
2.3.2 The Root Mean Square emittance
The beam distribution can be characterized by its ﬁrst and second moments.
The ﬁrst moments give the centroid motion. The second moments are com-
bined in a beam matrix or sigma matrix, which is just a statistical way of
parametrizing the phase space ellipse. The explicit sigma matrix for x, as-
suming that the horizontal and vertical plane are not coupled, is [29]
Σxbeam =
( 〈x2〉 − 〈x〉2 〈xx′〉 − 〈x〉〈x′〉
〈x′x〉 − 〈x′〉〈x〉 〈x′2〉 − 〈x′〉2
)
=
(
σxx σxx′
σx′x σx′x′
)
, (2.36)
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where
〈x2〉 =
∑
x2
n
−
(∑
x
n
)2
〈x′2〉 =
∑
x′2
n
−
(∑
x′
n
)2
〈xx′〉 =
∑
xx′
n
−
(∑
x
∑
x′
n2
) , (2.37)
and all sums are performed for the n particles in the distribution.
The beam matrix is related to the Twiss parameters by
Σxbeam = x
(
βx −αx
−αx γx
)
, (2.38)
and the emittance is given by the square root of the determinant of the sigma
matrix, called the Root Mean Square (RMS) emittance x =
√
σxxσx′x′ − σx′xσxx′ .
2.3.3 Action-angle variables
It is often useful to work on a normalized phase space, given by the Floquet
transformation
(
v
v′
)
=
(
1√
β
0
α√
β
√
β
)(
u
u′
) ⎧⎪⎨
⎪⎩
v =
u√
β
v′ = u
α√
β
+ u′
√
β
. (2.39)
The magnitude of the new vector will give us the radius of the phase space
circle: √
v2 + v′2 =
√
 . (2.40)
x√
β
x′
√
β
√
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In this case, the motion of the particle is better described by the canonical
variables action Jx and angle μx
x =
√
2Jxβx cosμx
x′ = −
√
2Jx
βx
(sinμx + αx cosμx)
Jx =
1
2
(γx2 + 2αxx
′ + βx′2)
, (2.41)
where the angular position along the ring μ becomes the independent variable
and the trajectory of a particle is now independent of the position s. The
constant radius of the circle
√
2J deﬁnes the action J , which is an invariant
of the motion [30]. The emittance can now be deﬁned as the average of
the action of the particles  = 〈J〉. As an invariant of the motion, the
emittance is the single most important concept used in accelerator physics
to characterize the beam.
2.4 Particle tracking
An accelerator lattice is represented in code by a concatenation of its diﬀerent
components, such as drifts, magnets, and cavities. Tracking codes simulate
the trajectory of a particle in an accelerator for many turns and are widely
used to study a variety of phenomena. Each component type deﬁnes diﬀerent
equations of motion, which in tracking codes are approximated by transfer
matrices as the ones studied in this chapter, also called symplectic maps.
The simplest form of a symplectic map is a square matrix S of unit deter-
minant that satisﬁes
SMS = M where M =
(
0 In
In 0
)
, (2.42)
In being the n×n identity matrix. Symplecticity is a property of the Hamil-
tonian formalism, chosen generally in accelerator physics for its ﬂexibility
transforming between coordinate systems. Physically it is described by Liou-
villes’s theorem, which states that a volume in phase space will be conserved
as long as the border points follow canonical (symplectic) transformations.
This is a property of charged particles moving in electromagnetic ﬁelds in
the absence of non-conservative forces, which in accelerator physics trans-
lates into the conservation of the particle’s action J
SJ = J , (2.43)
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and therefore of the beam emittance  = 〈J〉.
The symplectic map of an element in an accelerator can be derived from the
general form of the Hamiltonian describing the motion in an accelerator. It
can be derived by taking the general form of a Hamiltonian for relativistic
particles in an electromagnetic ﬁeld in a curved system and changing the
independent variable from time to arc length s, normalizing the canonical
momenta by ps, and transforming the canonical pair (E, t) to their deviations
from a ﬁxed reference [31], giving
H =
1 + ηδ
βr
(
pt +
1
βr
)
− (1 + hx)qAs
ps
− (1 + hx)√(
1 + pt − qφ
ps
)2
−
(
px − qAx
ps
)2
−
(
py − qAy
ps
)2
− 1
β2rγ
2
r
(
pt − qφ
ps
)2
,
(2.44)
where h = 1/ρ is the curvature of the reference system, η = α− 1/γ2 is the
momentum compaction factor, δ = (ps− p0)/p0 is the momentum spread, p0
is the design momentum, ps = p0(1 + δ) is the average momentum, βr and
γr are the relativistic factors, pt = ΔE/psc is the normalized longitudinal
momentum, q is the particle charge, px and py are the normalized canonical
momenta φ is the scalar potential and A the vector potential.
2.4.1 SixTrack
Tracking codes such as SixTrack, used to carry out the simulations of this
thesis, approximate H to a second order expansion of the canonical mo-
menta, obtaining ﬁnite power series maps. The power at which the series
is truncated deﬁnes the order of the approximation to the particle motion,
which introduces a symplectic error that will accumulate turn by turn. Nev-
ertheless, this approximation has been found to be an adequate description
for beam dynamics in the LHC [32, 33, 34].
Maps are used in SixTrack usually in the thin lens approximation, although
thick tracking is also available. In the thin lens approximation a magnet
of a speciﬁc length is divided in a certain amount of slices of zero length,
separated by drifts. Each slice gives a kick to the particle, changing only
its momentum. The amount of slices, drifts and their position is deﬁned
by several methods optimized to give the same result as the original thick
element, such as the TEAPOT method [35]. SixTrack uses machine lattices
as input, where the elements are already sliced. Speciﬁcally, SixTrack is
normally used to read lattices generated by the Methodological Accelerator
Design (MAD)-X program [36], which uses several slicing methods [37, 38].
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Thin slicing is used to reduce the computing power needed for tracking.
It is important to note that SixTrack is a single particle dynamics code
in which the interaction of a single particle with the rest of the particles
of the beam is not considered, nor their interaction with the environment
(impedance). Space charge eﬀects decrease with the growth of the relativistic
factors βr and γr, so it is safe to assume that these forces will not aﬀect the
general trajectory of LHC’s ultrarelativistic particles.

Chapter No.3
The High Luminosity LHC
The future conﬁguration of the LHC, called the High Luminosity LHC (HL-
LHC), will use crab cavities to modulate luminosity and reach its design peak
luminosity. The peak luminosity represents the potential rate of collisions per
square centimeter, an essential parameter to extend the discovery potential
of the LHC. Apart from a higher peak luminosity, a good performance is also
needed to maximize the amount of recorded collisions. This is achieved by
having very reliable systems and small downtimes after equipment failures.
Crab cavities are relatively new devices that will operate with a high energy
beam very near the experiments, which have the potential of aﬀecting their
performance. This motivates the detailed study of crab cavity behavior
during failure. This chapter serves as an introduction to the LHC machine
and the HL-LHC upgrade, where diﬀerent machine protection concerns are
discussed.
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3.1 The LHC in a nutshell
The Large Hadron Collider (LHC) is the last ring in a series of injectors that
accelerate the particles to increasingly higher energies (see Table 3.1). Hy-
drogen atoms are stripped of their electrons to yield protons, which are then
accelerated by the Linear Accelerator (LINAC) 2, the Proton Synchrotron
Booster (PSB), the Proton Synchrotron (PS), the Super Proton Synchrotron
(SPS), ﬁnally arriving at the LHC.
Figure 3.1. The accelerator complex at CERN [39].
Table 3.1. The injector chain of the LHC.
Name Top energy (GeV) Circumference (m)
LINAC 2 0.050 –
PSB 1.4 157
PS 25 628.32
SPS 400 6911.56
LHC 7000 26658.88
The LHC is a synchrotron accelerator, a storage ring, and a collider. It is
composed of two rings where the beams travel in opposite directions and
collide at the Interaction Points (IPs). There are four IPs in the LHC,
which are located at the center of each particle detector: A Toroidal LHC
Apparatus (ATLAS), A Large Ion Collider Experiment (ALICE), the Com-
pact Muon Solenoid (CMS), and LHC-beauty (LHCb). The beam travelling
3.1. The LHC in a nutshell 25
clockwise is conventionally named beam 1, and the beam travelling counter-
clockwise beam 2. Both rings have separate vacuum chambers except in the
area around the IPs, where both beampipes merge to allow the collision of
both beams.
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Figure 3.2. A schematic view of the LHC beam and its sectors.
The LHC follows the LEP tunnel geometry, which is composed of eight arcs
and eight Long Straight Sections (LSSs), rather than being a perfect circle
as shown in Fig. 3.2. Each LSS has an IR, where the experiments and four
diﬀerent utility systems are located, as described in Table 3.2.
Table 3.2. The LHC IRs.
Region Name Function
IP1 ATLAS Detector
IP2 ALICE Detector
IR3 Collimation Oﬀ-momentum cleaning
IR4 RF Beam acceleration and
dedicated beam instrumentation
IP5 CMS Detector
IR6 Beam dump Beam extraction
IR7 Collimation Betatron cleaning
IP8 LHCb Detector
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3.1.1 The concept of luminosity
The energy at collision and the number of useful interactions are the most
important ﬁgures of merit of particle physics experiments, the latter being
especially important in the study of rare events with small production cross
sections σp, where the cross-section represents the probability for any given
physics process to occur. Luminosity L is deﬁned as the proportionality
factor between the number of interactions per second dN/dt and the cross-
section
dN
dt
= L σp , (3.1)
and is given in units of cm−2 s −1. By adding the cross-sections for all possible
processes and knowing the luminosity we obtain that dN/dt is equal to the
total number of collisions. This is why luminosity is used as a parameter to
measure the ability of a collider to produce the required interactions. We
often ﬁnd in the literature a simpliﬁed expression of the luminosity that
considers identical, round Gaussian beams, and neglects factors that reduce
luminosity such as collision oﬀsets, the hourglass eﬀect or non-zero dispersion
at the IP, given by
L =
E nb N
2frev
4π mp n β∗ c2
, (3.2)
where E is the particle energy, nb the number of bunches per beam, N the
bunch population, frev the revolution frequency, mp the proton mass, n the
normalized emittance and β∗ the beta function at the IP. The luminosity L
in Eq. (3.2) represents the instantaneous number of interactions per second,
i.e. the peak luminosity. While the achievable peak luminosity represents the
discovery potential of an accelerator, it is the total accumulation of recorded
data that ultimately describes its performance. The integrated luminosity
represents the number of collisions, or data, recorded by the experiments in
a certain amount of time.
Lint =
∫ T
0
L (t) dt , (3.3)
and colliders such as the LHC are designed and operated to maximize it.
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3.1.2 Luminosity production in the LHC
Beams are put in collision during the stable beams or physics phase of the
LHC operational cycle, shown in Fig. 3.3. The operational cycle starts when
the beams are transferred from the SPS to the LHC at 450 GeV during the
injection phase, after verifying the correct behavior of the machine with a
safe beam probe. The magnet strengths, proportional to the longitudinal
momentum as shown in Eq. (2.2), are then ramped-up in order to accelerate
the beams to top energy. This is followed by a squeeze in beam size and
adjustment for collision [1]. The time between beam dump and stable beams,
also called the turnaround time, was on average 8.8h in 2015 [2].
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Figure 3.3. The LHC optimal turnaround time [1, 2].
Luminosity is not constant during a physics run but decays due to the degra-
dation of intensities and emittances of the circulating beams [40, Chapter
3.1.3]. The main cause for luminosity decay are the collisions themselves or
burn-oﬀ, where the number of particles starts decreasing due to the inelastic
interactions that take place. We can see from Eq. (3.1) that, indeed, the
luminosity is proportional to the variation of the number of particles over
time. The luminosity decay due to burn-oﬀ can be modeled as
L (t) =
L (0)
(1 + t/τ)2
, (3.4)
where τ is the luminosity lifetime.
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Beam halo
The beam lifetime is not constant through the operational cycle due to diﬀer-
ent sources of beam loss such as collision with residual gas molecules in the
beampipe, intrabeam scattering, beam instabilities, synchrotron radiation
damping, beam-beam eﬀects and dynamic changes during the operational
cycle. These diﬀusion mechanisms migrate particles from the bunch core to
higher amplitudes, populating what is known as the beam halo. We can dis-
tinguish between the betatron and oﬀ-momentum halo, created by deviations
in transverse amplitude or energy, respectively. We can generally model the
core of a LHC proton bunch in the transverse plane as a four-dimensional
(x, x′, y, y′) Gaussian distribution. In order to account for the halo particles
we also consider a second Gaussian distribution, or tail, that will have a
larger standard deviation σ and a smaller number of particles than the core,
as depicted in Fig. 3.4. Generally, it is considered that the particles with an
amplitude beyond 3σ constitute the beam halo and below 3σ the core. The
core contributes to 99% of the luminosity [41].
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Figure 3.4. A particle beam of 105 particles modeled as a 2D double Gaus-
sian distribution. Here, σtail = 1.8σcore, where the core makes
up 95% of the beam, and the tail 5% [42]. The gray circles have
a radius of nσ, where n = 1, 2, 3... The top and right plots show
the histogram of the distribution, and the probability density
function divided into core (blue) and tail (red).
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3.1.3 The collimation system
The magnets produced to guide and control the beam through the machine
are not perfect and exhibit nonlinearities that grow transversely with the
distance from their longitudinal axis. This is why particles that go beyond a
certain amplitude, called the dynamic aperture, can become unstable during
the beam lifetime. The unstable motion of the particles can make them reach
amplitudes higher than the geometric aperture of the machine, where they
are lost. The halo is populated by particles beyond the dynamic aperture
and increases the particle losses around the machine. Uncontrolled particle
losses can quench superconducting magnets and cause irreparable damage to
the machine. Additionally, continuous particle losses on equipment reduces
its lifetime and can produce events from particle-matter interactions that
contribute to the machine background (further explored in Section 3.3.1).
Since the addition of particles to the halo during operation is continuous and
unavoidable, a multistage collimation system was deployed in the LHC to
protect the regions with sensitive equipment [3, Chapter 13]. The collimation
system also protects the machine from losses that cannot be managed by an
active protection system, such as the ones caused by ultrafast failures.
Collimators constitute the limiting aperture of the machine and are made of
two parallel, movable jaws of special materials, allowing the beam core to
pass through the gap between them while intercepting the beam halo (see
Fig. 4.5).
Figure 3.5. Left: view along the beam path of a collimator and its RF
contacts, with a 2 mm gap. The collimator can open up to 60
mm [43]. Right: one of the jaws of a carbon collimator with
a copper support, featuring a 10 cm tapering at both ends to
avoid geometrical impedance eﬀects, and an embedded Beam
Position Monitor (BPM) button (see red arrow) [44].
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The collimator openings are conventionally expressed in units of the local
betatron RMS beam size
σ =
√
βg , (3.5)
where β is the beta function at the position of the collimator, g = n/βrγr
is the geometrical emittance and βr, γr the relativistic factors. The two jaws
are transversely positioned around the beam center at a distance of ±nσ, n
depending on the collimator family. The openings must respect a predeﬁned
hierarchy to ensure an eﬃcient cleaning, as illustrated in Fig. 3.6.
cleaning insertion arc LSS
TCP TCS
Secondary halo
+ showers
TCLA
Tertiary halo
+ showers
TCT triplet
Primary
halo
Figure 3.6. Scheme of the multistage collimation system at the LHC. The
interaction with the collimator materials is itself a source of oﬀ-
momentum and betatron halo. Electromagnetic and hadronic
showers develop during the interaction with the collimator and
carry an important fraction of the beam energy [3, Chapter 13].
The majority of the collimators are spread out among two warm insertions
dedicated to clean the oﬀ-momentum halo (IR3) and the betatron halo (IR7),
shown in Fig. 3.2. We can ﬁnd three families of collimators in these areas: the
Target Collimator Primary (TCP), the Target Collimator Secondary (TCS),
and the Target Collimator Long Absorber (TCLA). The TCPs have the
smallest aperture and are therefore the ﬁrst collimators to intercept the halo
particles. The particles that manage to escape and the showers created in
the impact with the TCPs are then intercepted by the TCSs followed by the
TCLAs to absorb any remnants. The Target Collimator Tertiaries (TCTs)
are located upstream of the IPs to protect the ﬁnal focusing system, and
therefore constitute the smallest aperture restriction in the LSS around the
experiments. Both TCPs and TCSs take the majority of the losses, so they
need to be built with a robust material that limits the energy absorption in
the jaws such as Carbon Fiber Composite (CFC). The TCLAs and TCTs, on
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the other hand, are made of tungsten alloy since they intercept the tertiary
halo and need to absorb as much as possible. While the TCPs and TCSs
can withstand the impact of several bunches without damage, the TCLAs
and TCTs should never intercept large losses. The rest of the collimators
protect the injection and extraction transfer lines [3, Chapter 13].
Cleaning performance
The cleaning performance of the collimation system is measured by the local
cleaning ineﬃciency η˜c, deﬁned as the number of protons lost in the machine
aperture Nlost per unit length Δs at a longitudinal position s in the ring,
normalized by the total losses in the machine Nabs:
η˜c =
Nlost(s → s+Δs)
Nabs
1
Δs
. (3.6)
The cleaning ineﬃciency represents the fraction of protons lost at a certain
location, so it depends on the longitudinal position η˜c = η˜c(s).
The collimation system should have a cleaning ineﬃciency low enough to
avoid quenching superconducting magnets. This means that the proton loss
rate Rloss needs to be below the quench limit Rquench
Rloss η˜c < Rquench . (3.7)
The design proton loss rate Rloss for the LHC collimators is of 4.3 × 1011
protons per second. The intensity of the beam N will decay with the proton
loss rate, which sets a certain beam lifetime τbeam
τbeam ≈ N
Rloss
. (3.8)
From Eq. (3.7) and Eq. (3.8) we can see that the collimation ineﬃciency
sets a limit on the beam intensity: if the ineﬃciency is very high, i.e. if the
collimation system is not cleaning the beam properly and there is a leakage
of halo particles, the number of particles circulating needs to be reduced to
avoid quenches [40, Section 18.2.1].
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3.1.4 LHC Run 2
Run 2 denotes the LHC operation between 2015 and 2019 (see Fig. 3.9).
In the year 2016, the number of collisions in the LHC was 60% higher than an-
ticipated, collecting more data than the three previous runs combined (∼ 40
fb−1). Additionally, a record number of bunches circulating was achieved,
as well as a record beam lifetime, making 2016 an exceptional year for the
LHC. In the year 2017 the LHC far exceeded its target for that year, col-
lecting 50 fb−1 of data and reaching a record peak luminosity of 2.06× 1034
cm−2 s−1, which is twice the nominal value [45].
This performance was possible thanks to the ﬂexibility of the injector chain.
The ultimate peak luminosity goal was reached in 2016 thanks to the im-
plementation of a new bunch-production scheme called Batch Compression
Merging and Splitting (BCMS) [46]. This scheme allows reducing the beam
size considerably, which in turn produces more collisions. Additionally, a
new bunch scheme was developed in 2017 to reduce the interaction of the
beam with an increased density of macroparticles due to a vacuum incident,
called the 8b4e beam [47]. Using this beam resulted in a smoother operation
that allowed reaching the 50 fb−1 of recorded data in 2017.
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Figure 3.7. Left: the peak instantaneous luminosity delivered to ATLAS
during stable beams for proton-proton (pp) collisions at 13
TeV centre-of-mass energy for each LHC ﬁll as a function of
time in 2017. Right: integrated luminosity per year recorded
in ATLAS during stable beams for high energy proton-proton
(pp) collisions [48].
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3.2 The High Luminosity LHC
The HL-LHC aims at a tenfold increase of the LHC annual integrated lumi-
nosity (shown in Table 3.3), which would provide the High Energy Physics
(HEP) community with an unprecedented data sample that will be key to
tackling some of the most important open questions in particle physics [23].
Table 3.3. Current LHC and HL-LHC luminosity goals at 25 ns operation.
LHC 2017 HL goal HL ultimate goal
Lpeak (1034 cm−2 s−1) 2.06 5.0 1 7.5 1
Lint (fb−1/year) 50 250 320
Lint (fb−1) 1232 3000 4000
1 Leveled (see Section 3.2.4).
2 The data was not recorded at the same energy.
In order to achieve the ambitious goals described above, we must ﬁrst de-
ﬁne the strategy to increase the luminosity. The luminosity is inversely
proportional to the β function at the IP (see Fig. 3.8), which means that
one can maximize the luminosity by operating with β∗ as low as possible.
This method contributed signiﬁcantly to the performance of the LHC during
Run 1 [49] and has been chosen as one of the mechanisms to increase the
luminosity in HL-LHC. Other methods include an increase in the number
of particles per bunch N and a reduction of the emittance n, as shown in
Table 3.4.
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Figure 3.8. The evolution of the peak luminosity with the β function at the
IP (left), and the emittance (right), as described by Eq. (3.2).
The black stars represent the working points for each machine.
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Table 3.4. Comparison of nominal and standard HL-LHC parameters for
25 ns bunch spacing operation [50].
Parameter LHC HL-LHC
Beam energy in collision [TeV] 7 7
Particles per bunch, N [1011] 1.15 2.2
Number of bunches per beam, nb 2808 2748
Number of collisions (IP1, IP5) 2808 2736
Crossing angle (IP1, IP5) [μrad] 285 590
Minimum β∗ [m] 0.55 0.15
Normalized emittance n [μm] 3.75 2.50
RMS energy spread [10−4] 1.13 1.131
RMS bunch length [cm] 7.55 7.55 2
Piwinski parameter, φ 0.65 3.14
Total loss factor without CC, R0 0.836 0.305
Total loss factor with CC, R1 – 0.829
Pile up without CCs and leveling3 27 198
Pile up with CCs and leveling – 138
Peak luminosity without CCs [1034 cm−2 s−1] 1.00 7.18
Virtual luminosity with CCs [1034 cm−2 s−1]4 – 19.54
Levelled luminosity [1034 cm−2 s−1] 1.5 5
1 Changed to 1.08× 10−4 for V6.1.0 of the HL-LHC parameters (Oct. 2016).
2 Changed to 8.1 cm for V6.1.0 of the HL-LHC parameters (Oct. 2016).
3 Calculated with an inelastic cross-section of 85 mb.
4 Lpeak R1/R0, with no limit in the event pile-up.
The baseline program for the upgrade spans over more than twenty years,
including building and scientiﬁc exploitation (see Fig. 3.9). The refurbish-
ment of the machine will be divided in two LSs. LS2 will tackle the upgrade
of the injectors, among others, and LS3 the ﬁnal HL conﬁguration.
LHC HL-LHC
Nominal
luminosity
LS1
2015 2017
RUN 2
2019
150 fb−1
LS2 RUN 3
2× nominal
luminosity
300 fb−1
2021 2023
LS3
2025 2027
RUN 4-5...
5 to 7× nominal
luminosity
2029
3000 fb−1
Figure 3.9. Roadmap to the HL-LHC.
The HL-LHC upgrade poses exceptional technical challenges and will rely on
a series of innovative technologies such as Nb3Sn magnets or the use of crab
cavities in a crab-crossing scheme, further described in the next section.
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3.2.1 The crab-crossing scheme
In a proton storage ring such as the LHC the two beams repeatedly cross
each other in the common vacuum chamber areas, which are found around
the IPs and span ∼ 130 meters in both directions. During their trajectory,
both towards and outwards the IP, the positively charged beams interact
electromagnetically with each other via the beam-beam eﬀect. The beam-
beam eﬀect is divided between head-on and long-range, depending on the
distance between beams (see Fig. 3.10).
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Crossing
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t
Figure 3.10. The diﬀerent beam-beam eﬀects and visualization of the beam
sizes and crossing angle. The crossing angle serves to reduce
head-on collisions to only one per IP.
The particles from both beams see the electromagnetic force from the oppo-
sitely moving bunch, called the beam-beam force. Assuming that only one
of the oppositely moving bunches is aﬀected and changed by the beam-beam
interaction (the so-called weak beam) and that both bunches are frozen in
time at a certain distance, we can model the deﬂection θ of the particles
within the weak beam by
θ = −2Nr0
γr
r
|r|2
[
1− exp
(
− r
2
2σ2t
)]
, (3.9)
where N is the number of particles in the bunch, r0 is the classical particle
radius, γr is the relativistic gamma factor, r is the distance of the particle
to the bunch center and σt is the transverse beam size. Eq. (3.9) is valid for
equally charged, round Gaussian beams.
We can see from Fig 3.11 that the beam-beam force acts linearly over small
particle amplitudes, but that it is strongly nonlinear at larger amplitudes.
The beam-beam eﬀect is, in fact, the strongest nonlinearity present in a
particle collider that is unavoidable.
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Figure 3.11. Beam-beam force in a head-on collision, on a test particle as
described by Eq. (3.9).
Parasitic collisions among the counter-rotating beams happen in long-range
encounters, creating beam losses. In [51] it was found that these losses have
a signiﬁcant impact on the beam lifetime in the LHC, and therefore on the
machine performance. The amount of parasitic collisions depends on the
separation between the beams, which in turn depends on the crossing angle
and beam size.
The beta function, and therefore the beam size, evolve around the IP follow-
ing
β(s) = β∗ +
s2
β∗
. (3.10)
As shown in Table 3.4, β∗ will be greatly reduced in the HL-LHC. Following
Eq. (3.10) this will induce a fast growth in beam size with the distance from
the IP. Bigger beams will generate additional parasitic collisions, impacting
the HL-LHC performance. Furthermore, beam-beam eﬀects increase with
the intensity of the beams as seen in Eq. (3.9), leading to unprecedented
beam-beam parameters in the HL-LHC. In order to mitigate parasitic col-
lisions, the crossing angle will be doubled for the HL-LHC. Nevertheless,
this introduces an additional problem, namely a luminosity loss due to the
reduction of the overlapping area of the bunches (illustrated in Fig 3.12).
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Parasitic collisions Ineﬃcient overlap
Figure 3.12. Illustration of a bunch crossing with parasitic collisions (left)
and with an increased crossing angle (right).
Taking the crossing angle into account, the reduced luminosity Lφ can be
expressed as
Lφ = L Rφ , (3.11)
where Rφ the geometrical loss factor
Rφ =
1√
1 + φ2
, (3.12)
φ is the Piwinski parameter
φ =
θ
2
σs
σt
, (3.13)
and θ the total crossing angle. We can see from Fig. 3.13 that for the LHC,
the crossing angle reduces the luminosity to 80% of the original value, while
for HL-LHC is reduced to 30% of the original value.
The use of crab cavities has been chosen as the baseline scenario to suppress
the luminosity loss due to the crossing angle in the HL-LHC. Crab cavities
are superconducting RF cavities that can rotate the beam very precisely to
compensate for the geometrical luminosity loss (see Fig. 3.14). These devices
have never been used in a hadron machine before, and therefore requires to
be studied in detail. The current areas of crab cavity research at CERN
include, among others, impedance eﬀects such as transverse instabilities,
the eﬀects of phase and amplitude noise on beam quality, identiﬁcation of
failure modes, their mitigation, and prototype characterization. Crab cavity
prototypes will be installed in the SPS and tested with LHC beams during
2018, which will allow validating their operation modes and cavity control
systems [52]. A more detailed description of crab cavities can be found in
Chapter 4.
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Figure 3.13. The evolution of the geometrical reduction factor Rφ with
β∗ (left), and the total crossing angle (right). The working
points of each machine are marked with a black star.
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Figure 3.14. Schematic view of the kick imparted by the crab cavities.
The crabbing compensates the crossing angle for the incoming
beam just before collision and returns it to its original position
after collision.
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3.2.2 The insertion region for high luminosity
experiments
The IRs around the IPs 1, 2, 5, and 8 house the experiments and span
300 meters from the IP in both directions until the arcs. Fig. 3.16 shows
the components in one of the sides of an IR, where we distinguish between
the incoming and outgoing beam. The beam orbit in these areas is mainly
deﬁned by the following magnetic elements:
The triplet (Q1 to Q3) is the ﬁnal focusing system, which focuses the in-
coming beams before collision. It is composed of 3 quadrupole magnets
with alternating polarities called Q1, Q2, and Q3, where Q2 is split
into two modules. Due to the alternating polarities, the beam size
grows considerably in Q2 before being focused (see Fig. 3.17), becom-
ing an aperture bottleneck. With the reduction of β∗ for the HL-LHC,
the beam size will grow even more at this location. For this reason,
the triplet will be replaced by new Nb3Sn magnets with an aperture of
150 mm, instead of the current 70 mm. The triplet is superconducting,
operated at 1.9 K, and therefore susceptible to quench.
Separation/recombination dipoles (D1 and D2) dipole magnets that guide
the outgoing beams and the charged collision debris into two separated
vacuum chambers. The D1 dipole is a warm magnet, while the D2 is a
superconducting module operated at 4.5 K. They will both be replaced
for HL-LHC, D1 becoming superconducting and both featuring larger
apertures in IPs 1 and 5.
Figure 3.15. Left: a D2 dipole magnet in the LHC tunnel, before be-
ing connected [53]. Right: drawing of an inner-triplet
quadrupole showing the cold mass and cryostat vacuum ves-
sel [54].
After the recombination dipoles, we ﬁnd the matching section (Q4 to Q7)
and the dispersion suppressor (Q8 to Q11). Apart from the magnets de-
scribed above, the experimental IRs also contain other types, such as orbit
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correctors that create an orbit bump for the crossing angle or sextupoles. In
order to protect the accelerator elements from collision debris carried along
with the outgoing beam, several passive protection devices exist for the high
luminosity experiments, ATLAS and CMS:
Target Absorber Secondaries (TAS) charged particle absorber, positioned
immediately after the detector to shield the triplet from secondary par-
ticles produced in collision. It will be replaced by an absorber with with
increased aperture called TAXS (from 30 mm to 60 mm).
Target Absorber Neutral (TAN) neutral particle absorber, positioned be-
tween D1 and D2 to intercept the neutral collision debris. The transi-
tion from a common vacuum chamber to separate ones happens inside
this absorber. It will be replaced by an absorber with with increased
aperture called TAXN (from 52 mm to 85 mm).
Physics debris collimator (TCLX, TCL5, TCL6) the TCLX is a collima-
tor designed to protect the D2 from the debris of the outgoing beam.
Other debris collimators are located further down the matching section
(TCL5, TCL6).
The TAN and TAS protect sensitive equipment downstream of the outgoing
beam, but they can also have a secondary role as shields from failures aﬀect-
ing the incoming beam. This is of special relevance for HL-LHC since their
apertures will double.
Dedicated protection from the incoming beam also exists:
Tertiary collimators (TCT4s, TCT6s) The vertical and horizontal TCT4
protect the triplet and the D1 from regular losses of the incoming beam.
Both TCT4s also provide shielding from accidental losses happening
upstream, but they risk being damaged in the case of very fast fail-
ures [55].
Finally, the crab cavities are located between D2 and Q4, as shown in
Fig. 3.16.
The beam can be manipulated in many ways, depending on the position and
strength of the magnets. Each designed set of magnet strengths, element
choice, and position, or conﬁguration, is called optics. Several optics are
currently under study for the HL-LHC [25, Chapter 2].
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Figure 3.17. The IR for the two high luminosity experiments ATLAS and
CMS, with HLLHCV1.2 optics. The closed orbit is shown
as a black line, and the 5σ, 10σ envelopes in blue for beam
1, and in red for beam 2. The aperture is marked in gray,
and the correspondent elements are depicted as rectangles at
the top.
3.2. The High Luminosity LHC 43
−60 −40 −20 0 20 40 60
s [m]
−1.0
−0.5
0.0
0.5
1.0
y
[m
]
×10−1
T
A
X
S
T
A
X
S
Q1Q1 Q2Q2 Q3Q3 Solenoid
ATLAS
−60 −40 −20 0 20 40 60
s [m]
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
x
[m
]
×10−1
T
A
X
S
T
A
X
S
Q1Q1 Q2Q2 Q3Q3 Solenoid
CMS
Figure 3.18. Close-up of the crossing planes shown in Fig. 3.17. Both ex-
periments collide with the same crossing angles but in oppo-
site transverse planes. The solenoid magnet is part of each
detector and is used to sort particles by momentum. It is
built to be transparent to the beam itself but constitutes a
small source of coupling.
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3.2.3 Detector upgrade
The study of hard scattering processes at the LHC is key for exploring physics
beyond the Electroweak Symmetry Breaking (EWSB) scale. Both hard and
soft scattering processes occur at collision, and the detector distinguishes
between them by reconstructing only the most energetic events, which come
from the so-called primary vertices. Primary vertices are selected by looking
at the collisions that happen within a predefined area near the detector and
have a certain number of tracks associated with them. If several events fulfill
these requirements, the one with the highest number of associated tracks will
be considered the primary vertex and will be further analyzed. The rest of
the collisions that happen in each bunch crossing that are not a primary
vertex are called pile-up events. The amount of expected pile-up µ is related
to the peak luminosity L by
µ =
L σinelastic
nbfrev
, (3.14)
where σinelastic is the pp inelastic cross section and nb the number of bunches
that collide [56].
Pile-up affects the reconstruction of physical objects such as jets (narrow
cones of hadrons and other particles produced in the interaction), electrons,
muons, or photons. This decreases the quality of the data by reducing the
energy resolution in the calorimeters and making track-vertex association
more difficult. This is why the high luminosity experiments, ATLAS and
CMS, prefer to take data at a reduced luminosity. The method to achieve it
is called luminosity leveling and is introduced in the next chapter.
Primary vertex
Secondary vertex
Pile-up vertex
Figure 3.19. Representation of a primary vertex with only two associated
tracks, its secondary vertices, a cone as used in some jet re-
construction algorithms and pile-up events.
In the HL-LHC the integrated radiation dose to the HL experiments will in-
crease roughly by a factor 10 and pile-up will increase by a factor 5, present-
ing a very challenging environment for the experiments that is well beyond
their current capabilities. This dense pile-up environment and high radiation
levels require, among others, the development of new technologies for high
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bandwidth data transmission and radiation hard sensors [57]. The upgrade
of the experiments will be done progressively during the shutdown periods
LS2 and LS3, also called Phases I and II, that will focus ﬁrst on the trigger
and detection systems and later on the inner tracker.
The pixel detectors are crucial in the reconstruction of primary and sec-
ondary vertices, so their good functioning will be key in a high pile-up envi-
ronment. In order to improve their resolution they will be placed closer to
the IP by reducing the experimental beampipe, as described in Table 3.5.
Table 3.5. The LHC experiments, their crossing plane and their changes
for HL-LHC, where the luminosity is given in cm−2 s−1 and the
inner pipe radii in mm.
Name IP Plane Design L Pile-up Beampipe
HL-LHC LHC HL-LHC LHC HL-LHC LHC
ATLAS 1 V 5× 1034 2× 1034 138 40 23.5 27
ALICE 2 V 1× 1031 1× 1031 0.06 0.02 18.2 27
CMS 5 H 5× 1034 2× 1034 138 40 21.7 27
LHCb 8 H 2× 1033 4× 1032 8 2 3.5 5
Figure 3.20. Top: a collision event from the ﬁrst 2011 ﬁll with stable
beams, showing seven pile-up vertices. Bottom: a candidate
Z boson event in the dimuon decay with 25 reconstructed ver-
tices. The image shows the high pileup environment during
Run I in 2012 when β∗ was reduced to 0.6m [58]. Around 138
vertices are expected to be produced at the HL-LHC within
a similar space.
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3.2.4 Luminosity leveling
The pile-up needs to be controlled in order to keep the data quality at an ap-
propriate level and to reduce the energy deposition from the physics debris in
the IR magnets [25, Chapter 1.2.3]. This is done through luminosity leveling,
where the pile-up events are controlled by deliberately reducing the peak lu-
minosty (see Eq. (3.14)). Luminosity leveling provides the experiments with
very stable operating conditions [59], which is achieved by compensating the
decay of the beam intensity due to proton burn-oﬀ via a parameter that
controls luminosity (e.g. β∗, crossing angle, oﬀset at the IP).
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No leveling, L = 2× 1035 cm−2 s−1
leveling, L = 5× 1034 cm−2 s−1
Figure 3.21. Left: Luminosity proﬁle with and without leveling [3, Chap-
ter 1]. Right: ATLAS luminosity for the ﬁll 6311 with lumi-
nosity leveling [60].
The preferred method to level luminosity in the HL-LHC is β∗ leveling, in
which the beam size at the IP is changed through β∗ during stable beams
(see Eq. (3.2)). Other alternatives exist, such as managing pile-up with a
crab kissing scheme [61]. The right-side plot of Fig. 3.21 shows an example
of luminosity leveling in the LHC. The ﬁll starts at high luminosity, which
is leveled with beam separation for three hours. The luminosity is then
increased by reducing the crossing angle before luminosity production starts
decaying. Crab cavities will allow extending the leveling time in the same
way, resulting in an increased production of integrated luminosity.
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3.3 Machine-detector interface
Machine-detector interface refers to the transitioning area between the ex-
periments and the rest of the accelerator. It is often the case that the de-
tectors and the surrounding area have conﬂicting requirements in terms of
machine and experiment protection, so it is important to plan their upgrade
together [3, Chapters 5 and 7]. In the case of the HL-LHC the experimental
beampipes are reduced by 50%, while the aperture at the triplet magnets
and the passive absorbers will be increased by a factor 2. The opening of the
passive absorbers will leave the experimental beampipe unprotected from
potential fast crab cavity failures, which are located near the IP. Taking
into account that stored energy in the beams will be doubled in HL-LHC,
the machine-detector interface conﬁguration poses some machine protection
concerns (further explored in Chapter 3.4). It should also be considered
that if the collimators were to intercept strongly populated tails in the case
of failure, the secondary particles scattered from collimators could quench
the magnets in the downstream section [41]. Furthermore, if the number of
tertiary halo particles is big enough, the quaternary halo could still shower
from the TCTs to the experimental cavern through the more open beampipe,
contributing to the machine induced background. These scenarios are further
explored in Chapter 5.
3.3.1 Machine induced backgrounds
The beam not only interacts with itself (e.g.: space charge, intra-beam scat-
tering) or with the other beam (beam-beam eﬀects), but also interacts with
its environment through diﬀerent mechanisms. The beam can interact with
the electromagnetic ﬁelds induced by the beam in the vacuum chamber, cre-
ating instabilities or electron cloud. It can also create particle showers by
colliding with residual gas molecules or by hitting an aperture limitation.
The collision residues that reach the experimental cavern are called machine
induced background, or just background. Background aﬀects the quality of
the data recorded by increasing trigger rates, processing time and by de-
creasing the detector resolution. The background rates increase linearly with
intensity and slightly with energy. Eﬀorts have been put into improving the
understanding of background sources at the LHC in order to minimize them
and prepare for the HL-LHC. It has been found that beam-gas (beam collid-
ing with rest gas in the vacuum chamber) is the main source of background
at the LHC, while beam halo is far less important. It can, nevertheless,
become a relevant source of background during an ultrafast failure [62].
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3.4 Machine protection
The uncontrolled release of a fraction the stored energy of the beam can
damage the machine. Reducing the risk of this happening is, therefore,
essential for the safety and sustainability of any accelerator facility. This
is especially relevant for future high intensity and high energy machines.
Machine Protection Systems (MPSs) limit the damage to equipment and
reduce risks, either by preventing a failure from occuring or by mitigating
the consequences of a failure.
The energy stored in the the HL-LHC beam will be approximately 700 MJ,
which is double the energy stored per beam currently in the LHC. Both
quantities are several orders of magnitude above the quench limit of the
superconducting magnets used to guide the beam, which could cause the
simultaneous failure of various magnets and constitute a harmful event for
the machine. Paired with the appearance of new fast failure scenarios, such
as crab cavity failures, the HL-LHC poses a machine protection challenge.
In order to understand the impact that fast failures might have on the ma-
chine performance we must ﬁrst know how the MPS at the LHC works, what
constitutes a hazard for the machine, and what are the timescales for these
failures.
3.4.1 Performance and availability
We can assess the level of performance of an accelerator by looking at how
much data was gathered during its lifetime, i.e. by looking at the integrated
luminosity. The integrated luminosity depends, in turn, on how much time
the beams are colliding and the experiments recording the data from the
collisions. Equipment damage due to an accidental release of energy entails a
downtime period for repair operations which directly impacts the availability
of the machine and therefore its performance. The term availability loosely
refers to the probability of an accelerator being operational at a certain time.
Operational may refer to the machine functioning without beam (e.g. for
commissioning and tests), with beam (also called beam availability), or with
useful beam for the experiments (called physics availability) [63]. We will
only use the last deﬁnition as it directly aﬀects the integrated luminosity. A
more rigorous deﬁnition of availability is used for statistical failure behavior
predictions, tightly related to reliability, as shown in Fig. 3.22. Reliability is
usually deﬁned as the total relative amount of beam time made available to
machine users within the scheduled time period [64].
In order to maximize operational availability and minimize downtime, as
well as avoiding expensive equipment repair and irreparable damage, a MPS
exists in LHC. The MPS monitors the relevant beam and equipment param-
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Availability = MTBFMTBF + MTTR
Reliability = MTTRMTBF + MTTR
Mean Time Between Failures
"Average time between two
failures of a repairable system"
Mean Time To Repair
"Average time to recover from
a failure"
Figure 3.22. Statistical deﬁnition of availability and reliability, with re-
spect to observable parameters [4].
eters through diﬀerent types of instrumentation, and takes action when a
value is out of a predeﬁned range through the Beam Interlock System (BIS).
The BIS is part of the MPS and is connected to roughly 20 subsystems
that, based on the global information of the beam, can inhibit operation by
transmitting beam dump requests.
Detect
Sensor (> 10μs)
Communicate
Beam Interlock (< 100μs)
Synchronize Abort
Beam Dump (< 90μs + 90μs)
Figure 3.23. The MPS response time at LHC, from failure detection to
completion of beam dump. This reaction time is suﬃcient
for failures occurring on timescales above 3 LHC turns [3,
Chapter 12].
The beam dumping system extracts the beam from the ring and dumps
it into an external absorber, called the Dump for Ejected Beam (TDE),
that is positioned suﬃciently far away to allow for some energy dilution and
emittance blow-up. The TDE is made of graphite, and is the only element
that can withstand the impact of a full beam. A safe extraction of the beam
to the TDE must be ensured in order to avoid damage to equipment.
If the interlocks cause beam dumps too often the research programme will
be disrupted, aﬀecting the availability of the machine. On the other hand,
under-protecting will result in damage, which will also impact availability.
This is why, in order to maximize availability, a balance between machine
protection and operation must be kept.
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3.4.2 Hazards, risks and mitigation
A hazard is a set of conditions that, together with a particular worst-case
scenario, will lead into an accident. Some common hazards in accelerators
include the energy stored in superconducting magnets, the power in normal
conducting magnets, the energy stored in RF systems, high voltage sys-
tems (e.g. kickers), and powering systems. Hazards become accidents due to
equipment failure and result in beam losses that risk damaging and irradiat-
ing the accelerator components [65]. Other sources of beam loss, not related
to failures, are inelastic collisions at the IPs (burn-oﬀ), the interaction of the
beam particles with residual gas, intra-beam scattering, beam instabilities,
and dynamic changes during the operational cycle.
The system described in Fig. 3.23 is an active protection system, which
detects failures through the fast monitoring of hardware parameters, and
allows stopping operation before the beam is aﬀected. Nevertheless, for very
fast failures there is not enough time for detection and mitigation, so the
protection of the machine relies on a passive protection system. This system
is composed of collimators that intercept the beam losses until the failure is
detected and the beam dumping system is activated.
3.4.3 Challenges for the HL-LHC
Considering the luminosity leveling needed due to the pile-up limitation in
the HL-LHC, it is clear that in order to reach the goal of 300 fb−1 of recorded
data per year the beams will have to be in collision for as long as possible.
Since availability directly impacts the luminosity production, an availability-
driven design is key in order to reach such an ambitious goal. There are two
factors that together can hugely impact the availability at the HL-LHC: the
stored beam energy and the appearance of new failure scenarios [27], as
previously described.
The stored energy in the beam can be calculated considering the energy of
each particle
Estored = E ·N · nb , (3.15)
where E is the particle energy, N the number of particles per bunch and nb
the number of circulating bunches per beam. For HL-LHC, with 2.2× 1011
particles per bunch and 2748 bunches, we obtain ∼ 700 MJ for each beam.
This is double the energy stored in LHC beams.
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The introduction of new elements such as the crab cavities will inevitably
lead to new failure scenarios. In order to study failures it is useful to charac-
terize them by their time constant for beam loss: from slow and manageable
by the active protection system to very fast, completely relying on the ro-
bustness of the passive protection absorbers. Failures classiﬁed by timescale
are described in Table 3.6.
Table 3.6. Classiﬁcation of failures by timescale for beam loss, where 270 μs
is 3 LHC turns [5]. This corresponds to the reaction time of the
MPS described in Fig. 3.23.
Type Timescale Examples Protection
Slow > 1 s Transverse beam instabilities Active &
Failure of orbit or tune feedback manual
Cryogenics
Fast > 10 ms Powering failures Active
Superconducting magnet quench
RF trip
Very fast > 270 μs Normal-conducting magnet trip Active &
Transverse damper failure passive
Dust particle in the beam (UFO)
crab cavity failure
Ultrafast ≤ 270 μs Injection and extraction failure Passive
crab cavity failure
Failures can also be characterized by the risk they pose, deﬁned as [4]
Risk = Probability× Consequences ,
where probability stands for the statistical probability of the failure happen-
ing, and consequences refer to its damage potential.
This thesis focuses on assessing only the consequences crab cavity failures
can have on the machine. Currently, an accurate estimation of the proba-
bility of failure is premature since the crab cavity prototypes are still under
development and cannot be tested in the conditions of their ﬁnal setup. Nev-
ertheless, some estimations have been made in [66], further commented in
Chapter 4, Section 4.7.5.
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3.5 Summary
The HL-LHC is an ambitious project that aims at a tenfold increase in
integrated luminosity compared to the LHC. To achieve this the number of
particles per bunch will be doubled and the beta function at the IP will
be considerably reduced. Nevertheless, this poses several implementation
challenges.
On the one hand, the reduction in beta function at the IP will make the
beam sizes grow faster with the distance from the IP. This increases the
probability of long-range encounters, creating additional beam losses and
aﬀecting the beam lifetime. In order to avoid this the beams are further
separated by doubling the crossing angle. However, the increase in crossing
angle reduces the overlapping area of the bunches at collision and therefore
reduces the peak luminosity. To solve this, crab cavities were proposed to
compensate the crossing angle and allow quasi head-on collisions.
On the other hand, an increase in the number of particles and a reduction
of beam size leads to an increase in pile-up events at the detectors, which
greatly aﬀects the quality of the data and increases the energy deposition
in the neighboring regions. For this reason the HL-LHC operation will rely
on luminosity leveling, where the peak luminosity is kept at a constant and
reduced level, for as long as possible.
Machine protection challenges also appear for the HL-LHC. The doubling of
the number of particles will double the energy stored per beam, increasing
the probability of damage to the accelerator. Additionally, new fast failure
scenarios happening near the experiments appear due to the presence of crab
cavities. Both factors can hugely impact the machine availability, which
motivates the detailed study of crab cavity failures well before tests with
prototypes can be performed.
Chapter No.4
Understanding Crab Cavities
Crab cavities are a novel type of cavities designed to transversly rotate the
beam. They have only been used in one e+e− collider so far (The High
Energy Accelerator Research Organization (KEK)), under conditions which
were very diﬀerent from the needs of the HL-LHC. This chapter takes a theo-
retical approach to studying crab cavity failures by providing an overview of
mechanical deformations in RF cavities (Sections 4.2, 4.3), introducing the
new HL-LHC crab cavity prototypes (Section 4.4), deriving relevant quan-
tities (Sections 4.5, 4.6) and describing the failure modes considered in this
thesis (Section 4.7).
4.1 Historical introduction
A crab-wise crossing was ﬁrst proposed as a mechanism of increasing the
luminosity in a e+e− linear collider, with the help of RF deﬂectors, by R. B.
Palmer at the Standford Linear Accelerator Center (SLAC) in 1988 [67]. One
year later it was shown by K. Oide and K. Yokoya, from KEK, that the crab
crossing scheme is also applicable to circular colliders [68]. In particular, it
was shown that the synchrotron-betatron coupling terms that usually appear
in a normal crossing angle scheme disappear with the crab crossing.
When two beams collide with a crossing angle, the beam-beam forces will
generate synchro-betatron resonances, also called satellite resonances, as
shown by A. Piwinski in 1977 [69]. Synchro-betatron resonances can also
be generated by non-zero dispersion at the Interaction Point (IP). Addition-
ally, it was shown in [70] that the synchrotron tune is comparable to the
linear beam-beam tune shift and can provide Landau damping. The exis-
tence of synchrotron-betatron resonances in the LHC was studied in [71] and
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found to be generally small and well tolerable. This could change for the
HL-LHC which will need larger crossing angles at reduced β∗. The com-
pensation of large crossing angles using crab cavities should help to keep
synchro-betatron resonances at low levels also for HL-LHC.
The RF deﬂector devised to tilt the bunches was later called a crab cavity.
The main development of crab cavities came from KEK, where they de-
signed and developed the ﬁrst prototypes as shown in Fig 4.2. Furthermore,
KEKB was the ﬁrst and only accelerator to operate with crab cavities (see
Sections 4.4.1 and 4.7.5 for more information), achieving the world record
luminosity of 2. 11×1034 cm−2 s−1 . In parallel to the developments in KEK,
crab cavities started to be studied as an option for the LHC and later for
the HL-LHC. This triggered new designs and pushed forward the study of
these devices.
Figure 4.1. R. B. Palmer showing the principle of the crab crossing scheme
on the blackboard. The picture was taken in February of 2008
during the ﬁrst session of the Joint BNL/US-LARP/CARE-
HHH Mini-Workshop on Crab Cavities for the LHC [72].
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1988
Crab crossing scheme proposed by R.B. Palmer for
linear colliders [67].
1989
Crab crossing scheme extended to circular colliders by
K. Oide and K. Yokoya [68].
1991
Crab crossing scheme proposed for the KEK B-Factory
(KEKB) in Japan [73].
1993
Design of a crab cavity for CESR-B by K. Akai
from KEK, while on sabbatical at Cornell University [74].
2002 Proposal of crab cavities as an option for the LHC [75].
2003
Start of the research and development program of
crab cavities for KEKB [76].
2004 First LHC crab cavity workshop [77].
2006 Fabrication of two crab cavities at KEK.
2007
Installation of two crab cavities in KEKB, commisioning
and start of crab crossing operation [78].
2010 End of KEKB operation after achieving a world record
luminosity of 2. 11× 1034 cm−2 s−1 with crab crossing [79],
and proposal of crab cavities as an option for the HL-LHC [80].
2015 Design, fabrication and testing of HL crab cavity prototypes.
2018 Installation and testing with beam of crab cavities in the SPS.
2025 Installation of crab cavities in the HL-LHC.
Figure 4.2. Main events in the history of crab cavities.
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4.2 Cavity resonators
A cavity is a hollow, closed conductor that is driven by an external force.
A source of RF waves, also called klystron, is coupled to the cavity via an
input coupler which eﬃciently transfers the RF power to the cavity. When
the source is coupled to the cavity the transmitted Electromagnetic (EM)
waves excite the resonant modes of the cavity (see Appendix A). The EM
waves will be reﬂected back and forth in the cavity walls creating standing
waves that store energy. This stored energy may be transmitted to the beam
or dissipated as loss.
In the steady-state case, the time-average stored electric and magnetic energy
in a simple lossless isotropic, homogeneous, linear medium (such as vacuum)
of volume V is given by
Utot =
1
2
∫
V
(
μ| H|2 + | E|2
)
dv , (4.1)
where  is the medium’s permittivity and μ the permeability. The stored
energy continuously swaps between electric and magnetic energy such that
E and H are always 90 degrees out of phase. This means that on average
both energies must be equal, and that the stored energy is constant in time
in the absence of dissipation sources.
4.2.1 Higher order modes
Cavities are designed to work at a speciﬁc resonant frequency, but when
the beam passes through the cavity it can excite a wide spectrum of other
modes that can be higher in frequency. These are called Higher Order Modes
(HOMs), lower called Lower Order Modes (LOMs), or very near the working
frequency called Same Order Modes (SOMs). These modes are detrimental
since they can cause heating and instabilities in the beam, especially if beam-
deﬂecting modes are excited, such as the dipole, quadrupole or sextupole
modes. In order to avoid the interaction of the beam with the most easily
excited modes, cavities are designed with special shapes and equipped with
additional couplers. If the cavity is misaligned or the beam not centered,
other modes can still be excited and aﬀect the beam. In general, cavities are
designed such that the nearest detrimental mode is as far as possible from
the working resonant frequency.
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4.3 Mechanical deformations
Cavities are subject to forces that can deform the cavity walls and, there-
fore, change their fundamental resonant frequency. These mechanical defor-
mations can come from changes in the EM ﬁeld of the cavity, called pon-
deromotive eﬀects, or from the cavity’s environment called microphonics.
Microphonics usually have a frequency higher than 1 Hz and happen due
to ground vibrations or pressure ﬂuctuations around the cavity. Pondero-
motive eﬀects are usually referred as Lorentz force detuning. Additionally,
fabrication imperfections and thermal eﬀects can be a source of errors.
4.3.1 Lorentz force detuning
We saw in in Eq. (4.1) that the electric and magnetic ﬁelds are in equilibrium
for a cavity in resonance, i.e. the electric and magnetic stored energies are
equal. If the geometry of the cavity is perturbed the equilibrium between
ﬁelds will be broken and the resonant frequency of the cavity will automati-
cally shift in order to restore the balance. If the perturbation takes place at
a suﬃciently slow rate, i.e. at a rate that is slow compared to the oscillation
of the system, an invariant of the system exists. The invariant I, also called
the adiabatic invariant, is expressed in Hamiltonian mechanics in terms of
the canonical coordinates (q, p) as
I ≡
∮
pdq
2π
, (4.2)
where q denotes the displacement and p the momentum. Approximating
the behavior of our resonant cavity to the one of a harmonic oscillator the
invariant of the system is given by
I =
U
ω0
, (4.3)
where ω0 is the resonant angular frequency and U the total stored energy
[81, Chapter 5, Section 12]. Eq. (4.3) is often found in the RF literature as
Δf
f
=
ΔU
U
, (4.4)
where ΔU is the work done on the RF ﬁeld of the cavity and Δf is the
resonant RF frequency shift due to ΔU . This is known as the Boltzmann-
Ehrenfest theorem, which in this context describes the coupling of mechanical
deformations to the RF ﬁeld of the cavity. Combining Eqs. 4.1 and 4.4 we
can obtain Slater’s theorem
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Δf ∝ (0E2 − μ0H2)ΔV , (4.5)
which describes the change in the resonant frequency Δf when some small
volume ΔV is removed from the total cavity volume.
The deformation of the cavity structure usually comes from the stored EM
ﬁelds via the radiation pressure. The photons circulating in the cavity hit the
cavity walls and change their propagation direction, transferring momentum
to the structure of the cavity [82]. This creates a radiation pressure that
can induce a mechanical deformation of the cavity, putting the cavity out of
resonance as shown by Eq. (4.5). The radiation pressure can be expressed as:
Prad =
1
4
(μ0H
2 − 0E2) . (4.6)
We can see that the pressure is inwards in the regions with dominant electric
energy and outwards in the regions with dominant magnetic energy den-
sity, being zero only in areas with perfectly balanced ﬁelds. The change
in frequency of a cavity due to the radiation pressure is called the Lorentz
force detuning, which can be induced by small ﬁeld amplitude errors. When
this happens the cavity is driven out of resonance, losing the coupling to
the power source and starting to reﬂect power back through the coupler.
The ﬁelds will then decay, making the radiation pressure decrease and the
structure of the cavity relax. If the power is not cut, the ﬁelds will build
up again inside the cavity and later decay, creating self-sustained pondero-
motive oscillations of the cavity structure [83, Chapter 2.6.3]. This eﬀect
can be counteracted passively by increasing the stiﬀness of the cavity, or
actively with a tuning system. Tuning systems mechanically correct the ge-
ometry variation of the cavity in order to match its resonant frequency to
the operating frequency. Fast tuners can compensate for Lorentz force de-
tuning as well as for microphonics, thermal contractions, or manufacturing
shape errors [84]. Tuning systems are always part of a superconductive cav-
ity setup since it is practically impossible to produce a cavity with a net
frequency change equal to zero. Normal conducting cavities are tuned once
after fabrication.
The Lorentz force detuning is usually characterized by the Lorentz force
coeﬃcient, which represents the coupling between the RF ﬁeld and the me-
chanical mode
Δf = kLV
2 , (4.7)
where kL is the Lorentz force coeﬃcient, V the voltage of the fundamental
mode and Δf the shift in frequency.
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Figure 4.3. Stiﬀening structure in gray (left) and tuning system in a
dressed cavity (right) for the Double Quarter Wave (DQW)
crab cavity, one of the selected crab cavities for the HL-LHC,
further described in Section 4.4.3 [85, 86]. The white arrows
represent the direction of the force applied by the tuner, and
the input coupler is shown in orange.
4.3.2 Mechanical model of a cavity
The ponderomotive oscillations induced in the structure of the cavity by the
Lorentz force detuning can be modelled by a damped, driven harmonic oscil-
lator. In this model, the deformation of the cavity is driven by the radiation
pressure while the damping term represents the mechanical damping of the
system
Harmonic oscillator
d2x
dt2
+ ω20x + ξω0
dx
dt
Damping term
=
Driving term
ω20kLV
2 , (4.8)
where x is the displacement of the cavity surface, ξ is a dimensionless damp-
ing coeﬃcient, ω0 is the resonant angular frequency of the cavity, kL is the
Lorentz force coeﬃcient, and V the voltage of the fundamental mode [87, 88].
This model can be used to study the coupling of the cavity to a single me-
chanical mode. In reality the cavity couples to several mechanical modes
simultaneously with diﬀerent strengths.
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4.3.3 The quality factor
An equivalent equation to Eq. (4.8) can be used to describe the behavior
of the electromagnetic waves inside the cavity too, since they are also both
driven by the power source and damped by dissipative eﬀects. In this case
it is usual to express the damping coeﬃcient ξRF as its inverse
Q ≡ 1
ξRF
, (4.9)
which is known as the quality factor or Q factor. Cavities are usually char-
acterized by their Q factor, which describes how underdamped the waves in
the resonator are. A high Q indicates a low rate of energy loss relative to
the stored energy of the resonator
Q ≡ 2πf0 × Energy storedEnergy lost per cycle , (4.10)
where f0 is the resonant frequency of the cavity. The Q factor can be inter-
preted as roughly 2π times the number of RF cycles it takes to dissipate the
energy stored in the cavity.
4.3.4 Power dissipation
The stored energy of the cavity can be lost through various mechanisms, one
of them being ohmic losses. Ohmic losses are due to the surface resistance of
the cavity walls, existent even if the cavity is superconducting [83, Chapter
3], which entails energy dissipation through heating. Considering a quality
factor Q0 that characterizes the rate of energy loss only from ohmic losses,
we can express that rate as the power P0 dissipated in the cavity walls
dU
dt
= −P0 = − ω0
Q0
U , (4.11)
which has the solution:
U(t) = U(0) e−ω0t/Q0 = U(0) e−t/τU . (4.12)
From Eq. (4.12) we can see that the energy of the cavity decays exponentially
with a time constant τU
τU =
Q0
ω0
. (4.13)
Apart from ohmic losses, energy can be also dissipated through the input
coupler. Couplers are designed to allow an energy exchange with the modes
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of the cavity and, while they usually replenish the energy of the cavity, they
can also receive energy back if the cavity is not in resonance or the beam
not aligned with the longitudinal axis of the cavity. The quality factor that
characterizes the energy dissipation through the coupler is called the external
Q factor or Qext. The same relations derived for Q0 can be derived for Qext,
being both quantities generally expressed as
Q0 =
ω0U
P0
and Qext =
ω0U
Pext
, (4.14)
where U denotes the stored energy of the cavity, P0 the power lost in the
cavity walls, and Pext the power lost through the coupler when the RF sources
are turned oﬀ. Both types of energy losses are usually considered together in
the so-called loaded quality factor QL, which can be derived from the total
dissipated power
PL = P0 + Pext , (4.15)
obtaining the loaded Q factor
1
QL
=
1
Q0
+
1
Qext
. (4.16)
Usually, the dissipation in the cavity walls is much smaller than the dissipa-
tion through the coupler, making the loaded quality factor practically equal
to the external quality factor.
4.3.5 Resonant amplitude response
A damped oscillator does not resonate at a pure frequency ω0, but is instead
made up of a superposition of frequencies centered on ω = ω0 +Δω, where
Δω is called the bandwidth. Any frequency detuning bigger than the cavity’s
bandwidth will detune the cavity, so the tuners need to be able to compen-
sate for any frequency variation happening within that range. We can use
the resonant amplitude response of a cavity to derive an expression for the
frequency bandwidth. For this we will ﬁrst consider the time dependency of
the EM ﬁelds, which can be expressed as
E(t) = E0 e
−ω0t/2QL e−i(ω0+Δω)t , (4.17)
as described in Eq. (4.12) and remembering that U ∝ E2 from Eq. (4.1). We
can apply a Fourier transform to the function given by Eq. (4.17), which is
continuous in the time domain, in order to obtain it in frequency domain
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E(t) =
1√
2π
∫ ∞
∞
E(ω) e−iωt dω , (4.18)
where:
E(ω) =
1√
2π
∫ ∞
0
E0 e
−ω0t/2QL e−i(ω+ω0+Δω)t dt . (4.19)
We can immediately deduce how the amplitude will change with frequency:
|E(ω)|2 ∝ 1
(ω − ω0 −Δω)2 + (ω0/2Q)2 . (4.20)
Eq. (4.20) is commonly known as a Lorentzian function (or a Cauchy-Lorentz
distribution), which is the solution to the diﬀerential equation describing a
forced resonance.
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Figure 4.4. Normalized resonant amplitude response for variousQL factors.
We can see in Fig. 4.4 that the amplitude is indeed maximal at the resonant
frequency ω0 and that higher amplitudes are reached for less damped res-
onators. For suﬃciently large QL factors (QL  1), i.e. when the oscillator
is only weakly damped (ξRF  1), the resonant curve has a full width at half
maximum of
Δω =
ω0
QL
, (4.21)
from where QL = ω0/Δω. Superconducting cavities have usually very high
QL factors so, most of the time, QL also characterizes a resonator’s band-
width relative to its center frequency. In the case of the HL-LHC crab
cavities, QL = 5.3 × 105 and f = 400 MHz. Considering that f = Δω/2π,
we obtain a frequency bandwidth of Δf ≈ 756 Hz.
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4.4 Crab cavity design and schemes
From the big, elliptical KEKB crab cavities to the new compact ones for the
HL-LHC, the design of crab cavities has evolved and improved over more
than two decades.
4.4.1 Crab cavities at KEKB
KEKB is an e−e+ collider located at the KEK accelerator laboratory in
Tsukuba, Japan. KEKB produces copious amounts of B-mesons to study
CP-violation at the Belle experiment. It is composed of two rings, one for
the electrons, at 8 GeV of energy called the High Energy Ring (HER) and one
for the positrons, at 3.5 GeV of energy called the Low Energy Ring (LER).
KEKB was the ﬁrst accelerator to ever use crab cavities. Crab cavities were
installed in 2007 after 14 years of research and development and they were
used in operation until the end of KEKB in 2010, as shown in Fig. 4.2 [89].
KEKB crab cavities have a squashed, elliptical shape designed to damp
HOMs while maintaining a high Q value for the crabbing mode.
Figure 4.5. Left: KEKB crab cavity during its fabrication in 2005, during
the barrel polishing process [90]. Right: the crabbing mode
TM110 of the KEKB crab cavity, where the magnetic ﬁeld gives
the transverse kick to the beam [91].
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4.4.2 Local and global crabbing schemes
The crab cavities at KEKB were installed in a global crabbing scheme, i.e.
only one set of crab cavities exist per ring. This means that the crabbing
(or tilt of the bunch) is not compensated, so the beam oscillates as it travels
around the ring. On the other hand, a local scheme needs two sets of crab
cavities, one to rotate the bunch and one to undo the rotation, per IP and
per beam. The possibility of a global crabbing scheme was studied for the
HL-LHC [80, Section 3.2] but was rejected due to its inability to provide
crabbing for both ATLAS and CMS, where the beam collides in diﬀerent
transverse planes.
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Figure 4.6. Left: global crabbing scheme. Right: local crabbing scheme.
The black rectangles represent the crab cavities.
A local scheme for each HL experiment implies placing the crab cavities
near each side of the correspondent IPs, where the incoming beam needs
to be crabbed and the outgoing beam uncrabbed. A set of crab cavities is
therefore needed for each beampipe. Nevertheless, the separation between
beampipes in the LHC tunnel is too small for a conventional KEKB-like
cavity. In order to solve this problem, the development of compact "TEM-
like" and "TE-like" crab cavity designs blossomed between 2009 and 2012
as described in the next Section.
4.4. Crab cavity design and schemes 65
4.4.3 Crab cavities for the HL-LHC
Due to the space limitations of the LHC tunnel the HL-LHC crab cavities
need to be compact, working at a lower resonant frequency compared to
the KEKB ones. Many conceptual designs were proposed between 2009
and 2012, as shown in Fig. 4.7, but only two of them were downselected:
the RF Dipole (RFD) and the Double Quarter Wave (DQW) crab cavities.
Both cavities are made of bulk niobium sheets welded together, cooled with
superﬂuid helium.
(a) Diﬀerent geometries of crab cavities designed for the HL-LHC [92]. The last
two cavities are the DQW and the RFD, respectively.
(b) The RFD (left column) and DQW (right column) crab cavity prototypes for
the HL-LHC. The top row shows the electric ﬁeld, while the bottom row shows
the magnetic ﬁeld [93, 94].
Figure 4.7. Crab cavities for the HL-LHC.
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The DQW has a coaxial geometry with a gap to allow the passage of the
beam, crabbing with a “TEM-like” mode which is also the ﬁrst eigenmode.
The RFD has a double ridged cylindrical structure. Its ﬁrst eigenmode
is very eﬀective for accelerating particles but not for deﬂecting them, so
a higher “TE11-like” mode is used for crabbing (see Appendix A for more
information on cavity modes). The RFD prototype was jointly developed
by Old Dominion University and SLAC, while the DQW was developed by
BNL, both under the support of the Research and Development program US
LARP for the LHC HiLumi upgrade.
Table 4.1. Working parameters of the DQW and RFD crab cavities [95, 25].
DQW RFD
Resonant frequency (MHz) 400.79 400.79
Nearest HOM (MHz) 579 634
Deﬂecting voltage (MV) 3.4 3.4
Stored energy (J) 10.9 10.7
External quality factor Qext 3− 5× 105 3− 5× 105
Lorentz force coeﬃcient kL (Hz/MV2) -206 -114
R/Q (Ω) ∼ 400 ∼ 400
4.5 Crab cavity kick
The transverse kick of the cavity will be imparted by its transverse voltage V⊥
V⊥ = Vxeˆx + Vyeˆy , (4.22)
where eˆ is the unit vector. We can ﬁnd an expression for the voltage of the
cavity by ﬁrst considering the electrostatic potential energy
Ue = −
∫ r
r0
qE(r′) dr′ , (4.23)
which is deﬁned as the negative work done by the electrostatic force F to
bring a point charge from r0 to r. In our case we are interested in the work
done by the electromagnetic ﬁelds on the point charge along its trajectory
through the cavity. Remembering that the electrostatic potential energy can
be also expressed with respect to the associated voltage as
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Ue = qV , (4.24)
we can express the transverse voltage of the cavity by integrating the trans-
verse electromagnetic force, i.e. the Lorentz force, along the cavity’s length L.
mqV⊥ = −
∫ L
0
F⊥ dz , (4.25)
where ⊥ denotes the transverse coordinates x, y. The cavity’s voltage is a
function of space and time F (z(t), t(z)) where z(t) = z0 + βct′ and t(z) =
t0 + t
′z/βc, t′ denoting the time it takes to traverse the cavity. We change
the independent variable from space to time, obtaining
mqV⊥ = −βc
∫ L/βc
0
F⊥ dt′ = −βc
∫ tmax
0
m
dp⊥
dt′
dt′ = −mβcΔp⊥ . (4.26)
As discussed in Chapter 2, we know that px = psx′, allowing us to express
the change in angle due to the transverse kick as
x′ = − qVx
βc ps
= −qVx
E
, (4.27)
where E is the beam energy. As we saw in this chapter, crab cavities contain
oscillatory ﬁelds. For the case of a crab cavity, the voltage will behave as
Vx = V0 sin (φcc + ωcct) , (4.28)
obtaining the full expression for the transverse kick
x′ = −qV0
E
sin (φcc + ωcct) , (4.29)
which is equivalent for the y coordinate. It is important to note that the
crab cavity kick is in the (x′, z) plane, or (y′, z) for a vertical crossing angle,
not in the (x, z) or (y, z). It is only after the passage through the triplet that
the kick is transformed from (x′, z) to (x, z). After collision a second set of
crab cavities uncrab the beam, returning it to its original shape.
Another way of deriving the crab cavity kick is from the crab cavity Hamil-
tonian, given by
Hcc =
qV0
E
sin (φcc + ωcct)x , (4.30)
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Figure 4.8. A Gaussian particle bunch at the IP, with (right) and without
(left) a crab cavity kick, using HL-LHC parameters. The shape
of the RF curvature can be observed.
which can be derived with the formulas given in [96]. Applying Hamilton’s
equations we obtain
Δpx ≈ −∂H
∂x
= −qV0
E
sin (φcc + ωcct) , (4.31)
which is the same kick as the one derived in Eq. 4.29. A longitudinal kick
also exists and is given by
Δpz ≈ −∂H
∂z
= −qV0
E
ωcc
c
cos
(
φcc +
ωccz
c
)
x . (4.32)
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4.6 Crab cavity voltage
The crab cavity voltage needed to tilt the bunch suﬃciently to fully com-
pensate the crossing angle depends on the characteristics of the lattice, i.e.
the optics parameters at the relevant locations. In order to ﬁnd the optimal
location for the crab cavities in the lattice it is important to know the exact
relation between the cavity’s voltage and the optics. To ﬁnd it we will start
by looking at how the position of a particle changes while traveling from
the crab cavity to the IP. For this we can use the generic translation matrix
M1→2 that translates a position vector in phase space from point 1 to point
2 in terms of the Twiss functions in both points:
M1→2 =
⎛
⎝
√
β2
β1
(cosΔμ+ α1 sinΔμ)
√
β1β2 sinΔμ
− (1+α1α2) sinΔμ+(α2−α1) cosΔμ√
β1β2
√
β1
β2
(cosΔμ− α2 sinΔμ)
⎞
⎠ .
(4.33)
In our case, point 1 will be the crab cavity and point 2 the IP. ApplyingM1→2
to the position vector in the crab cavity we can obtain the ﬁnal position at
the IP(
xIP
x′IP
)
=
(
M11 M12
M21 M22
)(
xcc
x′cc
)
→
{
xIP = M11xcc +M12x
′
cc
x′IP = M21xcc +M22x
′
cc
, (4.34)
where we can replace the angle x′cc by the crab cavity kick derived in Eq. (4.29):
xIP = M11xcc +M12
qV0
E
sin (φcc + ωcct) . (4.35)
We want to relate the expression we just obtained to the crossing angle θ.
Crab cavities need to tilt the bunch by only half of the crossing angle θ/2, so
assuming that the crossing angle is in the horizontal plane, we can express
this angle by the slope it deﬁnes:
tan
θ
2
=
Δx
Δs
≈ dx
ds
. (4.36)
Combining Eqs. 4.35 and 4.36 we obtain:
tan
θ
2
=
d
(
M11xcc +M12
qV0
E
sin (φcc + ωcct)
)
ds
. (4.37)
We can express the time t as z/βc where z = s− s0, s0 being the position of
the reference particle. Considering the small angle approximation and seeing
that the only dependency with s is in the second term, we obtain
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tan
θ
2
=
qV0ωccM12
βcE
=
qV0ωcc
√
βIPβcc sinΔμ
βcE
, (4.38)
from where we can isolate the voltage:
Vcc =
βcE tan θ
2
qωcc
√
βIPβcc sinΔμ
. (4.39)
The voltage given by Eq. (4.39) is the total voltage needed to fully compen-
sate the crossing angle but it can be divided by the number of crab cavities
installed, as shown in Fig. 4.9.
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Figure 4.9. Evolution of the crab cavity voltage depending on the βcc func-
tion at their location and on the total crossing angle θ. The
dashed line indicates the values for the HL-LHC.
The voltage we just calculated corresponds to the voltage for the upstream
cavities, i.e. the ones that crab the beam before collision. For the eﬀect
of the crab cavities to remain local the beam must be uncrabbed at the
downstream cavities. We calculate the voltage for the downstream cavities
using Eq. (4.33) to transport the position vector from the upstream to the
downstream crab cavities. To simplify the equation we can assume that
the phase advance between the upstream and downstream cavities is 180◦.
Indeed, the phase advance between the crab cavities and the IP is optimized
to be 90◦ so that the particles with higher amplitude at the crab cavity arrive
with minimum amplitude at the IP. Since the beta function is very small at
the IP and so is the beam size σ =
√
β, the particles with lowest amplitude
at the crab cavity will not reach very big amplitudes at the IP. Another
simpliﬁcation can be made assuming the alpha functions at both locations
are equal, yielding the following set of equations:
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{
xccdown = M11xccup
x′ccdown = M22x
′
ccup
. (4.40)
We can write down explicitly the kick Δx′ccup given by the upstream crab
cavity:
x′ccdown = M22
(
x′ccup +Δx
′
ccup
)
. (4.41)
We can also write down the kick Δx′ccdown given by the downstream cavities
explicitly, setting the ﬁnal total angle equal to the one before the kick of the
upstream cavities:
x′ccdown +Δx
′
ccdown = M22x
′
ccup . (4.42)
Substituting Eq. (4.41) in Eq. (4.42)
M22
(
x′ccup +Δx
′
ccup
)
+Δx′ccdown = M22x
′
ccup , (4.43)
obtaining:
Δx′ccdown = −M22Δx′ccup . (4.44)
From Eq. (4.29) we can see that x′ ∝ V , allowing us to write
Vccdown = −M22Vccup . (4.45)
Considering equations 4.39 and 4.44, and applying the HL-LHC parameters
given by the HLLHCV1.2 optics we obtain the following values for the total
voltage of the upstream and downstream crab cavities:
Vccup = 10.61 MV and Vccdown = 10.38 MV . (4.46)
In reality the phase advance between the crab cavities and the IP is never ex-
actly 90◦, and the alpha function is not the same for the upstream and down-
stream cavities (see Table C.1). In this case the equations cannot be solved
analytically, but can be approximated computationally (see Table 5.1).
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4.7 Crab cavity failures
Crab cavity failures can be very fast and induce large coherent betatron
oscillations, generating beam losses before the beam can be properly dumped.
Furthermore, the eﬀect of the failure is cumulative with the number of crab
cavities failing. We want to study exactly how fast crab cavity failures can be,
what kind of failures we can expect, and the impact that very fast failures can
have on beam dynamics and beam loss. For this, we ﬁrst need to understand
how crab cavities will be controlled once installed.
4.7.1 The LLRF feedback system
Crab cavity operation will be controlled by the LLRF feedback system. The
LLRF ensures the correct and safe operation of the crab cavities by main-
taining them tuned at their resonant frequency, keeping the deﬂecting ﬁeld
at the demanded value and by synchronizing the phase of the RF kicks with
the passage of the bunches for both beams. The LLRF also fulﬁlls other
tasks such as compensating for beam loading when the bunch is not per-
fectly centered and reducing the impedance of the fundamental mode of the
cavity to avoid beam instabilities. To achieve this, the LLRF system needs
to measure the variations of the correspondent parameters, process the sig-
nal, and send the response back to the controller. The time needed for this
processis called the loop delay and is the main performance limitation of the
LLRF feedback system.
Cavity Cavity Cavity Cavity Cavity Cavity Cavity Cavity
Multi-cavity controller
Controller
f f f feedback f f f f
IP
Power
source
Figure 4.10. Proposed crab cavity LLRF architecture for one IP and one
beam. The local loop delay is estimated to be 1 μs and the
global multi-cavity loop delay 5 μs [97].
Each crab cavity will have their own powering system, regulated by a cavity
controller. Having an individual power supply for each crab cavity reduces
the loop delay and allows fast and independent control of the cavity’s voltage
and phase. Additionally, a central multi-cavity controller receives measure-
ments from all the cavities and adjusts the ﬁelds at both sides of the IP such
that the orbit distortions remain local. This is of special relevance during
crab cavity failures since it could mitigate the losses during the turns needed
to dump the beam.
4.7. Crab cavity failures 73
4.7.2 Power source failure
When the power source of the crab cavity is abruptly switched oﬀ, the stored
energy U of the cavity exponentially decays with the characteristic time
constant, as derived in Eq. (4.12). Taking into account that for the HL-
LHC crab cavity prototypes the quality factor values are Q0 ∼ 1010 and
Qext ∼ 105, we can conclude from Eq. (4.14) that QL ≈ Qext, obtaining the
following time constant:
τU =
Qext
ω0
. (4.47)
We can also derive the time constant for the voltage decay knowing that
U ∝ V 2 (Eq. (4.1)), obtaining
V = V0. e
− ω0t
2Qext , (4.48)
from where:
τV =
2Qext
ω0
. (4.49)
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Figure 4.11. Time evolution of the stored energy U and voltage V when
the power source is switched oﬀ for Qext = 5× 105 and f0 =
400 MHz, which gives τV ≈ 400 μs ≈ 4 LHC turns.
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As discussed in Subsection 4.3.1, any change in the cavity ﬁelds will cause a
mechanical deformation of the cavity structure due to the radiation pressure
Eq. (4.6), which will entail a detuning in frequency Eq. (4.5). In the case of
an exponential voltage decay and the tuners not managing to compensate
for the induced detuning, a change in frequency could happen before the
voltage has completely decayed. Nevertheless, it is possible that the time
the cavity structure needs to contract and relax is signiﬁcantly longer than
the voltage decay time. In that case, the phase and frequency would remain
approximately constant for the time it takes the cavity voltage to decay.
In terms of beam dynamics, a decrease in voltage will induce a change in the
tilt imparted to the bunch by the crab cavity, as illustrated in Fig. 4.12. A
ﬂuctuation in voltage adds a residual tilt that will result in a not fully com-
pensated crossing angle at the IP. This eﬀect can be countered by adjusting
the voltage of the downstream crab cavity so that it fully removes the tilt of
the bunch.
y′
z
y′
Figure 4.12. Left: Normal operation. Right: a decrease in tilt induced
by a decrease in voltage.
The eﬀects that an abrupt cut in the power source can have on beam dy-
namics and overall losses are explored in Chapter 5, with the help of tracking
codes and the HL-LHC lattice.
4.7.3 LLRF malfunction
If the crab cavity phase is not synchronized to be zero at bunch arrival,
the center of the bunch will see a non-zero voltage. This failure case is
critical since, if the change in phase is big enough, the bunch core could
reach the collimators, damaging them and putting the protection of the
machine at risk. The LLRF will control this phase, synchronized with the
phase of the RF accelerating cavities. The reference signal to synchronize
both accelerating and crab cavities is generated above ground in IP4. It is
also foreseen to include a local pick-up for more accurate adjustments of the
crab cavities’ phase [97].
We want to assess how much the phase of the crab cavity can change in
one turn if the wrong signal was fed by the LLRF, with the available power.
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y′
z
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Figure 4.13. Left: Normal operation. Right: a change in phase, entailing
a transverse kick of the bunch core.
For this, we can use the beam-cavity-transmitter relations derived for crab
cavities in [98, 99], where the generator power is expressed as
Pg(t) =
(
R
Q
)
⊥
QL |Ig(t)|2 , (4.50)
using the Linac impedance deﬁnition as the crab cavity parameters are usu-
ally given following that convention, where R/Q⊥ is the transverse geometric
shunt impedance (see Appendix B), QL is the loaded Q factor, and Ig(t) is
the generator current for an on-tune cavity (Δω) and a centered bunch (no
oﬀset)
Ig(t) =
V⊥(t)
2
(
R
Q
)
⊥
QL
+
dV⊥(t)
dt
1
ω
(
R
Q
)
⊥
, (4.51)
where V⊥ is the deﬂecting voltage. Let’s assume a phase variation of the
cavity voltage adding a phasor to the amplitude
V⊥ = V0 eiφ(t) , (4.52)
from where:
dV⊥(t)
dt
=
dV0(t)
dt
eiφ(t) + V0
dφ(t)
dt
i . (4.53)
Assuming that the ﬁeld amplitude V0 is constant in time, replacing Eq. (4.53)
in Eq. (4.51) we obtain:
Ig(t) =
V0 e
iφ(t)
2
(
R
Q
)
⊥
QL
+
V0 e
iφ(t)
ω
(
R
Q
)
⊥
dφ(t)
dt
i
=
V0 e
iφ(t)
2
(
R
Q
)
⊥
QL
(
1 +
2QL
ω
dφ(t)
dt
i
)
.
(4.54)
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Remembering that |z1z2|2 = |z1|2|z2|2, |x+ iy|2 = x2 + y2 and |reiφ|2 = |r|2:
|Ig(t)|2 = V
2
0
4
(
R
Q
)2
⊥
Q2L
[
1 +
(
2QL
ω
dφ(t)
dt
)2]
. (4.55)
Substituting Eq. (4.55) in Eq. (4.50) yields
Pg(t) =
1
4
V 2o(
R
Q
)
⊥
QL
[
1 +
(
2QL
ω
dφ(t)
dt
)2]
, (4.56)
from where we can isolate the maximum phase change per time interval:
dφ(t)
dt
∣∣∣∣
max
=
ω
2QL
√
4(R/Q⊥)QLPmax
V 20
− 1 , (4.57)
Considering the following values for the crab cavity parameters:
QL = 3 × 105, R/Q⊥ = 500 Ω, Pmax = 100 kW, V0 = 3.4 MV and f = 400
MHz, we obtain a maximum phase change per turn of
dφ(t)
dt
∣∣∣∣
max
= 44◦ , (4.58)
which has the potential of producing big losses in the collimation system.
This scenario will be further explored in Chapter 5.
4.7.4 Quenches
A quench is a thermal breakdown of superconductivity in the cavity dur-
ing normal operation, usually caused by surface defects or multipacting [84,
Chapters 10 and 11]. In the case of surface defects, RF currents ﬂow through
it causing Joule heating. If the defect is heated beyond the critical temper-
ature of the superconducting material the region around the defect becomes
normal conducting, dissipating much more power than before. This can turn
a larger portion of the cavity normal conducting, in which case the coupling
with the power source is lost and all the power is reﬂected back through the
coupler. The ﬁelds of the cavity will then abruptly drop and the cavity will
start cooling down again until it recovers superconductivity. The cavity may
continue jumping between superconducting and quenched states, provided
that the power is being supplied during this time. This phenomenon works
with the same mechanism as the self-sustained poderomotive oscillations de-
scribed in Section 4.3.1, only that in this case superconductivity is lost and
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recovered along the process. In multipacting processes the RF power is ab-
sorbed by an electron current generated in a chain reaction inside the cavity,
leading to the quenching process we just described.
The drop in voltage observed during a quench is much faster than the de-
cay dominated by the characteristic time constant, as described in Subsec-
tion 4.7.2. Tests on the DQW crab cavity prototypes in the SM18 facility at
CERN revealed that the quenches happen faster than 25 μs [100], although
the time constant will be measured with more precision in the SPS tests
in 2018. Any change in voltage that happens faster than the characteristic
time constant τ will require additional power input. This suggests that by
monitoring the changes in the input power we can predict the onset of a
quench.
4.7.5 Probability of failure
As discussed in Chapter 3, knowing the probability of a failure happening and
its consequences helps us understand the risk that a certain failure poses to
the machine. In the case of the HL-LHC, that probability will only be known
after the crab cavities are tested in real conditions, i.e. fully set up in the
tunnel, with beam, and a feedback system. We can, nevertheless, make an
estimation considering the failure rate of the LHC accelerating cavities and
of the KEKB crab cavities. Indeed, crab cavity quenches were observed in
KEKB during operation [101]. When the quench was detected, the klystron
power was increased to compensate for the induced power dissipation until it
was turned oﬀ. After that, the voltage of the cavity decayed as expected, but
the cavity phase lost synchronization with the reference signal and started
oscillating without control, as shown in Fig. 4.14. A change of phase of
50◦ was observed to happen in 50 μs after the RF power was switched oﬀ,
kicking the beam horizontally. It was then concluded that the beam should
be aborted before the RF is turned oﬀ in order to avoid losing control of the
crab cavity phase.
During the lifetime of KEKB’s crab cavities, it was observed that they failed
on average 1.3 times per day for HER and 0.5 times per day for LER, as
shown in Fig. 4.15, which translates into 18 and 24 hours of MTBF respec-
tively.
On the other hand, the accelerating cavities in the LHC have been very
reliable with only 12 faults over 45 days of operation in the summer of 2016,
with a MTBF of 90 hours and a downtime of 0.7 hours. As a preliminary
estimation, it is reasonable to assume that the MTBF of the future HL-
LHC crab cavities can lie between the MTBF of the KEK crab cavities
and the MTBF of the LHC accelerating cavities. Some availability studies
have simulated the impact of crab cavity failures on the HL-LHC luminosity
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Figure 4.14. Crab cavity breakdown at KEKB in 2008, where the yellow
plot represents the klystron power, the blue plot the cavity
voltage, the purple plot the cavity phase and the green plot
the beam current [101].
Figure 4.15. Trip rate of the crab cavity system at KEKB during its life-
time. We can observe that the trip rate was higher during
the commissioning period (Period 2) [102].
production using a Monte Carlo model taking these two cases into account
[66]. It was shown that even with a very short MTBF, such as the one of the
KEKB crab cavities in the HER ring, we would still gain 25% of integrated
luminosity. It is still worth noting that these results are strongly dependent
on the downtime induced by the failures. For example, if every crab cavity
failure would lead to a magnet quench, the downtime will increase to 8 hours.
In this case, a gain in luminosity will only be observed if the MTBF was
greater than 15 hours. The criticality of crab cavity failures greatly aﬀects
the potential gain in luminosity production, which is why understanding crab
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cavity failures is a necessary task. An advanced interlock system as well as
mitigation strategies are needed in order to reduce the consequences of crab
cavity failures, and therefore their downtime [66].
Figure 4.16. Yearly luminosity production as a function of average crab
cavity downtime and MTBF [66].
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4.8 Summary
Imbalances in the EM ﬁeld of the crab cavity cause radiation pressure, which
can change the cavity’s shape and, therefore, its resonant frequency. If the
deformation is signiﬁcant and cannot be compensated by the tuning system,
the coupling with the power source will be lost and the crab cavity power
will start being reﬂected back through the coupler, entailing an exponential
decay in the cavity voltage. This detuning of the cavity is a relatively slow
process because it is dictated by the timescale of the mechanical deformation
of the cavity. We are interested in faster failure scenarios during which
the machine protection system cannot actively protect and mitigate. For
example, a power source failure happens in timescales of the order of only
a few LHC turns while phase trips happen almost instantaneously. A phase
trip can happen as consequence of a deliberate action from the LLRF or
from losing synchronization with the reference signal. This last scenario was
observed in KEK, where the residual RF power in the cavity after a quench
caused uncontrolled phase jumps. We calculated the maximum phase shift
a crab cavity can sustain per turn based on the available power in order to
apply it to the crab cavity failure simulations, presented Chapter 5, as well
as other relevant quantities such as the crab cavity kick and voltage.
Chapter No.5
Crab Cavity Failure Simulations
This chapter presents the collimation studies performed with SixTrack using
the newly implemented DYNK module, a new functionality developed in the
context of this thesis that allows to carry out failure simulations, further
explained in Section 5.1. The crab cavity failure scenarios considered in this
chapter are described in Section 4.7 and are further discussed in Section 5.2.3.
The results are presented in Section 5.3 and comprise a classiﬁcation of
failures per fraction of beam lost, the spatial and temporal distribution of
the particles absorbed by the collimation system for diﬀerent failure cases,
the estimation of the trigger of the beam abort and the study of collimator
damage for each failure case. The results are analyzed in Section 5.4, where
the optimization of the phase advance between crab cavity and primary
collimator is proposed as a mitigation technique. Finally, the scope of the
study is put into perspective in Section 5.5, where the results are summarized
and discussed.
Figure 5.1. A DQW crab cavity on the test bench in the SM18 facility at
CERN. Taken the 30th of August, 2016.
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5.1 Crab cavity failures with SixTrack
SixTrack is a 6D single particle symplectic tracking code used to compute the
individual trajectories of relativistic charged particles in circular accelerators.
It is, in particular, one of the most speed optimized particle tracking codes for
accelerators. The main program comprises around 77000 lines of FORTRAN
code that has been developed and improved for more than two decades by
several people at CERN [103, 104, 105, 106, 107]. During this time the
code has been experimentally benchmarked and many functionalities have
been added [108]. SixTrack was used in the design phase of the LHC and is
currently being used for HL-LHC studies, such as the one presented in this
thesis. SixTrack is used in long term tracking to determine the boundary
of unstable motion through the prediction of the dynamic aperture of the
machine, simulation of particle losses in the machine for collimation studies,
and study of nonlinearities such as the beam-beam eﬀect. Additionally, it
is now a standard tool for failure simulations thanks to the dynamic kick
functionality called DYNK, developed in the context of this thesis [109, 110].
5.1.1 The dynamic kick module
The SixTrack code was modiﬁed twice to include a dynamic kick function-
ality, i.e. the option to change the attributes of an accelerator element on a
turn-by-turn basis, which is an essential feature to simulate failure scenar-
ios. This was done for some magnetic elements in 2013 [111] and in a private
version for crab cavities in 2014 [112]. Since both codes were never fully de-
veloped, maintained or uniﬁed, they could not be properly used for the crab
cavity failure simulations envisaged for this thesis. This is why work took
place to develop an oﬃcial dynamic kick functionality that could be applied
to all the elements of the accelerator, called the DYNK module. A conference
paper was published on this topic, and can be found in Appendix E.2. Cur-
rently DYNK allows modifying the attributes of the accelerator’s elements on
a turn-by-turn basis and is part of the oﬃcial SixTrack version [113, Chap-
ter 3.3.4]. A detail of the DYNK module integration in the SixTrack code is
given in ﬁgures D.1 and D.2 of Appendix D. The DYNK module has not only
been used for the simulations presented in this thesis, but also for simula-
tions of oﬀ-momentum collimation through RF detuning, studies of electron
lens intensity modulation and studies of losses during energy ramping [110].
It has now become a standard tool for failure simulations.
DYNK is used as a block in the main SixTrack input ﬁle, called fort.3. In
this block the user can specify which attribute of which element to change and
when, achieved through the SET statement. The evolution of the attribute
through time can be described with the FUN statement using a function or
reading it from an external ﬁle. The GET function can be used in FUN to
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retrieve the original value of the attribute from the lattice input ﬁle (fort.2).
An example is shown below, where the voltage and phase of crab cavities
ACFCA.AR1.B1 and ACFCA.AL1.B1 are modiﬁed with the DYNK block.
1 DYNK
2 FUN zero CONST 0.0
3 SET ACFCA.AR1.B1 voltage zero 1 1 0
4 FUN cc_init GET ACFCA.AR1.B1 voltage
5 SET ACFCA.AR1.B1 voltage cc_init 2 -1 0
6 FUN jump FILELIN phases.txt
7 SET ACFCA.AL1.B1 phase jump 1 200 0
8 NEXT
In line 2 a constant value of 0 is stored in the function zero, which is later
used in line 3 to switch oﬀ the downstream crab cavity ACFCA.AR1.B1 (see
Fig. 5.2) for the ﬁrst turn of the simulation, i.e. from turn 1 to turn 1. The
0 at the end of the line is an integer added to the actual turn number before
evaluating zero. The GET function is used in line 4 to retrieve the original
voltage value of the cavity, which is stored into the cc_init function. The
crab cavity voltage is then set to cc_init from turn 2 to the end of the sim-
ulation indicated by -1. In line 6 the content of the ﬁle phases.txt is stored
in the function jump through the FILELIN function, which is later applied in
line 7 to change the phase attribute of the upstream cavity ACFCA.AL1.B1.
The DYNK block has many more functionalities that are described in the
SixTrack manual [113, Chapter 3.3.4].
5.1.2 Collimation studies with SixTrack
Collimation studies for the LHC and the HL-LHC are carried out with the
collimation version of SixTrack. This version allows to load external par-
ticle distributions up to 312 × 64 = 19968 particles per simulation. Halo
distributions can also be created within the program to reduce computation
time. The collimation version contains a proton scattering routine [114],
based on the K2 code [115], that simulates the interaction of the proton
with the collimator material. The interactions are classiﬁed into nuclear in-
teractions, Coulomb scattering and ionization. Nuclear interactions include
elastic and inelastic scattering with the atomic nucleus of the material, as
well as single diﬀractive scattering. Coulomb scattering comprises large and
small angle deﬂections, implemented as Rutherford scattering and multiple
Coulomb scattering.
Collimators are implemented in the input lattice as markers of zero length
and their properties such as length, material or jaw opening are read from
a collimator database. During the particle tracking the particle’s position
and angle are evaluated at the collimator jaw. If the position is greater
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than the collimator half gap the particle will enter the scattering routines
directly. If the position is smaller than the collimator half gap but an angle
exists, the longitudinal entry point to the collimator needs to be calculated.
The code then follows a Monte Carlo method where the distance travelled
by the particle before undergoing inelastic nuclear interaction is randomly
generated until the particle is absorbed or leaves the collimator jaw. During
the passage through the collimator the particle receives kicks from multiple
Coulomb scattering and loses energy from ionization. The results are then
given in the form of particle coordinates at the turn where the interaction
with the collimator happened, divided into elastic and inelastic interactions.
The particles that undergo elastic scattering continue to travel through the
machine with a diﬀerent angle and might interact inelastically with the colli-
mator in further passages. Due to their change in angle, these particles have
a chance of hitting the machine aperture and being lost there. Not taking
this fact into account means an overestimation of the number of inelastic ab-
sorptions in the collimator system. In order to account for the losses in the
aperture the programs BeamLossPattern and CleanInelastic were developed
as a post-processing tool for SixTrack output [116, 117], where
BeamLossPattern interpolates the trajectory of particles that interacted
elastically with a collimator and ﬁnds the location where a given tra-
jectory intercepts the machine aperture within a 10 cm resolution.
CleanInelastic removes the particles that are lost in the machine aperture
from the inleastic interactions given by SixTrack.
Fig. D.3, in Appendix D, illustrates how BeamLossPattern and CleanInelas-
tic work with the output from SixTrack and the needed input ﬁles for a full
collimation study. In order to reduce the complexity and improve the accu-
racy of this process, eﬀorts have been made in the past years to introduce an
online aperture check in SixTrack coupled FLUKA, a more advanced Monte
Carlo code [118].
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5.2 Simulation set-up
Collimation studies were carried out with SixTrack using the HLLHCV1.2
optics. Since crab cavities will only operate during stable beams the simu-
lations were done at collision energy. This section presents the crab cavity
layout, collimation conﬁguration, and particle distribution used.
5.2.1 Crab cavities
The crab cavity layout used in the simulations is shown in Fig. 5.2, using
the following naming convention:
ACFCA : denotes the crab cavity element in SixTrack.
A, B, C or D : crab cavity position with respect to the others, A indicating
the closest to the IP.
L or R : left or right side of the IP (as seen from inside the ring).
1 or 5 : IP number.
B1 or B2 : beam 1 or beam 2.
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Figure 5.2. Layout of the crab cavities used in the SixTrack simulations,
for ATLAS (left) and CMS (right).
Additional details concerning the location and optics functions of the sim-
ulated crab cavities can be found in Appendix C. Eq. (4.45) could not be
used in this case to calculate the voltage since the phase advance and al-
pha function are not equal for the upstream and downstream cavities, as
shown in Table C.1. Instead, the voltage of the crab cavities upstream of
the IP was set to the cavity’s maximum, i.e. 3.4 MV, and the voltage of the
downstream crab cavities was calculated by MAD-X through matching with
the constraint that no additional angle is added to the particles at the IP
location (see Table 5.1). The frequency of the crab cavities is 400 MHz and
their phase with respect to the arrival of the center of the bunch is zero.
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Table 5.1. Voltage per crab cavity used in the simulations.
Experiment Upstream [MV] Downstream [MV]
ATLAS 3.4 3.37
CMS 3.4 3.18
5.2.2 Collimation
The collimator openings deﬁned for the HL-LHC are listed in Table 5.2. Ad-
ditional details concerning the location and optics functions of the simulated
collimators can be found in Appendix C.
Table 5.2. HL-LHC collimator openings in terms of σ for emittances of
2.5 μm and 3.5 μm.
Collimator Opening [σ2.5] [σ3.5]
Primary IR7 6.74 5.7
Secondary IR7 9.11 7.7
Absorber IR7 11.83 10
Primary IR3 17.75 15
Secondary IR3 21.3 18
Absorber IR3 23.66 20
Secondary IR6 10.06 8.5
Dump protection IR6 10.65 9
Tertiary IR2 35.5 30
Tertiary IR8 17.75 15
Tertiary IR1/5 12.9 10.9
5.2.3 Chosen failure cases
As discussed in Chapter 4, the behavior of RF cavities can be summarized as
an interplay between the EM ﬁelds sustained inside the cavity and the cavity
itself, where all the crab cavity parameters (frequency, phase and voltage)
are correlated through the physical structure of the cavity. Section 4.3.2
introduced a simpliﬁed model that takes into account this behavior, namely
a driven damped harmonic oscillator. Simulations were carried out using
this model and were published in a conference paper, which can be found
in Appendix E.4. On the other hand, the failure scenarios selected for this
study correspond to a power source failure and a LLRF malfunction, intro-
duced in Section 4.7, where the voltage and phase evolve independently from
each other. Additionally, the interaction of the beam with the cavity was
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considered to be negligible [119]. During a power source failure the voltage
of the cavity drains exponentially. While a decrease in the cavity ﬁelds leads
to a frequency detuning and therefore to a change in phase, the amplitude
of the kick induced by the phase change is proportional to the amplitude of
the ﬁelds. This means that if the voltage decay is not compensated, the kick
amplitude will exponentially decrease with it, and the eﬀect will be negligi-
ble. The second scenario considered is when the voltage remains constant
by compensation from the LLRF, or just normal operation, and the wrong
phase is fed to the system. This can happen if the synchronization with the
reference phase signal is lost or as an operation mistake. These two scenar-
ios were chosen since they can be easily modeled and serve as reference to
extrapolate information for any other crab cavity failure. It should be noted
that the aim of these simulations is to identify failure cases that are a limit
for the machine protection system and to study if they can be easily inter-
locked or mitigated. Since currently there exists no data concerning the real
behavior of the crab cavity prototypes, from the machine protection point of
view studying corner cases provides the best input for a safe operation with
crab cavities.
The results presented in this chapter deal with three types of failures, already
explored in Chapter 4.7, namely
Voltage decay (V) power source failure as described in Subsection 4.7.2,
where τdecay = 4 LHC turns,
Phase jump (PJ) jump in the crab cavity phase from 0 to 60◦ in one turn
and maintained constant,
Phase slip (PS) change of 60◦ in phase per turn.
A phase slip is equivalent to a linear frequency detuning Δf induced by the
change in phase Δφ given by Δφ =
∫ t
0
2πΔft dt. For the HL-LHC crab
cavities the phase slip would be equivalent to a detuning of Δf = 1.7 kHz.
The maximum phase change per turn of 60◦ used in the phase jump and
phase slip cases is an overestimation of the value calculated with Eq. (4.57)
in Chapter 4. In the simulation the particle distribution is tracked for 150
turns before the failure and 50 turns after the failure. This is done for the
upstream cavities of ATLAS and CMS, where the failure aﬀects either two
or four crab cavities. It is important to note that it is not the number of
cavities that matters but the total eﬀective voltage of the crab cavity set-up:
an eﬀective voltage of 10 MV can be achieved with two crab cavities at 5 MV
or three crab cavities at ∼ 3.3 MV. The simulations presented here consider
two and four crab cavities with a voltage of 3.4 MV each, i.e. a set-up with
an eﬀective voltage of 6.8 MV and 13.6 MV respectively. Results for other
eﬀective voltages can be easily extrapolated from those two.
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5.2.4 Particle distribution
The presence of non-Gaussian tails has been systematically observed in beam
proﬁle measurements at the LHC [120]. In simulations these tails can be
accounted for with double Gaussian distributions, where one Gaussian de-
scribes the core and the other one the tails. The subject of realistic par-
ticle distributions has been tackled in previous crab cavity failure studies,
where LHC proﬁle measurements were ﬁtted to double Gaussians [112]. In
particular the data from Van der Meer scans at CMS [121] and scraping
measurements [122] were used, where
Van der Meer scan σcore = 1.0 , σtail = 1.7957
Scraping σcore = 1.3860 , σtail = 2.6076.
In both cases σtail = 1.8σcore. This is why the parameters from the Van der
Meer scans were chosen for this study, where the core makes up 95% of the
beam and the tail 5% (detail in Fig. 3.4). This constitutes a moderately
pessimistic case.
In accelerator physics the 4D beam matrix describes the transverse statistical
properties of the beam, i.e. how the transverse coordinates are correlated
with each other. If the vertical and horizontal motions are uncoupled a 2D
beam matrix is enough to characterize the beam in one plane, given by
σ2D =
(
σxx σxx′
σx′x σx′x′
)
= Cov(x) , (5.1)
where Cov indicates the covariance, x = (xn, x′n), n is the number of parti-
cles, and  =
√
det(σ2D). It is often more convenient to express the beam
matrix in terms of the Twiss parameters, which are themselves correlation
coeﬃcients
σ2D = 
(
β −α
−α γ
)
. (5.2)
In order to generate correlated random variables x from uncorrelated ones
u, we must ﬁnd a transformation matrix Mˆ such that
x = Mˆ · u , (5.3)
where Eq. (5.1) is true. Remembering that
Cov(a, b) = 〈ab〉 − 〈a〉〈b〉 , (5.4)
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considering that our uncorrelated random variables have zero means 〈u〉 = 0,
unit variances 〈u · u〉 = Iˆ, and substituting Eq. (5.3) in Eq. (5.1) we get
σ2D = Cov(Mˆ · u) = 〈Mˆ · u · u · Mˆ〉 = Mˆ〈u · u〉Mˆ
σ2D = MˆMˆ .
(5.5)
It is common to computationally calculate the Mˆ matrix through Cholesky
decomposition for its numerical eﬃciency, where Mˆ is a lower triangular
matrix. In order to have a complete description of the beam at a certain
location the dispersive contribution Dδ needs to be added to the coordinates.
The simulations presented in this Chapter start at an IP, where by design
β is small, α ≈ 0, and D ≈ 0, giving very little correlation among coordi-
nates. The longitudinal proﬁle was created using rejection sampling on an
uncorrelated bivariate Gaussian distribution. The separatrix given by the
Hamiltonian of the synchrotron motion was set as the limit for the rejection
sampling. This method does not provide a perfectly matched longitudinal
distribution since it is not completely uniform in phase space, creating small
oscillations in bunch length. However, since the synchrotron period is much
longer than the timescale for the simulated failures this eﬀect is negligible.
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Figure 5.3. Initial particle distribution at IP1, where the gray ellipses indi-
cate areas of constant sigma. We can observe a small, non-zero
alpha in the horizontal plane.
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5.2.5 Computational considerations
Collimation studies were carried out with SixTrack on a single particle bunch,
divided into a core and tail population that were tracked separately. The
ﬁnal particle distribution was reconstructed by assigning the correct weights
to core and tail, as discussed in Section 5.2.4. Instead of using the total
number of particles per HL-LHC bunch, i.e. 2.2× 1011 protons, a macropar-
ticle representation was used. A macroparticle is a numerical representation
of a cluster of neighbouring physical particles and allows to reduce the com-
putational resources needed to run a simulation. This method can increase
the granularity of the system and introduce noise if the number of simulated
macroparticles is too small. These eﬀects are negligible for the simulations
presented here, where ∼ 3 million macroparticles were tracked on average
per SixTrack run. As mentioned in Section 5.1.2, the current tracking limit
of the collimation routine is of 312 × 64 = 19968 particles per simulation,
resulting in ∼ 150 simulations per failure scenario. Considering that 24 dif-
ferent failure scenarios were simulated and that they were divided into core
and tail, a total of 7200 simulations was needed. Since the SixTrack col-
limation runs are long and the output ﬁles can end up weighting several
gigabytes they had to be carried out using the CERN Batch System. This
system oﬀers a centrally-managed cluster of 190000 CPU cores designed to
run computing jobs as of early 2018. This is achieved by having a group
of computers working together as a single unit, combining computing power
and sharing workload and resources [123].
In order to better compare the results for diﬀerent failure scenarios the same
particle distribution was used for each failure case, divided in diﬀerent jobs.
Additionally, the random seed used in the Monte Carlo method that simu-
lates the scattering of the particles through matter, discussed in Section 5.1.2,
was set to be the same across failure cases, but diﬀerent for each job.
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5.3 Results from SixTrack simulations
5.3.1 Single particle simulations
In order to clearly observe the eﬀect that the failure scenarios have on the
beam we ﬁrst simulate them with SixTrack for a single particle. The variation
of the voltage and phase of the crab cavities is done as described in Fig. 5.4
through the DYNK block, introduced in Chapter 5.1.1.
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Figure 5.4. Crab cavity parameters modiﬁed for each failure case. The
phase remains constant at zero value in the V (voltage decay)
scenario and the voltage remains constant in the PJ (phase
jump) and PS (phase slip) scenarios.
The results are shown in Fig. 5.5, where the position of the particle is shown
for each turn in phase space and the transverse plane. The particle’s move-
ment is observed at a primary collimator to see if the particle would reach
the collimator jaws. For this, the collimator jaws were kept open during this
simulation.
We can see from Fig. 5.5 that the V scenario only causes a smear in the
particle’s orbit, while in the PJ scenario the kick sends the particle to a
higher amplitude orbit. In the PS case the particle is kicked diﬀerently for
each turn, so the amplitude of the particle’s orbit grows with time. The
collimator jaws are easily hit with four crab cavities failing in the PS case.
The impact of simultaneous failures can also be observed, where the eﬀect
of a failure is cumulative with the number of crab cavities failing.
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Figure 5.5. Single particle tracking for the three selected failure scenarios,
where each point corresponds to one turn. The failures happen
in IP1 and the distribution is observed at a vertical primary
collimator. The position of the collimator jaws is shown in gray
color. In the legend CC stands for crab cavity.
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5.3.2 Collimation studies
The results presented in this section correspond to simulations carried out for
one single particle bunch. The particles absorbed in the collimation system
before the failure, or cleaning, were removed from the losses presented in
this section. In this way we can observe the losses created exclusively by the
failure. Before the failure, the beam was tracked for 150 turns, and 0.7%
of the simulated halo particles for beam 1 were lost, and 0.6% for beam 2.
We assume that all the bunches that make up the beam will see a similar
eﬀect as the one simulated, which allows scaling the losses observed in the
simulations to the whole beam.
Table 5.3 shows the fraction of beam lost for each failure scenario depending
on the maximum average displacement of the beam, observed at the most
hit primary collimator within the ﬁrst 50 turns after the failure. The frac-
tion of beam lost is also given at 10 turns after the failure. Fig. 5.6 shows
a visual representation of the data given in Table 5.3 in a semi-logarithmic
scale, where we can immediately observe two trends that separate the volt-
age decay failures (represented in green) from the phase jump and the phase
slip failures (represented in orange and red). During a voltage decay the
particle bunch is not transversely displaced, which can be seen in the plot
from the lack of correlation between losses and transverse displacement. On
the other hand, the points corresponding to phase-related failures follow the
shape of a cumulative distribution function for a Gaussian proﬁle. This trend
is explained by the densely populated beam core gradually reaching the col-
limator jaws, where the losses will increase with the density of the double
Gaussian proﬁle. We can see that the losses start being non-negligible from
4σ displacements onwards, which means that core particles start being inter-
cepted by the primary collimators at that point. For average displacements
bigger than the primary collimator opening, i.e. 6.74σ, we observe that the
majority of the beam is lost.
We can observe from Fig. 5.6 that the most dramatic losses, clustered in
the upper quadrant of the plot, correspond to a phase-related failure of four
crab cavities. This allows concluding that the losses created during a phase-
related crab cavity failure greatly increase with the number of simultaneous
crab cavities failing. Not only phase-related failures are shown to create con-
siderable losses in the collimation system but they also happen very fast, as
the majority of the losses take place within the ﬁrst 10 turns of failure. Con-
cerning the voltage decay scenarios we can see that the losses are generally
lower compared to the phase related ones. The biggest losses in the voltage
decay case are of the same order of magnitude as the lowest losses observed
for phase-related failures of two crab cavities. Looking back at Fig. 5.5 we
observed that a crab cavity voltage decay only smeared the particle’s orbit,
which means that the losses mainly come from halo particles. Concerning
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Table 5.3. Losses in the collimation system 10 and 50 turns after the failure,
given in fraction of beam lost, and the maximum displacement
of the bunch observed in terms of sigma. In the table V stands
for voltage decay, PJ for phase jump, PS for phase slip and CC
for crab cavity.
Beam 1 Beam 2
Failure 10 turns 50 turns σmax 10 turns 50 turns σmax
V IP1 2CC 5.24×10−5 2.82×10−4 - 3.83×10−6 1.31×10−5 -
V IP5 2CC 1.44×10−4 5.67×10−4 - 9.38×10−5 3.71×10−4 -
V IP1 4CC 3.12×10−4 1.44×10−3 - 9.06×10−6 3.27×10−5 -
V IP5 4CC 1.48×10−3 6.56×10−3 - 6.78×10−4 2.62×10−3 -
PJ IP1 2CC 1.29×10−3 2.16×10−3 2.48 1.98×10−4 3.64×10−4 1.32
PJ IP5 2CC 2.17×10−3 3.57×10−3 2.65 1.43×10−3 2.33×10−3 2.38
PJ IP1 4CC 1.33×10−1 1.53×10−1 4.13 2.61×10−3 3.58×10−3 2.47
PJ IP5 4CC 3.06×10−1 3.59×10−1 4.71 1.92×10−1 2.68×10−1 4.43
PS IP1 2CC 4.23×10−3 8.52×10−3 2.79 4.17×10−4 8.46×10−4 1.84
PS IP5 2CC 3.09×10−2 5.87×10−2 3.45 1.16×10−2 2.23×10−2 2.50
PS IP1 4CC 5.72×10−1 7.22×10−1 4.04 3.22×10−2 4.96×10−2 3.62
PS IP5 4CC 9.34×10−1 9.90×10−1 6.98 7.33×10−1 9.51×10−1 6.34
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Figure 5.6. Visual representation of the data given in Table 5.3 50 turns
after the failure. The gray area represents the opening of the
primary collimator.
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the timescale for the losses in a voltage decay failure case, we see from Ta-
ble 5.3 that they happen in a steady way, unlike in the case of a phase-related
failure. This suggests that this type of scenario could be mitigated by a halo
depletion method, such has the hollow electron lens [124]. In general, we
can see that for the same failure scenario the losses change depending on the
beam and IP. Particularly, the scenarios corresponding to beam 2 in IP1 are
consistently lower than the other cases for the same failure scenario. This is
further studied in Section 5.4.1.
The spatial and temporal distributions of the losses are shown in the fol-
lowing pages for the most dangerous failure scenario, i.e. the simultaneous
phase slip of four crab cavities, for both IPs and beams. The top plots of
ﬁgures 5.7, 5.8, 5.9, and 5.10 show that the majority of the losses happen in
the betatron cleaning insertion located in IR7, with few other losses around
the ring. Particle losses in the machine aperture appear to happen in more
locations for crab cavity failures happening in IP5, especially for beam 1.
This can be clearly seen in Fig. 5.9, where the particles impact the aperture
of the magnets located between IR6 and IR7 during the simulation. We can
observe in the bottom ﬁgure that the losses in the Target Collimator Dump
Quadruple (TCDQ), a dump protection collimator, increase dramatically in
this case. The TCDQ is located in front of a Q4 magnet, which would be
at a high risk of quench in this case [125]. The fact that this behavior is
not observed for failures happening in IP1, which occur in the vertical plane,
suggest that the increase in aperture losses is due to impact with the TCDQ
collimator.
The temporal distributions of the losses are shown in the bottom plots of
ﬁgures 5.7, 5.8, 5.9 and 5.10. We can see that the majority of the losses
happen very fast, within the ﬁrst three turns after the failure. It is important
to note that the collimation hierarchy TCP → TCSG → TCL → TCT is
not conserved for all cases. Fig. 5.8, which corresponds to a phase slip of
four crab cavities in IP1 for beam 2, shows how the secondary collimators
receive considerably more losses than the primary collimators. We can also
see that for a phase slip of four crab cavities in IP5 for beam 2, shown in
Fig. 5.10, the majority of the tertiary halo is stopped by the TCT and not
the TCLA. These asymmetries across IPs and beams are further explored in
Section 5.4.1.
The time structure of losses during a voltage decay failure is shown in
Figs. 5.11 and 5.12 for both IPs and both beams. We can see that the losses
happen at a slower rate and in a more steady way than the losses observed
during a phase-related crab cavity failure. The losses are consistently higher
for the failures happening in IP5, where we observe again losses intercepted
by the TCDQ. Additionally, the collimation hierarchy is not broken in this
scenario.
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5.3.3 Machine protection considerations
We have seen that crab cavity failures happen abruptly and in a very short
timescale, so we want to assess the impact these failures have on the collima-
tion system. Despite being among the most robust components in the LHC
collimators need to be protected from uncontrolled losses that might deform
the jaws or cause jaw fragments to be ejected, which is why each collimator is
equipped with Beam Loss Monitors (BLMs). BLMs are ionization chambers
that measure the rates of proton loss at the collimator location. If the loss
rate reaches a certain threshold that is considered dangerous the BLMs will
send a beam dump request that will be completed within two or three turns.
At the LHC the beam abort signal will be triggered if 3 × 1010 protons or
more are lost in half a turn or less at a TCP [126], as shown in Fig. 5.13.
Figure 5.13. Limits on the number of 7 TeV protons impacting on TCP
collimators as a function of BLM integration time [127].
Taking this into account, the beam abort trigger was calculated for each
failure case and is presented in Table 5.4, which also shows the collimator
corresponding to the BLM that triggered it, and the number of protons it
received in that half turn. The number of protons is calculated by scaling
the fraction of beam lost obtained from the simulations to a full HL-LHC
beam, composed of 2748 bunches of 2.2× 1011 protons each.
We can observe that for the majority of cases the beam abort is initiated
right away. Except for one case, the losses during a voltage decay failure are
too low to trigger the beam dump process. Considering that the beam is
dumped three turns after the beam abort we can estimate that the failure
goes on for ﬁve turns on average. During this time the collimators are com-
pletely exposed to the failure and constitute the only passive protection of
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Table 5.4. Trigger of the beam abort for each failure case where V stands
for voltage decay, PJ for phase jump, PS for phase slip and CC
for crab cavity.
Beam 1 Beam 2
Failure Turn Collimator N◦ protons Turn Collimator N◦ protons
V IP1 2CC - - - - - -
V IP5 2CC - - - - - -
V IP1 4CC - - - - - -
V IP5 4CC 5 TCP.C6L7 5.55 ×1010 13 TCP.C6R7 4.49×1010
PJ IP1 2CC 3 TCP.D6L7 1.60 ×1011 - - -
PJ IP5 2CC 1 TCP.C6L7 3.72 ×1010 2 TCP.C6R7 1.39 ×1011
PJ IP1 4CC 2 TCSG.D4L7 9.49 ×1010 2 TCP.D6R7 1.05 ×1011
PJ IP5 4CC 1 TCP.C6L7 1.59 ×1012 2 TCP.C6R7 2.45 ×1013
PS IP1 2CC 3 TCP.D6L7 3.25 ×1011 - - -
PS IP5 2CC 1 TCP.C6L7 3.74 ×1010 2 TCP.C6R7 1.39 ×1011
PS IP1 4CC 2 TCSG.D4L7 9.41 ×1010 2 TCP.D6R7 1.06 ×1011
PS IP5 4CC 1 TCP.C6L7 1.59 ×1012 2 TCP.C6R7 2.45 ×1013
the machine. The jaws of the primary and secondary collimators are made of
robust carbon-ﬁbre carbon composites (CFC) and are designed to withstand
beam impacts without signiﬁcant permanent damage up to eight bunches
of 1.15 × 1011 protons at 7 TeV [25, Chapter 5], as tested for the study of
asynchronous beam dumps. Such tests have not yet been performed for the
HL-LHC, but assuming a safety factor of 10 the collimators should be able
to withstand the impact of eight bunches of 1012 protons [128]. In order
to easily assess the damage sustained by the collimators during crab cavity
failures Tables 5.5 and 5.6 present the most hit collimator during the failure
within the primary, secondary and tertiary collimator families and the num-
ber of protons absorbed by each collimator in ﬁve turns after the failure. The
cases where the number of absorbed protons surpasses 8 × 1012 are marked
in bold. We can see that the failure scenarios where the collimators could
be damaged always correspond to the simulatenous phase-related failure of
four crab cavities, except for the phase slip of two crab cavities in IP5 for
beam 1. We can also observe that the voltage decay failure cases remain
within safe limits.
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5.4 Analysis
5.4.1 Study of the asymmetry in beam losses
The data presented in the previous section showed an asymmetry in the
losses intercepted by the collimation system. It was found that, for the same
failure case, the number of particles lost greatly varied depending on the
beam and the IP where the failure happened. A variation in the number
of intercepted particles by the collimators points to a diﬀerence in orbit at
the collimator, which needs to be studied. To this end, we calculate the
change in closed orbit induced by the crab cavity phase kick at the most
hit collimator for each failure case. The orbit distortion seen at a point s
created by a kick angle θ at a point s0 can be expressed as the product of the
Green function of Hill’s equation and the kick angle [28, Chapter 2.III.1.A],
given by
Δy(s) = θ
√
β(s)β(s0)
2 sin πν
cos (πν −Δμ) , (5.6)
where β is the beta function, ν is the betatron tune, and Δμ = |μ(s)−μ(s0)|,
μ being the phase advance. The kick angle for a crab cavity was previously
derived and given in Eqs. 4.29 and 4.31 as
θ = −qV0
E
sin (φcc + ωcct) , (5.7)
where V0 is the voltage of the cavity, E is the energy of the particle, φcc is the
phase of the cavity, and ωcc the angular frequency of the cavity. Considering
a change of φcc = 60◦ in the crab cavity phase, the LHC tunes νx = 62.31,
νy = 60.32, and the relevant optics parameters from Appendix C we can
calculate the orbit distortion, presented in Table 5.7.
Table 5.7. Orbit distortion created at the primary collimators from the kick
of four crab cavities and the phase advance between them.
Origin of kick ACFCA.AL1.B1 ACFCA.AL5.B1
Observation point TCP.D6L7.B1 TCP.C6L7.B1
Orbit change [mm] / [σ] 0.41 / 2.55 -0.74 / -3.30
Δμ [◦] 7.88 46.94
Origin of kick ACFCA.AR1.B2 ACFCA.AR1.B2 ACFCA.AR5.B2
Observation point TCP.D6R7.B2 TCSG.D4R7.B2 TCP.C6R7.B2
Orbit change [mm] / [σ] 0.018 / 0.11 0.37 / 2.48 -0.63 / -2.80
Δμ [◦] 55.66 9.68 22.79
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We can see that depending on each IP and beam the phase advance between
the crab cavities and the primary collimators varies, translating into diﬀer-
ent particle amplitudes and, therefore, a diﬀerent number of particles lost
in the collimation system. In the failures happening in ATLAS for beam 2
the primary collimator TCP.D6R7.B2 is completely missed and the parti-
cles are absorbed in the secondary collimator TCSG.D4R7.B2, breaking the
collimator hierarchy that was observed in the previous section.
To better visualize the orbit distortions at the collimators we simulate the
crab cavity kick in the HL-LHC lattice with the MAD-X program. The
results are shown in Fig. 5.14 for four crab cavities, i.e. an eﬀective voltage
of 13.6 MV.
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Figure 5.14. Closed orbit calculated by MAD-X in the case of a phase jump
of 60◦ of four crab cavities upstream of ATLAS (top row) and
CMS (bottom row) in IR7.
We can observe that the orbit distortions listed in Table 5.7 match the MAD -
X simulations. The top, right-side plot of Fig. 5.14 shows how the closed
orbit passes through the center of the primary collimator TCP.D6R7.B2, its
amplitude increasing as it reaches the secondary collimator TCSG.D4R7.B2.
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The secondary collimator is, therefore, receiving primary impacts and acting
as a primary collimator. Since the secondary collimators have a bigger aper-
ture than the primary collimators (as shown in Table 5.2) the total losses
in the collimation system are reduced. Indeed, looking at Fig. 5.6, we can
observe that the cases corresponding to IP1, beam 2, have considerably fewer
losses than the rest of the cases. These results show that avoiding the pri-
mary collimators can signiﬁcantly reduce the losses around the accelerator
before the beam is dumped in case of a crab cavity failure. This approach is
further explored in the next section.
5.4.2 Phase advance optimization as mitigation
We have looked at the impact that an angular kick has on the closed orbit
using Eq. (5.6). The closed orbit represents an average path of a particle
during multiple passages. Since crab cavity failures happen in a very short
timescale, we are also interested in looking at the trajectory of the particle,
i.e the path followed by the particle in one passage. We can derive the
expression for the change in trajectory using the transport matrix from point
s0 to point s given in Eq. (4.33)
Ms0→s =
⎛
⎝
√
β(s)
β(s0)
(cosΔμ+ α(s0) sinΔμ)
√
β(s0)β(s) sinΔμ
− (1+α(s0)α(s)) sinΔμ+(α(s)−α(s0)) cosΔμ√
β(s0)β(s)
√
β(s0)
β(s) (cosΔμ− α(s) sinΔμ)
⎞
⎠ ,
(5.8)
where Δμ is the phase advance between point s0 and point s and α and β
are the Twiss functions. Let’s consider two trajectories, y and ykick, given by
y(s) = M11 · y(s0) +M12 · y′(s0) , (5.9)
where the angular kick θ is deﬁned as the diﬀerence in angle of both trajec-
tories θ = y′kick − y′. We can then express the diﬀerence in trajectory as
ykick(s)− y(s) = Δy = θ ·
√
β(s)β(s0) sinΔμ . (5.10)
When the particles receive the crab cavity kick they are not traveling on
the closed orbit given in Eq. (5.6), so they are mis-injected onto that new
orbit. The resulting trajectory is given by Eq. (5.10), which averaged over
many turns deﬁnes the closed orbit given in Eq. (5.6). We want to know if
there is a case where both the trajectory and orbit have zero-crossing at a
primary collimator. For this we consider only the terms dependent on the
phase advance
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cos (πν −Δμ) = 0 if πν −Δμ = nπ
sinΔμ = 0 if Δμ = (2n+ 1)
π
2
where n ∈ N ,
(5.11)
from where
πν − (2n+ 1)π
2
= nπ → ν = 2n+ π
2
. (5.12)
We can see from Eq. (5.12) that the only case where both trajectory and orbit
have zero crossing at a given point is if the accelerator is working at the half-
integer resonance, which is not foreseen for the LHC nor the HL-LHC due to
beam instabilities. We can, therefore, conclude that the primary collimator
is never completely avoided. The ﬁrst few turns after the failure will be
described by Eq. (5.10) creating some losses at the primary collimator, then
averaging out to Eq. (5.6) and limiting the impacts the collimation system
receives.
This eﬀect can be observed in the failure case where the collimator hierarchy
is broken, i.e. the phase jump in ATLAS for beam 2 (cases labeled PJ IP1
2CC and PS IP1 4CC). In these cases the orbit is minimum at the primary
collimator, but grows at the location of the secondary collimator, as shown
in the top right plot in Fig. 5.14. We can observe in Table 5.6 that the
primary collimator receives an amount of impacts that is in the same order
of magnitude of the ones received by the secondary collimator, showing that
the primary is not avoided. We can also see in Table 5.5 that for beam 1,
where the orbit has been distorted at the primary collimator, the primary
receives a number of impacts two orders of magnitude higher compared to
beam 2. In terms of fraction of beam intercepted by the collimation system,
shown in Table 5.3, we can see a reduction of one order of magnitude for the
broken hierarchy case, i.e. PJ IP1 4CC and PS IP1 4CC for beam 2. These
results show that optimizing the phase advance between the crab cavities
and the primary collimator such that the cosine term of the orbit distortion
expression is minimal has the potential to signiﬁcantly reduce the losses
during a crab cavity phase failure. We can also see that the maximum of
the orbit distortion happens at a secondary collimator, keeping the machine
aperture protected. This will always be the case since secondary collimators
in the LHC cover all phase advances. It should be ensured that the secondary
collimators are robust enough to sustain this type of failure case.
The concept of optimizing the phase advance to avoid damage to the col-
limators has also been considered for other failure scenarios, such as the
asynchronous beam dump [129]. This scenario has the potential to damage
the tertiary collimators, which are not designed to absorb many particles.
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In order to avoid damage, the phase advance is adjusted so that it misses
the tertiary collimators. At the time this approach was proposed, there was
no system that would ensure that the phase advance is stable and that it is
kept in a safe regime. This is why a new interlocking layer that constrains
changes in phase advance was put in place in 2016 [130], making phase ad-
vance optimization also a possibility for crab cavity failure mitigation.
5.4.3 Impact on the experiments
In Chapter 3 the possibility of damaging the experiments was raised due to
the proximity of the crab cavities to the IPs and the opening of the physics
debris shields, the TAN and TAS, which could have acted as passive protec-
tion during a failure. In the HL-LHC the tertiary collimators are the only
limiting aperture standing between the crab cavities and the experiments for
the incoming beam, as shown in Fig. 3.16. This means that in case of failure
the tertiary collimator will act as a spoiler, scattering particles and creating
showers in the direction of the experimental cavern. These showers have the
potential to quench the magnets situated downstream, which can lead to the
misteering of the beam and cause irreparable damage.
In order to assess the impact that the failures have on the tertiary colli-
mators we can look at the number of proton impacts they receive before
the beam is dumped from Tables 5.5 and 5.6. Considering that the damage
limit for HL-LHC tertiary collimators at collision energy is estimated to be
1.2 × 1011 secondary proton impacts [131], we can see that only two fail-
ure scenarios surpass this limit: the phase slip of four crab cavities in IP5,
for both beams. In particular, the case corresponding to beam 2 reaches
1.08 × 1012 impacts which surpasses the fragment ejection limit. From all
the simulated failure scenarios, only this one could potentially pose a real
threat to the experiments. As discussed in Section 5.2.3, the failure scenarios
considered in this study are deliberately pessimistic. Notably, this particular
scenario assumes a continuous maximum phase jump of four crab cavities
simultaneouly. While technically possible, it is a highly unlikely occurrence.
It was decided that a more realistic case, such as the failure of two crab
cavities instead of four, would be chosen to perform a FLUKA [132, 133]
simulation on the tertiary collimator. FLUKA is a general purpose tool for
calculations of particle transport and interactions with matter. It is used
at CERN through detailed 3D models of the components that make up the
accelerator, being able to simulate entire beamlines. A FLUKA simulation
was carried out based on the loss distribution predicted by SixTrack on the
tertiary collimator. Knowing the position, angle, and energy of the particles
that impacted the collimator, FLUKA can trasport them through the jaw
material and estimate the particle showers on the neighbouring magnets.
The chosen failure scenario was a phase slip of two crab cavities instead of
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four. At the time the simulation was made, only the data for failures in
ATLAS and beam 1 existed. It was found that the maximum energy density
deposited in the D1 coils from the particle shower was 7 × 10−10 mJ/cm3
per inelastic proton collision in the tertiary collimator. Assuming a transient
quench level of a few 10 mJ/cm3, one can therefore expect a quench of the D1
if losses on the TCT would exceed a few 1010 protons. Since the number of
impacts for this scenario is of the order of 107 it poses no risk for quenching
or damaging downstream magnets, nor the experiments. It is important to
note that these results cannot be scaled directly across diﬀerent scenarios
since the energy density deposited in the neighboring magnets depends on
the distribution of the impacts in the tertiary collimator. This study was
published in a conference paper, and can be found in Appendix E.3.
A similar study was performed in [134] for an asynchronous beam dump
failure, which is considered to be more dangerous than a crab cavity failure.
Asynchronous beam dump simulations in the HL-LHC show that the TCT in
IP5 receives the impact of a full bunch or half a bunch in less than half a turn,
unlike in a crab cavity failure where the number of impacts is distributed
over approximately ﬁve turns. It was found that the peak energy density
values in the triplet remained well below the damage limit, but quenches
would happen in all investigated scenarios. The radiation leakage to the
experiments changed by one order of magnitude depending on the TCT
material, which has not yet been selected. The selection of the TCT material
should minimize damage to both the experiments and the TCT itself, which
is why an intermediate density option, copper-diamond, is currently being
considered.
On the other hand, tests on the ATLAS silicon detectors have been recently
performed in the High-Radiation to Materials (HiRadMat) facility to test
the survival of the detector in case of accidental beam losses [135]. It was
found that the damage threshold is substantially higher than the lower limit
published in 2006 and that many others aspects have to be taken into account
before claiming that the ATLAS detector is safe.
In conclusion, many components of the HL-LHC are still in the design and
construction phase and further studies are needed from the detector side and
from collimation to realistically estimate the damage to the experiments.
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5.5 Summary and discussion
The data presented in this chapter corresponds to simulations of diﬀerent
crab cavity failure scenarios, namely a sudden voltage decay caused by a
power source failure and two diﬀerent types of phase jump coming from the
malfunction of the LLRF or human error. We calculated the maximum phase
jump per turn taking into account the available source power and the cavity
parameters, which was later used in the simulations. We considered that two
or four crab cavities would fail simultaneously, which is equivalent to a total
voltage of 6.8 MV and 13.6 MV respectively.
The results showed extremely high losses for the phase-related failures of
four crab cavities, especially for the phase slip case. These losses have the
potential to damage the primary, secondary and tertiary collimators, as well
as creating showers in the tertiary important enough to quench the mag-
nets downstream. Nevertheless, a phase slip is a very unlikely scenario since
it implies the crab cavity phase changing by its maximum per turn, every
turn. Localized phase jumps also have the potential of creating considerable
losses, but only for the failure of four crab cavities simultaneously. In the
case of only two crab cavities failing, some of the losses are comparable to
the ones created by a sudden voltage decay. We showed that the losses in
phase-related failures happen extremely fast and that the collimation sys-
tem will be exposed to uncontrollable losses for at least ﬁve turns. The
losses related to voltage decay failures happened in a more steady way and
were less important, making them manageable by the machine protection
system. The diﬀerence in damage potential between the phase and voltage
failure scenarios comes from the fact that during a phase jump the beam
is transversely kicked. In some cases, this causes the collimation system to
start intercepting particles from the bunch core, which is much more densely
populated than the halo. The losses from a voltage decay scenario come
exclusively from the halo, which suggests that the losses from this type of
failure could be reduced through a halo depleting method such as the hollow
electron lens.
We found that the number of particles intercepted by the collimator system
varied considerably depending on the beam and IP simulated in the phase-
related failures. This was explained by a diﬀerent orbit distortion for each
case due to the diﬀerent phase advances between crab cavity and primary
collimator. In particular, we observed that a favorable phase advance can
reduce the number of impacts in the most hit primary collimator by two
orders of magnitude. This led to the proposal of phase advance optimization
as a mitigation technique. We proved that despite implementing a phase
advance such that the orbit distortion is minimal at the primary collimator,
the primary will never be completely avoided. Additionally, the maximum
of the orbit distortion will always happen at a secondary collimator, keeping
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the machine aperture protected.
From these results, we can conclude that most crab cavity failures are sur-
vivable and manageable. The failure that was found to have the potential
of inducing irreparable damage to the machine, namely a phase slip of four
crab cavities, is a worst-case scenario that should be reliably avoided by the
LLRF system. In general, the simultaneous failure of crab cavities should be
strictly avoided by the Low Level RF (LLRF) system. Since the importance
of the failures is directly related to the total voltage of the crab cavity set-up,
reducing the voltage per crab cavity would also serve as mitigation.
Other failures such as crab cavity quenches have also been recently studied
in [119], where the computing tools developed in the context of this thesis
were used. Combined failure scenarios are also a concern and should be
studied in the future. In such a scenario a crab cavity failure would be
induced by another, independent failure. One example is the simultaneous
quench of crab cavities from particle showers happening nearby.
To conclude, it is worth mentioning that the results presented here depend
on many factors such as the optics used, the collimator opening, the weight
of the tails of the particle distribution, the total voltage of the cavity system,
the Q factor of the cavities, the available power, etc. The study provides
a detailed reference for future studies that would need to take crab cavity
failures into account. In particular, this study can be a guide for future
machine protection studies to deﬁne the new interlock system for the HL-
LHC and for a possible phase advance locking strategy between crab cavities
and primary collimators.

Chapter No.6
Summary, conclusion, and
outlook
The HL-LHC is a new conﬁguration of the LHC that will push the limits
of accelerator technology to increase the total number of produced collisions
by a factor of 10 compared to the current LHC. This will allow gathering
an unprecedented data sample that will be key to tackle some of the most
important open questions in particle physics. The integrated luminosity,
i.e. the quantity of data gathered in the lifetime of the collider, depends on
how much time the beams are colliding and the experiments recording data,
also called physics availability. The challenging goal of reaching 3000 fb−1
of integrated luminosity in the HL-LHC is based on the assumption of sta-
ble operation and very good physics availability during the lifetime of the
project. This is why even a small increase in failure rates could negatively
aﬀect the physics research programmes and the ultimate HL-LHC goal.
One of the innovative technologies introduced in the HL-LHC is crab cavities.
Crab cavities are devices designed to transversely rotate the beam and help
increase the rate at which collisions happen. They have only been used in
one e+e− collider so far, under conditions very diﬀerent from the ones of
the HL-LHC. Moreover, the HL-LHC crab cavities have been redesigned to
be more compact and ﬁt the available space in the LHC tunnel, and the
prototypes have never been tested in operating conditions. Additionally,
crab cavity failures can be very fast and have the potential of kicking the
beam core, leaving the collimators as the only protection from beam losses
until the beam is dumped. These new failure scenarios are hard to cover by
the current machine protection system, which motivates the detailed study
of this topic.
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The timescale of this large project is such that crucial decisions related to
the conﬁguration of the accelerator have to be determined with simulations
based on optics models, well before the actual HL-LHC is built. By the time
of writing this thesis, the LHC has been successfully operating at full en-
ergy for eight years and the optics of the machine are very well understood,
demonstrated by the accuracy achieved in optics measurements and correc-
tions [136]. Optics models are used as input by several simulation tools to
carry out advanced simulations, such as MAD-X and SixTrack. These pro-
grams have been extensively used to simulate the LHC, and are now also
being used to simulate future machines such as the HL-LHC. SixTrack not
only allows tracking particles in the HL-LHC lattice but also to simulate the
interaction of particles with the collimator system, making it the perfect tool
to study particle losses from crab cavity failures in the HL-LHC. Neverthe-
less, in order to simulate the dynamic change in parameters that happens
during a failure a new feature needed to be developed. This new feature
called the DYNK (DYNamic Kick) module was developed in the context
of this thesis and became a standardized tool for the simulation of failure
scenarios.
Diﬀerent crab cavity failures were studied and narrowed down to a power
source failure and a malfunction of the Low Level RF (LLRF) system, where
the wrong phase is fed to the crab cavity. An estimation of the maximum
possible phase change per turn based on the available power was done and
used as input for the simulations. The voltage and phase-related failures
were simulated separately to better observe the eﬀects each one would have
on the beam. Eﬀects that involve the interaction of the electromagnetic ﬁelds
of the cavity with the physical structure of the cavity, such as the Lorentz
force detuning, were neglected. This is because the mechanical deformation
of the cavity happens at a slower rate and this study focuses on ultrafast
failures that can challenge the machine protection system. Additionally,
beam loading eﬀects were considered to be negligible, as found in a recent
study done by another team with the same tools [119].
Collimation studies were carried out with SixTrack on 24 diﬀerent failure sce-
narios. These include voltage decay, phase jump, and phase slip scenarios on
two and four crab cavities around the high luminosity experiments (ATLAS
and CMS), for both beams (beam 1 and beam 2). A phase jump consists of
a sudden change in phase happening in one turn and maintained constant,
while a phase slip is a change in phase happening every turn. In both cases
the phase changes by its maximum per turn. A double Gaussian particle
distribution was used to account for the tails observed in the LHC proﬁle
measurements [120]. The results showed that the losses in phase-related fail-
ures happen extremely fast and that the collimation system will be exposed
to uncontrollable losses for at least ﬁve turns. The losses related to voltage
decay failures happened in a more steady way and were less important, mak-
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ing them manageable by the machine protection system. Very high losses
were observed for the phase-related failures of four crab cavities, especially
for the phase slip case. This is due to the fact that the collimation system
starts intercepting particles from the beam core. These losses have the po-
tential to damage the primary, secondary and tertiary collimators, as well
as creating showers in the tertiary important enough to quench the magnets
downstream. Localized phase jumps also have the potential of creating con-
siderable losses, but only for the failure of four crab cavities simultaneously.
In the case of only two crab cavities failing, some of the losses are compa-
rable to the ones created by a sudden voltage decay, which is manageable
by the machine protection system. We found that the number of particles
intercepted by the collimator system varied considerably depending on the
beam and IP simulated in the phase-related failures. This was explained by
a diﬀerent orbit distortion for each case due to the diﬀerent phase advances
between crab cavity and primary collimator. In particular, we observed that
a favorable phase advance can reduce the number of impacts in the most hit
primary collimator by two orders of magnitude. This led to the proposal of
phase advance optimization as a mitigation technique. We have shown that
despite implementing a phase advance such that the orbit distortion is mini-
mal at the primary collimator, the primary will never be completely avoided.
Additionally, the maximum of the orbit distortion will always happen at a
secondary collimator, which leaves the machine aperture protected.
The impact of a selected crab cavity failure on the experiments was inves-
tigated through FLUKA simulations [137]. Similar studies were performed
by another team on asynchronous beam dump failure cases [134], a sce-
nario in which the losses happen faster than in crab cavity failures. It is,
therefore, considered to be more dangerous for the experiments. The study
found an order of magnitude diﬀerence in radiation leakage to the experi-
ments depending on the material of the TCT collimator, which has not yet
been downselected. Moreover, recent radiation tests on ATLAS silicon de-
tectors [135] showed a considerably higher threshold than other tests done
in the past, suggesting that further tests are needed.
The work presented in this thesis is the ﬁrst study to have simulated in de-
tail a variety of crab cavity failure scenarios at diﬀerent voltages for both
high luminosity experiments and both beams with a full particle distribu-
tion. In particular, it has allowed identifying which crab cavity failure cases
are a limit for the current machine protection system. These corner cases
could technically happen but are extremely pessimistic. The worst cases
happened for a total crab cavity voltage of 13.6 MV, the equivalent of four
crab cavities failing simultaneously, and a maximum phase shift per turn.
This scenario can be very easily avoided with the correct interlocks on the
crab cavity phase and a reduction of the total voltage. It was also found
that the beam losses from any crab cavity failure can increase considerably
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due to a disadvantageous phase advance between the crab cavities and the
primary collimators. A complete machine protection strategy would, there-
fore, include both prevention by interlocking and mitigation with an optimal
phase advance.
It is important to note that even if the LLRF system does not malfunction
in any way, other failures can also trigger crab cavity failures. For exam-
ple, the presence of micrometer-sized dust particles in the beampipe has
been observed in the LHC [138], creating very fast beam losses. Any such
event happening near the crab cavities can create particle showers capable
of quenching two crab cavities in the same cryomodule. Further study of the
impact of correlated failure scenarios is therefore recommended. Addition-
ally, the phase advance locking between the crab cavities and the primary
collimators should be studied in detail, as it would signiﬁcantly reduce the
beam losses in case of crab cavity failures.
In conclusion, this study serves as a quantitative reference for crab cavity
failures and as a guide for further improvements.
Appendix A
Modes in a cylindrical cavity
Radiofrequency cavities can resonate at an inﬁnite number of frequencies
or modes. The shape of a cavity is tailored such that they mainly work
at a certain resonant mode or fundamental mode, damping the rest of the
modes that could be excited by the beam. The chosen fundamental mode
depends on the function of the cavity in the machine, which can range from
accelerating the beam to shaping bunches longitudinally or simply tilting
them. Regardless of the shape of the cavity the resonant modes can be
classiﬁed into diﬀerent groups, which are used to label and identify diﬀerent
types of cavities.
Let’s consider that the waves in a cavity propagate only along the longi-
tudinal direction z. Remembering that the electric ( E) and magnetic ( H)
ﬁelds are always perpendicular to each other in space and time, we ﬁnd two
independent types of solution to Maxwell’s equations called the transverse
magnetic modes (TM) and the transverse electric modes (TE) [84, Chapter
2, Section 1], where:
Transverse magnetic : a longitudinal component of E exists, while H is
transverse everywhere (with respect to the z axis, i.e. Hz = 0).
Transverse electric : a longitudinal component of H exists, while E is
tranverse everywhere (with respect to the z axis, i.e. Ez = 0).
To better understand the diﬀerent resonant modes, let’s consider a simple
case such as a cylindrical cavity of length l0 and radius r0. As previously
mentioned, we can express the spatial and temporal variations of the electric
and magnetic ﬁelds as standing waves
E(r, θ, z, t) = E(r, θ) ei(kz−ωt)
H(r, θ, z, t) = H(r, θ) ei(kz−ωt) ,
(A.1)
120 Appendix A. Modes in a cylindrical cavity
where (r, θ, z) are the cylindrical coordinates, k the wave number, and ω the
angular frequency. In order to calculate the electric ﬁelds we consider the
wave equation, derived from Maxwell’s equations, in cylindrical coordinates:
∂2Ez
∂z2
+
1
r
∂Ez
∂r
+
1
r2
∂2Ez
∂θ2
+
∂2Ez
∂r2
− 1
c2
∂2Ez
∂t2
= 0 . (A.2)
Separating the space and time contributions in Eq. (A.1), and considering
an azimuthally symmetric ﬁeld (no variations in θ), we obtain the following
trial solution:
Ez(r, z, t) = R(r) e
−iωt . (A.3)
Substituting the trial solution A.3 in Eq. (A.2) we obtain
∂2R(r)
∂r2
+
1
r
∂R(r)
∂r
+
ω2
c2
R(r) = 0 , (A.4)
which is a Bessel equation of order 0. We can ﬁnd the magnetic ﬁeld using
Ampère’s law, yielding a Bessel equation of order 1. Since we deal with sec-
ond order diﬀerential equations there are two linearly independent solutions,
which are the Bessel functions of ﬁrst Jn and second kind Yn. However, the
Bessel functions of the second kind have a singularity at the origin, resulting
in non-physical solutions.
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Figure A.1. The ﬁrst 5 Bessel functions of the ﬁrst kind.
We can then simply express the radial part of the solution as a Bessel function
of the ﬁrst kind
Ez = E0 Jn(knmr) e
i(nθ+kz−ωt)
Bz = B0 Jn(knmr) e
i(nθ+kz−ωt) ,
(A.5)
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where E0 and B0 are the amplitude of the ﬁelds. According to Maxwell’s
equations, the electric ﬁeld is perpendicular to the surface of a conductor,
whereas the magnetic ﬁeld must be parallel to the surface. On the other
hand, outside of the cylinder itself, both ﬁelds must be zero. Combining
both, we can deduce the boundary conditions for each case at the cylindrical
boundary r = r0:
Ez = 0 TM modes
∂Bz
∂r
= 0 TE modes .
(A.6)
Applying the boundary conditions given by Eq. (A.6) to Eq. (A.5) we can see
that Jn(kmnr0) = 0 satisﬁes the equation for the TM modes and J ′n(kmnr0) =
0 for the TE modes. The wave number kmn can then be expressed as
kmn =
⎧⎪⎨
⎪⎩
zmn
r0
TM modes
z′mn
r0
TE modes
, (A.7)
where zmn is the nth zero of the mth Bessel function and z′mn is the nth zero
of the derivative of the mth Bessel function. The longitudinal wavenumber
kz can be obtained in a similar way by assuming a sinusoidal form for the
longitudinal solution and applying the boundary conditions at the end of the
cylinder
kz =
pπ
l0
, (A.8)
where l0 in the length of the cavity and p is an integer. Remembering the
dispersion relation
k2 =
ω2
c2
= k2mn + k
2
z , (A.9)
we can derive the resonant frequencies for each set of eigenmodes
ωmnp =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
c
√(
zmn
r0
)2
+
(
pπ
l0
)2
TM modes
c
√(
z′mn
r0
)2
+
(
pπ
l0
)2
TE modes
, (A.10)
where the indices m,n and p correspond to diﬀerent azimuthal θ, radial r,
and longitudinal z solutions:
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m : represents the number of full period variations in θ of the ﬁeld compo-
nents.
m = 0 : corresponds to the monopole mode. These modes accelerate
and decelerate the beam.
m = 1 : corresponds to the dipole mode. These modes are the only
ones that can kick the beam transversely and have a distinct po-
larization, the ﬁeld points in a given direction and the kick is in
one plane.
m = 2 : corresponds to the quadrupole mode. They can also kick the
beam, but they are weak near the axis.
n : represents the number of zeros in the axial ﬁeld component in the radial
direction, in the range 0 < r ≤ a (excluding r = 0).
p : represents the number of half period variations in z of the ﬁeld compo-
nents.
As previously mentioned, we can see from Eq. (A.10) that cavities have an
inﬁnite number of eigenmodes or resonant frequencies.
(a) TE010 (b) TM010
(c) TE110 (d) TM110
Figure A.2. Diﬀerent magnetic and electric transverse modes in a cylindri-
cal cavity with a radius of 0.5 m at a frequency of 0.5 GHz. The
red arrows represent the E ﬁeld, while the blue ones represent
the H ﬁeld. The Poynting vector is shown in orange [139].
Other cavities, such as crab cavities, have often a more complex geometry.
Their modes are not purely TE or TM but rather “TE-like” or “TM-like”,
since the corresponding ﬁelds are not strictly transverse at every point. Apart
from these two modes, a third mode exists called the transverse electric and
magnetic mode (TEM), where both E and H are transverse everywhere.
Appendix B
Beam loading and the lumped
circuit model
The cavity-beam system can be approximated by a resonant circuit (RLC
circuit), which allows deriving easily cavity-related expressions.
B.1 Beam loading
The beam is composed of equidistant, ultrarelativistic bunches that tra-
verse the cavity at a certain rate. Since the speed of the particles barely
changes when passing through the cavity, the beam can be considered a
time-dependent current. In other words, the beam behaves as an RF source
that is capable of exciting the fundamental mode of the cavity and other
modes. After the passage of the beam through the cavity, a beam-induced
voltage remains in each cavity mode, exciting the ﬁelds of diﬀerent resonant
modes.
Depending on the beam oﬀset with respect to the center of the cavity the
beam can interfere constructively or destructively with the beam-induced
ﬁeld, also called wakeﬁeld. This means that the beam has the potential
of draining or transmitting energy to the cavity. In both cases, the RF
source can compensate for the energy disequilibrium by providing more or
less power, within the limits of the power supply. We call this interaction of
the beam with the cavity beam loading.
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Ui Uf
ΔW = Uf − Ui
+
+
+
−
−
−
+++
Figure B.1. A positively charged bunch passing through a cavity. As the
bunch passes it leaves a negative image current at the upstream
end of the cavity gap. By charge conservation a positive image
current is created downstream of the cavity gap, generating an
electric ﬁeld and, therefore, a beam-induced voltage. The en-
ergy change in the cavity ΔW is equal to the energy variation
in the bunch.
B.2 The lumped circuit model
The resonant mode of a beam-loaded cavity can be modeled by a paral-
lel RLC circuit. An RLC circuit acts as a harmonic oscillator for current,
where the damping is introduced by the presence of a resistance, as shown in
Fig. B.2. The oscillations in the electric ﬁeld are represented by the charge
in the capacitor, and the oscillations in the magnetic ﬁeld by the current
ﬂowing through the inductor. The energy is transferred from the capacitor
to the inductor and vice versa, mimicking the oscillatory behavior of the
system’s stored energy as described in Eq 4.1.
Beam R L C
Z
klystron
Figure B.2. A circuit model of a beam loaded cavity, where the klystron is
the source of radio waves, the input coupler is represented by
a transmitter of impedance Z, and the cavity resonator by an
RLC circuit. The beam is represented by a source of current.
In this circuit the resonant frequency ω0 and the quality factor Q can be
expressed as a function of the resistance R, inductance L, and capacitance C:
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ω0 =
1√
LC
; Q =
1
R
√
L
C
. (B.1)
Capacitors and inductors introduce ±90◦ changes in phase, which allows
us to model the behavior of EM ﬁelds. It is customary to account for this
phase change by adding an imaginary part to the circuit parameters: voltage,
resistance, and current. In the case of the voltage, we can rewrite Eq. 4.28
as
V (t) = V0 cos (ωt+ φV ) + i sin (ωt+ φV ) = V0 e
i(ωt+φV ) , (B.2)
where the physical voltage is the real part of the equation. In the same way,
one can express the current as I = I0 ei(ωt+φI). Following the superposition
principle we can express the net cavity voltage as the sum of the RF generator
voltage Vg and the beam-induced voltage Vb:
V = Vg + Vb . (B.3)
The concept of resistance, as understood for Direct Current (DC) circuits,
needs to also be extended for Alternating Current (AC) circuits. Impedance
acts as a resistance in AC circuits, having the properties of magnitude and
phase instead of just magnitude. It can, therefore, be also expressed as a
complex quantity.
All the passive elements of the RLC circuit sketched in Fig. B.2, i.e. anything
that is not a current source, can be treated as an impedance
Resistor: ZR =R
Capacitor: ZC =1/iωC
Inductor: ZL =iωL
, (B.4)
where the total impedance of the system can be expressed by Ohm’s law for
parallel resistors:
1
Z
=
1
ZR
+
1
ZC
+
1
ZL
. (B.5)
In cavity modelizations, the resistance R of the RLC circuit is called the
shunt impedance and it represents the surface resistance of the cavity walls,
deﬁned as
R =
V 2
P
, (B.6)
where V is the cavity voltage and P is the power dissipated through the
cavity walls. Considering Eq. 4.14, we can express the shunt impedance also
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as "R upon Q", which is a purely geometric quantity of a given cavity:
R
Q
=
V 2
ωU
. (B.7)
In general, we can interpret the impedance of the circuit as the strength in
which the resonant mode of the cavity interacts with the charged particles
of the beam.
Appendix C
Crab cavity and collimator
conﬁguration
This appendix includes the optics details of the crab cavities and collimators
used in the simulations presented in this thesis.
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Appendix D
SixTrack ﬂowcharts
This appendix shows the general program ﬂow of SixTrack with the DYNK
module, described in Section 5.1.1, as well as a more detailed program ﬂow
when running one of the main subroutines. The ﬁle ﬂow between SixTrack
output and the collimation post-processing programs is also shown.
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Initialize ktrack etc.
Call dynk_pretrack
Type of
tracking
thin4d
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End of subroutine trauthinEnd of program maincr
Figure D.1. Program ﬂow in SixTrack with DYNK, where comdynk con-
tains all the variables needed for DYNK to run. A more de-
tailed description can be found in [110]. The thin6d subrou-
tine is further described in Fig. D.2
.
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Figure D.2. Details of program ﬂow when running subroutine thin6d [110].
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fort.2 fort.3CollDB
SixTrack
coll_summary.dattracks2.dat
FLUKA_impacts.dat
BeamLossPatternallaperture
SurveywithCrossing
LPI
CleanInelasticCollPositions
impacts_real.dat
Figure D.3. Collimation version of SixTrack and collimation post-
processing ﬁle ﬂow chart. The green nodes represent exter-
nal input ﬁles while the blue ones represent the relevant ﬁles
produced in the process.
The ﬁles deﬁned in Fig. D.3 are:
CollDB collimation database that contains the name of the installed col-
limators, their opening, material, length, orientation, oﬀset and beta
functions at their location.
fort.2 lattice ﬁle produced by MAD-X from the oﬃcial optics ﬁles. Contains
the diﬀerent accelerator thin elements that form the lattice in order of
appearance and the values of their attributes. The point chosen for
the beginning of the lattice is the starting point of the simulation.
fort.3 simulation settings ﬁle. It contains the number of simulated turns,
beam characteristics and additional blocks like DYNK, DUMP, BEAM BEAM
or COLLIMATION.
tracks2.dat contains the coordinates of all the particles that interacted with
a collimator (elastically or inelastically) and at which turn.
FLUKA_impacts.dat contains the coordinates of the particles that inter-
acted only inelastically with a collimator and at which turn.
coll_summary.dat ﬁle containing a summary of the hits received by each
collimator, divided in total interactions and inelastic interactions.
135
SurveywithCrossing ﬁle containing orbit oﬀsets as a function of the longi-
tudinal coordinate along the accelerator. This ﬁle is needed due to the
separation dipoles D1, D2, D3 and D4 where the orbit does not pass
through the aperture center of the magnets.
allaperture ﬁle generated by MAD-X containing the aperture for each ac-
celerator element.
LPI ﬁle containing the location of the particles lost in the aperture and the
number of turns before being lost.
CollPositions ﬁle containing the longitudinal position of each collimator.
impacts_real.dat ﬁle containing the coordinates of the particles that inter-
acted inelastically with a collimator and at which turn after removing
the particles that should have been lost in the aperture during the
SixTrack simulation. This ﬁle serves as input for energy deposition
studies.
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LIMITS ON FAILURE SCENARIOS FOR CRAB CAVITIES
IN THE HL-LHC ∗
A. Santamaría García, H. Burkhardt, K. Hernández Chahín, A. Macpherson,
K. Sjobak, D. Wollmann, B. Yee-Rendón, CERN, Geneva, Switzerland
Abstract
The High Luminosity (HL) LHC upgrade aims for a
tenfold increase in integrated luminosity compared to the
nominal LHC, and for operation at a levelled luminosity of
5 × 1034 cm−2s−1, which is ﬁve times higher than the nom-
inal LHC peak luminosity. Crab Cavities (CCs) are planned
to compensate the geometric luminosity loss created by the
increased crossing angle by rotating the bunch, allowing
quasi head-on collisions at the Interaction Points (IP). The
CCs work by creating transverse kicks, and their failure may
have short time constants comparable to the reaction time
of the Machine Protection System (MPS), producing signiﬁ-
cant coherent betatron oscillations and fast emittance growth.
Simulations of CC failure modes have been carried out with
the tracking code SIXTRACK [1], using the newly added
functionality called DYNK [2], which allows to dynamically
change the attributes of the CCs. We describe these
simulations and discuss early, preliminary results.
INTRODUCTION
In order to produce ten times more collisions during the
HL-LHC lifetime, the nominal levelled luminosity will be
5 × 1034cm−2s−1. An increase in luminosity entails an in-
crease in proton collisions per bunch crossing (pile-up) and
a rapid decay of the beam current due to proton burning. In
order to optimize the experimental detectors’ eﬃciency, the
pile-up has to be maintained at an acceptable level and the
luminosity should remain constant over the length of the ﬁll.
It has been proposed to maintain the luminosity constant
by reducing the transverse beam size by means of reducing
β∗, called β∗ levelling. A smaller beam size at the IP im-
plies larger beam sizes in the triplet quadrupole magnets,
which will need a larger aperture. The implementation of
low β∗ collision optics will be carried out with the Achro-
matic Telescopic Squeeze (ATS) scheme [3]. A smaller β∗
requires a larger crossing angle θ, which in turn causes a
reduction of the geometrical luminosity. The crossing angle
will be increased by a factor of two for HL-LHC, causing
a signiﬁcant loss in luminosity and therefore delaying the
integrated luminosity goal. CCs have been proposed to coun-
teract this eﬀect. They generate transverse electromagnetic
ﬁelds, which rotate each bunch longitudinally by θ2 such that
the bunches collide eﬀectively head-on, compensating the
geometric luminosity loss. CCs allow access to the full per-
formance reach of the small β∗ values oﬀered by the ATS
scheme and the larger triplet quadrupole magnets [4, Chapter
1].
∗ Research supported by the High Luminosity LHC project.
THE MPS AND CRAB CAVITY FAILURES
A variety of processes can cause unavoidable beam losses
during normal and abnormal operation. Because of the high
stored energy of the HL-LHC beams, above 700 MJ, the
beams can be highly destructive. Even a local beam loss
of a tiny fraction of the full beam into a superconducting
magnet can cause a quench, and large beam losses can cause
damage to accelerator components. Because of this, the
MPS is designed with very high reliability to prevent an
uncontrolled release of the energy and damage due to beam
losses [4, Chapter 7].
With the installation of CCs, new failure scenarios that
could cause beam losses have to be considered. Voltage or
phase changes of the CCs will happen with a time constant
τ, which is proportional to the time it takes to dissipate the
energy stored in the cavity through the coupler when the RF
sources are turned oﬀ (external Q factor):
τ =
2 · Qext
ω
,
where ω is the angular frequency of the CCs. For the HL-
LHC parameters of fcc = 400.79 MHz and Qext = 3 × 105−
5 × 105, CC failures could happen with a time constant as
fast as τ = 238 − 397 μs ≈ 2 − 4 LHC turns. These ultrafast
failures are potentially dangerous, which motivates detailed
studies as there may not be enough time to extract the beam
in a controlled way [5].
SIMULATION SETTINGS
Tracking simulations have been carried out with the colli-
mation version of SIXTRACK and the DYNK module, in
order to estimate the beam loss distribution around the ring
in case of CC failures. These simulations were carried out
for Beam 1 and IP1, considering one bunch represented by
9.6×105 particles at collision energy. The relevant HL-LHC
parameters considered are summarized in Table 1. Further
studies including IP5 are foreseen.
Baseline Optics and Layout
The optics used for the whole machine is the HLLHCV1.0
collision optics, which includes the new Nb3Sn triplet (140
T/m, 150 mm) with all the additional magnets needed to be
compatible with β∗ = 0.15 m and implementing the ATS
scheme [6].
Crab Cavities
The HLLHCV1.0 optics include the installation of three
CCs per IP, per side and per beam (ncc). To simplify the
opening and closing of the crab bump, the groups of ncc = 3
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Table 1: Relevant HL-LHC Nom. Parameters (25 ns)
Parameter Symbol Value
Beam energy at collision E [TeV] 7
Particles per bunch N 2.2 × 1011
Bunches per beam nb 2748
Crossing angle (IP1 & IP5) θ [μrad] 590
Minimum β∗ β∗ [m] 0.15
Norm. transverse emittance n [μm] 2.50
RMS energy spread σs [0.0001] 1.13
RMS bunch length σl [cm] 7.55
CC RF frequency fcc [MHz] 400.79
CCs were installed next to each other at the same location.
The parameters of the simulated CCs are summarized in Ta-
ble 2. Further simulations using the current baseline optics
HLLHCV1.1 [7] with ncc = 4 is foreseen. The phase ad-
vance between the CCs and the IP is optimized to beΔφ = π2 ,
and the voltage of the CCs is the one required to open the
crab bump and produce an eﬀective head-on collision [8],
given by
Vcc =
c · E · tan (ϕ)
q · ωcc · √β∗ βcc · sin (Δφ) · ncc
,
whereωcc is the angular frequency of the CCs in [rad · s−1],
βcc is the value of the beta function at the location of the
CC in [m] , c is the speed of light and q the proton charge.
Since the crossing angle in IP1 is in the vertical plane, the
kick provided by the simulated CCs is also in the vertical
plane.
Table 2: CC Parameters Used in the Simulation for IP1
Side ncc s [m] Voltage [MV] βcc [m]
Right 3 -147 3.19 4395
Left 3 149 3.23 4281
Collimation and Aperture
The collimation system [9,10] is installed to safely dispose
of unavoidable beam losses, but it also represents a passive
protection for the machine during the dumping time (3 LHC
turns = 266 μs) in case of a fast failure. The collimation
system was included in the tracking simulations [11] in order
to assess the limit in which the machine can cope with CC
failures. The settings used in the simulations are summarized
in Table 3.
The losses in the aperture are computed from the results
of the tracking simulations of the full particle distribution,
using a detailed aperture model of the full LHC ring. The
spatial resolution of the model is 10 cm over the total length
of 27 km [12].
Beam Distributions
For the transverse phase space, a 2D Gaussian distribution
was generated for each plane. For the longitudinal plane, the
Table 3: Nominal Settings in Terms of σ (n = 3.75 μm)
Collimator Opening [σ]
Primary IR7 6
Secondary IR7 7
Absorber IR7 10
Primary IR3 12
Secondary IR3 15.6
Absorber IR3 17.6
Secondary IR6 7.5
Dump protection IR6 8
Tertiary IR2/8 12
Tertiary IR1/5 8.3
2D Gaussian distribution was truncated in order to match
the RF bucket (Fig. 1). The parameters of the gaussian dis-
tributions are given in Table 1. The same initial distribution
was used for all the simulations.
Figure 1: Initial distribution in the longitudinal plane. Arbi-
trary density units were used.
Simulated Cases
Five scenarios are considered:
• No failure: the particles are tracked for 51 turns in
normal conditions.
• Voltage failure of 3 CCs: the voltage drops exponen-
tially towards 0 V following V (t) = V0 · e−t , where
t is the turn number after onset of failure. The phase
remains constant with a value of 0°.
• Phase failure of 1, 2 & 3 CCs: the phase jumps from
0° to 90° in one turn, while the voltage remains con-
stant.
The failures are applied only to the group of CCs situated
downstream, leaving the CCs upstream working normally.
The particles are initially tracked for 10 turns. The failure
takes place in the 11th turn, and the particles are tracked for
40 additional turns. Nevertheless, since the beam dumping
time is of 3 turns, the losses after 3 turns are also considered.
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FIRST RESULTS FROM DETAILED
SIMULATIONS
Full simulations based on SIXTRACK with the newly
implemented general dynamic kick module have started re-
cently. We discuss here our ﬁrst observations, which extend
earlier studies [13–15].
A summary of the number of particles lost in the collima-
tion system, in the aperture and the percentage of the total
particles lost from the beam is shown in Table 4.
Table 4: Particle Losses Out of 9.6 × 105 Tracked Particles
After 3 Turns After the Fault, and After 40 Turns After the
Fault (Between Parenthesis).
Failure Coll. Aperture [%]
None 102 0 0.01
Volt. (3/3 CCs) 689 0 (0) 0.07 (0.3)
Ph. (1/3 CC) 501 0 (0) 0.05 (0.2)
Ph. (2/3 CCs) 44118 4 (5) 4 (8)
Ph. (3/3 CCs) 311596 166 (186) 32 (39)
A simultaneous voltage failure of all CCs on one side
results in a loss of 0.07% of the particles tracked.
Phase jumps of 90° in a single turn were considered in our
simulations as worst case scenarios. They would result in a
signiﬁcant transverse kick of the densely populated bunch
center (see Fig. 2). Studies are still ongoing in order to
assess the real phase and voltage decay time of the CCs.
Figure 2: Transverse beam distribution in the crossing plane
at IP1, after a phase trip of the 3 CCs downstream (after 1
turn). Arbitrary density units were used.
For a single CC, we observe a loss of 0.05% of the tracked
particles, which is in good agreement with earlier studies
[13–15]. For a phase jump of 2 CCs this increases to 4%
and for 3 CCs to 32%. For this last case, we can see from
Fig. 3 (top) that signiﬁcant losses would start in the 11th
turn, which corresponds to the turn of the phase failure. We
can also see from Table 4 that almost all the losses occur
within the ﬁrst 3 turns. We see from Fig. 3 (bottom) that the
primary IR7 collimators are the main aperture bottleneck
which intercepts most losses, and only a small fraction hits
the tertiary collimators.
This worst case scenario is considered to be unlikely, as
the CC related hardware and control system can be designed
Figure 3: Losses around the ring for the simultaneous phase
failure of 3 CCs (9.6 × 105 tracked particles) for 51 turns.
such that a simultaneous failure of these three independent
modules is extremely unlikely. Mitigation techniques are
also foreseen, in which the Multi-Cavity Feedback controller
will adjust the ﬁeld in the other cavities on both sides of
the IP if the ﬁeld starts changing in one of the CCs. This
way the orbit distortions will remain local [4, Chapter 4].
Simulations indicate that if this technique is applied, the
losses are reduced by 95 %.
The losses are much less critical for the failure of a single
CC, and could be mitigated by the introduction of devices
such as hollow electron lenses [16].
SUMMARY AND OUTLOOK
We describe the simulation of CC failures using the new
DYNK module within SIXTRACK. We also discuss ﬁrst
results for worst case voltage and phase failures, and observe
that these could result in rather fast losses. The studies de-
scribed here will be continued in close collaboration with
the hardware side and in preparation of CC tests in the SPS,
to make sure that any dangerous failure scenarios can be
avoided to allow for a safe integration of CCs in LHC opera-
tion.
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CERN, Geneva, Switzerland
Abstract
In order to facilitate studies of how dynamically chang-
ing element attributes aﬀect the dynamics of the beam and
beam losses, the functionality for dynamic kicks (DYNK)
of SixTrack has been signiﬁcantly extended. This function-
ality can be used for the simulation of dynamic scenarios,
such as when crab cavities are switched on, orbit bumps are
applied, optics are changed, or failures occur. The function-
ality has been extended with a more general and ﬂexible
implementation, such that arbitrary time-dependent func-
tions can be deﬁned and applied to diﬀerent attributes of
families or individual elements, directly from the user input
ﬁles. This removes the need for source code manipulation,
and it is compatible with LHC@Home which oﬀers sub-
stantial computing resources from volunteers. In this paper,
the functionality and implementation of DYNK is discussed,
along with examples of application to the HL-LHC crab
cavities.
INTRODUCTION
SixTrack is a 6D single particle tracking code [1,2], which
is routinely used at CERN to study the dynamic aperture and
collimation system in high-energy circular machines like the
LHC. There are also a large number of tools built around
SixTrack, both for analyzing the results and for handling
very large numbers of initial conditions. For this reason,
SixTrack is the natural tool to use for studying fast failure
scenarios at the HL-LHC, and for other transient phenomena
at other similar machines.
Functionality for applying dynamic kicks (DYNK) – i.e.
time-dependent machine element parameters – was therefore
added to the code [3,4] and signiﬁcantly extended. It makes
it possible for the user to specify the functional form of these
parameters directly in the input ﬁle, or to load them from
a ﬁle. This eliminated the need for multiple private code
forks, freeing up and focusing developer resources. The
speciﬁcation of the functions, to which elements they should
be applied, and when they should be applied, is done using a
simple mini-language. Some examples of this language are
given below, and a full description is given on the TWIKI
page [5].
DYNK currently supports setting the strength of all the
standard thin elements, and also setting the voltage, phase,
and frequency of crab cavities. It also supports a wide va-
riety of functions, which may use the turn number or the
output of other functions as input. It is also possible for
the functions to store and retrieve data from memory, as is
∗ Research supported by EU FP7 HiLumi LHC – Grant Agreement 284404
† kyrre.ness.sjoebaek@cern.ch
used for pseudo random number generating functions that
stores the random seed between turns, and when loading
the functions as tables from ﬁles. There is also an option to
output the setting of the aﬀected elements at every turn to a
ﬁle. In order to work with LHC@Home [6], which is used
for large tracking campaigns, DYNK supports checkpointing
and restarting from a checkpoint. It interacts correctly with
the collimation routines, including resetting the elements
and generating exactly the same values for each pass of 64
particles. The ripple module is made redundant by DYNK,
which can exactly reproduce its results, and is therefore re-
moved.
IMPLEMENTATION
In order to make DYNK work, there are two main compo-
nents: a function parser and evaluator, and a setter and getter
for the element properties. Additionally, there are hooks for
calling DYNK in the tracking loops, and for initialization be-
fore the start of tracking. The data storage for the functions
are provided by one master table (one row per function) and
a “free memory” for each of the major data types (integers,
ﬂoats and strings).
This architecture is very easily extendable, making adding
support for new types of functions a matter of adding a few
lines to the parser and evaluator. Similarly, new elements
or element attributes can be supported by adding them to
the setter and getter functions – the diﬃculty of this is de-
termined by the complexity of the memory structures and
initialization scheme used for that element.
EXAMPLE USE CASES
Some examples for the use of DYNK are provided below.
All of these are ran using the HL-LHC v1.1 lattice [7] with
vertical crab cavities around the ﬁrst interaction point (IP1,
ATLAS). The beam was sampled at IP1 as a Gaussian dis-
tribution using the nominal HL-LHC parameters, cropped
so to only include particles inside of the RF bucket.
The crab cavities closing the bump (at s=153.6, 154.6,
160.2 and 161.2 m, relative to IP1) are in this simulation
called CRAB_IP1_R1· · · 4, while the cavities creating the
bump (at s=26494.3, 26495.3, 26500.9 and 26501.9 m) are
called CRAB_IP1_L1· · · 4. Their frequencies are set to
400.8 MHz, i.e. the same as for the accelerating cavities.
The standard voltages of the closing- and opening cavities
opening cavities are calculated using Eq. 4 from [8]. For the
opening cavities, it is assumed that the transverse betatron
β-function and phase advance is the same for all the cavities,
while the voltage of each of the closing cavities are chosen
such that they cancel the symmetrically positioned opening
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Figure 1: Ramping of crab cavity voltages.
cavity. For these examples, the crab cavities around IP5
(CMS) are switched oﬀ.
Starting a Tracking Run with Crabs Switched On
If the tracking is started with a uncrabbed beam inside a
bump, such as produced by a crab cavity, the bump must be
temporarily disabled during injection. To achieve this, the
following DYNK block can be used:
DYNK
FUN zero CONST 0.0
FUN CV_1R1 GET CRAB_IP1_R1 voltage
FUN CV_1R2 GET CRAB_IP1_R2 voltage
FUN CV_1R3 GET CRAB_IP1_R3 voltage
FUN CV_1R4 GET CRAB_IP1_R4 voltage
SET CRAB_IP1_R1 voltage zero 1 1 0
SET CRAB_IP1_R2 voltage zero 1 1 0
SET CRAB_IP1_R3 voltage zero 1 1 0
SET CRAB_IP1_R4 voltage zero 1 1 0
SET CRAB_IP1_R1 voltage CV_1R1 2 2 0
SET CRAB_IP1_R2 voltage CV_1R2 2 2 0
SET CRAB_IP1_R3 voltage CV_1R3 2 2 0
SET CRAB_IP1_R4 voltage CV_1R4 2 2 0
NEXT
This creates a constant function zero which always re-
turns 0.0, and four constant functions CV_1R1· · · 4 which
always return the original voltage of the crab cavity (as de-
ﬁned in the lattice description ﬁle fort.2). The voltage of
these cavities are then set equal to zero at turn 1 (ending at 1),
and then changed to the original value for turn 2 (ending at
2). Since no further settings are applied, the current settings
remain after turn 2.
Linear Ramping of Crab Cavities
Another case is a simulation where the voltage of the crab
cavities are linearly ramped up to the maximum voltage in 50
turns, starting at turn 10. The voltage is then ﬂat for 40 turns.
This proﬁle is illustrated in Fig. 1, and the input block
looks like (shortened by removing duplicate instructions to
control multiple elements):
DYNK
FUN zero CONST 0.0
FUN CV_R1 GET CRAB_IP1_R1 voltage
(etc. for R2,R3,R4)
Figure 2: Simulated Z-Y distribution (640 particles) of the
beam during ramping of the crab cavity voltages.
FUN CV_L GET CRAB_IP1_L1 voltage
FUN ramp LIN 0.02 0
FUN ramp_R1 MUL CV_R1 ramp
(etc. for R2,R3,R4)
FUN ramp_L MUL CV_L ramp
SET CRAB_IP1_R1 voltage zero 1 10 0
(etc. for R2,R3,R4)
SET CRAB_IP1_L1 voltage zero 1 9 0
(etc. for L2,L3,L4)
SET CRAB_IP1_R1 voltage ramp_R1 11 61 -11
(etc. for R2,R3,R4)
SET CRAB_IP1_L1 voltage ramp_L 10 60 -10
(etc. for L2,L3,L4)
NEXT
Here the function ramp is given as y(x) = 0.02x + 0.0,
and this normalized ramp is then multiplied by the wanted
ﬁnal voltages. When setting the voltages during the ramp,
the point where the functions are evaluated is then shifted
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Figure 3: Voltage and phase of crab cavities
CRAB_IP1_L1· · ·L4 as function of time, for the ex-
ponential decay/linear drift example.
by -11 and -10 turns, as speciﬁed in the last column in the
SET statement. The resulting beam distributions are shown
in Fig. 2, which show the bunch is increasingly tilted as
the voltage ramps up.
Exponential Decay of Crab Voltage, Combined
with a Linear Drift of Crab Phase
A slightly more complicated case is if the crab cavities
on the side upstream of the IP sees an exponential decay in
the kick voltage, combined with a linear drift in phase. This
failure case corresponds to the cavities being detuned, while
also no longer being driven, similarly to what is described
in [9]. In this example, the failure starts after 70 turns,
following a ramping like in the above example. The extra
lines in the DYNK block then looks like:
FUN expCore LIN -0.05 0.0
FUN decay EXP expCore
FUN decayScaled MUL decay CV_L
SET CRAB_IP1_L1 voltage decayScaled 70 100 -70
(etc. for L2,L3,L4)
FUN phasedrift LIN 0.3141592654 0.0
SET CRAB_IP1_L1 phase phasedrift 70 100 -70
(etc. for L2,L3,L4)
The exponential decay is here given as V (t ′) =
V0 exp(−t ′/20), where V0 is the standard voltage and t ′ is the
number of turns after the start of the failure, i.e. t ′ = turn−70.
The phase drift is given as φ (t ′) = πt ′/10. The resulting
voltage and phase program is shown in Fig. 3.
REPLACEMENT OF RIPP BLOCK
As the functionality of the ripple module in SixTrack is a
subset of what is possible withDYNK, it has been deprecated.
The RIPP input block is therefore no longer accepted. A
special function COSF_RIPP has therefore been provided in
DYNK, exactly mirroring the old RIPP input format. This
function is calculated as
f (t; A,T, φ0) = A cos
(
2π
(t − 1)
T
+ φ0
)
, (1)
where t is the current turn number, A is the speciﬁed ampli-
tude, T the period, and φ0 the initial phase.
This was tested against the prob1 and prob3 example
cases from sixtest [10], as well as against the results from a
recent BOINC campaign. It was conﬁrmed that replacing
the RIPP block with a DYNK block exactly reproduced the
tracking results, even after 106 turns.
As an example, a part of the RIPP block from prob1
is shown below. It speciﬁes a ripple of amplitude
A = ±3.2315 · 10−10 radians/meter and period T =
244.9 turns (equivalent to 50 Hz) for the quadrupole ele-
ments dmqx1f50l5+2 and dmqx2af50l5+2, with no start
phase or continuation turn number speciﬁed:
RIPPLE OF POWER SUPPLIES
dmqx1f50l5+2 3.2315D-10 224.9
dmqx2af50l5+2 -3.2315D-10 224.9
(etc. for more elements)
An equivalent DYNK block is:
DYNK (autogenerated from RIPP block by rippconverter.py)
NOFILE
FUN RIPP-dmqx1f50l5+2 COSF_RIPP 3.2315D-10 224.9 0.0
SET dmqx1f50l5+2 average_ms RIPP-dmqx1f50l5+2 1 -1 0
FUN RIPP-dmqx2af50l5+2 COSF_RIPP -3.2315D-10 224.9 0.0
SET dmqx2af50l5+2 average_ms RIPP-dmqx2af50l5+2 1 -1 0
(etc. for more elements)
Here the ﬁnal turn number for the SET statement is given
as -1, indicating it should be active until the end of the simu-
lation. Also note the NOFILE statement, instructing DYNK
to not write a ﬁle containing the settings of all elements
aﬀected by DYNK in all turns of the simulation, as such a
ﬁle would in this case be very large. An automatic tool is
available for doing the conversion of RIPP blocks to DYNK.
CONCLUSION
The newDYNK functionality allows for extremely ﬂexible
deﬁnition of time-dependent element settings in SixTrack.
It allows the user to choose from and combine more than 25
diﬀerent function types for computing the wanted setting, or
load it from a ﬁle. The architecture is extensible, and allows
for future additions of element types and functions. DYNK
therefore opens many possibilities for future studies of the
eﬀect of time-dependent changes of element properties.
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Abstract
The time constant of a crab cavity (CC) failure can be
faster than the reaction time of the active protection system.
In such a scenario, the beams cannot be immediately ex-
tracted, making the the protection of the machine rely on the
passive protection devices.
At the same time, the energy stored in the High Lumi-
nosity (HL) LHC beams will be doubled with respect to
the LHC to more than 700 MJ, which increases the risk
of damaging the machine and the experiments in a failure
scenario.
In this study we estimate the impact that diﬀerent CC
failures have on the collimation system. We also give a ﬁrst
quantitative estimate of the eﬀect of these failures on the
elements near the experiments based on FLUKA simulations,
using an updated HL-LHC baseline.
INTRODUCTION
The HL-LHC [1] will be the ﬁrst hadron machine to use
CCs, for which several prototypes have been developed. The
prototype selection has been narrowed down to two designs:
the RF dipole and the Double Quarter Wave (DQW) [2,3].
Prior to their installation in the HL-LHC, these CCs will be
tested with proton beams in the SPS to study their behavior
in real conditions. In particular, it is planned to study the
beam response to three diﬀerent cases of CC trips: RF trips,
beam induced failures and system/operator faults [4]. In this
context, a tracking simulation including CC failures helps to
identify the most relevant failure cases, to assess their impact
on the machine, to give feedback for the future installation
and to improve the current mitigation strategies.
CRAB CAVITY FAILURES
CCs act as damped oscillators, in which the loaded quality
factor QL represents how under-damped the oscillator is and
characterizes the oscillator’s bandwidth relative to its center
frequency. The DQW has a high loaded quality factor of
QL = 5.3 × 105, which indicates a low rate of energy loss
relative to the stored energy of the cavity. In the case of a
controller failure or arc in the CC coupler, the CC voltage
will exponentially decay following
V = V0 exp
(
− ωt
2QL
)
= V0 exp
(
− t
τ
)
, (1)
∗ Research supported by the High Luminosity LHC project.
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where ω is the angular frequency of the CC ﬁeld and V0 its
operating voltage. Considering the baseline CC frequency
of f = 400.79 MHz, we obtain a time constant for these
processes:
τ = 421 μs = 4.73 LHC turns. (2)
While an abrupt change in voltage of the CC will change
the angle between bunches at the collision point, a phase
slip will kick the densely populated core of the proton bunch.
Nevertheless, a phase slip alone can only happen if the wrong
signal is fed to the cavity either by a failure in the control
system or by the operator. In the rest of the cases, the three
paremeters: voltage, frequency and phase are interdependent
and closely related to the structure of the cavity. To study
these correlations, detailed CC behavior models are being
developed [5]. The study presented here focuses only on
phase slips happening at constant or decaying voltage.
For a fast phase variation we can expect high power re-
quirements from the CC, which sets a limit on how much
the phase can change per time unit [6, 7]:
dφ(t)
dt




max
=
ω
2QL
√
8(R/Q⊥) QL Pmax
V 20
− 1 , (3)
where R/Q⊥ is the geometric shunt impedance and Pmax is
the maximum power per cavity. Considering the baseline
values for the DQW of R/Q⊥ = 429 Ω, Pmax = 100 kW and
the CC voltage used in this study V0 = 2.84 MV, one obtains
dφ(t)
dt




max
= 56°/ turn , (4)
corresponding to a detuning of Δ f =1.7 kHz. Any such
failure risks to cause signiﬁcant beam losses, which should
occur on the LHC collimation system [8] if the received
kicks are not large enough to directly reach the machine
aperture.
TRACKING SIMULATION SETTINGS
The SixTrack [9] tracking code version 4.5.33 was used in
order to study the eﬀect of a linear CC phase slip on the beam.
The model of the HL-LHC used in the simulation follows
the current baseline layout and optics HLLHCv1.2 [1]. The
relevant HL-LHC parameters considered are summarized in
Table 1. The phase slip was reproduced with the dynamic
kick module [10], and the collimators installed through the
collimation routine [11]. The simulations presented here
have been performed for Beam 1.
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Table 1: Relevant Parameters Used in This Study
Parameter Symbol Value
Beam energy at collision E [TeV] 7
Tot. crossing angle (IP1 & IP5) θ [μrad] 590
Minimum β∗ β∗ [m] 0.15
Norm. transverse emittance n [μm] 2.50
RMS energy spread σs [0.0001] 1.13
RMS bunch length σl [cm] 7.55
CC RF frequency fcc [MHz] 400.79
N° of CCs 1 ncc 4
1 per beam, per IP side.
Crab Cavities
The simulated failure scenario aﬀects the downstream
CCs of the ATLAS experiment (IP1), where the crossing
and CC kick plane is vertical. The CCs are situated between
the double aperture dipole D2 and quadrupole Q4.
Failure Scenarios
For this study, the maximum possible phase change per
turn found in Eq. (4) was considered. A linear phase change
of 56° per turn was applied during 4 turns, then kept constant
for 15 additional turns. This phase slip was paired with two
diﬀerent voltage behaviors: constant and decaying voltage
as described in Eq. (1), with τ = 4 LHC turns. The diﬀerent
failure cases shown in Fig. 1 were simulated.
Figure 1: Evolution of the phase and voltage for the diﬀerent
failure cases, where the ﬁrst digit indicates the number of
CCs failing, C indicates constant voltage and D decaying
voltage.
Beam Distribution
Due to the time dependence of the phase slip, each bunch
of the beam will see diﬀerent phases. Separate simulations
for each bunch would be needed in order to study this eﬀect,
since SixTrack tracks one bunch per run. In this paper, only
one bunch is simulated and scaled to the full beam. Further
studies are foreseen, in which the time variation of the phase
is taken into account for the diﬀerent bunches.
For the simulations of this study, a double Gaussian beam
proﬁle was used as a representation of the bunch in the
transverse plane (Fig. 2), which has been found to ﬁt well
observed beam distributions [12] and has been used in pre-
vious CC failure studies [13]. In the longitudinal plane, a
Gaussian distribution was matched to the RF bucket size.
Figure 2: Normalized horizontal beam proﬁle for the simu-
lation, where σtail = 1.8 σcore. The core represents 95 % of
the total bunch and the tail 5%.
Collimation System
The opening of the collimators used in the tracking simu-
lation are summarized in Table 2 [15].
Table 2: Openings in Terms of σ (n = 3.5 μm)
Collimator Opening [σ]
Primary IR7 5.7
Secondary IR7 7.7
Absorber IR7 10
Primary IR3 15
Secondary IR3 18
Absorber IR3 20
Secondary IR6 8.5
Dump protection IR6 9
Tertiary IR2/8 30
Tertiary IR1/5 10.9
RESULTS & DISCUSSION
Losses in the Collimation System
The results from the tracking simulations are summarized
in Fig. 3, in terms of losses from the simulated bunch on
the collimators. We can observe that in the cases at constant
voltage, the losses are almost an order of magnitude higher
compared to the cases at decaying voltage after 10 turns.
This is expected, since the strength of the kick is proportional
to the amplitude of the voltage. For the case of only 1 CC
failing, no losses were observed with decaying voltage. The
results also show that the losses in general increase an order
of magnitude with the number of CCs failing, suggesting that
simultaneous failures of CCs should be strictly avoided [16].
Nevertheless, there are no obvious mechanisms that would
aﬀect several CCs in the same way in a synchronous manner.
Fig. 4 shows the distribution of losses around the ring.
All lost protons have ﬁrst hit a primary collimator in the
betatron cleaning insertion (IR7), which is the main loss
location. Here, 0.11 % of the beam was lost in 4 turns.
The losses not intercepted by the collimators are very low
(∼ ×10−5 %), which indicates a good cleaning eﬃciency.
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Figure 3: Cumulative fraction of the bunch lost in the colli-
mation system for the cases described in Fig. 1.
Figure 4: Losses around the ring for Case 2C before dump,
in 10 cm bins, scaled to the total beam intensity.
For the current LHC, a beam abort is initiated in case of
an abnormal increase of beam loss signal in the collimator
BLMs, and will be completed within 2 or 3 turns. This will
happen if 3 × 1010 protons or more are lost in half a turn or
less [17]. A summary of the number of protons lost in the
collimation system before the beam is dumped is presented
in Table 3, where the fraction of bunch lost was scaled to
the total beam intensity. In all the cases where the beam is
dumped, the failure is detected during the ﬁrst or second
turn after the failure.
Table 3: Turn after the failure in which the beam abort is ini-
tiated, and the number of protons lost ploss in the collimation
system before the beam is dumped, for each failure case.
Case Turn ploss ploss [%]
1C 2 9.7 × 1010 0.016
1D - No Losses 0
2C 2 6.7 × 1011 0.11
2D1 - 1.2 × 1011 0.02
3C 2 7.3 × 1012 1.2
3D 2 1.1 × 1012 0.19
4C 1 8.6 × 1013 14.3
4D 2 9.7 × 1012 1.6
1 values cumulated for 10 turns. No beam abort is triggered.
It has been estimated that a collimator should survive if
8 bunches, of 1.15 × 1011 protons each, spaced by 25 ns
impact on a secondary collimator during an asynchronous
beam dump at collision energy [18]. From Table 3 we can
conclude that the damage limit of the collimators is reached
for any failure of 3 or more CCs, before the beam is dumped.
Nevertheless, an accurate assessment of the impact of the
obtained losses in the collimation system requires detailed
energy deposition studies.
FLUKA Simulations
In case of CC failures, the experiments and supercon-
ducting magnets near them are exposed to showers from
the tertiary collimators (TCTs), which can be hit by pro-
tons outscattered from the collimation insertion. In order
to assess the eﬀects of these showers in the experimental
insertions, FLUKA [19,20] shower simulations were carried
out based on the loss distribution predicted by SixTrack. The
most impacted TCT is the horizontal TCT4. Only the case
of a phase slip aﬀecting 2 CCs at constant voltage (Case
2C) was considered, being the most unfavorable among the
realistic cases. The most impacted magnet is the D1 sepa-
ration dipole located 50 m downstream of the TCTs. The
maximum energy density in the D1 coils is found to be about
7× 10−10 mJ/cm3 per inelastic proton collision in the TCT4.
while it is about an order of magnitude lower in the neigh-
bouring triplet quadrupoles. Assuming a transient quench
level of a few 10 mJ/cm3, one can therefore expect a quench
of the D1 if losses on the TCT would exceed a few 1010
protons. On the other hand, thermo-mechanical studies have
shown that already a few 109 protons can damage the TCTs
depending on the transverse impact distributions on the TCT
front face [21]. For the considered case, 2.7 × 107 protons
impacted the TCT, which is well below the damage limit
of the TCT and poses no risk for quenching or damaging
downstream magnets, nor the experiments.
CONCLUSION
A realistic estimation of a CC phase slip and of the time
constant of a CC voltage decay was presented, following the
current baseline parameters for the DQW and HL-LHC. The
results show that for the failure of 1 or 2 CCs, the losses in
the collimation system and the downstream magnets before
the beam is dumped are below the damage limits. Further
studies should assess if several CCs could be simultaneously
quenched if they are exposed to particle showers from beam
losses, and consider the RF Dipole parameters.
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Abstract
A good knowledge of the eﬀects of the crab cavities, re-
quired for the baseline High Luminosity LHC (HL-LHC), is
needed before the results of the ﬁrst tests of crab cavity proto-
types in the SPS, planned for 2018, will be available. In case
of crab cavity failures, we have to make sure that time scales
are long enough so that the beams can be cleanly dumped
before damage by beam loss occurs. We discuss our present
knowledge and modeling of crab cavity induced beam losses,
combined with mechanical deformation. We discuss lower
limits on the time scales required for safe operation, and
possible failure mitigation methods.
INTRODUCTION
In order to reach the target instantaneous luminosity for the
HL-LHC baseline design, crab cavities are necessary [1, 2].
There is no prior experience operating such cavities with a
high-energy and high current proton beam like that of the
HL-LHC, so the same type of devices will be installed for
testing at the SPS. Modeling the eﬀect of the cavity during a
failure is therefore important in order to plan their installation
and operation both at the LHC and the SPS.
This paper describes a model of the phase and voltage
seen by the beam during an abrupt shutdown of the cavity
input power, and the eﬀect this has on the beam. This is
in itself interesting, and is also an important step towards
a realistic model for how the cavity will behave during a
quench.
CRAB CAVITY MECHANICAL MODEL
In this work, the deformation of the crab cavity is modeled
as a single damped harmonic oscillator which is driven by the
pressure of the Lorentz force on the inside of the cavity. The
deformation then causes a detuning Δ f of the RF resonance
frequency. This is an approximation; in reality there are
several mechanical modes with diﬀerent frequencies and
diﬀerent couplings to the RF voltage, and diﬀerent eﬀect of
the RF resonance frequency [3].
This model can be described using the ordinary diﬀeren-
tial equation (ODE)
σ d2x/dt2 + kD dx/dt + kRx = kFV 2(t) , (1)
where x(t) is the displacement of the cavity surface, σ is
the mass per area of the cavity surface, and the coeﬃcients
kR, kD and kF scale the pressure from the restoring force,
∗ Research supported by the High Luminosity LHC project.
† kyrre.ness.sjobaek(at)cern.ch
mechanical damping and the Lorentz force respectively, and
V (t) is the deﬂecting voltage. This can be rewritten as
d2x/dt2 + 2ξωm dx/dt + ω2mx = kFV 2/σ , (2)
where ωm =
√
kR/σ is the mechanical resonance frequency
and ξ = kD2√σkR is the dimensionless damping coeﬃcient.
Assuming that the shift of the RF resonance frequency
Δ f (t) is proportional to the displacement x such that Δ f =
Kmx, Eq. (2) can be written as
d2Δ f /dt2 + 2ξωm dΔ f /dt + ω2mΔ f = KmkFV 2/σ . (3)
In static equilibrium, the Lorentz detuning is given as
Δ f = KtV 2, where Kt is the Lorentz detuning coeﬃcient.
Combining this with Eq. (3) yields that
Kt = KmkF/ω2mσ , (4)
and inserting this into the complete Eq. (3) gives an ODE
describing the frequency shift
d2Δ f /dt2 + 2ξωm dΔ f /dt + ω2mΔ f = ω2mKtV 2 , (5)
which can be solved to ﬁnd Δ f (t). Once Δ f (t) is known,
the phase relative to an oscillator at the reference frequency
can be calculated as
φ(t) =
∫ t
0
2πΔ f (t ′) dt ′ + φ(0) . (6)
It is assumed that the cavities are correctly tuned at the
beginning of the run, at high voltage. The oﬀset Δ f0 =
KtV 2(0) is therefore always subtracted from Δ f (t).
Parameter Estimates
The main parameters of this model are ωm, Kt , ξ, and
the function V (t). From simulations and measurements [4],
the Lorentz detuning coeﬃcient of a double quarter wave
(DQW) crab cavity with a realistic stiﬀener takes a value of
Kt ≈ −200 Hz/(MV)2.
Starting from Eq. (1), we can ﬁnd an expression for ωm.
Further, by comparing the deﬁnitions of Km and Kt , we get
the relation Km = KtV 2/x. Finally, kFV 2 is the ﬁeld pres-
sure, which can also be calculated [5] as
(
μ0H2 − 0E2
)
/4,
where E and H is the surface electric and magnetic ﬁeld.
At DQW design voltage V = 3.34 MV, the maximum dis-
placement is x = −1.73 μm, and it occurs in a region with
low magnetic ﬁeld and an electric ﬁeld of rougly 3/4 [4] of
the maximum value Eˆ = 37 MV/m [6]. Further, the mass
per area can be estimated from the wall thickness and mass
THPOY043 Proceedings of IPAC2016, Busan, Korea
ISBN 978-3-95450-147-2
4196C
op
yr
ig
ht
©
20
16
C
C
-B
Y-
3.
0
an
d
by
th
e
re
sp
ec
tiv
e
au
th
or
s
06 Beam Instrumentation, Controls, Feedback and Operational Aspects
T23 Machine Protection
Figure 1: Voltage, RF frequency shift, and phase shift as
calculated from Eqs. (5) and (6), with excitation V (t) as
given in Eq. (8). The parameter τ is varied, while fm =
4000 Hz, ξ = 0 and V0 = 2.85 MV. This high value of
the mechanical frequency was selected as it was found in
the tracking simulations to produce unusually large losses.
The vertical dashed lines indicates the time between LHC
turns, and the horizontal line in the Δ f plot the equilibrium
detuning −Δ f0 when V (t) = 0. The time scale is the same
for all the plots. The round markers indicate the values
seen by a single bunch passing through the cavity at t =
0, tturn, 2tturn, etc. . . ., as used in the tracking simulations.
density of Niobium, which yields that σ = 32.3 kg/m2.
Combining these expressions yields an expression for the
mechanical frequency
ωm =
√
KmkF
Ktσ
=
√
V 2kF
xσ
=
√
−0E2
4xσ
, (7)
which evaluates to fm = ωm/(2π) = 900 Hz. This ap-
proximate estimate of the relevant mechanical resonance
frequency indicates that the scale of the frequencies of the
interesting eigenmodes is around 1 kHz.
The damping parameter ξ is harder to estimate. However
since there are no obvious strong damping eﬀects, it is likely
that it is not very large.
The voltage curve V (t) was taken to be
V (t) = V0 exp (−t/τ) , (8)
where the time constant τ can be estimated as τ =
2Qext/ωRF = 421 μs = 4.73 LHC turns. This describes
Figure 2: Voltage, RF frequency shift, and phase shift as
in Fig. 1. The parameter ξ is varied, while fm = 1 kHz,
τ = 4 turns = 356 μs and V0 = 2.85 MV. Note that the
vertical scale for Δ f and φ is not the same as in Fig. 1.
the behavior of the cavity voltage in case it stops receiving
input power.
Results and Discussion
Some examples of the behavior of the cavities with diﬀer-
ent voltage decay time scales and damping parameters are
shown in Figs. 1 and 2. The initial voltage is here 2.85 MV
and not the 3.34 MV discussed earlier, as this is what is
needed to compensate for the crossing angle with the HL-
LHCv1.2 optics [1].
From Fig. 2, we see that the main eﬀect of the damping
parameter is to reduce the initial undershoot of the frequency,
at least in the time period where V (t) is still large enough
to aﬀect the beam signiﬁcantly. Regarding the parameter τ
from Eq. (8), Fig. 1 shows that it has both an eﬀect on the
phase and amplitude of the mechanical oscillation, and on
how long V (t) remains signiﬁcant.
TRACKING SIMULATIONS
In order to quantify the eﬀects on the beam, tracking sim-
ulations were ran for the diﬀerent parameter sets discussed
above using the collimation SixTrack version 4.5.34 [7,8].
With this, 312 × 64 particles were tracked for each scenario,
using the HL-LHC v1.2 optics [1] for Beam 1. The voltage
and phase-shift curves discussed above were then applied to
all four crab cavities downstream of IP1 using DYNK [9],
and the number of particles absorbed in the collimators
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Figure 3: Fraction of beam lost after the onset of failure, as
a function of fm for diﬀerent voltage fall times τ and ξ = 0.
counted for each turn. The loss was then estimated as the
number of particles lost after the onset of the failure, and for
normalization the number of particles in the simulation at
the onset of the failure was used.
In all cases, the simulation was ran for 40 turns, with
the 10 ﬁrst turns unaﬀected by the failure in order to clean
large-amplitude particles. The simulated beam consisted of
one bunch with a Gaussian proﬁle in the transverse phase
space. As the amount of losses for fm ≈ 1 kHz when using
the beam width expected from a nominal normalized emit-
tance of 2.5 μm were negliglible, the transverse width of
the beam was increased by a factor 1.8. This distribution is
similar to the “tail” part of the double Gaussian distribution
discussed in [10, 11], which holds 5% of the beam particles.
The longitudinal phase-space distribution of the beam was
taken as a multivariate Gaussian, which was then cropped
to include only the particles inside of the RF bucket.
Results and Discussion
The tracking results are presented in Figs. 3, 4 and 5.
These show that as long as fm  2 kHz, the losses are
very similar to what is expected from just the voltage drop
alone (the 0 Hz points). If the mechanical frequency is
further increased, the cavity can respond faster, and at certain
frequencies induce quite large losses. As seen in Fig. 3 these
losses become more signiﬁcant for larger τ, as this allows
the cavity to aﬀect the beam for a longer time. Finally, it is
also seen that when the damping ξ is increased by even a
small value, the eﬀect on the beam is noticeably reduced.
The loss positions were checked in a subset of the runs
(no detuning and τ = 2 or 4 turns, and fm = 4 kHz and
τ = 4 or 5 turns), and virtually all the losses were found to
be located in the betatron cleaning insertion (IR7).
The time dependence of the losses for a few characteristic
scenarios are shown in Fig. 5. This again shows how the
losses normally increase when τ decreases, and how this
relationship can be reversed for detuned cavities. Further,
it also shows that once the voltage has stopped dropping, a
3-turn pattern in the losses sets in due to the fractional part of
the betatron tune, which in the crabbing plane is Qy = 60.32.
Figure 4: Fraction of beam lost after the onset of failure, as
a function of fm for diﬀerent ξ and τ = 4 turns.
Figure 5: Fraction of beam lost as a function of time for four
diﬀerent similations. In all cases, ξ = 0.0. The vertical line
indicates the onset of the failure.
Finally, it shows that the losses are gradual and not abrupt.
This means that the losses before the beam is dumped, which
should happen within 3 turns after the failure is detected,
are smaller than what is indicated in Figs. 3 and 4.
CONCLUSIONS AND OUTLOOK
The model presented in this paper combines dynamical
Lorentz force detuning with beam dynamics. This showed
that for realistic mechanical frequencies, beam losses in-
duced by RF phase change from the mechanical resonances
are not expected to exceed the losses caused by simply drain-
ing the cavity. However, this depends on the mechanical
frequencies staying below approximately 2 kHz.
Some factors which will modify the shape of V (t) are the
RF control system, beam loading, and dynamically chang-
ing Q-factor during a quench in a superconducting cavity.
Further, a real cavity will have multiple resonance modes
with diﬀerent frequencies and ξ. Including these eﬀects is
likely to yield further insights and reduce the uncertainities.
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AC Alternating Current.
ALICE A Large Ion Collider Experiment.
ATLAS A Toroidal LHC Apparatus.
BIS Beam Interlock System.
BLM Beam Loss Monitor.
BNL Brookhaven National Laboratory.
BPM Beam Position Monitor.
CERN European Organization for Nuclear Research.
CFC Carbon Fiber Composite.
CMS Compact Muon Solenoid.
DC Direct Current.
DESY Deutsches Elektronen-Synchrotron.
DQW Double Quarter Wave.
EM Electromagnetic.
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HEP High Energy Physics.
HER High Energy Ring.
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IP Interaction Point.
IR Insertion Region.
KEK The High Energy Accelerator Research Organization.
LEP Large Electron-Positron Collider.
LER Low Energy Ring.
LHCb LHC-beauty.
LHC Large Hadron Collider.
LINAC Linear Accelerator.
LLRF Low Level RF.
LOM Lower Order Mode.
Acronyms
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MAD Methodological Accelerator Design.
MPS Machine Protection System.
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RFD RF Dipole.
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RMS Root Mean Square.
SLAC Standford Linear Accelerator Center.
SOM Same Order Mode.
SPS Super Proton Synchrotron.
TAN Target Absorber Neutral.
TAS Target Absorber Secondaries.
TCDQ Target Collimator Dump Quadruple.
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TCP Target Collimator Primary.
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TCT Target Collimator Tertiary.
TDE Dump for Ejected Beam.
pp proton-proton.
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