The Richtmyer-Meshkov instability is a classical fluid dynamical instability that has been extensively studied to help understand turbulent mixing. A recent numerical simulation of a shock tube experiment with an an air-SF6 interface and a weak shock (Mach 1.2) used the ideal gas equation of state for air and an artifically low temperature as a surrogate for the correct SF6 gas physics. We have run a similar problem with both the correct gas physics and three versions of the air surrogate to understand the errors thereby introduced. We find that for the weakly driven single-mode case considered here, the instability amplitude is not affected, the interface location is affected only slightly, but the thermodynamic states are quite different. This result is not surprising because the fiow far from the shock waves is essentially incompressible.
Introduction
One of the classical, archetypal fluid dynamical instabilities is the Richtmyer-Meshkov instability. In this instability, a shock wave impinges on a contact surface between two fluid layers with different densities. Vorticity induced at the contact surface by baroclinic torques during the shock passage leads to fluid motions that persist due to inertia. This instability has been extensively studied experimentally in shock tubes, and numerous numerical simulations have been performed with a wide variety of computational fluid dynamics programs (for example, see reference [l] and references therein).
Soon-to-be-published calculations [2] attempt to model an experiment [3] in <hich a shock travels from air into sulfur hexafluoride at modest Mach numbers. Unfortunately, the computer program used is restricted to a single fluid, so both fluids were approximated as a single ideal gas with a ratio of specific heats y = 1.3. The density difference of a factor of 5 was imposed by a temperature difference of the same factor rather than by using different molecular weights, The present study uses similar calculations with both correct and incorrect gas physics to determine the magnitude of the errors introduced by using the unphysical equation of state parameters.
The present calculations were performed with the COYOTE program [4] , which solves the two-dimensional multicomponent Navier-Stokes equations. The problem solved is a simulation of the shock tube experiment by Benjamin [5] , who also used air and SF6 with a Mach 1'.24 shock. This experiment has been studied previously with a different computer program [l] . In the present study, we computed cases with four models for the SF6 gas physics. All four assumed a constant-y ideal gas. In the first case, we took the correct values of y = 1.0935 and a molecular weight of 146.0544 for the SFG. In the second case, we changed the y to 1.4 but retained the correct molecular weight. In the third case, we approximated the SFs by cold air with y = 1.4 and molecular weight 28.9256. The fourth case uses the equation of state of reference [2] , which is the same as our third case but with y = 1.3 for both fluids.
Section 2 summarizes the governing equations. Section 3 presents numerical examples from COYOTE. Section 4 discusses the implications of these results.
Governing Equations
The simulations were performed with the COYOTE computational fluid dynamics pro- 
where pa is the density of species a, u is the fluid velocity, and J, is the diffusional mass flux of species Q. The momentum equation is where p is the total density and P is the pressure. Because we consider only fluids, we assume that the viscous stress tensor is
where p is the coefficient of viscosity, and 24 is the unit tensor. We choose the thermal internal energy equation to express energy conservation:
KVT-xh,(T)J, , a 1 (4) where I is the specific thermal internal energy, K is the mixture thermal conductivity, and h, is the specific enthalpy of species a.
The thermal equation of state assumes P is given by the sum of the partial pressures of an ideal gas for each species. The JANAF tables [6, 7, 81 provide a homogeneous set of thermochemical data for a large collection of materials, and these tables normally are used to supply the specific enthalpy for each species of interest. However, the limited range of temperatures encountered in the present study allows us to use a constant specific heat at constant volume for the caloric equation of state.
In the present study, we use the Lennard-Jones model to estimate the transport coefficients [9] . This model provides a viscosity (in cgs units; to get SI units, multiply the cgs viscosity by 0.1) for each species,
where Ma is the molecular weight, mu is the mass of one atomic mass unit in grams, /$& is the Boltzmann constant, a, is the collision diameter (in A), and R, is the collision integral approximated by
where T/T,, = T kn/e& is the reduced temperature and E, is the Lennard-Jones potential well depth [lo, Once the species viscosities have been calculated, they must be combined to provide the viscosity of the fluid mixture. We adopt Wilke' law [13] (see also Bird et al. [14] ). For N species, where X, is the mole fraction of species a! and where
In the original COYOTE program, K was calculated from the mixture viscosity p and a constant mixture Prandtl number. This capability has been expanded to allow calculation of the conductivity based on the local composition and temperature, just as was done for the viscosity. Following the procedure of Hayashi and Hishida [lo] , we calculate the conductivity for each species from the species viscosities using the Eucken correction, which is discussed also by Ferziger and Kaper [15] and by Hirschfelder, Curtiss, and Bird [16] :
where CV, = R/M,(y, -1) is the specific heat at constant volume, R is the universal gas constant, and 7a is the ratio of specific heats. The mixture rule that we use for conductivities is due to Mathur et al. [17] and is recommended by Kee, et al. [18] :
In general, calculation of the diffusional mass fluxes is a complicated task (for example, [14] , [16] , and [19] ). B ecause molecular mass diffusion effects are small in the present problem, we simply use Fick's law, Ja = -PQJ'(P~/P),
where D, is the species diffusivity. We use the same value of D, for all species, and this value is given as the kinematic viscosity of the mixture divided by a constant mixture Schmidt number, which we took to be 0.9. This simple model has the advantages that it is computationally inexpensive and the species mass fluxes properly add up to zero when summed over species.
3 Numerical Simulations Table 1 gives the COYOTE input file for the problem with the correct gas physics for SFs.
We assume the fluids are ideal gases with constant ratios of specific heats that are computed Alamos. However, the results of interest here are independent of this baseline pressure [l] . shape, and peak-to-peak amplitude of the contact surface is nearly the same as with the more accurate method used in Figure 2 . Overlaying the plots, one can see that the four rightmost contours in Figure 2 nearly coincide with the c and d contours of Figure 3 . This result suggests that numerical diffusion is more of an aesthetic problem than an accuracy issue for our present purposes.
The density contours shown in Figure 4 are from a calculation that is the same as that shown in Figure 2 , except we have used twice as many zones in each direction. The only difference is in the thickness of the shock and contact surface, as expected. which is a little surprising given the significant stiffening of the gas by the larger y in Figure   5 . However, the original shock is not very strong, and consequently not only is the degree of compression modest in the singly-shocked gas, it is not terribly sensitive to the details of the equation of state. The amplitude of the instability is virtually unaffected by the change in the equation of state, which is not surprising given that the baroclinic torques that drive the instability depend only on the density and pressure gradients during shock passage, and these are essentially the same in all four cases. This is all well and good, but the run described in reference [2] that led to this study used a one-component model with the correct molecular weight for air, but used y = 1.3
as "a compromise" between the correct values in the two fluids. This unfortunate choice causes a problem at the start because the experimental papers give no information about the original shock except for its Mach number in air. We have to assume that the unshocked air is at room temperature and pressure. By changing the y of the air from 1.4 to 1.3, we must also change the post-shock conditions to hold the Mach number fixed. The velocity increases from 1.229 x lo4 to 1.321 x lo4 cm/s, the singly-shocked air density increases to 1.8078 x 10m3 from 1.7285 x 10V3 g/cm3, and the temperature decreases to 324.0 from 331.8
K.
Since the unshocked density is 1.2250 x 10e3, the density jump across the shock increases by 16 percent. Figure 7 shows the density contours for this case at t = 0.6 ms. If we ignore the g contour in Figure 6 and translate the contours 3 mm to the right in Figure 7 , then the contours coincide. In other words, the instability amplitude is still independent of the choice of y, but the translation speed is slightly higher for the lower 7. cm from its original position is why we normally avoid using donor cell differencing. However, donor cell differencing will produce the correct jump conditions without dispersively driven oscillations, which would only obscure the features of interest here. Between 5 and 10 cm we have air that was shocked first by the incoming shock, and then reshocked by the shock wave reflected from the contact surface. As noted in the discussion of the contour plots, the contact surface location varies only about 3 mm between the correct SF6 model and the three unphysical models, two of which are in perfect agreement. The densities of both the doubly and singly shocked SF6 show a dependence on y, but not on the molecular weight, for a fixed y. Similarly, the location of the reflected shock depends on the value of y but not on the molecular weight. Figure 9 shows the pressure distributions. Once again, the two unphysical y = 1.4
equations of state produce the same solutions, neither of which is quite the same as the solution with the correct parameters. In all cases, there is no pressure gradient across the contact surface. There is an interesting feature in the pressure in the incoming air, however.
It has been reshocked by slightly different shocks reflected back to the right off the contact surface. The reflected shock strength depends slightly on the ratio of specific heats in the SFG, but not on the molecular weight. Table 2 summarizes the instability (peak-to-peak) growth rates and translation speeds for the experiment and for two numerical solutions. One solution, Case 2, is from reference [l] , in which the computed growth rate is twice the experimental growth rate. The other solution, Case 3, is taken from the run shown in figure 2 . The numerical values were obtained by measuring graphical computer output and used the locations of the middle contour in the contact surface at two different times. This is the correct feature to measure in Case 3 because it minimizes errors in the growth rate due to numerical diffusion of the contact surface. The precision of these values is approximately 100 cm/s. The most notable feature is the significant reduction in the computed growth rate compared to Case 2. However, the COYOTE growth rate still is appreciably larger than the experimental value. The computed translation speeds are consistent with the experiment.
Conclusions
We have completed numerical simulations of a Richtmyer-Meshkov instability experiment performed in a shock tube. The working fluids are air and SFG, and the shock speed is Mach 1.24. We used four different approximations to the ideal gas parameters for the SF6. This study demonstrates several things.
1. Numerical diffusion, while not negligible on the fairly coarse mesh used, does not seriously affect the parameters that we are most interested in. Since we are interested only in gross differential changes in the solution as we vary the equation of state parameters for the SFG, and since the one finer-mesh run showed no change in the parameters of interest, there is little point to running additional fine mesh cases.
2. The amplitude of the singly-shocked mixed layer seems to be independent of the molecular weights and ratios of specific heats. This is because the growth rate depends on the amount of vorticity generated by baroclinic torques during shock passage of the contact surface. If the pressure and density jumps are always the same, the vorticity generation with always be the same. 4. The shock location just before the reshocking of the contact surface does depend slightly on the equation of state parameters, and the difference is expected to be more pronounced for strong shocks.
5. The post-shock thermodynamic conditions depend sensitively on the equation of state, even for this weak shock wave.
We note that these results may not carry over to cases with strong shock waves. Also, it remains to be demonstrated that the insensitivity to the details of the equation of state will carry over to the case of multimode contact surfaces, especially if there are wavelengths present that are comparable to the zone size. However, the equation of state errors in the calculations that inspired this study [2] should not be a significant source of error in the predicted growth rate of the mixed layer. 
