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An Economic Approach to Modeling Archaeological Settlement Patterns in Central Idaho 
ABSTRACT 
Archaeologists can gain a better understanding of subsistence strategies by 
analyzing the net advantage of exploiting certain resources over others across a large area 
with the use of Geographic Information Systems (GIS) and application of economic. GIS 
modeling is a powerful tool used by archaeologists to catalog and analyze site 
information in a spatial context.  Economic models interpret human behavior in terms of 
cost and benefit.  Little archaeological research has been done in central Idaho. This 
thesis develops economic models of hunting, gathering and fishing for the Frank Church 
River of No Return Wilderness (FC-RONRW).  This research builds upon previous 
theories of subsistence strategies and resource use in upland environments, and create a 
predictive model that can be applied to a variety of ecological regions.   
Key Words: Predictive modeling, Subsistence strategies, Cost-benefit analysis, central 
Idaho archaeology 
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Chapter 1: Introduction 
Problem 
Vast areas of the central Idaho important to the Shoshone-Bannock, Nez Perce and 
other native peoples have been barely surveyed by archaeologists; yet effective cultural 
resource management and compliance with Section 106 of the National Historic 
Preservation Act (NHPA) require knowledge about the distribution of archaeological 
sites. This thesis focuses on creating a new method of predicting site location based on 
caloric costs of crossing the landscape (e.g., favoring lowlands) and caloric benefits of 
available food resources using economic modeling.  In this context, archaeological sites 
refer to a collection of archaeological artifacts or features within a discrete location.   
Current methods of predicting site location consider if a site meets a list of 
parameters such as slope, distance to water, or presence of critical species.  The more 
criteria a location meets, the higher the probability that location will contain a site.  Using 
an economic model of costs and benefits allows for more refined interpretation of 
prehistoric land and resource use.  The economic model this thesis uses to predict site 
location is the Huff Model, which was originally developed to model shopping behavior, 
but is employed here to predict the attraction of potential sites based on the amount of 
calories needed to travel across the study area, and the amount of calories that can be 
harvested from the study area.   
This research focuses on the Frank Church River of No Return Wilderness (FC-
RONRW), which measures over 9000 square kilometers and is managed by four national 
forests in central Idaho (see Figure 1). A total of 1279 archaeological sites have been 
documented in the wilderness (Canaday 2012).  However, due to the rugged nature of the 
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terrain and a lack of federal funding, the wilderness’s archaeological inventory has been 
largely limited to areas along river corridors. Few surveys or studies have been conducted 
in the higher elevations (Canaday 2012, Hackenberger 1984).  To date, there is 
insufficient survey data within the wilderness to address models of upland site locations 
on the FC-RONRW (Canaday 2012).   Concerted efforts are needed to investigate the 
archaeological record of mountain uplands, and the methodology developed here is 
intended to augment the efficiency of those efforts.  Some scholars have called for greater 
attention to be paid to mountain habitats (Mierendorf 1999).  The mountains and upland 
environments contain unique seasonal resources such as whitebark pine (Pinus 
albicaulis) that are more abundant at higher elevations.   
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Figure 1: The Frank Church River of No Return 
While there have been other efforts to investigate high elevation archaeology in 
neighboring regions, many of these have focused on one resource or practice such as 
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acorn storage (Morgan 2012) or whitebark pine nuts (Stirn 2012).  While this focus can 
be effective for locating or interpreting certain site types, such narrow vision frequently 
misses how variability between sites, terrain and seasons fits into a larger cultural context 
(Bettinger 1991b).  As seasons change, new plants come into bloom and animals migrate 
to and fro, making different areas desirable at different times of the year.  This makes it 
difficult to locate and interpret archaeological sites without extensive field work. 
It is well accepted by archaeologists that food resources dictate settlement patterns 
among hunter-gatherers, and the nature of that relationship is a source of much 
speculation and hypothesis testing among archaeologists.  Archaeological research 
addressing this relationship is broadly referred to as Optimal Foraging Theory (OFT) 
(Bettinger 1991a).  OFT has generated numerous models attempting to explain how 
hunter-gatherers make subsistence decisions (Winterhalder 1981).  While OFT helps 
academics to conceptualize the decision making process of hunter-gathers, professional 
archaeologists have been unable to use OFT models to help manage and protect 
prehistoric sites (Bettinger 1991a).  This is largely due to an inability to incorporate space 
into OFT models.   
The aspatial nature OFT limits its practical value for cultural resource managers, 
who are concerned with finding and protecting cultural resources.  In this research I take 
the basic premise of OFT, that decisions are made based on the greatest return (i.e. high 
benefit, low cost), and use spatial economic modeling to try and predict the location of 
archaeological sites.  Doing so will incorporate a spatial component to OFT models and 
aid cultural resource managers in locating and protecting previously unknown 
archaeological sites.   
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Purpose 
The overall purpose of this thesis is to create and test methods for predicting site 
locations facilitating the task of surveys of upland areas. In pursuit of this goal, I answer 
three research questions: (1) What is the relationship among terrain, resource use and 
prehistoric seasonal settlement? (2) How might the Huff model be used to test how 
seasonality of resources would affect desirability of settlement locations in the canyon 
corridors?  (3) Can GIS models of seasonal settlements and resource use be used to 
predict the location of archaeological sites?  Figure 2 provides an illustration of how 
these questions will be addressed.   
I compile and evaluate current site inventories, analyze environmental data using 
GIS, and integrate cultural and environmental data to create a predictive model of 
prehistoric site locations in the FC-RONRW uplands.  Seasonal resources are weighed 
and evaluated to predict site location and assess subsistence strategies.  My thesis has 
similar goals to those identified by Hackenberger (1984) but updates and refines his 
methods.  Specifically, I have developed a methodology whose central premise is that 
Native American sites are more likely to be found at locations offering easier access to 
more calories than at sites from which fewer calories could be accessed or from which 
access was difficult.  
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Putting this methodology into practice requires knowing the location and caloric 
value of upland root, berry, game, and pine nut resources, as well as lowland resources 
such as anadromous fish runs.  The estimated amount of calories that can be extracted 
from a location (e.g., calories per square kilometer based on the prevailing land cover) 
are used to predict its value.   
Use of resources from various elevations throughout the seasonal round is integral 
to understanding how terrain and resources influence site location.  For the purposes of 
this study, high elevation is defined as elevations greater than 2100 meters (6888 feet) 
above sea level.  This elevation marks a major change in the productivity of certain 
vegetation types, such as those dominated by ponderosa pine (Pinus ponderosa) and 
douglas-fir (Pseudotsuga menziesii) (Hackenberger 1984).  It is also where certain plants, 
such as whitebark pine and spruce (Picea glauca), begin to grow.  This work incorporates 
variability over terrain to create a better predictive model.   
Accessing resources requires crossing terrain with widely varying costs (e.g., 
steep slopes versus flat valley bottoms). Using a formula developed by the American 
College of Sports Medicine (ACSM) and simple elevation models of the FC-RONRW, 
GIS can quantify the caloric cost of different routes throughout the landscape (Law and 
Collins 2013).  I use GIS to create a cost surface model showing the cost of traveling 
between two identified points.  The caloric cost of these routes will then be weighed 
against the caloric benefits of harvesting resources along those routes.   
The caloric value of available resources and spatial access costs are used to 
produce an index whose magnitude can be employed to predict archaeological site 
locations.  Using an adaptation of the Huff Model (Huff 1964), high probability locations 
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for camps and settlements are identified.  The Huff Model assesses the desirability of a 
location based on an attracting factor, in this case harvestable calories, and the effort 
taken to arrive at the attracting location (Huff 1964).  For the purposes of this study, effort 
is measured in the caloric costs of reaching a destination.  This allows for a more direct 
comparison between the attracting variable and the cost variable.   
To validate these predictions, they are compared against known archaeological 
sites in four control areas using statistical testing.  Using the Wilcoxon Rank Sum I show 
that the predictions of the Huff Model follow those of actual site locations.  After 
verifying the predictions of the Huff Model are valid, I conduct a parsing analysis.  This 
exercise examines the two variables used by the Huff Model, caloric costs, and caloric 
benefits.  To conduct the parsing analysis, estimations of travel costs for each location are 
compared against the caloric benefits that could be harvested from each location.  This 
comparison allows me to determine if one of these variables (cost or benefit) is has 
greater influence on site location.   
 To interpret settlements in a seasonal context as well as infer the impacts of high 
elevation resources on lowland settlements, this research examines settlements in two 
surveyed canyon corridors.  The corridors are evaluated for each season and areas within 
the corridor are separated into high, medium, and low desirability for each season.  This 
analysis includes resources from upland environment, as well as lowland resources.  
Settlements in each desirability zone are tabulated so that it can be inferred how resources 
made settlements more or less desirable at different times of the year.   
 To facilitate upland survey this thesis generates a series of survey maps using the 
Huff Model.  The Huff Model is tested in four high elevation areas with potential to 
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provide insights into high elevation land use in the FC-RONRW.  The results of these 
model iterations are stratified into three different categories, high desirability, medium 
desirability, and low desirability.  A stratified random sample of these locations is then 
created.  These survey maps demonstrate how this research can be used by both 
researchers and project directors to manage cultural resources.  This highlights the 
practical aspects of this research.   
Significance 
 This research has immediate applications to the archaeology of central Idaho.  
This research develops new ways to predict and interpret site location based on economic 
and geographic techniques.  Incorporating multidisciplinary techniques offers new 
insights into hunter-gather theory and cultural resource management.   
Incorporating spatial mapping into a predictive model addresses a long standing 
failing of OFT, the inability to incorporate a spatial dynamic into models of hunter-
gatherer subsistence (Bettinger 1991a).  Models of OFT focus on the decision making 
process (i.e. what decision was made and why was it made).  This research shows how 
the basic assumptions of OFT, that decisions were made based on minimal energy 
expenditures and maximum energy returns, can be mapped onto the landscape 
Predictive models are used by archaeologists to indicate probable site locations 
prior to conducting field work.  They contribute to context statements and research 
designs.   From a management perspective they are useful for planning ongoing 
archaeological research and for guiding compliance with cultural resource law (Canaday 
2012).   A benefit of using the Huff Model to predict archaeological site locations is that 
it provides a quantitative measure of the tradeoff between resource attraction and the cost 
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of accessing resources.  Locations predicted by this model are done so on the basis of 
costs and benefits (Huff 1964).  This is an intuitive way of assessing site location.  This 
thesis will test the model’s practicability in an archaeological context, which has not been 
done before.  If successful, the model will be able to be used in future research and 
management.   
Organization of the Study 
Thesis goals and research questions have been presented in the preceding pages.  
Chapter 2 shall consist of a literature review where background information about the 
FC-RONRW and the people who lived there is provided.  I also detail relevant 
archaeological theory and provide a summary of studies relating to this research.  Chapter 
3 details my methods and results.  I begin this chapter by discussing how the Huff Model 
is adapted to this research.  The statistical testing used to verify the models predictions is 
also included here.  Chapter 3 concludes with a discussion of the parsing analysis.  
Chapter 4 focuses on application of the model.  This chapter outlines two exercises using 
the Huff Model.  One is a canyon corridor analysis which attempts to assess seasonality 
of settlement locations.  The second is the creation of survey maps for the FC-RONRW 
which demonstrate how this research can be applied to cultural resource management 
(CRM).  In the conclusion of this thesis, I revisit my research questions and make 
recommendations for future research.   
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Chapter 2: Literature Review 
To contextualize my research, I present the following review of the literature.  I 
begin with basic background information on the FC-RONRW and its inhabitants.  Next I 
summarize archaeological studies in the FC-RONRW.  An overview of resource use 
models is followed by a discussion of high elevation archaeology.  The chapter concludes 
with a brief synthesis of how this literature informs my research project. 
The Frank Church River of No Return Wilderness 
 The FC-RONRW is a wilderness area over 9000 square kilometers in size located 
in central Idaho. The area is comprised of dynamic and imposing landscapes.  Within 88 
air kilometers the elevations changes from 919 meters above sea level at the mouth of the 
Middle Fork Salmon River, to 3148 meters above sea level at the peak of the General, 
one of the tallest mountains in the Salmon River Mountains (USFS 2001).  The result of 
this is a broad range of environments, from alpine tundra to river valleys and canyons.   
 The geology of the area is dominated by the Idaho Batholith.  This formation is 
characterized by mountains with alpine ridges and cirques with large U-shaped valleys 
(McNab and Avers 1994).  Vegetation is dominated by grand-fir (Abies grandis), douglas-
fir, western spruce, and ponderosa pine (Pinus ponderosa).  Soils are usually shallow to 
moderately deep.  As a result of volcanic deposits, they tend to be very fertile.    
The fact that it is designated a wilderness area makes the FC-RONRW both an 
ideal study area, and a very problematic one.  On the positive side, wilderness areas are 
protected from a wide variety of disturbances that are detrimental to cultural resources 
(Canaday 2012).  On the other hand, some potentially harmful activities such as mining 
and cattle grazing are allowed in certain contexts (Wilderness.net 2014).  Any form of 
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wheeled transport (except wheelchairs) is prohibited, which makes access logistically 
challenging.  The lack of roads and trails ensures that many sites are protected, but also 
guarantees that many of those protected sites are difficult to access.  The most cost 
effective way of accessing the FC-RONRW is by boat, which is why so many studies of 
the area focus on the river (Canaday 2012).  Unfortunately, the vast majority of the 
wilderness is outside the river corridors. 
 The Forest Service has conducted cultural resource surveys in compliance with 
the National Historic Preservation Act (NHPA).   These have documented 1279 cultural 
resource sites as of 2012 (Canaday 2012).    Types of prehistoric sites include lithic 
scatters, pictographs, rock shelters and house pits.    As mentioned in Chapter 1, these 
surveys are not focused in the uplands.  Most of the surveys are mandated by the NHPA 
in order to assess the impact of expanding the existing facilities, such as campgrounds, 
boat ramps or trails, within the FC-RONRW or assessing the influence of their continued 
operation upon archaeological sites as in Knudson et al. (1981).   
The early prehistory of central Idaho is not well understood (Murphy and Murphy 
1986: Walker 1998).  Nevertheless, before discussing the tribes who lived and used the 
FC-RONRW, it is important to understand the known archaeological context of the 
region.  The earliest evidence of human occupation in the FC-RONRW comes from four 
fragmentary fluted points indicative of the Paleo-Indian period putting the earliest human 
settlement between 12,000 and 8,000 BP (Hackenberger 1984, Canaday 2012).  
Interestingly, Davis et al. (2014) reports the presence of Paleo-Indian deposits at the 
Cooper’s Ferry Site located along the Salmon River downstream of the wilderness 
boundary.  Following the Paleo-Indian period was the Archaic Period, lasting from 8,000 
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to 4,000 BP (Canaday 2012).  Research from the surrounding region shows that big game 
hunting was still a major part of the culture, but as the period progressed the introduction 
of the atlatl dart led to points that were smaller and notched (Butler 1986). Unlike earlier 
periods, there is a great deal of information about the Proto-Historic Period, which lasted 
from 4,000 BP to the 1800s, when Euro-Americans settled the region (Butler 1986: 
Canaday 2012).  This is when the Nez Perce and the Shoshone-Bannock appear in the 
archaeological record. 
The archaeology of the FC-RONRW is dominated by Shoshone-Bannock and Nez 
Perce material cultures (Hackenberger 1984, Canaday 2012).  The Nez Perce primarily 
settled along the Snake, Salmon, and Clearwater rivers in central Idaho, but also 
inhabited parts of eastern Oregon and Washington.  Within the FC-RONRW they 
primarily settled along the main Salmon River as well as its major tributaries, but would 
have exploited resources from the interior as well.  The Nez Perce lifestyle was heavily 
biased towards river environments (Canaday 2012, Walker 1998).  This included 
elaborate fishing systems and a tendency to settle along rivers.  This is not to say that 
terrestrial resources were ignored or undesirable; simply that the Nez Perce invested a 
great deal of time and energy exploiting river resources.  They share many cultural 
similarities with the tribes of the Columbian Plateau, such as architecture and a heavy 
reliance on salmon (Oncorhynchus spp.) (Walker 1998).  Archaeological and 
ethnographic evidence indicates that fish made up 50% of their diet (Canaday 2012).   
The Shoshone-Bannock are more closely related to the Plains cultures (Murphy 
and Murphy 1986).  They were based out of southern Idaho and were concentrated in the 
Sawtooth Mountains, the Lemhi Valley, the Salmon River Valley, and the Snake River 
14 
 
 
 
plains (Steward 1938, Murphy and Murphy 1986).  Unlike the Nez Perce, who utilized 
semi-permanent winter villages that were revisited year after year, the Shoshone-Bannock 
adopted a more mobile pattern that relied significantly less on any one area or food 
source (Hackenberger 1984, Holmer 1990).  This allowed the Shoshone-Bannock to 
exploit seasonal and annual variability in resource availability.  Exceptions to this general 
rule occurred within the Lemhi Valley, the Middle Fork Salmon River and upper portions 
of the Salmon River where semi-permanent villages were established.   
Typically, these villages would be inhabited in winter, with different family 
groups separating in summer into smaller bands (Steward 1938). Shoshone-Bannock 
subsistence was based on game hunting and seed gathering (Murphy and Murphy 1986, 
Walker 1973).  Subgroups of the Shoshone-Bannock include the Tukudika or 
Sheepeaters, and the Agaidika (Salmon eaters) or Lemhi.  The Sheepeaters were based in 
central Idaho, farther north than most Shoshone-Bannock, primarily inhabited the 
northern canyons of the Snake River, and often journeyed into the Yellowstone area in 
Montana to hunt buffalo (Bison bison) (Steward 1938).  Because of the rugged terrain 
they chose to inhabit, they did not adopt the horse as readily as other Native Americans.  
As the name suggests, they were known for the consumption of bighorn sheep (Ovis 
Canadensis).  The Lemhi were based in the Lemhi River Valley south of the FC-RONRW 
and unlike the Sheepeaters readily adopted the horse, which they used to hunt buffalo 
(Madsen 1979)  This typically involved trips south into Utah or east into Montana where 
buffalo herds were more prevalent than in the mountains of central Idaho (Steward 1938).   
 Within the FC-RONRW there was a wide variety of biotic resources that could be 
used by Native North Americans.  Animals that were important include mule deer 
15 
 
 
 
(Odocoileus hemionus), elk (Cervus canadensis), bighorn sheep (Ovis canadensis), 
salmon (Oncorhynchus spp.), and pacific lampreys (Lampetra tridentate) (Hackenberger 
1984, Canaday 2012, Lippincott 1997).  The Nez Perce and the Shoshone-Bannock were 
known to utilize a wide variety of plants and animals.  Some of the more important plants 
were Whitebark and Limber pine (Pinus albicaulis and Pinus flexilis respectively), camas 
(Camassia quamash), chokecherry (Prunus virginiana) and huckleberry (Vaccinium 
parvifolium) (Hacknberger 1984, Canaday 2012).  These different resources were located 
over a wide range of environments presenting the inhabitants of the FC-RONRW with a 
complex set of choices regarding which resources to harvest at which time.   
 Different seasons meant different resources were available at different locations 
and elevations.  Winter snow packs cause most vegetation to go into dormancy, and force 
humans and game into lowlands (Hackenberger 1984, Lippincott 1997, Thomas 1982).  
During the winter, hunter-gatherers are forced to rely on stored food and kills from winter 
hunts.  As these snow packs melt, alpine meadows become exposed allowing new grazing 
areas and pulling mule deer, elk, and bighorn sheep, as well as people into higher 
altitudes.  This thaw also disperses the game’s population, reducing their availability.  At 
the same time this is happening, roots and salmon become available for harvest.  Some of 
these resources share an ecoregion, such as salmon and certain roots in the spring.  
However, harvesting many resources precludes the harvesting of others.  This is the case 
with salmon and elk during the summer, when salmon are found in greatest abundance in 
lowland canyons, and elk are found at higher elevations (Hackenberger 1984).  Summer 
has the greatest availability of resources but those resources are spread across a greater 
area.  This means that only a limited portion of resources can be exploited during this 
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season (Hackenberger 1984).  Summer roots continue to be available but are at higher 
elevations as more and more snow melts.  Big game also moves to higher elevations in 
the summer (Lippincott 1997).  In the meantime, salmon continue to be available in the 
lower elevations.  During the fall whitebark pine nuts, are available for harvest but only 
at high elevations.  These made an important supplement during the winter months, as 
they were an easily stored, high calorie food source.  As the winter snows began to fall, 
game is pushed back down into the lowlands.   
 The seasonal variation of the FC-RONRW forced complex decisions on its Native 
American inhabitants.  In high elevations, the seasonal round is more compressed than in 
lower elevations (Thomas 1982). Snow packs melt later, and form earlier than at lower 
elevations.  The short growing season means that there is a limited window of 
opportunity to exploit available resources.  However, the late snow melt, means that 
spring resources are available in the summer, and by late summer fall like conditions are 
present.  This allows for the exploitation of a wide range of temporally available 
resources with minimal spatial movement (Thomas 1982). 
Seasonal variation was a determining factor for Native American settlement and 
subsistence.  Before the introduction of the horse, it was not possible for a group to 
exploit all available resources within a season (Hackenberger 1984, Holmer 1990).  
People no doubt chose specific areas which they believed would have the most available 
resource and focus their efforts there (Binford 1980).  The Shoshone-Bannock and the 
Nez Perce reacted to this dilemma in different ways.  The Nez Perce concentrated their 
efforts along the rivers to exploit anadromous fish, particularly salmon (Walker 1998).  
This resulted in the winter villages mentioned earlier as well as storage technologies that 
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allowed the Nez Perce to consume salmon well after the salmon runs stopped.  They still 
had a degree of seasonal mobility but it did not match that displayed by the Shoshone-
Bannock.  In order to adapt to seasonal instability, the Shoshone-Bannock divided their 
population into small bands and exploited a much wider variety of resources 
(Hackenberger 1984, Holmer 1990, Murphy and Murphy 1986).  This resulted in a large 
number of small groups, each of whom exploited a separate set of resources throughout 
the year (Hackenberger 1984, Holmer 1990).   
In summary, the FC-RONRW offers its own unique challenges and opportunities 
for both modern archaeologists and prehistoric peoples.  As an opportunity for 
archaeological research, the protections afforded the FC-RONRW offers a relatively 
undisturbed from large scale human activity such as mining and logging.   This is offset 
by the difficulties in conducting research there.  For Native Americans, the seasonal and 
annual variability in addition to the dynamic terrain provided a wide range of resources to 
exploit.  The rugged terrain meant that only a limited number of the available resources 
could be exploited at a given point. This forced Native Americans to make complex 
decisions regarding which resources would be exploited in a given season.   
The Archaeology of Central Idaho 
 The interior and uplands of the FC-RONRW itself have received little 
archaeological attention (Canaday 2012).  Archaeological testing is limited by funding 
and access to the wilderness area, which prohibits wheeled travel.  Access is limited to 
cross country hiking, horseback, rafting, or via fixed-wing aircraft at a limited number of 
back country airstrips.  This is the primary reason that previous archaeological studies 
have been so river centric, as rafting is the most cost effective way to bring both people 
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and materials into the wilderness.   
 Canaday (2012) provides an excellent synopsis of past research conducted on the 
FC-RONRW.  He details the environment, the history and the archaeology of the region.  
Although this report contains an extensive cultural resource inventory, it does not attempt 
to address any research questions.  Indeed one of Canaday’s objectives is to stimulate 
academic interest in the FC-RONRW.   
 The studies that have taken place in the FC-RONRW have been undertaken 
largely from a management standpoint, with the goal of preserving and protecting 
existing sites (Canaday 2012).  An early example of these studies is Harrison’s (1971) 
survey of the Salmon River.  The goal of this survey was to provide a complete inventory 
of archaeological sites along the Salmon River, with 299 sites ultimately being identified.  
This was an important survey because at that time the significance of the Salmon River to 
prehistoric people was not fully known (Harrison 1971).   
Knudson et al. (1981), who examined the impact of 99 Forest Service campsites 
along the Middle Fork on archaeological sites, found that at least 54 of these campsites 
overlapped cultural resources, both historic and prehistoric, and in all cases were having 
an adverse effect on said cultural resources.  The report acknowledged the river’s 
recreational value and argued that rafters will not simply stop using these campsites.  To 
that end, the report made management recommendations to mitigate damages to cultural 
resources.  In addition to being important from a management perspective, Knudson et al. 
(1981) incorporates Hackenberger’s early attempt to predict site location that was the 
forerunner to his thesis research (Hackenberger 1984).   
 Hackenberger (1984) provides a seminal model resource use on the FC-RONRW.  
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he adapted principles of OFT as proposed by Joquim (1976).  His model of seasonal 
subsistence and settlements includes a wide variety of food sources and makes 
predictions on how they were used.  The model also compares resource use predicted 
under different subsistence decision making strategies.  He then uses this model to make 
predictions about population size.  Ultimately his goal was to determine if there are areas 
where a forager or a collector strategy (see below) would have been more effective 
strategies.  Hackengerger’s thesis focuses heavily on various hunter-gatherer strategies 
and their implications on population dynamics.   
In his doctoral work, Hackenberger (1988) shifts his focus from spatial modeling 
to temporal modeling.  He develops a 1,000 year simulation of annual resource variation 
using tree ring records.  The overall result of the simulations suggest that there are no 
long term trends in resource variation that would favor collecting versus foraging 
strategies.  However the extreme variation in resources by decade suggests foraging 
strategies would have been more successful throughout much of the areas late prehistory.   
Hackenberger, Session, and Womack (Hackenberger et al. 1989) examine 
settlement patterns within central Idaho.  By assessing the number and frequency of 
houses, Hackenberger et al. estimated the number of people living in the area in 
prehistoric times.  Although his research focuses entirely on the river canyons, it does 
have implications for how resources were used by Native people.  The number of house 
features has direct implications for how many people were using resources.   
 Canaday cites the relative lack of archaeological excavations within the study area 
(Canaday 2012).  Two of the exceptions to this lack are the excavations at Corn Creek 
(Holmer and Ross 1985) and Dagger Falls (Torgler 1994).  Dagger Falls possesses a wide 
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variety of cultural features including hearths, lithic concentrations and hunting blinds.  
Based on the artifact assemblage, Torgler argues that Dagger Falls was a fishing site.  It is 
located along the Middle Fork of the Salmon River near a campground of the same name.  
The site was significant because it established Shoshonean occupation of the Middle Fork 
as early as 3980 B.P. (Torgler 1994).  Shoshonean affiliation was determined by artifact 
association; specifically, the presence of diagnostic Shoshonean knives and Wahmuza 
projectile points.  The Corn Creek site, located on the north bank of the Salmon River, 
consists of 13 depressions interpreted as house pits (Holmer and Ross 1985).  Earliest 
evidence of human occupation is 7000 years old, although there are few artifacts 
associated with that period.  Based on the artifact and the faunal assemblages the people 
living at Corn Creek likely used the site to hunt bighorn sheep and gather freshwater 
mussels (Holmer and Ross 1985).   
 Knudson et al., Hackenberger and Canaday all cite the need for more archaeology 
to be done in the FC-RONRW, and in central Idaho as a whole.  They also demonstrate 
the lack of attention being given to upland environments, the importance of which will be 
discussed below.  While Knudson et al. and Hackenberger’s models are good first 
attempts at modeling resource use in the FC-RONRW, GIS software was unavailable to 
them.  GIS software allows for greater data refinement than Hackenberger was able to 
generate with his models. For example, Hackenberger’s models evaluated the desirability 
of a 3 X 3 mile units.  This study will evaluate the desirably of an area that is only .04 
square kilometers.  By using finer grained cells, this thesis will allow for greater accuracy 
and provide a clearer picture of prehistoric land use.  My thesis will update resource 
information, improve mapping and predictive tools, and design pilot archaeological 
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surveys in selected upland areas.   
Resource Use Models 
 Archaeologists strive to create explanations of past life ways.  They develop 
models and make predictions that guide field investigations.  Although no one model can 
hope to accurately predict the location and nature of all archaeological sites, they are 
nevertheless an important aspect of both management and research.   
One of the first models of hunter-gatherers was created by Binford in 1980: the 
forager and the collector model.   In a foraging strategy, groups are highly mobile and 
move from resource to resource in a complex seasonal pattern based on whichever 
resource is most abundant at the time.  For example, a foraging group would live near 
root crops in the spring and along the river for the summer salmon runs (Binford 1980).  
A collector strategy places a greater emphasis on long term storage of goods, and a 
“home base.”  While not necessarily inhabited year round, these near permanent 
settlements would be a geographic anchor that groups would repeatedly return to, and 
would have been frequently located at sites where intensification (i.e. locating villages 
along the banks of a river so that a greater concentration of manpower can be devoted to 
fishing and fish processing) of resources took place (Binford 1980).  When considering 
Binford, it is important to remember that this is not an “either-or” model, but a spectrum, 
and a single culture can incorporate aspects of both foragers and collectors.   
 One conceptualization that is particularly pertinent to this research is the Optimal 
Forager Theory (OFT).  OFT has its origins in biological studies of the territories and 
foraging choices of animals (Bettinger 1991a, Winterhalder 1981).  The theory proposes 
several models addressing an individual’s or a group’s foraging strategies based on the 
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assumption that the individual is attempting to put forth the least amount of effort for the 
greatest amount of reward.  OFT consists of four models, the Diet Breadth Model, the 
Patch Choice Model, the Marginal Value Theorem, and the Central Place Foraging Model 
(Bettinger 1991a).   
The Diet Breadth Model examines how great a variety of food sources a group 
will attempt to harvest.  It does this by ranking caloric return and handling time.  As more 
and more of the highest ranked resource is consumed, its overall availability drops, 
meaning that its rate of caloric return drops as well.  Therefore, eventually a lower ranked 
resource will provide a higher rate of caloric return.  The model predicts the rate at which 
lower ranked resources become more desirable than those of higher rank (Winterhalder 
1981, Bettinger 1991a).  An early version of diet breadth modeling was developed in 
archaeology by Jochim (1976) and used to interpret Mesolithic subsistence and 
settlement patterns within Germany.   
The Patch Choice Model looks at when a forager will switch to a new location to 
search for resources.  Like the Diet Breadth Model, this model ranks resources by caloric 
return.  It then assumes these resources are in patches.  As each patch is harvested, the 
rate of caloric return drops.  The model assumes that foragers will shift to a new patch 
once the rate of return plus time (Winterhalder 1981, Bettinger 1991a).  A logical 
extension of this theory is that new patches are chosen based on geographic proximity.  
However, in current literature, these patches are not ranked spatially. OFT is intended to 
conceptualize the hunter gatherer decision making process, not map those decisions on 
the landscape (Winterhalder 1981).  Current applications focus on interpretation of 
choices such as in Hawkes et al. (1982), where the authors focused on why the Ache, an 
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indigenous tribe in Paraguay who practice subsistence hunting, chose to relocate camp 
when they did.  This research takes the patch choice another step forward by putting the 
patches in a spatial context.   
Marginal value theorem deals with a phenomenon that is implicit in the previous 
models, that the rate of return for a given resource or location will decline as it is 
continually exploited.  This model simply states that a resource will be exploited as long 
as the rate of return minus the cost of accessing a new location is greater than the overall 
caloric rate of return of the environment (Winterhalder 1981, Bettinger 1991a).   
Central place foraging assumes that foragers are leaving from, and returning to a 
given point.  Hypothetical foragers are expected to take a route that will allow them to 
exploit enough resources to justify a trip that involves not only reaching the resource 
patch but returning home (Bettinger 1991a).   
Archaeology and anthropology have taken these ideas and applied them to hunter 
gatherers such as Hawkes et al. (1982).  These studies have used OFT to examine the 
foraging strategies of hunter-gatherers but do not map those decisions on the landscape.   
My application of the Huff Model is based on the same assumptions that are 
central to OFT.  The landscape is broken into “patches” and this research assumes that 
gatherers are originating from a single location.  In these regards, it is very similar to 
central place foraging models and patch choice models.  I will attempt to predict hunter-
gatherer activities on the assumption that decisions were made based on the desire to 
expend the least amount of energy and receive the most energy in return.   
High Elevation Archaeology 
Current archaeological models (Burtchard 2007, Hackenberger 1984, 
24 
 
 
 
Hackenberger 1988, Meirendorf 1999) developed for the Pacific Northwest, Great Basin, 
and the Columbian Plateau cite the need for more archaeological research to be 
conducted in upland environments.  In the Great Basin, Bettinger (1993) describes how 
archaeologists have unintentionally separated conceptualizations of the upland 
environment from other environments in the region by failing to integrate variability into 
models of settlement. He calls for a unifying theory to account for variability across 
seasons, people, and environments.  My study will incorporate economic theories (Huff 
1964) to try to enhance our understanding of settlement and subsistence patterns not just 
in the uplands, but across various environments and seasons.  It shall focus on high 
elevation land use and create a model that can be applied to other regions.  Figure 3 
shows where the studies reviewed here take place in relation to the FC-RONRW.   
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Figure 3: High Elevation Studies in the Western United State 
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 Until recently, the lack of discussion of the upland environment throughout the 
Pacific Northwest was a result of a misplaced consensus that the high elevations lacked a 
significant payoff to merit prehistoric people’s interests (Burtchard 2007, Meirendorf 
1999, Stirn 2013).  Meirendorf came to the conclusion that high elevations were only 
used as a transitional zone, a way to get from point A to point B.  He hypothesized that 
the archaeological remains found at high elevations were the result of population 
displacement from conflicts.  This is gradually becoming accepted as incorrect.  Resource 
modeling has shown that there are a great deal of resources located in alpine meadows 
and subalpine forests and that a concerted effort is needed to assess these regions 
(Hackenberger 1984, Knudson et al. 1981, Stirn 2013).  Burtchard (2007) adapts 
Binford’s model of settlement patterns to create a chronology of subsistence and 
settlement strategies on Mount Rainier.  Although he is focusing on a separate region than 
the one at the center of this thesis, Burtchard effectively demonstrates how mountain 
environments could have been utilized by Native Americans over time.  His research 
shows that high elevation environments were important to Native Americans in the 
Pacific Northwest, and that this relationship gradually changed over time.  As time 
progressed, the inhabitants of Mount Rainier switched from a forager strategy to a 
collector strategy (Burtchard 2007).  Burtchard’s study shows that high elevation 
environments played an important role in subsistence strategies.   
 While there is an overall lack of upland archaeology in the FC-RONRW (Canaday 
2012), there is substantial literature detailing prehistoric high elevation land use in the 
Great Basin region and the Rocky Mountains (Thomas, 1982, Thomas 1983, Benedict 
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1985, Grayson 1983, Benedict 1996, Cassels 2000).  An understanding of the sites in 
these regions provides a baseline of what to expect from a high elevation survey of the 
FC-RONRW.   
 Benedict (1975, 1981, 1985, 1987, 1991, 1992, 1996, 1999) conducted many 
investigations of high elevation game drives in the vicinity of the Continental Divide at 
sites such as Arapaho Pass.  These game drives usually occurred in a natural passage way 
through otherwise rough terrain.  Prehistoric hunters would construct a series of walls not 
more than one meter tall of cobbles and boulders.  The purpose of these walls was to 
funnel game into a kill zone where hunters concealed by blinds, taking the form of stone 
rings or natural vegetation cover, would ambush them (Cassels 2000).  Examples of this 
type of site include Arapaho Pass, Devils Thumb Pass, Bob Lake, and the Sawtooth 
Game Drive (Benedict 1985, Benedict 1996, Cassels 2000).  These drives allowed for a 
greater number of prey animals to be taken with minimal travel time or energy 
expenditures on the part of the hunters.   
High elevation hunting blinds were likely part of the seasonal round where Native 
Americans traveled across a wide range of environments exploiting different resources as 
they went.  The game drives of the central Rockies would have been utilized in the late 
summer/early autumn when high alpine tundra provided deer elk and bighorn sheep with 
grazing opportunities (Benedict 1992).  While these game drives facilitated intensive 
collection of big game, their use was dependent on favorable weather conditions.  During 
periods of severe and long lasting snowstorms such as the Little Ice Age, they would have 
been unavailable for use (Benedict 1999).  In the context of the Frank Church, it is not 
difficult to imagine a group of Sheepeaters living in the rugged mountains of central 
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Idaho adopting this strategy to efficiently hunt bighorn sheep.  Such a use of the land is 
problematic from the perspective of the Huff Model.  As will be discussed at greater 
length in the methods section of this work, the attractiveness of an area is measured the 
caloric intensity of an area based on the surrounding vegetation.  Terrain that channels 
prey is not currently ranked higher than terrain that does not.  Such adaptations to the 
model are problematic and would require further development beyond the scope of this 
thesis.  
 The Great Basin has produced a number of high elevation villages, often above 
the timberline (Thomas 1983, Bettinger 1991b, Grayson 1993, Hildebrandt 2013).  
Speculation about the origins and purposes of these villages includes exploitation of high 
altitude resources such as pinyon pine (Pinus johannis), population pressures from the 
lowland, or a more intense gathering of “low quality resources”, resources that are easy to 
gather but difficult to process (Thomas 1983, Grayson 1993).  Thomas’ excavation of 
Alta Toquima village in Nevada was one of the earlier discoveries of a high altitude 
village (Thomas 1982).  The village consists of 31 stone structures and associated cultural 
materials at 3300 meters (11,000 feet).  Thomas identified two phases of occupation at 
the Alta Toquima village.  The first was a hunting phase in which the area appears to be 
focused on intense hunting of big game.  The second is a residential phase with ground 
stone indicating plant processing (Thomas 1982).  Later investigations by Hildebrandt 
(2013) hypothesize that habitation of the Alta Toquima village was subsidized by surplus 
pinyon and possibly limber pine nuts harvested from lower elevations (Thomas 1982).  
Alta Toquima’s use of lower altitude resources to supplement high altitude elevations 
highlights a core assumption of my research: that sites are located in ways that allow for 
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easy access to abundant resources.   
 One attempt to interpret high elevation land use is Canaday (1997).  This 
dissertation focuses on what conditions high elevations were used by Native Americans 
and how those conditions reveal themselves in the archaeological record in Great Basin 
mountain ranges.  Canaday surveyed approximately 7,500 acres at elevations above 
10,000 feet in the Toiyabe Range, the Snake Range, the Jarbidge Mountains, and the 
Deep Creek Mountains.  Three predictions are made about the how the uplands are used.  
1: The uplands will be used mostly for hunting.  2: High elevation alpine areas adjacent 
to lowland areas with high populations will have greater use while those adjacent to 
lowland areas with low populations will have little use.  3: Where high elevations are 
adjacent to high population lowlands, there will be an increase in high elevation land use 
when lowland environments deteriorated.  After completion of his survey, Canaday found 
that predictions 1 and 3 were correct, where prediction 2 was correct in all mountain 
ranges but the Ruby Mountains.  This research represents an early attempt to understand 
the nature of high elevation land use in the Great Basin. 
 In addition to the high elevation research conducted in the Great Basin, work has 
also been done in the White Mountains of California.  These studies have located high 
altitude villages above the tree line (Bettinger 1991b, Bettinger, 1993, Morgan 2012).  
These sites are characterized by remains of domestic dwellings and plant processing 
tools.  Similar to the Alta Toquima site, these villages have two phases of occupation.  
The first is characterized by hunting blinds which predate the domestic dwelling and 
plant processing tools of the second phase.  Bettinger (1991b) hypothesizes that the first 
phase represents intensification of big game, most likely mountain sheep, while the 
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second phase represents attempts to exploit a wider range of lower ranked resources.  
This second phase is hypothesized to be the result of population growth forcing Native 
Americans to take advantage of a broader array of resources (Bettinger 1991b).  
Lichometric dating (measuring lichen growth to estimate age) has estimated the date of 
the alpine villages to be between 1000 AD and 1400 AD (Bettinger and Roberts 1993).  
Storage facilities located at these sites were likely a cultural adaptation to seasonal 
variability (Morgan 2012).  Morgan et al. (2014) argues that at least some of the rock 
features present represent ceremonial sites.  While investigating 216 rock features at the 
village site Campo Borrego, also in the White Mountains, it was determined that, many 
of them would not have been useful as hunting features discussed above.  Although 
superficially similar to hunting blinds, these features are not constructed in such a way 
that would funnel game or assist hunting expeditions.  They make the argument that the 
features are consistent with vision quest markers found within the greater region.   
Another possible use of the upland environment is for tool procurement.  In a 
multi-year survey of the Cedar Breaks National Monument area of the Markagunt Plateau 
in Utah, it was found that one of the primary uses of the area was the gathering of a local 
chert (Canaday 2012).  This survey covered 2318 acres between altitudes of 2378 meters 
and 3438 meters.  Ninety nine prehistoric sites were located in these upper elevations, 
some as old as 8000 years.  Based on the large quantities of projectile points and the 
overall lack of groundstone tools, it is assumed that hunting was the primary subsistence 
activity.  Unlike investigations in the Rocky Mountains, the White Mountains, and the 
Alta Toquima range, this study found no evidence of high altitude villages or hunting 
blinds.   
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Another study that examines high altitude villages and their relation to resources 
is Stirn (2013).  This study created a GIS model using whitebark pine as a causal variable 
to predict village location in a highland environment.  His methods demonstrate the 
power and versatility of using GIS and show that upland resources were an important part 
of Native American settlement patterns in Wyoming.  Stirn created a simple raster layer 
showing whitebark pine stands, slope, elevation, and aspect to determine which areas 
were high probability for locating high altitude village sites.  Areas that were located on a 
south facing slope, a 0-20% slope, between 10,000 and 11,000 feet, and in close 
proximity to whitebark pine were considered high probability.  A statistical test was done 
against known high altitude village sites in the Wind River Range, Wyoming.  This test 
showed that the model was consistent with previously recorded high altitude village sites.  
In addition, 13 previously unrecorded villages were found.  By Stirn’s own admission, 
however, the use of one resource greatly oversimplifies subsistence strategies.  My thesis 
will incorporate multiple resources in order to enhance the relevance of the model that 
will be generated.   
The literature reviewed above will aid my research by providing a foundation 
upon which to build and giving me a wide variety of methods to draw on.  Burtchard 
(2007) and Stirn (2013) show that upland resources were important to prehistoric 
communities.  Other models previously discussed, such as Knudson et al. (1981) and 
Hackenberger (1984), show that higher elevations do in fact have an abundance of 
resources that were worth exploiting.  Hackenberger et al. (1989) establishes the 
implications of subsistence strategies on settlement patterns.  My application of the Huff 
Model addresses Bettinger’s (1993) call for unifying theory by incorporating diverse 
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resources from across the landscape and different seasons.  In the following chapter, I 
will describe how the Huff Model is modified to incorporate economic and geographic 
techniques and theory into archaeological modeling.   
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Chapter 3: Methods and Analysis  
 In order to accomplish my research goals I take the following steps.  1) I 
identify upland resources and their attractiveness based on caloric value. 2) I estimate the 
cost of accessing upland resource areas. 3) Using the data from the previous steps, I then 
create a predictive model, using ArcMap GIS software to apply an economic model 
across a large spatial area.  4) I test this model against a previously surveyed area and 
make adjustments.  5) Using these methods I create a series of survey maps that outline 
how separate research designed to field test this model could be conducted.   
The Huff Model 
Economists and geographers have also developed countless models exploring how 
people interact with resources and many of these models can be applied to archaeology 
(Wilson 2012).  One example of these models that is particularly pertinent to my research 
is the Huff Model (Huff 1964).  Originally designed to predict trade areas for shopping 
centers, the Huff Model can be utilized in my research because it measures magnitude of 
attraction and compares it to the effort needed to travel to a given center in order to 
estimate the probability that an individual will use that shopping center.  These economic 
applications are based on the assumption that there is an established road network in 
place.  This makes sense since modern people travel almost exclusively along roads.  
However the same is not true of prehistoric Native Americans.   
Although predicting subsistence strategies was not the original intent of the Huff 
Model, it is an effective way to measure the magnitude of attraction across space.  For my 
research, this model will be adapted in order to better reflect hunter gatherer strategies by 
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analyzing caloric costs and payoffs.   As adapted for this study, the Huff Model is 
expressed as follows: 
 
Figure 4. The Huff Model (webhelp.esri.com 2015b) 
 
Where Pij is the probability of a hunter/gatherer at point i traveling to resource 
location j. Wi is the size of the resource measured in calories.  Dij is the cost in calories 
for a hunter/gatherer to travel from i to j, and α is a parameter designed to reflect the 
decreasing desirability of distant sites (Huff 1964).  In other words, W is the appeal of a 
resource and D is the cost to arrive there.  The numerator of this equation expresses the 
desirability of locationi specifically, while the denominator of the equation is the 
desirability of all other possible locations.  Therefore P represents a given location’s 
proportion of the total attractiveness of the entire study area.  In order to adapt this model, 
ArcMap GIS software was used to extract data, and a Visual Basic program was created 
to run the model itself.   
In spite of having separate conceptual origins, the Huff Model has many 
similarities with OFT.  The most important shared assumption is that an individual will 
seek maximum return for minimal expenditure.  In practice, my adaptation of the Huff 
Model most closely follows the central place foraging theory.  In both models, one 
location is the origin point or “home base”, and it assumed that foraging activities take 
place in a series of patches across the landscape.  The Huff Model incorporates the 
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amount of energy that can be harvested from each patch modified by the energy it takes 
to reach each patch.   
The Huff Model has less in common with other OFT models.  As mentioned 
earlier the Huff Model does not rank individual species.  Patches are only evaluated based 
on the total calories.  This is conceptually distinct from the diet breadth model, which 
ranks prey species and assumes that they are taken in order of preference, unless the rate 
of caloric return for a lower ranked prey exceeds a higher ranked prey due to decreasing 
abundance of the higher ranked prey, unexpected encounter with lower ranked prey, or a 
similar circumstance (Bettinger 1991a)  Although the Huff Model does compare a given 
patch against the greater environment like the marginal value theorem, the marginal value 
theorem looks at when a patch will be abandoned, where the Huff model looks at which 
patches are chosen.  This focus on patch selection may make the Huff Model appear 
similar to the patch choice model.  In truth however, the patch choice model focuses on 
prey ranking in a manner similar to diet breadth and lacks the spatial component of the 
Huff Model.   
The differences in seasonal adaptation by different Native American groups may 
have an effect on the efficacy of the Huff Model in predicting archaeological sites.  In its 
current form, the Huff Model assumes that all resources are equally valued (a calorie 
from one resource is equivalent to a calorie from another resource).  It is intuitive that a 
group that favored a specific resource, such as the Nez Perce did with salmon, would 
have sites that are inconsistent with the Huff Model’s prediction.  This is an interesting 
assumption to test and one that could be addressed by incorporating the diet breadth 
model.  Unfortunately, it is one that will need to be explored by separate research as 
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testing this hypothesis would require extensive analysis of artifact, faunal and floral 
remains of archaeological sites to fully address and is beyond the purview of this thesis.    
Ultimately the Huff Model was chosen for this research because it does have a 
spatial component and closely follows the underlying assumptions of OFT.  Economists 
and marketers have applied the model using GIS for many decades now (Dramowicz 
2005).  This research takes their methods and applies them to archaeology.   
Control Areas 
 Four areas are selected, named Control 1, 2, 3, and 4, to test the Huff Model’s 
ability to predict site location.  These areas are within the Salmon-Challis National Forest 
and are selected based on survey coverage and the presence of prehistoric sites.  Control 
1 is the largest test area with 619 square kilometers and contains 61 prehistoric sites.  
Control 2 is north east of Control 1 and is 219 square kilometers and contains 85 
prehistoric sites.  Control 3 is 250 acres and contains 21 prehistoric sites.  Control 4 is 
224 square kilometers and contains 55 prehistoric sites.  I chose these areas to test the 
Huff Model because they contain a sufficient sample of archaeological sites, as well as 
adequate survey coverage.   
The areas are located outside the FC-RONRW because of limited survey coverage 
of the wilderness.  In order to accurately test the model, it is important to have a large 
enough sample size, ideally 30 or more for statistical testing (McGrew et al. 2014).  Such 
an area is not present within the FC-RONRW except along the rivers.  Choosing the river 
corridors to test the model is problematic because the river corridors represent a small 
portion of the landscape.  They also only have a limited range of resources to harvest, 
primarily fish.  Outside of the wilderness there are areas that have adequate survey 
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coverage, a wide variety of food sources, and sufficient sites for a sample.  Figure 5 
shows the locations of these control areas in relation to the FC-RONRW.   
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Figure 5: Control areas used to test the Huff Model. 
 Applied to these four study areas, the Huff Model provides a set of predictions 
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detailing where Native American sites would be likely to be found.  The hypothesis is 
that sites will be associated with areas with high values in the Huff Model calculus, and 
that sampling areas with low Huff Model values will yield few or no sites. In particular, 
the performance of the model in explaining patterns across one of the four study areas 
may point to other variables that ought to be included in future analysis beyond the two 
considered here (i.e. the distribution of caloric resources and the caloric costs of 
accessing those resources). 
Adapting the Huff Model 
 To run the model, three separate spreadsheets are necessary for each study area, 
which is partitioned into a grid of 200 meter X 200 meters cells: a spreadsheet providing 
caloric value of the food resources available in each cell, a spreadsheet providing the 
caloric costs of traversing each cell, and a spreadsheet detailing which cells to evaluate.  
Using GIS data from the Forest Service detailing vegetation within the unit, I estimate 
how many calories can be harvested from a given cell as in Hackenberger (1984).  These 
estimations are based on harvestable food stuff that can be expected to be in various 
vegetation types.  Examples of these resources include whitebark pine and bighorn sheep 
(Canaday 2012).   
Calories are calculated by making estimations of what plants and animals are 
available within a vegetation zone and how extensive each resource is within the zone; in 
other words, what food is at this location and how much of it is there.  These calculations 
are done for each season and for high, medium, and low elevations.  Hackenberger 
defined high elevations as greater than 2100 meters above sea level, medium elevations 
as in between 1500 and 2100 meters and low elevations below 1500 meters.  Caloric 
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values are calculated by estimating what portion of each vegetation unit is made up of 
each food source (camas, whitebark pine, etc.), multiplying that proportion by the total 
calories harvestable from each food source, and adding the total for each food source.  A 
similar method is applied to game.  The overall density of game in each vegetation unit is 
multiplied by the total amount of harvestable calories from each animal type (deer, elk, 
bighorn sheep etc.).  Fish values are added to cells that have a major stream or river 
capable of supporting fishing activity.  Table 1 shows calories per vegetation zone and are 
adapted from Hackenberger (1984).  Note that as elevation changes, so do calories 
available.   
 
  
 
 
4
1
 
 
Table 1: Calories by Vegetation Zone and Elevation 
Vegetation Unit 
Elevation 
(meters) 
Calories 
from 
Game 
(Without 
Snowpack) 
Calories 
from 
Game 
(With 
Snowpack) 
Calories 
from Shrub 
Fruits 
Calories 
from Forb 
Fruits 
Calories 
from Forb 
Seeds 
Calories 
from Forb 
Seeds 
Calories 
from Grass 
Seeds 
Calories 
from Forb 
Roots 
Calories 
from Pine 
nuts 
Barren Rock <1800 240 67,860 0 0 3,200,000 875,000 490,000 2,975,000 0 
Barren Rock >1800 0 0 0 0 0 0 0 0 0 
Brush <1800 358 428,340 520,000.00 0.00 4,800,000.00 1,750,000.00 980,000.00 595,000.00 0 
Grass <1800 683 666,390 0 0 1,600,000 3,500,000 2,100,000 14,875,000 0 
Meadow >1800 4565 0 5,200,000 780,000 3,600,000 3,500,000 1,260,000 5,950,000 0 
Ponderosa Pine <1500 166 928,890 5,200,000 780,000 3,600,000 3,500,000 1,260,000 5,950,000 0 
Ponderosa Pine 
1500-
2100 
765 
0 
5,200,000 780,000 3,600,000 3,500,000 1,260,000 5,950,000 0 
Ponderosa Pine >2100 704 0 9,360,000 520,000 14,400,000 4,375,000 3,920,000 11,900,000 360,000 
Douglas Fir <1500 946 854,370 9,360,000 780,000 14,400,000 5,250,000 3,500,000 14,875,000 360,000 
Douglas Fir 1500- 489 0 9,360,000 780,000 14,400,000 5,250,000 3,500,000 14,875,000 360,000 
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2100 
Douglas Fir >2100 428 0 21,840,000 520,000 3,200,000 875,000 140,000 74,375,000 480,000 
Lodgepole 
Pine/Subalpine 
Fir 
1500-
2100 
203 
0 
11,960,000 260,000 9,600,000 3,500,000 980,000 8,925,000 1,080,000 
Lodgepole 
Pine/Subalpine 
Fir 
>2100 109 
0 
10,400,000 1,040,000 4,800,000 0 0 5,950,000 0 
Spruce <2100 372 0 0 0 16,000,000 2,625,000 4,200,000 11,900,000 3,960,000 
Whitebark Pine <2100 323 0 0 0 3,200,000 875,000 490,000 2,975,000 0 
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 Table 2 shows the total calories from each vegetation zone by seasons.  The 
summer season includes calories from shrub fruits, forb fruits, forb seeds, and game with 
no snowpack.  Fall includes calories from pine nuts, grass seeds, and game with no snow 
pack.  Winter only includes calories from game with snowpack.  Spring includes calories 
from forb roots, forb greens, and game with snowpack.   
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Table 2: Calories per km2 in Vegetation Zones by Season 
Vegetation Unit Elevation 
(meters) 
Summer 
Calories 
Fall 
Calories 
Spring 
Calories 
Winter 
Calories 
Barren Rock <1800 1,365,000 980,000 6,328,960 153,960 
Barren Rock >1800 0 0 0 0 
Brush <1800 2,270,358 980,358 5,823,340 428,340 
Grass <1800 875,683 1,120,683 12,791,390 666,390 
Meadow >1800 3,504,565 2,104,565 16,475,000 0 
Ponderosa Pine <1500 1,750,235 560,235 5,950,000 928,890 
Ponderosa Pine 1500-2100 13,880,963 2,450,963 48,753,890 0 
Ponderosa Pine >2100 1,3620,742 3,500,742 6,1075,000 0 
Douglas Fir <1500 9,480,166 1,260,166 9,550,000 854,370 
Douglas Fir 1500-2100 9,480,765 1,260,765 9,550,000 0 
Douglas Fir >2100 9,480,704 1,260,704 9,550,000 0 
Lodgepole Pine/Subalpine Fir 1500-2100 14,255,946 4,280,946 27,154,370 0 
Lodgepole Pine/Subalpine Fir >2100 15,390,489 3,860,489 29,275,000 0 
Spruce <2100 15,390,428 3,860,428 29,275,000 0 
Whitebark Pine <2100 7,800,654 350,654 6,400,000 0 
 
Once it is known where harvestable resources are located and in which season, it 
is simple mathematics to estimate calories available for different vegetation zones 
(Hackenberger 1984).  It is important to remember that these calculations are estimates 
designed to provide a baseline.  These numbers are not designed to provide detailed 
ecological information, but to provide useable data for this model.  This data is amended 
to an ArcMap shapefile’s attribute table, and then converted to a raster layer.  Shapefiles 
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are simply files that represent geographic locations, shapes, and attribute, and raster files 
are essentially grids in which each cell has a value associated with a specific location of a 
specific size (Law and Colins2013).  For the purposes of this study I chose to use a 200 
meter by 200 meter cell size for all raster files because this level of precision allowed for 
reasonable computing time and provided a resolution that permits effective comparisons 
against known site locations.  These values are then extracted into a spreadsheet such as 
the example in Table 3.  The table show values extracted from a 1.4 by 2 kilometer area 
from the northwest corner from a study area designated Control 1.  Control 1 is near the 
FC-RONRW.  This region is dominated primarily by brush 
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Table 3: Example of Resource Values Spreadsheet 
Harvestable Calories from Each Cell 
5,823,340 0 0 0 5,823,340 5,823,340 5,823,340 
5,823,340 5,823,340 5,823,340 5,823,340 5,823,340 5,823,340 5,823,340 
5,823,340 5,823,340 12,791,390 5,823,340 5,823,340 5,823,340 5,823,340 
5,823,340 5,823,340 12,791,390 5,823,340 5,823,340 5,823,340 5,823,340 
5,823,340 5,823,340 5,823,340 5,823,340 5,823,340 5,823,340 5,823,340 
5,823,340 5,823,340 0 0 5,823,340 5,823,340 5,915,140 
5,915,140 5,823,340 0 5,823,340 5,823,340 12,883,190 91,800 
5,915,140 5,915,140 5,823,340 5,823,340 5,915,140 5,915,140 0 
5,823,340 12,883,190 91,800 91,800 91,800 0 0 
0 5,823,340 12,883,190 91,800 5,823,340 0 5,823,340 
 
The next step is to calculate the travel cost.  For the purposes of this study, I use a 
formula derived from the American College of Sports Medicine (ACSM) to determine the 
cost of traversing a specific point (Sabatini et al. 2004).  This model is expressed as 
follows: 
E=(w((.1*v)+(1.8*v*s)))/200 
Where E is energy expended measured in kilocalories per minute, w is the body weight 
measured in kilograms, v is velocity measured in meters per minute and s is slope 
measured as a percentage.  For the purposes of this model, I used 75 kg as the weight, 
and 83 meters per minute (5 km/h), as our assumptions about the weight and speed.  
These are estimates selected to provide a baseline for the model.  The slope value is 
extracted from a raster file depicting the slope of a given point on the landscape.  The 
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cost of access will be measured in calories because they represent an absolute cost that 
reflects distance and slope (Hackenberger 1984) and are easily comparable to resource 
value.  To do this, the above formula is entered into ArcMap GIS software using a 
function known as “Map Algebra” (Law 2013).  This produces a raster file that can be 
exported into Excel.  Excel spreadsheets extracted from this raster contain the values of 
crossing each individual cell’s location on the raster.  Table 4 is an example of the cost of 
traveling over a given cell.  This table represents the same area as Table 3.   
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Table 4:  Example of Travel Costs Spreadsheet 
Caloric Cost of Traversing a Cell 
11.9994 16.74149 20.24315 18.99304 7.251742 15.16733 14.80917 
13.41828 10.31648 14.342 14.91701 5.302098 17.22369 15.57479 
19.80604 14.08894 14.86656 13.02995 11.3247 18.60017 16.48606 
20.06577 18.5239 19.38155 9.488591 13.25067 18.21787 15.11537 
14.67741 21.80781 23.88413 7.272217 16.62524 17.56808 13.38103 
9.777438 23.17803 26.342 10.48111 20.32306 19.50669 13.14777 
6.606965 19.40568 26.24753 19.96382 23.34224 17.89215 8.716063 
4.566921 13.19308 21.46355 21.65886 17.03786 9.101987 5.167536 
4.794624 5.506939 10.31785 10.83678 6.966089 5.072026 7.822617 
5.228602 5.264518 4.417509 6.325835 6.566886 7.232959 6.917195 
 
The last step is to determine which cells to evaluate.  Although the program can 
evaluate all cells in a study area, this is not necessarily desirable.  To improve efficiency, 
the program only evaluates certain cells called origin cells.  In effect, this means that 
other cells are not evaluated as possible settlement sites by the Huff Model.  This 
dimension of the methodology could also be used to limit the scope of the model in the 
event that a project only affects a small portion of an area.  For example, if there was a 
road widening or improvement project that only affects a 30 meter corridor, it would not 
be necessary to examine the archaeological potential of areas outside this corridor.  By 
selecting only cells that overlapped this corridor as origin cells, the overall time it takes to 
run the Huff Model can be drastically reduced.   
Since this research is not associated with a specific project, cells with a slope of 
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less than 50 percent are considered potential settlement sites (i.e. origin cells).  The 
reasoning behind this is that it would be impractical to reside on a slope that is too steep.  
In practice origin cells are represented by a value of 1, while cells not to be evaluated by 
the model as possible settlement sites are given a value of 0.  Table 5 provides an 
example of the origin cells spreadsheet.  Unlike Tables 3 and 4, this table has been 
modified.  The “0” values have been added for the purposes of demonstrating how the 
model works in practice.   
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Table 5: Example of Origin Cell Spreadsheet 
Origin Cells 
1 1 1 1 1 1 1 
1 0 0 1 1 1 1 
1 1 0 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
 
 With these three spreadsheets, it is possible for a Visual Basic program to run the 
Huff Model.  Through an iterative process, the program evaluates the tradeoff between 
available resources across a study area and the cost of accessing those resources from 
each origin cell in an area. Beginning with the first origin cell (in the northwest corner of 
a study area) and continuing to the last (in the southeast corner), the program finds the 
minimum caloric cost of reaching every other cell from a given origin. It does so by 
treating all other cells as destination cells and creates low-cost paths to each destination 
cell.  The path is identified by looking at three cells at a time, all adjacent to the origin 
cell, and all in the direction of the destination cell.  For instance, if the destination cell is 
in the south, then the cells to the southeast, south and southwest will be considered.  
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Among the three cells evaluated, the one with the lowest cost is chosen. The program 
essentially then moves to the chosen cell and identifies three more cells in the direction of 
the destination cell and moves to the least expensive and then repeats the process. In this 
fashion, a low-cost path is constructed linking the origin and destination. Table 6 
illustrates the above process: the green cell is the origin point, the blue cell is the 
destination yellow cells are the three initial cells evaluated, and the gray cells show the 
completed path.   
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Table 6:  Travel Cost Example. 
Caloric Value of Travel 
11.9994 16.74149 20.24315 18.99304 7.251742 15.16733 14.80917 
13.41828 10.31648 14.342 14.91701 5.302098 17.22369 15.57479 
19.80604 14.08894 14.86656 13.02995 11.3247 18.60017 16.48606 
20.06577 18.5239 19.38155 9.488591 13.25067 18.21787 15.11537 
14.67741 21.80781 23.88413 7.272217 16.62524 17.56808 13.38103 
9.777438 23.17803 26.342 10.48111 20.32306 19.50669 13.14777 
6.606965 19.40568 26.24753 19.96382 23.34224 17.89215 8.716063 
4.566921 13.19308 21.46355 21.65886 17.03786 9.101987 5.167536 
4.794624 5.506939 10.31785 10.83678 6.966089 5.072026 7.822617 
5.228602 5.264518 4.417509 6.325835 6.566886 7.232959 6.917195 
Once the cost of reaching the destination cell is determined, the next destination cell is 
chosen and the low-cost cost of reaching that destination cell is calculated.  Finally, when 
the cost of reaching all possible destination cells from a given origin cell is calculated, the 
process is repeated with the next origin cell, until the cost of reaching all destination cells 
from all origin cells is calculated.   
For each origin celli, a table such as the one in Table 7 is generated.  Again green 
is the origin cell but in this example, the values for the remainder of the cells represent 
the minimum number of calories that must be spent to reach that cell from the origin 
point. 
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Table 7: Total Cost of Reaching a Cell 
Cost of Reaching Each Cell 
11.9994 28.74089 42.55903 55.65092 58.82663 72.04432 94.10523 
25.41768 22.31588 36.65788 51.57489 54.98993 72.21362 85.73205 
42.12192 36.40482 37.18244 63.77677 75.10147 87.67904 114.1133 
69.88887 54.92872 55.78637 60.75997 74.01064 90.30254 118.0188 
83.02441 76.73653 84.6441 68.03219 77.38521 98.85094 128.8572 
92.80185 92.78416 94.37419 78.5133 88.35525 114.6452 125.8544 
99.40881 98.78925 104.7608 98.47712 101.8555 133.4071 133.333 
103.9757 99.18361 119.9407 120.136 115.515 124.617 125.7545 
108.7704 96.06439 130.2585 126.3518 122.4811 120.587 128.4096 
113.999 100.6166 129.8651 128.8069 127.1539 127.82 127.5042 
 
 In the present research, every origin cell is a potential settlement site.  
Accordingly, one of the final steps of the modeling is, for each origin celli, to divide the 
caloric value of the resources available at each destination cellj by the caloric costs of the 
optimal pathij between them.  To use the tables as reference, the values in Table 3 are 
divided by the values in Table 7.  These quotients are then summed across all destination 
cells for a given origin cell.  The end result is a table such as Table 8.  The blank cells are 
cell that were not designated as an origin point in Table 5.   
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Table 8: Results with the Huff Model 
Huff Results 
5,231,125 4,669,621 4,754,537 5,343,366 7,160,700 5,856,331 4,949,311 
5,312,302   6,357,980 8,338,240 5,809,768 4,728,327 
5,058,824 6,460,175  7,368,647 7,489,816 6,004,062 5,016,507 
5,250,647 5,976,803 6,645,920 8,094,350 7,186,075 6,130,134 5,352,648 
5,991,979 5,250,909 5,708,786 8,199,721 6,398,986 6,004,144 5,637,865 
6,833,146 5,037,812 5,453,489 6,960,944 6,029,186 5,731,090 5,764,785 
7,981,505 5,426,839 5,338,542 5,937,408 5,540,775 5,869,629 6,078,992 
9,277,959 6,448,794 5,712,475 5,293,036 5,998,981 6,732,161 6,592,025 
9,022,089 10,399,791 7,346,628 7,041,616 7,308,444 7,309,265 6,076,395 
7,886,202 9,449,588 10,514,274 7,953,779 7,598,337 6,270,304 6,507,057 
 
The sum is a measure of the attraction of the origin celli as a potential settlement 
site: cells that have many resources nearby or offer low-cost paths to more distant 
resources will have a high sums; cells with meager resources nearby and a lack of low-
cost paths (e.g., those in very rugged terrain) will have low sums. As suggested by the 
equation above, the value for a particular cell is only meaningful by comparing it to the 
values of all other cells. The premise of this research is that evidence of Native American 
settlements is more likely to be found in cells with a high value on this measure. The 
output of this process will be a grid with each cell having a value that corresponds to its 
attractiveness.  Areas within the study section will be ranked low, medium, or high based 
on the results of the Huff Model derivation. 
 There is one final step which must be taken.  It is not possible to analyze 
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everything.  There is not enough time or computing power.  Therefore it is necessary to 
define a boundary within which the Huff Model will be evaluated.  Unfortunately the real 
world extends past this boundary.  There are resources outside it which the Huff Model 
will not consider.  In practice, this leads to a bias towards locations in the center of the 
area being analyzed.  This is because those areas central location allow for easier access 
to the majority of resources within the study area.  Areas near the boundary, still may 
have access to an abundance of resources, but those resources are not included in the 
model.  To adjust for this it was necessary to create a control surface.  This surface 
assumes that it costs the same to travel over every cell (the average of all the cells’ actual 
values) and every cell has the same number of calories (again the average of all the cells’ 
actual values).  For the northwest corner of Control 1, that information is represented in 
Table 9. Note that the control surface peaks in the exact middle of the study area for the 
reason described above. By comparing the actual Huff Model results to this idealized 
surface, the real advantage or disadvantage of particular cells can be gauged. 
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Table 9: Control Surface 
Huff Results if All Cells were Valued at the Same Caloric Cost and Benefit 
4,625,532 5,037,556 5,266,170 5,339,747 5,266,170 5,037,556 4,625,532 
5,100,361 5,606,273 5,884,243 5,973,047 5,884,243 5,606,273 5,100,361 
5,418,481 5,980,046 6,291,571 6,391,344 6,291,571 5,980,046 5,418,481 
5,615,869 6,208,150 6,539,349 6,645,798 6,539,349 6,208,150 5,615,869 
5,710,654 6,316,624 6,656,783 6,766,323 6,656,783 6,316,624 5,710,654 
5,710,654 6,316,624 6,656,783 6,766,323 6,656,783 6,316,624 5,710,654 
5,615,869 6,208,150 6,539,349 6,645,798 6,539,349 6,208,150 5,615,869 
5,418,481 5,980,046 6,291,571 6,391,344 6,291,571 5,980,046 5,418,481 
5,100,361 5,606,273 5,884,243 5,973,047 5,884,243 5,606,273 5,100,361 
4,625,532 5,037,556 5,266,170 5,339,747 5,266,170 5,037,556 4,625,532 
 
Specifically, to correct for the bias favoring central cells, Table 8 is divided by Table 9.  
This gives a ratio between the models’ results, essentially neutralizing the bias.  This 
gives us our final results, provided in Table 10.   
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Table 10: Final Huff Model Results 
Final Results 
113.0924 92.69616 90.28452 100.0678 135.9755 116.2534 106.9998 
104.1554 
  
106.4445 141.7045 103.6298 92.70573 
93.36239 108.0289 
 
115.291 119.0453 100.4016 92.58141 
93.49661 96.2735 101.6297 121.7965 109.8898 98.74333 95.31291 
104.9263 83.12842 85.75892 121.1843 96.12729 95.05305 98.72539 
119.6561 79.75483 81.92379 102.8763 90.57206 90.73027 100.9479 
142.1241 87.41476 81.63721 89.34078 84.72976 94.54716 108.2467 
171.228 107.8385 90.79569 82.81569 95.34951 112.5771 121.6582 
176.8912 185.5027 124.8526 117.8898 124.2036 130.3765 119.1366 
170.4929 187.5828 199.6569 148.9542 144.2858 124.4711 140.6769 
 
 After the creation of this model it was important to conduct an initial test.  The 
methodology outlined above was applied to previously surveyed areas within the 
Salmon-Challis National Forest, but outside the FC-RONRW.  Two purposes are served 
by this.  One is to find the appropriate α value for the model.  In Huff’s original model, he 
describes the α value as “a parameter which is to be estimated empirically to reflect the 
effect of travel time on various kinds of shopping trips” (Huff 164: 36).  In Huff’s mind, 
this parameter could be inferred from observation.  Since direct observation is not 
possible in this circumstance, this initial test is an appropriate alternative.  The second is 
to simply see if this research is on track.  Had the initial results have indicated that the 
Huff Model was not an accurate predictor of site location, this would be a very different 
thesis.   
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Estimating the α Value  
These tests were performed on the areas designated Control 1 and Control 2 
because they have the greatest survey coverage.  A high value of α (e.g., 2) will make 
nearby resources much more important than distant resources in the Huff Model 
calculation. A low value (e.g., 0.5) would reduce the bias in favor of nearby food 
resources in the model.  After testing the model with α values of 1.7, 1.5, 1.2, 1, 0.7, and 
0.5, an α of one was deemed most effective.   
It is worth mentioning that while testing for the α value, there was a not a 
correlation between higher or lower α values and strong results.  Sometimes α values 
greater than one generated results showing a stronger correlation between high Huff 
scores and archaeological sites, and sometimes they generated results that showed a 
weaker correlation.  The same can be said of α values lower than one.  The lack of 
correlation between higher or lower α values indicates that time played a minimal role in 
site selection.  In spite of this, the results do indicate that locations with higher Huff 
scores have a greater probability of containing an archaeological site.   
Statistical Evaluation of the Huff Model’s Results 
To evaluate the success of the Huff Model-based approach described in the 
previous chapter, the results of the model are tested against the known distribution of 
archaeological sites in previously survey areas (Control 1, Control 2, Control 3, and 
Control 4). For each of these study areas, the modeling produced a grid of 200 X 200 
meter cells containing values whose magnitude is hypothesized to measure the appeal of 
each cell as a possible site for Native American use. The modeling is judged a success if 
the known archaeological sites are found mainly in cells with high values and if few or no 
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sites are found in cells with low values.   
More specifically, statistical testing is used to compare the Huff Model values for 
known sites versus Huff Model values for a randomly selected set of cells lacking known 
sites. The random sample is intended to represent the background population of the 
environment.  ArcMap randomly generates points within a defined environment, in this 
case within the boundary of each control areas.  For each known site within the control 
area, a random point is generated within the same control area.  Using ArcMap, the Huff 
Model scores for both the random locations and the known site locations are extracted.   
To select a statistical test to compare these two sets of values, it is important to 
understand the overall distribution of the Huff Scores in each study area since different 
background populations dictate different statistical tests. Given the goals of this analysis 
(to compare Huff Model scores between known sites and a random set of sites), the two 
statistical tests I consider are the T-test and the Wilcoxon Rank Sum Test.  The T-test is 
considered a more powerful test, but it is a parametric test, meaning that the background 
population must be normal.  In addition this test must use an interval-ratio measurement 
scale (i.e. the data uses numbers from 0 to infinity). While not as robust as the T-test, the 
nonparametric Wilcoxon Rank Sum Test is still an effective way to determine if two 
samples come from a similar population when the requirements of a parametric test are 
not met.     
To determine which test was more appropriate, normality was evaluated initially 
using the Shapiro-Wilk Test.  This test evaluates how close the background population 
follows a normal distribution. A high Shapiro-Wilk score (W) and corresponding high 
probability or p-value (i.e. at least 5 percent and ideally more than 20 percent) indicate 
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that the sample data were likely drawn from a normal population.  Figures 6 and 7 are 
histograms showing the distribution of Control 1 and Control 2 Huff scores respectively.  
Control 1, with a Shapiro-Wilk score of 0.93 (p < 0.0001), demonstrates a non-normal 
distribution while Control 2, with a Shapiro-Wilk score of 0.97 (p = 0.2057), shows a 
normal distribution.   
  
61 
 
 
 
6
1
 
Figure 6: Huff Model Value by Cells within Control 1 
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Figure 7: Huff Model Value by Cells within Control 2 
 
Table 11 shows Shapiro-Wilk test, skewness, kurtosis, the mean and the median.  
Skewness shows how skewed the distribution is and kurtosis represents how strongly 
grouped values within a distribution are.  Ideally, both skewness and kurtosis should be 
within -1 and 1.  In addition to these measures of normality, the mean and median are 
included in this table.  In a normal distribution the mean and the median should be close 
together.    
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Table 11: Measures of a Normal Distribution 
 Control 1 Control 2  Control 3 Control 4 
Shapiro-Wilk 
W (p-value) 
0.93 
(<0.0001) 
0.97 
(0.2057) 
0.89 
(<0.0001) 
0.96 
(0.0024) 
Skewness 0.81 0.34 1.06 0.7 
Kurtosis 0.82 -0.54 0.64 2.04 
Mean 122.44 117.17 117.46 107.69 
Median 119.95 115.11 108.51 150.64 
 
Overall, the results indicate that Control 1, 3 and 4 do not have normal 
distributions, while Control 2 does have a normal distribution. Because 3 out of 4 control 
areas do not have a normal background population, the Wilcoxon Rank Sum Test was 
chosen to evaluate the Huff Model’s results.   
The Wilcoxon Rank Sum Test is a non-parametric statistical test that looks at two 
groups of values and determines the probability that the differences between the medians 
of the two groups can be accounted for by random chance alone (i.e. that the two samples 
were drawn from the same population).  To do this, two samples are combined and 
ranked from one to however many values are in the two samples (n1 + n2).  The samples 
are then separated and their respective ranks are summed and compared to produce the 
test statistic. A low Wilcoxon Rank Sum Test statistic and corresponding high p-value 
indicate a high probability that the two groups represent the same populations (i.e. in this 
instance, that there is no systematic difference between Huff Model values for known 
archaeological sites and random locations).  A high test statistic and corresponding low p-
value indicate the two samples come from two different populations with systematically 
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different medians.  Put another way, this test evaluates the hypothesis that known sites 
have higher Huff Model scores (i.e. they were located in more attractive locations).  
Typically, p-values below 0.05 are considered statistically significant.  
What follows is a brief summary of relevant statistics for each control area.  This 
includes general information on elevation, calories needed to travel through the area, 
vegetation, the amount of harvestable calories from each area, patterns in the calculated 
Huff Model values, and the results of the Wilcoxon Rank Sum test for each area. 
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Huff Model Application in Control 1 
Control 1, at 619 square kilometers, is the largest study area, and also the farthest 
from the FC-RONRW.  Of this area, 84 square kilometers have been surveyed, 
identifying 60 prehistoric sites.  Surveys in Control 1, and other control areas generally 
follow a grid pattern.  Transects generally run east-west, or north-south.  Spacing between 
transects varies by survey, and some surveys have more complete coverage than others.  
Overall, however, surveys in control 1 and other study areas are well distributed 
throughout the Control areas.  This ensures that while not every area is surveyed, the 
sample represents the full range of Huff scores.  The travel cost ranges from 3.2 
kilocalories per minute (kcal/min) to 49.1 kcal/min with an average travel cost of 17.4 
kcal/min.  Sites are mostly lithic scatters.   
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Figure 8: Control 1 Desirability Areas 
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Table 12 shows the distribution of vegetation types within Control 1 by 
desirability.  This data comes from the yearly average of the study area.  The table shows 
the quantity of each vegetation type in square kilometers and the percentage of each 
vegetation type within each area of desirability.  As evident the table, brush is the most 
common vegetation type. 
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Table 12: Vegetation Types by Desirability in Control 1, Year 
 
High Probability 
Zone 
Medium 
Probability Zone 
Low Probability 
Zone 
Total 
Area in 
km2 
Area in 
km2 
Percent 
of Area 
Area in 
km2 
Percent 
of Area 
Area in 
km2 
Percent 
of Area 
Barren 0.64 0.92 14.39 6.25 39.34 54.94 54.37 
Brush 45.02 64.90 153.13 66.47 20.07 28.03 218.22 
Grass 3.40 4.90 14.32 6.22 3.45 4.82 21.17 
Mesic Meadow 2.59 3.73 2.72 1.18 0.44 0.62 5.75 
Ponderosa Pine 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Douglas-Fir 14.98 21.60 29.63 12.86 1.69 2.37 46.31 
Lodgepole Pine 1.42 2.04 1.48 0.64 0.14 0.19 3.04 
Spruce 1.31 1.88 8.93 3.88 4.04 5.64 14.28 
Whitebark/Limber 
Pine 
0.02 0.03 5.76 2.50 2.43 3.39 8.21 
Total 69.37 100.00 230.37 100.00 71.61 100.00  
 
The two most common vegetation types in high desirability areas are brush and 
ponderosa pine.  In medium desirability the two most common vegetation types are brush 
and Douglas-fir.  In low desirability they are barren and brush.  Given the preponderance 
of brush coverage within Control 1, Native Americans likely used these areas to harvest 
roots and greens from forbs such as arrowleaf (Balsamorhiza sagittata), species of Indian 
paint brush (Castilleja spp.),and species of Lomatium (i.e biscuit root) (Hackenberger 
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1984).  Within these high desirability areas there are 21 sites (about 1 site per 3.2 km2), 
within medium desirability areas there are 29 sites (1 site per 7.9 km2), and low 
desirability areas contain 2 sites (1 site per 35.5 km2).  As Table 13 shows, the Huff 
Model was very effective at predicting site location in this area.   
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Table 13: Results of Wilcoxon Rank Sum Test for Control 1, Year 
 Year Spring Summer Fall Winter 
Wilcoxon Rank 
Sum  
(p-Value) 
2,464 
(<0.0001) 
2,472 
(<0.0001) 
2,681 
(<0.0001) 
2,514 
(<0.0001) 
2,494 
(<0.0001) 
Mean Huff Score 
of Known Sites (n 
= 60) 
149.25 160.00 134.42 135.65 169.47 
Mean Huff score 
of random sites 
(n=60) 
108.79 111.62 104.66 105.91 113.98 
 
These p-values indicate a significant difference between the Huff Model score of 
the random sample locations and the known site locations.  Table 14 shows information 
pertinent to the Huff Model’s performance broken down based on three levels of 
desirability: high, medium and low throughout the year.  Overall, as desirability 
increases, elevation and travel cost decrease, and harvestable calories increases.  For a 
breakdown of each control area by season and desirability, see Appendix B.   
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Table 14: Huff Model Variables for Control 1, Year 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total 
Area 
Surveyd 
High 
1,878-
2,804 
2,160 
31.7-
31.93 
9.16 0-631,396 1,482,282 
17.7 
Medium 
1,879-
3,242 
2,442 
3.33-
40.17 
16.38 0-631,396 103,260 
59.3 
Low 
2,117-
3,447 
2,878 
3.81-
42.45 
22.26 0-631,396 57,919 
5.1 
 
 
Huff Model Application in Control 2 
 In Control 2, as in Control 1, the Huff Model was an excellent predictor of 
archaeological site location.  Control 2 covers 295 square kilometers, of which 32 square 
kilometers have been surveyed.  Surveys have found 84 prehistoric sites.  Travel costs 
range from 3.3 kcal/min to 43.1 kcal/min with an average of 17.3 kcal/min.  Most of 
these sites are lithic scatters, but there are a few rock shelters (n=3) and stone features 
(n=2) Table 15 describes the distribution of vegetation in different desirability zones, 
averaged over the year.  Brush, grass, and Douglas-fir are the common vegetation 
coverages.   
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Figure 9 : Control 2 Desirability Areas 
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Table 15: Vegetation Types in Control 2, Year 
 
High Probability 
Zone 
Medium 
Probability Zone 
Low Probability 
Zone 
Total 
Area in 
km2 
Area in 
km2 
Percent 
of Area 
Area in 
km2 
Percent 
of Area 
Area in 
km2 
Percent 
of Area 
Barren 0.37 0.93 4.60 3.25 4.87 17.01 9.84 
Brush 21.39 53.25 33.40 23.60 5.10 17.82 59.89 
Grass 11.28 28.09 40.28 28.46 6.73 23.54 58.29 
Mesic meadow 0.74 1.84 0.88 0.62 0.01 0.03 1.63 
Ponderosa Pine 0.00 0.00 0.00 0.00 0.00 0.00 0 
Douglas-Fir 3.99 9.93 41.19 29.10 6.11 21.37 51.29 
Lodgepole Pine 0.39 0.97 8.33 5.88 0.84 2.92 9.56 
Spruce 0.67 1.66 5.43 3.84 1.88 6.58 7.98 
Whitebark/Limber 
Pine 
1.34 3.33 7.44 5.26 3.07 10.73 11.85 
Total 40.17 100.00 141.56 100.00 28.61 100.00 210.33 
 
The most common vegetation type in high desirability areas was brush followed 
by grass.  The most common vegetation types in both medium and low desirability areas 
were Douglas-fir and grass.  Control 2 was likely used as a source of roots and greens 
from forbs as in Control 1, with the addition of crops coming from grasses (i.e. grass 
seeds) (Hackenberger 1984).  Within high desirability areas there are 32 sites (1 site per 
1.25 km2), within medium desirability areas there are 49 sites (1 site per 2.9 km2), and 
low desirability areas contain 2 (1 site per 14 km2) sites.  Table 16 summarizes Control 
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2’s results by season.   
  
75 
 
 
 
7
5
 
Table 16: Results of Wilcoxon Rank Sum Test for Control 2 
 Year Spring Summer Fall Winter 
Wilcoxon Rank Sum  
(P-Value) 
5,486 
(<0.0001) 
5,403 
(<0.0001) 
5,522 
(<0.0001) 
5,617 
(0.0001) 
5,522 
(<0.0001) 
Mean Huff Score 
(n=32) 
128.89 133.39 123.75 125.79 140.18 
Random Mean Huff 
Score (n=32) 
108.84 110.90 106.86 107.66 112.11 
 
Like Control 1these p-values indicate a statistically significant difference between 
the Huff Model scores of the random sample locations and the known site locations.   
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Huff Model Application in Control 3 
Control 3’s results were also strong.  Control 3 is 250 square kilometers; and 57 of 
those have been surveyed, documenting 21 prehistoric sites.  Travel costs in Control 3 
range from 3.5 kcal/min to 40.8 kcal/min with an average of 16.8 kcal/min.  Table 17 
describes the vegetation in Control 3 by desirability zone. These sites are almost entirely 
lithic scatters.  Unlike Control 1 and Control 2, this area is heavily forested.   
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Figure 10: Control 3 Desirability Areas 
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Table 17: Vegetation types by Desirability Areas for Control 3, Year 
 
High Probability 
Zone 
Medium 
Probability Zone 
Low Probability 
Zone 
Total 
Area in 
km2 
Area in 
km2 
Percent 
of Area 
Area in 
km2 
Percent 
of Area 
Area in 
km2 
Percent 
of Area 
Barren 0.03 0.19 0.67 0.42 0.08 0.33 0.78 
Brush 1.36 8.01 27.82 17.56 2.81 11.37 31.99 
Grass 1.73 10.17 13.28 8.38 4.56 18.47 19.57 
Mesic meadow 0.33 1.95 4.09 2.58 0.07 0.29 4.49 
Ponderosa Pine 1.97 11.59 1.93 1.22 0.03 0.11 3.93 
Douglas-Fir 0.00 0.00 75.51 47.66 16.04 64.95 91.55 
Lodgepole Pine 11.02 64.99 32.43 20.47 1.08 4.37 44.53 
Spruce 0.53 3.11 2.69 1.70 0.03 0.11 3.25 
Whitebark/Limber 
Pine 
0.00 0.00 0.00 0.00 0.00 0.00 0 
Total 16.96 100 158.42 100 24.70 100 200.08 
 
The most common vegetation type in high desirability areas was Lodge pole pine 
followed by Ponderosa Pine.  The most common vegetation types in medium desirability 
areas were Douglas-fir and Lodge pole pine.  The most common vegetation types in low 
probability areas were Douglas-fir and grass.  The forested areas that characterize Control 
3’s high probability areas would have provided roots in the spring, and fruits in the 
summer. Within high desirability areas there are 3 sites (1 site per 5.6 km2), within 
medium desirability areas there are 17 (1 site per 8.8 km2) sites, and low desirability 
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areas contained no sites.   
As Table 18 demonstrates, all seasons, particularly the winter, showed statistically 
significant Wilcoxon Rank Sum W test scores.   
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Table 18: Results of Wilcoxon Rank Sum Test for Control 3 
 Year Spring Summer Fall Winter 
Wilcoxon Rank Sum  
(P-Value) 
339 
(0.0048) 
342 
(0.0061) 
353 
(0.0137) 
341 
(0.0057) 
332 
(0.0028) 
Mean Huff Score 
(n=21) 
119.69 126.86 115.66 117.17 139.47 
Random Mean Huff 
Score (n=21) 
106.37 109.26 109.51 108.74 110.94 
 
Although these values are not as strong as Control 1 and Control 2, they still 
demonstrate that the distribution of sites cannot be accounted for by random chance.  
Control 3’s rank sum value is significantly smaller than Control 1 and Control 2 because 
there is a smaller number of samples.   
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Huff Model Application in Control 4 
 
Control 4 is 225 square kilometers of which 53 square kilometers have been 
surveyed.  These surveys have located 35 prehistoric sites.  Travel cost in Control 4 range 
from 3.7 kcal/min to 43.9 kcal/min with an average of 19.0 kcal/min.  These sites are 
almost exclusively lithic scatters.  Table 19 describes the vegetation in Control 4 by 
desirability zone.    
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Figure 11: Control 4 Desirability Areas 
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Table 19: Vegetation types by Desirability Areas for Control 4, Year 
 
High Probability 
Zone 
Medium 
Probability Zone 
Low Probability 
Zone 
Total 
Area in 
km2 
Area in 
km2 
Percent 
of Area 
Area in 
km2 
Percent 
of Area 
Area in 
km2 
Percent 
of Area 
Barren 0.54 0.19 8.90 0.42 1.68 0.33 11.12 
Brush 2.76 8.01 24.79 17.56 2.96 11.37 30.51 
Grass 1.36 10.17 13.11 8.38 1.41 18.47 15.88 
Mesic meadow 0.72 1.95 3.39 2.58 0.21 0.29 4.32 
Ponderosa Pine 0.00 11.59 0.00 1.22 0.00 0.11 0 
Douglas-Fir 10.71 0.00 44.19 47.66 9.34 64.95 64.24 
Lodgepole Pine 11.37 64.99 18.58 20.47 2.63 4.37 32.58 
Spruce 1.82 3.11 4.15 1.70 1.00 0.11 6.97 
Whitebark/Limber 
Pine 
2.23 0.00 25.71 0.00 0.93 0.00 28.87 
Total 31.49 100 142.81 100 20.16 100 194.46 
 
The most common vegetation type in high desirability areas was Lodge pole pine 
and Ponderosa Pine.  The most common vegetation types in medium desirability areas 
were Douglas-fir and brush.  The most common vegetation types in low probability areas 
were Douglas-fir and grass.  Lodgepole pine, which makes up the most common form of 
vegetation in Control 4’s high probability areas provides fruits in the summer, and pine 
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nuts in the fall.  Unlike other areas, Control 4 offers a wide variety of vegetation types to 
exploit.  Within high desirability areas there are 7 sites (1 site per 4.5 km2), within 
medium desirability areas there are 25 sites (1 site per 5.7 km2), and low desirability 
areas contain 3 sites (1 site per 6.7 km2).   
In Control 4 the Huff Model results were mixed.  The Huff Model scores for 
summer season were not significantly different between known sites and the random 
sample.  Given that this lack of difference, it is possible that the area was not used heavily 
in summer as was postulated above.  Conversely, the results for other seasons and for the 
year as a whole were statistically significant.  Table 20 shows the p-Values   
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Table 20: Results of Wilcoxon Rank Sum Test for Control 4 
 Year Spring Summer Fall Winter 
Wilcoxon Rank Sum  
(p-Value) 
338 
(0.0013) 
387 
(0.0082) 
501 
(0.1943) 
330 
(0.009) 
  338 
(0.0013) 
Huff Score 
Mean (n=35) 
96.56 105.52 100.35 100.90 112.74 
Random Huff Score 
Mean (n=35) 
90.22 101.49 98.47 95.11 94.98 
 
Summary 
 The primary purpose of this exercise was to test the Huff Model’s ability to 
predict site location by assessing the similarities between known archaeological sites’ 
Huff scores and those for a set of random locations intended to represent the background 
population.  This comparison has demonstrated that there is a statistically significant 
difference between the two groups.  In other words, there is a systemic pattern to 
distribution of the archaeological sites that is predicted by the Huff Model.  This directly 
addresses two of my research questions:  (1) What is the relationship between terrain, 
resource use and prehistoric seasonal settlement? and (3) Can GIS models of seasonal 
settlements and resource use be used to predict the location of archaeological sites?   
 These results indicate that terrain and food sources were determining factors in 
site location.  This relationship is the premise upon which my adaptation of the Huff 
Model is based and the findings in this research validate the model’s application in 
prehistoric archaeological analysis.  Using the techniques described in this thesis, GIS 
models highlighting the caloric advantage of a given area can be applied to predict the 
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location of archaeological sites.   
Parsing Analysis 
 As this research has shown, the Huff Model can be used to effectively predict site 
location.  Since this has been established, it is useful to conduct a parsing analysis to 
determine the influence of different variables on the output of a product.  This analysis 
breaks apart the Huff Model into its two main components: caloric travel costs and 
caloric benefits.  These two aspects of the Huff model are evaluated separately to 
determine each variable’s measure of influence over the final result.  Understanding the 
interplay of these two variables addresses one of my research questions; “What is the 
relationship between terrain, resource use and prehistoric seasonal settlement?”   
The results of the parsing analysis are evaluated in the same way as the Huff 
Model results.  Once completed, the results are inputted into ArcMap GIS software with 
separate layers for each on the two indices, one for caloric costs (i.e., an index on which 
cells in valleys with easy access to many places have good scores and cells on steep, 
inaccessible slopes have poor scores) and one for benefits (i.e. an index on which cells 
with substantial caloric resources of their own and which are near other calorie-rich cells 
have good scores and cells with meager resources of their own surrounded by other 
impoverished cells have poor scores).  The indices’ values of known archaeological sites 
across Controls 1-4 were then compared against index scores of an equal set of random 
locations using the Wilcoxon Rank Sum test as before.  The random sample was designed 
to be representative of the background distribution of the two indices.  As above, the 
Wilcoxon Rank Sum determines the probability that differences between the 
archaeological sites’ index scores and the scores for random sites are a result of chance 
alone.  Differences between results of the two index comparisons will reveal the degree to 
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which the caloric costs or caloric benefits individually influence the Huff Model.   
The first variable in the analysis is caloric cost.  As in the Huff Model, a Visual 
Basic program is employed to determine the lowest cost path from every cell to every 
other cell.  The output of this process is a spreadsheet where each cell represents the sum 
total of the lowest caloric costs of reaching all other cells (see Table 8 for example).  
Next, the program creates a spreadsheet representing an idealized surface where it costs 
the same to travel over any location.  This is to correct for the natural bias favoring areas 
in the center of an arbitrary study area.  The program then divides the actual cost surface 
spreadsheet by this idealized cost surface spreadsheet.  The output is the index described 
earlier, which can now be transferred to ArcMap.   
Caloric benefit is the second variable.  To create this index the program uses the 
caloric benefit spreadsheet detailing the total harvestable calories for each 200 m X 200 
m cell.  As with the main Huff Model analyses described above, this program calculates 
the cost of reaching every cell from every other cell, divides the number of calories 
available in each cell by the cost to reach those calories from each origin cell, and the 
sums those quotients for each origin cell to yield a measure of its attraction.  The 
difference is how the cost is calculated.  Where the Huff Model attempts to find the 
lowest cost path and takes into consideration real-world terrain, this component of the 
parsing analysis simply takes a straight line distance between the centers of two cells and 
multiplies it by the average cost of travelling in the study area.  Like the cost surface 
model, the benefit model is divided by an idealized surface where all caloric benefits are 
evenly distributed across the entire area.  Again, the results are inputted into ArcMap.   
Once the parsing analysis results are converted to rasters and the values for the 
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random points and archaeological sites are extracted, they are compared by the Wilcoxon 
Rank Sum test.  As discussed before, this test evaluates the medians between two samples 
to determine if there is a statistically significant difference between two samples.  This 
test is run once for the caloric benefit of each season, once for the annual average of 
caloric benefit, and once for the cost.  Table 21 outlines these results.   
  
89 
 
 
 
8
9
 
Table 21:  Statistical Analysis of the Independent Effects of Caloric Costs and Caloric 
Resources on Site Location  
 Control 1 Control 2 Control 
3 
Control 
4 
Caloric Cost Surface Influence on Site 
location 
Wilcoxon Rank Sum Statistic 
(P-Value) 
505 
(<0.0001) 
1,656 
(<0.0001) 
96 
(0.018) 
570 
(0.7687) 
Fall Caloric Resource Surface Influence on 
Site Location 
Wilcoxon Rank Sum Statistic 
(P-Value) 
1027 
(0.0082) 
2,421 
(0.0088) 
165 
(0.2511) 
535 
(0.3658) 
Spring Caloric Resource Surface Influence 
on Site Location 
Wilcoxon Rank Sum Statistic 
(P-Value) 
823 
(0.0001) 
3,122 
(0.8254) 
211 
(0.8307) 
451 
(0.0850) 
Summer Caloric Resource Surface 
Influence on Site Location 
Wilcoxon Rank Sum Statistic 
(P-Value) 
1,027 
(0.0082) 
2,563  
(0.0327) 
160 
(0.1344) 
381 
(0.0104) 
Winter Caloric Resource Surface Influence 
on Site Location 
Wilcoxon Rank Sum Statistic 
(P-Value) 
672 
(<0.000) 
2,598 
(0.0440) 
157 
(0.1159) 
569 
(0.7595) 
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Annual Caloric Resource Surface 
Influence on Site Location 
Wilcoxon Rank Sum Statistic 
(P-Value) 
1090 
(0.0239) 
2347 
(0.0041) 
158 
(0.1218) 
352 
(0.0138) 
  
The results yield no clear pattern decisively indicating either caloric benefits or 
costs as the primary driver of site location.  Such a pattern would be indicated by one of 
the six variables above demonstrating consistent statistically significant results (p-values 
less than 0.05) across all four control areas.  While different seasonal caloric benefits 
sometimes demonstrate statistically significant patterns, there is no season which 
consistently demonstrates that caloric benefits are a determining factor in each control 
area.  While no clear pattern emerges, there are general trends.  Both the annual caloric 
resource influence on site location and the caloric cost surface influence on site location 
show statistically significant patterns in three out of four study areas.  This indicates that 
these two factors may play a larger role in site location than others.  Given the data 
available however, it cannot be said with certainty this is the case and more studies are 
needed to test this hypothesis.  The conclusion I draw from these results is that terrain 
and resources both played a role, and evaluating their combined effect is a more powerful 
way of estimating site location.   
Although this parsing analysis indicates that neither terrain nor resources are the 
sole determinants of site location, there are some important caveats.  Since these values 
are both inconsistent in terms of accepting the null hypothesis (the null hypothesis was 
accepted in 9 out of 24 tests assessing the parsing analysis, as opposed to 1 out of 20 test 
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assessing the main Huff Model), and in some cases the p-value is very close to the alpha 
value, it is prudent to be aware of the possibility of Type I and Type II errors.  A Type I 
error is when a null hypothesis is rejected when it is in fact true (i.e. based on a sample 
the test finds a significant differences between archaeological site locations and a random 
pattern, when in reality there is none).  The alternative is a Type II error, where the null 
hypothesis is accepted when it is in fact false (i.e. based on a sample the test indicates 
significant similarities between the random locations and archaeological site locations 
when in reality they are different).  Generally, these errors come into play when results 
are on the margins of the alpha values (0.05 is used throughout this thesis) such as in the 
case for Control 2’s winter caloric advantage p-value (0.0440).   
Another possible source of error is a sampling error.  As discussed earlier, random 
locations were selected using the simple sampling method.  Many statisticians consider 
this method to be ideal because it offers the least opportunity for subjective bias 
(McGrew et al 2014).  However, there is the possibility of clustering, in which a 
particular area receives a disproportionately large quantity of points.  This can skew 
results.  Figure 12 shows apparent clustering in Control 4.   
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Figure 12: Random Locations Used in Statistical Analysis 
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As Figure 12 shows, certain areas, particularly in the southwest, received a 
disproportionate quantity of random points.  However, given the broader inconsistency 
shown in the parsing test, it is unlikely that sampling error alone is the cause for these 
results.   
Given the discrepancies between the Huff Model results and the parsing analysis 
results, I would argue that it is unwise to use either variable by itself to predict 
archaeological site locations.  Taking into account the results of this parsing analysis and 
the results of the Huff Model tests, I believe that the answer to the question “What is the 
relationship between terrain, resource use and prehistoric seasonal settlement?” is that 
they are interlinked.  Sites are not chosen simply on the basis of ease of access or 
availability of nearby resources.  Rather sites are chosen on the basis of the opportunities 
they provide in terms of low cost access to high value resources.  Using the Huff Model 
has proven to be an effective way to understand the interactions between terrain and 
subsistence resources.   
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Chapter 4: Analysis and Results  
This chapter illustrates the practical applications of the model by designing survey 
maps that can be used by cultural resource managers and field archaeologists to conduct 
field work and facilitate resource management and utilizing the model to interpret site 
distribution in a seasonal context. These exercises address my second and third research 
questions.   
The methods developed for the four control areas are applied to the Frank 
Church-River of No Return Wilderness (FC-RONRW).  This application consists of two 
exercises.  The first is a river corridor analysis which examines seasonal resource 
variability using the Huff Model in two separate areas and relates the resulting seasonal 
patterns to known Native American site locations. The second is the creation of a series 
of survey maps designed to be used in the uplands of the FC-RONRW.  Canaday (2012) 
has emphasized that upland areas of FC-RONRW have received little archaeological 
attention in the past.  
These two exercises address two of the research questions laid out in Chapter 1: 
the river corridor analysis address (2) “How might the Huff model be used to test how 
seasonality of resources would affect desirability of settlement locations in the canyon 
corridors?”  The survey maps address (3) “Can GIS models of seasonal settlements and 
resource use be used to predict the location of archaeological sites?”  While question (3) 
was addressed in chapter 3, the survey maps illustrate how the methods developed by this 
research can facilitate field work.   
Canyon Corridor Analysis 
To understand how seasonally available resources influenced areas of major 
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settlements, I examine two canyon corridor areas, Panther Creek and Camas Creek.  Both 
are major creeks with archaeological surveys that demonstrate repeated habitation and 
use.  Figure 13 shows the location of these study areas in relation to the FC-RONRW.   
I use the Huff Model to compare the desirability of site locations in canyon 
corridors according to the access and availability of upland resources.  I evaluate the 
corridor areas for seasonal desirability and tabulate site locations within high, medium 
and low desirability areas.  There are six iterations of this exercise, one for each season 
and two iterations combining winter with fall or spring.  Combining spring and fall with 
winter are intended to represent the possible effect of snow pack on desirability.  When 
snow falls, Native groups travel to the canyon corridors in the lower elevations (Steward 
1938).  This makes the canyon corridors very important in the winter.  Including 
desirabilitys for a fall/winter and a spring/winter comibination tests if these winter 
settlements are chosen in a way that allow for better exploitation of winter only resources 
(game) or are chosen to exploit resources available at the beginning of the snow pack 
formation (fall/winter), or the end of it (winter/spring). 
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Figure 13: River Corridor Areas in Relation to the FC-RONRW 
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Canyon corridors such as Panther Creek and Camas Creek, have also been 
surveyed and are known to contain important settlements that were inhabited either 
seasonally or throughout the year.  These patterns have been interpreted using historical 
and ethnographic sources (Murphy and Murphy 1986, Walker 1998, Steward 1938).   
Both canyon corridor areas have high densities of archaeological sites.  Camas 
Creek contains 53 sites and Panther Creek contains 50.  There are roughly 1 site per 0.6 
km2 in Panther Creek and 1 site per 0.9 km2 in Camas Creek.  This is a significantly 
higher density than the control areas, where site density ranged from less than  1 site per 
35 km2 to 1 site per 10.3 km2.  These sites are mostly lithic scatters, but there are also 41 
rock shelters and house pit sites within the two locations.  Also relevant is the presence of 
a wide range of archaeological site types, indicating that a wide range of activities took 
place here.  All of this reinforces the point that these areas were focal points for 
settlements and activity, making them ideal to demonstrate how seasonal variability 
influences settlement.   
Based on the ethnographic and archaeological evidence, fishing, especially 
salmon fishing was critically important to Native Americans in the region (Walker 1998).  
But there are other food sources in the area that provide a high caloric return.  The upper 
Camas Creek watershed has substantial whitebark pine forests southeast of its confluence 
with the Middle Fork of the Salmon and the area around Panther Creek is dominated by 
grass lands and Douglas-fir.  These alternative resources influence the results of the Huff 
Model.  The high caloric return of whitebark pine stands, primarily from pine nuts but 
also from elk and bighorn sheep hunting opportunities, makes areas that allow easy 
access to them more desirable, even if those areas do not have pine nuts within them.   
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The fundamental premise of the Huff Model is that desirability is not simply a 
matter of how attractive a location is in terms of the resources that may be found there, 
but how easy it is to reach that location in relation to other locations (Huff 1964).  The 
Huff Model can be used to test how sites might have been selected based on a location’s 
low cost access to other sites with high value resources by season.   
This analysis follows the same broad steps outlined in Chapter 3.  Areas are 
selected, resources and travel costs are identified, and the Huff Model is used to assess 
desirability, The only substantial difference is that the origin area (the area being 
evaluated) was limited to areas within 800 meters (half a mile) of the Middle Fork, 
Panther Creek, or Camas Creek, while still incorporating the resources of a 320 km2 area 
around Camas Creek and a 414 km2 area in the case of Panther Creek.  To facilitate 
interpretation, the areas are broken down into high, medium, and low desirability areas. 
Again, it is important to remember that these categories of desirability are in relation to 
each other.  In other words, an area with “low” desirability is only less desirable than 
other areas included in the same frame of analysis.   
With the tripartite division of the study areas in mind, I make predictions about 
settlement location in a seasonal context.  These predictions flow from the work of 
Hackenberger (1984) and Knudson et al. (1981) as well as the ethnographies of the Nez 
Perce and Shoshone-Bannock (Walker 1998, Murphy and Murphy 1986).  These 
predictions are outlined in Table 22.  I consider these predictions met if half or more of 
settlements in the study areas fall within a season’s high desirability area.  A “yes in Table 
22 indicates that more than 50% of sites in the study area are located in an areas that 
allows for low cost access to high value seasonal resources.  
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Table 22: Huff Model Predictions and Outcomes 
Season Prediction Prediction Met 
in Camas 
Creek 
Prediction met 
in Panther 
Creek 
Winter Settlement sites will be located in areas that provide access to winter 
hunting opportunities in low elevation areas 
Yes (50% of 
sites in high 
prob.) 
No 
Spring Roots and forbs such as balsam root or lomatiums become available for 
harvest and drive settlement.  Hunting remains important and focused in 
lowlands until snow melts.  Spring Salmon run also drive settlement. 
Yes Yes 
Summer Snow melt allows access to high elevation resources and hunting 
opportunities.  Settlements allow for fishing but also give access to summer 
fruit and seed gathering as well as game moving into higher elevations. 
No No 
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Fall Pine nuts, particularly whitebark pine, make upper elevations more 
attractive for exploitation.  This is complicated by fall salmon runs.  
Settlements in the river corridor that provide easy access to high elevations 
are most attractive.  Grass seed is also harvestable and will influence 
settlement.  
No Yes 
Winter/Spring Settlement location is a compromise between the demands of the two 
season.  I expect settlements to be located in areas that are closer to fishing 
sites that would have been exploited, but also allow for winter hunting 
opportunities 
Yes No 
Winter/Fall Settlement location is a compromise between the demands of the two 
season.  I expect settlements to be located in areas that are closer to fishing 
sites and provide access to pine nuts and root crops that would have been 
exploited in fall and allow for winter hunting  
No No 
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Figures 14 and 15 show the effect of seasonal resource attraction on site 
desirability along Camas Creek and the Middle Fork of the Salmon River near their 
confluence.   
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Figure 14: Site Desirability of Camas Creek-Middle Fork of the Salmon River 
Confluence, Fall 
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Figure 15: Site Desirability of the Camas Creek-Middle Fork of the Salmon River 
Confluence, Spring 
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As demonstrated by Figure 14 and 15, the northern stretch of the Camas Creek 
area is significantly more attractive during the spring than during the fall.  The southern 
and eastern areas of the corridor are more attractive in the fall.  The latter result is due to 
Whitebark pine nuts in that area increasing desirability.  Spring desirability is driven 
largely by the Douglas fir forest, which have an abundance of roots and greens from forbs 
such as lomatium species like biscuit root.  Figures 16 and 17 show seasonal desirability 
in spring and fall in Panther Creek.   
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Figure 16: Site Desirability of Panther Creek- Salmon River Confluence, Fall 
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Figure 17: Site Desirability of Panther Creek- Salmon River Confluence, Spring 
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In this frame of analysis, spring resources (greens and roots from forbs) make the 
north end of Panther Creek, (the confluence with the Middle Fork of the Salmon River), 
the most desirable location (Hackenberger 1984).  In the fall, the southern end of the 
corridor becomes more attractive due to hunting opportunities.  Again the large stands of 
Douglas-fir in the area drive spring desirability.  In fall, the grasslands in the surrounding 
area would have provided an abundance of seeds and game, which were an important 
food source for the Shoshone-Bannock (Murphy and Murphy 1986).   
To determine how seasonal resource availability influences settlement, the known 
settlement locations within Panther Creek and Camas Creek were evaluated based on 
their Huff Model results.  For the purposes of this exercise, settlement sites include rock 
shelters, and house pits as classified by the Forest Service.  Table 2 shows the quantity of 
each of these site types in the two study areas, while table 24 shows how many settlement 
sites are in each desirability zone by season.   
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Table 23: Settlement Site Types by Study Area 
Site Type Camas Creek Panther Creek 
House Pit 0 4 
Rock Shelter 19 7 
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Table 24: Settlement Sites by Seasonal Desirability 
 Camas 
Creek  
Winter 
Camas 
Creek  
Spring 
Camas 
Creek  
Summer 
Camas 
Creek  
Fall 
Panther 
Creek 
Winter 
Panther 
Creek 
Spring 
Panther 
Creek 
Summer 
Panther 
Creek 
Fall 
High 11 11 6 8 2 10 2 13 
Medium  11 11 12 13 15 8 15 6 
low 0 0 4 1 2 1 2 0 
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Each canyon corridor produces a slightly different pattern.  In Camas Creek, 
winter and spring high probability areas contain the most settlement sites per km2.  In 
Panther Creek, spring and fall contain the most settlement sites.  The Huff Model 
demonstrates how different areas within the canyon corridors become more or less 
desirable at different times of the year.  This exercise provides a possible explanation of 
seasonality based on cost and benefit.  Based on the seasonal caloric advantages of 
certain locations, it is possible to infer which season a site was utilized.   
This demonstrates the effect of seasonal round on desirability.  As seasons change, 
resources vary in their availability.  This cycle has a “push and pull” effect, where certain 
resources attract humans to an area.  The spatial context of this attraction varies by 
season.  Different locations become more or less desirable at different points in the year.  
Using the Huff Model, this research shows how settlement locations become more or less 
desirable at different times of the year based on the opportunities they present to exploit a 
diverse range of resources.   
Survey Design 
The river corridor analysis focused on interpreting previously surveyed areas 
using cost-benefit analysis and seasonal variability.  This section will focus on using the 
Huff Model to design surveys for an area that has received significantly less 
archaeological attention, the uplands of the FC-RONRW.  These surveys were designed 
with upland resource and land use in mind.  The survey maps presented below 
demonstrate how the Huff Model can be used in a real world context by showing a 
potential survey designed using the techniques outlined in this thesis.  Chapter 3 
addressed research question 3, “Can GIS models of seasonal settlements and resource use 
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be used to predict the location of archaeological sites?” by showing the relationship 
between the Huff Model results and archaeological site location  This chapter takes that 
application to the next logical step, using the Huff Model in an under surveyed area.   
Survey areas were selected based on their ability to address research goals (high 
elevation areas near low elevation areas suitable for winter habitation) and the ease with 
which they can be accessed.  At this point, four potential survey areas have been selected.  
The first area is 302 square kilometers in the vicinity of Sleeping Deer Mountain, located 
on the eastern edge of the wilderness area near its boundary with the Salmon-Challis 
National Forest.  This area is easier to access due to its proximity to the wilderness edge.  
Adjacent to Sleeping Deer Mountain to the west is the Indian Springs study area.  This 
area is roughly the same size as Sleeping Deer, 313 square kilometers, and is named after 
a campground in the area.  To the north is the Crags study area at 226 square kilometers.  
This area is dominated by the Bighorn Crags Mountains which give the area its name and 
contains many high altitude lakes.  Even farther north is the Butts Point study area at 278 
square kilometers.  These areas were selected due to their high potential to address 
research goals.  All areas have dramatic changes in elevation over relatively small 
distances providing hunter-gatherers access to resources available at both high and low 
elevations.  Furthermore these areas have been identified as habitat for Whitebark Pine, 
elk, and potential habitat for fall root crops such as camas.  Resources such as these 
would have been highly valued due to their high caloric content (Hackenberger 1984).  
The survey I design is relatively simple.  I select a random stratified sample of 
accessible areas ranked low, medium and high based on the results of the Huff Model 
analysis. This sample will consist of 30 1 kilometer by 1 kilometer square areas selected 
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at random from an arbitrary grid overlaid upon the each study area.  Ten of these square 
kilometers will be high probability based on the Huff Model, 10 will be medium 
probability, and 10 that will be probability.  High, medium and low probability will be 
determined based on standard deviation.  For each study area the mean value of the Huff 
Model results will be determined.  Areas that are high probability will be one or more 
standard deviations greater than the mean.  Medium probability will be within one 
standard deviation of the mean.  Low probability will be one or more standard deviations 
less than the mean.The combined 30 square kilometer survey target areas give us a 
possible sample of 9 to 13% of the study areas, depending which is chosen.  Selecting 30 
square kilometers provides a broad range of options and alternatives if and when 
obstacles are encountered in the field.   
 Examples of sites that could be encountered are lithic scatters, rock shelters, house 
pits, and pictographs.  These sites have already been encountered in the sample areas (see 
Appendix A).  These constitute either incidental discoveries during maintenance of trails 
or camps, or were found in low elevation drainages adjacent to high elevation landforms.  
However, no systematic archaeological survey has yet been conducted in the proposed 
areas. If surveys were conducted according to the methodology proposed here, I would 
expect, based on the high elevation environment focused, to find sites associated with 
high altitude meadows, whitebark pine and hunting camps.  At this point high altitude 
villages such as those found in the Great Basin, or hunting blinds, such as those found in 
the Rockies, have not been located within the FC-RONRW 
To facilitate upland surveys within the FC-RONRW itself, the following maps 
have been produced.  Using the results of the Huff model, each area was divided into 
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areas of high, medium and low probability zones as was done in Control 1, 2, 3, and 4.  
Green areas received high results in the Huff Model, indicating that they offer low cost 
access to high calorie resources.  Red areas received low results on the Huff Model, and 
either provide high cost access or low returns.  Yellow areas are areas that received 
average results from the Huff Model. As described above, 10 square kilometers were 
randomly selected from each zone for each of the four high elevation study areas. Blue 
polygons indicate the locations randomly selected to be a part of the sample.  In order to 
facilitate survey in a challenging environment, selection of survey areas is limited to 
areas within 1.5 kilometers of a trail.  Figures 18 through 21 show theses survey maps.   
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Figure 18:  The Butts Point area. 
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Figure 19: The Indian Springs area. 
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Figure 20:  The Sleeping Deer Mountain area. 
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Figure 21: The Crags Area 
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These survey maps provide a stratified random sample across areas with different 
probabilities for Native American sites.  Given the results presented in Chapter 3, I 
propose that these survey maps, or maps similar to these, could be used to effectively 
guide archaeological surveys in the field to provide a field test of this model.  In addition 
to providing a field test of this research, these surveys will add to the archaeological 
inventory of the FC-RORNW’s upland environment.  Such research will address Nez 
Perce and Shoshone-Bannock upland land use not just within the FC-RONRW but the 
greater region.   
As Chapter 3 demonstrated, there is a systemic pattern to site location based on 
the Huff Model results.  These maps demonstrate one way this pattern can be interpreted 
in a manner that facilitates CRM.  Classifying this cost benefit analysis into easily 
interpretable categories of high, medium, and low allows project managers to quickly 
identify areas with a high probability of containing cultural resources 
Conducting these surveys in the uplands of the FC-RONRW will be challenging.  
The landscape within the wilderness is characterized by steep slopes and rough terrain.  
Furthermore the ban on wheeled transport makes any large scale survey such as the ones 
outlined here logistically challenging.  The low probability areas in particular will be 
problematic given that part of the reason they are low probability is because they are on 
rough terrain.  These areas may prove to be impractical or impossible to survey.   
Actual completion of the surveys presented here would be dependent on time and 
manpower.  Assuming a six man crew surveying an average of 0.15 km2 per person per 
day would cover 0.9 km2 per day, about the size of one of the survey targets (Canaday, 
Tim, personal communication 2015) .  At this rate the crew would cover all survey targets 
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in 34 days, assuming they were able to continually survey at that pace, something which 
is certainly not the case given the rough nature of the terrain and the probability of 
encountering archaeological sites, which would need to be fully recorded.  Unless there is 
an overabundance of time or manpower, surveying 30 km2 is impractical and is not what 
I am proposing here.  The purpose of selecting 30 separate survey targets was to give a 
crew a wide range of options to field test the model.  A crew attempting to conduct this 
survey is advised to survey what they can with the time they have available.   
In spite of the difficulties that will be encountered by any such survey, the merits 
far outweigh the inconveniences.  High elevation land use within the FC-RONRW is 
currently inferred from other regions that do have an archaeological record in the uplands 
and from the limited surveys that have been done within these areas.  The few surveys 
that have been conducted in these areas have located mostly lithic scatters but also house 
pits, stone features, talus pits, pictographs and peel trees.  But as Canaday (2012) points 
out, these surveys have been few and far between.  Data from neighboring regions, 
mainly the Rockies and the Great Basin suggest that there is a possibility of locating high 
elevation village sites or hunting blinds.  Given the Huff Model’s focus on food sources, 
it reasonable to expect these upland surveys to find sites associated with subsistence 
activities such as the villages presumed to be whitebark pine gathering locations found 
using Stirn’s (2013) predictive model in the Great Basin, or the numerous hunting blinds 
found within the Rockies (Benedict 1985, Benedict 1996, Cassels 2000).  It would be 
interesting to see if sites such as those found in neighboring regions are located in the FC-
RONRW higher elevations.   
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Chapter 5: Conclusion 
 This research combines geographic, economic, and archaeological techniques and 
theories to create a new way to predict site location based on caloric costs and benefits.  
Economic modeling techniques are applied in a spatial context to predict site location.  
This adaptation of the Huff Model, originally developed to model the attraction of 
shopping centers, assesses the overall desirability of a location based on the ease of 
accessing caloric resources, both those at the location itself and those farther away 
requiring an investment of calories to cross terrain.   
The Huff Model was used to compare known site locations against a random 
selection of locations intended to represent the background population in order to 
evaluate how the well the model can predict site location and make predictions about 
seasonal site use.  Individual variables used in the model were then assessed separately to 
determine if one played a larger role than the other.  In this final chapter I summarize my 
work, reexamine my three research questions, discuss what the model can and cannot do, 
and make recommendations for future research. 
Overview of the Work 
Before this research could be conducted it was necessary to review the relevant 
literature and collect background information on the study area.  This involved examining 
archaeological research conducted in the FC-RONRW and surrounding areas, the 
ethnographies conducted in the region as well as looking at “grey” literature written by 
cultural resource managers from the region.  Influential works of other archaeologists 
who have conducted high elevation archaeology in the surrounding areas provide the 
necessary background to understand the context in which this research takes place.   
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The methods were developed by applying economic theory in a spatial context.  
This involved data analysis of Forest Service GIS layers, and adapting them to fit the 
parameters of the Huff Model.  Travel costs were calculated using DEM layers and 
estimations of caloric expenditure developed by the American College of Sports 
Medicine.  Caloric benefits were adapted from Hackenberger (1984).  These values were 
then inputted into the Huff Model.  The Visual Basic application of this model was the 
result of a long process of trial and error that, while frustrating in the beginning, proved 
to be a worthwhile endeavor.  Once the Visual Basic program was complete, variables 
were extracted from ArcMap, the program was executed and a set of predictions were 
generated.  Using the known archaeological sites as a baseline, I was able to verify the 
predictions of the Huff Model using statistical testing.   
To better understand subsistence strategies I performed the parsing analysis.  This 
analysis separated the variables used in the Huff Model (caloric costs versus caloric 
benefits).  This study found that neither variable was a consistent predictor of 
archaeological site location.  Instead, both were contributors to a high desirability 
location.   
After it was established the Huff Model’s predictions correlate with 
archaeological sites, I began to apply the model.  The first application was the canyon 
corridor analysis.  This analysis looked at two canyon corridors and made predictions 
about seasonal resource influence on settlement location.  The outcome provided a set of 
maps that show how different parts of each corridor provided economic advantages at 
different times of the year.  
As a final contribution of this research, survey maps were created that have the 
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potential to guide future research in the FC-RONRW.  The maps provided here 
demonstrate how this research can be applied by cultural resource managers or 
researchers.  These maps or maps similar to them can be used to facilitate CRM or guide 
research in the FC-RONRW or similar areas.   
I believe that the recommendations made here will further the themes of this 
research.  It is my hope that I will be able to continue this research outside of the 
academic context or future researchers may take an interest in this work.  The steps 
advocated here will refine my techniques, develop new methods, and make new 
contributions to archaeological theory.   
Research Questions 
 This research answers three main questions.  (1) What is the relationship between 
terrain, resource use and prehistoric seasonal settlement? (2) How might the Huff Model 
be used to test how seasonality of resources would affect desirability of settlement 
locations in the canyon corridors?  (3) Can GIS models of seasonal settlements and 
resource use be used to predict the location of archaeological sites?  Now that methods 
and results have been discussed, I will revisit these questions here. 
 Question 1: “What is the relationship between terrain, resource use and prehistoric 
seasonal settlement?” 
Answer:  The Huff Model is an effective predictor of site location.  At its heart, 
the Huff Model is simply a cost-benefit analysis applied over space.  Applied in the 
context of prehistoric Native American use of the landscape, this approach allows for 
mapping optimal site location based on subsistence resources and the cost in calories 
needed to reach them.  This research tests the hypothesis archaeological sites are located 
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where Native Americans could access the most resources at the lowest cost.  Generally, 
this hypothesis has been shown to be correct.  While the summer seasonal model in 
Control 4 proved to be an inaccurate predictor of site location, this was the only test out 
of 20 where this was the case.  In all other tests the pattern described by Huff Model 
proved to be an accurate representation of site distribution.   
I chose the Huff Model to address this question because it offers a spatial 
interpretation of resource attraction.  It also closely follows the assumptions underlying 
OFT (Bettinger 1991a).  To quote Bettinger himself “Optimal foraging theory came to 
anthropology via biology.  It might just as easily have come from economics” (Bettinger 
1991a: 83).  In this research economic theory has facilitated incorporating space into 
hunter-gathering theory and potentially assisted management of cultural resource by 
providing a new methodology for predicting for archaeological site location.  Overall, 
terrain and resources availability are determining factors in site location.  The methods 
described and employed in this thesis offer a mathematical explanation for site location as 
a function of the interplay of terrains and resources.   
 Question 2: “How might the Huff model be used to predict how seasonality of 
resources would affect desirability of settlement locations in the canyon corridors?”   
Answer: By evaluating different seasonal resources, it is possible to show how 
different regions were more or less desirable at different times of the year.  While this is 
not news to anthropologists, GIS applications and economic theories allow for a more 
precise representation of the seasonal round based on cost and benefit.  This could allow 
archaeologist to better predict seasonality at sites based on location and nearby vegetation 
coverage.  These techniques allow for more accurate mapping of movement across the 
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landscape and across seasons.   
The Huff Model shows the distribution of known settlement sites in Panther 
Creek and Camas Creek provided a caloric advantage at different times of the year.  In 
Camas Creek, the distribution of known prehistoric settlements provided inhabitants with 
the best access to available resources in winter and spring.  In Panther Creek, site 
distribution favors spring and fall resources.  This is not to say that this is when those 
sites were used or that they were not used at other times of the year.  Such statements can 
only be evaluated by investigations into the material culture of these sites, and such 
investigations are not guaranteed to provide definitive evidence on seasonality.  However, 
given the assumption that site locations were selected based on the ability to access high 
value resources at a lower cost, it is reasonable to infer seasonality based on the Huff 
Model.   
Canyon corridors such as Camas Creek and Panther Creek are known to be 
important to prehistoric Native Americans due to the salmon fishing they provide (Walker 
1998, Murphy and Murphy 1986).  While salmon certainly were a determining factor in 
these sites’ locations, this research shows how food sources besides fish may have 
influenced the desirability of different areas in the corridors at different seasons.  
Incorporating other resources such as game, pine nuts, roots, and berries demonstrates 
how multiple food sources interacted with terrain to give different areas a caloric 
advantage.   
 Question 3:  “Can GIS models of seasonal settlements and resource use be used to 
predict the location of archaeological sites?”   
Answer: The Huff model is able to consistently predict site location.  The 
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practical and theoretical implications of this are exciting.  For one, we now have a 
justification based on cost and benefit for site location in areas with vegetation coverage.  
GIS mapping of results can guide sampling and survey designs.  Most importantly, this 
research has produced maps that can guide archaeological surveys of upland 
environments in the Frank Church-River of No Return Wilderness.   
This research has served as a proof of concept.  Archaeologists already use GIS to 
predict site location as in Stirn (2013).  Many of these models follow Stirn’s approach of 
generating a list of conditions, such as within a certain distance to water, in between 
certain elevations, or site aspect, and predict site location based on how many conditions 
are met.  This approach can work as Stirn demonstrates, but using a function of cost and 
benefit provides a more sophisticated and nuanced result.  To illustrate this point, Stirn 
ranked desirability on a scale of 1 to 9.  In the sample taken from Control 1 detailed in 
Table 9 of Chapter 3 the range extends from 79 to 199.  This gives a more precise 
evaluation of a location’s desirability.  This data can then be downgraded to categories 
such as high, medium and low probability for ease of interpretation as was done with this 
study.   
Strengths of the Huff Model 
 The Huff Model is very good in some situations.  The FC-RONRW is perhaps the 
best example of an area that is as untouched as can be expected since prehistoric times.  
Because of this, it is reasonable to expect that vegetation and terrain will be similar to the 
prehistoric context.  Rural areas are the next most desirable location to use the Huff 
Model, as they will be less affected by development than urban centers.  Some resource 
managers have cited the need to increase efforts in these remote areas as a result of 
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increasing wild fires and an increase in the wild land-urban interface (Howard et al. 2008, 
Deal et al. 2012).  These areas can benefit from the application of the Huff Model.  Using 
the Huff Model resource managers can identify areas with high probability of containing 
archaeological sites, and take appropriate steps to mitigate adverse effects in that area.   
 The incorporation of a cost benefit analysis to predictive modeling is a significant 
step forward in predictive modeling.  Many predictive models assess desirability based 
on a list of criteria (Wilson 2012).  However as Wilson shows, economic modeling can be 
a great boon to archaeology.  The more criteria a site meets, the higher the probability of 
containing an archaeological site.  While Wilson’s research interpolated population based 
on the location of known sites, this work uses economic modeling to interpret location 
based on economic advantages.  Incorporating economic theory in a spatial context has 
provided a new way to predict site location.   
 These methods could be facilitate high elevation survey.  Central Idaho suffers 
from a lack of high elevation archaeology (Canaday 2012).  This is largely a result of 
difficult logistics (Stirn 2012).  High elevations generally suffer from difficult terrain and 
lack of access, both of which impede survey.  As Stirn (2012) demonstrated, predictive 
modeling can greatly facilitate high elevation survey.  I advocate using this adaptation of 
the Huff Model to identify areas with high probability of containing an archaeological 
site and focusing survey efforts in those locations.  Doing so would lower time and 
energy invested in survey and increase understanding of high elevation archaeology in 
central Idaho.   
By including economic theory in archaeological predictive models, site location 
can be better interpreted.  This technique offers new insights into paleo-economic choices 
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and incorporates a spatial aspect to optimal foraging theory (Bettinger 1991a).  
Understanding the cost-benefit ratio of a given location utilizes the fundamental 
assumptions of OFT, that foragers are attempting to achieve the greatest return for the 
least cost (Winterhalder 1981, Bettinger 1991a).  This cost benefit applied over space 
addresses OFT’s lack of a spatial component.   
The Huff Model can also be used to assess seasonal land for sites where there are 
limited material remains with which to evaluate seasonality.  One research opportunity 
would be to use to assess Benedicts’ (1992) hypothesis of a counter clockwise seasonal 
cycle.  In his model, aboriginal inhabitants of the central Rockies, traveled through 
different environments in the uplands and the nearby Laramie Basin.  This took them to 
locations that gave a seasonal advantage.  Benedicts’ model is sound and could be refined 
by application of the Huff Model.   
Weaknesses of the Huff Model. 
 Like all things, the Huff Model has limitations.  First of all, the Huff Model as 
applied in this research requires complete vegetation and terrain data.  The model 
requires GIS shape files and digital elevation models.  Without those, there is no way to 
conduct the model using the techniques presented here.  While those files, particularly 
elevation files, are not difficult to acquire, finding accurate files can be problematic.  This 
work benefited from a partnership with the Forest Service who provided the best data 
available.  Future users of this model would be well advised to bear in mind the quality of 
the data being used for modeling, and avoid using data with suspect accuracy.   
Second, the modern day environment must be assumed to generally resemble the 
paleo-environment.  Many modern activities such as mining, timber harvesting, dam 
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construction, cattle grazing, etc. have had a profound effect on the natural environment.  
Changing the overall vegetation cover, especially on large scales, will alter the estimates 
of the harvestable calories and skew the results.  In some contexts, areas that have 
changed due to fire suppression, the kind of analysis presented in this thesis would be 
inappropriate.  For example, it would be impossible to conduct the Huff Model in an 
urban environment because the landscape has been so radically altered by modern 
interactions with the land that there is no practical relationship between the modern 
environment and the paleo-environment.   
The Huff Model could be made more precise by the inclusion of additional 
aspects of OFT.  The basic framework of the Huff Model does not readily incorporate the 
diet breadth model or the marginal value theorem.  Although it is similar to the patch 
choice model in the sense that the landscape is broken into patches, the patch choice 
model does not incorporate a spatial component.  OFT was originally conceived to 
examine the decision making process of a forager (Winterhalder 1981), while the Huff 
Model was designed to measure a locations attractiveness (Huff 1964).  Incorporating a 
prey ranking function in the Huff Model such as is used in the diet breadth model, the 
patch choice model, and the marginal values theorem could potentially lead to more 
accurate predictions regarding site location.   
The harvest and transport capacity of an individual is also something that is not 
taken into account by this adaptation of the Huff Model.  The estimations for harvestable 
calories presented in this research represent the total calories that can be harvested from a 
location over the course of a season.  Not all are available at the same time of the season, 
and in some cases, such as with berries, one plant will continue to produce fruit 
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throughout the season.  A forager will only be able to harvest and process a fraction of 
these resources.  To represent this, it could be possible to include a parameter in the 
model that represents when a forager has collected as much food as possible in a day and 
ceases work.  This would make the model a better representation of central place foraging 
theorem.   
One must also remember the Huff Model focuses on caloric costs and benefits, 
which may not be the only factors influencing site location.  Although this research 
shows that they can be very influential on site location, humans do not always think with 
their stomachs.  We do many things for reasons having nothing to do with calories such 
as singing and dancing.  An example of an archaeological site that may not be predicted 
by the Huff Model is the ceremonial site at Camp Borrego investigated by Morgan et al. 
(2014).  Resembling vision quest sites found within the Great Basin, the site contains 
numerous stack rock features that the authors claim are neither consistent with hunting 
blinds nor would they have facilitated the taking of prey.  Nevertheless, the Owens Valley 
Paiute took the time and energy to assemble stone work features at high elevations that 
would not have provided a caloric return.  The point being not everything is about an 
efficient cost-benefit ratio.   
Other sites whose location may not be predicted by this Huff Model adaptation 
include the hunting blinds documented by Benedict (1975, 1981, 1985, 1987, 1996, 
1999).  These hunting blinds exploited the natural terrain of the Rocky Mountains, and 
forced game to use a limited number of high elevation passes, offering hunters a unique 
opportunity to take large numbers of prey animals at once, with limited logistic mobility 
required on their part.  The terrain aspect of this strategy would likely be acquired by the 
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Huff Model as I have adapted it, as locations with low travel costs generally rank higher 
than those that do not.  What would not be captured is the increase in the density of game 
at those specific locations.  One way to address this would be to specialize the model for 
this specific scenario, by identifying locations that funnel game and increasing the 
harvestable calories at these passes to better reflect the opportunities they offer hunters.   
Another example of human activity that may not be captured by this model is 
logistical storage.  It has been hypothesized by Morgan (2012), Bettinger (1991b), and 
Hildenbrandt (2013) that high elevation villages were supplemented by resources from 
lower elevations.  This is potentially problematic for the Huff Model.  If a group was 
using storage to supplement settlement for whatever reason, the location with the most 
favorable cost benefit ratio may not be necessary, as they already have supplies.  This 
may well have been the case at the Alta Toquima site.  Thomas (1982) hypothesized that 
this village developed as a result of population pressure forcing groups into the highlands 
from the more productive lowlands.  Others believed that pinyon pine nuts were used to 
support this move (Morgan 2012, Hildenbrandt 2013).  It would be useful to understand 
if the Alta Toquima site and others like it were located in areas that do not provide a 
favorable caloric return as represented by this model.  This would researchers understand 
the subsistence strategies in the higher elevations.   
 Perhaps the most important thing to remember about this model is that it is an 
attempt to represent human behavior as an equation.  The Huff Model is an elegant and in 
its own way intuitive model but it is still a simplified reflection of reality.  This 
simplification is its strength and its weakness.  Since the real world is complex, it is 
intuitive that all models attempting to represent them should be complex.  However, a 
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model that has too many variables quickly becomes too cumbersome to be used.  
Ultimately the question of whether or not a model should be used to interpret the world is 
answered by its efficacy.  This model has consistently been able to predict site location.  
Given that, I am an advocate for its use.   
Recommendations 
Adapting the Huff Model to be used as a tool for archaeology opens up exciting 
opportunities for new research and applications.  I have six recommendations for future 
research and applications.  These recommendations cover ways to improve techniques, 
describe alternative methods, and address issues related to archaeological theory and 
CRM.  These recommendations follow: 
1. Use ArcMap GIS software for running the model without transferring data 
to and from Excel. 
2. Run iterations of the model using different values for harvestable 
resources and travel costs in order to test how sensitive the model is to 
assumed resource conditions or terrain conditions such as vegetation cover 
or snow fall. 
3. Develop future models incorporating changes to the environment over 
time due to climate change and/or human fire ecology. 
4. Create a standard method for ranking location desirability that would 
allow for comparisons between different study areas.  
5. Conduct surveys using the predictions of the model, preferably in high 
elevation areas. 
6. Test the Huff Model in other regions as part of systematic research designs 
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tied to historic preservation management plans.   
Designing software allowing the Huff Model to be run in ArcMap would refine 
the techniques developed in this thesis.  The Huff Model has been applied using GIS in 
an economic and marketing context for quite some time (Dramowicz 2005) and there are 
several existing applications that can run the Huff Model in GIS.  However, these models 
assume that the model is predicting the probability of a modern consumer traveling along 
a modern road to a modern shopping center (Huff 1964).  They have not been adapted for 
prehistoric use.  In our adaptation we use Visual Basic to conduct the model and then 
transfer the results back into ArcMap.  During this research, there were several instances 
where this process caused errors, especially in the early stages.  All errors generated in 
this process were identified and corrected, but it took extra time.  Eliminating this step 
would mitigate opportunities for errors.  Running the model in ArcMap would require 
developing a new tool, which is outside the purview of this research, but is doable for one 
with the necessary computer background.  This would eliminate the need to transfer data 
back and forth between ArcMap and Microsoft Excel and streamline the technique.   
Reexamining the variables used in this research also has the potential to further 
refine these techniques.  For example, this research uses total calories harvestable from a 
given location or cell based on Hackenberger’s (1984) estimations of caloric return.  
While this research has applied those values using modern techniques, there are 
alternative ways to interpret caloric returns.  Perhaps a more effective way is to estimate 
the calories harvestable per hour from that cell.  This would give meat sources 
significantly higher importance than they currently have in the model since the amount of 
calories they provide involves relatively little processing time (Bettinger 1991a).  Another 
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possibility is to double the travel cost.  The purpose of this exercise would be to represent 
a return trip to a home base.    
Reevaluating how the model is run could offer opportunities to better incorporate 
OFT models into predictive modeling.  This would involve revisiting the basic 
assumptions of the Huff Model, but would bridge the gap between archaeological and 
economic theories.  In its current form the model resembles the central place model, 
which assumes a forager leaves from and returns to a specific point.  The model could 
more closely match central place foraging by limiting the amount of patches that could be 
visited.  Another, more technically challenging possibility is ranking food sources within 
each cell.  Doing so would allow the cells to be compared using the patch choice model 
or the diet breadth model.  The difficulty here is that one or more new processes would 
need to be created to incorporate food source ranking and diminishing caloric return as 
resources within the cell are harvested.   
To increase the model’s applicability, it could be useful to develop new models 
that take into account environmental changes over time.  This would require working 
with paleo-ecologists to develop methods that include changes in the model over time.  
Currently the model works with existing environmental data.  This is fine in areas like the 
FC-RONRW where, due to the protections it receives as a wilderness area, modern land 
use has not drastically altered the landscape.  But in less well-protected and preserved 
areas, collaborations with paleo-environmentalists could help infer past environments.  
Using this paleo environmental data, the Huff Model could be used with less concern for 
the invalidating effects of landscape change.  Researchers and government agencies have 
noted that the changing global conditions have had an adverse effect on cultural resources 
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resulting from increasingly intense fire regime, cattle grazing, and global climate change.  
(Howard et al. 2008, Deal et al. 2012).  Given the catastrophic wild fires experienced in 
recent years, global climate change accelerating environmental transformation, and the 
population of the wildland-urban interface increasing, research of this type is potentially 
vital to protect cultural resources and to deepen our understanding of the past.   
Standardizing the results of the Huff Model across separate study areas would 
constitute a significant contribution to modeling methods and subsistence theory.  
Currently, the results of the model take the form of a dimensionless index, meaning they 
are only comparable within the area in which the model is run.  In other words, a Huff 
value of 100 in Control 1 does not equal a Huff value of 100 in Control 2.  This process 
serves the purposes of this research (predicting site location, testing the applicability of 
the Huff Model, assessing seasonality etc.) and is in line with the original concept of the 
model (Huff 1963).  If the model could be altered such that results were measured in a 
universal metric, this would allow for comparisons between different areas or different 
seasons.  Doing this would require revisiting the basic assumptions of the model and 
altering the underlying equations used by the model.  Such adaptations would also 
amount to a significant contribution to GIS economic modeling.   
Field testing this model is also necessary.  As Canaday (2012) points out the 
uplands within the FC-RONRW suffer from a lack of surveys.  Originally, field testing of 
the Huff Model was going to be conducted as part of this research.  In spite of the 
difficulties, it is still desirable to survey in the high elevations.  Should the surveys 
designed in this thesis ever be conducted, new insights into high elevation land use in 
central Idaho could be gained.  Such knowledge would be a significant contribution to the 
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area’s archaeological record.  The survey maps presented in this thesis present one 
possibility to address this, but there are other areas that could be surveyed.  In the model’s 
current form, the area to be surveyed would have to be at least similar in overall 
vegetation to the FC-RONRW.  This is because the estimates for caloric value are based 
on the resources available in the region (Hackenberger 1984).    
While this research has demonstrated that the Huff Model can predict site location 
within the FC-RONRW, it would be beneficial to know if these results can be carried 
over to other areas.  This would involve identifying and mapping food resources in the 
new region, and calculating how many calories could be harvested from those food 
sources. Applying this model to other regions can deepen our understanding of past 
subsistence practices and paleo-economics in other parts of the world.  
These are a few of the available possibilities offered by this research.  The focus 
of this thesis has been to address questions of subsistence strategy and archaeological 
methods with the overarching goal of developing new ways to find archaeological sites.  
It is hoped that one day this research will be used in a management context to protect 
cultural resources.   
This has been an interdisciplinary endeavor, including economics, geography and 
archaeology.  This synthesis allowed for a spatial application of economic theory with 
practical uses in an area long important to Native Americans.  The incorporation of 
multiple disciplines was necessary to develop new approaches to predictive modeling.  
Adapting the Huff Model, a model originally designed to find the best place for a 
shopping center, to archaeology required technical insights not readily present in 
archaeological literature (Wilson 2012).  This research has created a method to apply 
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economic theory in a spatial context.  This was done with subsistence theory in mind and 
is based on the caloric costs and benefits of using a specific location.  Without 
incorporating, economics, geography, and archaeology, this form of spatial analysis 
would not have been possible 
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Appendix A: Selected Archaeological Resources and Surveys 
 
 The following tables detail the archaeological sites and surveys that have taken 
place within the proposed study areas detailed earlier in this report.  At the base of each 
table is a summary of relevant sites in the area.  It is reasonable to expect sites that will be 
encountered during fieldwork will fall into the category of lithic scatter, pictograph, rock 
shelter, or house pit based on the type of prehistoric sites already encountered in the study 
areas.   
 These discoveries are largely incidental.  To date, there has been only a limited 
number of archaeological surveys in the higher elevations of the FC-RONRW and those 
cover only a small portion of theses study areas.  The sites that have been found were 
located in low lying drainages adjacent to high elevation landforms.  The study areas are 
very large (226 km2 to 313 km2) and encompass both lowlands and uplands.  Although 
these areas do have archaeological sites, it should not be inferred that the area is well 
surveyed, or that these sites have been located in upland environments.   
Table A-1: Butts Point areas sites 
Site 
Number 
TYPE NAME Site Descriptor 
SL-0316 MUL Stubb Creek Lithic Scatter 
SL-0056 PRE CACHE BAR BOAT RAMP House Pit/s 
SL-0204 MUL Bear Creek Miscellaneous 
SL-0212 MUL HORSE CREEK CAMPSITE House Pit/s 
SL-0252 MUL Tumble Creek 
Pictograph and Lithic 
Scatter 
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SL-0123 PRE Stoddard Creek 
House Pit/s and Lithic 
Scatter 
SL-1829 PRE Basin Lake Saddle Lithic Scatter 
SL-0206 PRE Corn Creek village site 
House Pit/s and Lithic 
Scatter 
SL-0735 PRE Rockshelter at Wheat Cr Rockshelter 
SL-0215 PRE DEPRESSIONS 
House Pit/s and Lithic 
Scatters 
SL-0214 PRE ROCKSHELTER Rockshelter 
SL-0213 PRE ROCKSHELTER Rockshelter 
SL-0786 PRE ROCKSHELTER Rockshelter 
SL-0211 PRE RS btw Gunbarrel & Horse Cr Rockshelter 
SL-0476 PRE Goat Cr Pictograph 
Rockshelter, 
Pictograph, and Lithic 
Scatter 
SL-0208 PRE Wheat Creek RS Rockshelter 
SL-0205 PRE RS below Proctor Crk 
Rockshelter  and 
Lithic Scatter 
SL-0398 PRE  Unnamed Lithic Scatter Lithic Scatter 
SL-0399 PRE  Unnamed Lithic Scatter Lithic Scatter 
SL-0397 PRE  Unnamed Lithic Scatter Lithic Scatter 
SL-0400 PRE  Unnamed Lithic Scatter Lithic Scatter 
SL-0825 PRE Stoddard Creek pictograph Pictograph and 
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Rockshelter 
SL-0253 PRE Cliffside 
Pictograph and 
Rockshelter 
SL-0251 PRE Cradle Camp 
Pictograph and 
Rockshelter 
SL-0209 PRE CS downriver from Corn Crk Lithic Scatter 
SL-9006 PRE 
HORSE CREEK 
PICTOGRAPHS 
Pictograph 
SL-9023 PRE 
GUNBARREL CREEK 
ROCKSHELTER I 
Rockshelter 
SL-9004 PRE 
GUNBARREL CREEK 
ROCKSHELTER II 
Rockshelter 
SL-0734 PRE  Unnamed  Lithic Scatter Lithic Scatter 
SL-0586 PRE CORN CR ROCKSHELTER Rockshelter 
SL-0794 PRE 
SCARRED PONDEROSA 
PINE 
Peel Tree 
SL-1899 PRE 
Mike Koeppen  Unnamed 
Lithic Scatter 
Lithic Scatter 
SL-0202 PRE 
Rockshelter SE of Stoddard 
Br 
Rockshelter 
SL-9034 PRE Anita Creek Pictograph 
SL-0475 PRE Roaring Creek site Lithic Scatter 
SL-0396 PRE  Unnamed Lithic Scatter Lithic Scatter 
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PY-1656 PRE 
Peeled Pine -should be an SL 
# 
Peel Tree 
    Total= 38 
 
Lithic Scatter=17 
 
 
 
Rockshelter=15 
 
 
 
House Pits=5 
 
 
 
Pictograph=7 
 
  
Peel Tree=2 
  
 
Table A-2: Butts Surveys 
Survey 
Number Survey Name 
SL-89-0585 CULTURAL INVENTORY OF SARGENT CABIN 
SL-83-0244 JERRY STONE CABIN 
SL-89-0519 
DETERMINATION OF ELIGIBILITY OF OUTFITTER'S 
CACHES 
SL-92-0861 
SALMON RIVER LODGE SEPTIC SYSTEM 
REPLACEMENT PROJECT 
SL-83-0256 SALMON RIVER LODGE EXPANSION 
SL-86-0404 CORN CREEK BORROW SOURCE 
SL-77-0001 CACHE BAR RECREATION FACILITY 
SL-76-0717 TEST EXCAVATION AT CACHE BAR CAMPGROUND 
SL-76-0718 CACHE BAR BOAT RAMP & CAMPGROUND EXPANSION 
SL-93-0945 NAE FOR STABILIZATION OF THE CORN CREEK BOAT 
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RAMP 
SL-89-0577 CORN CREEK BOAT RAMP DEVELOPMENT 
SL-93-0915 CORN CREEK BOAT RAMP TESTING LETTER REPORT 
SL-06-1543 FY 06 & 07 MIDDLE FORK INVENTORY 
SL-06-1544 STUB CREEK DAMAGE ASSESSMENT REPORT 
SL-07-1555 ARCHAEOLOGICAL INVESTIGATION AT STUB CREEK 
SL-71-0716 
IDAHO PRIMITIVE AREA STUDY, 1971 BY M. 
DAHLSTROM 
SL-92-0824 LANTZ BAR TRAIL RECONSTRUCTION 
SL-11-1635 MIDDLE FORK SITE INVESTIGATION FY 2011 
SL-11-1628 RANGE PROJECTS CREATED BY 2000 FIRE SEASON 
SL-10-1598 STODDARD BRIDGE REHABILITATION 
SL-10-1601 FCRONRW CONDITION ASSESSMENT AND SURVEY 
SL-13-1680 
FC-RONRW CONDITION ASSESSMENT AND SURVEY - 
2013 
SL-67-0709 TEST EXCAVATIONS ON CUNNINGHAM BAR 10-LH-885 
SL-89-0519 
DETERMINATION OF ELIGIBILITY OF OUTFITTER'S 
CACHES 
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Table A 3: Crags Area Sites 
OTHERNUMBE TYPE NAME FIRE_SITE_ 
SL-0074 PRE Waterfall Crk. LS I Lithic Scatter 
SL-0075 PRE Waterfall Creek LS II Isolate Find 
SL-0076 PRE Wilson Crk. LS I Lithic Scatter 
SL-0077 PRE Wilson Crk. LS II Isolated Find 
SL-0078 PRE Wilson Crk. LS III Isolated Find 
SL-0079 PRE Wilson Lake LS Isolated Find 
SL-0080 PRE Mirror Lake Outlet LS Isolated Find 
SL-0081 PRE Crater Lake Outlet LS Isolated Find 
SL-0082 PRE Gooseneck Lake Isolated Find 
SL-0083 PRE 
Big Clear Lake Outlet 
I 
Isolated Find 
SL-0084 PRE 
Big Clear Lake Outlet 
II 
Lithic Scatter 
SL-1723 PRE 
Unnamed Lithic 
Scatter 
Lithic Scatter 
SL-1866 PRE 
Harbor Lake Middle 
LS 
Lithic Scatter 
SL-1868 PRE Harbor Lake Upper LS Lithic Scatter 
    Total=14 
 
Lithic Scatter=6 
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Table A-4: Crags Area Survey 
Survey 
Number Survey Name 
SL-06-1511 
DARK CRYSTAL EXPLORATION AND MINING 
PROPOSAL 
SL-78-0078 CRAGS CAMPGROUND IMPROVEMENT 
SL-06-1511 
DARK CRYSTAL EXPLORATION AND MINING 
PROPOSAL 
SL-01-1364 
YELLOWJACKET LAKE PROGRAM OF 
OPERATIONS 
SL-84-0302 LAST GROVE/MUSGROVE TIMBER SALE 
SL-08-1581 BIGHORN OUTFITTERS PERMIT RENEWAL 
SL-89-0566 
BIGHORN CRAGS BIRDBILL LAKE TRAIL 
PROJECT 
SL-12-1650 BIGHORN CRAGS INVENTORY 2005-2009 
SL-15-1714 Waterfall Creek Wilderness Inventory 
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Table A-5.  Indian Springs Area Sites 
Site 
Number 
Site 
type 
Site Name Description 
    
CH-
0225 
PRE LOWER JACKASS 
House Pit/s and Lithic 
Scatter 
CH-
0330 
PRE 
HOUSEPIT VILLAGE MIDDLE 
FK  58 
House Pit/s and Lithic 
Scatter  
CH-
0818 
PRE 
HP VILLAGE EAST OF 
JACKASS GUL 
House Pit/s and Lithic 
Scatter 
CH-
0134 
PRE 
HOUSEPIT VILLAGE MIDDLE 
FK 62 
House Pit/s and Lithic 
Scatter 
BS-0480 PRE CAMERON CREEK Pictograph 
CH-
0585 
PRE COUGAR CR TIPI RINGS & TPs Stone Feature 
BS-0619 MUL Unnamed Site Peel Tree 
BS-2224 PRE Unnamed Site House Pit/s and Talus Pit 
BS-2264 PRE Unnamed Site 
Lithic Scatter, Talus Pit and 
Peel Tree 
BS-2262 PRE Unnamed Site 
House Pit/s and Lithic 
Scatter 
CH-
1506 
PRE Little Loon House Pits 
House Pit/s and Lithic 
Scatter 
CH-
1508 
PRE Cougar Saddle Lithic Scatter Lithic Scatter 
CH- PRE Lower Cougar House Pits House Pit/s, Lithic Scatter, 
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1509 Rockshelter, and Pictograph 
BS-2225 PRE Unnamed Site Stone Features 
BS-0592 PRE Unnamed Site 
House Pit/s and Lithic 
Scatter 
BS-0939 PRE Baron Creek HP Village House Pit/s 
CH-
0170 
MUL Below Indian Creek LS Lithic Scatter 
CH-
0171 
PRE Falconberry Guard Station Lithic Scatter 
CH-
0173 
PRE Loon Creek Lithic Scatter Lithic Scatter 
CH-
0174 
PRE Loon Creek Lithic Scatter Lithic Scatter 
CH-
0175 
PRE Falconberry Lithic Scatter Lithic Scatter 
CH-
0571 
MUL Cottonwood Creek Site Lithic Scatter 
CH-
0568 
PRE Unnamed Site House Pit/s 
CH-
1534 
MUL Rock Creek Campground Lithics Lithic Scatter 
CH-
1535 
PRE Warm Springs Creek LS Lithic Scatter 
CH-
1537 
PRE Terrace Edge Lithic Scatter 
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CH-
1538 
MUL Unnamed Site Lithic Scatter 
CH-
1507 
PRE Mercury Lithic Scatter 
CH-
0132 
PRE Jackass Flat Lithic Scatter Lithic Scatter 
CH-
1501 
PRE Cabin Creek Talus Pits Talus Pit 
    
Total=53 
 
Lithic Scatter=22 
 
 
House Pits=11 
 
  
Stone Feature=12 
 
 
Talus Pit=13 
 
  
Rockshelter=1 
  
Table A-6: Indian Springs Survey 
OTHERNUMBE INFRA_SURV 
CH-89-0258 
THE ROCK ART OF THE MIDDLE FORK OF THE SALMON 
RIVER 
CH-79-0041 
LITTLE CREEK TO JACKASS FLAT, MIDDLE FORK SALMON 
RIVER 
CH-79-0046 SATER CABIN- LITTLE CREEK 
CH-84-0146 
INDIAN CR-MAHONEY CR AIRFIELD REHABILITATION 
PROJECT 
CH-83-0129 FALCONBERRY RANCH STRUCTURE DISPOSAL & REHAB 
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PLAN 
CH-81-0077 
FALCONBERRY RANCH & ADJACENT PROPERTY ALONG 
LOON CREEK 
SL-06-1543 FY 06 & 07 MIDDLE FORK INVENTORY 
SL-10-1601 FCRONRW CONDITION ASSESSMENT AND SURVEY 
CH-12-0851 FC-RONRW CONDITION ASSESSMENT 2012 
CH-05-0687 FALCONBERRY OUTFITTER CAMP 
CH-12-0851 FC-RONRW CONDITION ASSESSMENT 2012 
SL-10-1601 FCRONRW CONDITION ASSESSMENT AND SURVEY 
CH-10-0818 SATER CABIN STABILIZATION PROJECT 
SL-10-1601 FCRONRW CONDITION ASSESSMENT AND SURVEY 
CH-09-0774  Outfitter and Guide Camp Survey 
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Table A 7: Sleeping Deer Sites 
Site 
Number 
Site 
Type 
Site Name Description 
SL-1706 PRE Camas Creek Talus Pit and Rockshelter Talus Pit 
CH-
0232 
PRE Camas Creek House Pit/s 
CH-
0576 
MUL Cove Creek Rock Shelter I Pictograph 
CH-
0577 
PRE Cove Creek Rock Shelter II Pictograph 
CH-
0578 
PRE Camas Hunting Blind Talus Pit 
CH-
0605 
PRE Unnamed Site Lithic Scatter 
CH-
0608 
PRE Unnamed Site Lithic Scatter 
CH-
1253 
PRE Tappan Falls Rockshelter Rockshelter 
CH-
1503 
PRE Woodtick Summit Lithic Scatter Lithic Scatter 
CH-
1504 
PRE Cache Creek Lithic Scatter Lithic Scatter 
SL-0043 PRE Camas Creek Hunting Blinds Talus Pit 
SL-0062 PRE N Bernard Airfield Lithic Scatter 
SL-0063 PRE S Flying B Airstrip Lithic Scatter 
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SL-0064 PRE N Flying B Airfield Lithic Scatter 
SL-0072 PRE Short Creek Lithic Scatter 
SL-0073 PRE Flying B Flat Lithic Scatter 
SL-0094  PRE  Lower Soda Wall Pictographs 
Pictograph and Lithic 
Scatter 
SL-0104 PRE S Bernard Airfield Lithic Scatter 
SL-0121 MUL Sheep Creek 
House Pit/s and Lithic 
Scatter 
SL-0247 PRE Pool Campground Lithic Scatter 
SL-0254 PRE hunting blind Talus Pit 
SL-0256 PRE Johnny Walker CG 
House Pit/s and Lithic 
Scatter 
SL-0257 PRE Rockshelter 
Rockshelter and Lithic 
Scatter 
SL-0258 PRE Shark Fin 1 & 2 Pictograph 
SL-0269 PRE Kaufman's Cave - Cave Rockshelter 
SL-0269 PRE Kaufman's Cave - Foundation Rockshelter 
SL-0281 MUL Funston House Pit/s 
SL-0349 PRE HOUSE DEPRESSIONS House Pit/s 
SL-0350 MUL Fiesta ware/dug out 
Lithic Scatter and Peel 
Tree 
SL-0362 pre hunting blind Talus Pit 
SL-0363 PRE Pottery & Hearth Lithic Scatter 
SL-0364 PRE House Pit Village House Pit/s 
SL-0365 PRE Pole Creek lithic scatter Lithic Scatter 
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SL-0365 PRE Pole Creek Talus Pit Talus Pit 
SL-0382 PRE Unnamed Site Lithic Scatter 
SL-0383 PRE Unnamed Site House Pit/s 
SL-0384 PRE Camas Creek historic camp 
Pictograph and Lithic 
Scatter 
SL-0385 HIS Cave Creek Rockshelter Rockshelter 
SL-0386 pre Camas Creek cairns Stone Feature 
SL-0387 PRE Cave Falls pictographs Pictograph 
SL-0463 HIS Middle Fork Peak LO-upgraded Lookout 
SL-0496 PRE Unnamed Site Talus Pit 
SL-0972 PRE Unnamed Site Lithic Scatter 
SL-1721 PRE 
LARGE VILLAGE OPPOSITE BEAR 
C* 
Miscellaneous 
SL-1785 PRE Tally Cave Pictograph 
SL-1786 PRE Soda Creek Rockshelter Pictograph 
SL-1793 PRE Flying Dutchman Rockshelter 
Pictograph and 
Rockshelter 
SL-1794 PRE Camas Creek Cave Pictograph 
SL-1795 HIS Camas Creek Forge Stone Feature 
SL-9013 PRE 
APAREJO POINT PICTOGRAPH 
PANEL 
Pictograph 
SL-9014 PRE 
WARM SPRINGS CREEK 
ISOLATED F* 
Isolated Find 
SL-9016 PRE DRY CAVE Pictograph 
SL-9017 PRE Aparejo Pt. RS Rockshelter 
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SL-9018 PRE Aparejo Pt. RS Rockshelter 
SL-9019 PRE Aparejo Pt. RS Rockshelter 
    Total=55 
 
Lithic Scatter=21 
 
 
 
Rock Shelter=9 
 
 
 
Pictograph=12 
 
 
House Pit=7 
 
  
Talus Pit=7 
 
  
Stone Feature=2 
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Table A-8: Sleeping Deer Survey 
Survey 
Number Survey Name 
SL-02-1390 CAMAS CREEK BANK STABILIZATION 
SL-03-1412 SEAFORTH MINE RESTORATION 
SL-03-1413 CAMAS CREEK BINOCULARS 
SL-06-1525  CAMAS CREEK TRAIL INVENTORY PIT PROJECT 
SL-06-1543 FY 06 & 07 MIDDLE FORK INVENTORY 
SL-07-1550 LUCKY STRIKE EXPLORATION PROJECT 
SL-07-1556 DUCK CREEK DIVERSION 
SL-10-1596 NORTH ZONE ABANDONED MINE LANDS 2009 
SL-10-1596 NORTH ZONE ABANDONED MINE LANDS 2009 
SL-10-1601 
FCRONRW CONDITION ASSESSMENT AND 
SURVEY 
SL-12-1649 BERNARD AIRSTRIP TOILET REPLACEMENT 
SL-12-1663 NORTH ZONE AML 2012 
SL-13-1680 
FC-RONRW CONDITION ASSESSMENT AND 
SURVEY - 2013 
SL-79-0100 MEYERS COVE ALLOTMENT 
SL-81-0178 REDJACKEY MINE ROAD 
SL-82-0228 RED JACKET TIMBER SALE 
SL-86-0414 TRAILS END BRIDGE CONSTRUCTION 
SL-89-0583 WEST GOLD EXPLORATIONS 
SL-90-0602 PROPOSED YELLOWJACKET MINING PROJECT 
SL-91-0765 YELLOWJACKET CREEK TRAILHEAD 
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SL-94-0994 MEYERS COVE BRIDGE REPLACEMENT 
SL-95-1054 MEYERS COVE TOILET RELOCATION 
SL-95-1094 
DAMAGE ASSESSMENT SL-104 & SL-34 BERNARD 
GS 
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Appendix B: Characteristics of Different Probability Areas 
 
 This appendix provides a series of tables showing descriptive characteristics for 
levels of desirability (high, medium, and low) by control area and each season.  
Specifically, for each control area, the tables presented here show the elevation range, 
elevation average, travel cost range, travel cost average, harvestable calories from food 
range, harvestable calories from food average, and total area surveyed for each 
desirability zone by season.   
  
161 
 
 
 
Table B 1:Control 1 Year 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,878-
2,804 
2,160 
31.7-
31.93 
9.16 0-631,396 1,482,282 17.7 
Medium 
1,879-
3,242 
2,442 
3.33-
40.17 
16.38 0-631,396 103,260 59.3 
Low 
2,117-
3,447 
2,878 
3.81-
42.45 
22.26 0-631,396 57,919 5.1 
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Table B 2: Control 1 Winter 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,876-
2,526 
2150 3.2-27.9 8.9 0-666,390 372,561 18.6 
Medium 
1,925-
3,346 
2464 3.6-42.4 16.6 0-666,390 248,910 58.2 
Low 
2,349-
3,477 
2,894 3.8-41.7 21.9 0-666,390 106,838 5.2 
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Table B 3: Control 1 Spring 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
High 
1,878-
2,526 
2153 3.2-26.6 8.5 
0-
16,566,800 
6,108,395 16.7 
Medium 
1,925-
3,362 
2,472 3.6-42.4 16.6 
0-
27,991,800 
4,405,550 61.5 
Low 
2,171-
3,477 
2,876 3.8-41.7 22.0 
0-
27,900,000 
2,643,982 3.9 
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Table B 4: Control 1 Summer 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,878-
2,804 
2,292 3.2-32.0 11.8 
0-
15,784,909 
3,908,282 29.4 
Medium 
1,879-
3,242 
2,410 3.3-40.1 15.8 
0-
15,720,109 
2,660,977 47.0 
Low 
2,117-
3,477 
2,936 3.8-42.4 22.2 
0-
15,720,109 
1,385,237 5.6 
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Table B 5: Control 1 Fall 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,878-
2,664 
2,275 3.2-29.4 9.8 0-3,887,700 985,778 22.4 
Medium 
1,889-
3,403 
2,425 3.4-40.1 16.4 0-8,187,000 985,308 55.7 
Low 
2,341-
3,477 
2,928 3.8-42.4 21.7 0-8,160,000 577,954 3.7 
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Table B 6: Control 2: Year 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
2,043-
2,859 
2349 3.3-26.5 10.2 
0-
11,420,054 
2,721,258 6.05 
Medium 
1,968-
2,994 
2,458 3.4-41.8 17.3 
0-
11,420,054 
3,051,425 23.4 
Low 
1931-
3082 
2,608 3.4-43.1 21.7 0-9,717,150 1,779,760 1.8 
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Table B 7Control 2 Winter 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
2043-
2715 
2359 3.7-30.6 10.7 0-666,390 360,456 4.6 
Medium 
1,920-
3,044 
2,455 3.3-38.7 17.3 0-666,390 2,265,05 25.5 
Low 
2,065-
3,082 
2683 3.4-41.5 22.6 0-666,390 970,009 1.0 
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Table B 8: Control 2: Spring 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
2,043-
2,715 
2,358 3.7-30.6 10.46 
0-
27,991,800 
6,817,861 4.7 
Medium 
1,920-
3,074 
2,456 3.3-38.7 17.2 
0-
27,991,800 
5,309,891 25.5 
Low 
2,065-
3,082 
2653 3.4-41.5 22.4 
0-
27,991,800 
2,724,637 0.9 
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Table B 9: Control 2: Summer 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
2,043-
2,727 
2334 3.3-36.0 11.6 
0-
15,720,109 
5,734,944 7.3 
Medium 
1968-
3074 
2470 3.6-38.8 16.8 
0-
15,784,909 
4,329,739 22.2 
Low 
1,920-
2,922 
2559 3.4-41.5 20.6 
0-
15,720,109 
2,172,665 1.6 
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Table B 10: Control 2 Fall 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
2,043-
2,858 
2,334 3.7-26.9 10.3 0-8,187,700 1,365,951 7.0 
Medium 
1,920-
3,074 
2,458 3.3-38.7 17.1 0-8,187,700 1,497,700 22.0 
Low 
1,933-
3,082 
2,608 3.4-41.5 21.2 0-8,187,700 1 2.1 
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Table B 11: Control 3 Year 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total 
Area 
Surveyed 
(km2) 
High 
1,810-
2,415 
2,071 3.5-28.7 12.7 
0-
26,169,751 
7,231,154 10.2 
Medium 
1,582-
2,569 
2,114 3.6-39.1 16.4 
0-
26,169,751 
4,185,634 39.8 
Low 
1,593-
2,334 
2,007 3.8-40.8 22.8 
0-
26,169,751 
4,445,504 4.8 
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Table B 12: Control 3 Winter 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,582-
2,318 
1996 3.6-32.4 13.3 0-666,390 278,242 9.43 
Medium 
1,593-
2,571 
2085 3.5-40.8 17.1 0-666,390 97,350 41.1 
Low 
1,774-
2,565 
2,267 3.6-38.0 16.5 0-666,390 16,807 4.7 
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Table B 13: Control 3 Spring 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,810-
2,261 
2026 3.5-28.7 12.7 
0-
77,666,800 
15,969,512 9.7 
Medium 
1,582-
2,571 
2,108 3.6-39.1 16.8 
0-
77,666,800 
4,654,098 44.1 
Low 
1,703-
2,280 
1991 5.1-40.8 24.5 
0-
77,666,800 
4,671,885 1.3 
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Table B 14Control 3 Summer 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,810-
2,506 
2,103 3.5-31.2 12.7 
0-
26,365,003 
14,027,233 10.8 
Medium 
1,582-
2,571 
2,111 3.6-39.1 16.4 
0-
26,365,003 
9,653,665 38.2 
Low 
1,593-
2,319 
2,003 4.6-40.8 21.8 
0-
26,365,003 
9,678,845 6.1 
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Table B 15: Control 3 Fall 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,692-
2,506 
2,103 3.5-28.0 12.4 0-3,887,489 2,304,709 11.4 
Medium 
1,582-
2,571 
2,108 3.6-39.1 16.4 0-3,887,489 2,022,558 37.3 
Low 
1,593-
2,345 
2,021 3.7-40.8 21.8 0-3,887,489 2,162,633 6.5 
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Table B 16: Control 4 Year 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,686-
2,855 
2,373 3.8-35.3 13.3 
0-
11,465,954 
3,892,559 3.1 
Medium 
1,705-
2,993 
2,379 3.7-40.1 18.6 
0-
11,465,954 
3,702,049 41.1 
Low 
1,827-
2,978 
2,382 4.3-40.2 24.2 
0-
11,465,954 
3,652,280 5.7 
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Table B 17: Control 4 Winter 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,695-
2,371 
2,005 3.8-30.8 15.7 0-666,390 404,955 11.4 
Medium 
1,852-
2,993 
2,426 3.8-31.1 18.1 0-666,390 69,190 32.1 
Low 
2,023-
2,970 
2,644 3.7-31.3 18.8 0-666,390 6,144 6.9 
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Table B 18: Control 4 Spring 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,695-
2,993 
2,340 3.8-28.5 12.5 
0-
27,900,000 
8,812,885 8.9 
Medium 
1,775-
2,979 
2,391 3.7-37.1 18.7 
0-
77,666,800 
4,407,439 36.3 
Low 
1,896-
2,803 
2,373 4.3-40.2 20.2 
0-
27,900,000 
2,378,288 4.8 
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Table B 19: Control 4 Summer 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
2049-
2813 
2,374 3.8-30.3 13.5 
0-
15,784,909 
11,399,132 3.1 
Medium 
1,695-
2,993 
2,376 3.7-31.1 18.0 
0-
26,365,003 
7,448,930 41.7 
Low 
1,788-
2,979 
2,456 4.7-31.1 22.9 0-8,160,000 5,680,284 5.7 
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Table B 20: Control 4 Fall 
Desirability 
Elevation 
Range 
(m) 
Elevation 
Average 
(m) 
Cost of 
Travel 
Range 
(kcal/min) 
Cost of 
Travel 
Average 
(kcal/min) 
Harvestable 
Calories 
Range 
(kcal/km2) 
Harvestable 
Calories 
Average 
(kcal/km2) 
Total Area 
Surveyed 
(km2) 
High 
1,695-
2,890 
2,300 3.7-28.5 11.3 0-8,160,000 1,475,056 4.7 
Medium 
1,743-
2,993 
2,384 3.9-31.1 18.1 0-8,160,000 2,032,226 39.2 
Low 
2,010-
2,885 
2,481 4.7-31.1 24.6 0-8,160,000 3,037,163 6.4 
 
 Although there are exceptions, these tables demonstrate general trends in an areas 
desirability.  Overall, areas that receive high scores from this adaptation of the Huff 
Model have low travel costs, are in lower elevations, and provide more kilocalories than 
areas that receive lower scores.  This trend follows the basic assumptions of the Huff 
Model.   
