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NEW THOUGHTS ON THE VECTOR-VALUED
MIHLIN–HO¨RMANDER MULTIPLIER THEOREM
TUOMAS P. HYTO¨NEN
Abstract. Let X be a UMD space with type t and cotype q, and let Tm be
a Fourier multiplier operator with a scalar-valued symbol m. If |∂αm(ξ)| .
|ξ|−|α| for all |α| ≤ ⌊n/max(t, q′)⌋ + 1, then Tm is bounded on Lp(Rn;X)
for all p ∈ (1,∞). For scalar-valued multipliers, this improves the theorem of
Girardi and Weis (J. Funct. Anal., 2003) who required similar assumptions
for derivatives up to the order ⌊n/r⌋ + 1, where r ≤ min(t, q′) is a Fourier-
type of X. However, the present method does not apply to operator-valued
multipliers, which are also covered by the Girardi–Weis theorem.
1. Introduction
For a function m defined on Rn \ {0}, the classical Mihlin multiplier condition
is |∂αm(ξ)| . |ξ|−|α| for all α ∈ {0, 1}n. By Mihlin’s theorem [9], this is sufficient
for the Lp(Rn) boundedness of the multiplier operator
Tmf(x) =
∫
Rn
m(ξ)fˆ(ξ)ei2piξ·x dξ,
where fˆ is the Fourier transform of f . This can also be written as Tmf = K ∗ f ,
whereK = mˇ is the inverse Fourier transform ofm in the sense of distributions. Ex-
ploiting the convolution point-of-view, Ho¨rmander proved a variant of the multiplier
theorem [5], where Mihlin’s condition is assumed for the derivatives corresponding
to the multi-indices of length |α| ≤ ⌊n/2⌋ + 1, with ⌊x⌋ := max{k ∈ Z : k ≤ x}.
As a matter of fact, one may intersect the assumptions of these two theorems,
assuming the bounds only for the multi-indices satisfying both α ∈ {0, 1}n and
|α| ≤ ⌊n/2⌋+ 1 (see [6]).
Bourgain [2], McConnell [8] and Zimmermann [13] extended Mihlin’s (but not
Ho¨rmander’s) multiplier theorem to the case of Lp(Rn;X), the Bochner space with
values in a UMD space X (for the definition of UMD, see e.g. [2]). McConnell
also observed that Ho¨rmander’s condition suffices for special multipliers, which are
supported in a dyadic annulus r < |ξ| < 2r, a result which will be recovered here
by a different method.
A perhaps more satisfactory vector-valued version of Ho¨rmander’s multiplier
theorem was obtained by Girardi and Weis [4]. They showed that Mihlin bounds
for derivatives up to the order ⌊n/r⌋ + 1 suffice if the UMD space X also has
Fourier-type r ∈ (1, 2], i.e., the Hausdorff–Young inequality holds for the vector-
valued Fourier transform F : Lr(Rn;X) → Lr
′
(Rn;X). Their result even applies
to operator-valued multipliers, with an appropriate formulation of the assumptions.
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However, the aim of this note is to show that if one is just interested in scalar-
valued multipliers, the Fourier-type assumption may be substantially relaxed. I will
show that instead of derivatives up to the order ⌊n/r⌋ + 1, with r a Fourier-type,
it suffices to go only up to the order ⌊n/max(t, q′)⌋+ 1, where t is a type and q a
cotype for X , and q′ = q/(q− 1) is the conjugate exponent. (I will keep employing
the letters t, q and r in these mentioned meanings: t for type, q for cotype, and r
for Four ier -type. The letter p, which is frequently used for type, is here reserved
for a generic exponent of the Lebesgue space Lp.)
Note that the new result indeed improves the old one, as Fourier-type r im-
plies both type t ≥ r and cotype q ≤ r′, but neither implication is reversible:
e.g. Lp, for p ∈ (1,∞), has type t = min(2, p) and cotype q = max(2, p), hence
max(t, q′) = 2, but only Fourier-type r = min(p, p′). In fact, having max(t, q′) = 2
is quite typical for the “common” UMD spaces appearing in analysis, and the
present result shows that Ho¨rmander’s multiplier theorem holds for functions val-
ued in such spaces in its exact classical form. This is not so exciting in the usual Lp
spaces, given that the same result in this case could be derived (as is well known)
directly from Ho¨rmander’s original result with an application of Fubini’s theorem.
However, the above mentioned type and cotype properties remain valid also in the
noncommutative Lp spaces [3]; hence the same is true for the multiplier theorem,
and in this case the conclusion appears to be new and nontrivial. (For an interesting
recent application of the multiplier theory in noncommutative Lp spaces, although
not of the particular result obtained here, see [10].)
The key novelty of the proof is applying an improvement of the contraction prin-
ciple in the presence of cotype due to myself and Veraar, which was already used by
us for relaxing Fourier-type assumptions in certain other results [7]. Unfortunately,
this proof does not extend to operator-valued multipliers, so that I cannot fully
claim the fall of the Fourier type in the vector-valued multiplier theory.
While the result described above seems to set the new record for scalar-valued
multipliers, I have no reason to propose that it should be the best possible. The
index max(t, q′) seems more likely to be an artificial product of the proof than
an eternal truth. In fact, there appears to be no known reason why the classical
Ho¨rmander theorem, for scalar-valued multipliers, could not be valid in all UMD
spaces without any extra conditions.
The reader may recall that Girardi andWeis [4, Remark 4.5] do make an assertion
concerning the sharpness of the order ⌊n/r⌋ + 1 by referring to an example in the
stability theory of semigroups, which goes back to [11, Remark 3.7] and [12, Sec. 4].
But, first of all, this example is set up in the space X = Lp ∩ Lp
′
for which
t = q′ = r = min(p, p′), so the multiplier conditions involving type and cotype or
Fourier-type are indistinguishable. Second, the example is an operator-valued one,
namely, the square of the resolvent of the infinitesimal generator. Thus neither
the possibility of the order ⌊n/max(t, q′)⌋+1 being sufficient even in the operator-
valued case, nor the order ⌊n/2⌋+1 being sufficient in the scalar-multiplier case, is
directly excluded by the mentioned example. However, proving or disproving either
of these conjectures remains a challenge for further investigation.
Acknowledgements. I would like to thank Mark Veraar who insisted that there
should be an application of our paper [7] to the theory of Fourier multipliers. I was
funded by the Academy of Finland through the projects “Vector-valued singular
integrals” and “Lp methods in harmonic analysis”.
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2. Different Mihlin conditions
Following the approach in [6], rather than the classical Mihlin multiplier condi-
tion, it will be more convenient to consider the “Mihlin–Ho¨lder condition”∣∣∣ ∏
i:αi=1
(I − τhiei)m(ξ)
∣∣∣ . |hαγ ||ξ|−|α|γ , |ξ| > 2|h|, (2.1)
where τhm(ξ) := m(ξ − h) is the translation, γ ∈ (0, 1] is a fixed parameter, and
the multi-index notation hα :=
∏n
i=1 h
αi
i is employed. The condition (2.1) has the
advantage of being a simultaneous generalization of both the Mihlin and Ho¨rmander
type assumptions, as shown in the following. More general considerations of kind
are found in [6], but a short argument is provided here for completeness.
Lemma 2.2. Suppose that |∂αm(ξ)| . |ξ|−|α| for all α ∈ {0, 1}n such that |α| ≤
⌈nγ⌉ := min{k ∈ Z : k ≥ ⌈nγ⌉}. Then (2.1) holds for all α ∈ {0, 1}n.
Proof. Note that (I − τhiei)m(ξ) = hi
∫ 1
0
∂im(ξ − tihiei) dti, and iterating this in
all the relevant variables gives
∏
i:αi=1
(I − τhiei)m(ξ) = h
α
∫
[0,1]|α|
∂αm
(
ξ −
∑
i:αi=1
tihiei
) ∏
i:αi=1
dti.
For |α| ≤ ⌈nγ⌉, the integrand may be directly estimated by |ξ −
∑
tihiei|
−|α| .
|ξ|−|α|, and the claim follows since |hα||ξ|−|α| . (|hα||ξ|−|α|)γ = |hαγ ||ξ|−|αγ|.
For |α| > ⌈nγ⌉, one first notes that the expression on the left of (2.1) is dominated
by the sum of 2|α−β| similar expressions with the multi-index β ≤ α in place of α.
Choosing |β| = ⌈nγ⌉, the earlier considerations give, for the left side of (2.1), the
upper bound |hβ ||ξ|−|β|. Take the geometric average of these upper bounds over
all the
( |α|
⌈nγ⌉
)
choices of β ≤ α with |β| = ⌊nγ⌋ to obtain the new upper bound
|hα⌈nγ⌉/|α|||ξ|−⌈nγ⌉. As ⌈nγ⌉/|α| ≥ nγ/n = γ, the estimate is complete. 
3. The main result
The main result, already sketched in the introduction, is the following:
Theorem 3.1. Let X be a UMD space with type t and cotype q. Then the Mihlin–
Ho¨lder condition (2.1) for all α ∈ {0, 1}n and some γ > 1/max(t, q′) is sufficient
for the boundedness of Tm on L
p(Rn;X) for all p ∈ (1,∞). In particular, the
Mihlin–Ho¨rmander condition |∂αm(ξ)| . |ξ|−|α| for all α ∈ {0, 1}n with |α| ≤
⌊n/max(t, q′)⌋+ 1 is sufficient.
Proof. The heart of the matter consists of proving that the Mihlin–Ho¨lder condition
of order γ > 1/q′ is sufficient for the Lp(Rn;X) boundedness of Tm provided that X
is a UMD space and Lp(Rn;X) (rather than just X) has cotype q. So let us assume
this (returning to the original assumptions at the end of the proof), and choose
some auxiliary number q˜ so that γ > 1/q˜′ > 1/q′ (thus in particular q˜ ∈ (q,∞)).
The proof is modelled after the approach in [6], with an application of a re-
sult from [7] at one critical point. Choose a usual Littlewood–Paley function
φ0 ∈ S (R
n) so that
∑
j∈Z φˆ0(2
jξ) = 1 for all ξ 6= 0, as well as 0 ≤ φˆ0 ≤ χˆ0 :=
1{2−1≤|ξ|≤2}, and let φj(x) := 2
jnφ0(2
jx), χj(x) := 2
jnχ0(2
jx). I will use Bour-
gain’s vector-valued Littlewood–Paley inequality [2, Theorem 3], which involves
the independent random signs εj on some probability space Ω with P(εj = 1) =
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P(εj = −1) =
1
2 . I write simply ‖ ‖p for the L
p norm, whether on Lp(Rn;X) or on
Lp(Rn×Ω;X), which should be understood from the context in such a way that all
the variables are always “integrated out”. Then Tmf = mˇ ∗ f = K ∗ f is estimated
by
‖K ∗ f‖p h
∥∥∥∑
j
εj(φj ∗K) ∗ (χj ∗ f)
∥∥∥
p
=
∥∥∥∑
j
εj
∫
Rn
(φj ∗K)(y)τy(χj ∗ f) dy
∥∥∥
p
≤
∫
Rn
∥∥∥∑
j
εj2
−jn(φj ∗K)(2
−jy)τ2−jy(χj ∗ f)
∥∥∥
p
dy
≤
∫
Rn
∥∥∥∑
j
εj2
−jn(φj ∗K)(2
−jy)(χj ∗ f)
∥∥∥
p
log(2 + |y|) dy.
by the Littlewood–Paley inequality, the triangle inequality after a change of vari-
ables, and Bourgain’s estimate for the translation operators [2, Lemma 10].
For α ∈ {0, 1}n, µ ∈ Nα := {ν ∈ Nn : νi = 0 if αi = 0}, define (as in [6, Sec. 3])
E(α) := {x ∈ Rn : |xi| ≤ 1 if αi = 0; |xi| > 1 if αi = 1},
E(α, µ) := {x ∈ E(α) : 2µi < |xi| ≤ 2
µi+1 if αi = 1}.
so that disjointly
R
n =
⋃
α∈{0,1}n
E(α), E(α) =
⋃
µ∈Nα
E(α, µ).
Then, with fj := χj ∗ f , Kj(y) := 2
−jn(φj ∗K)(2
−jy), one estimates
∫
E(α,µ)
∥∥∥∑
j
εjKj(y)fj
∥∥∥
p
log(2 + |y|) dy
.
(∫
E(α,µ)
∥∥∥∑
j
εjKj(y)fj
∥∥∥q˜
p
dy
)1/q˜
2|µ|/q˜
′
(1 + |µ|)
(3.2)
by Ho¨lder’s inequality.
Now comes the key step. Recall that Lp(Rn;X) has cotype q < q˜. This is
exactly the condition of [7, Lemma 3.1(2)] under which an Lq˜-version of the con-
traction principle holds, allowing to pull out the multiplying functions Kj(y) from
the randomized norm as follows:
. sup
j
( ∫
E(α,µ)
|Kj(y)|
q˜ dy
)1/q˜∥∥∥∑
j
εjfj
∥∥∥
p
2|µ|/q˜
′
(1 + |µ|). (3.3)
The Littlewood–Paley inequality says that
∥∥∥∑
j
εjfj
∥∥∥
p
h ‖f‖p.
For y ∈ E(α, µ), the functions 1 − exp(i2piyk2
−µk−3), for those k with αk = 1,
are bounded away from zero, and hence the integral involving Kj can be estimated
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by
(∫
E(α,µ)
|Kj(y)|
q˜ dy
)1/q˜
.
( ∫
E(α,µ)
∣∣∣ ∏
k:αk=1
[1− exp(i2piyk2
−µk−3)]Kj(y)
∣∣∣q˜ dy
)1/q˜
=
( ∫
E(α,µ)
∣∣∣F−1
{ ∏
k:αk=1
[I − τek2−µk−3 ]Kˆj
}
(y)
∣∣∣q˜ dy
)1/q˜
.
( ∫
Rn
∣∣∣ ∏
k:αk=1
[I − τek2−µk−3 ][φˆ0(·)m(2
j ·)](ξ)
∣∣∣q˜
′
dξ
)1/q˜′
. 2−|µ|γ,
(3.4)
by the Hausdorff–Young inequality (for a scalar-valued function, thus avoiding any
reference to Fourier-type!) in the second-to-last step, and the assumed Mihlin–
Ho¨lder conditions (2.1) in the last one: these are invariant under the replacement
of m(ξ) by m(2jξ), and in combination with the regularity and support properties
of φˆ0, they give the stated bound.
Thus it has been shown that
‖K ∗ f‖p .
∑
α∈{0,1}n
∑
µ∈Nα
∫
E(α,µ)
∥∥∥∑
j
εjKj(y)fj
∥∥∥
p
log(2 + |y|) dy
.
∑
α∈{0,1}n
∑
µ∈Nα
2−|µ|γ‖f‖p2
|µ|/q˜′(1 + |µ|) . ‖f‖p,
since the series converges by the choice that 1/q˜′ < γ. This completes the proof
of the boundedness of Tm when m satisfies the Mihlin–Ho¨lder condition (2.1) with
γ > 1/q′ and Lp(Rn;X) has cotype q.
If it is only assumed, as in the statement of the theorem, thatX has cotype q, it is
still true that Lp(Rn;X) has cotype q when p ∈ (1, q]. Thus the previous conclusion
holds in this range. But the multiplier condition implies that the associated kernel
satisfies Ho¨rmander’s integral condition (cf. [6, Sec. 7])
∫
|x|>2|y|
|K(x− y)−K(x)| dx . 1,
so that the Lp(Rn;X) boundedness for just one p ∈ (1,∞) already bootstraps to
all p ∈ (1,∞) by the classical vector-valued extension of the Caldero´n–Zygmund
theory due to Benedek, Caldero´n and Panzone [1], and the additional condition on
the cotype of Lp(Rn;X) has been removed.
Let then X have type t, which should allow for a Mihlin–Ho¨lder condition of
order γ > 1/t. But the type t property of X implies (and in the case of a UMD
space, is equivalent to) the cotype t′ for X∗, which is also a UMD space. By what
has already been proven, the multiplier theorem holds in Lp
′
(Rn;X∗) for Mihlin–
Ho¨lder multipliers of order γ > 1/t′′ = 1/t. But the adjoint of Tm with respect to
the standard duality of Lp(Rn;X) and Lp
′
(Rn;X∗) is Tm˜, where m˜(ξ) = m(−ξ),
and this reflection preserves the class of Mihlin–Ho¨lder multipliers. Hence the
multiplier theorem with γ > 1/t, and thus with γ > min(1/t, 1/q′) = 1/max(t, q′),
is also valid in Lp(Rn;X).
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Finally, the assertion of Theorem 3.1 concerning Mihlin–Ho¨rmander multipliers
is an immediate consequence of the Mihlin–Ho¨lder version by Lemma 2.2, and hence
the theorem is now completely proven. 
4. Variations and observations
An inspection of the proof leads to the following corollary, in which the sufficiency
of the classical Ho¨rmander condition is achieved in all UMD spaces by restricting to
special classes of multipliers. The case of multipliers supported in a dyadic annulus
is due to McConnell [8] by a different method. Until now, the only available proof
was McConnell’s original one, so that this result remained somewhat isolated from
the more recent developments of the vector-valued multiplier theory (such as [4, 6])
building on the work of Bourgain [2].
Corollary 4.1. Let X be a UMD with type t and cotype q, and let m : Rn\{0} → C
be either supported in a dyadic annulus r < |ξ| < 2r, or positively homogeneous of
order zero, i.e., m(λξ) = m(ξ) for λ > 0. Then the Mihlin–Ho¨lder condition (2.1)
for all α ∈ {0, 1}n and some γ > 1/2 is sufficient for the boundedness of Tm
on Lp(Rn;X) for all p ∈ (1,∞). In particular, the Mihlin–Ho¨rmander condition
|∂αm(ξ)| . |ξ|−|α| for all α ∈ {0, 1}n with |α| ≤ ⌊n/2⌋+ 1 is sufficient.
Proof. If m is positively homogeneous (even the dyadic version m(2jξ) = m(ξ)
actually suffices), then Kj(y) ≡ K0(y), and the estimate (3.3) where cotype q of
Lp(Rn;X) was used to pull out the supremum of the Lq˜ norms of the Kj becomes
trivial without any assumptions. The same applies if m is supported in a dyadic
annulus, in which case only three different Kj are nonzero. Since (3.3) was the only
place where the cotype assumption played a role in the proof of Theorem 3.1, we can
repeat the argument for the special multipliers of either kind in an arbitrary UMD
space X . Note, however, that one still needs to use the scalar-valued Hausdorff–
Young inequality with exponent q˜, which gives the restriction q˜ ≥ 2. 
Remark 4.2. It may be interesting to shortly recall the proof of the operator-
multiplier version of Theorem 3.1 (due to Girardi and Weis [4], and fine-tuned in
[6], whose approach is taken here). In the assumptions of the mentioned theorem,
max(t, q′) is replaced by a Fourier type r of X , and the condition on the multi-
plier involves an R-bounded version (see [4] for this notion) of the Mihlin–Ho¨lder
estimate, for all α ∈ {0, 1}n and some γ > 1/r,
R
(
{|ξ||α|γ |h−αγ |
∏
i:αi=1
[I − τhiei ]m(ξ) : |ξ| > 2|h|}
)
. 1. (4.3)
By an argument similar to Lemma 2.2, this is implied by the R-bounded Mihlin–
Ho¨rmander condition R({|ξ||α|∂αm(ξ) : ξ ∈ Rn \ {0}}) . 1 for all α ∈ {0, 1}n with
|α| ≤ ⌊n/r⌋+ 1.
As for the proof of the multiplier theorem, again, it may be assumed that even
Lp(Rn × Ω;X) has Fourier-type r, as this is the case for p ∈ [r, r′], and for other
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values of p one extrapolates the boundedness of Tm by the Benedek–Caldero´n–
Panzone theory [1]. Now the estimates (3.2) through (3.4) are replaced by
∫
E(α,µ)
∥∥∥∑
j
εjKj(y)fj
∥∥∥
p
log(2 + |y|) dy
.
( ∫
E(α,µ)
∥∥∥∑
j
εjKj(y)fj
∥∥∥r
′
p
dy
)1/r′
2|µ|/r(1 + |µ|)
.
( ∫
Rn
∥∥∥ ∏
k:αk=1
[1− exp(i2piyk2
−µk−3)]
∑
j
εjKj(y)fj
∥∥∥r
′
p
dy
)1/r′
2|µ|/r(1 + |µ|)
.
( ∫
Rn
∥∥∥∑
j
εj
∏
k:αk=1
[I − τek2−µk−3 ][φˆ0(·)m(2
j ·)](ξ)fj
∥∥∥r
p
dξ
)1/r
2|µ|/r(1 + |µ|)
.
∥∥∥∑
j
εjfj
∥∥∥
p
2−|µ|γ2|µ|/r(1 + |µ|) . ‖f‖p2
−|µ|(γ−1/r)(1 + |µ|),
where the Hausdorff–Young inequality for an Lp(Rn × Ω;X)-valued function was
used (under the assumption that the mentioned space has Fourier-type r) in the
third step, and the R-bounded Mihlin condition (4.3) in the fourth one.
The key novelty of the proof of Theorem 3.1 was pulling out (with the help
of [7, Lemma 3.1(2)]) the functions Kj before the application of the Hausdorff–
Young inequality, so that it could be applied to a scalar-valued function instead
of a vector-valued one. In the operator-multiplier case, this trick is unavailable
for two reasons: first, we do not have a version of [7, Lemma 3.1(2)] to pull out
operator-valued functions, and second, pulling them out would probably only make
things worse as the operator space L (X), unlike the scalar field C, has even weaker
properties than the space X .
References
[1] A. Benedek, A.-P. Caldero´n, and R. Panzone. Convolution operators on Banach space valued
functions. Proc. Nat. Acad. Sci. U.S.A., 48:356–365, 1962.
[2] J. Bourgain. Vector-valued singular integrals and the H1-BMO duality. In Probability theory
and harmonic analysis (Cleveland, Ohio, 1983), volume 98 of Monogr. Textbooks Pure Appl.
Math., pages 1–19. Dekker, New York, 1986.
[3] T. Fack. Type and cotype inequalities for noncommutative Lp-spaces. J. Operator Theory,
17(2):255–279, 1987.
[4] M. Girardi and L. Weis. Operator-valued Fourier multiplier theorems on Lp(X) and geometry
of Banach spaces. J. Funct. Anal., 204(2):320–354, 2003.
[5] L. Ho¨rmander. Estimates for translation invariant operators in Lp spaces. Acta Math., 104:93–
140, 1960.
[6] T. Hyto¨nen. Fourier embeddings and Mihlin-type multiplier theorems. Math. Nachr.,
274/275:74–103, 2004.
[7] T. Hyto¨nen and M. Veraar. R-boundedness of smooth operator-valued functions. Integral
Equations Operator Theory, 63(3):373–402, 2009.
[8] T. R. McConnell. On Fourier multiplier transformations of Banach-valued functions. Trans.
Amer. Math. Soc., 285(2):739–757, 1984.
[9] S. G. Mihlin. On the multipliers of Fourier integrals. Dokl. Akad. Nauk SSSR (N.S.), 109:701–
703, 1956.
[10] D. Potapov and F. Sukochev. Operator-Lipschitz functions in Schatten-von Neumann classes.
Preprint, arXiv:0904.4095, 2009.
8 T. P. HYTO¨NEN
[11] L. Weis. Stability theorems for semi-groups via multiplier theorems. In Differential equations,
asymptotic analysis, and mathematical physics (Potsdam, 1996), volume 100 of Math. Res.,
pages 407–411. Akademie Verlag, Berlin, 1997.
[12] L. Weis and V. Wrobel. Asymptotic behavior of C0-semigroups in Banach spaces. Proc. Amer.
Math. Soc., 124(12):3663–3671, 1996.
[13] F. Zimmermann. On vector-valued Fourier multiplier theorems. Studia Math., 93(3):201–222,
1989.
Department of Mathematics and Statistics, University of Helsinki, P.O.B. 68, FI-
00014 Helsinki, Finland
E-mail address: tuomas.hytonen@helsinki.fi
