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Abstract
Computational Fluid Dynamics (CFD) uses numerical methods to solve problems involving
fluid flows, e.g. in automotive engineering, energy, civil engineering, and aerospace. One of
these methods is the lattice Boltzmann method (LBM). Beside giving accurate results for
a wide range of complex flows, the LBM lends itself to efficient implementations on mas-
sively parallel systems such as the general-purpose computing on graphics processing units
(GPGPU). This work considers the cumulant LBM, which overcomes some problems of clas-
sical LBMs, such as the violation of the Galilean invariance, the spurious coupling of the
degrees of freedoms, and the hyper-viscosity. In order to enable the cumulant LBM for com-
plex CFD engineering problems, this work focuses on the discretization of the computational
domain and the analysis of turbulent flows in the near-wall region.
The grid generation for LBM deals with several issues such as the second order boundary
definition, the free shape grid refinement, and the level wise load balancing for parallel meshes.
While discretizing complex geometries, these issues have to be handled simultaneously.
Turbulent flows close to walls are characterized by high velocity gradients in a thin region
called the boundary layer. In order to resolve numerically the boundary layer, a grid with a
high resolution is required resulting in a high computational cost for the simulation. Empirical
functions can be used for modelling the boundary layer, allowing to estimate the quantities at
the wall even with coarse grids, and thus increasing the efficiency of the numerical simulation.
In this work, a new grid generator that addresses the LBM discretization issues is imple-
mented. It creates free shape multi-level three-dimensional meshes with second order accurate
boundary definition for very complex geometries. It can be applied for generating grids of
complex bodies, such as cars, porous media, and urban areas.
Regarding the near-wall region treatment, a new wall function is introduced. It uses local
information at the boundary nodes for recovering the quantities at the wall. For generating
a proper turbulence for wall bounded flows, a new set of relaxation parameters is introduced,
which eliminates the spurious dependence of the error on the bulk viscosity.
In conclusion, this work addresses two important aspects for enabling the cumulant LBM
for complex fluid flow problems: grid generation and boundary treatment for turbulent flows.
vii

Zusammenfassung
Computational Fluid Dynamics (CFD) setzt numerische Methoden ein um Strömungsproble-
men zu lösen, wie sie z.B. in der Fahrzeugtechnik, der Energietechnik, im Bauingenieruwesen
und im Flugzeugbau auftreten. Eine dieser Methoden ist die lattice Boltzmann method
(LBM). Die LBM gibt nicht nur akkurate Ergebnisse für verschiedene Strömungproble-
men, sondern eignet sich zusätzlisch besonders gut zur Implementierung auf massiv paral-
leler Hardware wie z.B. general-purpose computing on graphics processing units (GPGPU).
Diese Arbeit befasst sich mit der Kumulanten LBM, die einige Probleme der klassichen LBM
überkommt, wie z.B. die Verletzung der Galilei-Invarianz, die parasitäre Kopplung der Frei-
heitsgrade und die Hyper-Viskosität. Um die Kumulanten LBM zu befähigen komplexe Inge-
nieurprobleme zu lösen befasst sich diese Arbeit mit der Diskretizierung des Rechengebietes
und der Analyse der Strömung in der Nähe der Wand.
Die Gittergenerierung für die LBM befasst sich mit verschiedenen Fragestellungen wie
der Definition von Randbedingungen zweite Ordnung, der Freistiel-Gitterverfeinerung und
der levelweisen Lastbalanzierung. Für komplexe Geometrien müssen diese Fragestellungen
gleichzeitig behandelt werden.
Turbulente Strömungen in Wandnähe sind durch starke Gradienten in eine dünnen Schicht
charakterisiert die man als Grenzschicht bezeichnet. Um diese Grenzschicht numerische abzu-
bilden sind Gitter mit hoher Auflösung notwendig, was zu teuren Simulationen führt. Em-
pirische Funktionen können benutzt werden um die Werte an der Wand selbst auf gröben
Gittern abzuschätzen, was die Effizienz der numerischen Methode erhöht.
In dieser Arbeit wird ein Gittergenerator implementiert, der die Eigenschaften der LBM
berücksichtigt. Er generiert freistiel multi-level dreidimensionale Gitter mit Randbedingun-
gen zweite Ordnung für komplexe Geometrien. Er kann benutzt werden um Gitter komplexer
Körper wie Autos, porösen Medien und urban Gebieten zu erstellen.
Für die wandnahe Strömung wird eine neue Wandfunktion eingeführt. Sie benutzt lokale
Informationen an den Randknoten um die Werte an der Wand zu bestimmen. Um eine
geeignet turbulente Strömung zu erzeugen wird ein neuer Satz von Relaxationsparametern
eingeführt, der die parasitäre Abhängigkeit des Fehlers von der Volumenviskosität eliminiert.
Zusammengefasst befasst sich diese Arbeit mit zwei wichtigen Aspekten für der Kumu-
lanten LBM im Zusammenhang mit komplexe Ingenieurproblemen: der Gittergenerierung
und der Wandbehandlung für turbulente Strömung.
ix
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1 | Introduction
I have dream’pt of bloudy turbulence, and this whole night
hath nothing seen but shapes and forms...
Shakespeare, Troilus and Cressida
Everybody in their own life has experienced turbulent flows. From children brush-ing their teeth to a person mixing coffee and sugar with a teaspoon into a cup.
From someone laying on the beach and looking at a rough sea to an aircraft pilot flying
at more than 800 km/h. Or even more by describing in verses intrinsic sentiments such
as love. All of these are examples of chaotic flows and they represent the experience of
turbulence.
The first man who made use in his writings of the noun “la turbulenza” (the tur-
bulence) was Leonardo da Vinci early in the 16th century [1]. He was fascinated by the
motion of water flows falling down from a hole (Figure 1.1a) and by putting some ob-
stacles into the flow (Figure 1.1b). Although da Vinci was not the first who experienced
turbulent flows, he was probably the first one who tried to understand it. Due to the
limited knowledge of that time, da Vinci’s approach was much more descriptive rather
than analytical. In the successive two centuries, the word “turbulence” was mostly a
prerogative of writers such as Shakespeare or Wordsworth [1]. The subject of turbulent
(a) (b)
Figure 1.1: Leonardo da Vinci - study of turbulent water flows.
1
1. Introduction
flows and fluid mechanics in general became popular in the 19th century. Thanks to
the works of Claude-Louis Navier, George-Gabriel Stokes, Osborne Reynolds, Joseph
Boussinesq, William Thomson, and others [1], nowadays scientists and engineers have
access to the equations of motion governing the mechanics of fluids.
The possibility to study and understand the effects of fluid flows is crucial for
designing and developing more efficient systems and better products. Indeed, in many
engineering fields, the equations of fluid mechanics play a primary role. For example,
in automotive engineering they are widely used for external aerodynamics, Heating
Ventilation and Air-Conditioning (HVAC), and combustion. They are also used in
energy (wind turbine), aerospace, ship, and civil engineering (porous media, pollution,
Fluid Structure Interaction). In addition, the equations of fluid mechanics are also
required in other fields such as chemistry, medicine, meteorology and astrophysics.
In the recent years, supported by a constant growing in compute capabilities, solving
the equations of fluid mechanics was aided by computers, leading to the Computational
Fluid Dynamics (CFD). CFD is a branch of fluid mechanics that makes use of numer-
ical methods and algorithms to solve and analyse problems that involve fluid flows.
Nowadays, CFD is a standard approach both in industry [2] and academia.
1.1 Fluid mechanics
1.1.1 Navier-Stokes equations
The equations of motion of fluid dynamics solved by Computational Fluid Dynamics
are called the Navier-Stokes equations (NS). They describe the mechanics of viscous
fluids by a momentum transport equation [3, 4]:
∂t~u+ (~u · ∇)~u = −1
ρ
∇p+ ν∇2~u+ ~g, (1.1)
and a continuity equation:
∇ · ~u = 0. (1.2)
Eqs. (1.1) and (1.2) are written in incompressible form where ~u = (u, v, w) is the fluid
velocity, ρ is the fluid density (constant), p is the fluid pressure, ν is the kinematic
viscosity, and ~g = (gx, gy, gz) is an acceleration due to a body force. In contrast to
the Euler equations, the NS equations include the effects of viscosity on the flow [3–5].
The terms on the left hand side (lhs) of Eq. (1.1) are the convective time derivative,
while those ones on the right hand side (rhs) are the pressure stress and the viscous
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stress.
1.1.2 Reynolds number
By defining a similarity parameter Re, it is possible to rewrite Eq. (1.1) in nondimen-
sionalized form [3, 4, 6]:
∂t∗~u
∗ + (~u∗ · ∇∗)~u∗ = − 1
ρ∗
∇∗p∗ + 1
Re
∇∗2~u∗ + ~g∗, (1.3)
where ∗ means the dimensionless form of each variable. Re is called Reynolds number
and it is the ratio of the inertial to viscous forces:
Re = ρUL
µ
, (1.4)
where U is a reference velocity, L a reference length, and µ the dynamic viscosity
(ν = µ/ρ). The Reynolds number is also an indicative parameter for different flow
regimes. If Re → 0 the viscous forces dominate and Eq. (1.3) reduces to a linear
diffusion equation (Stokes regime). Thus, for lowRe the flow has a smooth and constant
motion (laminar flow). On the contrary, if Re → ∞ the inertial forces are dominant.
However, Eq. (1.3) does not return to the Euler equations (convection for inviscid
fluid) since there will always be a small but not infinitesimally small length scale where
the effects of viscosity are important. At high Re the presence of these small but finite
scales leads to flow instabilities and chaotic eddies (turbulent flow), whereas no vortices
can be generated by the Euler equations [7].
1.1.3 Turbulence energy spectrum
In order to solve numerically Eqs. (1.1) and (1.2) they have to be discretized in space
and time and, if the discretizations of the model resolve all the scales of turbulence, the
solution of the numerical simulation is known as Direct Numerical Simulation (DNS).
This means to resolve the turbulence scales from the largest reference length scale L,
associated with the motions containing most of the kinetic energy (inertia), down to
the smallest dissipative scales η (Kolmogorov scale):
η =
(
ν3
ε
)1/4
, (1.5)
being a function of the kinematic viscosity ν and the dissipation of turbulence kinetic
energy ε [8]. By expressing the scales of turbulence in terms of their wave number κ =
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Figure 1.2: Turbulence energy spectrum. The large eddies (with size L) are responsible for
the turbulence energy production (P), while the small ones (with size η) for the dissipation
(D). The turbulence energy E decays ∝ κ−5/3, being κ the wave number. Direct Numerical
Simulation (DNS) resolves all the scales of turbulence, while Large Eddy Simulation (LES)
resolves the large scales and model the small ones. The Reynolds-averaged Navier-Stokes
equations (RANS) model all the scales.
2pi/l, with l being the eddy size, it is possible to write the energy E associated with the
turbulence as function of κ and plot it in spectrum form (Figure 1.2). The turbulence
energy has maximum values for large eddy sizes corresponding to the turbulence energy
production (P), which is due to the inertial forces. The minimum values are related
to small eddy sizes corresponding to the dissipation of turbulence kinetic energy (D),
which is due to the viscous effects. Between these two points, E decays with a cascade
∝ κ−5/3 that was first described by Kolmogorov in 1941.
DNS is able to resolve all the turbulence scales providing the right turbulence en-
ergy production and dissipation. However, DNS can be applied only for very simple
geometries and low Reynolds numbers, because it becomes prohibitive for very high
Re. Indeed, in order to resolve down to the smallest turbulence scale η, the grid spacing
∆x must obey the condition:
∆x ≤ η, (1.6)
meaning that the number of grid points N for a three-dimensional DNS must be [9]:
N ≥ Re37/14. (1.7)
For giving an example, a grid for simulating a car driving at 140 km/h (Re ≈ 5 ×
106) should consist of more than 100 quadrillion points (100 × 1015). For this reason
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modelling rather than resolving the small scales of turbulence becomes mandatory.
1.2 Turbulence modelling
1.2.1 RANS
Turbulence modelling started from the works of Osborne Reynolds in 1883 [1, 8, 10, 11].
His idea is to decompose the fluid velocity ~u into two components:
~u = ~¯u+ ~u′, (1.8)
where ~u′ is the fluctuating component of the velocity, and ~¯u is the average of the
velocity over the time period T :
~¯u = 1
T
∫ t+T
2
t−T
2
~udt, (1.9)
with t the time variable. By rewriting the NS momentum equations with the new
velocity definition of Eq. (1.8), Reynolds obtained the momentum equation expressed
for ~¯u plus a new term depending on ~u′:
∂t~¯u+ (~¯u · ∇)~¯u = −1
ρ
∇p¯+ ν∇2~¯u−∇~u′~u′ + ~¯g. (1.10)
The six independent components of the new term ∇~u′~u′ have the same dimensions of
the viscous stresses ν∇2~¯u and for this reason they are called Reynolds stresses. The
problem is that despite of the six new unknown variables the number of equations is
still the same as for the original NS equations. Hence, the Eqs. (1.10) are not close
and there is no rigorous way to close them. This is known as the closure problem of
the Reynolds-averaged Navier-Stokes equations (RANS). In order to solve the RANS
equations, a turbulence model is required assuming a relationship between the mean
velocity and the unknown variables. In 1887 Joseph Boussinesq hypothesized such a
relationship by introducing an eddy viscosity νt:
−∇~u′~u′ = νt∇2~¯u. (1.11)
Hence, Eq. (1.10) can be rewritten as:
∂t~¯u+ (~¯u · ∇)~¯u = −1
ρ
∇p¯+ (ν + νt)∇2~¯u+ ~¯g, (1.12)
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where the sum (ν + νt) represents the effective fluid viscosity.
Over the years, several approaches have been proposed for modelling the eddy
viscosity, e.g. the Prandtl’s mixing-length concept relying on an algebraic formula
(related to the boundary layer), the 1-equation models for the turbulent kinetic energy
k, the 2-equations models that consider also the dissipation of turbulence kinetic energy
ε [12, 13], and the Reynolds stress equation model that solves one equation for each
Reynold stress [11].
By using RANS all the turbulence energy scales are modelled and not resolved
(Figure 1.2).
Since the averaging period T for obtaining ~¯u is normally much longer than the
largest time scale of the turbulent motion (T → ∞), RANS enables to obtain only
steady state solutions and it does not capture the unsteadiness of the flow [8]. For this
reason, in order to compute the unsteady “mean” field [8, 14, 15], Unsteady Reynolds-
averaged Navier-Stokes equations (URANS) have been introduced.
1.2.2 LES
In order to capture the dynamics of turbulent flows, another approach to turbulence
modelling is the Large Eddy Simulation (LES) [16, 17]. LES uses a grid with a res-
olution that can resolve correctly the large eddies. The small eddies, that have an
influence on the large eddies but are smaller than a defined filter width, have to be
modelled by a subgrid-scale model (SGS) (Figure 1.2). Therefore, LES performs a
low-pass filtering operation in space and not in time (like RANS):
~¯u(x, t) =
∫ ∞
−∞
G∆¯(x− x′)~u′(x, t)dx′, (1.13)
where x and t are the space and time variables, and G∆¯ is a filter function with width
∆¯. The velocity ~¯u for LES depends on time, and LES is a transient approach. Similarly
to RANS, a new stress term is obtained by introducing Eq. (1.13) into Eq. (1.1), which
represents the effect of the unresolved velocity components on the resolved ones. Being
unknown, this term needs to be modelled with the SGS.
Explicit filtering approaches, such as the Smagorinsky model [18], the dynamic
procedure [19], and the scale similarity models (SSM) [20], have been developed in
order to deal with the new unknown stress term [17]. The standard Smagorinsky
model introduces an eddy viscosity for modelling the influence of the small eddies on
the large eddies:
νt = (Cs∆x)2Sij, (1.14)
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where Cs is the Smagorinsky constant and Sij is the strain stress tensor [18]. The
Smagorinsky model is known to over estimate the turbulent viscosity near the solid
boundaries. In order to predict correctly the eddy viscosity near the walls, dynamic
procedure [19] or wall-adapting local eddy-viscosity (WALE) model [21–23] have to be
used.
Since explicit filtering LES models usually apply SGS filter widths proportional to
the grid spacing, the new unknown stress term is of the same order of the discretization
error. It can therefore be argued that there is no scale separation between the filtering
operation and the leading numerical error. Based on this observation the method
of implicit filtering was introduced (ILES). It uses stable discretization methods that
simply discard all scales smaller than the grid spacing [17].
Interestingly, in the limit of ∆¯ → 0 all the scales are resolved and both LES and
ILES turn into a DNS.
LES computations, although being more accurate than RANS, are more expensive
because they are naturally transient and requires finer grid resolutions. For this reason,
in order to reduce the simulations efforts and still providing satisfactory results, hybrid
methods have been introduced in order to use “LES if necessary and RANS if possible”.
An example is given by the Detached Eddy Simulation (DES) that switches between
RANS for modelling the boundary layer and LES for the rest [24–27].
1.2.3 Near-wall treatment
Another important issue of turbulence modelling is the near-wall treatment. Near-
wall turbulence is responsible for some important effects such as the friction drag
and the wall heat transfer [8]. In particular, in flows with heat transfer, an accurate
resolution of the near-wall region is crucial because most of the temperature change
occurs across it [28]. The velocity profile in the near-wall region, or boundary layer, is
well approximated by a function proposed by Tennekes and Lumley in 1972 (“law of
the wall”) [29]:
u+ = y+, (1.15)
u+ = 1
K
ln(y+) +B, (1.16)
where K is the von Kármán constant and B is a constant (K ≈ 0.41 and B ≈ 5.0 for
smooth walls). The term y+ is the dimensionless wall distance:
y+ = y
ν
uτ , (1.17)
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and u+ is the dimensionless velocity:
u+ = ue
uτ
, (1.18)
where ue = ~u · ~e is the velocity in the direction of the stream-wise direction ~e. This is
defined as:
~e = ~u− (~u · ~n)~n‖~u− (~u · ~n)~n‖ , (1.19)
with ~n the normal to the wall. The term uτ is the frictional velocity:
uτ =
√
τw/ρ, (1.20)
with τw the wall shear stress.
Figure 1.3 shows the velocity profile at the wall by using Eqs. (1.15) and (1.16),
and for DNS simulations of turbulent channel flow [30]. The x-axes of the plot is in
logarithmic scale and the profile shows four distinct parts [8, 11, 31]. The first one
is for y+ < 5 and it is called the viscous sub-layer where the flow regime is laminar
and the velocity grows linearly with the distance to the wall (Eq. (1.15) – I). The
second part for 30 < y+ < 200 is the inertial sub-layer, the flow regime is turbulent,
and the velocity grows logarithmically with the wall distance (Eq. (1.16) – II). The
region between these two is the transition zone or buffer layer (T), and it is the region
where the boundary layer changes from the laminar to the turbulent regime. Finally,
Figure 1.3: Near-wall velocity profile. The velocity profile at the wall by using Eqs. (1.15)
and (1.16), and for DNS simulations of turbulent channel flow [30].
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the fourth part for y+ > 200 is the turbulent wake region outside the boundary layer
(W). Interestingly, the velocity profile in the wake region (W) depends on the Reynolds
number, while in the regions I, T, and II it does not. For higher Re the region (W)
moves to higher y+ and u+, while for lower Re it moves closer to the inertial region
(II).
For flows at high Reynolds numbers, the boundary layer is a region of strong velocity
gradients because the velocity is zero exactly at the wall and approaches the bulk
velocity over a short distance. Due to these strong gradients present in the proximity
of the wall, highly refined grids are required in order to resolve the boundary layer
[11]. First attempts for dealing with the near-wall turbulence were the introduction of
damping functions, leading to low-Reynolds number forms of the standard turbulence
models [16]. These methods, although reliable, are very expensive especially for three-
dimensional problems [28]. Hence, the modelling of near-wall region flows has become
important, initialising the development of the so-called wall functions.By using wall
functions the viscous sub-layer does not have to be resolved and very fine mesh is not
required.
The first wall function was introduced by Launder and Spalding in 1974 [32]. The
idea is to use the law of the wall to compute the wall shear stress τw and to adjust
the eddy viscosity νt for the first grid node accordingly to τw. Thus, a wall function
simulation normally requires that the first cell outside the walls lies in the logarithmic
region (y+ > 30). This approach has been improved by introducing the turbulent
kinetic energy k for calculating τw [33, 34], either by assuming k as constant in the vis-
cous sub-layer or by taking into account its variations. Other wall functions have been
implemented to work properly with smaller y+ [35, 36], to take the pressure gradients
into account [37, 38], and to solve the transport equations in the boundary layer more
accurately by adding an extra one-dimensional sub-grid point across each layer of cells
[39]. Interestingly, it is also possible to use skin friction boundary conditions as wall
functions [40, 41].
1.3 Aim of the work
The development of numerical methods for the CFD can be considered an important
topic being as interesting as broad. It covers several fields such as the implementation
of physical models, the discretization of the geometries, the management of large data
sets, and the coding of efficient and parallel algorithms [42]. Physicists, mathemati-
cians, programmers, and engineers are called to collaborate in order to develop efficient
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and scalable methods, allowing the scientific community to satisfy the requests of the
current and future challenges.
For carrying out CFD simulations, I opted for the lattice Boltzmann method in
its cumulant variant [43] (Chapter 2). The cumulant LBM is a multiple-relaxation-
time method, providing accurate results for various fluid flows and allowing efficient
implementations on different architectures. In this work, I focused on two different
issues of CFD simulations with the cumulant LBM. They are the discretization of
the geometries and the analysis of turbulent flows in the near-wall region. The latter
was addressed by analysing two aspects, the relaxation parameters, and the near-wall
turbulence treatment.
The discretization of the geometries for the LBM requires a Cartesian grid. How-
ever, although this can be considered as an advantage [44, 45], the grid generation
for complex geometries is not a simple procedure. Second order boundary definition,
free shape grid refinement, and level wise load balancing for parallel meshes are only
some of the issues that the grid generator has to deal with. I implemented a new grid
generator that deals with these challenges creating advanced meshes for very complex
geometries (Chapter 3).
Multiple-relaxation-time LBMs deal with the utilization of relaxation parameters
for the higher order terms. These parameters can be chosen to improve the accuracy of
the results [46, 47]. However, the selection of an optimal set of parameters is difficult
since the number of constraints is often larger than the number of parameters, and
each set represents some sort of compromise. I addressed this problem by using a new
set of relaxation parameters implemented for simulations of turbulent flows at high
Reynolds numbers (Chapter 4).
Although being an important aspect of turbulent flows, the near-wall turbulence
treatment for the LBM has not been deeply investigated and only few recent studies are
available [48]. Wall functions allow to obtain the correct quantities at the wall, e.g. the
stresses, even with coarse grids, increasing the efficiency of the numerical simulations.
The implementation of a new wall function for the LBM is shown in Chapter 5.
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Socrates: All in all, I responded, those who were chained would consider nothing besides
the shadows of the artefacts as the unhidden.
Plato, The allegory of the cave, Republic
In history the scientific knowledge has grown from the intuitions of scientists thatestablished new breaking-points in the existence of all humankind. it is worth
mentioning some eminent people of the past such as Cristoforo Colombo who started
an incredible journey after picturing in his mind a rounded Earth, or Galileo Galilei who
investigated mathematics and natural philosophy after being attracted by a swinging
chandelier, or even Isaac Newton who developed the gravitation theory after being hit
by an apple fallen from a tree. Their discoveries were difficult to be assimilated because
they bumped into the aversions of the beliefs of those times [49], but once settled they
chased away the shadows of the biases and they became the new references for further
explorations.
In Computational Fluid Dynamics the lattice Boltzmann method had the same
difficulties for becoming popular, but in the last two decades it has been established
as a valid method for CFD in both academic and industrial applications [50, 51].
Furthermore, the continuous developing of more sophisticated variants, such as the
multiple-relaxation-time (MRT) [52] and the cumulant LBM [43], improved the sta-
bility and accuracy of the method, allowing the utilization of the LBM for turbulent
flows at high Reynolds numbers.
In this chapter I will briefly introduce the lattice Boltzmann method, the cumulant
LBM, and the boundary condition for complex geometries.
2.1 Introduction to the lattice Boltzmann method
The Boltzmann transport equation (BTE), developed by Ludwig Boltzmann in 1872
[53, 54], describes the statistical behaviour of particles by the transport equation:
∂tf + ~ξ∂~ξf = Ω, (2.1)
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where f is the particle probability distribution function, t is the time, ~ξ is the micro-
scopic particle velocity, and Ω is a collision term. The distribution function f can be
seen as the probability of a particle to be in a certain state in the momentum space.
The lhs of Eq. (2.1) represents the streaming of particles while the rhs is the colli-
sion between particles. The collision term Ω is not straightforward to solve. Several
attempts have been made to model the collision term, and the first solution obtaining
a certain relevance was proposed by Bhatnagar, Gross and Krook (BGK) in 1954 [55].
They assumed that the collision is the process that returns particles to the state of the
Maxwellian equilibrium:
Ω = f
eq − f
τ
, (2.2)
where f eq is the equilibrium state of the particle probability distribution function, and
τ is the collision mean free time. Eq. (2.2) is a rate equation with the rate of change
(i.e. the molecular collision frequency ω) being related to the collision mean free time
as ω = 1/τ .
To solve numerically Eq. (2.1), it is necessary to discretize it in space, time, and
particle velocity. In the lattice Boltzmann method, the particles are allowed only to
have discrete velocities. The discrete velocities are chosen such that particles travel a
predefined distance in a certain time. When choosing the distances and the length of
the time-steps in such a way that particles move from node to node on a Cartesian
grid, all interpolations are avoided and the streaming step is exact. Hence, the lattice
BTE in three dimensions is written as [56, 57]:
fijk(x+ic∆t)(y+jc∆t)(z+kc∆t)(t+∆t) = fijkxyzt + Ωijkxyzt, (2.3)
or [43]:
fijkxyz(t+∆t) = f ∗ijk(x−ic∆t)(y−jc∆t)(z−kc∆t)t, (2.4)
where ic, jc, and kc are the variables in velocity space ~ξ = (ic, jc, kc), c = ∆x/∆t
is the discrete speed and i, j, and k ∈ Z, and x, y, and z are the variables in space,
∆x is the grid spacing, ∆t is the time-step, and the symbol ∗ means the post-collision
state. Figure 2.1 shows a three-dimensional discretization of the velocity space with
27 discrete speeds, the D3Q27 lattice [58]. The node in the middle (in dark grey) is
the source point (velocity zero) from which f streams into the directions of the 26
neighbours (in light grey).The velocity zero is denoted as the resting direction (r). The
other directions are east (e) and west (w), north (n) and south (s), and top (t) and
bottom (b) for the positive and negative X-, Y-, and Z-direction, respectively. The
20 diagonal directions are combinations of these six. To give an example, the upper
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Figure 2.1: The D3Q27 lattice. The point in the middle (in dark grey) is the source point in
the resting direction (r). The others (in light grey) are the 26 links ot the directions of the
neighbours into the distributions can stream.
corner position in positive Z-, Y- and X-direction is defined as top-north-east (tne).
The distance between the source node and any of the neighbours is unitary and thus
i, j, k ∈ {−1, 0, 1}.
The lattice Boltzmann method is a numerical method for solving the Navier-Stokes
equations and due to the duality of the spatial discretization and the discretization of
the velocity space, the LBM fulfils exactly all chosen conservation laws, i.e. conserva-
tion of mass, momentum and angular momentum. The hydrodynamic variables such
as fluid density ρ, fluid velocity ~u = (u, v, w) and fluid pressure p are the moments
mαβγ =
∑
ijk i
αjβkγfijk of f and they are computed locally at xyzt:
ρ = m000 =
∑
ijk
fijk, (2.5)
ρu = m100 =
∑
ijk
ifijk, ρv = m010 =
∑
ijk
jfijk, ρw = m001 =
∑
ijk
kfijk, (2.6)
p = 13c
2ρ. (2.7)
The kinematic viscosity ν is given through the relaxation rate ω:
ν = 13
( 1
ω
− 12
) ∆x2
∆t , (2.8)
where the term 13
(
1
ω
− 12
)
= νLB is the kinematic viscosity in lattice units.
Beside its clarity and simplicity, the LBM still presents some difficulties that reside
in the collision operator Ω. The solution to Ω given by the single relaxation time
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approach of the BGK method became the most popular due to its straightforward
implementation. The single relaxation rate is chosen according to the collisions with
the highest probability, which are binary collisions. However, due to the high number
of discrete velocities, collisions between more than two particles are implicitly included.
In the BGK approach multiple particles collisions are given the same probability as
binary collisions. This is far from the physical reality and it causes stability and
accuracy problems.
In order to improve the method for collisions including more than two particles,
multiple relaxation time methods have been introduced. The first multiple-relaxation-
time (MRT) method was implemented by d’Humières in 1992 [52, 59]. Although MRT
improves the solution of the collision operator, it introduces an additional Galilean
invariance violation and hyper-viscosity problems. The first problem is due to the
definition of the moments used not being Galilean invariant. The second issue comes
from the coupling of the different relaxation rates, because the moments are not statis-
tically independent.Although the hyper-viscosity is formally higher order (∝ ∆x4), it
can not be neglected while solving turbulent flows at high Reynolds numbers because
the viscosity defined by ω1 becomes very small. The numerical diffusion is ∝ ∆x2.
In order to recover the Galilean invariance in the context of multiple-relaxation-
time methods, Geier introduced a new moments definition implementing the cascaded
lattice Boltzmann (CLB) [60, 61]. The CLB method uses central moments instead
of raw moments, it recovers the Galilean invariance, but the variables are still not
statistically independent of each other.
Although the hyper-viscosity error in the CLB is of the same order as the general
leading order error of the LBM (i.e. it does not reduce the order of convergence), its
prefactor can be rather high, such that the results can actually be inferior of those
obtained by the BGK [62]. Since the error originates from the spurious coupling of
the moments, one possible solution is to use factorized central moments (FCM) [62].
Factorization means decomposition of an object into the product of other objects,
decoupling the degrees of freedoms and the moments become statistically independent
of each other.
2.2 Theory of cumulants
The factorization proposed in [62] to reduce the hyper-viscosity was theorized with
the cumulant LBM [43], which overcomes all the previous problems at once. The
cumulant LBM is Galilean invariant, the degrees of freedoms are decoupled, and the
14
2. Cumulant LBM
hyper-viscosity is reduced to the same level as in the BGK or lower. The method
originates from the question of what is the optimal choice of variables to describe
the particle distribution function. In the cumulant LBM, the variables are chosen
to be statistically independent of each other. Statistical independence means that
the joint probability of the observable variables can be expressed as the product of
their individual probabilities. Before writing the joint probability, it is necessary to
transform the discrete particle probability distribution function f into a continuous
function in frequency space F in order to allow for the Taylor series expansion. The
frequency space transformation is done by using the Laplace transform:
F (~Ξ) = L{f(~ξ)}. (2.9)
Hence, it is possible to write the joint probability of the observable quantities as the
product of their own probabilities (factorization):
F =
∏
F (Cαβγ). (2.10)
Furthermore, in order to perform the Taylor series expansion, the product operator has
to be transformed into a sum operator by using the logarithm:
ln(F ) =
∑
ln(F (Cαβγ)). (2.11)
The variables Cαβγ of the function F are defined as countable cumulants:
Cαβγ = c−α−β−γ
∂α∂β∂γ
∂Ξα∂Υβ∂Zγ ln(F (Ξ,Υ,Z))
∣∣∣∣∣
Ξ=Υ=Z=0
, (2.12)
where Ξ, Υ and Z are the coordinates of the frequency-velocity-space. Cumulants are
statistically independent of each other. Since they are statistically independent, it is
admissible that they decay with different rates.
The cumulant LBM calculates cumulants from central moments (Kαβγ) and uses
them only in the collision [43]. In the collision step each cumulant is relaxed towards
its equilibrium with an individual rate ωαβγ:
C∗αβγ = ωαβγC
eq
αβγ + (1− ωαβγ)Cαβγ, (2.13)
where C∗αβγ and C
eq
αβγ indicate the post-collision and the equilibrium state of the cumu-
lants, respectively. After collision the central moments are reconstructed and finally
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the new populations f ∗ are recomputed.
The D3Q27 cumulant LBM collision operator is reported in Appendix A.
2.3 Boundary condition for complex geometries
Due to the utilization of Cartesian grids, the original LBM is not particular suitable
for solving flows over complex geometries. For a straight channel flow the walls can
be located at the half of the grid spacing and the boundary can be solved by using
the simple bounce-back (sbb) approach. But this is not possible for inclined or curved
walls. The problem can be overcome by using the cut-cell approach (off-grid) [63],
leading to the implementation of interpolated bounce-back (ibb) boundary conditions
[64]. Cut-cell means that the real position of the geometry surface is taken into account
by defining the distance between the fluid node and the wall. This distance is called
sub-grid-distance q ∈ {0 · · · 1} and it is used for the interpolation.
The sbb boundary condition simply exchanges the unknown distributions coming
from the wall by the distributions going into the wall (Figure 2.2a):
fi¯j¯k¯xyz(t+∆t) = fijk(x+ic∆t)(y+jc∆t)(z+kc∆t)(t+∆t), (2.14)
(a) sbb (b) ibb
Figure 2.2: Boundary conditions for geometries. The fluid nodes are the squares (), the
considered boundary node is the circle (•), and the solid nodes are the crosses (×). The simple
bounce-back (sbb) boundary condition (a) exchanges the distributions coming from the wall
by the distributions going into the wall, and the wall is located at half grid spacing. The
interpolated bounce-back (ibb) boundary condition (b) interpolates between the distributions
interpolated at the wall and those ones of the neighbours, and the wall can be located at any
ratio of the grid spacing (sub-grid-distance 0 ≤ qijk ≤ 1).
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where i¯j¯k¯ (coming from the wall) denotes the opposite direction of ijk (going into
the wall). By using sbb the wall is a no-slip boundary condition and it is assumed to
be half way between the grid nodes. On the contrary, the ibb takes into account the
real position of the wall via the sub-grid-distance q using it for the interpolation [43]
(Figure 2.2b):
fi¯j¯k¯xyz(t+∆t) =
1
qijk + 1
fwi¯j¯k¯t +
qijk
qijk + 1
fi¯j¯k¯(x+i¯c∆t)(y+j¯c∆t)(z+k¯c∆t)(t+∆t). (2.15)
The interpolation is done between the outward moving distributions at the wall fw
i¯j¯k¯t
and the distributions of the neighbours in the direction outward the wall
fi¯j¯k¯(x+i¯c∆t)(y+j¯c∆t)(z+k¯c∆t)(t+∆t). The term fwi¯j¯k¯t considers the velocity at the wall:
fwi¯j¯k¯t = f
w
ijkt − 6wijk(iuw + jvw + kww), (2.16)
where wijk are the weight of the corresponding links (w100 = 2/27, w110 = 1/54,
w111 = 1/216, and so on by permuting the indices), and ~uw = (uw, vw, ww) is the
velocity at the wall. The term fwijkt is the inward moving distribution at the wall and it
is computed by a linear interpolation between the distributions of the boundary node
and those ones entering the wall:
fwijkt = (1− qijk)fijkxyzt + qijkfijk(x+ic∆t)(y+jc∆t)(z+kc∆t)(t+∆t). (2.17)
By providing ~uw = (0, 0, 0) this boundary behaves as a no-slip condition, while by
giving ~uw 6= (0, 0, 0) the boundary can be used for any velocity conditions, either
inflow or slip. Interestingly, by using a sub-grid-distance at half grid spacing like the
sbb (qijk = 0.5) and no-slip condition with ~uw = (0, 0, 0), the ibb differs from the sbb
of Eq (2.14):
fi¯j¯k¯xyz(t+∆t) =
1
3fijkxyzt +
1
3fijk(x+ic∆t)(y+jc∆t)(z+kc∆t)(t+∆t)
+ 13fi¯j¯k¯(x+i¯c∆t)(y+j¯c∆t)(z+k¯c∆t)(t+∆t).
(2.18)
2.4 Outflow boundary condition
At the outflow of the domain a standard approach is to use an extrapolation boundary
condition. The extrapolation exchanges the distributions entering the domain with
those ones from the node close to the outlet. Considering for example an outflow
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boundary condition in positive X-direction, it is possible to write [43]:
f1¯jkxyzt = f1¯jk(x−∆x)yzt. (2.19)
This approach introduces acoustic reflections that can be reduced by linear interpo-
lation between the distributions at the outlet and the distributions from where the
pressure wave came from [43]:
f1¯jkxyzt = f1¯jk(x−∆x)yz(t−∆t)(cθ1/2 − u)
∆t
∆x + f1¯jkxyz(t−∆t)
(
1− (cθ1/2 − u) ∆t∆x
)
, (2.20)
where cθ1/2 =
√
1/3∆x/∆t is the speed of sound and u is the velocity at the outlet.
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Virtue is like a rich stone – best plain set.
Francis Bacon, Of Beauty
Beauty, such as other virtues, is maybe one of the most fascinating riddles of thehuman life. Painters, artists, writers, philosophers, theologians, and anyone in the
world tried to reach the essence of beauty with their own capabilities and instruments.
However, adding artefacts to the originality of beauty, it leads to lose its authenticity.
To recover its essence one should strip beauty from any artefacts, thus becoming plain
and accessible. This concept could be extended for any thoughts or objects. Numerical
methods should respect this principle too, in order to be as plain as possible allowing
clear and efficient implementations.
The lattice Boltzmann method has always been considered to allow a straight-
forward implementation due to its utilization of Cartesian grids [44, 45]. It has the
advantage that the discretization of the fluid domain avoids the classic FVM meshing
process and the complexity of the geometries is not a limiting factor (e.g. for the prism
layers addition). However, this is no longer true for solving very complex problems
because the discretization of the geometries, in addition with the use of free shape grid
refinement regions, becomes delicate even for the LBM.
I investigated the subject of the LBM grid generation for complex geometries, lead-
ing to the development of a new grid generator that complies with the requirements of
the cumulant LBM. In this chapter, before explaining the operating principles of the
new grid generator, I will introduce the cumulant LBM implementation on GPGPU,
highlighting the most important characteristics with regards to grid generation. Fi-
nally, I will give some examples and numerical results of complex grids.
3.1 Introduction to the cumulant LBM GPGPU implementa-
tion
The cumulant LBM has been successfully implemented on both CPU and GPGPU
architectures [65]. It has been used to perform reliable CFD simulations, e.g. for
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simulating the dispersion process of ceramic agglomerates on CPU [66] and for solving
the external aerodynamics of a generic car on GPGPUs [67]. The implementation of
the cumulant LBM on GPGPU has been optimized in order to minimize the amount
of data required to define the grid and perform the streaming and collision operations
[68].
3.1.1 Data structure
The data structure used in the cumulant LBM consists of a sparse matrix called Esoteric
Twist [69], or simply Eso-Twist. For a D3Q27 lattice, the distributions moving in
positive directions (e, n, t, ne, te, tn, tne) are stored at the index of the respective
source node (r), while the distributions moving in negative directions are stored at
the respective neighbour index in the opposite direction (Figure 3.1 – the notation of
the distributions for the D3Q27 lattice has been already shown in Figure 2.1). For
examples, the distribution with direction (-Z,-Y,-X) (bsw) is stored at the position of
the opposite direction (+Z,+Y,+X) (tne). In this way all the distributions are stored
only at the nodes in positive directions (the upper octant of the lattice) and only the
links to the seven positive neighbours have to be defined for each source point. This
number is further reduced to three by the application of a pointer chasing algorithm.
Figure 3.1: Esoteric Twist. The distributions are all stored at the upper octant of the lattice:
the distributions going in positive directions are located at the index of the source node (r),
while the ones going in negative directions are stored at the index of the opposite neighbour.
The entire lattice is further defined by storing only the three neighbours in positive X-, Y-,
and Z- directions of the source node. The other distributions are reached by using a pointer
chasing algorithm (arrows).
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The arrows in Figure 3.1 indicate the pointer chasing paths to reach the neighbours
starting form the source point. For example, the neighbour of the source node (r) in
direction (+Z,+Y,+X) nzyx is reached by taking first the X-neighbour of r (nx), then
the Y-neighbour of nx (nyx), and finally the Z-neighbour of nyx (nzyx). Hence, the
entire connectivity of the D3Q27 lattice is completely defined by only three neighbours
in positive X-, Y- and Z-direction. This means that each node needs the three positive
neighbours always defined. This is an important requirement for the grid generator.
3.1.2 Boundary definition
In order to have a second order accurate boundary definition, the cumulant LBM
uses a cut-cell approach (off-grid) [63]. Cut-cell means that the lattices close to the
boundary are cut by the geometry, and the neighbours of the source node that would
be located on the other side of the boundary are missing. Figure 3.2 shows an example
for this case. The fraction of the distance between the boundary node and its solid
neighbour at which the link is cut is called the sub-grid-distance q. This distance is
bounded between 0, where the fluid node resides on the boundary, and 1, where the
solid neighbour is on the geometry. The grid generator has to provide this information
for any boundary node, taking into account also some particular cases like singularities
of the mesh. The calculation of qs is highly demanding, especially for very complex
and detailed geometries.
Figure 3.2: Boundary definition. The boundary is defined by using a cut-cell approach. The
boundary nodes are the source nodes of the cut lattices (circles) and they own the information
of the distance to the boundary in the directions of the missing neighbours (× symbol), the
sub-grid-distance 0 ≤ q ≤ 1 (dashed green line).
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3.1.3 Grid refinement
For solving complex CFD engineering problems, the resolution of the grid has to adapt
to a fine mesh where necessary and to a coarse mesh where possible.By changing the
resolution of the grid, the physical quantities such as the speed of sound, the Mach
number, and the Reynolds number should remain the same. In order to keep these
quantities constant across all grid resolutions, it is a standard procedure to change the
time-step lengths ∆t proportional to the grid spacing (acoustic scaling). However, by
using different ∆t, it is necessary to interpolate between grids both in space and time.
The cumulant LBM adopts the approach of overlapping grids [70], i.e. only interpola-
tion in space and not in time is required and a quadratic interpolation, necessary for
recovering the velocity, is achieved with a compact quadratic interpolation. Moreover,
this approach requires staggered grids. Figure 3.3 shows an example of a grid with
two different resolutions. There, the positions of coarse and fine nodes do not coincide
spatially but they have an offset of (∆x/4,∆x/4,∆x/4) with ∆x being the distance
between two adjacent coarse nodes. The two grids have an overlapping region for the
interpolation in space in both directions, from the coarse to fine grid (CF) and from
the fine to coarse grid (FC). On the CF side the eight nodes of the source coarse cell
(C) are used to interpolate the eight nodes of the destination fine cell (F). On the
FC side the eight nodes of the source fine cell (F) are used to interpolate one single
coarse node (C). The interpolation zones (in grey in Figure 3.3) must cover at least
five nodes in the finer resolution. A coarse node used as source on the CF side cannot
be a destination node on the FC side. In the case of the grid interfaces crossing a
Figure 3.3: Grid refinement interface. Grid with two resolutions, the coarse one (on the left,
thick lines and thick points) and the fine one (on the right, thin lines and thin points). The
grids are staggered in space and they overlap. The overlapping zone is used for the spatial
interpolation in both directions (grey areas), from the coarse to the fine grid (CF) and from
the fine to the coarse grid (FC). Cells cut by a boundary are invalid for the interpolation
(line filled areas) and an offset to valid cells must be provided (dashed line filled areas).
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boundary, due to the cut lattices, the cells are not valid for the interpolation. An offset
to the first valid source cell is required. Figure 3.3 shows also this particular case for
both offsets on CF and FC sides. Due to the symmetry of the interpolation zones, the
technique is independent of the orientation of the interface and does not require any
special treatments for corners. Moreover, the use of an overlapping region occupies
less memory on GPGPU than an interpolation in time without overlapping region [65].
The construction of this type of mesh refinement results to be an important constrain
for the grid generator, especially where the grid interface crosses a boundary.
3.1.4 Multi-GPGPUs
In order to solve large scale simulations, the parallelization of the LBM kernel is es-
sential. The cumulant LBM implementation allows parallel computations on multiple
GPGPUs, by transferring the nodal distribution function f from GPGPU to GPGPU
[68]. In order to perform this operation, the kernel should know which grid node to send
and which grid node to receive at the interface. Figure 3.4 shows the communication
between two GPGPUs. There, the first GPGPU has index 0 (bottom) while the second
one has index 1 (top). The domains that are allocated on each GPGPU duplicate the
“send” nodes (S) of the other GPGPU with “receive” nodes (R). The communication
between GPGPUs is ordered, first in X-, then in Y- and finally in Z-direction. The grid
generator should create the extra nodes only for parallel cases and store their indices
for the communication.
Figure 3.4: Multi-GPGPUs implementation. Communication between two GPGPUs, a first
one with index 0 (bottom, in thick grey) and a second one with index 1 (top, in thin black).
The domains allocated on each GPGPU have duplicated nodes, “receive” (R), which receive
the information coming from the “send” nodes (S) from the other GPGPU.
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(a) (b) (c)
Figure 3.5: LBMHexMesh. The cumulant LBM mesh generation starts from a background
mesh and a geometry (a). The two steps are the refinement stage (b) and the addition of an
overlap region (c).
3.2 LBMHexMesh
LBMHexMesh is a parallel LBM grid generator that creates free shape multi-level three-
dimensional grids with second order accurate boundary definition [71]. Its purpose is
to provide grids for the cumulant LBM, precisely for its implementation on GPGPU.
LBMHexMesh is based on the open-source OpenFOAM grid generator snappyHexMesh
(release version 2.2.0) [72]. The grid generator snappyHexMesh has a powerful al-
gorithm for the grid refinement and its source code, being open, can be modified for
obtaining LBM grids. Starting from a background mesh and one or more geometries
(Figure 3.5a), LBMHexMesh first refines the grid (Figure 3.5b) and then adds the
overlap grids for the interpolation (Figure 3.5c).
3.2.1 Background mesh
The background mesh is a Cartesian mesh covering the entire simulation domain.
It is generated by using the standard OpenFOAM blockMesh application. Figure
Figure 3.6: Background mesh. The background mesh is built with a single box by defining
the eight vertices, the number of cells in X-, Y-, and Z-direction, and the six boundary faces.
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convertToMeters 1; //scale factor
vertices //eight vertices of the bounding box
(
(-15.0 -9.0 -0.3) //node index 0
(45.0 -9.0 -0.3) //node index 1
(45.0 9.0 -0.3) //node index 2
(-15.0 9.0 -0.3) //node index 3
(-15.0 -9.0 14.7) //node index 4
(45.0 -9.0 14.7) //node index 5
(45.0 9.0 14.7) //node index 6
(-15.0 9.0 14.7) //node index 7 //Length = 60m, Width = 18m, Height = 15m
);
blocks //definition of the bounding box and number of divisions
(
hex (0 1 2 3 4 5 6 7) (200 60 50) simpleGrading (1 1 1)
//cell size = 0.3m --> 200,60,50 divisions in X, Y, Z
);
edges ( );
boundary //six external faces
(
inlet { type wall; faces ( (0 4 7 3) ); } //-X boundary
outlet { type wall; faces ( (2 6 5 1) ); } //+X boundary
front { type wall; faces ( (1 5 4 0) ); } //-Y boundary
back { type wall; faces ( (3 7 6 2) ); } //+Y boundary
bottom { type wall; faces ( (0 3 2 1) ); } //-Z boundary
top { type wall; faces ( (4 5 6 7) ); } //+Z boundary
);
Listing 3.1: blockMeshDict file example.
3.6 gives an example and Listing 3.1 shows the dictionary1 blockMeshDict used
to define a background mesh in OpenFOAM. The information necessary for building
the background mesh is: i) the eight vertices of the bounding box, ii) the number of
divisions in X-, Y-, and Z-direction (according to the cell size wanted), and iii) the
six external boundary faces. The blockMesh grid generator allows for arbitrary cell
aspect ratio. For the LBM, grids with unity cell aspect ratio are required. This has
to be taken into account by choosing the correct number of divisions of the domain.
LBMHexMesh accepts only background meshes with cell aspect ratio equal to one. The
external faces can be merged together, e.g. combining the front, back, bottom, and
top faces into a single entity sides. The type of the face is not used in LBMHexMesh
because the boundaries are defined by using a new dictionary file introduced for setting
the LBM case (Listing 3.8).
3.2.2 Declaration of the meshing stages
LBMHexMesh uses the dictionary LBMHexMeshDict for setting all the parameters
for the mesh generation. The execution of the two stages of the grid generation, the
1In the nomenclature of OpenFOAM a dictionary is a text-file containing definitions of variables and
parameters.
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Figure 3.7: Geometry declaration. The geometry (car) and the wake refinement region (green
area dashed line surrounding the car) are declared in the dictionary file for the grid generation.
The ? symbol is the “keep point” defining the region to be meshed.
stage of refining the grid (refMesh) and the stage of generating the overlap grids
(LBMMesh), is declared in the first part of the file (Listing 3.2). Usually, starting from
the background mesh both the steps have to be performed (both true).
3.2.3 Declaration of the geometry
The LBMHexMeshDict file continues with the declaration of the geometries used for
the mesh generation. In the example of Figure 3.7 and Listing 3.3, StereoLithography
(STL) [73] geometries are used and they can be of two types: surface geometries and
refinement region geometries. The surface geometries are used as boundaries (e.g. the
car), and they have to be of type triSurfaceMesh. The refinement region geometries
are used as refinement regions (e.g. the wake – green area dashed line surrounding the
refMesh true; //stage 1
LBMMesh true; //stage 2
Listing 3.2: LBMHexMeshDict file example: part 1/4 – declaration of the meshing stages.
geometry
{
car.stl //using STL as boundary
{
type triSurfaceMesh;
name car; // same as fine name
patchInfo { type wall; }
}
wake.stl //using STL as refinement region
{
type closedTriSurfaceMesh;
name wake; // same as file name
}
}
Listing 3.3: LBMHexMeshDict file example: part 2/4 – declaration of the geometry.
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car), and they have to be of type closedTrisurfaceMesh. If the STL geometries
are composed of different regions, it is possible to specify different refinement levels for
each part. For LBMHexMesh, the name of each geometry must coincide with the name
of the STL file. Usually, STL files are necessary for very complex geometries such as
cars, planes, or turbines. For discretizing simpler geometries such as spheres, boxes, or
cylinders, it is possible to define the geometry by using the searchableSurfaces
OpenFOAM library.
3.2.4 Refinement stage
Similarly to the first stage of snappyHexMesh, the first step of LBMHexMesh per-
forms the grid refinement and the separation of the fluid from the solid cells.
The Listing 3.4 shows the refinement stage parameters.
The first entry is the cells size of the background mesh (cellSize0) used for
verifying the correct generation of the Cartesian background mesh. Setting a different
cell size from the one specified through the declaration of the background mesh results
in a fatal error.
The Listing continues with four parts: i) refinement levels declaration for the edges
(features), ii) refinement levels declaration for the surfaces (refinementSurfaces),
iii) refinement levels declaration for the regions (refinementRegions), and iv) other
entries.
The features2 entry allows to use edges from an external file to perform extra
refinement iterations specific for the cells intersecting these features. They can be ex-
tracted from the geometry with the OpenFOAM command surfaceFeatureExtract.
The refinementSurfaces entry allows to set the refinement level for each ge-
ometry identified by its name as declared in the geometry section. The refinement
operations are iterative, and they refine the mesh starting from the background mesh
level (0) to the desired refinement level (N ∈ N). The relation between the cell size
∆x and the refinement level N is:
∆xN =
∆x0
2N . (3.1)
In OpenFOAM the cells selected for surface refinement are identified by doing a cell-
surface intersection query. If a cell intersects a surface with a resolution different from
the current cell resolution, the cell is marked for refinement. The query is done for
all the cells in the domain, independent of the position. LBMHexMesh implements a
2In OpenFOAM geometrical edges are called features.
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refMeshControls
{
cellSize0 0.3;
features
(
{
file "car.eMesh"; //external features file
level 6;
}
);
refinementSurfaces
{
car // geometry used as boundary
{
level (6 6); //min and max ref. levels
regions
{
underbody { level (7 7); }
wheelsF { level (7 7); }
wheelsR { level (7 7); }
}
}
wake // geometry used as ref. region (zone)
{
level (0 0); faceZone wake; cellZone wake; cellZoneInside inside;
}
}
refinementRegions
{
wake { mode inside; levels ( (1e15 5) ); }
car { mode distance; levels ( (0.050 6) (0.150 5) ); }
}
resolveFeatureAngle 45; //only if min and max ref. levels differ
allowFreeStandingZoneFaces false; //"false" to use STL as ref. region
locationInMesh ( (-10 0 0) ); //keep point for fluid cells
nBufferLayers 5;
createCoarse 1;
createFine 3;
checkRefMeshRefinementStage false;
checkNeedleCells close;
loadBalance true;
}
Listing 3.4: LBMHexMeshDict file example: part 3/4 – refinement stage.
new surface treatment that confines the query operation only to those cells that are
inside the bounding box of each geometry. This simple implementation showed to
speed up the cell-surface intersection query, especially if many basic surfaces are used
with the searchableSurfaces library. For each surface it is possible to specify two
refinement levels, a minimum and a maximum value. OpenFOAM uses the minimum
as default resolution. The maximum resolution is used if the angle of the geometrical
features exceeds the angle specified by the resolveFeatureAngle entry. This angle
is not considered if the minimum and maximum values for the refinement level are equal.
If the geometries are composed of multiple regions, each region can be declared with a
specific refinement level as for example the regions of the geometry car in Listing
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3.4. The geometries used as refinement regions have to be defined as zones, e.g. the
geometry wake in Listing 3.4.
In the refinementRegions entry it is possible to set the refinement level for
the regions, e.g. for the wake. In order to use STL files as refinement regions, e.g.
the wake, the entry allowFreeStandingZoneFaces has to be set to false.
In the example of Listing 3.4, by using the refinement mode inside, all the cells
inside the region wake are refined to level 5. The surface geometries can also be used
as refinement regions, for example through the distance option. Considering the
example of Listing 3.4 for the geometry car, all the cells up to 50 mm and 150 mm
away from the geometry surface are refined to level 6 and 5, respectively. When using
refinement regions in distance mode, LBMHexMesh checks if the distances are set
properly to build the correct width of the interface zone, and fixes them automatically
if not.
At the end of the refinement stage, LBMHexMesh separates the fluid cells from
the solid cells, and the latter are removed. This is made possible by the “keep point”
declared in the locationInMesh entry. This point must be inside the domain but
outside the geometry (the ? symbol in Figure 3.7). Only the cells having the centre
inside the region of the “keep point” are kept.
One important OpenFOAM entry modified from the standard version is the
nCellsBetweenLevels. It specifies the minimum width of a refinement level in
number of cells. In LBMHexMesh this attribute has been replaced by the attributes
nBufferLayers, createCoarse, and createFine. The createCoarse de-
clares the width at the fine to coarse (FC) interface side, createFine is the width
at the coarse to fine (CF) interface side, and nBufferLayers is the number of
cells in between. To obtain the overlap region required by the cumulant LBM, the
createCoarse and the createFine must be at least 1 and 3, respectively. The
nBufferLayers entry must be at least 2 to avoid that the overlap regions intersect.
The last three entries of Listing 3.4, checkRefMeshRefinementStage,
checkNeedleCells, and loadBalance, are new and specific for the cumulant
LBM mesh. They will be explained in more detail below, the first two in this subsection
and the third one in the parallel mesh generation subsection.
Checking the overlap width
The interface region between two adjacent levels can have any shape. This is an advan-
tage because it allows to refine very complex geometries efficiently. However, the re-
quired interface width is not necessarily satisfied. This happens in particular at concave
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(a) (b)
Figure 3.8: Checking the overlap width. Checking of the width of the interface for the
cumulant LBM mesh. If a cell does not have space to build the interface, it is marked (a)
and split (b). The white line represents the geometry and the dark-grey cells are solid.
corners of the grid interface. For this reason LBMHexMesh implements a new algorithm
for checking the width of the overlap region. Figure 3.8a shows a mesh where the chang-
ing of the resolution from fine to coarse and from coarse to fine occupies only one coarse
cell in vertical direction (marked with the × symbol). There, the space occupied by the
coarse cell is not sufficient for building the required overlapping interface and thus the
cell is marked and split (Figure 3.8b). The entry checkRefMeshRefinementStage
= true specifies that the algorithm is executed in each iteration of the refinement
stage. If set to false the algorithm is executed only at the end of the refinement
stage. By using the latter case the computational time for creating the grid is reduced.
Checking for needle cells
If the geometry has very narrow features but the resolution chosen is not sufficient to
resolve them, the grid generator might create some needle cells, like in Figure 3.9a.
Needle cells are fluid nodes that do not have fluid neighbours on two or more opposing
sides (Figure 3.9b). These cells represent a critical problem for the final LBM mesh,
(a) (b) (c)
Figure 3.9: Checking for needle cells. Due to the narrow geometry (white line) and the poor
grid resolution, the fluid cells form a needle channel (a). This is a problem for the cumulant
LBM kernel and these cells are selected (b) and removed (c). The dark-grey cells are solid.
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LBMMeshControls
{
createSolid auto; //or "all"
renumberMesh true;
assignBoundary blockMeshly; //or "geometrically"
exportWallNormals false;
setBcFixAsGeom true;
pressureCheck true;
}
Listing 3.5: LBMHexMeshDict file example: part 4/4 – overlapping grids stage.
leading to instability of the simulation. LBMHexMesh implements an algorithm that,
at the end of the refinement stage, when the solid cells are already removed, checks
whether needle cells are still present. The entry checkNeedleCells can be set only
to close. The algorithm looks for needle cells, marks them (× symbol in Figure 3.9b),
and removes them (Figure 3.9c).
3.2.5 Overlapping grids stage
The second stage of the grid generation is completely new and specific for the cumulant
LBM. Listing 3.5 shows the input parameters for this stage.
The first operation is to generate grids of staggered nodes. This is done by replacing
the centres of the aligned cells coming from the refinement stage ( symbol in Figure
3.10a) with the lattice Boltzmann grid nodes (Figure 3.10b).
Each lattice node is identified by an index cI stored in a Cartesian “frame” (box
structured) for each grid level. In this way the computational time for all the successive
operations, such as searching the neighbours and adding new points, becomes negligible
because each node cI can be located by a singular index i encoding its coordinates
in the “frame”. In Listing 3.6, rL is the refinement level of the grid, Nx_i, Ny_i,
(a) (b) (c)
Figure 3.10: Overlapping grids stage operations. The grids are staggered by taking the cells
centres (a –  symbol) as the lattice Boltzmann nodes (b). Finally the new interface nodes
are created (c).
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i = Nx_i + ( Ny_i * Nx_tot[rL] ) + ( Nz_i * Nx_tot[rL] * Ny_tot[rL] ) //i = frame index
//rL = refinement level
cI = frame[rL][i] //cI = node index
Listing 3.6: “frame” indexing.
and Nz_i specify the position of the node in X-, Y-, and Z-direction, and Nx_tot,
Ny_tot (and also Nz_tot) are the total number of nodes in X-, Y- (and Z-) direction,
respectively.
Creating the interface points
After staggering the grids, the next step is to create the interface. The cumulant
LBM couples grid of different resolution by interpolation inside an overlapping region.
The destination nodes of the interpolation in this region have to be generated. The
interface consists of two sides, the coarse to fine (CF) and at the fine to coarse (FC).
The number of layers of the new points created on each side is declared with the entries
createCoarse and createFine in Listing 3.4. Figure 3.10c shows the added points
at the interface ( symbol).
Creating the solid nodes
The Eso-Twist data structure needs solid nodes as neighbours for those nodes that
are at the border of the grid. Overlapping regions need solid nodes as well for those
interpolation cells that intersect a boundary. Figure 3.11 shows both the cases. The
first case is shown in horizontal direction. Eso-Twist has the advantage to require
solid nodes only in positive directions. The second case is shown in vertical direction.
Figure 3.11: Creating the solid nodes. The Eso-Twist data structure requires an existing
neighbour for each fluid node in positive X-, Y-, and Z-direction. In addition, the grid
coupling requires complete interpolation cells, even if some of their nodes are solid. To
obtain an admissible grid solid nodes (× symbol) are added where necessary.
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The destination cells for the interpolation on the CF side need to be complete such
that solid nodes in negative vertical direction must be generated. Setting the entry
createSolid to auto tells LBMHexMesh to determine automatically in which di-
rections to create solid nodes. If solid nodes are also necessary in negative directions
(e.g. for tracking particles simulations), it is possible to force the code to create them
by using the entry createSolid as all.
Renumbering the nodes
The next operation of the overlapping grid stage is the renumbering of the nodes.
This is done only when renumberMesh is set to true. The cumulant LBM on
GPGPUs runs faster with renumbered grids. The renumbering operation reorders the
grid separately for each refinement level, from the lower corner to the upper corner of
each grid, by proceeding first in X-, then in Y-, and finally in Z-direction.
Selecting the grid interface nodes
The second to last step is the selection of the grid interface nodes necessary for the grid
interpolation. This is done by picking the lower corners of each source and destination
cell (thick arrows in Figure 3.12). All nodes of the cell can be found starting from the
lower corner by using the Eso-Twist pointer chasing algorithm. In order to have a valid
interpolation on both sides of the interface, all nodes of the source cell must be fluid.
However, where the grid interface crosses a boundary (thick black line) this condition
is not satisfied. In this case an extrapolation is carried out from a neighbouring source
cell. The distance of the lower corner of the extrapolation source cell to the lower
corner of the invalid interpolation source cell (the offset) is required for computing the
Figure 3.12: Selecting the grid interface nodes. The connections between the source cells and
the destination cells for the interpolation are specified by the nodes at the lower corners of
each cell (shown by arrows). If the interface crosses a boundary the source cells are not valid,
and an offset vector has to be specified (double line arrows).
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extrapolation coefficients at runtime (double line arrows in Figure 3.12). The extrapo-
lation source cell is searched first in positive and negative X-, Y-, and Z-directions, and
then in all the other diagonal directions. If no valid extrapolation source cell is found,
the destination cell is removed from the fluid domain and all its nodes become solids.
By using the “frame” matrix, the operations for searching the interpolation lower cor-
ners (both source and destination) are cheap. With the positions of the desired nodes
known, picking the node indices on different levels requires no searching.
Computing the sub-grid-distances
The final operation of the overlapping grids stage is the computation of the sub-grid-
distances, in order to have a second order accurate boundary definition. Considering
the D3Q27 lattice, the sub-grid-distance q is computed for each lattice link that inter-
sects a geometry. In the example of Figure 3.13a the lattice intersects a geometry rep-
resented by a triangle. The node at the centre of the lattice (in black) misses three fluid
neighbours in the directions of the intersection (thick dashed line) and there qs have to
be computed. The computation is carried out by using a ray-surface or a ray-triangle
intersection technique [74] for basic surfaces (defined by the searchableSurfaces
library) or for STL geometries, respectively. In order to do the computation faster,
LBMHexMesh implements a bounding box technique that check only the nodes in the
proximity of the geometry. If the geometries are defined by STL files, the algorithm
goes through the STLs list, and it bounds each triangle by a box. Only the links
from a fluid node inside the bounding box to a missing or solid node are checked for
(a) (b)
Figure 3.13: Computing the sub-grid-distances. The sub-grid-distances are computed by
ray-surface intersection from a fluid node (in black) to the geometry (a). In order to perform
the computation faster, the algorithm uses a bounding box of the geometry to reduce the
number of nodes to be checked (b).
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the link-triangle intersection (Figure 3.13b).If the geometry is defined by using the
searchableSurfaces library, the algorithm bounds the overall geometry and pro-
ceeds similarly. LBMHexMesh includes corrections for fixing singularities (e.g. at the
corners), multiple intersections (e.g. at very narrow features), and those nodes that
were fluid and became solid (e.g. when no valid extrapolation source cell was found).
In order to control the computation of sub-grid-distances, it is possible to set four
entries in the dictionary (they are the last four in Listing 3.5).
The first one is assignBoundary and it specifies how to assign the boundaries
for the overall domain. It can be either blockMeshly or geometrically. The
option blockMeshly assigns the boundaries following the OpenFOAM labelling, as
declared in the background mesh dictionary. The option geometrically forces the
code to set six boundary faces, one for each external face of the final grid bounding
box. The discretized geometries are collected irrespectively of the assignBoundary
option into a single boundary called geom.
The second entry is exportWallNormals and if true it allows to export the
normal vectors for each boundary.
The third entry setBcFixAsGeom allows to choose whether to assign the nodes
with corrected qs into the geom boundary (true) or keep them separated into a new
boundary fix (false).
The last entry is pressureCheck and this is specific for the cumulant LBM
implementation. Both pressure and extrapolation boundary conditions need at least
one fluid neighbour in the direction normal to the boundary face. If set to true, the
grid generator checks that all the nodes for all the boundaries are valid for applying a
pressure condition. If no neighbour is found the node is set to solid.
In the LBM a boundary specification requires both the node index and the sub-grid-
distance q. Many boundary conditions (e.g. no-slip and velocity) are set for individual
links, such that the same node can be part of different boundaries. When one node
belongs to several boundaries at the same time, which link belongs to which bound-
aries depends on the type of the respective boundary conditions. For this reason, the
node assignment and the sub-grid-distance assignment to the boundaries are separated.
LBMHexMesh assigns the node indices to the boundaries and computes the sub-grid-
distances, but it does not assign the qs to the boundaries. The assignment of the qs is
done by a converter that reads the mesh generated by LBMHexMesh and sets the qs
according to the boundary conditions specification. In this way the mesh created by
LBMHexMesh is general and does not depend on the type of the boundary conditions.
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numberOfSubdomains 4;
method hierarchicalLBM;
hierarchicalLBMCoeffs
{
n ( 2 2 1 ); //nx * ny * nz = numberOfSubdomains
delta 1E-16;
}
Listing 3.7: decomposeParMeshDict file example.
3.2.6 Parallel mesh generation
LBMHexMesh is a parallel grid generator producing also appropriate grids to run in
parallel on multiple GPGPUs. Like snappyHexMesh, it starts from a previously
decomposed background mesh. The decomposition is performed by using the Open-
FOAM application decomposePar, after setting the parameters into the dictionary
file decomposeParMeshDict (Listing 3.7). The entries of the dictionary are: i) the
total number of divisions (or processors – numberOfSubdomains), that corresponds
to the number of GPGPUs used for the simulation, ii) the decomposition method
that must be hierarchicalLBM, and iii) the number of divisions in X-, Y-, and
Z-direction (n), taking into account that nX × nY × nZ must be equal to the total
number of divisions. LBMHexMesh works only with planar interfaces between pro-
cessors. For this reason, LBMHexMesh introduces the new decomposition method
hierarchicalLBM that splits the background mesh into different parts with planar
interfaces (Figure 3.14a). This was necessary because the original hierarchical
decomposition method does not satisfy the planarity of the interfaces, especially if the
background mesh has, in a certain direction, a number of cells not divisible by the set
(a) (b)
Figure 3.14: Load balancing. The decomposition of the background mesh produces the
same number of sub-grids as the number of processors/GPGPUs used (a), and the processor
interfaces are planar. During the refinement stage the level wise load balancing equalizes the
number of points for each grid level and for each processor by keeping the planarity of the
interfaces (b).
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number of divisions.
Load balancing
In the cumulant LBM a coarse grid time-step is equivalent to two fine grid time-steps.
Therefore, in order to have the same number of operations on each GPGPU, the number
of nodes for each refinement level on each GPGPU should be the same. For this rea-
son LBMHexMesh implements a new load balancing algorithm that complies with this
constrain. The algorithm optimizes the balancing between different grid resolutions
performing a level wise load balancing, keeping also the processor interfaces planar
(Figure 3.14b). Furthermore, since the grid refinement can also cross the processor
interfaces, the algorithm checks whether each communication node on every processor
has the respective duplicated node on the other processor. The algorithm works sim-
ilarly to that one implemented to check the width of the grid interface (Figure 3.8).
The load balancing acts only on the refinement stage, and it can be activated by using
the entry loadBalance in the dictionary LBMHexMeshDict (Listing 3.4). If the
geometry is symmetric, loadBalance can be switched to false.
Creating the send and receive nodes
The communication between GPGPUs is performed by using duplicated nodes (“re-
ceive” nodes in Figure 3.4). Like the nodes used for building the grid interface or the
solid nodes, these nodes are created during the second stage of the grid generation,
after the load balancing. The indices of the duplicated nodes are exchanged once be-
fore the simulation via OpenMPI [75]. The use of the “frame” facilitates the finding of
those indices.
3.2.7 Setting the case
The assignment of the sub-grid-distances to the boundaries is done independently from
the mesh generation. During this operation, the values for the boundary fields, such
as pressure and velocity, are set and the simulation can be started. In order to prepare
the case, it is necessary to define the boundary conditions into a new dictionary file
LBMCaseSetupDict as shown in Listing 3.8. This file declares for each boundary
which field has to be set (field), the type of the boundary condition (type), and
the value (value).
The possible field options are: pressure, outflow, velocity, noSlip,
slip, and periodic.
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inlet { field velocity; type uniform; value ( 16 0 0 );}
outlet { field outflow; type uniform; value 0;}
front { field velocity; type uniform; value ( 16 0 0 );}
back { field velocity; type uniform; value ( 16 0 0 );}
bottom { field velocity; type uniform; value ( 16 0 0 );}
top { field velocity; type uniform; value ( 16 0 0 );}
geom { field velocity; type uniform; value ( 0 0 0 );}
geom_wheelsF { field velocity; type rotatingWall; value ( ( 0 0 0 ) 50.1 -y );}
geom_wheelsR { field velocity; type rotatingWall; value ( ( 2.8 0 0 ) 50.1 -y );}
Listing 3.8: LBMCaseSetupDict file example.
The boundary condition type options depend on the field. For all the fields
the standard entry is uniform, imposing a fixed uniform value. For velocity
it is possible to set a parabolic profile (three-dimensional parabolic3D, circular
parabolicCirc, and two-dimensional parabolic2D), a tangential rotating veloc-
ity (rotatingWall), and the atmospheric boundary layer profile (vertical
atmBoundaryLayer and circular atmBoundaryLayerCirc).
The options for the value entry depend on both the field and the type chosen. In
the example of Listing 3.8 (that refers to the car model already shown in Figure 3.7),
a fixed uniform velocity of 16 m/s is used in X-direction for the inlet and all the sides
of the tunnel, including the ground (bottom) to simulate the moving road. For the
outlet the boundary condition is outflow that sets a zero gradient for the velocity by
using extrapolation. The car (geom) is a wall with velocity 0 m/s and, after dividing
the STL file in different parts, it is possible to specify different boundary types for some
of them. For example, the wheels (front geom_wheelsF and rear geom_wheelsR)
rotate by using the rotatingWall type. The value entry for this boundary is
composed of the centre of rotation, the rotational velocity (1/s), and the direction of
rotation.
3.2.8 Exporting the grid
The dictionary for preparing the case (Listing 3.8) can be executed with two different
applications implemented to export the grid. The first one is LBMFoamToVTK, which
converts the cumulant LBM grid into Visualization Toolkit (VTK) format [76] in order
to visualize it, e.g. with the open-source post-processing software ParaView [77]. The
second one is LBMFoamToIRMBGPU, which writes the mesh in the specific format
necessary for performing simulations on the GPGPU. All the converted files can be
either in ASCII or binary format.
Particular attention was paid to write all the files in an optimized format. Listing
3.9 shows an example for a single line of the sub-grid-distance file. The line reports
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240 2149461 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
// 2149461 (integer) = 101010100011001100000100000 (binary)
// - binary: 27 bits for the 27 links of the D3Q27 lattice
// - links: from direction 26 (first link) to direction 0 (last link)
// - only links with symbol "1" have sub-grid-distance
Listing 3.9: sub-grid-distance file example.
the index of the node (first number), the directions of the qs (second number), and the
values of the qs (in this case they are all 0.5). The directions are written by using only
a single number, which is the decimal conversion of the complete binary list of the 27
links of the D3Q27 lattice. By reconverting the directions number in its binary form it
is possible to find in which link the node has a sub-grid-distance. The value 1 means
that the link has the q, while the value 0 means that the link does not have any q. Each
link index refers to a specific lattice direction, e.g. position 0 is (+X) and position 26
is (-Z,-Y,-X). The order for reading the binary number is from the last link index (26)
to the first one (0). Hence, the first q value is related to the position of the first 1 in
the binary number, the second q to the position of the second 1, and so forth. In this
way the amount of space for writing the sub-grid-distances is considerable reduced in
comparison to defining all the qs for each link.
3.3 Results
This section presents some cases of grids generated with LBMHexMesh, both in serial
to simulate on a single GPGPU and in parallel for multi-GPGPUs applications.
(a) Top view. (b) Isometric view.
Figure 3.15: Ship over a river – geometry. The ship (in light-grey) sails over a river with a
detailed bed (in brown). The coloured boxes are used as refinement regions.
39
3. Grid generation
3.3.1 Ship over a river
The first case analysed was a ship sailing over a river. The geometries consisted of a
ship, the bed of the river, and four additional boxes used as refinement regions (all
are STL files – Figure 3.15). The background mesh was generated in order to simulate
the top of the domain as the free surface of the river, cutting the ship at a certain
height. The final mesh was of 23 586 786 points consisting of 21 538 323 fluid and
(a) Side view.
(b) Front view.
Figure 3.16: Ship over a river – grid. The colours of the grid wire-frame are the refinement
levels. The motion of the propeller is modelled by a velocity profile (b).
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(a) (b)
Figure 3.17: Ship over a river – results. Jet dispersion angle as stated by the BAW [78] (a)
and the numerical result from an isosurface at mean velocity of 1.2 m/s [68] (b).
2 048 463 solid nodes. The grid had five refinement levels with cell size ∆x0 = 0.2 m
for the background mesh and ∆x4 = 0.0125 m for the refinement box surrounding
the propeller. The realization of the grid interfaces was particularly difficult because
the grids interface intersected the ship geometry on every grid level, requiring offset
vectors for both fine to coarse (FC) and coarse to fine (CF) sides (Figure 3.16). The
grid interface was defined with 190 404 (1 100 with offset) and with 201 046 (4 070
with offset) connections for the FC and CF sides, respectively. The two geometries
were discretized with 888 888 boundary nodes. The grid was generated in 55 min CPU
time, consisting of 39 min and 17 min for refining the grid and building the overlapping
regions, respectively.
The boundary conditions were fixed pressure for the two longitudinal boundaries,
slip for the top and the two sides, and no-slip for all the geometries. The motion of
the fluid was provided by imposing a velocity profile that simulated the rotation of the
propeller (Figure 3.16b). The fluid was water and the Reynolds number simulated was
of 31.1× 106 (based on the propeller diameter reference length).
The simulation ran on a single NVIDIA GeForce GTX TITAN GPGPU in single
precision, for 300 s real time in less than 24 h [68]. Figure 3.17 shows the result for
the jet dispersion angle, which was calculated by considering an isosurface for a mean
velocity of 1.2 m/s [68]. The angle found was of 18◦ and it was in line with that one
of 22◦ stated by the German Federal Waterways Engineering and Research Institute
(Bundesanstalt für Wasserbau – BAW) [78].
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(a) Top view. (b) Bottom view.
Figure 3.18: Car model – geometry. The car is the DrivAer model [79] in its fastback body
configuration, with side mirrors, wheels, and detailed underbody.
3.3.2 Car model
The second case was the car used as an example in the previous section. The car
geometry was created by the Technische Universität München [79] and was discretized
with more than 106 triangles by using the pre-processing software ANSA [80]. The
blockage ration was about 0.8%. Figure 3.18 shows the car geometry for the fastback
body configuration, with side mirrors, wheels, and detailed underbody. In order to
perform a grid converge study, three grids with different resolutions were generated.
The finer grid was generated in parallel for running on two GPGPUs, and the domain
was perfectly cut at the symmetry plane of the car (Figure 3.19a). The final mesh
had 125 580 962 points consisting of 116 353 891 fluid and 9 227 071 solid nodes. The
grid had seven refinement levels with cell size ∆x0 = 0.2 m for the background mesh
and ∆x6 = 0.003125 m for the car, producing a discretization of the geometry with
4 484 952 boundary nodes. The refinement region for the wake was of level five with
∆x5 = 0.00625 m. The interfaces between the two sub-domains for the GPGPUs
communication had 270 070 nodes spread over all the refinement levels. The grid was
generated in 189 min CPU time, consisting of 70 min and 119 min for refining the
grid and building the overlapping regions, respectively.
The boundary conditions were outflow for the outlet and fixed velocity for the inlet
and all the other planes, including the ground for simulating the moving road. The car
was set with a no-slip condition for the body and a tangential velocity for simulating the
rotation of the wheels (3.19b). The fluid was air and the Reynolds number simulated
was of 4.87× 106 (based on the total car length).
The simulation was carried out on two NVIDIA Tesla K40c GPGPUs in single
precision. The complete simulation of 5 s real time was performed in 63.4 h [67].
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(a) Side view.
(b) Wheel detail.
Figure 3.19: Car model – grid. The colours of the grid wire-frame indicate the refinement
levels in the top picture (a), while in the bottom picture they indicate the velocity of the
vectors for the boundary conditions used for the moving ground and the rotation of the wheels
(b).
Figure 3.20 shows the results for the pressure coefficient over the car symmetry plane
for the top (Figure 3.20a) and bottom part (Figure 3.20b), respectively. They had a
good agreement with the experimental measurements. Moreover, the drag coefficient
was found to be 0.274 compared to the experimental value of 0.275.
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(a) Top. (b) Bottom.
Figure 3.20: Car model – results. Pressure coefficient along the symmetry plane of the car
for the top part (a) and the bottom part (b).
3.3.3 Flow past a sphere
The third case analysed was the flow past a sphere. The grid was generated in parallel
for running on four GPGPUs. The domain was perfectly cut at the two symmetry
planes of the sphere in Y- and Z-direction (Figure 3.21). The background mesh was a
cube with the blockage ratio of 0.65%. The final mesh had 73 855 027 points consisting
of 70 763 711 fluid and 3 091 316 solid nodes. The grid had six refinement levels in order
(a) Side view. (b) Detail.
Figure 3.21: Flow past a sphere – grid. Side view (a) and a closer look at the geometry
surface (b) for the sphere discretization. The colours indicate the grid refinement levels.
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(a) (b)
Figure 3.22: Flow past a sphere – results. Drag coefficient for different Reynolds numbers (a)
and an isosurface for the Q-criterion at Re = 1.14× 106 (b – the velocity is in lattice units).
to cover the sphere diameter with 512 nodes, producing 1 241 504 boundary nodes for
the whole geometry discretization. For resolving the wake, two refinement regions were
used (bullet shaped – Figure 3.21a). They had level four and three for the shorter and
the longer one, respectively. The interfaces between the sub-domains for the GPGPUs
communication had about 120 000 nodes for each side spread over all the refinement
levels. The grid was generated in 173 min CPU time, consisting of 131 min and 42 min
for refining the grid and building the overlapping regions, respectively.
The boundary conditions were outflow for the outlet, fixed velocity for the inlet
and all the other planes, and no-slip for the sphere surface. The Reynolds numbers
simulated were in a range from 10 000 to 1.14× 106 (based on the sphere diameter).
The simulations were carried out on four NVIDIA Tesla C1060 GPGPUs in single
precision. Figure 3.22a shows the results for the drag coefficient for different Reynolds
numbers. It had a good agreement with the experimental data [81–83] and regression
functions [84, 85], demonstrating the capability to capture the drag crisis. Moreover,
an isosurface for the Q-criterion [86] is given in Figure 3.22b for the Re = 1.14× 106.
There, the eddies close to the sphere had a fine structure.
3.3.4 Organ pipe
The fourth case was an organ pipe. The model has been created for a student spe-
cialization project [87], and the pipe, designed by using the CAD software CATIA [88]
(Figure 3.23a), has been first discretized in STL format with ANSA [80] (Figure 3.23b)
and then physically created by using a 3D printer. In order to have experimental
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(a) CAD design. (b) STL geometry.
Figure 3.23: Organ pipe – geometry. The design of the organ pipe (a – dimensions in mm)
and its representation in STL format (b).
data for the comparison with the numerical results, the real model has been tested by
the National Metrology Institute of Germany (Physikalisch-Technische Bundesanstalt
– PTB) [89].
The background mesh was large enough in order to avoid any reflections from the
external boundaries, and had a resolution of ∆x0 = 0.064 m (Figure 3.24a). The grid
had 11 refinement levels in total and the finest resolution was ∆x10 = 6.25×10−5 m at
the pipe separation edge. There, in order to have a larger area with that resolution, a
(a) Slice at the symmetry plane. (b) Detail.
Figure 3.24: Organ pipe – grid. Slice at the symmetry plane of the simulation domain (a)
and its detail at the pipe edge (b). The colours indicate the grid refinement levels.
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spherical refinement region was used (Figure 3.24b). In order to capture the pressure
waves with an adequate resolution, another spherical refinement region of level three
(∆x3 = 0.008 m) surrounded the complete pipe. The mesh ensured a smooth transition
between different resolutions by using four cells between grid interfaces. The final mesh
has been generated in parallel on two processors producing 43 233 148 grid points,
consisting of 40 052 257 fluid and 3 180 891 solid nodes, and the pipe geometry was
discretized with 945 016 boundary nodes. Due to the changing of resolution on the pipe
surface, the grid had 402 and 5 150 offset vectors for the FC and CF sides, respectively.
The grid was generated in 33 min CPU time, consisting of 19 min and 13 min for
refining the grid and building the overlapping regions, respectively.
The boundary conditions were fixed uniform velocity at the entrance of the pipe,
outflow at the outlet of the domain, and no-slip condition for the pipe and the external
planes of the domain. The fluid was air and the inflow velocity has been tested in the
range 3− 14 m/s.
The grid computed on two NVIDIA Tesla K40c GPGPUs in single precision for
20 000 iterations corresponding to more than 2 s real time. Figure 3.25 shows the
results for the sound spectrum for a measurement point located at 50 mm in front of
the pipe with the tested velocity of 3 m/s and 4 m/s. Unfortunately, the exact velocity
at the inflow could not be determined in the experiment, such that this comparison
had a large and unknown experimental uncertainty. Still, the reasonable agreement
between the numerical and experimental data demonstrated the possibility to perform
CFD simulations for acoustics problems with the cumulant LBM.
Figure 3.25: Organ pipe – results. Sound spectrum for a measurement point located at
50 mm in front of the pipe.
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(a) Side view. (b) Detail.
Figure 3.26: Porous medium – grid. Longitudinal slice in the middle of the pack of spheres
(a) and a closer look at the particles (b) as discretized by using LBMHexMesh.
3.3.5 Porous medium
The second to last case was about the porous media fluid flow and solute transport at
the pore scale [90]. The porous medium was composed of more than 6 800 spherical
particles and the geometry of each particle and the surrounding cylindrical column
were defined by using the searchableSurfaces OpenFOAM library. Two uniform
grids with different resolutions were generated (∆x = 20 µm and 40 µm). The meshes
were generated to run either in serial, for the coarser resolution, or in parallel on two
or six GPGPUs, for the finer resolution (Figure 3.26a). In the latter case, the level
wise load balancing equalized the number of grid points on each processor. The final
mesh for the ∆x = 20 µm resolution had 82 108 430 points consisting of 71 815 476 fluid
and 10 292 954 solid nodes, discretizing the geometries with 20 737 803 boundary nodes
(Figure 3.26b). The grid was generated in 13 h CPU time, consisting of 9 h and 4 h
for refining the grid and building the overlapping regions, respectively.
The boundary conditions were fixed mass flow at the inlet (by setting an uniform
velocity), fixed pressure at the outlet, and no-slip condition for the particles and the
column wall. The fluid was water and the Reynolds number simulated was of 0.6 (grain
based).
The simulation was carried out on two NVIDIA Tesla K40c GPGPUs in single
precision and it performed 72 s of real time in 61 h. Figure 3.27a shows the results
for the velocity field mapped on a slice normal to the flow direction. There, the
velocities for a sample of five points were selected (located in the black square) and
Figure 3.27b [90] reports the values for the X-, Y-, and Z-components. The cumulant
LBM results were comparable with those obtained with different simulation approaches.
Moreover, the pressure drop along the column was calculated to be 16.07 Pa and it
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(a)
(b)
Figure 3.27: Porous medium – results. Contour plot of the velocity on a slice normal to the
flow direction (a) and velocity values for a sample of five points (located in the black square)
by using the cumulant LBM and other simulation approaches (b) [90].
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was in accordance with the literature.
3.3.6 Basel down town
The last case was about a turbulent flow over a real urban area. The urban area
considered was the city of Basel, in Switzerland [91]. The geometry provided was in
CAD format (Figure 3.28a). The file did not comply with the quality requirements
of CFD, i.e. there were no closed edges and duplicated surfaces. Therefore, the file
was manually repaired by using the software ANSA [80]. The complete geometry
was divided in order to select a sub-domain of the Basel down town of dimensions
512 m× 512 m (Figure 3.28b).
The mesh generation and the case setup for this model was conducted for a stu-
(a) Overall geometry.
(b) Computed sub-domain geometry.
Figure 3.28: Basel down town – geometry. The complete city geometry in CAD format (a)
and its final configuration for the grid generation in STL format (b).
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dent specialization project [92, 93]. Three grids were constructed, a coarser one with
resolution at the buildings of 1 m, a finer one with 0.5 m, and a uniform one with the
resolution of 1 m for the whole domain. The first two grids had a background mesh of
∆x0 = 4 m resolution and all the meshes were generated in serial to run on a single
(a) Slice at the measurement tower location.
(b) Detail.
Figure 3.29: Basel down town – grid. Slice at the measurement tower location of the Basel
down town model (a) and its detail (b). The colours indicate the grid refinement levels.
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Figure 3.30: Basel down town – results. Velocity profile in stream-wise direction for a wind
along (left) and across the street (right) [92].
GPGPU. The finer mesh was composed of four refinement levels, with 41 112 498 grid
points consisting of 36 644 015 fluid and 4 468 483 solid nodes, and the city geometry
was discretized with 2 344 672 boundary nodes (Figure 3.29). The grid was generated
in 92 min CPU time, consisting of 44 min and 49 min for refining the grid and building
the overlapping regions, respectively.
The boundary conditions were no-slip for the buildings and the ground, full slip for
the top, while all the other lateral planes were periodic. The fluid was air and it was
forced to move by a constant forcing simulating a certain pressure gradient along the
stream-wise axis. The grid scale Reynolds number simulated was of 0.794× 106 (based
on the background mesh resolution of 4 m).
The finer grid case ran on a single NVIDIA Tesla K40c GPGPUs in single precision,
performing circa 6 h of real time in 55 h [92]. Figure 3.30 shows the results for the
velocity profile at the position of the measurement tower, for a wind along (left) and
across the street (right) [92]. They demonstrated a good agreement with both the
experimental data and the numerical results obtained with other approaches [91].
3.4 Discussion and summary
This Chapter addressed the discretization process of very complex geometries for the
cumulant LBM implementation on the GPGPU [65, 68], leading to the development
of a new LBM grid generator. LBMHexMesh produces free shape multi-level three-
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dimensional grids with second order accurate boundary definition, for both serial and
parallel simulations.
The discretization has three main aspects: i) The requirement of Cartesian grid
does not simplify the mesh generation process, especially if grid refinement and second
order boundary definition are necessary. ii) For parallel simulations, the load balancing
between processors must be level wise because the time-step length depends on the grid
resolution. iii) The definition of the grid properties must be as compact as possible in
order to either save memory for the computation or use larger models with the same
memory.
With regards to the first aspect, the grid refinement in LBMHexMesh is not shape-
constrained and it is possible to select different refinement techniques depending on the
desired configuration (body fitted, geometrical regions, external STL regions, distance
mode, inside mode, etc.). The computational time for the definition of the grid interface
is negligible compared to the time needed for the refinement stage. This was possible
by using a block structured data arrangement only for the final LBM mesh (“frame” –
Listing 3.6), while the refinement stage used a standard octree structure [72]. Regarding
the boundary representation, LBMHexMesh respects the cut-cell approach [63] in order
to have a second order discretization even with a Cartesian mesh.
Regarding the second aspect, the load balancing issue was addressed by implement-
ing a new level wise technique. In this way it is possible to satisfy a balancing of the
number of points for each processor for each grid level. Further work could be carried
out in order to allow irregularly shaped communication interfaces (not only planar),
by considering for example the METIS/ParMETIS libraries [94].
Regarding the last aspect, the compactness of the data was addressed by paying
particular attention for GPGPUs applications in order to minimize the memory foot-
print on the GPGPU. For this reason, grid generation and simulation are two separated
stages. In this way it is possible to allocate only the effective data necessary for exe-
cuting the cumulant LBM kernel on the GPGPU. All the other information, e.g. the
geometries files, is never required by the kernel and the amount of data on the GPGPU
is minimized. In addition, by using innovative data structure like the Eso-Twist [69]
and reducing the information for defining the grid, such as for the sub-grid-distances
file (Listing 3.9), the GPGPU memory consumption is reduced. However, by separat-
ing the grid generation from the simulation some advantages are missing, such as the
unification of the entire CFD process on the GPGPU [95, 96], the possible implemen-
tation of moving geometries [97, 98], the Fluid Structure Interaction (FSI), and the
Adaptive Mesh Refinement (AMR) [99, 100]. Nevertheless, using the GPGPU memory
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only for the LBM simulation allows for the allocation of very large systems on relative
small devices. For giving an example, it was possible to allocate more than 30 × 106
points on a single NVIDIA GeForce GTX TITAN with 6 Gb memory and more than
60× 106 nodes on a single NVIDIA Tesla K40c with 12 Gb memory.
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We do not need magic to transform our world.
We carry all of the power we need inside ourselves already.
J. K. Rowling
For centuries, the human being tried to give explanations of the natural phenomenaexperienced. Due to the lack of scientific knowledge, the first approach adopted
for finding an explanation was to associate the unknown phenomena to some extra-
natural powers. Already from the ancient Greece or before, people established deities
causing all the unknowns phenomena. For example, Zeus was responsible for thunders,
Poseidon for earthquakes, Aeolus for winds. Hence, every natural phenomenon was
surrounded by a magical atmosphere.
In the everyday use of the language, magic can also mean that something posses a
quality that is hard to believe, such that people will question whether it is actually true.
Similar definition appeared in the lattice Boltzmann method when it was discovered
that the numerical error in certain situations could disappear entirely if using “magic”
combinations of relaxation rates [46, 47].
In this chapter the effects of the relaxation parameters are examined for various
flow test cases.
4.1 Introduction to the Ginzburg’s idea
Using a model with two relaxation rates, one for all even moments and one for all
odd moments, Ginzburg proved that the relaxation rate for the odd moments has an
influence on the accuracy of the results for bounded laminar flows [46]. She showed that
by choosing an appropriate combination of the odd and even rates it was possible to
obtain the correct solution for the Poiseuille and Couette flow test cases. The relation
stated:
Λ = 43
( 1
ωeven
− 12
)( 1
ωodd
− 12
)
, (4.1)
where Λ is the Ginzburg coefficient, ωeven is the relaxation parameter directly related
to the kinematic viscosity ν (Eq. (2.8) where ωeven=ω), and ωodd is the relaxation pa-
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rameter for the odd moments. For the magic value Λ = 1/4 the error in the Poiseuille
flow vanished. She also showed that, by keeping the coefficient Λ as constant, the per-
meability of porous media was independent of the viscosity even for arbitrary complex
flows [47]. However, the magic value Λ = 1/4 was optimal only for the special case
of Poiseuille flow. The optimal choice of Λ depends on the particular flow simulated
and the position and inclination of the boundary wall relatively to the lattice location.
Indeed, the “magic” parameters [101, 102] are good for keeping the error constant but
they are not good for eliminating the error, due to the sensitivity to the particular
case.
By doing some algebra from Eq. (4.1) it is possible to write the relaxation parameter
ωodd as function of ωeven:
ωodd =
8(2− ωeven)
8− ωeven . (4.2)
An advantage of the cumulant LBM over the two relaxation rates method is that it
has more parameters to tune. Instead of having just one odd rate, the cumulant LBM
has four independent relaxation rates for the odd cumulants. One of them relates to
fifth order cumulants and its influence can be assumed to be small. The remaining
three are related to third order cumulants and their act like the Ginzburg’s ωodd but
with two more degrees of freedom.
4.2 New set of relaxation parameters
The derivation of the new relaxation parameters was not done in this work. Therefore,
in this section, I will only explain their purpose without deriving them.
By asymptotic analysis Geier showed that the Navier-Stokes equations arising from
the cumulant LBM has five independent linear error terms of leading order (Linearized
Leading Error – LLE). For example the NS equation in X-direction has the LLEx
[103]:
LLEx = g1(ω1, ω2, ω3, ω4, ω5)∂xxxxu
+ g2(ω1, ω2, ω3, ω4, ω5)[∂yyyyu+ ∂zzzzu]
+ g3(ω1, ω2, ω3, ω4, ω5)[∂xxyyu+ ∂xxzzu]
+ g4(ω1, ω2, ω3, ω4, ω5)[∂xyzzv + ∂xyyzw]
+ g5(ω1, ω2, ω3, ω4, ω5)∂yyzzu.
(4.3)
The terms g1 · · · g5 are functions of the relaxation rates. The rates ω1 and ω2 govern
the shear and the bulk viscosity, respectively, and they are fixed by the simulation
case. The relaxation rates of the third order cumulants ω3, ω4, and ω5 relate to the
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cumulants by the collision operator:
C∗120 + C∗102 = (1− ω3)(C120 + C102),
C∗210 + C∗012 = (1− ω3)(C210 + C012),
C∗201 + C∗021 = (1− ω3)(C201 + C021),
C∗120 − C∗102 = (1− ω4)(C120 − C102),
C∗210 − C∗012 = (1− ω4)(C210 − C012),
C∗201 − C∗021 = (1− ω4)(C201 − C021),
C∗111 = (1− ω5)C111.
(4.4)
In order to eliminate the LLE, the roots with respect to ω3, ω4, and ω5 of the terms
g1 · · · g5 have to be found. The problem is that the number of variables is smaller than
the number of equations. Therefore, it is not possible to have all the roots at the same
time.
Since the problem has no solution, a standard choice is to consider the relaxation
rates identical and with a unitary value (set “Cum A”):
ω3 = ω4 = ω5 = 1. (4.5)
In this way the right hand side of Eq. (4.4) vanishes leading to:
|C∗120| = |C∗102|,
|C∗210| = |C∗012|,
|C∗201| = |C∗021|,
C∗111 = 0.
(4.6)
However, this approach ignores the LLE completely. It has been demonstrated that
this set of parameters gives accurate results for flows around a sphere until the limit
of the drag crisis (Re < 200 000) [43]. With the choice “Cum A” the terms g1 · · · g5
do not vanish for viscosity ω1 → 0. The remaining error depends on ω2 and for small
viscosity it dominates the physical dissipation.
Although it is not possible to set the terms g1 · · · g5 to zero with just three param-
eters, Geier proposed a combination of the relaxation parameters that eliminates the
constant part of the error [104]. In this way, the LLE reduces for smaller viscosity and
it does not dominate the physical dissipation. This new set of relaxation parameters
for the third order moments was derived by performing a combination of Taylor ex-
pansion [105] and asymptotic analysis [106] of Eq. (2.4) until the fifth order. In terms
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of Ginzburg parameters, the coefficients are:
Λ3 = 1/12, Λ4 = 1/6, Λ5 = 7/24, (4.7)
and the new relaxation parameters written as function of ω1 are (set “Cum B”):
ω3 =
3(ω1 − 2)
ω1 − 3 , ω4 =
6(ω1 − 2)
ω1 − 6 , ω5 =
12(2− ω1)
12 + ω1
. (4.8)
Reducing the numerical dissipation leads to a more realistic turbulence intensity.
However, it also reduces the stability of the simulation at high Reynolds number. In
order to have accurate and stable simulations, Geier proposed to apply a limiter coef-
ficient clim ∈ R+ for the relaxation parameters. The bounded version of the relaxation
parameters with clim becomes (set “Cum B-lim”):
ωlim3a = ω3 +
(1− ω3)|C120 + C102|
|C120 + C102|+ climρ
, ωlim3b = ω3 +
(1− ω3)|C210 + C012|
|C210 + C012|+ climρ
,
ωlim3c = ω3 +
(1− ω3)|C201 + C021|
|C201 + C021|+ climρ
,
(4.9)
ωlim4a = ω4 +
(1− ω4)|C120 − C102|
|C120 − C102|+ climρ
, ωlim4b = ω4 +
(1− ω4)|C210 − C012|
|C210 − C012|+ climρ
,
ωlim4c = ω4 +
(1− ω4)|C201 − C021|
|C201 − C021|+ climρ
,
(4.10)
ωlim5 = ω5 +
(1− ω5)|C111|
|C111|+ climρ
, (4.11)
where lim stands for bounded version with limiter coefficient. The collision of the third
order cumulants becomes:
C∗120 + C∗102 = (1− ωlim3a )(C120 + C102),
C∗210 + C∗012 = (1− ωlim3b )(C210 + C012),
C∗201 + C∗021 = (1− ωlim3c )(C201 + C021),
C∗120 − C∗102 = (1− ωlim4a )(C120 − C102),
C∗210 − C∗012 = (1− ωlim4b )(C210 − C012),
C∗201 − C∗021 = (1− ωlim4c )(C201 − C021),
C∗111 = (1− ωlim5 )C111.
(4.12)
The limiter coefficient acts as follows:
58
4. Relaxation parameters
set name ω3 ω4 ω5
Cum A 1 1 1
Cum B 3(ω1−2)ω1−3
6(ω1−2)
ω1−6
12(2−ω1)
12+ω1
Cum B-lim Eq. (4.9) Eq. (4.10) Eq. (4.11)
Table 4.1: Different sets of the third order moments relaxation parameters.
• ωlim(·) → 1 for ρ|C(·)|  clim, it restores the values of the parameters to 1 (“Cum
A”),
• ωlim(·) → ω(·) for ρ|C(·)|  clim, it sets the values of the parameters to those ones
calculated by Eq. (4.8).
For smooth solution the third order cumulants C(·) do not deviate far from zero and
the cumulant LBM uses the optimized relaxation parameters (“Cum B”). However, the
third order cumulants may become large when the solution starts to oscillate, leading
to unstable solutions. In this case, the clim acts to set the relaxation parameters to the
stable values (“Cum A”).
Table 4.1 gives a summary of the different sets for the relaxation parameters of
third order cumulants used in this work.
4.3 Results
In this section various validation test cases for the different sets of relaxation rates of
the third order cumulants were conducted. The cases were the Taylor Green vortex,
the shear wave, and the Poiseuille flow for different channel inclinations. Since the
cases were laminar flows, only the first two sets “Cum A” and “Cum B” were used.
For turbulent flows at high Re the new parameters “Cum B” have to be bounded and
the set “Cum B-lim” was necessary for having stable simulations, especially for coarse
grids (Chapter 5).
The grids for the benchmarks were generated by using LBMHexMesh (Chapter 3)
and the simulations carried out with LBMCumulantFoam (Appendix B).
4.3.1 Taylor Green vortex test case
The first test case was the Taylor Green vortex [107]. The domain was L×1.5L×3∆x
with L = 5.12 m, and all the boundary faces were periodic condition. The flow was
initialized by providing a velocity flow field ~uinit = (uinit, vinit, winit) as function of
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(a) Taylor Green vortex (b) Shear wave
Figure 4.1: Taylor Green vortex and Shear wave. Taylor Green vortex (a) and shear wave
(b) test cases, medium resolution (L64), lattice viscosity νLB = 10−2∆x2/∆t.
cosine and sine of the node location for the two directions along the plane (Figure
4.1a):
uinit = u0/L sin(2pix/L) cos(4piy/(3L)),
vinit = −3.0u0/2/L cos(2pix/L) sin(4piy/(3L)),
winit = 0,
(4.13)
where u0 = 0.1 m/s was the amplitude of the velocity. In order to perform a con-
vergence study, three grids with different resolutions were generated with ∆x = L/32,
L/64, and L/128. Thus, the grid refinement ratio r, the ratio between two successive
grid resolutions, had the value of 2. By changing the grid resolution, in order to keep
the Reynolds number constant, diffusive scaling with the time-step ∆t ∝ ∆x2 was
used. In addition, two different viscosities νLB = 10−2∆x2/∆t and 10−3∆x2/∆t in
lattice units were tested.
The rate of decay of the vortex was measured and the error in the recomputed
viscosity was calculated. Figure 4.2 shows the normalized error in viscosity for the
three grid resolutions and the two lattice viscosities by using the two different sets
of the relaxation parameters. With both the sets the simulations were second order
accurate. The new set “Cum B” showed a larger error than the set “Cum A” for the
large viscosity (Figure 4.2a). Unlike the results for the set “Cum A”, the error for the
set “Cum B” did not increase for smaller viscosity (Figure 4.2b), which was the aim in
the derivation of the new relaxation parameters.
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(a) νLB = 10−2∆x2/∆t (b) νLB = 10−3∆x2/∆t
Figure 4.2: Taylor Green vortex – convergence study. Error in viscosity by measuring the
rate of decay of a Taylor Green vortex for different grid resolutions and viscosities.
4.3.2 Shear wave test case
The second test case was the shear wave flow. Similarly to the previous case, the
domain was L×1.5L×3∆x with L = 5.12 m, and all the boundary faces were periodic
condition. The flow was initialized by providing a velocity ~uinit = (uinit, vinit, winit) as
function of cosine and sine of the node location for the direction normal to the plane
(Figure 4.1b):
uinit = 0,
vinit = 0,
winit = 1/L sin(2pix/L) cos(4piy/(3L)).
(4.14)
Grid resolutions and settings were the same as the Taylor Green vortex benchmark:
∆x = L/32, L/64, and L/128 (r = 2), the time-step was ∆t ∝ ∆x2, and two different
viscosities νLB = 10−2∆x2/∆t and 10−3∆x2/∆t in lattice units were tested.
As for the Taylor Green vortex case, the rate of decay of the wave was measured and
the error in the recalculated viscosity was computed. Figure 4.3 shows the normalized
error in viscosity for the three grid resolutions and the two viscosities by using the two
different sets of the relaxation parameters. With both the sets the simulations for the
large viscosity were second order accurate. The new set “Cum B” gave a smaller error
than the set “Cum A” (Figure 4.3a). On the contrary, for the small viscosity the new
set “Cum B”, even though having a smaller error than the set “Cum A”, it was not
possible to determine the order of accuracy since the curve had no constant steepness
in the log-log plot. Using the set “Cum A”, the error increased slightly by decreasing
the viscosity. With the set “Cum B”, the error decreased with lower viscosity.
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(a) νLB = 10−2∆x2/∆t (b) νLB = 10−3∆x2/∆t
Figure 4.3: Shear wave – convergence study. Error in viscosity by measuring the rate of decay
of a shear wave for different grid resolutions and viscosities.
4.3.3 Poiseuille flow test case
The last benchmark was about the flow between two infinite planes (Poiseuille flow).
Four different configurations of the planes were generated with an inclination of 0◦,
15◦, 30◦, and 45◦ (Figure 4.4). For the case with 0◦ inclination, the domain was
2N × N × 2∆x with N = 2 m. For the other angle configurations the vertical and
horizontal directions of the background mesh were elongated in order to cover all the
channel volume with the same channel length of the 0◦ inclination case. The flow
was driven by a constant acceleration of 5 × 10−5 m/s2 parallel to the planes. The
planes were walls with interpolated bounce-back (ibb) no-slip condition, and all the
(a) 0◦ (b) 15◦ (c) 30◦ (d) 45◦
Figure 4.4: Poiseuille flow. Poiseuille flow test case for different channel inclinations, medium
resolution (N40), lattice viscosity νLB = 10−2∆x2/∆t.
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other lateral planes were periodic conditions. In order to perform a convergence study,
three grids for each angle configurations were generated with different resolutions,
with ∆x = N/20, N/40, and N/80 points (r = 2). Diffusive scaling with the time-step
∆t ∝ ∆x2 was used in order to keep the Reynolds number constant, and two values of
viscosity νLB = 10−1∆x2/∆t and 10−2∆x2/∆t in lattice units were tested.
After reaching the steady state solution, the velocity profile at the centre of the
channel along the normal of the planes was checked, and compared to the analytical
solution. For the 0◦ angle configuration, the sample of points used for plotting the
numerical results was located along the normal of the channel planes. Due to the
Cartesian grids, the sample of points for the inclined cases were not located along the
normal direction of the walls at the centre of the channel (Figure 4.5). They were
always aligned to the grid along the vertical direction (y). Therefore, in order to have
the correct distance normal to the wall yw,o, the node locations were translated by:
yw,o = (y − x tan(θ)) cos(θ), (4.15)
where x and y are the coordinates of the node, and θ is the angle of the channel
inclination.
Figures 4.6a-4.6d and 4.7a-4.7d show the difference between the numerical velocity
and the analytical velocity for each point of the profile. The results are shown for the
two different viscosities by simulating with the set of the relaxation parameters “Cum
Figure 4.5: Poiseuille flow – reconstruction of the normal distance to the wall. The normal to
the wall (black thick line) had an angle θ with respect to the vertical direction (y). The big
circle at the centre is the origin (0,0,0) and the dashed thick line is the channel centre-line.
Due to the Cartesian grid, the sample of nodes were taken always along y (circles). In order
to have the correct position normal to the wall at the channel centre, each node (P ) was
translated first along the parallel to the channel centre-line (triangle, P ′) and finally along
the normal direction to the wall at the channel centre (square, P o).
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(a) 0◦ (b) 15◦
(c) 30◦ (d) 45◦
Figure 4.6: Poiseuille flow – difference of the velocity profiles (νLB = 10−1∆x2/∆t). Dif-
ference of the velocity profiles for the Poiseuille flow test case for different channel angle
configurations, lattice viscosity νLB = 10−1∆x2/∆t, set of the relaxation parameters “Cum
B”, and different grid resolutions.
B”. The curves are plotted by using Eq. (4.15) for the distance to the wall, while the
numerical velocity was the magnitude of the two components in X- and Y-direction.
For all the profiles, the distance and the velocity were normalized to the channel height
(N/Nmax) and the maximum analytical velocity ((u − uanalytical)/umax), respectively.
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(a) 0◦ (b) 15◦
(c) 30◦ (d) 45◦
Figure 4.7: Poiseuille flow – difference of the velocity profiles (νLB = 10−2∆x2/∆t). Dif-
ference of the velocity profiles for the Poiseuille flow test case for different channel angle
configurations, lattice viscosity νLB = 10−2∆x2/∆t, set of the relaxation parameters “Cum
B”, and different grid resolutions.
The numerical results for the 0◦ angle configuration gave a good agreement with the
analytical solution for both the viscosities. The relative error was small and it showed
a grid convergence. For all the inclined cases the relative error changed its sign while
refining the grid. Interestingly, the numerical results were not symmetric for the 15◦
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(a) 0◦ (b) 15◦
(c) 30◦ (d) 45◦
Figure 4.8: Poiseuille flow – convergence study (νLB = 10−1∆x2/∆t). Error by measuring
the L2 norm of the velocity profile for different grid resolutions, lattice viscosity νLB =
10−1∆x2/∆t.
and 30◦ angle configurations due to the different distance of the nodes from the bottom
and from the top planes. The symmetry was recovered by the 45◦ angle case because the
grid was symmetric with respect to the channel centre-line, like for the 0◦ configuration.
Figures 4.8 and 4.9 report the normalized error in velocity for the sample of nodes
translated to the centre of the channel along the normal direction of the planes. The
error was computed by using the least square method (L2) in order to have a single
indicator for the deviation of the complete velocity profile from the analytical solution:
L2 = 1
np
√√√√ np∑
n=1
(
un − ua
umax
)2
, (4.16)
where np is the number of sample nodes, un is the numerical velocity at the n-th node,
ua is the analytical velocity at the same position of the n-th node, and umax is the
maximum analytical velocity.
For the 0◦ angle configuration the ibb boundary condition showed a second order
accuracy, and the new set of parameters “Cum B” showed a smaller error than the
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(a) 0◦ (b) 15◦
(c) 30◦ (d) 45◦
Figure 4.9: Poiseuille flow – convergence study (νLB = 10−2∆x2/∆t). Error by measuring
the L2 norm of the velocity profile for different grid resolutions, lattice viscosity νLB =
10−2∆x2/∆t.
set “Cum A”, especially for the lower viscosity νLB = 10−2∆x2/∆t (Figures 4.8a and
4.9a). However, the set “Cum B” showed an error dependence on the viscosity. The
errors were smaller for the lower viscosity than for the higher one. The reason could be
the use of the ibb boundary condition. For the 0◦ angle configuration with the planes
located at the half grid spacing (q = 0.5), the ibb differed from the sbb. This is shown
in Eq. (2.18) versus Eq. (2.14). Hence, the case 0◦ for the set “Cum B” was simulated
with the sbb boundary condition. As stated by Ginzburg [47], the results showed error
independence of the viscosity (“Cum B sbb” in Figures 4.8a and 4.9a).
With a low channel angle of 15◦ the convergence remained of second order. With
respect to the set “Cum A”, the new set of parameters “Cum B” showed similar errors
for the higher viscosity, and lower errors for the lower viscosity (Figures 4.8b and 4.9b).
With 30◦ inclination angle the convergence reduced globally to first order accuracy,
and the new set “Cum B” showed lower errors than “Cum A” only for the lower viscosity
case (Figures 4.8c and 4.9c).
Finally, the simulations for the channel configuration with 45◦ inclination angle
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showed a quasi second order accuracy for the higher viscosity νLB = 10−1∆x2/∆t and
a quasi-second order accuracy for the lower viscosity νLB = 10−2∆x2/∆t (Figures 4.8d
and 4.9d). Both sets “Cum B” and “Cum A” showed similar errors.
4.4 Discussion and summary
The new set of the relaxation parameters “Cum B” showed a general second order
convergence accuracy for both not-bounded (Taylor Green vortex, shear wave) and
bounded test cases (Poiseuille flow). For the latter case, in combination with the inter-
polated bounce-back boundary condition, “Cum B” showed mixed results for straight
and inclined walls. For example, in the 30◦ and 45◦ angle cases it was not possible
to determinate exactly the order of accuracy. The error in velocity changed the sign
while refining the grid: the velocity profile was above or below the analytical solution
depending on the grid resolution (Figures 4.6c, 4.6d, 4.7c, and 4.7d). This implies
that the error was not yet asymptotic. Therefore, higher resolutions are required for
measuring the true order of convergence.
As predicted by Ginzburg [47], the error was independent of the viscosity when
“magic” parameters were used (Λ being constant). This was true for the Taylor Green
vortex test case and in part for the shear wave test case. For the Poiseuille flow test
case with the new set “Cum B”, the error in the velocity profile was dependent on the
viscosity, already for straight planes with 0◦ angle. The reason for this discrepancy
was the interpolated bounce-back (ibb) boundary condition for straight walls defined
in Eq. (2.18). Nevertheless, for the small viscosity the error using the ibb was actually
smaller than the error for the sbb. The set “Cum B”, although showing dependence of
the error on the viscosity for bounded flows, gave smaller errors than the set “Cum A”.
The new set of relaxation parameters “Cum B” was derived for having the terms
g1 · · · g2 of the Linearized Leading Error not depending on the bulk viscosity (ω2).
However, the solution of “Cum B” is not unique for this constraint. Another choice
could yield better results.
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Dichotomy paradox. That which is in locomotion must arrive at the half-way stage before
it arrives at the goal.
Aristotle, Physics
The dichotomy paradox plays with the distance to reach the end of a path. Beforeanyone could cover a predefined distance, he must cover a half of it. Before travel
the half way he must cover a quarter, and so on, becoming the distance infinitesimally
small. Hence, before he could reach the end of the path he must walk infinite number
of steps.
In Computational Fluid Dynamics the discretization of the fluid domain in the near-
wall region deals with a similar problem. The closer to the wall the higher resolution
is required to resolve the velocity gradients. While it is not necessary to resolve the
infinitesimally small, the smallest scales in the flow are very small for large enough
Reynolds number. The advances in computational capacity are not sufficient for solving
the problem of very large systems. To overcome this limitation, the key is the near-wall
region treatment with the use of wall functions.
In this chapter the near-wall treatment for turbulent flows at high Reynolds num-
bers with the cumulant LBM is investigated, leading to the development of a new
wall function for modelling the turbulent boundary layer (TBL). Before explaining the
new boundary condition, the TBL theory is introduced. Finally, numerical results of
turbulent bounded flow simulations are shown.
5.1 Introduction to the turbulent boundary layer theory
The turbulent boundary layer concept was first described by Ludwig Prandtl in 1904
[1, 108]. He hypothesized that the boundary layer is a fluid flow region near the body
surface where the effects of viscosity are predominant [109, 110]. One of the major
effects is the friction between the fluid and the body, which causes that the fluid
immediately adjacent to the surface sticks to the wall (no-slip condition). Moreover,
since the velocity at the wall is zero while outside the boundary layer it is relatively
high, the boundary layer is a region of large velocity gradients. According to the
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Newton’s shear-stress law:
τw = µ∂nue, (5.1)
which states that the wall shear stress τw is proportional to the velocity gradient ∂nue,
the local wall shear stress in the boundary layer can be very large (ue is in the stream-
wise direction ~e, ∂n is in the direction normal to the wall ~n, and µ is the dynamic
viscosity). Thus, the skin-friction drag force acting on the body is not negligible,
contrary to what in the earlier 19th century scientist believed [110]. It is possible to
define the skin-friction coefficient Cf as:
Cf =
τw
1/2ρu2∞
, (5.2)
with u∞ being the free-stream velocity. Several approximation formulas for Cf are
available in literature for both laminar [111] and turbulent flows [109].
Another effect of the friction at the wall is the flow separation. Prandtl theorized
that the fluid inside the boundary layer, having dissipated a part of its kinetic energy
due to the friction, does not have sufficient energy to move uphill into the region where
the pressure is higher, and therefore it turns away from the boundary (Figure 5.1)
[110]. Hence, the velocity profile near the surface is depleted, the flow separates from
the wall, and the boundary layer thickness δ increases (velocity profile on the right of
Figure 5.1). Once the flow separates, the pressure distribution over the surface of the
body changes drastically. For large flow separation regions the pressure drag is usually
greater than the skin-friction drag.
The boundary layer thickness δ is related to the Reynolds number Re. The higher
the Reynolds number the thinner is the boundary layer thickness [109]. For turbulent
Figure 5.1: Sketch of the boundary layer. The boundary layer is the fluid region between
the wall and the free-stream velocity u∞ (below the dashed line). δ is the boundary layer
thickness, ~n is the normal to the wall, and ~e is the stream-wise direction.
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flows at high Re the boundary layer thickness becomes extremely smaller than the
reference length of the geometry (δ  L). Hence, in order to solve numerically the
boundary layer, it is necessary to provide a highly refined grid close to the wall with
at least [112]:
ne ≈ 10, nn ≈ 25, ns ≈ 10, (5.3)
where ne, nn, and ns are the numbers of points stream-wise, across, and span-wise the
boundary layer thickness, respectively.
5.1.1 Thin boundary layer approximation
The study of near-wall region flows leads to the development of the so-called wall
functions [32–41]. They are used in order to avoid very large meshes for solving the
turbulent boundary layer over complex geometries at high Re. By using wall functions
the boundary layer effects are modelled and the boundary layer thickness δ does not
have to be resolved with a very fine grid resolution.
One possible method for implementing a wall function is the thin boundary layer
approximation [109, 113, 114]. It allows to simplify the NS momentum transport
equation by the following hypotheses: i) neglect the diffusion processes parallel to the
body surface, and ii) replace the momentum equation normal to the surface with the
assumption of zero normal pressure gradient throughout the boundary layer. The mean
flow is assumed to be parallel to the wall and statically steady:
un  ue, ∂eue  ∂nue, ∂tue = 0, ∂np = 0, (5.4)
where ue and un are the velocity components, and ∂e and ∂n are the derivatives in the
stream-wise direction ~e and in the direction normal to the wall ~n, respectively (∂t is
the time derivative). In the TBL Eq. (1.1) reduces to:
0 = −∂ep+ ∂n(µ∂nue) + ρge, (5.5)
where the term −∂ep is the pressure gradient in the stream-wise direction ~e, and µ∂nue
is the wall shear stress τw of Eq. (5.1).
Eq. (5.5) is a one-dimensional equation for the second derivative of the velocity.
A standard approach to solve Eq. (5.5) is to integrate in the direction normal to the
wall and solve for the first derivative of the velocity with a Gauss-Legendre quadra-
ture method [115]. The method has to be supplemented by a Newton algorithm for
obtaining τw. Other approaches consider the von Kármán integral TBL and they use
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approximation methods for recovering the information at the wall [109]. Importantly,
with Eq. (5.5) the TBL is solved taking into account the pressure gradient effects,
which are necessary for separating flows (e.g. at curved walls).
5.1.2 Second derivative of the velocity for flat walls
In the case of flat walls, the pressure gradient term −∂ep vanishes and Eq. (5.5) is only
a function of the second derivative of the velocity ∂n(µ∂nue) (zero pressure gradients
condition). For this reason, the important quantities can be computed by taking into
account only the effects of the velocity, leading to quasi-analytical solutions such as
the “law of the wall” [29], the Musker law [35], and the Monkewitz law [36].
With the cumulant LBM, after performing asymptotic analysis of Eq. (2.4) until
the third order in diffusive scaling, the relationship between the third order cumulants
and the second derivative of the velocity is found (Appendix C). For giving an example,
considering a flat wall with ~n = (0, 1, 0) = y and ~e = (1, 0, 0) = x, the second derivative
of the stream-wise velocity ue = u in the direction normal to the wall ∂nn = ∂yy can
be computed from [103]:
C∗120 − C120 − 1/3ρgx
−29ρ
(
1
ω1
− 12
) = 2∂xyv + ∂yyu+O(∆x2), (5.6)
where ω1 is the relaxation rate related to the viscosity, and C∗120 and C120 are the third
order cumulants in xyy for the post-collision and pre-collision states, respectively. By
considering the thin boundary layer approximation (v  u), the mixed derivative ∂xyv
can be neglected:
∂yyu ≈ C
∗
120 − C120 − 1/3ρgx
−29ρ
(
1
ω1
− 12
) . (5.7)
This allows to solve directly the second derivative of the velocity of Eq. (5.5) and to
obtain the wall shear stress τw. For the first fluid node close to the wall it is possible
to write:
∂y(µ∂yu) = ∂y(τw) ≈ ∆τw/∆y,
µ∂yyu =
τxy − τw
yw
,
τw = τxy − ywµ∂yyu,
(5.8)
where yw is the distance to the wall, and the deviatoric stress tensor component τxy is
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locally evaluated at the first fluid node close to the wall by using cumulants:
− C110 3ω1
ρ
= ∂xv + ∂yu+O(∆x2), (5.9)
τxy ≈ µ
(
−C110 3ω1
ρ
)
, (5.10)
being C110 the second order cumulant in xy.
5.2 Frictional partial slip velocity wall function
The lattice Boltzmann method has only recently been used for the implementation of
a near-wall region treatment. In 2014 Malaspinas implemented a wall function which
reconstructs the distributions f of the boundary nodes by adding a deviatoric stress
term [48]. Malaspinas used the MRT-LBM with a Smagorinsky turbulence model and
a Van Driest damping function for the boundary nodes. He validated the wall function
by computing the turbulent channel flow test case at different Reynolds numbers by
computing both the quasi-analytical solution and the solution of the TBL equation.
Malaspinas’ wall function considers the fluid density and velocity at the second node
from the wall in the normal direction, and recomputes their values at the boundary
node. Although the wall function showed good results in terms of velocity and Reynolds
shear stress profiles, using two nodes could be a disadvantage. For curved geometries
the two nodes are not aligned with the grid and interpolations are required. The use of
two nodes with interpolation is not optimal for implementations on GPGPUs. Locality
of the information is essential for efficiency of the GPGPU.
This work shows a new wall function for the LBM which uses only information at
the boundary nodes. After recomputing the quantities at the wall, the wall function
imposes a partial slip velocity at the boundary surface in order to satisfy the skin
friction requirement.
5.2.1 Implementation
The frictional partial slip velocity wall function (FPSV-WF) bases on five inputs. They
are the fluid velocity ~u, the deviatoric stress tensor τ , the second derivative of the
velocity ∂nnue, the normal to the wall ~n, and the distance to the wall yw. The inputs
~u, τ , and ∂nnue are related to the evolution of the flow and they are computed and
updated by the LBM kernel, while ~n and yw are geometrical information provided
by the grid generator LBMHexMesh (Chapter 3) and they are constant during the
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Figure 5.2: Boundary node for the FPSV-WF. The information necessary for the FPSV-WF
is local and stored at the first fluid node close to the wall. The sub-grid-distance q is used
for the interpolated bounce-back operation.
simulation. All the inputs are localized on the first fluid node next to the wall.
The configuration of the boundary node is shown in Figure 5.2. The first fluid node
next to the wall is both boundary node and fluid node. It owns the information from
the mesh generation, ~n and yw, and the LBM kernel computes the standard streaming
and collision operations, and ~u, τ , and ∂nnue can be computed from the cumulants.
The FPSV-WF acts in five steps (Figure 5.3). The first step computes the stream-
wise direction ~e at the first fluid node by using Eq. (1.19).
The second step calculates the wall shear stress τw. Two methods for computing
Figure 5.3: Functional flow block diagram of the FPSV-WF.
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τw are implemented, either by solving the second derivative of the velocity for flat
walls with cumulants (D2V) or by solving the quasi-analytical solution from Musker
[35]. D2V is solved by using Eq. (5.8). To compute the quasi-analytical solution it is
necessary to calculate the stream-wise velocity ue = ~u · ~e and to solve the Musker law
by using a Newton algorithm. After obtaining τw, with both methods the frictional
velocity uτ is computed with Eq. (1.20).
Once uτ is obtained, the skin-friction coefficient Cf can be calculated (third step).
By substituting Eq. (1.20) into Eq. (5.2), it is possible to write:
Cf = 2
u2τ
u2∞
. (5.11)
For simulations where a force term is used, the free-stream velocity u∞ is evaluated
as the mean velocity in the bulk 〈ub〉. The symbol 〈·〉 indicates the average in space.
When setting an inlet boundary condition where the velocity is known, the reference
velocity can be used for u∞.
With the skin-friction coefficient a partial slip velocity can be imposed at the wall
~uw [40] (fourth step):
~uw = − 1
Cf
~nT · τ · ~e, (5.12)
where ~nT is the transpose vector of ~n. The deviatoric stress tensor τ is locally evaluated
at the boundary fluid node by using cumulants, e.g. Eqs. (5.9) and (5.10) for τxy (for
the other tensor components the equations are similar by exchanging the indices).
The slip length s can be defined as [116]:
s = − µ
Cf
. (5.13)
Finally, with ~uw the wall function performs the fifth step, that is the interpolated
bounce-back of Eq. (2.15) taking into account the sub-grid-distance q.
5.3 Results
The FPSV-WF was validated by conducting numerical simulations of the turbulent
channel flow test case for different Reynolds numbers, grid resolutions, and methods
for computing τw.
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Figure 5.4: Channel flow. Channel flow between two infinite planes, at the bottom and at
the top. All the other sides are periodic boundary conditions. The height of the channel is
H = 2N , with N = 1 m. The length and width are L = W = 3H and the flow is driven by
an acceleration ~g.
5.3.1 Computational domain
The geometry of the test case is shown in Figure 5.4. The flow has been confined
between two infinite planes, one on the bottom and one on the top. All the other
sides were periodic boundary conditions. The directions were stream-wise (X), normal
(Y), and span-wise (Z). The height of the channel was H = 2N with N = 1 m being
the half channel height. In order to let the turbulence develop in both stream-wise
and span-wise directions, the length L and the width W of the channel were set three
times the height H (L = W = 3H) [48]. Uniform grids were generated by discretizing
the half channel height N with three different resolutions: a very coarse one with 10
points, a less coarse one with 20 points, and third one with 40 points. Since the LBM
computes on grids with cell aspect ratio equal to one, the discretization in the other
two directions (L and W ) was of the same resolution. Table 5.1 shows the number
of points used for the three different meshes. Importantly, the choice of such coarse
grids was intentional in order to stress the FPSV-WF with an under-resolved near-wall
region mesh.
The flow moved inside the channel in the stream-wise direction (X) driven by an
acceleration ~g. The acceleration ~g was set adaptively in order to have a specific space-
grid name L W N H [# points] ∆x [m] ∆t [s]
N10 60 60 10 20 0.1 0.008
N20 120 120 20 40 0.05 0.002
N40 240 240 40 80 0.025 0.0005
Table 5.1: Summary of the grid information for the turbulent channel flow simulations.
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average velocity in the bulk domain ~ub,0 [117]:
~g =
(〈uτ 〉2
N
+ (ub,0 − 〈ub〉)ub,0
N
, 0, 0
)
, (5.14)
where 〈uτ 〉 is the average of the computed uτ over all the boundary nodes, and 〈ub〉
the average over all the nodes in the bulk. The specific velocity ~ub,0 = (νRe/H, 0, 0)
was calculated according to the simulated Reynolds number Re = ub,0H/ν. The Re
was computed from the frictional Reynolds number Reτ = uτN/ν by using the Dean
correlation [48]:
Re =
( 8
0.073
)4/7
Re8/7τ . (5.15)
In order to compare the numerical results with the DNS data, two Reτ were chosen
for which DNS experiments were available [30]. They were Reτ = 950 and 2 000 and
they corresponded to Re = 37 042 and 86 734, respectively. The kinematic viscosity
ν and the frictional velocity uτ were accessible from the experiments [30]. In order
to validate the FPSV-WF boundary condition with a higher Re, a third simulation
for Reτ = 16 000 was conducted. Since no DNS data were available for this case, the
specific space-average velocity ub,0 was chosen equal to the previous two cases, and Re
was adjusted by setting ν accordingly. All the fluid properties of the three different
Reτ are given in Table 5.2.
All the simulations were ran with the cumulant LBM solver LBMCumulantFoam
(Appendix B) as Implicit Large Eddy Simulation (ILES) without any explicit turbu-
lence models. For the coarser grid N10, the time-step was ∆tN10 = 0.008 s in order to
have the maximum velocity in the bulk smaller than 0.1 in lattice units. For the other
grids, the time-step was set by diffusive scaling of ∆tN10 with respect to the cell size
∆x (∆t ∝ ∆x2). The values of the grid spacing ∆x and time-step ∆t for the three
grids are shown in Table 5.1. The simulations were allowed to run over several number
of channel passages before the analysis started. Data were obtained for the average
of 60 channel passages, for a sample of nodes covering a line located at the middle of
Reτ Re ν [m2/s] ×10−5 uτ [m/s] ~ub,0 [m/s]
950 37042 4.85908649173955 0.045390026 (0.9, 0, 0)
2 000 86734 2.06185567010309 0.041302030 (0.894, 0, 0)
16 000 933877 0.192771084337349 0.0308433734939759 (0.9, 0, 0)
Table 5.2: Summary of the computational set-up for the turbulent channel flow simulations.
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the channel from the bottom plane to the top plane. For averaging the channel was
mirrored at the middle plane.
5.3.2 Relaxation parameters analysis
Two simulations were conducted in order to compare the new set of the relaxation
parameters “Cum B” introduced in Chapter 4 with the standard set “Cum A” for
turbulent flows. The very coarse grid N10 together with the Musker law method for
the FPSV-WF and the lower frictional Reynolds number Reτ = 950 was used. Due to
the coarse resolution of the mesh, the “Cum B” set needed a limiter coefficient clim =
0.45 in order to obtain a stable solution (“Cum B-lim”).
The instantaneous velocity colour plot on a slice at the centre of the channel showed
large differences in the eddies size and turbulence intensity for the two sets of the
relaxation parameters (Figure 5.5). With the standard set “Cum A”, the boundary
layer did not become turbulent (Figure 5.5a). The “Cum B-lim” set produced an
highly turbulent flows even with a very coarse grid (Figure 5.5b). The flow field in the
bulk was greatly different, being smoother for “Cum A” and more turbulent for “Cum
B-lim”.
The above results were confirmed by plotting the normalized velocity profiles and
the normalized Reynold shear stress profiles in the direction normal to the planes
(Figure 5.6). The relaxation parameter “Cum A” showed a lower y+ at the first grid
point and a higher velocity profile in comparison to the DNS data (∗ points in Figure
5.6a). The “Cum B-lim” set showed a reasonable agreement with the DNS results
(+ points in Figure 5.6a). The same observations held for the Reynold shear stress
(a) “Cum A” (b) “Cum B-lim”
Figure 5.5: Channel flow “Cum A” vs “Cum B-lim” - velocity colour plot. Instantaneous
velocity colour plot on a slice at the centre of the channel for the coarser resolution grid
(N10) at Reτ = 950. Simulations were conducted with the Musker law FPSV-WF by using
the sets of the relaxation parameters “Cum A” (a) and “Cum B-lim” (b).
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(a) Normalized velocity profile (b) Reynolds shear stress
Figure 5.6: Channel flow “Cum A” vs “Cum B-lim” - results. Normalized velocity profile (a)
and Reynolds shear stress (b) for the coarser resolution grid (N10) at Reτ = 950. Simulations
were conducted with the Musker law FPSV-WF by using the sets of the relaxation parameters
“Cum A” and “Cum B-lim”.
profiles. While the “Cum B-lim” set showed a good agreement with the DNS data (+
points in Figure 5.6b), the “Cum A” set gave considerably lower stresses close to wall
(∗ points in Figure 5.6b), thus confirming the lower turbulence intensity of this set of
relaxation parameters.
Since the set of the relaxation parameters “Cum B” showed proper results, all the
following channel flow simulations were conducted with the “Cum B” set. Table 5.3
reports the “Cum B” settings for each simulation configuration. Interestingly, with
only 20 grid nodes in the half channel eight (N20), the simulation at Reτ 950 was
performed without limiter coefficient.
5.3.3 Normalized velocity profiles
The cases for the two grid resolutions N10 and N20 and the three Reynolds numbers
(950, 2 000, and 16 000) were simulated with the Musker law FPSV-WF and the D2V
FPSV-WF. The grid N40 was also simulated for the three Reynolds numbers but only
with the D2V FPSV-WF.
N10 N20 N40
950 Cum B-lim (clim=0.45) Cum B Cum B
2 000 Cum B-lim (clim=0.3) Cum B-lim (clim=2.25) Cum B
16 000 Cum B-lim (clim=0.25) Cum B-lim (clim=1) Cum B-lim (clim=1)
Table 5.3: Summary of the sets of the relaxation parameters for the turbulent channel flow
simulations.
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The instantaneous velocity colour plot for the gridN20 at the three various Reynolds
numbers is shown in Figure 5.7. The eddy sizes were largest for the lowest Reτ = 950
decreasing with higher Re (Figures 5.7a, 5.7c, and 5.7e). For the higher Reτ = 16 000
the surface close to the top wall showed only few spots of low velocities (Figure 5.7f),
resulting in a thin boundary layer thickness δ. With lower Reynolds numbers the zones
of small velocities became larger, and therefore δ was bigger (Figures 5.7d and 5.7b).
In order to have quantitative results for the velocity field, the normalized velocity
profiles for all the simulations were measured (Figure 5.8). The numerical results were
compared to the DNS data [30] for the first two frictional Reynolds numbers Reτ = 950
and 2 000, while for the higher Reτ = 16 000 the Musker law is used as reference.
The Musker law FPSV-WF showed reasonable results for all the Reynolds numbers
and grid resolutions. Interestingly, the first point of the profile agreed well with the
DNS data independently on the grid size (Figures 5.8a, 5.8c, and 5.8e). The rest of
the profiles for the grid N20 was closer to the reference than for the coarser grid N10,
thus showing a certain grid convergence of the results. Moreover, the grid N10 showed
an evident kink at the second grid point while for the grid N20 this kink was smaller.
The D2V FPSV-WF showed larger discrepancies in the velocity profiles (Figures
5.8b, 5.8d, and 5.8f). With the very coarse mesh N10 the wall function overestimated
the wall shear stress τw and consequently uτ for all the Reynolds numbers, and the
velocities were lower than in the DNS data. By increasing the resolution with the grid
N20, the velocity profiles for the Reτ = 950 and 2 000 had a reasonable agreement with
the DNS data, while for the higher Reτ = 16 000 the velocities were lower. With the
grid N40, the velocity profiles for the Reτ = 2 000 and 16 000 had a better agreement
with the DNS data than the grid N20, while for the lower Reτ = 950 did not.
5.3.4 Normalized Reynold shear stress profiles
The normalized Reynold shear stress u′v′+ was computed as the product of the fluctu-
ating parts of the velocity field in the stream-wise and normal directions:
u′v′+ = uv+ − u¯+v¯+,
uv+ = 1
nt
te∑
t=ts
uv
u2τ
, u¯+ = 1
nt
te∑
t=ts
u
uτ
, v¯+ = 1
nt
te∑
t=ts
v
uτ
,
(5.16)
where ts and te were the initial and final averaging time-steps, respectively, and nt was
the total number of time-steps used for the averaging process. Figure 5.9 shows the
Reynold shear stress profiles for all the simulations.
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(a) Reτ = 950
(b) Reτ = 950
(c) Reτ = 2 000
(d) Reτ = 2 000
(e) Reτ = 16 000
(f) Reτ = 16 000
Figure 5.7: Channel flow - velocity colour plot. Instantaneous velocity colour plot in the
channel domain for the grid N20 at different Reτ by using the Musker law FPSV-WF. Slice
at the centre of the channel (a, c, e) and isometric view (b, d, f).
The Musker law FPSV-WF showed reasonable agreement for Reτ = 950 and 2 000
for both grids. For the grid N10, the kink in the velocity profile at the second grid
point was also visible in the Reynolds shear stress, having a larger value than in the
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(a) Reτ = 950, Musker law (b) Reτ = 950, D2V
(c) Reτ = 2 000, Musker law (d) Reτ = 2 000, D2V
(e) Reτ = 16 000, Musker law (f) Reτ = 16 000, D2V
Figure 5.8: Channel flow - normalized velocity profile. Normalized velocity profile for different
grid resolutions, Reτ , and FPSV-WF methods.
DNS data. This affected all the rest of the profile, producing a larger slope of the curve
than in the DNS data. The grid N20 showed a wide bump in the profile close to the
wall for Reτ = 2000.
The D2V FPSV-WF showed large discrepancies in the profiles for Reτ = 950 and
2 000. The coarser grid N10 over predicted τw and uτ , and the normalized Reynolds
shear stress had profiles with smaller values and lower slopes than in the DNS data.
With the less coarse grid N20 the situation improved, τw and uτ decreased and the
normalized Reynolds shear stress were closer to the reference, especially in the bulk
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(a) Reτ = 950, Musker law (b) Reτ = 950, D2V
(c) Reτ = 2 000, Musker law (d) Reτ = 2 000, D2V
(e) Reτ = 16 000, Musker law (f) Reτ = 16 000, D2V
Figure 5.9: Channel flow - Reynold shear stress. Reynold shear stress for different grid
resolutions, Reτ , and FPSV-WF methods.
of the domain. For the grid N40, the normalized Reynolds shear stress profiles for
Reτ = 2 000 and 16 000 were similar to those ones of grid N20. For Reτ = 950, the
profile was similar to that one of grid N20 close to the wall and to that one of grid
N10 at the centre of the channel.
For the higher Reτ = 16 000, no reference data were available for comparison. Nev-
ertheless, their trends were in accordance with the profiles at lower Reynolds numbers
for both the FPSV-WFs.
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5.4 Discussion and summary
The frictional partial slip velocity wall function (FPSV-WF) has been tested with
turbulent channel flow simulations at different Reynolds numbers with very coarse
grids. It is important to remark that coarse grids were used with the intention to
stress the wall function.
The Musker law FPSV-WF over predicted the normalized velocity and Reynolds
shear stress profiles in the channel for all the Reynolds numbers tested (Figures 5.8a,
5.8c, 5.8e, 5.9a, 5.9c, and 5.9e). The reason could be due to the large kink at the second
grid point, leading to the over estimation of the rest of the profile. While the velocity
of the first grid point was enforced by the wall function, the second grid point was free.
Therefore, the velocity at the second grid point depended on the grid resolution while
at the first one it did not. The coarser grid N10 had a larger kink at the second grid
node than the grid N20. The first grid point was also the boundary node where the
wall function computed the wall shear stress applying the slip velocity. Therefore, the
wall function did not depend on the grid resolution and both grids N10 and N20 gave
results in a reasonable agreement with the DNS data.
The D2V FPSV-WF showed discrepancies in all the profiles (Figures 5.8b, 5.8d,
5.8f, 5.9b, 5.9d, and 5.9f). The reason could be due to the method chosen for solving
the second derivative of the velocity of Eq. (5.8) for obtaining the wall shear stress τw.
The method computed a finite difference between the fluid node and the position of
the wall. While this approach gave correct results of τw for the Poiseuille flow at low
Reynolds number, it was strongly dependent on the grid resolution for turbulent flows
at high Reynolds number. Especially for the coarser grid N10, τw was over estimated,
leading to a lower slip velocity at the wall and to a lower position of the first grid
point in the profiles in comparison to the reference data. By increasing the resolution
with the grid N20, the error of the computed τw was lower, and all the profiles were
in reasonable agreement with the DNS data, especially for the two lower Reτ = 950
and 2 000. For the higher Reτ = 16 000 the error was still high. The finer grid N40
showed mixed results. For the lower Reτ = 950 the results were worse than for the
grid N20, while for the other two Reynolds numbers were better. A first reason can
be that the data were obtained for a smaller number of channel passages than for the
grid N20. Another reason can be that, for Reτ = 950, the y+ of the first grid point
was very close to the value of the intersection between the linear and the logarithmic
profile of the “law of the wall” (y+ ≈ 11). This region is the zone where the transition
from laminar to turbulent flow happens, which is a phenomenon very difficult to model.
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Nevertheless, the method proposed in Eq. (5.8) had the advantage to use information
from cumulants, which was available directly at the boundary nodes. Further work
could be aimed at addressing the implementation of Gauss-Legendre integration [115]
and approximation methods [109].
The new set of the relaxation parameters “Cum B” implemented for turbulent flows
at high Re predicted the fluctuating parts of the velocity fields, while the standard set
of the relaxation parameters “Cum A” did not (Figure 5.6b). Interestingly, “Cum B”
gave a good agreement with the DNS data for the Reynolds shear stress by simulat-
ing without any explicit LES turbulence model. Hence, the choice of the set of the
relaxation parameters was crucial in order to develop a proper turbulent flow for the
FPSV-WF.
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6 | Conclusion
That sun which erst had warmed my heart with love,
by proving and refuting, had revealed
to me the pleasing face of lovely truth;
Dante Alighieri, The Divine Comedy, vol. 3 (Paradiso)
Computational Fluid Dynamics (CFD) for complex engineering problems hasbeen investigated by considering two aspects. They were the discretization of
complex geometries and the analysis of turbulent flows, especially in the near-wall
region. Since engineers deal with the design of complex objects such as cars, air-
planes, buildings, porous media, etc., the numerical methods utilized for studying and
analysing them have to be assisted by discretization techniques that are able to generate
grids for modelling properly the real objects. Since in many engineering applications
the fluid flow is mostly turbulent, the study of flows at high Reynolds numbers be-
comes necessary. Turbulent flows are difficult to investigate as many phenomena such
as unsteadiness, instabilities, chaotic effects, etc., perturb the flow field.
This work addressed these two aspects by considering the cumulant lattice Boltz-
mann method (LBM) for carrying out CFD simulations [43]. Although being relatively
new on the CFD panorama, the LBM became a valid alternative to standard CFD ap-
proaches such as the Finite Volume Method (FVM). The cumulant LBM showed to
overcome some issues of the standard LBM, such as the violation of the Galilean in-
variance, the spurious coupling of the degrees of freedoms, and the hyper-viscosity.
It has been successfully implemented for High Performance Computing (HPC) on
CPU and GPGPU applications [65], showing accuracy of results and high performance
[43, 66, 67, 90].
The discretization of the computational domain, although being considered trivial
[44, 45], presents some challenges if applied to complex geometries using nested Carte-
sian grids. For the LBM method to be as attractive as other CFD methods, some
special features have to be provided. These features are, for example, the second order
boundary definition, and the grid refinement. Since the standard LBM requires Carte-
sian grids for the streaming procedure, boundaries have to set by cut-cell approach
[63]. If solving fluid flows at high Re, the grid refinement is necessary to use fine grids
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where required and coarse grids where possible [70]. In this work, a new grid gener-
ator that creates advanced grids for the cumulant LBM was introduced (Chapter 3).
For defining complex boundaries, a technique that computes the sub-grid-distances for
the cut-cell approach was implemented based on bounding boxes. Regarding the grid
refinement, the “frame” data structure enables an efficient grid refinement interface
definition. The grid refinement is not shape-constrained and it has level wise load
balancing. The format of the data for describing the grid was optimized in order to
maximize the number of grid points fitting in a given memory of a GPGPU, either for
serial or parallel applications. During its development, LBMHexMesh was tested for
generating grids with about 500 M grid points. Further developments, e.g. a new level
wise load balancing, are required for the generation of very large meshes with more
than 1 000 M grid points for applications on large multi-GPGPUs systems.
The turbulent flow in the near-wall region has been investigated by considering
two aspects for the cumulant LBM. The first aspect was the analysis of the relaxation
parameters for the third order cumulants, while the second one was the implementation
of a wall model for treating the turbulence in the near-wall region.
The relaxation parameters for multiple relaxation time LBMs have been already
demonstrated to be influential for the accuracy of the results, especially for bounded
flows [46, 47]. However, the definition of these parameters represents a sort of compro-
mise because the number of constrains is larger than the number of parameters. The
new set of parameters used in this work was chosen such that the Linearized Leading
Error decreases for small shear viscosities independent of the bulk viscosity (Chapter
4). Various validation cases were tested with the new parameters, such as the Taylor
Green vortex, the shear wave, the Poiseuille flow, and the turbulent channel flow. The
new set of relaxation parameters provided a proper turbulence intensity for turbulent
channel flow even at very coarse resolutions.
Despite of being a relevant aspect of turbulent flows, the near-wall region turbulence
treatment for the LBM has only recently been addressed [48]. Near-wall treatment is
important as it allows to estimate the correct quantities at the wall, e.g. the stresses,
even with coarse grids, thus reducing the number of grid points necessary in the bound-
ary layer and increasing the efficiency of the numerical simulations. I proposed to solve
the problem by developing a new wall function that needed only local information at
the boundary nodes and that used quantities computed from cumulants (Chapter 5).
By imposing the exact wall shear stress from the quasi-analytical solution at the bound-
ary node, the Musker law FPSV-WF gave better results than the D2V FPSV-WF. The
D2V FPSV-WF used Eq. (5.6) for solving the second derivative of the velocity. The
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solution depended strongly on the grid resolution. Further work could be aimed at
addressing the computation of the second derivative of the velocity by a more accurate
method. For its application on curved geometries such as spheres or cars, the second
derivate in wall normal direction of the velocity tangential to the wall can not be cal-
culated with the cumulants of the D3Q27 lattice. The reason is that the cumulants of
third order C300, C030, and C003 are missing. A new lattice that supports all ten third
order cumulants definition can be used, e.g. the Body Centered Cubic (BCC) lattice
[118].
In conclusion, since the treated topic is complex and broad, this work can be con-
sidered as an initial step rather than an exhaustive attempt for finding the solutions of
the addressed problems. Indeed, as highlighted by the quote above, science is based on
the concept of “proving and refuting”, experimenting and confirming [119, 120]. Only
with this approach the scientific knowledge can grow.
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The D3Q27 cumulant LBM collision operator is implemented by performing five steps
[43].
The first step is the “forward central moments transformation”, which computes
the central moments from the distributions. The central moments computation is split
among the three different directions ijk:
Kij|γ =
∑
k
fijk(k − w/c)γ, (A.1)
Ki|βγ =
∑
j
Kij|γ(j − v/c)β, (A.2)
Kαβγ =
∑
i
Ki|βγ(i− u/c)α, (A.3)
where u, v, w are computed with Eq. (2.6), c = ∆x/∆t, and α, β, γ = 0 · · · 2.
The second step is the “forward cumulants transformation”, which computes the
cumulants from the central moments. Since the equilibrium of most cumulants is zero
the normalization is omitted in the following [43]. The cumulants until the third order
are indentical to the central moments:
C110 = K110, C200 = K200, C120 = K120, C111 = K111. (A.4)
The cumulants differ from central moments from fourth order:
C211 = K211 − (K200K011 + 2K110K101)/ρ,
C220 = K220 − (K200K020 + 2K1102)/ρ,
C122 = K122 − (K002K120 +K020K102 + 4K011K111 + 2(K101K021 +K110K012))/ρ,
C222 = K222
− (4K2111 +K200K022 +K020K202 +K002K220 + 4(K011K211 +K101K121 +K110K112)
+ 2(K120K102 +K210K012 +K201K021))/ρ
+ (16K110K101K011 + 4(K2101K020 +K2011K200 +K2110K002) + 2K200K020K002)/ρ2.
(A.5)
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The omitted cumulants can be obtained by permuting the indices.
The third step is the “collision”. The collision reads explicitly:
C∗110 = (1− ω1)C110, C∗101 = (1− ω1)C101, C∗011 = (1− ω1)C011,
C∗200 − C∗020 = (1− ω1)(C200 − C020)− 3ρ
(
1− ω12
)
(u2Dxu− v2Dyv),
C∗200 − C∗002 = (1− ω1)(C200 − C002)− 3ρ
(
1− ω12
)
(u2Dxu− w2Dzw),
C∗200 + C∗020 + C∗002 = K000ω2 + (1− ω2)(C200 + C020 + C002)
− 3ρ
(
1− ω22
)
(u2Dxu+ v2Dyv + w2Dzw),
(A.6)
where Dxu, Dyv, and Dzw are computed as:
Dxu = −ω12ρ(2C200 − C020 − C002)−
ω2
2ρ(2C200 + C020 + C002 −K000),
Dyv = Dxu+
3ω1
2ρ (C200 − C020),
Dzw = Dxu+
3ω1
2ρ (C200 − C002).
(A.7)
The equilibria for all remaining cumulants are zero:
C∗120 + C∗102 = (1− ω3)(C120 + C102),
C∗210 + C∗012 = (1− ω3)(C210 + C012),
C∗201 + C∗021 = (1− ω3)(C201 + C021),
C∗120 − C∗102 = (1− ω4)(C120 − C102),
C∗210 − C∗012 = (1− ω4)(C210 − C012),
C∗201 − C∗021 = (1− ω4)(C201 − C021),
C∗111 = (1− ω5)C111,
(A.8)
C∗220 − 2C∗202 + C∗022 = (1− ω6)(C220 − 2C202 + C022),
C∗220 + C∗202 − 2C∗022 = (1− ω6)(C220 + C202 − 2C022),
C∗220 + C∗202 + C∗022 = (1− ω7)(C220 + C202 + C022),
C∗211 = (1− ω8)C211,
C∗121 = (1− ω8)C121,
C∗112 = (1− ω8)C112,
(A.9)
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C∗221 = (1− ω9)C221,
C∗212 = (1− ω9)C212,
C∗122 = (1− ω9)C122,
(A.10)
C∗222 = (1− ω10)C222. (A.11)
The fourth step is the “backward cumulants transformation”, which recomputes the
central moments from the cumulants after collision:
K∗211 = C∗211 − (K∗200K∗011 + 2K∗110K∗101)/ρ,
K∗220 = C∗220 − (K∗200K∗020 + 2K∗1102)/ρ,
K∗122 = C∗122 − (K∗002K∗120 +K∗020K∗102 + 4K∗011K∗111 + 2(K∗101K∗021 +K∗110K∗012))/ρ,
K∗222 = C∗222
− (4K∗1112 +K∗200K∗022 +K∗020K∗202 +K∗002K∗220 + 4(K∗011K∗211 +K∗101K∗121 +K∗110K∗112)
+ 2(K∗120K∗102 +K∗210K∗012 +K∗201K∗021))/ρ
+ (16K∗110K∗101K∗011 + 4(K∗1012K∗020 +K∗0112K∗200 +K∗1102K∗002) + 2K∗200K∗020K∗002)/ρ2.
(A.12)
The remaining central moments can be obtained by permuting the indices.
The fifth step is the “backward central moments transformation”, which recomputes
the distributions from the central moments after collision:
K∗0|βγ = K∗0βγ(1− (u/c)2)− 2(u/c)K∗1βγ −K∗2βγ, (A.13)
K ∗¯1|βγ = (K∗0βγ((u/c)2 − u/c) +K∗1βγ(2u/c− 1) +K∗2βγ)/2, (A.14)
K∗1|βγ = (K∗0βγ((u/c)2 + u/c) +K∗1βγ(2u/c+ 1) +K∗2βγ)/2, (A.15)
K∗i0|γ = K∗i|0γ(1− (v/c)2)− 2(v/c)K∗i|1γ −K∗i|2γ, (A.16)
K∗i1¯|γ = (K∗i|0γ((v/c)2 − v/c) +K∗i|1γ(2v/c− 1) +K∗i|2γ)/2, (A.17)
K∗i1|γ = (K∗i|0γ((v/c)2 + v/c) +K∗i|1γ(2v/c+ 1) +K∗i|2γ)/2, (A.18)
f ∗ij0 = K∗ij|0(1− (w/c)2)− 2(w/c)K∗ij|1 −K∗ij|2, (A.19)
f ∗ij1¯ = (K∗ij|0((w/c)2 − w/c) +K∗ij|1(2w/c− 1) +K∗ij|2)/2, (A.20)
f ∗ij1 = (K∗ij|0((w/c)2 + w/c) +K∗ij|1(2w/c+ 1) +K∗ij|2)/2. (A.21)
The collision step is followed by the usual streaming step.
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LBMCumulantFoam is a cumulant LBM implementation within the OpenFOAM envi-
ronment [72], following the work started with LBMHexMesh (Chapter 3). The settings
for running simulations with LBMCumulantFoam are divided into three types, bound-
ary conditions type, properties type, and control type.
The boundary condition settings have already been shown in Listing 3.8.
The properties settings are described in the file transportProperties (Listing
B.1). The default kernel used in LBMCumulantFoam is the cumulant LBM. Never-
theless, it is possible to specify also the BGK kernel by declaring the optional entry
kernel as BGK. The default initialization of the fluid is with a zero velocity for all
the grid nodes. In order to allow other initializations of the fluid flow, the optional
entry init must be declared. The other initialization possibilities are the shear wave
ShearWave and the Taylor Green vortex TaylorGreen. The kinematic viscosity
and the fluid density are set in the entries nu and rho, respectively, and the values
must be in International System of Units (SI). For the computation of some quantities
//kernel BGK; // default=cumulant
//init ShearWave; // ShearWave // TaylorGreen // default=velocity (0 0 0)
nu 1.51E-005; // kinematic viscosity [m2/s]
rho 1.0; // density [kg/m3]
useForCalc mean; // mean // eff
L 2.0; // reference length [m]
UBulk 0.9; // reference velocity
ReBulk 0.0; // Reynolds number
Dir ( 1 0 0 ); // main flow direction
LESmodel None; // None // Smagorinsky
// Smagorinsky model constants
kappa 0.410; // von Karman constant
E 9.8;
Cs 0.08; // Smagorinsky coeff.
filterWidth cellSize; // filter width
Cvd 26.0; // van Driest coeff.
relParThirdMom Cum_B-lim; // rel. par. set
coeff 0.45; // limiter coeff.
Listing B.1: transportProperties file example.
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such as stresses and Reynolds number, one can choose to use averaged values or local
values. This is possible by setting the entry useForCalc as mean or eff for using
averaged or local values, respectively. Other useful parameters are the reference length
L, the reference velocity UBulk, the Reynolds number ReBulk, and the main flow
direction Dir. All are in SI units. If at least one of velocity or pressure boundary
conditions is used, these entries are ignored. If neither velocity nor pressure boundary
conditions are specified, these entries are used for setting a forcing term in the bulk.
For example:
• fixed forcing term, with UBulk = ReBulk > 0 being the magnitude of the forcing
term and Dir being the direction,
• velocity-adaptive forcing term like in Eq. (5.14), with ReBulk = 0 and Dir
being the direction. The force adapts in order to have the mean velocity in the
bulk as specified in UBulk > 0,
• Re-adaptive forcing term, with UBulk = 0 and Dir being the direction. The
force adapts in order to have the specified Reynolds number ReBulk > 0.
LES computations can be approached with either implicit or explicit models. The
entry to use is LESmodel and it can be None or Smagorinsky, respectively. For
the latter case some constants have to be provided (see Listing B.1). The last entry
relParThirdMom is about the set of relaxation parameters for the third order cumu-
lants. The sets can be Cum_A, Cum_B, and Cum_B-lim (Chapter 4). If the bounded
version Cum_B-lim is used, the limiter coefficient clim has to be provided by setting
the entry coeff.
The control settings are used for describing the evolution of the simulation and the
functions for extracting quantities during the computation (Listing B.2). All the time
values specified in this file are in seconds, since the entry writeControl is set as
runTime. The simulation starts from time 0 if no restart file is found, and it stops
at the time described in the endTime entry. The time-step ∆t is set in the entry
deltaT and the results can be written in the specified intervals. VTK files are writ-
ten every writeInterval intervals, restart files every writeRestart intervals,
and the values requested by the functions every writeProbe intervals. Mean values
can be printed every writeMean intervals. The files can be written either in binary
or ASCII format by setting the entry writeFormat as binary or ascii, respec-
tively. For parallel executions, LBMCumulantFoam uses the Open Multi-Processing
(OpenMP) application and the number of threads for the simulation can be set in
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application LBMCumulantFoam;
writeControl runTime; // time in seconds
stopAt endTime;
endTime 500000; // last time
deltaT 0.002; // time-step
writeInterval 10.000; // write VTK
writeRestart 10.0; // write restart file
writeProbe 0.002; // write values from ’Functions’
writeMean 0.002; // show mean values
writeFormat binary; // binary // ascii
memInfo on; // on // default=off
nProcs 8; // n. threads for parallel execution
// FOAM parameters // do not change
startFrom latestTime;
startTime 0;
timeFormat general;
timePrecision 16;
writePrecision 16;
writeCompression compressed;
purgeWrite 0;
// Functions
extractType Line;
extract_Line_origin (0 0 0);
extract_Line_direction 4;
extractType Patch;
extract_Patch_name geom;
Listing B.2: controlDict file example.
the nProcs entry. Finally, in order to extract values from the computation at spe-
cific locations in the domain, two different functions are available by declaring the
entry extractType. The first function allows to collect information over a sample of
points along a specified line (extractType is Line). The line starts from a specified
point of the domain and proceeds along one of the 26 directions of the lattice D3Q27.
All the points sampled are physical nodes of the computational grid. The origin and
the direction of the line are specified with the entries extract_Line_origin and
extract_Line_direction, respectively. The direction is an integer number that
identifies the link of the lattice D3Q27 source node, e.g. 4 is the direction in +Z, and
26 is the direction in -Z, -Y, -X. The second function extracts the integral values for the
pressure and velocity fields over a boundary (extractType is Patch). The name of
the boundary patch has to be defined with the entry extract_Patch_name and it
must be an existing boundary of the mesh.
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C | Asymptotic analysis until third
order
Eq. (5.6) was derived after performing a combination of Taylor expansion [105] and
asymptotic analysis [106] of Eq. (2.4) until the third order in diffusive scaling [43].
The lhs of Eq. (2.4) can be Taylor expanded in time, the rhs can be Taylor expanded
in space:
∞∑
o=0
∆to
o! ∂t
ofijkxyzt =
∞∑
m,n,l=0
(imjnkl)(−c∆t)m+n+l
m!n!l! ∂xmynzlf
∗
ijkxyzt. (C.1)
By inserting the moments mαβγ =
∑
ijk i
αjβkγfijk, it is possible to write:
∞∑
o=0
∆to
o! ∂t
omαβγ =
∞∑
m,n,l=0
(−c∆t)m+n+l
m!n!l! ∂xmynzlm
∗
(α+m)(β+n)(γ+l). (C.2)
The expansion in moments can be used also with the cumulant collision operator
since cumulants can be transformed into moments. Time and space variables are
substituted by dimensionless ones by adopting diffusive scaling: ∆t ∝ 2 and ∆x ∝ ,
with c∆t = ∆x. The term  is the scaling parameter. Eq. (C.2) becomes:
∞∑
o=0
2o
o! ∂t
omαβγ =
∞∑
m,n,l=0
(−)m+n+l
m!n!l! ∂xmynzlm
∗
(α+m)(β+n)(γ+l). (C.3)
The moments are expanded asymptotically in :
mαβγ =
∞∑
q=0
qm
(q)
αβγ, m
∗
αβγ =
∞∑
q=0
qm
∗(q)
αβγ, (C.4)
and Eq. (C.3) becomes:
∞∑
o=0
2o
o! ∂t
o
∞∑
q=0
qm
(q)
αβγ =
∞∑
m,n,l=0
(−)m+n+l
m!n!l! ∂xmynzl
∞∑
q=0
qm
∗(q)
(α+m)(β+n)(γ+l). (C.5)
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Since the derivation is done for the D3Q27 lattice, only 27 moments are independent.
The higher order moments are considered by aliasing condition:
m300 = m100, m400 = m200, m500 = m100, m310 = m110 (C.6)
and so on. The moments are collision invariant at zeroth order 0 and first order 1 (no
proof) [43]:
m
(0)
αβγ = m
∗(0)
αβγ, m
(1)
αβγ = m
∗(1)
αβγ = m
eq(1)
αβγ . (C.7)
The relationship between the third order cumulants and the second derivative of
the velocity is obtained at third order 3. For obtaining the second derivative in Y of
the velocity in X (∂yyu), it is possible to write (α = 1, β = 2, and γ = 0):
m
(3)
120 + ∂tm
(1)
120 = m
∗(3)
120 − ∂xm∗(2)220 − ∂ym∗(2)110 − ∂zm∗(2)121
+ 1/2(∂xxm∗(1)120 + ∂yym
∗(1)
120 + ∂zzm
∗(1)
122 )
+ ∂xym∗(1)210 + ∂xzm
∗(1)
221 + ∂yzm
∗(1)
111 .
(C.8)
Due to Eq. (C.7), the moments of first order 1 can be written as (θ = 1/3 is the
dimensionless speed of sound squared):
m
∗(1)
120 = θm
(1)
100 = 1/3ρ(0)u(1), (C.9)
m
∗(1)
122 = θ2m
(1)
100 = 1/9ρ(0)u(1), (C.10)
m
∗(1)
210 = θm
(1)
010 = 1/3ρ(0)v(1), (C.11)
m
∗(1)
221 = θ2m
(1)
001 = 1/9ρ(0)w(1). (C.12)
m
∗(1)
111 = 0, (C.13)
The moment of second order m∗(2)110 can be written as:
m
∗(2)
110 = (1− ω1)m(2)110 + ω1meq(2)110 , (C.14)
with m(2)110 [43]:
m
(2)
110 = m
∗(2)
110 − (∂xmeq(1)210 + ∂ymeq(1)120 + ∂zmeq(1)111 ). (C.15)
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The following terms are introduced:
m
eq(2)
110 = ρ(0)u(1)v(1),
m
eq(1)
210 = θρ(0)v(1) = 1/3ρ(0)v(1),
m
eq(1)
120 = θρ(0)u(1) = 1/3ρ(0)u(1),
m
eq(1)
111 = 0.
(C.16)
By inserting Eqs. (C.15) and (C.16) into Eq. (C.14), it is possible to write:
m
∗(2)
110 =
(1− ω1)
ω1
(−∂x1/3ρ(0)v(1) − ∂y1/3ρ(0)u(1)) + ρ(0)u(1)v(1). (C.17)
The moment of second order m∗(2)220 can be written as:
m
∗(2)
220 = θρ(0)m
∗(2)
200 + θρ(0)m
∗(2)
020 − θ2ρ(2), (C.18)
where:
m
∗(2)
200 = (1− ω1)m(2)200 + ω1meq(2)200 ,
m
∗(2)
020 = (1− ω1)m(2)020 + ω1meq(2)020 ,
(C.19)
and [43]:
m
(2)
200 = m
∗(2)
200 − (∂xmeq(1)100 + ∂ymeq(1)210 + ∂zmeq(1)201 ),
m
(2)
020 = m
∗(2)
020 − (∂xmeq(1)120 + ∂ymeq(1)010 + ∂zmeq(1)021 ),
(C.20)
The following terms are introduced:
m
eq(2)
200 = θρ(2) + u(1)
2
ρ(0),
m
eq(2)
020 = θρ(2) + v(1)
2
ρ(0),
m
eq(1)
100 = ρ(0)u(1),
m
eq(1)
201 = m
eq(1)
021 = θρ(0)w(1) = 1/3ρ(0)w(1),
m
eq(1)
010 = ρ(0)v(1).
(C.21)
By inserting Eqs. (C.21) into Eqs. (C.20), and Eqs. (C.20) into Eq. (C.19), it is
possible to write:
m
∗(2)
200 = θρ(2) + u(1)
2
ρ(0) − (1− ω1)
ω1
(∂xρ(0)u(1) + ∂y1/3ρ(0)v(1) + ∂z1/3ρ(0)w(1)),
m
∗(2)
020 = θρ(2) + v(1)
2
ρ(0) − (1− ω1)
ω1
(∂x1/3ρ(0)u(1) + ∂yρ(0)v(1) + ∂z1/3ρ(0)w(1)).
(C.22)
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By inserting Eqs. (C.22) into Eq. (C.18), the moment m∗(2)220 becomes:
m
∗(2)
220 = 1/3
(
1/3ρ(2) + u(1)2ρ(0) − (1− ω1)
ω1
(∂xρ(0)u(1) + ∂y1/3ρ(0)v(1) + ∂z1/3ρ(0)w(1))
)
+ 1/3
(
1/3ρ(2) + v(1)2ρ(0) − (1− ω1)
ω1
(∂x1/3ρ(0)u(1) + ∂yρ(0)v(1) + ∂z1/3ρ(0)w(1))
)
− 1/9ρ(2).
(C.23)
The moment of second order m∗(2)211 can be written as:
m
∗(2)
121 = θm
∗(2)
101 . (C.24)
The moment m∗(2)101 can be derived like the moment m
∗(2)
110 in Eqs. (C.14)–(C.17). It
reads:
m
∗(2)
101 =
(1− ω1)
ω1
(−∂x1/3ρ(0)w(1) − ∂z1/3ρ(0)u(1)) + ω1ρ(0)u(1)w(1). (C.25)
The last step is to insert the Navier-Stokes momentum equation into the term ∂tm(1)120:
∂tm
(1)
120 = ∂tθm
(1)
100 = ∂t1/3ρ(0)u(1). (C.26)
The Navier-Stokes momentum equation for the X-component reads:
∂tu
(1) = −∂xu(1)2 − ∂yu(1)v(1) − ∂zu(1)w(1) − 1
ρ(0)
∂xp
+ 13
( 1
ω1
− 12
) [
∂xxu
(1) + ∂yyu(1) + ∂zzu(1)
]
+ gx.
(C.27)
Finally it is possible to rewrite Eq. (C.8) as:
m
∗(3)
120 −m(3)120 = 1/3ρ(0)∂tu(1) + ∂xm∗(2)220 + ∂ym∗(2)110 + ∂zm∗(2)121
− 1/2(∂xxm∗(1)120 + ∂yym∗(1)120 + ∂zzm∗(1)122 )
− ∂xym∗(1)210 − ∂xym∗(1)221 − ∂yzm∗(1)111 .
(C.28)
The last step is to insert Eqs. (C.27), (C.25), (C.23), (C.17), (C.13), (C.12), (C.11),
(C.10), and (C.9) into Eq. (C.28). By changing the moments with the cumulants, it
is possible to obtain the relationship of Eq. (5.6):
C∗120 − C120 = −
2
9ρ
( 1
ω1
− 12
)
[2∂xyv + ∂yyu] + 1/3ρgx +O(∆x2). (C.29)
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