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Abstract
This thesis reports some theoretical studies of superconductivity with reduced dimensions. After an intro-
duction to the physics of superconductivity with reduced dimensions, we reports our studies in three main
topics in this thesis. In Chapter 2, the resistance of superconducting thin wires with finite length is derived
in regimes where the LAMH theory fails.
In Chapter 3, we consider the effect of planar defects on the superconductivity of Sr2RuO4 thin films. We
find that while parallel planar defects does not decrease the the transition temperature of superconductivity,
defects that are perpendicular with each other are able to suppress the superconductivity.
In Chapter 4, we study the interaction between vortices and interface between two perpendicular anisotropic
superconductors. The interface is found to be able to trap vortices and the trapping potential is calculated.
This mechanism can be utilized to produce wires with larger critical current density.
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Chapter 1
Introduction
Properties like critical temperature and critical current of superconductors are affected by many parameters,
apart from intrinsic features of the superconducting material, two of the most important factors are dimen-
sionality and defects. Superconductors with reduced dimensions behave differently from the bulk ones. For
one thing, thermal fluctuations play a more important role in superconducting thin wires and thin films,
because the free energy barriers required to create these thermal fluctuations are greatly reduced in wires
and films than in bulk materials. In superconducting thin wires, the fluctuation takes the form of phase
slips while in films, thermally activated vortices can suppress the superconductivity. Defects also have large
impacts on the superconductivity. In conventional s wave supercondors, while nonmagnetic impurities does
not have a big effect on the transition temperature, magnetic impurities can decrease the critical tempera-
ture greatly. In unconventional p and d wave superconductors, even nonmagnetic impurites can suppress the
superconductivity. On the other hand, the existence of defects are crucial in increasing the critical current
density since they provide the pinning centers for the vortices. This thesis will explore some aspects of the
dimensionality and defects and their effects on superconductivity.
When the dimension of the cross section of a superconducting thin wire is smaller than the coherence
length ξ, the variation of the order parameter ψ(~r) in the transverse directions is not significant and the wire
can thus be thought of a one dimensional system. In the Ginzburg-Landau theory [1], a persistent current
corresponds to a fixed phase difference φ across the wire. As the temperature increases from 0 towards
the critical temperature of the material, thermal fluctuation of the order parameter can induce the phase
difference φ to change by an integer numbers of 2pi, thus changing the current which is determined by the
phase difference. These phase changing fluctuations called phase slips are the cause of the onset of resistance
in the wire. When the wire is under a constant voltage V , the phase difference increases according to the
Josephson relation. The resistance of the wire can be calculated by equating the phase changing rate by the
voltage and by the phase slips. The free energy barrier one has to overcome to facilitate a phase slip was
calculated by Langer and Ambegaokar in 1967 [2]. Three years later, by considering the time-dependent
Ginzburg-Landau equation, McCumber and Halperin provided the corrected attempting frequency for the
1
thermally activated phase slips [3]. The formulation of the LAMH theory relies on the assumption that the
length L of the wire is much larger than the coherence length ξ, so that the difference between free energies
of neighbouring states is far less than the thermal energy. This ensures the validility of treating the winding
number n as a continuous variable. If we denote F (2pi) as the free energy of the current state with φ = 2pi
compared with zero current state, the LAMH theory is valid only when kBT  F (2pi). This condition, is
however, not always satisfied. We will show that, at fixed temperature, F (2pi) is proportional to σ/L, where
σ is the cross section area of the wire. When σ is fixed, the length of the wire has to be long enough to
make sure the LAMH theory valid. With the advance of technologies in microfabrication, the dimensions of
wires become smaller and smaller. The lengths of the superconducting wires used in the experiments have
shrinked from about 100µm [4] to as short as 29nm [5]! When this condition is not satisfied, we can no
longer treat the winding number as a continuous variable and the statistical treatment of the phase slips
requires a renewed consideration. The consequence of the breakdown of this condition will be explored in
Chapter 2.
If we think of the dimension of a superconductor as defined by external boundaries, then the defects are
its internal boundaries. Like the dimensionality, the defects also have a huge impact on the superconducting
properties. How the defects affect the superconductivity depends both on the symmetry of the supercon-
ducting order parameter and the magnetic as well as structural properties of the defects. For conventional s
wave superconductors, while nonmagnetic impurities have little influence on the thermaldynamic properties
of superconductorsas, as was first pointed out by Anderson [6], magnetic impurites can decrease and even
totally suppress the transition temperature [7]. For unconventional superconductors with order paramter
symmetries to be d wave or p wave, it has been shown that even non-magnetic impurities are able to suppress
the superconductivity [8, 9, 10]. Sr2RuO4 is a supercondutor discovered about two decades ago [11] and was
predicted to have a superocnducting order parameter that is of p wave symmetry [12, 13]. Many experiments
supporting the prediction have been carried out [14, 15, 16]. Epitaxial Sr2RuO4 thin films were fabricated
in order to conduct phase sensitive experiments but failed to be superconducting [17, 18, 19, 20, 21]. Planar
defects were found to be the dominant defects in these thin films and one may wonder whether these defects
are the cause of the loss of superconductivity [21]. While it has been observed that structural defects in bulk
Sr2RuO4 can destroy the superconductivity [22], defects in the bulk material were not characterized. Thus
it remains a question as whether and how the planar defects can suppress the superconductivity. From the
theoretical point of view, while the effect of solid walls with specular reflection or diffuse reflection on a p
wave superfluid has been already studied by Ambegaokar et al [23], the planar defect here can be considered
as a generalized form of solid walls with partial reflection. In Chapter 3, we will study the effect of planar
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defects on the superconductivity of Sr2RuO4 films.
While defects in some cases are capable of suppressing the superconductivity, in other cases they are
essential ingredients for making superconductors with large critical current density. The application of
superconductors in power transmission, electromagnets et al requires that large current density can be sus-
tained without dissipation. Larger critical current density means smaller and more efficient superconducting
devices and therefore is one of the most important features of a superconductor [24]. When a current flows
though a superconducting material under large magnetic field, the vortices in the superconductor will ex-
perience a Lorenze force that is perpendicular to the direction of the current. If a vortex moves under the
force, dissipation occurs. In order to eliminate the dissipation, the Lorenze force on the vortices have to be
balanced by some pinning force and defects can act as pinning centers. Many kinds of defects have been
proposed and realized with varying abilities to pin vortices. For example, a cylinder of normal material
with radius ξ acts like a trapping center for a vortex line and can provide a trapping potential of magnitude
H2c
8pi piξ
2. The discovery of high Tc superconductors provided us a candidate for materials with high transition
temperature as well as large critical current density. One important feature that high Tc superconductors
differ from conventional low temperature superconductors is their high anisotropy between the supercon-
ducting parameters along c-axis and a-b plane. In order to take advange of the high anisotropy, in Chapter
4 we propose a new form defect that involves two perpendicularly alligned anisotropic superconductors.
We will study the interaction between vortices and such interface defects. The energy difference between a
vortex in the bulk and one sitting at the interface will be calculated to determine the pinning potential such
defects can provide. We will see that such interfaces can provide large pinning potential that is comparable
with that provided by normal cylindrical rods.
3
Chapter 2
Resistance of Superconducting Thin
Wires with Finite Length
2.1 Introduction
When a superconducting wire is thin enough, the resistance of the wire does not jump sharply to zero
when the temperature is lowered to the critical temperature of the superconducting material. Instead, the
transition has a broadened temperature range that depends on the size of the wire. The phenomenon was first
observed by Park and Groff in 1967 with Sn microstrip [4]. Little pointed out that the phenomenon is due to
thermal fluctuations that causes the disapperance of part of the order parameter along the wire [25]. Further
experiments were carried out with tin films and tin whisker crystals [26, 27]. Langer and Ambegaokar solved
the Ginzburg-Landau equation to get the energy barrier for a phase slip [1, 2]. McCumber and Halperin
corrected the attempting frequency proposed by Langer and Ambegaokar by studying the time-dependent
Ginzburg-Landau equation [3, 28]. Their theoy is refered to as LAMH theory and was soon confirmed by
experiments by Lukens, Warburton and Webb [29], as well as Newbower, Beasley and Tinkham [30]. Later
development was focused on the quantum phase slips [31, 32, 33, 34, 5].
As the fabrication technique develops, wires became shorter and shorter. It decreases dramatically from
about 100µm in the first experiment by Parks and Groff [4], to as short as 29nm in Bollinger et al’s experiment
[5]. The ratio L/ξ(0) has decreased from of order 104 to about 3. However, the LAMH is valid only when
L is much larger than ξ, such that the difference of free energy of neighbouring states is much less than the
thermal energy. Therefore, while the theory is adequate for early experiments, requires a correction for the
latest ones. Here we revisit the LAMH theory and try to find any deviation when the condition is not met.
Section 2.2 gives a short introduction to the LAMH theory and the contraints that should be met to make
the LAMH theory valid. Section 2.3 calculates the resistance of a superconducting thin wire. Section 2.4
concludes the study.
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2.2 LAMH Theory
2.2.1 Theory
Langer and Ambegaokar provided a way to calculate the resistance of a superconducting thin wire with
thermal fluctuations [2]. The state of a thin superconducting wire can be described by a position dependent
order parameter ψ(~r). The free energy of the wire can be calculated using Ginzburg-Landau functional
F{ψ(~r)} =
∫
d~r
(
|∇ψ|2 − α|ψ|2 + 1
2
β|ψ|4
)
(2.1)
Stationary states satisfy the Ginzburg-Landau equation
−∇2ψ − αψ + β|ψ|2ψ = 0 (2.2)
When the wire carries a uniform current, ψ takes the form
ψk = fke
ikx, f2k = (α− k2)/β (2.3)
The electrical current density is
J = 2e
i~
(ψ∗∇ψ − ψ∇ψ∗) ≡ 4e
~
J (2.4)
where e is the charge of an electron and J the reduced current density. For the uniform current state, the
reduced current density is
J = kf2k = k(α− k2)/β (2.5)
As k increases, fk decreases, therefore there is a maximum limit the current density can get, which is
Jc = 2α
3/2/3
√
3β (2.6)
and it’s reached when k = kc ≡ (α/3)1/2.
Now apply a constant voltage V across the wire. The phase difference φ increases according to the
Josephson equation
dφ
dt
=
2e
~
V (2.7)
On the other hand, there are phase slips that change φ by 2pi. The phase slips that increase φ are less
frequent than those that decrease φ because the barrier is larger for the first case.
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The free energy of a uniform current state with wave vector k is
Fk = σL
(
(k2 − α)f2k +
1
2
βf4k
)
(2.8)
where σ is the cross section area of the wire. Then neighbouring states that have wave vectors differing by
2pi/L will have energy difference
∆F2pi =
dFk
dk
2pi
L
= 2σLkf2k
2pi
L
= 2σLJ
2pi
L
= 4piσJ (2.9)
Now denote ∆FB − 12∆F2pi as the energy barrier for a phase slip from state k to k − 2pi/L, then the
energy barrier for the reverse process is ∆FB +
1
2∆F2pi. When kBT is much smaller than the barriers, the
phase slip rates for the two processes can be evaluated by
Γ(k 
 k − 2pi
L
) ∼= σLn
τ
exp
(
−∆FB
kBT
± ∆F2pi
2kBT
)
(2.10)
where τ is some characteristic time scale and n the density of conduction electrons.
The overall effect of phase slips is to decrease φ at a rate
2pi
[
Γ(k → k − 2pi
L
)− Γ(k ← k − 2pi
L
)
]
=
4piLσn
τ
sinh
(
∆F2pi
2kBT
)
exp
(
−∆FB
kBT
)
(2.11)
Now the superconducting resistivity can be calculated by equating the two rates
2e
~
V =
4piLσn
τ
sinh
(
∆F2pi
2kBT
)
exp
(
−∆FB
kBT
)
(2.12)
and one gets
ρs
ρn
=
hn2eσ
mj
sinh
( J
2J1
)
exp
(
−∆FB
kBT
)
(2.13)
where J1 ≡ 2ekBT/h. At low current limit,
limJ→0
(
ρs
ρn
)
=
h2n2σ2
4mkBT
exp
(
−∆FB
kBT
)
(2.14)
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where ρn is the normal resistivity. At low current limit, the free energy barrier is calculated to be [2]
∆FB =
8
√
2
3
(fn − fs)σξ ≡ ∆F0 (2.15)
where fn and fs are free energy density for the normal state and superconducting state, and ξ the coherence
length. In the dirty limit, it can be expressed in terms of Rn and L (see Appendix A)
∆F0(T ) = 0.83kBTC
RQ
Rn
L
ξ(0)
(1− T
Tc
)3/2 (2.16)
In LA theory, the phase slip rate is
Γ(T ) = Ω(T ) exp[−∆F (T )/kBT ] (2.17)
where Ω(T ) is proposed to be
Ω(T ) = Ne/τe (2.18)
where Ne is the number of electrons in the system and τe some microscopic time scale. McCumber and
Halperin [3], by studying time dependent Ginzburg-Landau equation, revised the prefactor Ω(T ) to be of
order
Ω(T ) = N(T )/τ(T ) (2.19)
where N(T ) ∼ L/ξ(T ), is the number of sections in a wire that are statistically independent. And τ(T ) =
pi~/8kB(Tc−T ) is the diffusion time in the time dependent Ginzburg-Landau equation. To be more precise,
at low current limit [3]
Ω(T ) =
√
3
2pi3/2
L
ξ(T )τ(T )
√
∆F0(T )/kBT (2.20)
Now the rates of phase slips are
Γ(k 
 k − 2pi/L) =
√
3
2pi3/2
L
ξ(T )τ(T )
√
∆F0
kBT
exp (−∆FB
kBT
± ∆F2pi
2kBT
) (2.21)
The overall effect of phase slips is to decrease the phase at a rate
2pi
√
3
2pi3/2
L
ξ(T )τ(T )
√
∆F0
kBT
(
exp (−∆FB
kBT
+
∆F2pi
2kBT
)− exp (−∆FB
kBT
− ∆F2pi
2kBT
)
)
(2.22)
=2piΓ(∆FB)2 sinh
∆F2pi
2kBT
(2.23)
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This should be equal to ΓV ≡ 2eV/~, and we get
ΓV = 2piΓ(∆FB)2 sinh
∆F2pi
2kBT
(2.24)
When ∆F2pi  kBT , we have
ΓV = 2piΓ(∆F0)
4piσJ
kBT
(2.25)
Dente Γ0 ≡ Γ(∆F0). Since J = 4e~ J , and I = σJ , we get
I =
1
4pi
VT
RQ
ΓV
Γ0
(2.26)
where RQ ≡ h4e2 and VT ≡ kBTe . Therefore, the resistance is [3]
RLAMH =
V
I
=
~
2e
4piRQ
e
kBT
Γ0 = RQ
hΓ0
kBT
(2.27)
Plug in the expression for Γ0, we have
RLAMH = RQ
h
kBT
√
3
2pi3/2
L
ξ(T )τ(T )
√
∆F0(T )
kBT
exp−∆F0(T )
kBT
(2.28)
For dirty superconductor, ∆F0 takes the form of Eq. 2.16, then RLAMH can be expressed as
RLAMH = RQ
8
√
3
pi3/2
L
ξ(0)
(1− t)9/4
t3/2
√
Ce−C(1−t)
3/2/t (2.29)
where t ≡ T/Tc and C ≡ 0.83RQRn Lξ(0) .
2.2.2 Constraint
In the derivation of the LAMH resistance, the effect of phase slips is Eq. 2.11. This equation is valid only
when k can be treated as a continuous parameter. This is true when L is large enough that the difference
of free energy in neighbouring states is much smaller than kBT , and thus the probability distribution spans
over a large number of k. When the wire becomes short enough, this condition is not met anymore. The
point can be made more precisely in the following way. Consider a wire under zero voltage. The initial
phase difference φ is set to be 0. Then phase slips will cause φ to change by 2pi, when the equilibrium state
is reached, φ has a probability to be 0, ±2pi, ±4pi et al. The probability P (φ) should be proportional to
exp−βF (φ), where F (φ) is the free energy at φ. When βF (2pi)  1, P (2pi)  P (0), and k can no longer
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be treated as a continuous paramter. Therefore the LAMH theory is valid only when βF (2pi)  1. Later
we will calculate that in the regime we are interested, for a wire with cross section area σ, length L, the
free energy F (φ) = φ2, where  = 18piH
2
c σξ
ξ
L . For dirty superconductors,  ∼ RQRn kB(Tc − T ). Then the
condition for LAMH theory to be valid is
RQ
Rn
∆T
T
 1 (2.30)
This condition is, however, not always met in experiments. For example, in Bollinger et al’s experiment [5],
This number is of order 1. Therefore, it is worth some efforts to consider the problem in the other limit,
that is when βF (2pi) 1, which is the content of our study.
2.2.3 Phase Slip Rates
For a phase slip from ki to ki − 2pi/L, the barrier is given by [2]
∆F =
8
√
2
3
H2c (T )
8pi
σξ(T )
{√
∆−
√
2
3
j tan−1
[
3∆
2(1−∆)
]1/2}
(2.31)
where j and ∆ are self-consistently determined by the equations
ki − k0 = 2
L
tan−1
[
3∆
2(1−∆)
]1/2
(2.32)
j =
3
√
3
4
k0ξ
[
1− (k0ξ)2
]
(2.33)
(1−∆)(2 + ∆)2 = 4j2 (2.34)
where ξ is short for ξ(T ). Denote φ0 ≡ k0L and φi ≡ kiL. Then the phase slip here is from φi to φi − 2pi.
We are interested in the case φi ∼ 1, so φ0 ∼ 1 and k0ξ ∼ ξL  1. Denote x ≡ ξL and the equations become
φi − φ0 = 2 tan−1
[
3∆
2(1−∆)
]1/2
(2.35)
j =
3
√
3
4
φ0x(1− (φ0x)2) (2.36)
(1−∆)(2 + ∆)2 = 4j2 (2.37)
Now let’s solve the equations in order of x. From Eq. 2.36, we get
j =
3
√
3
4
φ0x+ o(x
3) (2.38)
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Plug the result into Eq. 2.37 and expand in order of x, we can also express ∆ in terms of φ0
∆ = 1− 3
4
φ20x
2 + o(x4) (2.39)
Now denote φ1 such that
tan−1
[
3∆
2(1−∆)
]1/2
=
pi
2
− φ1 (2.40)
Plug Eq. 2.39 in the above equation and expand in x, we get
φ1 =
√
2
2
φ0x+ o(x
3) (2.41)
Then Eq. 2.35 becomes
φi = φ0 + pi − 2φ1 = φ0 + pi −
√
2φ0x+ o(x
3) (2.42)
We can solve for φ0
φ0 = (1 +
√
2x)(φi − pi) + o(x2) (2.43)
Now plug Eq. 2.43 into Eq. 2.38 and Eq. 2.39, expressing everything in terms of φi and use the result in
Eq. 2.31, ommiting the subscription i, we get
∆F−(φ) =
8
√
2
3
H2c (T )
8pi
σξ(T )
[
1− 3
√
2
8
pi(φ− pi)x+ o(x2)
]
(2.44)
≈ ∆F0 − 2piH
2
c (T )
8pi
σξ(T )
ξ(T )
L
(φ− pi) (2.45)
where ∆F0 ≡ 8
√
2
3
H2c (T )
8pi σξ(T ). ∆F−(φ) is the energy barrier for a phase slip from φ to φ− 2pi.
To calculate the energy barrier for a phase slip from φ − 2pi to φ, we just need to calculate the energy
difference between the two metastable states. Remember that
dFk
dk
= 2σLJ = 2σL
H2c (T )
8pi
ξkξ(1− (kξ)2) (2.46)
Integrate with k and we have
F (φ) =
H2c (T )
8pi
σL(kξ)2 =
H2c (T )
8pi
σξ
ξ
L
φ2 (2.47)
If we denote  ≡ H2c (T )8pi σξ ξL , then the free energy of the uniform current state with phase difference φ
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compared with the zero current state is
F (φ) = φ2 (2.48)
and the energy barrier for a phase slip from φ to φ− 2pi is
∆F−(φ) = ∆F0 − 2pi(φ− pi) (2.49)
Since at low current
I = σ
4e
~
J ≈ 4e
~
H2c
8pi
ξ
ξ
L
φ (2.50)
we can write
I =
4e
~
φ ≡ I0φ (2.51)
where I0 =
4e
~ . Therefore the energy difference between states φ and φ− 2pi is
F (φ)− F (φ− 2pi) =  [φ2 − (φ− 2pi)2] (2.52)
= 4pi(φ− pi) (2.53)
Then we can calculate ∆F+(φ− 2pi)
∆F+(φ− 2pi) = ∆F−(φ) + F (φ)− F (φ− 2pi) (2.54)
= ∆F0 + 2pi(φ− pi) (2.55)
From this we can get
∆F+(φ) = ∆F0 + 2pi(φ+ pi) (2.56)
We can check that ∆F+(φ) = ∆F−(−φ) is valid, which is required from symmetry. Eq. 2.45 and Eq. 2.56
can be combined in one equation
∆F±(φ) = ∆F0 + 2pi(pi ± φ) (2.57)
= ∆F0
[
1 +
3pi
4
√
2
ξ(T )
L
(pi ± φ)
]
(2.58)
Therefore the phase slip rate at φ is
Γ±(φ) = Γ0e−2piβ(pi±φ) (2.59)
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When φ = ±pi, we have the simple result
∆F−(pi) = ∆F+(−pi) = ∆F0 (2.60)
and
Γ−(pi) = Γ+(−pi) = Γ(∆F0) = Γ0 (2.61)
Therefore the phase slip rate from pi to −pi and vice versa are the same, and just equal to Γ0.
2.3 Resistance under Voltage Bias
2.3.1 Probability Distribution P (φ)
Now let’s consider a superconducting thin wire under the condition
F (2pi)
kBT
 1 (2.62)
Suppose the wire is applied a constant voltage V . The voltage increases the phase difference across the
nanowire φ according to the equation
dφ
dt
= ΓV ≡ 2eV~ (2.63)
On the other hand, there are frequent phase slips that can change the phase difference φ by an integer
numbers of 2pi. Then at time t, φ can be any of the values
φ = ΓV t+ 2npi (2.64)
where n is an integer.
Let the system run for a long time and denote P (φ) to be the probability of finding the phase difference
to be φ. Therefore ∫ φmax
−φmax
P (φ)dφ = 1, (2.65)
where φmax and φmin are the maximum and minimum value possible for φ. When kBT  F (2pi) and at
low voltage, P (φ) is insignificant for |φ| > 2pi. We thus can make the approximation by only considering the
part φ ∈ [−2pi, 2pi]. If we denote φm(t) ≡ mod(ΓV t, 2pi), then at any time t, φ is either φm(t) or φm(t)− 2pi.
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Since the distribution for φm is uniform, we have for any φ ∈ [0, 2pi]
P (φ) + P (φ− 2pi) = 1
2pi
(2.66)
Before considering the general case when ΓV 6= 0, let’s first look at what happens when ΓV → 0. In this
case, we expect the system to be in equilibrium, therefore we expect P (φ) takes the form
P0(φ) ∝ e−βF (φ) (2.67)
Remember that F (φ) is the free energy of the wire compared to zero current state. Thus we have for
φ ∈ [0, 2pi]
P0(φ) =
1
2pi
e−βF (φ)
e−βF (φ−2pi) + e−βF (φ)
(2.68)
Remember that F (φ) = φ2, then for φ ∈ [0, 2pi], P0(φ) takes the form
P0(φ) =
1
2pi
1
1 + e4piβ(φ−pi)
(2.69)
For φ ∈ [−2pi, 0]
P0(φ) =
1
2pi
− P0(φ+ 2pi) = 1
2pi
1
1 + e−4piβ(φ+pi)
(2.70)
Therefore P0(φ) = P0(−φ), which is not surprising for the symmetry.
We see that at the zero voltage limit, P0(φ) takes a distribution that looks like a Fermi-Dirac distribution,
with the “Fermi surface” located at φ = ±pi.
2.3.2 Equation and Solution for P (φ)
Now let’s consider the general case when ΓV 6= 0. At time t, φ is allowed to have a value mod(ΓV t, 2pi) or
mod(ΓV t, 2pi)− 2pi. Note that Γ±(φ) is the positive (negative) phase slip rate when the phase difference is
φ.
Suppose at time t, φ ∈ [0, 2pi] and φ− 2pi ∈ [−2pi, 0] are the allowed values. Then at t+ ∆φ/ΓV , φ+ ∆φ
and φ + ∆φ − 2pi are the allowed phase difference. Let ∆φ  1. We want to know what P (φ + ∆φ) is. If
we find the phase difference to be φ+ ∆φ at t+ ∆φ/ΓV , what have happened might be one of the following
two scenarios
1. φ at t and no phase slip happens during ∆t = ∆φ/ΓV ;
2. φ− 2pi at t and a positive phase slip (PS+) happens.
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Multiple phase slipping events have been omitted here because their probabilities are proportional to
higher orders of ∆t, and in the limit ∆t→ 0, can be ignored. We have also omitted situations in which the
phase difference jumps outside of [−2pi, 2pi]. Then P (φ+ ∆φ) is the sum of the possibilities of both events
P (φ+ ∆φ) = P (φ) [1− Γ−(φ)∆t] + P (φ− 2pi)Γ+(φ− 2pi)∆t (2.71)
which can be rewritten as
P (φ+ ∆φ)− P (φ)
∆φ/ΓV
= −P (φ)Γ−(φ) + P (φ− 2pi)Γ+(φ− 2pi) (2.72)
In the limit ∆φ→ 0, we arrive at an equation for P (φ)
ΓV
dP (φ)
dφ
= −P (φ)Γ−(φ) + P (φ− 2pi)Γ+(φ− 2pi) (2.73)
note that φ ∈ [0, 2pi] in the above equation. Before proceeding to solve the equation, let’s check whether our
solution for P0 in Eq. 2.69 satisfies the equation. Set ΓV = 0, the equation for P0 is
P0(φ)Γ−(φ) = P0(φ− 2pi)Γ+(φ− 2pi) (2.74)
Now we have P0(φ) from Eq. 2.69
P0(φ) =
1
2pi
1
1 + e4piβ(φ−pi)
(2.75)
and P0(φ− 2pi) from Eq. 2.70 by substituting φ with φ− 2pi
P0(φ− 2pi) = 1
2pi
1
1 + e−4piβ(φ−pi)
(2.76)
and from Eq. 2.59
Γ±(φ) = Γ0e−2piβ(pi±φ) (2.77)
we can get
Γ−(φ) = Γ0e2piβ(φ−pi) (2.78)
and
Γ+(φ− 2pi) = Γ0e−2piβ(φ−pi) (2.79)
Substituting everything into Eq. 2.74, it’s easy to check that indeed the equation is valid and both sides
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equal to
Γ0
2pi
1
e2piβ(φ−pi) + e−2piβ(φ−pi)
(2.80)
Now let’s proceed with the case when ΓV 6= 0. Remember that for φ ∈ [0, 2pi], we have to solve Eq. 2.73
that we derived earlier
ΓV
dP (φ)
dφ
= −P (φ)Γ−(φ) + P (φ− 2pi)Γ+(φ− 2pi) (2.81)
Denote δP ≡ P − P0, and keep in mind that P0 satisfies
P0(φ)Γ−(φ) = P0(φ− 2pi)Γ+(φ− 2pi) (2.82)
Then we have for δP
ΓV
dδP (φ)
dφ
+ ΓV
dP0(φ)
dφ
= −δP (φ)Γ−(φ) + δP (φ− 2pi)Γ+(φ− 2pi) (2.83)
We only consider the case when the voltage is so low that ΓV  Γ0, we have δP  P0. So we can neglect
the first term on the left and get
ΓV
dP0(φ)
dφ
= −δP (φ)Γ−(φ) + δP (φ− 2pi)Γ+(φ− 2pi) (2.84)
Because
P (φ) + P (φ− 2pi) = 1
2pi
(2.85)
then δP (φ− 2pi) is related to δP (φ) by
δP (φ− 2pi) = −δP (φ) (2.86)
Thus the equation becomes
ΓV P
′
0(φ) = −δP (φ) [Γ−(φ) + Γ+(φ− 2pi)] (2.87)
And the solution for δP (φ) for φ ∈ [0, 2pi] is apparently
δP (φ) = −P ′0(φ)
ΓV
Γ−(φ) + Γ+(φ− 2pi) (2.88)
Use the expression for Γ±
Γ±(φ) = Γ0e−2piβ(pi±φ) (2.89)
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and evaluate P ′0(φ) to be
P ′0(φ) = −2β
e4piβ(φ−pi)
(1 + e4piβ(φ−pi))2
(2.90)
finally we have for φ ∈ [0, 2pi], the solution for δP (φ) is
δP (φ) =
ΓV
Γ0
2β
e6β(φ−pi)
[1 + e4piβ(φ−pi)]3
≡ ΓV
Γ0
f(φ) (2.91)
where
f(φ) = 2α
e6piα(φ−pi)
[1 + e4piα(φ−pi)]3
(2.92)
where α ≡ β.
When α  1, f(pi) = α/4  1, and f(φ) → 0 anywhere else. Therefore f(φ) behaves like a δ function
centered at pi. Let’s calculate the coefficient for the δ function
∫ ∞
−∞
f(φ)dφ =
∫ ∞
−∞
2α
e6piαφ
[1 + e4piαφ]3
dφ =
1
2pi
∫ ∞
−∞
e
3
2x
(1 + ex)3
dx (2.93)
=
1
2pi
∫ ∞
0
y1/2
(1 + y)3
dy =
1
16
(2.94)
Therefore, we can write f(φ) = 116δ(φ− pi). And for φ in [0, 2pi],
δP (φ) =
1
16
ΓV
Γ0
δ(φ− pi) (2.95)
Thus for positive φ, δP (φ) behaves like a δ function that centers at pi. This is not surprising because at very
low temperature, P0 ≈ 12pi for φ ∈ [−pi, pi], but approximately 0 anywhere else. The effect of the voltage will
shift the distribution a little bit, and the largest change compared with P0 naturally happens at φ = ±pi.
Also keep in mind that the δ function in the expression does not imply that δP at pi will be infinite, which
is impossible because the maximum value δP can reach is 12pi . The trick is that we took the limit ΓV  Γ0
first, therefore the small ΓV will always ensure that δP (pi) is finite. The above expression for δP (φ) should
be understood as a convient way to evaluate integrations that involves δP .
For φ ∈ [−2pi, 0], the symmetry requires that δP (φ) = −δP (−φ), thus for large β
δP (φ) = − 1
16
ΓV
Γ0
δ(φ− pi) (2.96)
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2.3.3 Resistance Rs
Having obtained δP (φ), we can calculate the average super current. The super current Is is a monotonically
increasing function of φ, Is(φ). Thus the average super current is given by
I¯s =
∫ 2pi
−2pi
Is(φ)P (φ)dφ (2.97)
At low current, I = I0φ and for dirty superconductors, I0 can be expressed in terms of Rn (see Appendix A)
I0(T ) = 2.76
kBTc
Rne
(1− T
Tc
) (2.98)
The resistance of the superconducting channel Rs is just
Rs =
V
I¯s
(2.99)
Then Rs is paralleled with the normal channel Rn and together they give the total resistance.
I¯s =
∫ 2pi
−2pi
I0φP (φ)dφ =
∫ 2pi
−2pi
I0φδP (φ)dφ (2.100)
Using the property δP (φ) = −δP (−φ), we have
I¯s = 2I0
∫ 2pi
0
φδP (φ)dφ =
pi
8
ΓV
Γ0
I0 =
pi
4
eV
~Γ0
I0 (2.101)
Thus the resistance of the superconducting channel is
Rs =
V
I¯s
=
4
pi
~Γ0
eI0
(2.102)
Remember that the expression for the LAMH resistance is
RLAMH = RQ
hΓ0
kBT
, (2.103)
Then the ratio between our result and the LAMH result is
Rs
RLAMH
=
2
pi2
kBT
eI0RQ
. (2.104)
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Using I0 = 2.76
kBTc
eRn
(1− t), we have
Rs
RLAMH
= 0.073
Rn
RQ
t
1− t (2.105)
It shows that at very low temperature, Rs  RLAMH.
The expression for Rs of dirty superconductors can be found to be
Rs = 0.18Rn
L
ξ(0)
(1− t)5/4t−1/2
√
Ce−C(1−t)
3/2/t (2.106)
where C = 0.83
RQ
Rn
L
ξ(0) .
2.4 Conclusion
We conclude that when kBT  F (2pi), the resistance of a superconducting thin wire with a voltage source
differs from the LAMH theory by a factor
Rs
RLAMH
=
2
pi2
kBT
eI0RQ
(2.107)
How to understand this result? One thing to notice is that in our theory, when kBT  F (2pi), the probability
distribution of the phase difference P0(φ) at the zero voltage limit takes a form that is similar to the Fermi-
Dirac distribution. Then we can think of φ as Fermions. The difference between our result and the LAMH
result is because when the temperature is less than the Fermi temperature of order of F (2pi)/kB , the Fermi-
Dirac statistics starts to play a role. To make a comparason, let’s remind ourselves with the conductivty of
normal electrons. In Drude model, the conductivity reads [35]
σ =
ne2τ
m
(2.108)
where τ is the relaxation time of electrons and should be equal to l/v0, where l is the mean free path and
v0 the average electronic speed. If the Fermi-Dirac distribution is not taken into account, then naturally we
would estimate v0 from the classical Maxwell-Boltzman distribution, that is
1
2
mv20 =
3
2
kBT (2.109)
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However if the Fermi-Dirac distribution is used, then v0 should be set to be vF , the Fermi veloctiy. A similar
thing is happening here, in the LAMH result for the resistance
RLAMH = RQ
hΓ0
kBT
(2.110)
If the term kBT is substituted by a constant determined by the Fermi surface
pi2
2
eI0RQ (2.111)
then we can get our result
Rs =
4
pi
~Γ0
eI0
(2.112)
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Chapter 3
Effect of Planar Defects on the
Superconductivity of Sr2RuO4 Thin
Films
3.1 Introduction
Sr2RuO4 is a layered perovskite supercondutor [11] and its pairing symmetry was predicted to be spin-
triplet p-wave[12, 13]. There have been many experiments supporting this prediction [14, 15, 16]. In
order to perform phase sensitive measurements like what was done with high-Tc superconductors [36, 37],
epitaxial Sr2RuO4 thin films were prepared but found to be not superconducting [17, 18, 19, 20, 21]. It
was suspected that the loss of superconductivity in is due to the planar defects [21]. In bulk Sr2RuO4, it is
well established that nonmagnetic impurities are capable of destroying the superconductivity because it is a
p-wave sueprconductor [22]. Whether the planar defects can also depress the superconductivity remains a
question.
Here we study the effect of planar defects on the superconductivity of Sr2RuO4 films. We find that if
the planar defects are parallel to each other, the critical temperature will not be decreased. But if there are
defects in perpendicular directions, then they are able to suppress the superconductivity in Sr2RuO4 films.
In order to make film superconducting, one need to either get rid of the defects, or prepare the samples in
such a way that all defects are along the same direction.
3.2 Planar Defects
3.2.1 Characteristics
Sr2RuO4 films were grown on (001) LaAlO3 substrates by pulsed-laser deposition [21]. Dominant struc-
tural defects were found to be planar defects, by utilizing high-resolution transmission electron microscopy
(HRTEM). Figure 3.1 shows a [100] TEM image of a Sr2RuO4 film where the planar defects are indicated
by arrows. Inclining by 73◦ from the (001)Sr2RuO4 plane, these planar defects corresponds to 011 plane. A
schematic of the planar defects in the Sr2RuO4 film deposited on LaAlO3 substrates is shown in Figure 3.2.
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Figure 3.1: A TEM image of Sr2RuO4 film with planar defects indicated by arrows [21].
Figure 3.2: A schematic of planar defects in Sr2RuO4 film deposited on LaAlO3 substrates [38].
Further study of the interface between Sr2RuO4 and LaAlO3 substrates reveals that the planar defects
are the results of two possible ways of nucleation. The two growing orders can be SrO-RuO2-SrO or RuO2-
SrO-SrO. When regions with different growing orders meet, out-of-phase boundaries (OPBs) are created
with ∆c ≈ 0.25nm, which is about c/5. Figure 3.3 shows how two ways of nucleation create planar defects
in the film.
Since Sr2RuO4 is a highly two dimensional superconductor, we can study just one single layer to simply
the problem. We can think of the conducting electrons as hopping from one Ru atom to another. Because
the OPBs have ∆c ∼ c/5 which is much less than 1, we can ignore the tunnling of electrons between different
layers of Ru atoms. In one single layer, a planar defect corresponds to one line of boundary between two
mismatched lattices of Ru atoms. Figure 3.4 shows the a schematic of the Ru lattices on two sides of a
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Figure 3.3: Two ways of nucleation on the LaAlO3 substrate create planar defects in Sr2RuO4 [38].
boundary. Because of the mismatch, for one Ru atom on the boundary, there are two neighbouring atom
across the boundary with equal distance.
Figure 3.4: Lattices formed by Ru atoms on two sides of a boundary. t1 is the tunnelling matrix element for
sites on the same side of the boundary. t2 is the tunnelling matrix element for acrossing the boundary.
3.2.2 Electron Scattering
In the (001) plane, the planar defects take the form of lines of discontinuity in both x and y directions.
In order to study the effect of these line defects on Tc, we first need to know how the line defects scatter
electrons. Let’s construct a model to evaluate the interaction of electrons with the defects based on our
discussion in the previous subsection. The following is the Hamiltonian for electrons:
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H = −t1
∑
n.n.
(a†iaj + a
†
jai)− t2
∑
b.
(a†l ar + a
†
ral), (3.1)
where t1 is the matrix element for tunnling between nearest neighbouring sites at the same side of the
boundary, while t2 the one across the boundary. a
†
i and ai are creation and annilation operators that create
or annilate an electron at lattice site i. The subscriptions l and r stands for sites on the left and right side
of the boundary.
Let |~k〉 denote a plane wave with wave vector ~k, that is,
|k〉 =
∑
i
ei
~k·~ria†i |0〉 (3.2)
Now consider a plane wave with wave vector ~k incident on the line defect from the left side. Expand the
scatterred wave in terms of |~q〉s and we can write the wave function on the left side of the defect as
ψL = |~k〉+
∑
~q
CL~q |~q〉 (3.3)
and on the right side,
ψR =
∑
~q
CR~q |~q〉 (3.4)
The general form has reflected and refracted waves at all directions. Now let’s see whether the solution
can take the simpliest form that only consists of one reflected wave and one trnsmitted wave. That is
ψL = |~k〉+ Cr|~k′〉 (3.5)
and on the right side,
ψR = Ct|~k〉 (3.6)
where k′x = −kx, k′y = ky, is the wave vector of the reflected wave.
Use the above trial wave function and solve the Schrodinger equation
Hψ = Eψ (3.7)
requiring that it is satisfied at all sites including the sites on the boundary, it is easy to find that it is indeed
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the solution. And
Cr =
(t1/t2)
2 − 2(1 + cos kya)
2(1 + cos kya)− (t1/t2)2e−2ikxa (3.8)
Therefore the reflectivity
R = |Cr|2 = (t1/t2)
4 + 4(1 + cos kya)
2 − 4(t1/t2)2(1 + cos kya)
(t1/t2)4 + 4(1 + cos kya)2 − 4(t1/t2)2(1 + cos kya) cos 2kxa. (3.9)
Thus, we find out that when an electron with initial momentum (kx, ky) incident on the defect, it has a
probability R to be reflected, and a probability T = 1 − R to pass the defect without a change in the
momentum.
3.3 Effect on the Superconductivity
3.3.1 Gap Equation
In a p-state superfluid, the two spins of the Cooper pair are in the s = 1 states:
χ1 = − 1√
2
[↑↑ − ↓↓] (3.10)
χ2 =
i√
2
[↑↑ + ↓↓] (3.11)
χ3 =
1√
2
[↑↓ + ↓↑] (3.12)
For simplisity, let’s denote χ˜ =
√
2χ, then χ˜ can be represented by the matrices:
χ˜1 = iσ1σ2 =
−1 0
0 1
 (3.13)
χ˜2 = iσ2σ2 =
i 0
0 i
 (3.14)
χ˜3 = iσ3σ2 =
0 1
1 0
 (3.15)
Then the order parameter can be written as
∆(k) = d(k) · χ˜ =
−dx(k) + idy(k) dz(k)
dz(k) dx(k) + idy(k)
 (3.16)
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In a state of p symmetry, the orbital angular momentum l = 1, the eigenfunctions of the orbital wavefunction
di(k) are
kˆx = sin θ cosφ, kˆy = sin θ sinφ, kˆz = cos θ (3.17)
The general gap function for p-wave state can be written as a combination of all possible products of l = 1
orbital wavefunctions ki and s = 1 spin wavefunctions χ˜p [40]
∆αβ(kˆ) =
∑
p,i
Apikˆiχ˜p(αβ) (3.18)
In an inhomogeneous system, Api varies over space. At the transition temperature Tc, Api is infinitesimal
and satisfies the linealized self-consistency equation [23]
Api(~R) =
∫
d3R′Kij(~R, ~R′)Apj(~R′) (3.19)
In the weak-coupling approximation, the interaction of p symmetry between electrons can be approximated
by
V (~k,~k′) =
3g
k2F
~k · ~k′ (3.20)
The kernal functionKij can be written as the correlation function of current densities ji in the normal state
[23]
Kij(~R, ~R
′) = 6piN(0)gT
∑
n
∫ ∞
0
dte−2|ωn|t
M2
k2F
〈ji(~R, 0)jj(~R′, t)〉classical (3.21)
where N(0) is the density of states at the Fermi energy and ωn = (2n−1)piT, n = 0,±1, ..., are the Matsubara
frequencies. In a bulk system, Kij can be evaluated to take the form
Kij(~R, ~R
′) =
3N(0)gT
2vF
∑
n
(~R− ~R′)i(~R− ~R′)j
|~R− ~R′|4 exp
(
−2|ωn||
~R− ~R′|
vF
)
(3.22)
With the knowledge of how electrons are reflected and refracted by the planar defects, we are able to
calculate the classical current-current correlation function and then evaluate how the transition temperature
will be suppressed by the defects.
3.3.2 Single Defect
Let’s first study the simplest case where there is only one line defect. We need to calculate the kernal
function Kij(~r, ~r
′). When two points 1 and 2 are on the same side of the defect, as is shown in Figure 3.5,
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Figure 3.5: Classical trajectories between two points on the same side of a defect.
there are two possible classical trajectories for an electron to travel from point 1 to point 2. One is direct
and the other is reflected. Thus Kij(1, 2) can be evaluated as
Kij(1, 2) = K
d
ij(1, 2) + rK
r
ij(1, 2) (3.23)
where Kd and Kr are the direct and reflected contribution without considering the loss due to the defect,
and r is the reflectivity. Let point 2¯ be the mirror point of point 2 with respect to the boundary. Then there
are relations between Kr(1, 2) and Kd(1, 2¯). From Equation 3.21, we see that Krij(1, 2) ∝ ji(1)jj(2) and
Kdij(1, 2¯) ∝ ji(1)jj(2¯). Now for two trajectoryies from 1 to 2 and 1 to 2¯, ji(1) are the same and jx(2) = jx(2¯)
but jy(2) = −jy(2¯). Therefore Krix(1, 2) = Kdix(1, 2¯), and Kriy(1, 2) = −Kdiy(1, 2¯), specifically
Krxx(1, 2) = K
d
xx(1, 2¯), (3.24)
Kryx(1, 2) = K
d
yx(1, 2¯), (3.25)
Krxy(1, 2) = −Kdxy(1, 2¯), (3.26)
Kryy(1, 2) = −Kdyy(1, 2¯) (3.27)
On the other hand, when point 1 and point 2 are on different sides of the defect as is shown by Figure 3.6,
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Figure 3.6: Classical trajectory between points at different sides of a defect.
there is only onw way for electron to travel from point 1 to point 2. If the transmitivity is t, then
Kij(1, 2) = tK
d
ij(1, 2) (3.28)
With the knowledge of Kij(1, 2) for points on the same side and different sides of the defect, we can put
them into the linearized self-consistancy equation. For Apx at point 1, we have
Apx(1) =
∫
d~r2Kxi(1, 2)Api(2)
=
∫
d~r2Kxx(1, 2)Apx(2) +
∫
d3~r2Kxy(1, 2)Apy(2) (3.29)
Let’s look at the second integration first. As shown in Figure 3.7, for any point 2, there’s always a
point 2′ that is at the same distance away from the defect as point 2, so that Apy(2) = Apy(2′), and
Kxy(2) = −Kxy(2′). Then the result of the second integration is zero. The equation now becomes
Apx(1) =
∫
d3~r2Kxx(1, 2)Apx(2) (3.30)
Now point 2 and point 1 can be on the same side or different sides of the defect. The integration can
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Figure 3.7: The contributions to Apx at point 1 from Apy at point 2 and 2
′ cancel each other.
thus be separated into two parts, with y2 > 0 and y2 < 0. Express everything in terms of K
d, we get
Apx(1) =
∫
y2>0
d~r2Kxx(1, 2)Apx(2) +
∫
y2<0
d~r2Kxx(1, 2)Apx(2)
=
∫
y2>0
d~r2
[
Kdxx(1, 2) + rK
r
xx(1, 2)
]
Apx(2)
+
∫
y2<0
d~r2tK
d
xx(1, 2)Apx(2)
=
∫
y2>0
d~r2K
d
xx(1, 2)Apx(2) + r
∫
y2>0
d~r2K
d
xx(1, 2¯)Apx(2)
+ t
∫
y2<0
d~r2K
d
xx(1, 2)Apx(2) (3.31)
Because Apx(2) = Apx(2¯), we have
∫
y2>0
d~r2K
d
xx(1, 2¯)Apx(2) =
∫
y2>0
d~r2K
d
xx(1, 2¯)Apx(2¯)
=
∫
y2<0
d~r2K
d
xx(1, 2)Apx(2) (3.32)
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Then the equation becomes
Apx(1) =
∫
y2>0
d~r2K
d
xx(1, 2)Apx(2)
+ r
∫
y2<0
d~r2K
d
xx(1, 2)Apx(2) + t
∫
y2<0
d~r2K
d
xx(1, 2)Apx(2)
=
∫
d~r2K
d
xx(1, 2)Apx(2) (3.33)
Therefore the equation for Apx when there is one defect at x direction remains the same as if there were no
defect. Thus we conclude that Apx is not suppressed and the transition temperature remains the same.
Next let’s look at Apy
Apy(1) =
∫
d~r2Kyy(1, 2)Apy(2) +
∫
d~r2Kyx(1, 2)Apx(2) (3.34)
The second term vanishes because for every point 2, there is a point 2′ that has the same Apx but opposite
Kyx. See Figure 3.8 Therefore,
Figure 3.8: Point 2 and 2′ have same Apx but opposite Kyx.
Apy(1) =
∫
d~r2Kyy(1, 2)Apy(2) (3.35)
Separate the integration for y2 > 0 and y2 < 0, and express K in terms of K
r and Kd, we get
Apy(1) =
∫
y2>0
d~r2
[
Kdyy(1, 2) + rK
r
yy(1, 2)
]
Apy(2) +
∫
y2<0
tKdyy(1, 2)Apy(2) (3.36)
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Because Kryy(1, 2) = −Kdyy(1, 2¯), the equation becomes
Apy(1) =
∫
y2>0
d~r2K
d
yy(1, 2)Apy(2)− r
∫
y2>0
d~r2K
d
yy(1, 2¯)Apy(2)
+ t
∫
y2<0
Kdyy(1, 2)Apy(2) (3.37)
Using Apy(2) = Apy(2¯), we have
∫
y2>0
d~r2K
d
yy(1, 2¯)Apy(2) =
∫
y2>0
d~r2K
d
yy(1, 2¯)Apy(2¯) (3.38)
which is equivalent to ∫
y2<0
d~r2K
d
yy(1, 2)Apy(2) (3.39)
Plug this into the equation and finally we get
Apy(1) =
∫
y2>0
d~r2K
d
yy(1, 2)Apy(2) + (t− r)
∫
y2<0
d~r2K
d
yy(1, 2)Apy(2) (3.40)
Because t− r < 1, we find that Apy is suppressed.
In conclusion, if there is only one defect along x-direction, then Apx is not suppressed, but Apy is
suppressed. The transition temperature for superconductivity is, however, not changed.
3.3.3 Parallel Defects
Figure 3.9: Parallel defects along x direction does not suppress Apx or Tc, but is able to suprress Apy.
Our discussion with single defect can be generalized to many parallel defects as shown in Figure 3.9. Apx
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is still not suppressed, and the transition temperature will not change. But Apy will be suppressed and in
the case of dense enough defects, will start to appear at a lower temperature than Tc. We expect to see a
kink in thermodynamic properties of the bulk system with dense parallel defects.
3.3.4 Perpendicular Defects
For Sr2RuO4 films in real experiments, we expect there are defects on both x and y directions, so both Apx
and Apy will be depressed and Tc will be reduced. Let’s consider the case when there are perpendicular
defects on both directions. The equation reads
Api(~R) =
∫
d~R′Kij(~R, ~R′)Apj(~R′) (3.41)
When there is not defect
Kij(~R, ~R
′) =
3N(0)gT
2vF
∑
n
(~R− ~R′)i(~R− ~R′)j
|~R− ~R′|4 exp
(
−2|ωn||
~R− ~R′|
vF
)
(3.42)
Denote ~R ≡ 0 , ~R′ ≡ ~r, then
Api(0) =
∫
d~rKij(~r)Apj(~r) (3.43)
Kij(~r) =
3N(0)gT
2vF
rirj
r4
∑
n
exp
(
−2|ωn|r
vF
)
(3.44)
When there are defects, we have
Kij(~r) = 6piN(0)gT
∑
n
∫ ∞
0
dte−2|ωn|t
M2
k2F
〈ji(0, 0)jj(~r, t)〉classical (3.45)
Apart from the direct trajectory that has a contribution tnKdij(~r), there are infinite number of ways of
reflection. Here we assume the net result of these trajectories is zero. Then
Kij(~r) ≈ tnKdij(~r), and n ≈
r
a
(3.46)
The equation for Apx is
Apx(0) =
∫
d~rKxx(~r)Apx(~r) +
∫
d~rKxy(~r)Apy(~r) (3.47)
Now Kxy(~r) ∝ Kdxy(~r) ∝ xy, which changes sign when x or y changes sign. So the integration of Kxy over
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whole space is zero ∫
d~rKxy(~r) = 0 (3.48)
For dense enough defects, Api is almost a constant. Therefore the second term in the equation for Apx
vanishes
Apx(0) =
∫
d~rKxx(~r)Apx(~r) (3.49)
Similarly
Apy(0) =
∫
d~rKyy(~r)Apy(~r) (3.50)
Then the critical temperature is determined by
1 =
∫
d~rKxx(~r) (3.51)
Plug the expression for Kxx in the equation
1 =
∫
d~r tr/a
3N(0)gT
2vF
x2
r4
∑
n
e
− 2|ωn|rvF
=
3N(0)gT
2vF
∑
n
∫
d~r
x2
r4
tr/ae
− 2|ωn|rvF (3.52)
We can write
er/ae
− 2|ωn|rvF = e−(
1
τ +2|ωn|) rvF (3.53)
where
τ =
− aln t
vF
(3.54)
is the time needed for an electron to decay to 1/e of its original strength. Then the equation becomes
1 =
3N(0)gT
2vF
∑
n
∫
d~r
x2
r4
e
−( 1τ +2|ωn|) rvF (3.55)
Perform the integration, we can simplify the equation to the form
1 = N(0)g
∑
n
2piT
1
2|ωn|+ 1τ
(3.56)
This is equivalent to the equation for s-wave superconductors with magnetic impurities [41]. Follow the
same procedure as in [41], we take into account the cutoff frequency ωD of the interaction, and the equation
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becomes
1 = N(0)g
[
ln
(
1.14ωD
T
)
+ 2piT
∑
n
(
1
2|ωn|+ 1τ
− 1
2|ωn|
)]
(3.57)
The solution is [41]
1
τ
= T0Un(
Tc
T0
) (3.58)
where T0 is the transition temperature of a superconductor without defects, and Tc the one with defects.
Un(x) is a function that decreases from 1.76 to 0 as x increases from 0 to 1. Therefore, when there’s no
defect, τ = ∞, and Tc = T0, as expected. And when 1τ = 1.76T0, Tc = 0, the superconductivity is totally
depressed. Assume that ln t is of order 1, then the critical value for the average distance a between defects
is determined by
vF
a
= 1.76T0 (3.59)
If we don’t ommit ~ and kB , the critical value for a is
a =
~vF
1.76kBT0
≈ ξ0 (3.60)
For Sr2RuO4, ξ0 ≈ 91nm. In Zurbuchen et al’s experiments [21], the average distance between planar defects
is found to be less than this value. Then the existence of the planar defects is indeed able to explain the loss
of superconductivity in the Sr2RuO4 films.
3.4 Conclusion
We conclude that in a p-wave superconductor like Sr2RuO4, parallel planar defects will suppress the com-
ponent of the order paramter that is perpendicular with the defects, but the component parallel with the
defects remains intact. Therefore the transition temperature does not decrease in this case. If the the planar
defects exist in both directions, then all components of the order parameter will be suppressed and the
transition temperature will be lowered. When the average distance between planar defects is less than ξ0,
the superconductivity will be totally suppressed. This effect can explain the loss of superconductivity in the
Sr2RuO4 films in experiments [21, 38]. In order to produce superconducting thin Sr2RuO4 films, one has
to reduce the density of planar defects or prepare the sample in such a way that all the defects are parallel
with each other.
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Chapter 4
Vortex Pinning in an Interface
Between Two Perpendicular
Anisotropic Superconductors
4.1 Introduction
The most important feature of superconductor is its ability to transport electrical current without any
resistance, which makes it possible to be applied in power transmission, electromagnets et al. The critical
current density, that is, the maximum current density a superconductor can sustain without dissipation
is thus one of the most important characteristics. Smaller and more efficient superconducting devices are
possible with higher critical current density [24].
The critical current density of a superconductor is closely related to how vortices are pinned by pinning
centers [42]. When a current with density ~J flows through a region with magnetic inductance ~B, the current
experiences Lorentz force density
~F = ~J ×
~B
c
(4.1)
The force on a single vortex is
~f = ~J × Φ0
c
(4.2)
If the flux line moves under the Lorentz force with velocity ~v, the motion of the line will induce an electric
field
~E = B × ~v
c
(4.3)
Since ~J and ~E are parallel, energy dissipation occurs. The critical current density is thus determined by the
pinning force density ~Fp
~Fp = ~Jc × ~B (4.4)
A vortex can be pinned by interaction of the pinning sites with either the core or the screening current.
An example of pinning site is a cylinder of normal material with radius ξ. Then a vortex line centered at
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the cylinder would save an energy of magnitude
H2c
8pi piξ
2. The force needed to push the vortex away from the
normal cylinder is thus of order of magnitude
H2c
8pi piξ.
High temperature superconductors differ from low temperature superconductors with their high anisotropy.
The difference between the superconducting parameters for the a-b plane and for the c-axis are large. The
isotropic Ginzburg Landau theory can be generalized to describe anisotropic superconductors, by introducing
different masses for a-b plane mab and c-axis mc. For YBCO, the ratio of mab/mc is about 0.04 [43, 44, 45].
To increase the critical current density, it’s essential to understand how vortices interact with differenct
kinds of defects. In this paper, we will explore the effect of an interface between two perpendicular anisotropic
superconductors on vortices. In an anisotropic superconductor, a vortex is skewed, as is shown in Figure 4.1.
Now let’s put another superconductor, after rotated by 90◦, next to this one, as is shown in Figure 4.2. On
Figure 4.1: A vortex in anisotropic superconductor.
the left side of the interface, the vortex’s long axis is perpendicular to the interface, while on the right side
of the interface, it’s parallel to the interface. What happens when the vortex crosses the interface? Does
the interface attract or expell vortices? How big is the energy change? These are the questions we will try
to answer in this chapter.
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Figure 4.2: Vortices and interface.
4.2 Isotropic and Anisotropic Vortices
4.2.1 Isotropic Vortex
We need to calculate the energy of a vortex at the interface and compare it with the energy of a vortex in
bulk. In general, the free energy of a superconductor is
f =
∫
dxdy
[
α|ψ|2 + β
2
|ψ|4 + 1
2m∗x
|(~
i
∂
∂x
− 2e
c
Ax)ψ|2
+
1
2m∗y
|(~
i
∂
∂y
− 2e
c
Ay)ψ|2 + 1
8pi
(∇× ~A)2
]
(4.5)
If there were no vortex, ψ is a constant ψ∞
|ψ∞|2 = −α
β
(4.6)
and there is no magnetic field, ~A = 0. The free energy is simply
f0 =
∫
dxdy(αψ2∞ +
β
2
ψ4∞) =
−α2
2β
V (4.7)
where V is the volume of the superconductor. When there is a vortex, ψ is no longer a constant and ~A is
not zero. The free energy of the vortex v is the extra energy f − f0, and can be calculated by minimizing
the functional
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v =
∫
dxdy
[
α(|ψ|2 − ψ2∞) +
β
2
(|ψ|4 − ψ4∞) +
1
2m∗x
|(~
i
∂
∂x
− 2e
c
Ax)ψ|2
+
1
2m∗y
|(~
i
∂
∂y
− 2e
c
ay)ψ|2 + 1
8pi
(∇× ~A)2
]
(4.8)
In an isotropic superconductor, m∗x = m
∗
y = m
∗, and in the case when the penetration depth λ is much
larger than the coherence length ξ, a vortex has a core with radius ∼ ξ. As one approaches the center of the
core, the order parameter ψ goes to zero. Outside of the core, |ψ| ∼ ψ∞, and the magnetic field and current
is governed by the London equation
4piλ2
c
∇× ~Js + ~h = 0 (4.9)
The magnetic field outside of the core can be derived to be
h(r) =
Φ0
2piλ2
K0(
r
λ
) (4.10)
where K0 is the zeroth-order Hankel function of imaginary argument. If we neglect the contribution from
the core, the energy of the vortex is given by
v0 =
H2c
8pi
4piξ2 lnκ (4.11)
where κ ≡ λξ . Since H
2
c
8pi is the condensation energy and piξ
2 the area of the core, the above equation shows
that the energy of the vortex is about 4 lnκ times larger than the condensation energy lost in the core.
4.2.2 Anisotropic Vortex
In an anisotropic superconductor, m∗x and m
∗
y differ from each other. The energy of a vortex is still given
by Eq. 4.8, except that now m∗x and m
∗
y are different. Let’s write it down again
v =
∫
dxdy
[
α(|ψ|2 − ψ2∞) +
β
2
(|ψ|4 − ψ4∞) +
1
2m∗x
|(~
i
∂
∂x
− 2e
c
Ax)ψ|2
+
1
2m∗y
|(~
i
∂
∂y
− 2e
c
Ay)ψ|2 + 1
8pi
[(
∂Ay
∂x
)2 + (
∂Ax
∂y
)2]
]
(4.12)
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We can map the problem to the isotropic case by applying the scaling
x =
(
m∗y
m∗x
)1/4
x′, y =
(
m∗x
m∗y
)1/4
y′ (4.13)
Then
∂
∂x
=
(
m∗x
m∗y
)1/4
∂
∂x′
,
∂
∂y
=
(
m∗y
m∗x
)1/4
∂
∂y′
(4.14)
Denote m∗ =
√
m∗xm∗y and the energy of vortex becomes
v =
∫
dx′dy′
{
α(|ψ|2 − ψ2∞) +
β
2
(|ψ|4 − ψ4∞)
+
1
2m∗
|(~
i
∂
∂x′
− 2e
c
(
m∗y
m∗x
)1/4
Ax)ψ|2 + 1
2m∗
|(~
i
∂
∂y′
− 2e
c
(
m∗x
m∗y
)1/4
Ay)ψ|2
+
1
8pi
[((
m∗x
m∗y
)1/4
∂Ay
∂x′
)2 + ((
m∗y
m∗x
)1/4
∂Ax
∂y′
)2]
}
(4.15)
Next let
A′x′ = (
m∗y
m∗x
)1/4Ax, A
′
y′ = (
m∗x
m∗y
)1/4Ay (4.16)
Then
v =
∫
dx′dy′
[
α(|ψ|2 − ψ2∞) +
β
2
(|ψ|4 − ψ4∞)
+
1
2m∗
|(~
i
∂
∂x′
− 2e
c
A′x′)ψ|2 +
1
2m∗
|(~
i
∂
∂y′
− 2e
c
A′y′)ψ|2
+
1
8pi
(∇′ × ~A′)2
]
(4.17)
Thus it takes the same form as the functional in the isotropic case with the mass now becomes m∗ ≡√
m∗xm∗y. Therefore, the energy of a vortex in an anisotropic superconductor is the same as one in isotropic
superconductor with m∗ =
√
m∗xm∗y.
4.3 Interface Vortex
4.3.1 Region Separation
Now let’s consider a vortex is sitting on the interface. m∗x and m
∗
y have different values on two sides of the
interface. Let the interface be along y-axis and when x > 0, m∗x = m
∗
1, m
∗
y = m
∗
2 and when x < 0, m
∗
x = m
∗
2,
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m∗y = m
∗
1. Make the transformation
x′ =
√
m∗x
m∗y
x, y′ = y, (4.18)
and A′x′ =
√
m∗y
m∗x
Ax, A
′
y′ = Ay (4.19)
Keep in mind that
√
m∗x/m∗y has different values on two sides of the interface. Therefore the scalings are
different on two sides of the y-axis. The energy of a vortex is now
Fv =
∫ √
m∗y
m∗x
dx′dy′
{
α(|ψ|2 − ψ2∞) +
β
2
(|ψ|4 − ψ4∞)
+
1
2m∗y
|(~
i
∂
∂x′
− 2e
c
A′x′)ψ|2 +
1
2m∗y
|(~
i
∂
∂y′
− 2e
c
A′y′)ψ|2
+
1
8pi
[
m∗x
m∗y
(
∂A′y′
∂x′
)2
+
m∗x
m∗y
(
∂A′x′
∂y′
)2]}
(4.20)
When λ  ξ, most of the vortex energy is contributed by the middle region with ξ  r′  λ. In this
region, |ψ| = ψ∞, and the magnetic field is not important. Thus, the contribution from the middle region
can be approximated by neglecting ~A and equating |ψ| to ψ∞ in the above functional, i.e.,
∫
dx′dy′
~2
2m∗
|∇′ψ|2 (4.21)
This simple result shows that the contribution from the middle region doesn’t depend on the ratio between
m∗1 and m
∗
2. So any energy change due to the interface only comes from the core and outer rim. And the
energy change is at most of the order of Φ20/λ
2.
With the simple form of the functional, we can write down the the solution in this region in the (x′, y′)
coordinate
ψ(r′, φ′) = ψ∞eiφ
′
(4.22)
Because the solution in the middle region is fixed, we can separate the original problem into two parts,
the core region and the rim region. Let a be some characteristic radius of the middle region, such that
ξ  a λ, we can divide the integration into the core region with r′ < a and the rim region with r′ > a, as
is shown in Figure 4.3. Then v = core+rim. We’ll see that in these two regions, convenient approximations
can be made accordingly.
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Figure 4.3: Separation of the problem into core region and rim region.
4.3.2 Rim Energy: rim
Equation for h
Figure 4.4: The interface separates the rim region into region I and region II.
The rim is separated by the interface at x′ = 0 into two parts as shown in Figure 4.4. In the rim,
r′ > a ξ, |ψ| = ψ∞, and we can use London’s theory in region I and II separately. The current density is
~J =
e
mx
ψ2∞(~
∂φ
∂x
− 2e
c
Ax)xˆ+
e
my
ψ2∞(~
∂φ
∂y
− 2e
c
Ay)yˆ (4.23)
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where mx ≡ 12m∗x, my ≡ 12m∗y. Introduce a vector
~K =
√
mx
my
Jxxˆ+
√
my
mx
Jy yˆ (4.24)
~K can be expressed in terms of φ and ~A
~K =
e
m
ψ2∞(~∇φ−
2e
c
~A) (4.25)
where m ≡ √mxmy, is the same on two sides of the interface. It’s obvious that ~K obeys the equation
4piλ2
c
∇× ~K = Φ0δ2(~r)zˆ − ~h (4.26)
We also have the Maxwell equation
∇× ~h = 4pi
c
~J (4.27)
Write them in components and we get
4piλ2
c
(√
my
mx
∂Jy
∂x
−
√
mx
my
∂Jx
∂y
)
= Φ0δ2(x, y) (4.28)
∂h
∂x
= −4pi
c
Jy;
∂h
∂y
=
4pi
c
Jx (4.29)
Combine them together, we arrive at an equation for h
−
(√
my
mx
∂2h
∂x2
+
√
mx
my
∂2h
∂y2
)
+
h
λ2
=
Φ0
λ2
δ2(x, y) (4.30)
Outside of the core,
−
(√
my
mx
∂2h
∂x2
+
√
mx
my
∂2h
∂y2
)
+
h
λ2
= 0 (4.31)
Make the transformation as we did in the core
x′ =
√
mx
my
x, y′ = y (4.32)
The equation becomes
−
√
mx
my
(
∂2h
∂x′2
+
∂2h
∂y′2
)
+
h
λ2
= 0 (4.33)
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In sum, in the (x′, y′) coordinate, and in the rim region I and II separately, h is governed by equation
−∇′2h+ h
λ2(x′)
= 0 (4.34)
where
λ(x′) =
(
mx
my
)1/4
λ (4.35)
has different values in region I and II.
Boundary Conditions
In Figure 4.4, we see that there are two sets of boundaries we need to consider. First is the boundary
between region I and II, at x′ = 0. Second is the boundary between the rim and the core, at r′ = a.
Let’s first consider the boundary condition at the interface x′ = 0. In the original (x, y) coordinate, we
have
Jx(0+, y) = Jx(0−, y) (4.36)
Using Maxwell equation
Jx =
c
4pi
∂h
∂y
(4.37)
we have
∂h
∂y
(0+, y) =
∂h
∂y
(0−, y) (4.38)
Because h(0,±∞) = 0, we must have h(0+, y) = h(0−, y), that is, h is continuous across the interface.
Second, we have φ(0+, y) = φ(0−, y), and ~A(0+, y) = ~A(0−, y). Because
Jy =
e
my
ψ2∞(~
∂φ
∂y
− 2e
c
Ay) (4.39)
Thus
myJy(0+, y) = myJy(0−, y) (4.40)
Since
Jy = − c
4pi
∂h
∂x
(4.41)
Therefore
my
∂h
∂x
(0+, y) = my
∂h
∂x
(0−, y) (4.42)
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Figure 4.5: Boundary condition around the core at r′ = a.
In the new coordinate (x′, y′), the above condition becomes
∂h
∂x′
(0+, y
′) =
∂h
∂x′
(0−, y′) (4.43)
Putting the above two points together, in the (x′, y′) coordinate, h and ∇′h are continuous across the
interface x′ = 0.
Next, let’s see the boundary condition around the core at r′ = a as shown in Figure 4.5. Integrate
∫
~K ·d~l
around the core, we get
4piλ2
c
∫
~K · d~l = Φ0 (4.44)
On the other hand, ~K can be expressed in terms of ~J , which in turn can be expressed in terms of h. Thus
the integration on the left side of the above equation can be written in terms of h
∫
~K · d~l =
∫ √
mx
my
Jxdx+
√
my
mx
Jydy
=
c
4pi
∫ √
mx
my
∂h
∂y
dx−
√
my
mx
∂h
∂x
dy
=
c
4pi
∫ √
mx
my
∂h
∂y′
√
my
mx
dx′ −
√
my
mx
∂h
∂x′
√
mx
my
dy′
=
c
4pi
∫
∂h
∂y′
dx′ − ∂h
∂x′
dy′
=
c
4pi
∫
−∇′h× d~l′ (4.45)
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Therefore
λ2
∫
−∇′h× d~l′ = Φ0 (4.46)
Since
−∇′h× d~l′ = ∇′h · d~s′ (4.47)
we have ∫
∇′h · d~s′ = Φ0
λ2
(4.48)
where the direction of d~s′ is shown in Figure 4.5. Now for rim, the contour is a circle with radius a in the
(x′, y′) coordinate, then the boundary condition becomes
∫
∂h
∂r′
dl′ = −Φ0
λ2
(4.49)
Relation between rim and h
The energy of the rim part is
rim =
1
8pi
∫
dxdy
{
λ2
[√
my
mx
(
∂h
∂x
)2
+
√
mx
my
(
∂h
∂y
)2]
+ h2
}
=
1
8pi
∫ √
my
mx
dx′dy′
{
λ2(x)
[(
∂h
∂x′
)2
+
(
∂h
∂y′
)2]
+ h2
}
(4.50)
We can separate the integration into region I: (x′ > 0, r′ > a) and region II: (x′ < 0, r′ > a). In each region,
h satisfies
h− λ2(x)∇′2h = 0 (4.51)
Since ∇′ · ~h = ∂h∂z′ = 0, we can prove that
rim =
∫
I,II
λ2(x)
8pi
√
my
mx
(~h× (∇′ × ~h)) · d~s′
=
∫
I,II
λ2
8pi
(~h× (∇′ × ~h)) · d~s′ (4.52)
Because h and ∇′~h are continuous across x′ = 0, ~h× (∇′ ×~h) should behave the same way. So the integrals
along x′ = 0, |y′| > a cancel each other for regions I and II. The only remaining part is the integral around
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the core.
rim =
λ2
8pi
∫
C
(~h× (∇′ × ~h)) · d~s′
=
λ2
8pi
∫
C
h∇′h · d~s′ (4.53)
At r′ = a, h is almost a constant, and use the fact that
∫
C
∇′h · d~s′ = Φ0
λ2
(4.54)
We get an extremely simple result
rim =
Φ0
8pi
h(a) (4.55)
So the rim energy is determined by the magnetic field at r′ = a. Introduce a dimensionless quantity Erim
Erim =
rim
Φ20/8piλ
2
, (4.56)
Then
Erim =
h(a)
Φ0/λ2
. (4.57)
Expansion Method for h
In order to calculate rim, we need to get h(a). We’ll work in the new coordinate (x
′, y′) in this subsection.
For simplicity, we omit all the prime symbol ′ here. The magnetic field h(~r) satisfies the equation:
−∇2h+ h
λ2(~r)
=
Φ0
λ¯2
δ2(~r) (4.58)
where
λ(~r) =

(m1/m2)
1/4
λ¯, x > 0;
(m2/m1)
1/4
λ¯, x < 0.
(4.59)
To simplify the notation, let’s introduce dimensionless quantities
X ≡ x/λ¯, Y ≡ y/λ¯, Λ(~R) ≡ λ(~r)/λ¯, H ≡ h
Φ0/λ¯2
(4.60)
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Then Erim is simply
Erim = H(
a
λ¯
) (4.61)
And the equation becomes
−∇2RH +
H
Λ2(~R)
= δ2(~R) (4.62)
where
Λ(~R) =

(m1/m2)
1/4
, x > 0
(m2/m1)
1/4
, x < 0
(4.63)
When m1 = m2, Λ = 1, the solution to
−∇2RH +H = δ2(~R) (4.64)
is zeroth order Hankel function
H0(~R) ≡ 1
2pi
K0(R) ≈

1
2pi
(
pi
2R
)1/2
e−R, R 1
1
2pi
(
ln 1R + 0.12
)
, 0 < R 1
(4.65)
Now m1 6= m2, the solution H(~R) deviates from H0(~R). Let’s denote the deviation as ∆H ≡ H −H0.
So
−∇2R(H0 + ∆H) +
H0 + ∆H
Λ2(~R)
= δ2(~R) (4.66)
−∇2RH0 +H0 −∇2R(∆H) +
∆H
Λ2(~R)
+H0(
1
Λ2(~R)
− 1) = δ2(~R) (4.67)
Since
−∇2RH0 +H0 = δ2(~R) (4.68)
we have
−∇2R(∆H) +
∆H
Λ2(~R)
= H0(1− 1
Λ2(~R)
) (4.69)
where
1− 1
Λ2(~R)
=

1−√m2/m1, X > 0;
1−√m1/m2, X < 0. (4.70)
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Now introduce γ ≡ 1−√m2/m1, then
1− 1
Λ2(~R)
=

γ, X > 0;
−γ − γ2 − γ3... X < 0.
(4.71)
and
1
Λ2(~R)
=

1− γ, X > 0;
1 + γ + γ2 + γ3... X < 0.
(4.72)
Let’s use
(
f+
f−
)
to denote a function that is f+ when X > 0 and f− when X < 0. Then the equation for
∆H can be written as
−∇2R(∆H) + ∆H
(
1− γ
1 + γ + γ2 + ...
)
= H0
(
γ
−γ − γ2 − ...
)
(4.73)
Next we expand ∆H in powers of γ
∆H = γH1 + γ
2H2 + ..., (4.74)
The change in energy is related to ∆H by
∆Erim = ∆H(a/λ¯) (4.75)
We will see that ∆H is finite and continuous at the origin. In the large κ approximation, a/λ¯ ≈ 0, thus
∆Erim ≈ ∆H(0) (4.76)
Therefore, we need to calculate H1(0), H2(0) and etc. The equation becomes
−∇2R(γH1 + γ2H2 + ...) + (γH1 + γ2H2 + ...)
(
1− γ
1 + γ + γ2 + ...
)
= H0
(
γ
−γ − γ2 − ...
)
(4.77)
The equations for H1 and H2 are
−∇2RH1 +H1 = H0
(
+1
−1
)
(4.78)
−∇2RH2 +H2 = H0
(
0
−1
)
+H1
(
+1
−1
)
(4.79)
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Note that both equations have the same form
−∇2RHi +Hi = Fi(~R) (4.80)
Also emember that H0 is the solution of
−∇2RH0 +H0 = δ2(~R) (4.81)
Therefore Hi can be evaluated as
Hi(~R) =
∫
Fi(~R
′)H0(~R− ~R′)d~R′ (4.82)
So Hi is a “smoother” version of Fi, and should preserve the symmetry of Fi. The value of Hi at origin is
Hi(0) =
∫
Fi(~R)H0(~R)d~R (4.83)
For H1, F1 = H0
(
+1
−1
)
, so F1(X,Y ) = −F1(−X,Y ). Since H1 keeps the same symmetry of F1, we also
have H1(X,Y ) = −H1(−X,Y ). To make H1 continuous at X = 0, we must have H1(0) = 0. We can derive
this by looking at the integral
H1(0) =
∫
H20 (~R)
(−1
+1
)
d~R = 0 (4.84)
This is not surprising, because we expect that when m1 = m2, E is either a maximum or a minimum.
Because we can switch m1 and m2 and E should not change.
H2(0) is evaluated by
H2(0) =
∫
d~R
(
H20
(
0
−1
)
+H0(~R)H1(~R)
(
+1
−1
))
(4.85)
The first term
∫
d~RH20
(
0
−1
)
= −1
2
∫
d~RH20 = −
1
2
∫ ∞
0
2piRdR
1
(2pi)2
K20 (R)
= − 1
4pi
∫ ∞
0
RK20 (R) = −
1
8pi
(4.86)
The second term is ∫
d~RH0(~R)H1(~R)
(
+1
−1
)
(4.87)
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Since H1 > 0 when X > 0 and H1 < 0 when X < 0, we have
H1
(
+1
−1
)
> 0 (4.88)
Therefore this term is positive. Using numerical calculation, we first get H1(~R), then we get H2(0) ≈
−0.0266. The change in the rim energy of a vortex on interface as a function of γ is therefore
∆Erim = γ
2H2(0) ≈ −0.0266γ2 (4.89)
The negative sign means the rim energy is saved when the vortex is on the interface compared with one in
bulk.
Numerical Result
The above result is only valid when γ is small. When γ is big, we need to use numerical method. We use
the PDE toolbox in Matlab. We choose λ = 1, and ξ = 0.001, then set the space to be a square with size
10. We can get the following results:
γ 0.1 0.2 0.3 0.4 0.5 0.6
m1/m2 1.23 1.56 2.04 2.78 4 6.25
−∆Erim 0.0002 0.0012 0.0032 0.0066 0.0121 0.0208
0.7 0.8 0.9
11.11 26 100
0.0347 0.0586 0.1064
Plot the numerical result and compare with the expansion result, as in Figure 4.6, we see that the two
results agree well with each other up to about γ = 0.4.
4.3.3 Core Energy: core
Equation for Ψ
In the core, r′  λ, the effect of the magnetic field is limited and we can neglect ~A
core =
∫
r′<a
√
m∗y
m∗x
dx′dy′
{
α(|ψ|2 − ψ2∞) +
β
2
(|ψ|4 − ψ4∞) +
~2
2m∗y
|∇′ψ|2
}
(4.90)
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Figure 4.6: Energy of vortex rim as a function of γ.
Make the substitutions
ψ2∞ =
|α|
β
, ξ2 =
~2
2
√
m∗xm∗y|α|
, |α|ξ2ψ2∞ =
1
32pi3
Φ20
λ2
(4.91)
Introduce dimensionless quantities
X =
x′
ξ
, Y =
y′
ξ
, Ψ =
ψ
ψ∞
, Ecore =
core
Φ20/8piλ
2
(4.92)
We get
Ecore =
1
4pi2
∫
R<a/ξ
dXdY
{√
m∗y
m∗x
[
−(|Ψ|2 − 1) + 1
2
(|Ψ|4 − 1)
]
+ |∇RΨ|2
}
(4.93)
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The solution minimizes the functional. Using calculus of variations, we have an equation for Ψ
√
my
mx
[−Ψ + |Ψ|2Ψ] +∇2RΨ = 0 (4.94)
that is
−∇2RΨ +
1
Λ2(X)
(1− |Ψ|2)Ψ = 0 (4.95)
Numerical Result
This equation is more complicated than the one for h, and we have to resort to numerical method to get
the result. For given parameters a/ξ and m1/m2, we can get a solution Ψ that minimizes the free energy
numerically by relaxation method and thus can calculate the energy of the core. We found that, if we choose
a/ξ to be 10, then we have the following result
γ 0.1 0.2 0.3 0.4 0.5 0.6
m1/m2 1.23 1.56 2.04 2.78 4 6.25
−∆Ecore 0.0014 0.0038 0.0072 0.0117 0.0177 0.0254
0.7 0.8 0.9
11.11 26 100
0.0357 0.0499 0.0704
The result is plotted in Figure 4.7.
4.4 Conclusion
In conclusion, when a vortex is centered at the interface of two anisotropic superconductor with perpendicular
axis, both the core energy and the rim energy decreases. Therefore, such interfaces attracts vortices. If we
choose YBCO as the material, and let the axis-c and a of YBCO to be the axis-1 and 2 in this chapter,
then m1/m2 is about 25, corresponding to γ to be about 0.8. Reading from the tables, we see that Ecore
decreases 0.0499, and Erim decreases by 0.0586. In sum, Ev decreases by 0.11, or equivalently, v decreases
by
0.11
Φ20
8piλ2
. (4.96)
As expected, the energy saved is of the order of Φ20/λ
2. The total energy of a vortex in the a-c plane of
YBCO is
v =
H2c
8pi
4piξ2 lnκ (4.97)
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Figure 4.7: Change in core energy as a function of γ.
For YBCO, in the a-c plane, κ ≈ 500, then v ≈ 1.0 Φ
2
0
8piλ2 . The energy saved by the interface is about 11% of
the total energy of the vortex. Let’s also compare it with the pinning potential by normal defect, which is
of the order
H2c
8pi
piξ2 =
Φ20
64pi2λ2
≈ 0.04 Φ
2
0
8piλ2
(4.98)
We see that the pinning potential provided by the interface is about 3 times larger than that by normal
defects. Therefore this configuration might be utilized to increase the critical current density.
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Appendix A
Expression of ∆F0 and I0 in Terms of
Measurable Quantities
A.1 ∆F0
The free energy barrier at zero current limit can be written as [2]
∆F0(T ) =
8
√
2
3
H2c (T )
8pi
Aξ(T ) (A.1)
Near the critical temperature Tc, Hc(T ) and ξ(T ) changes according to
Hc(T ) ∝ 1− T
Tc
, ξ(T ) ∝ (1− T
Tc
)1/2 (A.2)
Therefore we can write ∆F0T () as
∆F0(T ) = ∆F (0)(1− T
Tc
)3/2 (A.3)
where
∆F0(0) ≡ 8
√
2
3
H2c (0)
8pi
Aξ(0) (A.4)
Because Hc(0) is related to ξ(0) and λeff (0) by
Hc(0) =
~c/e
2
√
2ξ(0)λeff (0)
(A.5)
we can write ∆F (0) in terms of ξ(0) and λeff (0)
∆F0(0) =
√
2
3
A
8pi
(~c/e)2
ξ(0)λ2eff (0)
(A.6)
In the dirty limit, we have λeff (0) = λL(0)
√
ξ0/l, where λL is London penetration depth
λ2L(0) =
mc2
4pine2
(A.7)
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where n is the density of electrons. ξ0 is the BCS coherence length
ξ0 =
~vF
pi∆(0)
(A.8)
Then
λ2eff (0) =
~c2
4pi2∆(0)
mvF
ne2l
(A.9)
Using ∆(0) = 1.76kBTc and ρ =
mvF
ne2l we get
λ2eff (0) =
1
1.76
~c2
4pi2
ρ
kBTc
(A.10)
Plug this into Eq.A.6 and use Rn = ρL/σ we get
∆F0(0) = 0.83
RQ
Rn
L
ξ(0)
kBTc (A.11)
where RQ ≡ h/(2e)2.
In summary, for dirty superconducting thin wires, the free energy barrier for a phase slip in the zero
current limit is
∆F0(T ) = 0.83
RQ
Rn
L
ξ(0)
kBTc(1− T
Tc
)3/2 (A.12)
where Rn is the normal resistance of the wire and L the length.
A.2 I0
At low current, J = em |ψ∞|2~∇φ, then
Is = J σ = e
m
|ψ∞|2~φ
L
σ ≡ I0φ (A.13)
I0 =
e~
m
|ψ∞|2 σ
L
(A.14)
Use
|ψ∞|2 = mc
2
8pie2λ2eff
(A.15)
We get
I0 =
~c2
8pie
1
λ2eff (T )
σ
L
=
~c2
8pie
1
λ2eff (0)
σ
L
(1− T
Tc
) (A.16)
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Use
λ2eff (0) =
1
1.76
~c2
4pi2
ρ
kBTc
(A.17)
We get
I0(T ) =
1.76pi
2
kBTc
eRn
(1− T
Tc
) = 2.76
kBTc
eRn
(1− T
Tc
) (A.18)
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