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Abstract
In this paper we start by pointing out that Yoneda’s notion of a regular
span S : X → A × B can be interpreted as a special kind of morphism,
that we call fiberwise opfibration, in the 2-category Fib(A). We study the
relationship between these notions and those of internal opfibration and
two-sided fibration. This fibrational point of view makes it possible to
interpret Yoneda’s Classification Theorem given in his 1960 paper as the
result of a canonical factorization, and to extend it to a non-symmetric
situation, where the fibration given by the product projection Pr0 : A ×
B → A is replaced by any split fibration over A. This new setting allows
us to transfer Yoneda’s theory of extensions to the non-additive analog
given by crossed extensions for the cases of groups and other algebraic
structures.
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Introduction
In his pioneering 1960 paper [46], Nobuo Yoneda presents a formal categorical
setting in order to formulate the classical theory of Extn functors avoiding the
request of having enough projectives. The starting point is to study, in an
additive category, the functor sending any exact sequence of length n
0 // b
j // en // en−1 // · · · // e1
p // a // 0
to the pair (a, b).
The basic observation is that, thanks to the dual properties of pushouts and
pullbacks in Yoneda’s additive setting, it is possible to define translations and
cotranslations of exact sequences (see Section 1). This analysis leads Yoneda to
identify a set of formal properties of a functor
S : X → A× B
in order to get the axioms of what he calls a regular span. His key idea is the
following: “The n-fold extensions over a with kernel b in an additive category
1
will be considered as some quantity lying between a and b, or over the pair
(a, b), which we want to classify to get Extn(a, b)”1.
In fact, his Classification Theorem in [46, §3.2] follows in a purely formal
way from the axioms of regular span, once one considers connected components
of the fibers of S (called similarity classes in [loc. cit.]). We can interpret (see
Theorem 1.3) his result by saying that, with any regular span S, it is possible
to associate what is nowadays called (see [40] and also [44]) a two-sided discrete
fibration S¯ : X¯ → A × B, together with a factorization of S through a functor
Q : X → X¯ .
Our aim is to extend this interpretation of Yoneda’s theory to a non-additive
context, where the paradigmatic example is given by crossed n-fold extensions.
The latter have been adopted to interpret cocycles in non-abelian cohomology
for groups and algebras by many authors (see e.g. Mac Lane’s Historical Note
[30]), and more recently by Rodelo in [39], giving a normalized version of Bourn
cohomology [9].
Moving to the category of groups, for example, the first problem one en-
counters is that any crossed n-fold extension determines an a-module (a, b, ξ)
instead of a mere pair of objects; as a consequence, the functor S has to be
replaced by a functor
P : X →M
whose codomain (the category of group modules) is no longer a product of two
categories. Nevertheless, M is still the domain of a split fibration (over the
category of groups):
X
F   ❅
❅❅
❅❅
❅❅
❅
P //M
G~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
A
This suggests to look at the notion of regular span by a fibrational point of view,
in order to set up a general scheme including also non-additive cases. This will
be achieved by considering on one side the notion of fiberwise opfibration (see
Definition 2.1) and on the other side the one of internal opfibration in the 2-
category Fib(A) of fibrations over a fixed category A. The relationship between
the two is completely described in Theorem 2.8, and it turns out that a regular
span is nothing but a fiberwise opfibration in Fib(A), with codomain a product
projection. This result points out the difference between regular spans and
two-sided fibrations, that correspond to internal opfibrations in Fib(A) with
codomain a product projection, as proved in [15].
It is precisely the notion of fiberwise opfibration in Fib(A) with codomain
a split fibration that yields a Classification Theorem a` la Yoneda for the non-
1From the introduction of [46].
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symmetric case (Theorem 3.2). Still, we can factor P as
X
Q //
F
##●
●●
●●
●●
●●
X¯
F¯

P¯ //M
G
{{✇✇✇
✇✇
✇✇
✇✇
✇
A
where P¯ is a discrete opfibration in Fib(A), which is the non-symmetric analog
of the two-sided discrete fibration S¯. Our approach from an internal point of
view reveals moreover that both Yoneda’s construction of S¯ and our general-
ization P¯ are actually not ad hoc constructions. Indeed, they can be recovered
as part of a canonical factorization, namely the internal version in Fib(A) of
the so called comprehensive factorization, given by initial functors and discrete
opfibrations (see Proposition 3.9 and Theorem 3.10).
Coming back to crossed n-fold extensions, in Sections 4.1 and 4.2 we describe
in details how the group case fits in our general scheme. The main difference
with the additive case is that in order to obtain translations (i.e. the opcartesian
liftings in the fibers giving rise to a fiberwise opfibration) we have to replace
pushouts by push forwards. The internal version of the latter, developed in [17],
is the main tool to treat crossed n-fold extensions in any strongly semi-abelian
category, as detailed in Section 4.3, where we explicitly describe opcartesian
liftings as push forwards of crossed extensions. The proof of Lemma 4.10 gives
a recipe for performing the push forward of crossed extensions in several cat-
egories of algebraic varieties, as (non-unital) associative algebras, Lie algebras
and Leibniz algebras among others.
The existence of such opcartesian liftings in the fibers was already stated in
[39] as a normalized version of a more general result of Bourn [12] concerning
the so-called direction functor. Proposition 4.12 explains that these opfibrations
in the fibers can be gathered together coherently giving rise to an opfibration
in Fib(C).
Section 4.4 is devoted to show how the interpretation of Hochschild coho-
mology of unital associative algebras given in [2] by means of crossed biexten-
sions (simply called crossed extensions in [loc. cit.]) fits in our general scheme.
This case cannot be immediately deduced from the general treatment of Section
4.3, simply because the category AssAlg1 of unital associative algebras is not
semi-abelian. Nevertheless, we can apply our Theorem 4.9 to the semi-abelian
categoryAssAlg of (non-unital) associative algebras and prove in Theorem 4.16
that the fiberwise opfibration over AssAlg so obtained actually restricts to a
fiberwise opfibration over AssAlg1.
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1 Exact sequences and Yoneda’s regular spans
In this section, we recall Yoneda’s basic definitions and some of his results. For
the sake of simplicity, we shall consider the special case of abelian categories,
although in [46] results are stated in a slightly more general additive setting.
Given an abelian category A, we consider the category X of exact sequences:
x : 0 // b
j // en // en−1 // · · · // e1
p // a // 0 (1)
with morphisms f = (α, · · · , β) : x → x′ being a (n + 2)-tuple of arrows of A
between the terms of the sequences, provided they make the obvious diagram
commute:
x :
f

0 // b
j //
β

en //

en−1 //

· · · // e1
p //

a //
α

0
x′ : 0 // b′
j′
// e′n // e
′
n−1
// · · · // e′1
p′
// a′ // 0
(2)
If we fix (the identities over) a and b, we can identify the subcategoryX(a,b) of
X of sequences starting from b and ending in a. Yoneda calls similarity relation
the equivalence relation on the objects of X(a,b) generated by its morphisms.
In this way, he obtains as quotient what are currently known as the connected
components of X(a,b). We shall denote this quotient by X¯(a,b), and its elements
by x¯, x¯1, x¯2 . . . .
Now, given a sequence x as above, by the pushout of j along an arrow
β : b → b′, it is possible to determine a new sequence β∗(x) in X(a,b′) and a
morphism βˆx = (1a, · · · , β) : x → β∗(x) of exact sequences ending in a. This
process is called translation in [loc.cit.]. Dually, by the pullback of p along an
arrow α : a′ → a, it is possible to determine a new sequence α∗(x) in X(a′,b)
4
and a morphism αˆx = (α, · · · , 1b) : α
∗(x) → x of exact sequences ending in
b. This process is called cotranslation in [loc.cit.]. We shall denote the arrows
αˆx and βˆx by αˆ and βˆ respectively, when no confusion arises. As a matter of
fact, translations and cotranslations are well defined on the similarity classes.
Actually, if we define
β • x¯ = β∗(x) x¯ • α = α∗(x) (3)
the following equations hold
β′ • (β • x¯) = (β′ · β) • x¯ (x¯ • α′) • α = x¯ • (α′ · α)
1b • x¯ = x¯, (β • x¯) • α = β • (x¯ • α) x¯ • 1a = x¯
for all similarity classes x¯ and arrows α, α′, β and β′ in A for which compositions
make sense. Hence, translations and cotranslations determine two compatible
categorical actions, or in other words, a functor
Extn : Aop ×A // SET
such that Extn(a, b) = X¯(a,b).
In order to have a similar interpretation of the functors Extn, within a
more general settings of additive categories, Yoneda identifies a set of formal
properties that constitute the axioms of what he calls a regular span.
We shall recall Yoneda’s notion of a regular span soon after recalling the
axioms of Grothendieck fibration and opfibration. This will present Yoneda’s
notion in the language of (op)fibrations, but it is worth observing that the latter
are actually special cases of the first.
Let us consider a functor F : E → B.
• An arrow f of E is F -cartesian, or cartesian w.r.t. F , whenever for all g
of E and ψ of B such that F (g) = F (f) · ψ there exists a unique arrow h
of E such that f · h = g and F (h) = ψ.
• The arrow f is F -vertical if F (f) = 1.
• An arrow ϕ of B has a cartesian lifting at the object x of E if there exists
a cartesian arrow f with codomain x such that F (f) = ϕ.
• The functor F is a fibration if it admits enough cartesian liftings. Explic-
itly, if, for every object x of E and every arrow ϕ with codomain F (x)
there exists at least one cartesian lifting of f at x.
• The functor F is a discrete fibration if, for every object x of E and every
arrow ϕ with codomain F (x), there exists exactly one lifting of f at x. In
this case, the lifting is automatically cartesian.
• An arrow f of E is F -opcartesian, or opcartesian w.r.t. F , if fop is cartesian
w.r.t. F op. In this way one gets the dual notions of opcartesian lifting and
of (discrete) opfibration.
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• A cleavage for a (op)fibration is a pseudo-functorial choice of (op)cartesian
liftings.
• A fibration is called split if it admits a functorial cleavage.
Throughout this paper we assume that all (op)fibrations admit a cleavage.
Now we are ready to offer Yoneda’s definition in the language of (op)fibrations.
Definition 1.1 ([46]). A span from the category B to the category A is a functor
S : X // A× B
or equivalently a pair of functors
X
S0
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ S1
❅
❅❅
❅❅
❅❅
❅
A B
where S0 = Pr0 · S and S1 = Pr1 · S. The span S is termed regular if
(R0) S0 has enough S1-vertical S0-cartesian liftings;
(R1) S1 has enough S0-vertical S1-opcartesian liftings.
In other words, the pair of functors (S0, S1) is a regular span if
• S0 is a fibration such that for every object x
′ of X , and every arrow
a
α // S0(x′) inA, there exists at least one S0-cartesian arrow x
ξ // x′
such that S0(ξ) = α and S1(ξ) = 1S1(x′);
• S1 is an opfibration such that for every object x of X , and every ar-
row S1(x)
β // b in B, there exists at least one S1-opcartesian arrow
x
ξ // x′ such that S1(ξ) = β and S0(ξ) = 1S0(x).
The notion of (regular) span is clearly a self dual notion, so that often results on
S1 can be obtained by dualization of the corresponding results for S0. From now
on, if no confusion is likely to occur, we will write i-vertical and i-(op)cartesian
for Si-vertical and Si-(op)cartesian respectively.
Remark 1.2. If S = (S0, S1) is a regular span as above, then:
• All 0-cartesian liftings of a given arrow α at a chosen object x are 0-
vertically isomorphic to a 1-vertical 0-cartesian lifting of α at x.
• All 1-opcartesian liftings of a given arrow β at a chosen object x are 1-
vertically isomorphic to a 0-vertical 1-opcartesian lifting of β at x.
Proof. Obvious, since (op)cartesian liftings are unique, up to a vertical isomor-
phism.
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Given a regular span S as in Definition 1.1, for sake of consistency with the
example of n-fold extensions, we denote by X(a,b) its fiber over the object (a, b)
of A× B, and by X¯(a,b) the connected components of the fibers.
The following statement is a relevant motivation to formalize the notion of
regular span.
Theorem 1.3 ([46], Classification Theorem). Let S : X → A× B be a regular
span as above. Then the assignment
(a, b) 7→ X¯(a,b)
extends to a functor
Σ: Aop × B → SET .
Recall that (when it factors through Set) Σ gives rise to what is called
a profunctor or a distributor (see [4]); the informed reader may already have
recognized the definition of a profunctor from the properties that the actions
given in (3) must satisfy. On the other hand, Theorem 1.3 raises a question.
We know that the fibers X(a,b) gather coherently together in the category X .
Similarly, also the X¯(a,b) can be gathered together in a category X¯ , which is
given explicitly by using the description of Σ as a two-sided discrete fibration
S¯ (see for example [44]). What is not clear at this stage is the relationship
between the two categories X and X¯ . Since this will be one of the main points
of our investigation on the more general not additive situation, we shall briefly
describe the phenomenon in the abelian setting.
We start from the category X¯ . The objects of X¯ are connected components
of the fibers of S, i.e. equivalence classes, denoted by x¯, under the following
equivalence relation: x ∼ x′ if and only if there exists a zig-zag of S-vertical
arrows connecting x to x′. An arrow x¯1 → x¯2 is specified by a pair (α, β)
of arrows of A and B such that dom(α, β) = S(x1), cod(α, β) = S(x2), and
β • x¯1 = x¯2 • α.
As usual in the case of profunctors, we can interpret an object x¯ as a virtual
arrow from S0(x) to S1(x). Accordingly, the arrow (α, β) described above, can
be depicted as a (virtually) commutative diagram:
a1
α

x¯1 //❴❴❴ b1
β

a2 x¯2
//❴❴❴ b2
Composition and identities are inherited from the categorical structure of A×B.
Back to the regular span we started with, the category X¯ we have just described
appears in a factorization S¯ ·Q of S:
X
S
%%
Q
// X¯
S¯
// A× B
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This fact was not explicitly recorded in [46]; nevertheless, all the necessary
ingredients are already present in [loc.cit ]. The functor Q and the functor S¯ are
defined by letting
Q(ξ : x1 → x2) = S(ξ) : x¯1 → x¯2 ,
and
S¯((α, β) : x¯1 → x¯2) = (α, β) .
Clearly the fibers of S¯ are precisely the collections X¯(a,b) of connected compo-
nents of the fibers of S.
In conclusion, we can state the main theme of the present work: namely, to
give a conceptual understanding of the factorization of S, and to extend it to
several non abelian settings where the product A × B is replaced by a suitable
category M. This will be achieved by considering properties as relative to a
given base category. This fibrational point of view is developed in the next
section.
2 Variations on the notion of opfibration over a
fixed base
In this section we shall consider two different instances of the notion of opfi-
bration for a functor P : (X , F ) → (M, G) over a fixed category A. The first
concerns the functor P as a 1-cell in the 2-category CAT/A, where objects are
functors F and G as above, 1-cells are functors P such that G · P = F and a
2-cell κ : P ⇒ Q : F → G is a natural transformation κ : P ⇒ Q with G-vertical
components, i.e. such that G · κ = idF .
X
P
**
Q
44κ
F   ❅
❅❅
❅❅
❅❅
❅ M
G~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
A
(4)
The second concerns P as a morphism in the 2-category Fib(A), namely the
2-full sub-2-category ofCAT/A with objects the fibrations and 1-cells the carte-
sian functors, i.e. those functors over A that preserve cartesian arrows. Occa-
sionally, we shall consider the 2-category opFib(A) of opfibrations over A.
The fibrational viewpoint suggests the following definition.
Definition 2.1. Let K(A) be either CAT/A, Fib(A) or opFib(A).
• We say that a morphism P of K(A) is a fiberwise (discrete) (op)fibration
if, for every object a of A, the restriction to fibers Pa : Xa → Ma is a
(discrete) (op)fibration.
• We say that a morphism P of K(A) is a fiberwise (op)fibration with
globally (op)cartesian liftings if P is a fiberwise (op)fibration such that
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(op)cartesian liftings in the fibers are actually (op)cartesian with respect
to all the arrows of X .
The reason why we should be interested in fiberwise (op)fibrations becomes
evident after the following proposition.
Proposition 2.2. The following statements are equivalent:
(i) The span
X
S // A× B
is regular;
(ii) S is a fiberwise opfibration in Fib(A):
X
S0 ❄
❄❄
❄❄
❄❄
❄❄
S // A× B
Pr0⑧⑧
⑧⑧
⑧⑧
⑧⑧
A
(iii) S is a fiberwise fibration in opFib(B);
X
S1
❄
❄❄
❄❄
❄❄
❄❄
S // A× B
Pr1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
B
Proof. We need to prove only the equivalence between (i) and (ii), since (iii)
follows by duality. However, the equivalence between (i) and (ii) is a consequence
of Proposition 2.7.
In order to understand the notion of regular span and its generalization to
fiberwise opfibration in contexts, it is necessary to compare these definitions
with some internal notion in a 2-category K. As a matter of fact, if K is either
CAT/A or Fib(A), then the internal notion of opfibration is related with the
ordinary definition of opfibration in CAT. Indeed, CAT/A and Fib(A) are
representable 2-categories in the sense of [40]; therefore, 2-pullbacks and comma
objects are computed by means of 2-pullbacks and comma objects in CAT.
Gray in [22] characterizes Grothendieck opfibrations by a condition on comma
categories, which he calls Chevalley criterion. Actually, this criterion provides
a characterization of representable internal opfibrations in a finitely 2-complete
2-category (see [19]).
Proposition 2.3. A morphism p : E → B in a 2-category with comma objects
is
9
• a representable opfibration if and only if the canonical arrow r in the
diagram below has a left adjoint with the unit being an identity;
E ↓ E
d0

pd1
&&
r
$$❍
❍❍
❍❍
❍❍
❍❍
p ↓ B
p1
//
p0

B
1B

E
λ
8@②②②②②
p
// B
(5)
• a representable discrete opfibration if moreover the counit of the adjunc-
tion is an identity. In this case, the comparison r is in fact an isomorphism
of categories.
We shall call representable internal opfibrations simply opfibrations.
2.1 Opfibrations in CAT/A
The result in the next proposition is already stated (for fibrations) in Exam-
ple 2.10 of [44], where the property of liftings being globally cartesian is not
explicitly highlighted. Actually this is exactly the difference between fiberwise
(op)fibrations and (op)fibrations in CAT/A, as the following simple counterex-
ample shows.
Example 2.4. Let us consider the following picture, representing a pair of
functors between finite categories, where there are no additional arrows but the
identities {
P (ξ) = µ P (ξ′) = µ · µ′
G(µ) = 1 G(µ′) = α
x0
ξ′
++❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
x1
ξ
// x′1 X
P

m0
µ′ // m1
µ // m′1 M
G

a0
α // a1 a1 A
It is straightforward to check that P : (X , GP )→ (M, G) is a fiberwise fibration,
but it is not a fibration in CAT/A, since the lifting ξ of µ is not globally
cartesian.
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Proposition 2.5. A morphism P : (X , F )→ (M, G) in CAT/A
X
F   ❅
❅❅
❅❅
❅❅
❅
P //M
G~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
A
(6)
is an opfibration in the 2-category CAT/A if an only if it is a fiberwise opfibra-
tion with globally opcartesian liftings.
Proof. Suppose P is an opfibration in CAT/A, i.e. the arrow R in the diagram
below (which is the analog of (5) in CAT/A) has a left adjoint with unit an
identity.
(X , F ) ↓ (X , F )
D0
$$
PD1
**
R ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
P ↓ (M, G)
P1
//
P0

(M, G)
1(M,G)

(X , F )
λ
4<qqqqqqq
qqqqqqq
P
// (M, G)
(7)
Although all constructions are standard, it is worthwhile providing an explicit
description of the objects and morphisms involved.
The comma object P ↓ (M, G) can be described as a pair (K,K) as follows:
• an object of K is a triple (x, β,m), with x in X , m in M and β : Px→ m
an arrow in M such that G(β) = 1Fx=Gm
(x, Px
β // m, m )
• a morphism between (x, β,m) and (x′, β′,m′) is a pair of arrows (ξ, µ) in
X and M respectively, making the square below commute:

x,
ξ

Px
β //
Pξ

m,
µ

m
µ

x′, Px′
β′
// m′, m′

 (8)
• the functor K is defined by the assignment on morphisms
K : (ξ, µ) 7→ Fξ = Gµ ,
• the functors P0, P1 and the vertical natural transformation λ are defined
in the obvious way. For an object (x, β,m) one has: P0(x, β,m) = x,
P1(x, β,m) = m and λ(x,β,m) = β.
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The comma object (X , F ) ↓ (X , F ) can be described similarly as a pair
(H, H), where:
• an object of H is a triple (x0, ν, x1), with ν : x0 → x1 an arrow in X such
that F (ν) = 1Fx0=Fx1
(x0, x0
ν // x1, x1 )
• a morphism between (x0, ν, x1) and (x
′
0, ν
′, x′1) is a pair of arrows (ξ0, ξ1)
in X , making the square below commute:


x0,
ξ0

x0
ν //
ξ0

x1,
ξ1

x1
ξ1

x′0, x
′
0
ν′
// x′1, x
′
1


• the functor H is defined by extending to morphisms the assignment
H : (x0, ν, x1) 7→ Fx0 = Fx1 ,
• finally we let D0(x0, ν, x1) = x0, D1(x0, ν, x1) = x1.
The comparison R is defined by extending to morphisms the assignment
R : (x0, ν, x1) 7→ (x0, Pν, Px1) .
Let us call L a left adjoint to R in CAT/A, η and ǫ the (vertical) unit and
counit of the adjunction. By definition, these data have to satisfy the triangle
identities
Rǫ · ηR = idR , ǫL · Lη = idL .
As a consequence, requiring that η is an identity, implies that also Rǫ and ǫL
are.
Now we shall use the fact that L is left adjoint to R in order to produce
opcartesian liftings in the fibers. To this end, let us consider an object x of X ,
and an arrow β : Px → m in M such that G(β) = 1Fx. These data can be
interpreted as an object (x, β,m) of K, so that one can compute L(x, β,m). On
the other hand, since the unit of the adjunction is the identity, we know that
RL(x, β,m) = (x, β,m), so that we can legitimately write
L(x, β,m) = (x, βˆ, β∗x)
where βˆ is a lifting of β at x, whose codomain is denoted by β∗x. Soon we
shall prove that such a lifting is globally opcartesian, but first we have to focus
on some special liftings, namely of those objects of K that have an underlying
identity arrow.
12
Let us consider the object (x, 1Px, Px), and denote L(x, 1Px, Px) = (x, ι, y),
where ι : x → y is the lifting of 1Px determined by L. We claim that ι is an
isomorphism. In order to prove this assertion, first we take the component of ǫ
at (x, 1x, x). This must be an arrow
ǫ(x,1x,x) = (1x, ω) : (x, ι, y)→ (x, 1x, x) ,
so that ω · ι = 1x. Then we take the component of ǫ at (x, ι, y):
ǫ(x,ι,y) = ǫL(x,1Px,Px) = (1x, 1y) : (x, ι, y)→ (x, ι, y) .
Finally, since LR(1x, ι) = L(1x, 1Px) = (1x, 1y) we can determine the naturality
square of (1x, ι)
(x, ι, y)
(1x,ω)//
LR(1x,ι)

(x, 1x, x)
(1x,ι)

(x, ι, y)
1x,1y
// (x, ι, y)
whose commutativity is equivalent to the equation ι ·ω = 1y. Therefore, ι is an
isomorphism as announced.
Now we return to the problem of showing that the lifting βˆ is globally op-
cartesian. To this end, let us consider arrows ξ of X and µ′ of M such that
P (ξ) = µ′ · β (and therefore F (ξ) = G(µ′)). We need to find a unique arrow ξ′
such that ξ′βˆ = ξ and P (ξ′) = µ′.
x′ X
x
ξ
00
βˆ
// β∗x
ξ′
88♣♣♣♣♣♣♣
Px
β
// m
µ′
// m′ M
(9)
This data yield the following arrow of K

x,
ξ

Px
β //
Pξ

m,
µ′

m
µ′

x′, Px′
1
// m′, m′


Applying the left adjoint L to this arrow, we obtain an arrow of H

x,
ξ

x
βˆ //
ξ

β∗x,
ξ0

β∗x
ξ0

x′, x′
ι′
// y′, y′


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Now it suffices to put ξ′ = ω′ · ξ0, where ω
′ is the inverse of the isomorphism ι′.
Therefore:
ξ′ · βˆ = ω′ · ξ0 · βˆ = ω
′ · ι′ · ξ = ξ ,
and
Pξ′ = P (ω′ · ξ0) = P (ξ0) = µ
′ .
The comparison ξ′ is indeed unique. For, let ϕ be another arrow such that
ϕ · βˆ = ξ and P (ϕ) = µ′. Then, the two pairs (ξ, ξ′) and (ξ, ϕ) determine two
parallel arrows
L(x, β,m) = (x, βˆ, β∗x)
(ξ,ξ′)
))
(ξ,ϕ)
66
(x′, 1x′ , x
′)
Since these arrows are sent by the adjoint correspondence onto the same arrow
(x, β,m)
(ξ,µ′) // R(x′, 1x′ , x′) = (x′, 1m′ ,m′)
they are equal, i.e. ϕ = ξ′.
Vice versa, let us suppose that P is a fiberwise opfibration with globally
opcartesian liftings. We are to define a functor L such that (L,R, η, ǫ) is an
adjunction over A, such that η is the identity transformation.
After choosing a collection of cleavages (ˆ ), one for each fiber
• on objects, we let
L(x, β,m) = (x, βˆ, β∗x) ;
• in order to define L on (ξ, µ) (see diagram (8)), let us consider the following
diagram:
x
βˆ //
ξ

β∗x
ϕ
✤
✤
✤
x′
βˆ′
// β′∗x
′
Since βˆ is a globally opcartesian lifting of β, there exists a unique ϕ such
that ϕ · βˆ = βˆ′ ·ξ, and Pϕ = µ. Let us conclude that, since the opcartesian
liftings have been chosen, then this assignment is functorial.
The functor L we have just defined lives indeed over A, since H ·L = K, and it
is a left adjoint to R in CAT/A.
Since RL = id, we can choose the identity of RL as unit of the adjunction.
For what concerns the counit, for any object (x0, ν, x1) of H, since Fν = 1,
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there is a factorization ν = ω · P̂ ν. Hence we can define the counit as ǫ(x0,ν,x1) =
(1x0 , ω):
x0
1x0

P̂ ν // (Pν)∗x0
ω
✤
✤
✤
x0 ν
// x1
This assignment is obviously natural. Moreover,
R(ǫ(x0,ν,x1)) = R(1x0, ω) = (1x0 , 1Px1) = 1(x0,Pν,Px1)
so that the equality Rǫ · ηR = Rǫ = idR holds. On the other hand,
ǫL(x,β,m) = ǫ(x,βˆ,β∗x) = id
so that ǫL · Lη = ǫL = id as desired.
Corollary 2.6. A morphism P : (X , F ) → (M, G) in CAT/A as in diagram
(6) is a discrete opfibration in the 2-category CAT/A if an only if it is a fiber-
wise discrete opfibration with globally opcartesian liftings.
Proof. If P is a discrete opfibration in CAT/A, then the functor R is an iso-
morphism over A. In particular, its inverse L is a left adjoint and the counit is
an identity. Therefore, the opcartesian liftings in the fibers are uniquely deter-
mined, and they are globally opcartesian by Proposition 2.5. Vice versa, if P is
a fiberwise discrete opfibration with globally opcartesian liftings, it determines
a left adjoint to R in CAT/A. However in this case the counit is an identity,
since it is given by the vertical comparison between two identical liftings, and
therefore R is an isomorphism over A.
2.2 Opfibrations in Fib(A)
Next proposition establishes that the two notions of fiberwise opfibration and
fiberwise opfibration with globally opcartesian liftings coincide in Fib(A).
Proposition 2.7. A morphism P : (X , F )→ (M, G) in Fib(A) as in diagram
(6) is a fiberwise opfibration if an only if it is a fiberwise opfibration with globally
opcartesian liftings.
Proof. Let us suppose P is just a fiberwise opfibration, and consider the situa-
tion described in diagram (9), where P (βˆ) = β and G(β) = 1Fx, with βˆ being
an opcartesian lifting of β in the fiber over Fx. Let us consider the following
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diagram
x
βˆ ''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
ν
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
ξ // x′
β∗x γ
//❴❴❴❴❴❴ x0
κ
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
X
Px
β
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
Pν
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
Pξ // Px′
m
β′
//❴❴❴❴❴❴
µ
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣ Px0
Pκ
77♦♦♦♦♦♦♦♦♦♦♦♦
M
Fx
1
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
1
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲
❲❲❲❲❲
❲❲❲❲
❲❲❲❲
❲
Fξ // Fx′
Fx
1
//
Gµ=Fξ
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣ Fx
Fκ=Fξ
77♦♦♦♦♦♦♦♦♦♦♦♦♦
A
(i) since F is a fibration, we can factor ξ = κ · ν, with κ F -cartesian over Fξ
and ν F -vertical;
(ii) since P preserves cartesian arrows, Pκ is G-cartesian;
(iii) since Gµ = G(µ ·β) = G(Pκ ·Pν) = G(Pκ), there exists a unique β′ such
that Pκ · β′ = µ and Gβ′ = 1Fx;
(iv) moreover, β′ · β = Pν, since G(β′ · β) = 1Fx = F (ν) = G(Pν) and Pκ is
cartesian;
(v) since βˆ is an opcartesian lifting of β in the fiber over Fx, there exists a
unique γ such that γ · βˆ = ν and Pγ = β′;
(vi) finally, P (κ · γ) = Pκ · β′ = µ.
From the steps described above, we can define an arrow ξ′ = κ · γ : β∗x → x
′,
such that ξ′ · βˆ = ξ and P (ξ′) = µ. The fact that this arrow is unique is clear
from the proof.
As we shall shortly explain, (although necessary) being a fiberwise opfibra-
tion in Fib(A) is not enough in order be an opfibration in the 2-categoryFib(A).
What is missing is precisely the condition that we are going to introduce.
Let us be given a fiberwise opfibration P : (X , F ) → (M, G) in Fib(A) as
in diagram (6), an object x of X and a pair of arrows α : a → Fx in A and
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β : Px→ m in M such that Gβ = 1Fx. Consider the diagram below
(α∗β)∗α
∗x
ω
✤
✤
✤
α∗x
̂Pα∗βˆ
99rrrrrrrrrr
1

α∗β∗x
αˆ // β∗x X
α∗x
α∗βˆ
88rrrrrrrrrr
αˆ
// x
βˆ
;;①①①①①①①①①
Pα∗β∗x
τ ′
∼
// α∗m′
αˆ // m M
Pα∗x
Pα∗βˆ
88rrrrrrrrrr
τ
∼
// α∗Px
α∗β
88rrrrrrrrrr
αˆ
// Px
β
;;①①①①①①①①①
a
1 // a
α // Fx A
a
1
88qqqqqqqqqqqqq 1 // a
1
88qqqqqqqqqqqqq
α
// Fx
1
;;✇✇✇✇✇✇✇✇✇
(10)
First take cartesian liftings αˆ of α at Px and at m and call α∗β the unique
comparison such that β · αˆ = αˆ ·α∗β. Then take an opcartesian lifting βˆ of β at
x, cartesian liftings of α at x and at β∗x and call as before α
∗βˆ the corresponding
comparison. Pα∗βˆ is isomorphic to α∗β through the pair of isomorphisms (τ, τ ′)
displayed above. With a little abuse of notation, let us call (α∗β)∗α
∗x the
codomain of the opcartesian lifting of Pα∗βˆ at α∗x. By opcartesianness, there
exists a unique P -vertical comparison ω such that ω ·
̂
Pα∗βˆ = α∗βˆ. Let us
observe that, in fact, the pair (1α∗x, ω) can be interpreted as a counit component
at (α∗x, α∗βˆ, α∗β∗x) of a chosen adjunction L ⊣ R as in the proof of Proposition
2.5.
We say that P satisfies (C) if the following condition holds:
(C) For any object x of X and any pair of arrows α : a → Fx in A and
β : Px→ m in M such that Gβ = 1Fx, the canonical comparison
ω : (α∗β)∗α
∗x→ α∗β∗x
is an isomorphism.
Although formally not precise, this notation has two advantages: first, it ex-
presses in a short way a procedure which really only depends on the choice of
α, β and x; second, it allows to interpret condition (C) above as an interchange
law between the fibrations and opfibrations involved.
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Theorem 2.8. For a morphism P : (X , F )→ (M, G) in Fib(A) as in diagram
(6), the following statements are equivalent:
(I) P is an opfibration in the 2-category Fib(A);
(II) P is a fiberwise opfibration in Fib(A) and condition (C) holds;
(III) P is a fiberwise opfibration in Fib(A) with globally opcartesian liftings
and condition (C) holds.
Proof. That (II) is equivalent to (III) is clear from Proposition 2.7.
Let us prove that (I)⇒ (II). We know from the description of comma objects
in Fib(A) given in [23] that (7) for such a P is a diagram also in Fib(A) (and
not only in CAT/A). By Proposition 2.3, (I) means that R admits a left adjoint
L in Fib(A), with unit η = id (such an L realizes a collection of cleavages, one
for each fiber). Condition (C) will follow from the fact that L is cartesian.
Indeed, given the triple α, β and x as in the hypothesis of condition (C), we
can construct the cartesian lifting of α at (x, β,m) displayed in the left hand
side of the diagram below (see also diagram (10)). Then its image under L must
be cartesian in H (where (H, H) = (X , F ) ↓ (X , F )):
α∗x
αˆ // x
Pα∗x
αˆ·τ //
Pα∗βˆ

Px
β

Pα∗β∗x
αˆ·τ ′
// m
Pα∗β∗x
αˆ·τ ′
// m
L
7→
α∗x
αˆ // x
α∗x
αˆ //
̂
Pα∗βˆ

x
βˆ

(α∗β)∗α
∗x
αˆ·ω
// β∗x
(α∗β)∗α
∗x
αˆ·ω
// β∗x
(11)
Hence, since projections are cartesian, αˆ · ω must be a cartesian arrow, and the
comparison ω is an isomorphism:
(α∗β)∗α
∗x
αˆ·ω
%%❏❏
❏❏
❏❏
❏❏
❏❏
ω

α∗β∗x
αˆ
// β∗x
Now, let us prove that (III) ⇒ (I). By Proposition 2.5, P is an opfibration
in the 2-category CAT/A. Therefore, what remains to be proved is just that
L is cartesian. This is a direct consequence of condition (C). Indeed, if we
consider the assignment given in diagram (11), we only have to prove that αˆ ·ω
is cartesian inM, but this is a consequence of the vertical isomorphism provided
by condition (C), which compares αˆ · ω with the cartesian lifting αˆ.
Corollary 2.9. A morphism P : (X , F )→ (M, G) in Fib(A) as in diagram (6)
is a discrete opfibration in the 2-category Fib(A) if and only if it is a fiberwise
discrete opfibration in Fib(A).
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Proof. If P is a discrete opfibration in Fib(A), then by Theorem 2.8 it is a
fiberwise discrete opfibration in Fib(A). Conversely, if P is fiberwise discrete
opfibration in Fib(A), then the P -fibers are discrete, hence the canonical arrow
ω of condition (C) is an identity.
The results presented so far allow us to identify very accurately the notion
of Yoneda’s regular span. As a consequence, some different notions already
present in literature can be described by consideringM = A×B, and G = Pr0.
As a matter of fact, by Proposition 2.2, a regular span S precisely determines
a fiberwise opfibration in Fib(A) with codomain a product projection. In this
case, asking for condition (C) to hold amounts to the following request:
• For any object x of X and any pair of arrows α : a → S0x in A and
β : S1x→ b in B, the canonical comparison
ω : β∗α
∗x→ α∗β∗x
is an isomorphism.
A regular span satisfying this condition is called a two-sided fibration [40]. Then,
specilizing Theorem 2.8 to this case, we recover the following result, originally
due to Bourn and Penon.
Proposition 2.10 ([46]). The following statements are equivalent:
(i) The span
X
S // A× B
is a two-sided fibration;
(ii) S is an opfibration in Fib(A):
X
S0 ❄
❄❄
❄❄
❄❄
❄❄
S // A× B
Pr0⑧⑧
⑧⑧
⑧⑧
⑧⑧
A
(iii) S is a fibration in opFib(B);
X
S1
❄
❄❄
❄❄
❄❄
❄❄
S // A× B
Pr1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
B
In fact, the main example of regular span in [46] given by abelian n-fold ex-
tensions is actually a two-sided fibration. On the other hand, as we pointed out
in Section 1, every regular span S determines a two-sided discrete fibration S¯.
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This means that Yoneda’s notion of regular span is not quite a two-sided fibra-
tion, but its structure is enough to ensure that the discrete version of condition
(C) holds for S¯.
As recalled above, the notion of regular span is auto-dual. This is not only
reflected in the symmetry of the definition, but also in the concrete example of
n-fold extensions, where it relies on the auto-dual categorical structure of the
base category: cotranslations are obtained by pullback, while translations by
pushout. This symmetry is broken when we move to the non-abelian case of
crossed n-fold extensions, which is studied in details in Section 4. This is the
reason why we needed to generalize regular spans to fiberwise opfibrations and
two-sided fibrations to opfibrations between fibrations over a fixed base.
3 The non-symmetric Classification Theorem
From now on, we shall be interested in a fiberwise opfibration P : (X , F ) →
(M, G):
X
F   ❅
❅❅
❅❅
❅❅
❅
P //M
G~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
A
(12)
where the fibration G is split. This means that, for α : a1 → a2 and α
′ : a2 → a3
in A, we can choose a cleavage in such a way that
α∗ · α′∗ = (α′ · α)∗ : Ma3 →Ma1 and (1a1)
∗ = 1Ma1
where ( )∗ turns any arrow in its corresponding change of base functor.
A relevant consequence of the notion of fiberwise opfibration is that we can
make cartesian F -liftings compatible with the chosen cartesian G-liftings. This
is a consequence of the following lemma.
Lemma 3.1. Let us consider a fiberwise opfibration in Fib(A) as in diagram
(12), with G a split fibration. Then, for each α : a → F (x), every P -cartesian
lifting αˆm of α at m in M and every object x of X , there exists an F -cartesian
lifting αˆx of α at x such that P (αˆx) = αˆm.
Proof. Take any F -cartesian lifting κ of α at x. Then, P (κ) is a cartesian
lifting of α at m, and therefore there exists a G-vertical isomorphism τ such
that P (κ) = αˆm · τ . Now, since Pa : Xa →Ma is an opfibration, there exists a
F -vertical opcartesian lifting of τ at the domain of κ. Denote τˆ such a lifting,
and define αˆx = κ·τˆ−1. Of course αˆx is cartesian, since it is vertically isomorphic
to the cartesian arrow κ. Moreover, P (αˆx) = P (κ · τˆ−1) = P (κ) · P (τˆ−1) =
αˆm · τ · τ−1 = αˆm.
The rest of this section is devoted to the proof of the following result, which
is the generalization of Yoneda’s Classification Theorem 1.3.
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Theorem 3.2 (Non-symmetric Classification Theorem). A fiberwise opfibration
P in Fib(A) with codomain a split fibration can be factorized as
X
Q //
F
##●
●●
●●
●●
●●
X¯
F¯

P¯ //M
G
{{✇✇✇
✇✇
✇✇
✇✇
✇
A
(13)
where P¯ is a discrete opfibration in Fib(A) and any fiber X¯m consists of the
connected components of Xm.
We will construct Q as a 2-categorical analog of a quotient of a suitable
2-kernel of P , but at the same time as part of the comprehensive factorization
of P in the 2-category Fib(A).
3.1 Description of X¯
The category X¯ is defined as follows.
• Objects of X¯ are equivalence classes x¯ of objects of X under the following
equivalence relation: x ∼ x′ if and only if there exists a zig-zag of P -
vertical arrows connecting x to x′.
• A morphism µ : x¯1 → x¯2 is determined by a morphism µ : Px1 → Px2 of
M, satisfying
β∗x1 = α∗x2
where:
(i) α = αµ = Gµ ;
(ii) β = βµ is the unique morphism of M such that Pαˆ
x2 · β = µ, with
αˆx2 a cartesian lifting of α at x2, and Gβ = 1 .
Remark 3.3. Notice that, as a consequence of Lemma 3.1, one can always fix a
lifting αˆPx2 of α at Px2 and then choose αˆ
x2 in such a way that Pαˆx2 = αˆPx2 :
x′1
αˆx2 // x2 X
Px1
µ
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
β
✤
✤
✤
m
Pαˆx2=αˆPx2
// Px2 M
Fx1
α=Gµ
// Fx2 A
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We shall assume these choices throughout this section, whenever it will be nec-
essary. We will denote both αˆx2 and αˆPx2 by αˆ when no confusion is likely to
happen.
Before we can describe the composition of morphisms, the next statement is
in order.
Lemma 3.4. Morphisms of X¯ are well defined.
Proof. Let us consider a morphism µ : x¯1 → x¯2 as above, and choose yi ∈ x¯i,
with i = 1, 2. We want to prove that
β∗y1 = α∗y2
We will use the following diagram.
y1
βˆy1 // β∗y1
...
ω′0
OO
...
γ′0
OO
z
ω′2
OO
ω′1

βˆz //
γ′2
OO
γ′1
x1
βˆx1
// β∗x1 · · ·
ω0oo ω2oo ω1 // α∗x2
αˆx2 // x2
γ′′1
OO
γ′′2 
αˆw
// w
ω′′1
OO
ω′′2
...
γ′′0

...
ω′′0

α∗y2
αˆy2
// y2
(14)
By hypothesis, we can assume that
(i) β∗x1 = α∗x2 is realized by the zig-zag of ωi’s connecting β∗x1 with α
∗x2
at the centre of the diagram, with Pωi = 1;
(ii) y1 ∈ x¯1 is realized by the zig-zag of ω
′
i’s connecting x1 with y1 at the
left-hand side of the diagram, with Pω′i = 1;
(iii) y2 ∈ x¯2 is realized by the zig-zag of ω
′′
i ’s connecting x2 with y2 at the
right-hand side of the diagram, with Pω′′i = 1.
For what concerns the left-hand side of the diagram, we can proceed in this way:
since Gβ = 1, we can consider the opcartesian lifting βˆz of β at z. Hence, since
βˆz is opcartesian over β, there exists a unique γ′1 such that γ
′
1 · βˆ
z = βˆx1 · ω′1
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and Pγ′1 = 1. Iterating the process, we obtain a zig-zag of γ
′
i’s connecting β∗x1
with β∗y1, with Pγ
′
i = 1, i.e. β∗x1 = β∗y1. For what concerns the right-hand
side of the diagram, we can operate similarly: we consider the cartesian lifting
αˆw of α at w. Hence, since αˆx2 is cartesian over α, there exists a unique γ′′1
such that αˆx2 · γ′′1 = ω
′′
1 · αˆ
w and Fγ′′1 = 1. Moreover, Pω
′′
1 = 1 and, by Remark
3.3, Pαˆx2 = αˆPx2 = Pαˆw is cartesian. Therefore Pγ′′1 = 1 by uniqueness of
the comparison between Pαˆx2 and Pαˆw. Iterating the process, we obtain a
zig-zag of γ′′i ’s connecting α
∗x2 with α
∗y2, with Pγ
′′
i = 1, i.e. α
∗x2 = α∗y2. In
conclusion, we obtain the result:
β∗y1 = β∗x1 = α∗x2 = α∗y2 .
• Identities in X¯ . Given an object x¯, its identity is the morphism
x¯
P1x=1Px // x¯ .
• Composition in X¯ . Given a pair of composable morphisms
x¯1
µ // x¯2
µ′ // x¯3 ,
their composition is the morphism
x¯1
µ′·µ // x¯3 .
Lemma 3.5. Composition in X¯ is well defined.
Proof. We have to prove that µ′ · µ gives a legitimate morphism x¯1 → x¯3 in
X¯ . Clearly αµ′·µ = αµ′ · αµ = α
′ · α . On the other hand, βµ′·µ is precisely the
vertical comparison arrow in the following diagram:
Px1
µ
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
β

m1
αˆ //
α∗β′

Px2
µ′
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆
β′

m′1 αˆ
// m2
αˆ′
// Px3
(15)
Hence, we want to prove
(α∗(β′) · β)∗x1 = (α′ · α)∗x3 .
Let us describe the situation by means of the following diagram in X
x1
βˆ // β∗x1 · · ·
ω0oo ω1 // α∗x2
αˆ // x2
βˆ′ // β′∗x2 · · ·
ω′1oo ω
′
0// α′∗x3
αˆ′ // x3 (16)
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and analyze the composite βˆ′ · αˆ. Indeed we can lift to X the rectangle in
diagram (15) in this way: first we lift α and β′ at x2, then we lift again α at
β′∗x2, and α
∗(β′) at α∗x2. The comparison we obtain will be denoted by ω, and
obviously Pω = 1. The following diagram represents the process we have just
described:
α∗x2
αˆ //
α̂∗β′

x2
βˆ′

(α∗β′)∗α
∗x2
ω

α∗β′∗x2 αˆ
// β′∗x2
(17)
Substituting this factorization in diagram (16), we can treat the resulting dia-
gram in a similar way as we did in the proof of Lemma 3.4:
x1
βˆ // β∗x1
α̂∗β′ // (α∗β′)∗β∗x1
...
ω0
OO
...
γ0
OO
z
ω2
OO
ω1

α̂∗β′ //
γ2
OO
γ1

α∗x2
α̂∗β′
// (α∗β′)∗α∗x2
ω

α∗β′∗x2
αˆ // β′∗x2
γ′1
OO
γ′2 
αˆ
// w
ω′1
OO
ω′2
...
γ′0

...
ω′0

α∗α′∗x3
αˆ
// α′∗x3
αˆ′
// x3
(18)
and show that (α∗β′)∗β∗x1 = α∗α′∗x3. As far as the right-hand side term
of the equation is concerned, since the fibration G is split, one can always
choose the liftings of α and α′ in such a way that the canonical comparison
α∗α′∗x3 → (α
′ · α)∗x3 is P -vertical, hence α∗α′∗x3 = (α′ · α)∗x3. On the other
hand, although it is not possible to proceed in the same way for the left-hand
side of the equation, one still gets a P -vertical comparison
(α∗β′ · β)∗x1
ω′ // (α∗β′)∗β∗x1
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so that (α∗β′ · β)∗x1 = (α∗β′)∗β∗x1 . By assembling together the equations just
obtained, we conclude our proof.
3.2 The functors Q, F¯ and P¯
Let us first define the functors Q and F¯ , and afterwards we will show that F¯
is a fibration and that Q is a cartesian functor, i.e., the following diagram is a
morphism in Fib(A):
X
F ❅
❅❅
❅❅
❅❅
❅
Q // X¯
F¯⑦⑦
⑦⑦
⑦⑦
⑦⑦
A
The functor Q : X → X¯ is defined as follows:
Q( x1
ξ // x2 ) = x¯1
Pξ // x¯2 .
This definition is consistent. Actually, in order to prove this statement, it suffices
to compute the following factorization of ξ:
x1 ξ

ν
❃
❃
❃
❃
P̂ ν

ω
//❴❴❴
F̂ ξ
// x2
(19)
first factor ξ through a cartesian lifting at x2 of αPξ = Fξ in order to get an F -
vertical arrow ν, then factor ν through an opcartesian lifting at x1 of βPξ = Pν
in order to get a P -vertical arrow ω, as in the diagram above. Therefore it is
clear that:
(βPξ)∗x1 = (Pν)∗x1 = (Fξ)∗x2 = (αPξ)∗x2
The functor F¯ : X¯ → A is defined as follows:
F¯ ( x¯1
µ // x¯2 ) = Fx1
Gµ // Fx2 .
The following statement was expected.
Proposition 3.6. (X¯ , F¯ ) is an object of Fib(A).
Proof. Given an object x¯2 of X¯ , and an arrow a1
α // F¯ x¯2 = Fx2 , first lift
α at x2, and then obtain from this lifting αˆ : x1 → x2 the morphism of X¯
Q(αˆ) = x¯1
Pαˆ // x¯2 .
Let us prove that such a morphism is cartesian.
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Suppose we are given a morphism µ′ : x¯0 → x¯2 of X¯ such that F¯ µ
′ = α · α′′
in A:
x¯0 µ′
((
x¯1
Pαˆ
// x¯2 X¯
Px0 µ′
((µ
′′
''P
PP
PP
PP
Px1
Pαˆ
// Px2 M
Fx0
α′′
// Fx1 α
// Fx2 A
Since Pαˆ is G-cartesian, there exists a unique µ′′ such that Pαˆ · µ′′ = µ′ and
Gµ′′ = α′′. This is the arrow x¯0 → x¯1 we are looking for, provided we show
that it is a legitimate arrow of X¯ . This follows from the calculation below, right
after the explicative diagram:
Px0 µ′

µ′′
""❊
❊❊
❊❊
❊❊
❊
βµ′′=βµ′

Pαˆ′′
// Px1
Pαˆ
// Px2 M
Fx0
α′′
// Fx1 α
// Fx2 A
(αµ′′ )∗x1 = α′′∗x1 = (α · α′′)∗x2 = (αµ′ )∗x2 = (βµ′)∗x0 = (βµ′′)∗x0
where we used the fact that the fibration G is split.
Proposition 3.7. Q : (X , F )→ (X¯ , F¯ ) is an arrow of Fib(A).
Proof. It is an obvious corollary to the following characterization.
Proposition 3.8. The morphism x¯1
µ // x¯2 is F¯ -cartesian if and only if the
arrow Px1
µ // Px2 is G-cartesian.
Proof. The sufficient condition follows easily from the proof of Proposition 3.6.
As far as the necessary condition is concerned, let us be given an F¯ -cartesian
arrow x¯1
µ // x¯2 , and consider the cartesian lifting of Gµ at x2. Of course,
P sends such a lifting to a G-cartesian arrow P (Ĝµ). Therefore, there exists a
unique τ : Px1 → Px
′
1 in M such that P (Ĝµ) · τ = µ and Gτ = 1. It is easy to
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see that such a τ defines a morphism x¯1 → x¯
′
1 in X¯ . On the other hand, since
µ is F¯ -cartesian, there exists a unique σ : x¯′1 → x¯1 such that µ · σ = P (Ĝµ) in
X¯ and F¯ σ = 1. Therefore, since P (Ĝµ) is G-cartesian, we deduce τ · σ = 1Px′1 ,
and since µ is F¯ -cartesian, σ · τ = 1x¯1, which in turn implies σ · τ = 1Px1 .
In conclusion, τ is a G-vertical isomorphism, and hence µ : Px1 → Px2 is G-
cartesian.
Let us define the functor P¯ : X¯ →M as follows:
P¯ ( x¯1
µ // x¯2 ) = Px1
µ // Px2 .
By Proposition 3.8, it is clearly cartesian, and an easy computation shows P¯ ·Q =
P . Moreover, the following statement holds.
Proposition 3.9. P¯ : (X¯ , F¯ )→ (M, G) is a discrete opfibration in Fib(A).
Proof. Recall that, thanks to Corollary 2.9, this amounts to prove that, for
every object a of A, the restriction of P¯ to the fiber over a
P¯a : X¯a //Ma
is a discrete opfibration. In fact, from our general hypotheses on P , we know
that the restriction of P to the fiber over a
Pa : Xa //Ma
is an opfibration, therefore, given an object x¯1 of X¯a, and a morphism µ : P¯ x¯1 →
m2 in Ma, there exists an opcartesian lifting µˆ : x1 → x2 of µ at x1. Hence
Q(µˆ) = x¯1
µ // x¯2
lifts µ at x¯1. In fact, such a lifting is unique since P¯ is faithful by definition.
3.3 The comprehensive factorization of P in Fib(A)
By Proposition 3.9, P¯ is a discrete opfibration in the 2-category Fib(A). There-
fore, in order to prove that (Q, P¯ ) is the comprehensive factorization of P , we
have to prove the following theorem.
Theorem 3.10. The functor Q is initial in Fib(A).
In fact, we are going to prove that Q is the coidentifier of the identee of
P and we will get the result thanks to Proposition A.2 (the reader unfamiliar
with such 2-categorical notions will find it useful to consult the Appendix). Our
strategy will be to prove the theorem by means of a sequence of lemmas. Here
is the first one.
Lemma 3.11. The identee of P in CAT is also the identee of P in CAT/A
and in Fib(A).
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Proof. Let κ : D ⇒ C : I(P ) → X be the identee of P in CAT. By the de-
scription of identees in terms of a pullback (see diagram (36)), it is clear that
identees are stable under slicing, so that κ is also the identee of P in CAT/A:
I(P )
D
%%
C
99
F ·D=F ·C
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
κ

✵✵
✵✵
✵✵
✵✵
X
P //
F

M
G
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂
A
In order to prove that κ is in fact the identee of P also in Fib(A), it suffices to
prove that
(i) FD = FC is a fibration,
(ii) C and D are cartesian functors,
(iii) κ is a F -vertical natural transformation.
Hence let us describe the left hand side of the diagram above. We start with
the description of the category I(P ).
The objects of I(P ) are the arrows of X
x
ω // y
such that Pω = 1. The morphisms (ξ, υ) : ω1 → ω2 of I(P ) are pairs (ξ, υ) of
arrows of X such that υ ·ω1 = ω2 ·ξ. In other words, I(P ) is the full subcategory
of the comma category (X ↓ X ) determined by the P -vertical arrows.
D, C and κ are obviously defined by:
D : (ξ, υ) 7→ ξ , C : (ξ, υ) 7→ υ , κω = ω .
Since Fωi = GPωi = G1 = 1, for i = 1, 2, then clearly FD(ξ, υ) = Fξ = Fυ =
FC(ξ, υ). Indeed, the functor FD = FC is a fibration: the reader can check
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this claim with the help of the following diagram:
x0 ξ′
))
ξ′′ ''P
PP
PP
PP
ω0

α∗x2
αˆx2
//
ω1
✤
✤
✤
✤
✤
✤
✤ x2
ω2

y0
υ′
((
υ′′ ''❖
❖❖
❖❖
❖❖
X
α∗y2
αˆy2
// y2
a0
α′′
// a1 α
// Fx2 = Fy2 A
Hence (i) is proved.
As far as (ii) is concerned, it follows from the fact that FD-cartesian mor-
phisms in I(P ) are precisely those morphisms (ξ, υ) with F -cartesian compo-
nents. This can be easily proved by direct computation, by comparing the carte-
sian morphism (ξ, υ) with the morphism (αˆx2 , αˆy2) obtained by lifting Fξ = Fυ.
Finally, (iii) is obvious, since Fκω = Fω = 1.
Now we are ready to prove the following.
Lemma 3.12. The functor Q is the coidentifier of κ in CAT.
Proof. By definition of Q, given an object ω : x→ y of I(P ), one computes
(Qκ)ω = Q(κω) = Q(ω) = 1x¯ = 1(QD)ω .
In other words, Q coidentifies κ.
Let us check the universal property. To this end, let us consider the following
diagram of solid arrows in CAT:
I(P )
D
%%
C
99κ 
X
Q //
L
❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
X¯
L¯
✤
✤
✤
✤
✤
✤
L
with Lκ = idLD. Our aim is to define a functor L¯ : X¯ → L such that L¯Q = L,
and prove that it is unique with this property.
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On objects, the obvious definition is L¯(x¯) = Lx. In fact, it is well posed,
since if y ∈ x¯, then there is a zig-zag of arrows ωi connecting y with x, which
are turned into identities by L, so that Ly = Lx.
On morphisms the situation is more sensible. We let
L¯( x¯1
µ // x¯2 ) = L(αˆ) · L(βˆ) ,
where α = αµ and β = βµ (see Section 3.1 for details). In fact, by Lemma 3.4,
also this definition is well posed. Moreover, for every object x¯ of X¯ ,
L¯(1x¯) = 1Lx = 1L¯x¯ .
Therefore, what remains to be proved is that L¯ preserves the composition of
morphisms of X¯ .
To this end, let us consider a pair of composable morphisms of X¯ :
x¯1
µ // x¯2
µ′ // x¯3
together with their decomposition as in diagram (16). We are to prove that:
Lαˆ′ · Lβˆ′ · Lαˆ · Lβˆ = L(α̂′ · α) · L(α̂∗β′ · β) .
where α∗β′ is defined in diagram (15). Indeed, applying L to diagram (17)
yields
Lβˆ′ · Lαˆ = Lαˆ · L(α̂∗β′). (20)
The rest of the proof follows from a careful analysis of diagram (18).
As far as the right-hand side of this diagram is concerned, one observes (for
the top commutative rectangle) that, since L(γ′′1 ) = 1 and L(ω
′′
1 ) = 1,
Lαˆβ
′
∗
x2 = Lαˆw .
This process can be iterated in order to show that, applied to any of the cartesian
lifting of α represented in diagram (18), L always assumes the same value Lαˆ.
For the same reason, as far as the left hand side of the diagram is concerned,
applied to any of the cartesian lifting of α∗β′, L always assumes the same value
L(α̂∗β′). Therefore we have the calculation:
Lαˆ′ · Lβˆ′ · Lαˆ · Lβˆ = Lαˆ′ · Lαˆ · L(α̂∗β′) · Lβˆ =
= L(α̂′ · α) · L(α̂∗β′) · Lβˆ = L(α̂′ · α) · L(α̂∗β′ · β) .
The uniqueness is proved in this way. Let us suppose there is another func-
tor L′ : X¯ → L such that L′ · Q = L. Since F¯ is a fibration, any morphism
x¯1
µ // x¯2 of X¯ can be decomposed into a pair (β, αˆ), where αˆ is a F¯ -cartesian
lifting of α = F¯ µ at x¯2 and β is the F¯ -vertical comparison, then it suffices to
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check L′ = L¯ on such classes of arrows. Actually, as seen in Proposition 3.6,
αˆ = Qαˆx2 , so that
L¯αˆ = L¯Qαˆx2 = L′Qαˆx2 = L′αˆ .
On the other hand, given an F¯ -vertical arrow β, 1 = F¯ β = G(P¯ β), i.e. Gβ = 1.
Therefore we can consider an opcartesian lifting βˆx1 of such an arrow at x1, and
conclude the proof:
L¯β = L¯Qβˆx1 = L′Qβˆx1 = L′β .
Lemma 3.13. The functor Q is the coidentifier of κ in CAT/A.
Proof. Let us consider the following diagram of solid arrows in CAT/A:
I(P )
D
%%
C
99
F ·D=F ·C
✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
κ
%
❉❉
❉❉
❉
X
Q //
F

L ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚ X¯
F¯
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟
L¯
$$❍
❍
❍
❍
❍
❍
L
H
tt❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥
A
with
L · κ = idL·D : L ·D ⇒ L · C : (I(P ), F ·D)→ (L, H) .
This implies that, for every object ω : x → y of I(P ), L(κω) = Lω = 1Lx, i.e.
L · κ = id in CAT. By Lemma 3.12 above, there exists a unique L¯ such that
L¯ ·Q = L. But clearly L¯ is a morphism in CAT/A, since H · L¯ ·Q = F = F¯ ·Q
and Q is couniversal.
Lemma 3.14. The functor Q is the coidentifier of κ in Fib(A).
Proof. We can repeat the argument used in the proof of Lemma 3.13, but start-
ing with fibrations F , F¯ and H , and cartesian functors Q and L. What remains
to prove is that the functor L¯ as above is cartesian. Now, by Proposition 3.8, F¯ -
cartesian morphisms in X¯ can be lifted to F -cartesian morphisms in X . There-
fore their image under L¯ coincides with the image under L of an F -cartesian
morphism of X . But L is cartesian, and the proof is done.
4 Some selected examples
Relevant examples of the structures investigated in the present paper arise nat-
urally in the study of (not necessarily abelian) cohomological algebra.
As a matter of fact, a classical interpretation of cohomology coefficients in
group cohomology are the so-called crossed n-fold extensions of groups. They
are a natural generalization of Yoneda’s Extn, therefore their assessment in our
setting is in order.
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4.1 Crossed extensions of groups
Crossed modules of groups have been introduced by J.H.C. Whitehead in [45].
Later, they have been used by Mac Lane and Whitehead to represent the third
cohomology group of a multiplicative group C with coefficients in a C-module B
(see [32]). To this end, it is more appropriate to consider crossed modules with
chosen kernel and cokernel, i.e. what is commonly known as crossed extension.
Remark 4.1. The informed reader could argue that we should have started
with the simpler example of group extensions with abelian kernel. However, as
it will be clearer later in this section, there are reasons for which that example is
too simple to start with, and its simplicity hides features that can be appreciated
only for crossed extensions of dimension n ≥ 2. This is true also in the abelian
case, where the similarity relation for n = 1 is already an equivalence relation:
by the five lemma, all morphisms of extensions with fixed kernel and cokernel
are isomorphisms.
A crossed extension of groups is an exact sequence in Gp
X : 0 // B
j // G2
∂ // G1
p // C // 1 (21)
where the central homomorphism is a crossed module. Recall that this means
that G1 acts on G2 in such a way that, for every g1 ∈ G1 and g2, g
′
2 ∈ G2, one
has:
(i) ∂(g1 ∗ g2) = g1∂(g2)g
−1
1 , (ii) ∂(g2) ∗ g
′
2 = g2 + g
′
2 − g2 ,
where the group operation of G2 is written additively, although G2 is not nec-
essarily abelian. Recall also that crossed modules are always proper homo-
morphisms, i.e. ∂ factors as a regular epimorphism (a surjection, in this case)
followed by a normal monomorphism, so that every crossed module together
with its kernel and its cokernel always yields an exact sequence. It is easy to
see that B is contained in the centre of G2, and therefore the action of G1 on
G2 induces a natural C-module structure on the abelian group B.
A morphism of crossed extensions (γ, f1, f2, β) : X → X
′ is a morphism of
exact sequences
X :

0 // B
j //
β

G2
∂ //
f2

G1
p //
f1

C //
γ

1
X ′ : 0 // B′
j′
// G′2
∂′
// G′1
p′
// C′ // 1
such that (f1, f2) is a morphism of crossed modules, i.e., equivariant with respect
to the actions. As a consequence, the pair (γ, β) is a morphism of group-modules.
Let us denote byXExt the category of crossed extensions of groups and their
morphisms, and by Mod the category of group-modules and their morphisms.
In fact, we have just defined the forgetful functor Π: XExt → Mod, where
Π(γ, f1, f2, β) = (γ, β).
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Theorem 4.2. The commutative diagram of categories and functors
XExt
Π //
Π0 ##●
●●
●●
●●
●●
Mod
( )0{{①①
①①
①①
①①
①
Gp
(22)
is a fiberwise opfibration in Fib(Gp), where Π has been defined above, and ( )0
is the functor that assigns the group C to the C-module B.
Proof. We only sketch the proof, since all the ingredients are well-known facts
in the literature concerning crossed modules and extensions.
(i) Π0 is a fibration. Indeed, given a crossed extension X
′ as above, and a
group homomorphism γ : C → C′, its cartesian lifting γˆ : γ∗X ′ → X ′ is
given by the following construction:
γ∗X ′ :

0 // B′
j′ // G′2
〈∂′,0〉 // G′1 ×C′ C
pr2 //
pr1

C //
γ

1
X ′ : 0 // B′
j′
// G′2
∂′
// G′1
p′
// C′ // 1
where the rightmost square is a pullback in Gp (sometimes called fibered
product of groups). Calculations show that the comparison 〈∂′, 0〉 inherits
a crossed module structure such that the four-tuple (γ, pr1, 1, 1) is a mor-
phism of crossed extensions, cartesian with respect to Π0. Let us notice
that the fibration Π0 is not split.
(ii) ( )0 is a split fibration. This is straightforward, since for a C
′-module B′,
and a group homomorphism γ : C → C′, one obtains a cartesian lifting by
precomposition:
γ∗M ′ :
(γ,1)

C ×B′
γ×1

// B′
M ′ : C′ ×B′ // B′
(iii) One easily checks that Π is a cartesian functor.
(iv) Let us fix a group C; the restriction to the fiber ΠC : XExtC →ModC is
an opfibration. In order to prove this, let us consider a crossed extension
X as above and a C-module homomorphism (1C , β) : B → B
′. In this
case, the strategy to produce an opcartesian lifting of β at X is similar to
the one we realized in (i), but not strictly dual as one might think. As a
matter of fact, if we would compute a pushout of j along β (sometimes
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called amalgamate sum of groups), we would possibly lose left exactness
of the resulting sequence, because the pushout of a monomorphism is not
a monomorphism in general. This fact does not happen in the abelian
setting, and this is why Yoneda could set up the opfibration dualizing the
fibration. The categorical construction we need here is called push for-
ward in [17]; it generalizes the one proposed by Mac Lane in [31, Exercise
IV.4.3], and in this case it specializes the one described in [36] for j any
crossed module. Explicitly, let us consider the pair (ρ,B′ ×B G2), defined
by the following short exact sequence of groups:
0 // B
〈β,−j〉 // B′ ×G2
ρ // B′ ×B G2 // 0
where the normal monomorphism 〈β,−j〉 is given by the assignment
b 7→ (β(b),−j(b)) .
The following diagram displays the relevant constructions.
X :

0 // B
j //
β

G2
∂ //
ι2
ww♦♦♦
♦♦♦
♦
ρ·ι2

G1
p // C // 1
B′×G2
ρ
''❖❖
❖❖❖
❖
β∗X : 0 // B′ ρ·ι1
//
ι1
::✈✈✈✈✈✈
B′ ×B G2
δ
// G1 p
// C // 1
On the left-hand side of the diagram, the arrows ι1 and ι2 are given by
the assignments ι1(b
′) = (b′, 0) and ι2(g2) = (0, g2). Of course there is no
reason why ι1 · β = ι2 · j, in general. However, the square of vertexes B,
G2, B
′ and B′ ×B G2 does commute, since in fact ρ is the coequalizer of
the pair (ι1 · β, ι2 · j). The homomorphism ρ · ι1 is the push forward of
j along β [17]. It is possible to prove that the ρ · ι1 is in fact a normal
monomorphism and that it has the same (isomorphic) cokernel as j so that
we can obtain a homomorphism δ such that δ · ρ · ι2 = ∂. Moreover, δ is
a crossed module, with action induced from both the C-module structure
of B′ and the crossed module structure of ∂. Namely, for g1 ∈ G1 and
[b′, g2] ∈ B
′ ×B G2, we have (classes denoted by square brackets):
g1 ∗ [b
′, g2] = [p(g1) ∗ b
′, g1 ∗ g2] .
Routine calculations show that the crossed extension β∗X = (ρ · ι1, δ, p) is
ΠC -opcartesian.
Even if the above theorem is what we need in order to have crossed extensions
of groups fitting into our general scheme, it may be interesting to observe that
actually Π fulfills condition (C) of Section 2.2, i.e. the following proposition
holds.
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Proposition 4.3. The morphism Π of diagram (22) is an opfibration in Fib(Gp).
Proof. Thanks to Theorem 2.8 and Theorem 4.2 above, we only have to show
that condition (C) holds for Π. Let us consider the following diagram, displaying
the cartesian and opcartesian lifting of a crossed extension X along a group
homomorphism γ and a C-module homomorphism β respectively:
γ∗X
γˆ
⑧⑧
⑧⑧
⑧
0 // B
⑧⑧
⑧⑧
⑧⑧
β

j // G2
⑧⑧
⑧⑧
⑧

// G1 ×C C′
⑧⑧
⑧⑧
⑧
p′ // C′
γ
⑧⑧
⑧⑧
⑧⑧
// 1
X
βˆ

0 // B
β

j
// G2

∂
// G1 p
// C // 1
0 // B′
⑧⑧
⑧⑧
⑧ j′
// B′ ×B G2
⑧⑧
⑧⑧
⑧ ∂
′
//❴❴❴❴❴ G1 ×C C′
⑧⑧
⑧⑧
⑧
p′ // C′
γ
⑧⑧
⑧⑧
⑧⑧
// 1
β∗X 0 // B′
j′
// B′ ×B G2 // G1 p
// C // 1
We have to prove that γ∗β∗X ∼= (γ
∗β)∗γ
∗X . It suffices to observe that if we
define the dashed arrow ∂′ as the composite of the cokernel of j′ with the kernel
of p′, the sequence (p′, ∂′, j′) gives a crossed extension which is at the same time
the pullback of β∗X along γ and the push forward of γ
∗X along γ∗β. This
can be checked by means of the description of cartesian and opcartesian liftings
provided in the proof of Theorem 4.2.
Once we proved that crossed extensions of groups fit into our general scheme,
several issues can be considered.
To start with, let us examine for X = XExt, the standard factorization of
diagram (19) applied to a morphism (γ, f1, f2, β) of crossed extensions as above.
The result is the three-fold factorization represented below:
X
(1,1,f ′2,β)

0 // B
j //
β

G2
∂ //
f ′2

G1
p // C // 1
β∗X
(1,ω1,ω2,1)

0 // B′
k // P2
δ //
ω2

G1
p //
ω1

C // 1
γ∗X ′
(γ,f ′1,1,1)

0 // B′
j′
// G′2
δ′
// P1
q′
//
f ′1

C //
γ

1
X ′ : 0 // B′
j′
// G′2
∂′
// G′1
p′
// C′ // 1
where:
P1 = G
′
1 ×C′ C , P2 = B
′ ×B G2 .
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The morphism has been factored into an opcartesian one, followed by a weak
equivalence, followed by a cartesian one:
(γ, f1, f2, β) = (γ, f
′
1, 1, 1) · (1, ω1, ω2, 1) · (1, 1, f
′
2, β)
(recall that a morphism of crossed extensions (γ, f1, f2, β) is a weak equivalence
if β = 1 and γ = 1).
A classification theorem for (possibly weak) morphisms of crossed extensions,
based on this three-fold factorization, is the main theme of the forthcoming
article [18].
Notice that condition (C) means precisely that in the above factorization
applied to the morphism of crossed extensions
γ∗X
γˆ // X
βˆ // β∗X
of Proposition 4.3, the corresponding middle arrow (1, ω1, ω2, 1) is in fact an
isomorphism.
Another interesting investigation that can be based on our theory is a struc-
tural analysis of the category X¯ = XExt. Following the general case already
developed in Section 3.1, objects are connected components of Π-fibers, i.e.
equivalence classes of crossed extensions under a similarity relation defined in
the same way as the one introduced by Yoneda. Given two crossed exten-
sions X and X ′ as above, an arrow X¯ → X¯ ′ can be described as a morphism
of group-modules ΠX → ΠX ′, satisfying the condition that we are going to
spell out. Let us be given a morphism of group-modules (γ, β). Using the
standard factorization determined by the fibration ( )0, we immediately obtain
(γ, β) = (γ, 1) · (1, β):
M
(1,β)

C ×B
1×β

// B
β

γ∗M ′
(γ,1)

C ×B′
γ×1

// B′
M ′ C′ ×B′ // B′
Now, recall that any equivalence class of crossed extensions X¯ can be identified
with an element χ of the third cohomology group H3(C,B), where B is the
C-module determined by X . Then the group module morphism (γ, β) gives
a morphism X¯ → X¯ ′ in the sense of Section 3.1 if and only if the following
cohomological condition holds:
β∗(χX) = γ
∗(χX′) .
Remark 4.4. The set XExt(C,B), with B a C-module, underlies a well known
structure, called Baer sum, of abelian group (which turns out to be isomorphic
to the third cohomology group of C with coefficients in B, see [21]). Changes
of base determine group homomorphisms between such abelian groups.
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4.2 Crossed n-fold extensions of groups
The interpretation of cohomology groups in terms of crossed extensions was
extended from n = 2 to all positive integers n by Holt in [24], and independently
by Huebschmann in [25]. The crossed extensions they adopted are n-fold. We
recall here their definition for the reader’s convenience.
A crossed n-fold extension of groups is an exact sequence in Gp
X : 0 // B
j // Gn
dn−1 // · · ·
d2 // G2
∂ // G1
p // C // 1 (23)
where
- ∂ : G2 → G1 is a crossed module,
- B,Gn, . . . , G3 are C-modules,
- j, dn−1, . . . , d2 are C-equivariant.
Crossed extension morphisms are obviously described, and the categoryXExtn
is defined.
Theorem 4.5. The commutative diagram of categories and functors below is a
fiberwise opfibration in Fib(Gp):
XExtn
Π //
Π0 $$❍
❍❍
❍❍
❍❍
❍❍
Mod
( )0{{①①
①①
①①
①①
①
Gp
(24)
where Π is the forgetful functor that sends a crossed n-fold extension X as above
to the C-module B, and ( )0 is the functor that assigns the group C to the C-
module B.
Proof. The (sketch of the) proof is an obvious variation of the proof for the case
of crossed extensions. Alternatively, it can be obtained from the more general
case treated in Subsection 4.3.
Notice that, as for crossed extensions, also in this general case condition (C)
for Π holds for any n, so that Π is actually an opfibration in Fib(Gp).
Similarity relations can be set up just in the same way as we did for crossed
extensions. Namely, we consider the equivalence relation generated by the mor-
phisms
(1, f1, f2, . . . , fn, 1) .
Then, the category of the fibers of Π is denoted byXExt
n
(notice that,XExt2 =
XExt andXExt
2
= XExt). Moreover, the constructions performed for crossed
extensions can be easily adapted to crossed n-fold extensions, as for instance
the three-fold factorization of a morphism and the description of morphisms in
XExt
n
we just saw.
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Finally, we shall not analyze the degenerate case XExt1 = Opext. This
reduces to the well known theory of group extensions with abelian kernel. Their
(op)fibrational features are analyzed in classic manuals of homological algebra
(see, for instance [31, Chapter IV], Exercises 1–6).
Remark 4.6. Recall that, fixed a C-module B, the set of similarity classes
of crossed n-fold extensions over the C-module B gives an interpretation of the
(n+1)-th cohomology group Hn+1(C,B) (see [31]). In our context, such groups
(or better their underlying sets) are recovered as the fibers of Π¯ arising from
the comprehensive factorization:
XExtn(Gp)
Q //
Π0
''PP
PPP
PPP
PPP
PP
XExt
n
(Gp) //
Π¯0

Π¯ //Mod(Gp)
( )0
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦
Gp
4.3 Crossed n-fold extensions in strongly semi-abelian cat-
egories
In this section, we show that the example of crossed n-fold extensions of groups
can be extended all at once to many other concrete categories of non-abelian
algebraic structures, working in a semi-abelian context [27].
In fact, we require C to be strongly semi-abelian. Let us recall that a category
is strongly semi-abelian (see [7]) if it is pointed, finitely complete, Barr-exact
[1], it has coproducts and it is strongly protomodular. In our context, strong
protomodularity can be characterized as follows: for any morphism of split short
exact sequences (1B, ϕ, ψ)
X
κ //
ψ

A
α //
ϕ

Boo
X ′
κ′
// A′
α′ // Boo
(p) If ψ is an isomorphism, then ϕ is an isomorphism as well.
(sp) If ψ is a normal monomorphism, then ϕ · κ = κ′ ·ψ is a normal monomor-
phism as well.
The notion of strongly semi-abelian category encompasses several varietal ex-
amples: for instance, all the categories of groups with operations in the sense
of [37, 38], such as the categories of groups, of rings, of associative algebras,
Poisson algebras, Lie and Leibniz algebras over a field, etc. [33].
Strongly semi-abelian categories are a convenient setting for working with
internal actions. We recall their definition from [8]. For a fixed object B in C,
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let us consider the category PtB(C) = 1B ↓ (C ↓ B) of points over B, whose
objects are pairs
A
p // B
s
oo
with p ·s = 1B. The kernel functor KerB : PtB(C)→ C, sending any such object
to the kernel of p, is monadic and the corresponding monad, denoted by B♭(−),
is defined, for any object X of C, by the kernel diagram:
B♭X
κB,X // B +X
[1,0] // B .
The B♭(−)-algebras are called internal B-actions [8] and the category of such
algebras is denoted by Act(B,−). For an action ξ : B♭X → X , the semi-direct
productX⋊ξB ofX with B via ξ was introduced in [13] as the split epimorphism
corresponding to ξ via the canonical comparison equivalence Ξ: PtB(C) →
Act(B,−). It can be computed explicitly (see [33]) via the coequalizer:
B♭X
κB,X //
ιX ·ξ
// B +X
qξ // X ⋊ξ B ,
where ιX is the canonical injection of X into B + X . Examples of internal
actions follow:
• the trivial action of B on X is given by the composite
τ : B♭X
κB,X // B +X
[0,1] // X ;
• the conjugation action of X is given by the composite
χ : X♭X
κX,X // X +X
[1,1] // X ;
• for any action ξ : B♭X → X and any morphism f : A→ B, the composite
f∗(ξ) : A♭X
f♭1X // B♭X
ξ // X
defines an action, called the pullback action of ξ along f (indeed, the above
composition amounts to a pullback via the canonical comparison Ξ).
Internal actions allow, in a semi-abelian category C, to define internal crossed
modules, introduced in [26] as a category equivalent to Cat(C) = Gpd(C).
When our base category is strongly semi-abelian, they can be described as
follows (see [34, 33]). An internal crossed module (∂, ξ) in C is a map ∂ together
with an action ξ
G1♭G2
ξ // G2
∂ // G1
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such that the following two diagrams commute:
G1♭G2
ξ //
1♭∂

G2
∂

G1♭G1 χ
// G1
G2♭G2
χ //
∂♭1

G2
G1♭G2
ξ
// G2
The semi-direct product construction explained above serves as a main tool
to produce the equivalence between internal crossed modules and internal cate-
gories. Every crossed module (∂ : G2 → G1, ξ) yields an internal category, whose
underlying graph is
G2 ⋊G1
π2 //
[∂,1〉
// G1i2oo
where π2 and i2 are the canonical projection and injection respectively and [∂, 1〉
is the unique arrow making the following diagram commute (where i1 = kerπ2):
G2
i1 //
∂ $$■
■■
■■
■■
■■
G2 ⋊G1
[∂,1〉

G1
i2oo
✉✉
✉✉
✉✉
✉✉
✉
✉✉
✉
✉
✉✉
✉
G1
The left hand side commutative triangle provides the construction of an internal
crossed module starting from an internal category.
A large part of the theory of crossed modules of groups can be carried on
internally in the strongly semi-abelian context (see [39, 35]). For instance, one
can prove that the kernel B of ∂ is abelian (in fact, central in G2) and that
the cokernel C of ∂ acts internally on B, so that ∂ induces on B a structure
of C-module. Following these lines, we can adapt the following definition from
[39, Definition 8.1].
Definition 4.7. A crossed n-fold extension is an exact sequence in C
X : 0 // B
j // Gn
dn−1 // · · ·
d2 // G2
∂ // G1
p // C // 1 (25)
where
- ∂ : G2 → G1 is an internal crossed module,
- B,Gn, . . . , G3 are internal C-modules,
- j, dn−1, . . . , d2 are C-equivariant, i.e. morphisms of internal C-actions.
Remark 4.8. By saying that d2 is C-equivariant we make a little abuse of
language, since C does not act on G2, but on the image of d2. Let us notice
that a related issue will appear also in the case of associative algebras, see
Definition 4.17.
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Morphisms of crossed n-fold extensions are defined mimicking the group
case, and they organize in the category XExtn(C). Moreover, we denote by
XExt(C), Mod(C) the categories of crossed 2-fold extensions in C and that of
C-modules, respectively.
In [39, Proposition 8.6], the authoress defines, for an object C of C, an
n-order direction functor
dn,C : XExt
n
C(C) //ModC(C)
that assigns to a crossed n-fold extension X as in (25), the C-module structure
on B induced by X . In fact, dn,C is nothing but the restriction to fibers of a
functor Π: XExtn(C)→Mod(C), which is actually a 1-morphism in Fib(C).
Theorem 4.9. Let C be strongly semi-abelian. The commutative diagram of
categories and functors below is a fiberwise opfibration in Fib(C):
XExtn(C)
Π //
Π0
$$■
■■
■■
■■
■■
■
Mod(C)
( )0
{{✇✇
✇✇
✇✇
✇✇
✇
C
(26)
where Π is the forgetful functor that sends a crossed n-fold extension X as above
to the C-module B, and ( )0 is the functor that assigns to the C-module B, the
object C.
Proof. We only sketch the proof, which follows the lines of the group theoretical
case. The fact that Π is a 1-morphism in Fib(C) is proved in the same way as
in the proof of Theorem 4.2, since also in XExtn(C) cartesian morphisms are
obtained by pullback.
The fact that, for any object C in C, the restriction ΠC = dn,C to fibers
is an opfibration can be deduced by the properties of the direction functor
in Section 4.3 of [39]. However, the constructions provided in [loc.cit.] are
not always explicit. Actually, a notion of push forward is available in semi-
abelian categories (see [17] for a full treatment). This allows us to describe the
opcartesian liftings by the same strategy as in the group case, by replacing group
theoretical constructions with internal ones. For the reader’s convenience, we
provide an explicit and self-contained proof for the case n = 2 in the following
lemma.
Lemma 4.10 (Push forward of a crossed extension). Given a crossed extension
X : 0 // B
j // G2
∂ // G1
p // C // 1
and a C-module morphism β : B → B′, there exists an opcartesian lifting of β at
X. In other words, the functor d2,C : XExt
2
C(C)→ModC(C) is an opfibration.
We denote by β∗X the codomain of this opcartesian morphism and we call
it the push forward of X along β.
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Proof. Let us fix some notations.
• ξ : G2♭G1 → G1 is the action endowing ∂ of a crossed module structure;
• φ : C♭B → B is the action of C on B induced by the crossed module (∂, ξ)
and making B a C-module;
• φ′ : C♭B′ → B′ is the action endowing B′ with a C-module structure.
The push forward of X along β can be obtained by means of the push forward
construction provided in [17], applied to the normal monomorphism j and the
C-module morphism β. Let us first observe that j is a central monomorphism,
being the kernel of a crossed module, hence the conjugation action of G2 on B is
trivial. If we also regard B′ as a trivial G2-module, then β is clearly equivariant
with respect to the G2-actions and the semidirect product B
′ ⋊ G2 is in fact
a direct product. It is immediate then to see that the conditions for the push
forward are fulfilled and we can describe explicitly the construction following
the lines of Section 2.3 in [17].
The precrossed module of Lemma 2.11 in [17] reduces, in our case, to the
morphism 〈β,−j〉 : B → B′ ×G2, which is monomorphic (since its second pro-
jection −j is), hence it is a kernel (notice that the existence of −j is ensured by
the centrality of B in G2). So, denoting by q its cokernel, we have a short exact
sequence
B
〈β,−j〉 // B′ ×G2
q // B′ ×B G2 .
The composite j′ = q · 〈1, 0〉 : B′ → B′ ×B G2 provides the push forward of j
along β:
B
j //
β

〈β,−j〉
$$■
■■
■■
■■
■■
■ G2
〈0,1〉

B′
〈1,0〉
// B′ ×G2
q

B′
j′
// B′ ×B G2
As a consequence of Theorem 2.13 in [17], j′ is a normal monomorphism and the
morphism (β, q · 〈0, 1〉) of crossed modules induces an isomorphism on cokernels.
We can now compose the cokernel of j′ with the monomorphic part in the
(regular epi, mono) factorization of ∂, to obtain a morphism ∂′ : B′×BG2 → G1.
It is immediate to observe that the following is then an exact sequence:
0 // B
j′ // B′ ×B G2
∂′ // G1
p // C // 1 .
It remains to prove that ∂′ is a crossed module.
First of all, let us notice that G1 acts on B with the action
p∗(φ) : G1♭B
p♭1 // C♭B
φ // B .
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Moreover, it acts on B′ with p∗(φ′) and on G2 with ξ, hence a compatible action
of G1 on the product B
′ ×G2 is also defined (corresponding to the product in
PtG1(C)). Let us denote the latter by ψ. It turns out that 〈β,−j〉 is equivariant
with respect to the G1-actions, i.e. the following diagram commutes:
G1♭B
1♭〈β,−j〉//
p∗(φ)

G1♭(B
′ ×G2)
ψ

B
〈β,−j〉 // B′ ×G2
To prove this, it suffices to compose with product projections and verify that
β and −j are both equivariant. Projecting on the first component, we get the
diagram
G1♭B
1♭β //
p♭1

G1♭B
′
p♭1

C♭B
1♭β //
φ

C♭B′
φ′

B
β // B′
which commutes by equivariance of β. Projecting on the second component we
get the following:
G1♭B
1♭(−j) //
p∗(φ)

G1♭G2
ξ

B
−j // G2
(27)
We prove it commutes by means of the equivalences between actions and points,
groupoids and crossed modules. Recall that the action φ is induced by the
crossed module structure on ∂, i.e. it is nothing but the action induced by the
direction of the groupoid corresponding to ∂, whose construction is displayed
below:
B ⋊ (G2 ⋊G1)
1⋊π2 //
1⋊[∂,1〉
//
π2

[i1j,1〉

B ⋊G1
π2

π2

1⋊p //1⋊i2oo B ⋊ C
π2

π2

G2 ⋊G1
π2 //
[∂,1〉
//
i2
OO
G1 p
//i2oo
i2
OO
C
i2
OO
The leftmost vertical reflexive pair of arrows is in fact the kernel relation of the
map 〈[∂, 1〉, π2〉 : G2⋊G1 → G1×G1 induced by the projections of the groupoid
G2 ⋊G1 over G1. In other words, it is the equivalence relation associated with
the normal subobject ker(d) ∩ ker(c) of G2 ⋊G1, which is nothing but B. The
rightmost vertical reflexive pair is the direction of this groupoid, corresponding
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to the C-module B. It is easy to see now that the following is a morphism of
points over G1:
B ⋊G1
π2

[i1j,1〉(1⋊i2)// G2 ⋊G1
π2

G1
i2
OO
G1
i2
OO
Indeed, [i1j, 1〉(1 ⋊ i2)i2 = i2π2i2 = i2 : G1 → G2 ⋊G1 and π2[i1j, 1〉(1 ⋊ i2) =
π2(1 ⋊ π2)(1 ⋊ i2) = π2 : B ⋊ G1 → G1. Moreover, the induced restriction to
the kernels of the split epimorphisms is j, since [i1j, 1〉(1 ⋊ i2)i1 = [i1j, 1〉i1 =
i1j : B → G2 ⋊G1. Equivalently, we have a morphism of actions
G1♭B
1♭j //
p∗(φ)

G1♭G2
ξ

B
j // G2
yielding the desired (27) by composition with the inversion map of B.
So far, we have proved that 〈β,−j〉 is equivariant with respect to the G1-
actions. Hence, by Theorem 5.5 in [35], the quotient is also equivariant and
B′ ×B G2 is endowed with a G1-action, that we denote by ξ
′. We are going to
see that this action gives rise to a crossed module structure on ∂′. Before, let
us observe that ∂′q = ∂π2 : B
′ × G2 → G1, this equality being easily proved
by composition with the jointly epimorphic pair of inclusions in the product
B′ ×G2.
In order to prove that (∂′, ξ′) is a crossed module, we have to check the
validity of precrossed module and Peiffer conditions, i.e. the commutativity of
the following diagrams, where χ denotes conjugation action in both cases:
G1♭(B
′
×
B
G2)
ξ′

1♭∂′ //
(PX)
G1♭G1
χ

(B′ ×B G2)♭(B
′
×
B
G2)
χ

∂′♭1 //
(PEI)
G1♭(B
′
×
B
G2)
ξ′

B
′
×
B
G2
∂′
// G1 B′ ×B G2 B′ ×B G2
For the first one, we can compose with 1♭q : G1♭(B
′×G2)→ G1♭(B
′×BG2),
which is a regular epimorphism since q is. Then, recalling that ∂′q = ∂π2, we
get the following diagram
G1♭(B
′ ×G2)
ψ

1♭π2 //
(a)
G1♭G2
ξ

1♭∂ //
(b)
G1♭G1
χ

B′ ×G2 π2
// G2
∂
// G1
where (a) commutes by definition of the action ψ and the commutativity of (b)
is nothing but the precrossed module condition on ∂. So (PX) commutes by
cancellation.
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For the second one, we compose with q♭q which is again a regular epimor-
phism. Then, again by means of the equality ∂′q = ∂π2, we get the following:
(B′ ×G2)♭(B
′ ×G2)
χ

π2♭1 //
(c)
G2♭(B
′ ×G2)
∂♭1 //
〈0,1〉∗χ

(d)
G1♭(B
′ ×G2)
ψ

1♭q //
(e)
G1♭(B
′ ×B G2)
ξ′

B′ ×G2 B
′ ×G2 B
′ ×G2 q
// B′ ×B G2
where (e) commutes by definition of the action ξ′, and (c) commutes essentially
by abelianness of B′. We finally prove the commutativity of (d) by composing
with product projections.
Projecting on the first component we get the following diagram:
G2♭(B
′ ×G2)
∂♭1 //
〈0,1〉∗χ

(d)
G1♭(B
′ ×G2)
ψ

1♭π1 //
(f)
G1♭B
′
p∗φ′

p♭1 //
(g)
C♭B′
φ′

B′ ×G2 B
′ ×G2 π1
// B′ B′
which commutes if and only if the following commutes:
G2♭(B
′ ×G2)
〈0,1〉∗χ

1♭π1 //
(h)
G2♭B
′
τ

0♭1 //
(i)
C♭B′
φ′

B′ ×G2 π1
// B′ B′
where τ denotes the trivial action. But in the latter (h) commutes since the
conjugation action of one factor on another in a direct product is trivial, and
(i) commutes because 0∗(−) of any action is also trivial.
Projecting on the second component we get the following diagram
G2♭(B
′ ×G2)
〈0,1〉♭1//
〈0,1〉∗χ

(B′ ×G2)♭(B
′ ×G2)
χ

π2♭π2 // G2♭G2
χ

∂♭1 // G1♭G2
ξ

B′ ×G2 B
′ ×G2 π2
// G2 G2
where the left square commutes by definition, the middle one commutes because
morphisms are equivariant with respect to conjugation actions, and the right
square is nothing but the Peiffer condition on ∂.
Remark 4.11. Let us observe that the statement of Lemma 4.10 can be easily
deduced from the more general result proved by Bourn in [12, Proposition 10]
for internal groupoids. On the other hand, the proof provided in [loc.cit.], as
well as its normalization given in [39], is hard to unfold if one wants to describe
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explicitly the opcartesian liftings. However, the main point of Lemma 4.10 (and
of its proof) is to give a recipe to determine the opcartesian liftings by means of
a construction that can be effectively performed in several categories of algebraic
varieties, namely the push forward referred above. For instance, in [17] we show
how to construct the push forward in the category of rings, in the category of
Lie algebras and in the category of Leibniz algebras. In the next example, the
case of associative algebras is analyzed.
We shall not consider the degenerate case n = 1 of extensions with abelian
kernels. The proof of the opcartesian aspects can be deduced from [14]. A proof
that uses explicitly the push forward can be found in [17, Proposition 5.1].
As a matter of fact, likewise in the case of group extensions considered in
Sections 4.1 and 4.2, also in the strongly semi-abelian context the fibrewise
opfibration Π above enjoys condition (C), so that the following statement holds.
Proposition 4.12. The morphism Π in diagram (26) is an opfibration in
Fib(C).
Finally, Theorem 4.9 above allows us to gather in a unified framework various
cohomology theories present in the literature, as the following remark explains.
Remark 4.13. Recall that, fixed a C-module B, the set of equivalence classes
of crossed n-fold extensions over the C-module B gives an interpretation of the
n-th Bourn cohomology group Hn(C,B) ([9], see also [39] for the special case
of Moore categories). In our context, such groups (or better, their underlying
sets) are recovered as the fibers of Π¯ in the comprehensive factorization:
XExtn(V)
Q //
Π0
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
XExt
n
(C) //
Π¯0

Π¯ //Mod(C)
( )0
xxqqq
qqq
qqq
qqq
C
4.4 Case study: associative algebras and Hochschild co-
homology
Let k be a field. The category AssAlg = k-AssAlg of associative algebras
over k is a category of groups with operations (see [38]). Hence, it is strongly
semi-abelian, so that one can consider the specialization of diagram (26) to the
fiberwise opfibration
XExtn(AssAlg)
Π //
Π0 ((PP
PPP
PPP
PPP
P
Mod(AssAlg)
( )0ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
AssAlg
(28)
Different cohomology theories for associative algebras have been introduced by
many authors, see for instance [3]. In this section we briefly recall a notion of
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crossed n-fold extension that has been used for an interpretation of Hochschild
cohomology of unital associative algebras in [2]. Then, we show how such a
theory can be described by a fiberwise opfibered setting, and how this is related
with the general setting of diagram (28).
Unital associative algebras (over k) are associative algebras endowed with
multiplicative unit, and their morphisms are algebra morphisms that preserve
such units. If we denote the category of unital associative algebras and their
morphisms by AssAlg1, there is a non-full inclusion of categories
AssAlg1 → AssAlg .
Since AssAlg is a category of groups with operations, we can make explicit
the definition of a B-action on A. From [38], a B-action on A (B-structure in
[loc.cit.]) is a pair of bilinear operations B × A → A and A × B → A (both
denoted by ∗ as well as the algebra multiplication) satisfying:
(S1) (a ∗ a′) ∗ b = a ∗ (a′ ∗ b) b ∗ (a ∗ a′) = (b ∗ a) ∗ a′
(S2) a ∗ (b ∗ b′) = (a ∗ b) ∗ b′ (b ∗ b′) ∗ a = b ∗ (b′ ∗ a)
(S3) (b ∗ a) ∗ b′ = b ∗ (a ∗ b′) a ∗ (b ∗ a′) = (a ∗ b) ∗ a′
for all a, a′ ∈ A and b, b′ ∈ B. As explained in [38], a B-action on A corresponds
to a split epimorphism over B with kernel A.
On the other hand, although AssAlg1 is not a category of groups with
operations (since it has two constants 0 6= 1) still it makes sense to speak of
B-actions for B a unital algebra, but in this case, B would act on a non-unital
algebra A. Let us consider a split epimorphism with its section
E
p // B
s
oo
inAssAlg1 and consider it as a split epimorphism inAssAlg. This corresponds
to a B-action on the ideal A = Ker(p), which is not, in general, an object of
AssAlg1. Notice that, in this case, the two bilinear operations corresponding
to this kind of actions satisfy the following additional axioms:
(S4) 1 ∗ a = a , a ∗ 1 = a .
We shall call such actions unital actions.
Let C be a unital associative algebra. A bimodule M over C is a k-vector
space endowed with left and right unital C-actions such that for c, c′ ∈ C and
m ∈M we have (c∗m)∗ c′ = c∗ (m∗ c′). Morphisms of bimodules are obviously
defined, and they give rise to a category denoted by Bimod. We can state the
following lemma (where a 0-algebra is an algebra where the multiplication is
trivial).
Lemma 4.14. If M is a bimodule over a unital associative algebra C, then te
corresponding C-action gives rise to a unital C-action on M , considered as a
0-algebra in AssAlg. As a consequence, we can identify the category Bimod
of bimodules with a non full subcategory of Mod(AssAlg).
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Proof. The proof follows from the description of the unital actions above and
from the fact that a C-action on a 0-algebra has both equations in (S1) and the
second one of (S3) identically zero, while both equations in (S2) and the first
one of (S3) give right-, left- and bi- module conditions respectively. The last
statement follows from the fact that abelian objects in AssAlg are precisely
k-vector spaces endowed with a trivial multiplication.
Let us remark that, in general, a C-action on a 0-algebra M does not give a
bimodule, unless the action is unital.
Let B be a unital associative algebra. A crossed bimodule is a morphism of
B-bimodules
∂ : A→ B ,
(where B is considered as a B-bimodule via the multiplication in B) satisfying
∂(a) ∗ a′ = a ∗ ∂(a′) ,
for all a, a′ ∈ A. Crossed bimodules are called just crossed modules in [2,
Definition 5.9]. It is possible to show (see [3]) that the product defined by
a1 ∗ a2 = ∂(a1) ∗ a2 gives A a structure of a not (necessarily) unital associative
algebra, in such a way that ∂ is a morphism in AssAlg. As a matter of fact,
any crossed bimodule ∂ as above determines a crossed module in AssAlg. This
is easily proved by specializing the description of crossed modules in [38] to
the case of associative algebras as follows. A morphism of associative algebras
∂ : A → B, together with a B-action on A is a crossed module if it satisfies
(compare with conditions (iii) and (iv) in [38, Proposition 2]):
(XM1) ∂(a1) ∗ a2 = a1 ∗ a2 = a1 ∗ ∂(a2) ,
(XM2) ∂(b ∗ a) = b ∗ ∂(a) and ∂(a ∗ b) = ∂(a) ∗ b .
Indeed, given a crossed bimodule, conditions (XM2) follow from left/right-
module axioms, and conditions (XM1) come from the definition of the mul-
tiplication on the B-bimodule A given above.
Let us denote by XBimod the category of crossed bimodules of associative
unital algebras, where a morphism between two crossed bimodules
∂ : A→ B and ∂′ : A′ → B′ ,
is a morphism (β, α) of bimodules such that β : B → B′ is also a morphism of
unital algebras. By the discussion above, XBimod can be identified with a non
full subcategory of XMod(AssAlg).
Our discussion plainly extends to crossed extensions. Indeed, given a crossed
bimodule ∂ : A → B, one can form the following exact sequence of k-vector
spaces
0 // M
j // A
∂ // B
p // C // 0 (29)
and prove the following facts [3, Lemma 3.2.1]:
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• C has a natural structure of associative algebra with unit, that makes p a
morphism in AssAlg1,
• the image of ∂ is an ideal of B, i.e. the kernel of p in AssAlg,
• M ∗A = 0 = A ∗M , i.e. M , considered as a subalgebra of A in AssAlg,
is central in A,
• the action of B on A determines a well-defined unital action of C on M ,
making M a C-bimodule.
We are led to the following definition.
Definition 4.15. Given a unital associative algebra C and a C-bimodule M , a
crossed biextension of C by M is an exact sequence
0 // M
j // A
∂ // B
p // C // 0
in k-Vect, where ∂ is a crossed bimodule, p is a morphism of unital algebras
and the action of C on M determined by the crossed bimodule structure of ∂
coincides with the given C-bimodule structure on M .
Morphisms of crossed biextensions are obviously defined, and the category of
crossed biextensions will be denoted by XBiext.
Let us observe that, since any crossed bimodule determines a crossed module
in AssAlg as described above and the exactness of a sequence in AssAlg can
be checked in k-Vect, any crossed biextension can be seen also as a crossed
extension in AssAlg.
Notice that in [3] crossed biextensions are called crossed extensions, but
here we prefer to avoid using the same terminology since we want to keep it for
crossed extensions of not (necessarily) unital algebras.
Theorem 4.16. The fiberwise opfibration in Fib(AssAlg) determined by The-
orem 4.9
XExt(AssAlg)
Π //
Π0 ''PP
PPP
PPP
PPP
P
Mod(AssAlg)
( )0ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
AssAlg
(30)
restricts to a fiberwise opfibration in Fib(AssAlg1):
XBiext
Π //
Π0 &&▼▼
▼▼▼
▼▼▼
▼▼▼
Bimod
( )0xxqqq
qqq
qqq
qq
AssAlg1
(31)
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Proof. By the identifications described in the discussion above, diagram (31)
is consistently a restriction of diagram (30). Moreover, it is easy to show
that it is a diagram in Fib(AssAlg1), since the Π0-cartesian morphisms in
XBiext are precisely those morphisms of XBiext which are Π0-cartesian in
XExt(AssAlg), i.e. those of the form:
0 //M // A // B ×C C′ //

p.b.
C′ //
γ

0
0 //M
j
// A
∂
// B
p
// C // 0
with p and γ in AssAlg1. The rest of the proof is straightforward.
Furthermore it is a fiberwise opfibration, as one could deduce from [2, Propo-
sition 4.6]. However, it is worth analyzing the construction of opcartesian lift-
ings, in order to fill some missing details in the proof provided in [loc.cit.]. Let
us consider a crossed biextension (p, ∂, j) as above, together with a C-bimodule
morphism µ : M → M ′. First we compute the push out of j along µ in the
category of k-vector spaces, thus obtaining the following morphism of exact
sequences in k-Vect:
0 //M
j //
µ

p.o.
A
∂ //
α

B
p // C // 0
0 // M ′
j′
// M ′ +M A
∂′
// B
p
// C // 0
Now, since k-Vect is an abelian category, the vector space M ′ +M A can be
described as the space of equivalence classes of pairs (m′, a) ∈ M ′ × A, with
(m′2, a2) ∈ [m
′
1, a1] if a2− a1 ∈M and µ(a2− a1) = m
′
2−m
′
1. In fact, M
′+M A
is a B-bimodule. The left/right module structure is well-defined by:
b ∗ [m′, a] = [p(b) ∗m′, b ∗ a] , [m′, a] ∗ b = [m′ ∗ p(b), a ∗ b] .
Indeed, for (m′2, a2) ∈ [m
′
1, a1] and any b ∈ B, one has
b∗[m′2, a2] (def)= [p(b)∗m
′
2, b∗a2] = [p(b)∗(m
′
2−m
′
1), b∗(a2−a1)]+[p(b)∗m
′
1, b∗a1] =
= [p(b) ∗ µ(a2 − a1), b ∗ (a2 − a1)] + [p(b) ∗m
′
1, b ∗ a1] =
= [µ(p(b) ∗ (a2 − a1)), b ∗ (a2 − a1)] + [p(b) ∗m
′
1, b ∗ a1] =
= [0, 0] + [p(b) ∗m′1, b ∗ a1] = [p(b) ∗m
′
1, b ∗ a1] (def)= b ∗ [m
′
1, a1]
where in the fourth equality we have used the equivariance of µ. Similarly for
the right action. Moreover,
b1 ∗ ([m
′, a] ∗ b2) = b1 ∗ [m
′ ∗ p(b2), a ∗ b2] = [p(b1) ∗ (m
′ ∗ p(b2)), b1 ∗ (a ∗ b2)] =
= [(p(b1) ∗m
′) ∗ p(b2), (b1 ∗ a) ∗ b2)] = [p(b1) ∗m
′, b1 ∗ a] ∗ b2 = (b1 ∗ [m
′, a]) ∗ b2
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where in the third equality we have used that A is a B-bimodule and M ′ is a
C-bimodule.
The k-linear map ∂′ is determined by the universal property of coproducts
in k-Vect: ∂′([m′, a]) = ∂(a). In fact, ∂′ is a crossed bimodule, as the following
calculations show. It is a morphism of B-bimodules:
∂′(b ∗ [m′, a]) = ∂′([p(b) ∗m′, b ∗ a]) = ∂(b ∗ a) = b ∗ ∂(a) = b ∗ ∂′([m′, a])
Moreover,
∂′([m′1, a1]) ∗ [m
′
2, a2] = ∂(a1) ∗ [m
′
2, a2] = [(p∂)(a1) ∗m
′
2, ∂(a1) ∗ a2] =
= [0 ∗m′2, ∂(a1) ∗ a2] = [0, ∂(a1) ∗ a2] = [0, a1 ∗ ∂(a2)] = [m
′
1 ∗ 0, a1 ∗ ∂(a2)] =
= [m′1 ∗ (p∂)(a2), a1 ∗ ∂(a2)] = [m
′
1, a1] ∗ ∂(a2) = [m
′
1, a1] ∗ ∂
′([m′2, a2])
where the central equality follows from the crossed bimodule condition on ∂.
Now it is routine to check that (p, ∂′, j′) is a crossed biextension, and that
(1C , 1B, α, µ) is a morphism of crossed biextensions.
Moreover, (1C , 1B, α, µ) is opcartesian over µ in XBiext. This can be
checked directly, or by the fact that it is opcartesian also in XExt(AssAlg).
With reference to the general case of strongly semi-abelian categories, one ob-
serves that the pushout computed in k-Vect in the above diagram, turns out
to be a push forward when the diagram is considered in AssAlg. This can be
proved by means of the characterization of push forwards given in [17, Theorem
2.13]: the square α · j = j′ · µ presents j′ as the push forward of j along µ
since (α, µ) induces an isomorphism between the cokernels of j and j′ (both are
kernels of p) and a regular epimorphism between the kernels (in fact, the last is
an isomorphism too, since j and j′ are monomorphisms).
As a matter of fact, [2] treats the more general case of crossed n-fold biex-
tensions. It actually fits in our general theory as well as the case of crossed
biextensions we have just seen, i.e. with n = 2.
Here we only quote the definition [2, Definition 4.1] (compare with Definition
4.7) and state the following theorem, the proof being essentially the same as in
the case n = 2.
Definition 4.17. Given an associative unital algebra C, and a C-bimodule M ,
a crossed n-fold biextension of C by M is an exact sequence in k-Vect:
X : 0 // M
j // An
dn−1 // · · ·
d2 // A2
∂ // B
p // C // 0 (32)
where
- ∂ : A2 → B is a crossed bimodule,
- p is a morphism of unital commutative algebras,
- M,An, . . . , A3 are C-bimodules,
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- j, dn−1, . . . , d2 are C-equivariant.
According to Remark 4.8, the last condition on d2 means that
d2(c ∗ a3) = c ∗ d2(a3) , d2(a3 ∗ c) = d2(a3) ∗ c ,
for c ∈ C and a3 ∈ A3. Notice that, right sides of both equations make sense,
since C acts on d2(A3) = Ker(∂). In the case of crossed biextensions, d2 = j,
and the condition is trivially verified.
An obvious generalization of the previous discussion leads to the definition
of the category XBiextn and to the following result.
Theorem 4.18. The diagram below is a fiberwise opfibration in Fib(AssAlg1):
XBiext
n Π //
Π0 &&◆◆
◆◆◆
◆◆◆
◆◆◆
Bimod
( )0xxqqq
qqq
qqq
qq
AssAlg1
(33)
where the functor Π0 and ( )0 are the restrictions of the corresponding ones as
in Theorem 4.9, with C = AssAlg.
Remark 4.19. In [2, Theorem 4.3], the authors proved that, fixed a bimod-
ule M over a unital associative algebra C, similarity classes of crossed n-fold
biextensions over the C-bimodule M form an abelian group isomorphic to the
(n + 1)-th Hochschild cohomology group HHn+1(C,M). So also Hochschild
cohomology fits in our fibrational framework, namely such groups (or better
their underlying sets) are recovered as the fibers of Π¯ in the comprehensive
factorization:
XBiext
n Q //
Π0 &&▼▼
▼▼
▼▼
▼▼
▼▼▼
XBiext
n //
Π¯0

Π¯ // Bimod
( )0xxrrr
rr
rr
rrr
r
AssAlg1
A Basic 2-categorical notions and results
For the reader’s convenience, this section provides some 2-categorical notions
and results that we use throughout the paper.
Let K be a 2-category. Recall from [40] that a comma object over the opspan
in K:
A
f // B C
goo
is a four-tuple ((f ↓ g), p0, p1, λ) in K
(f ↓ g)
p1 //
p0

C
g

A
f
//
λ
8@①①①①①
B
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that establishes an isomorphism, 2-natural in the first variable
K(X, (f ↓ g)) ∼= (K(X, f) ↓ K(X, g)) (34)
where the expression on the right is the usual comma category of the functors
K(X, f) and K(X, g). We will refer to this as to the universal property of comma
objects. Notice that sometimes we shall write just (f ↓ g) to mean the comma
object of f and g. If g = 1B, we simplify notation in (f ↓ B); accordingly, if
also f = 1B, we write (B ↓ B).
Comma objects of the identities are rather important
(B ↓ B)
d1 //
d0

B
1

B
1
//
ǫ
7?✇✇✇✇✇
✇
✇
B
(35)
since they make the 2-cells of K representable in terms of the 1-cells. Indeed,
it is easy to see that, given a 2-cell α : f ⇒ g : A → B, α determines by the
bijection (34) a unique 1-cell α : A → (B ↓ B) such that ǫ · α = α. We call ǫ
the universal 2-cell of B, and i the diagonal B → (B ↓ B) determined by the
identity square of 1B.
Let us recall from [40] that K is said to be representable if it has comma-
objects of identities and 2-pullbacks, so that K has all comma objects. All
the 2-categories considered in the present work are representable and finitely
complete, namely CAT, CAT/A, Fib(A) and opFib(A). Hence, from now
on, we shall suppose that K is representable and finitely complete.
A 1-cell f : A → B is final (initial) if it is left orthogonal to any discrete
(op)fibration (see Proposition 2.3). Explicitly this means that for every com-
mutative square
A
f

h // C
g

B
d
>>⑦
⑦
⑦
⑦
k
// D
with g a discrete (op)fibration, there exists a unique diagonal d : B → C such
that d · f = h and g · d = k.
Identees and coidentifiers are the 2-dimensional analogs of kernels and cok-
ernels that we need to describe the factorization in (13).
Following [43], identees are the 2-categorical limits defined as follows: the
identee of a 1-cell f : A→ B is a 2-universal 2-cell κ such that f · κ = id.
I(f)
d
%%
c
99κ
A
f // B
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If K is finitely complete, identees can be computed by means of the following
pullback:
I(f)

κ // (A ↓ A)
(f↓f)

B
i
// (B ↓ B)
(36)
from which we obtain κ by composing κ with the universal 2-cell of A. Moreover,
since i is a mono, we can actually consider the identee I(f) as a subobject of
(A ↓ A).
Coidentifiers (or more precisely, the dual notion of identifier) have been
introduced in [28]. They are 2-categorical colimits defined as follows. The
coidentifier of a 2-cell ϕ : f ⇒ g : A → B, is a 2-universal 1-cell, j : B → J(ϕ)
such that j · ϕ = id.
A
f
$$
g
::ϕ
B
j // J(ϕ)
Discrete (op)fibrations between categories reflect equalities. The same can be
said for internal discrete (op)fibrations in K. This is proved in the following
statement.
Lemma A.1. Let g : C → D be a discrete (op)fibration, and α : d⇒ c : X → C
a 2-cell such that g · α = idg·d. Then α = idd.
Proof. We prove the statement for discrete opfibrations only, since in case of
fibrations the proof is similar.
Let α be the 1-cell canonically determined by the 2-cell α. The hypotesis
g · α = idg·d amounts to the fact that the arrow (g ↓ g) · α factors through the
diagonal of (D ↓ D). This is described by the following commutative diagram
of solid arrows
X
d //
α ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖ C
∆A
✤
✤
✤
g // D
∆D

(C ↓ C)
(g↓g)
// (D ↓ D)
where the ∆’s are diagonals. Then the thesis is α = ∆A ·d. We can easily prove
it by composing with the projections of the following pullback, which is granted
by Proposition 2.3.
(C ↓ C)
(g↓g) //
d0

(D ↓ D)
d0

C
g
// D
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Next proposition has an elementary proof, but it is fundamental for our
work. Compare with [42, Proposition 3.6].
Proposition A.2. Coidentifiers are final and initial.
Proof. Consider the following diagram
X
d

c

α +3
A
j

h // C
g

J(α)
d
==④
④
④
④
k
// D
where J(α) is a coidentifier of α, g is a discrete (op)fibration and g · h = k · j.
Then of course g · h · α = k · j · α, but the term on the right is an identity, since
j coidentifies α. Therefore, by the previous lemma, h · α = id, so that, for the
universal property of coidentifiers, there exists a unique d as above such that
j · d = h. Moreover, by uniqueness of comparisons, g · d = k, and this completes
the proof.
Remark A.3. Let K be a representable, finitely complete 2-category in which
every 2-cell has a coidentifier. Then every 1-cell f : A → B can be factored
as follows: first take the identee (I(f), κ) of f , then compute its coidentifier
(J(κ), j). Clearly, since f · κ = id, f factors to a 1-cell d, so that f = d · j is the
expected factorization:
I(f)
d
$$
c
;;κ
A
j // J(κ)
d // B
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