We consider a generalization of persistence diagrams, namely Radon measures supported on the upper half plane for which we define natural extensions of Wasserstein and bottleneck distances between persistence diagrams. Such measures naturally appear in topological data analysis when considering continuous representations of persistence diagrams (e.g. persistence surfaces) but also as limits for laws of large numbers on persistence diagrams or as expectations of probability distributions on the persistence diagrams space. Introducing a formalism originating from the theory of optimal partial transport, we build a convenient framework to prove topological properties of this new space, which will also hold for the closed subspace of persistence diagrams. New results include a characterization of convergence with respect to Wasserstein metrics, and the existence of barycenters (Fréchet means) for any distribution of diagrams. We also showcase the strength of this framework by providing several statistical results made meaningful thanks to this new formalism.
Introduction
Topological Data Analysis (TDA) is an emerging field in data analysis that has found applications in computer vision [30] , material science [21, 25] , shape analysis [10, 37] , to name a few. The aim of TDA is to provide interpretable descriptors of the underlying topology of a given object. One of the most used (and theoretically studied) descriptors in TDA is the persistence diagram. This descriptor consists in a locally finite multiset of points in the upper half plane Ω := {(t 1 , t 2 ) ∈ R 2 , t 2 > t 1 }, each point in the diagram corresponding informally to a topological feature (connected component, loop, hole) of a given object. The space of persistence diagrams D is usually equipped with partial matching metrics d p , sometimes called Wasserstein distances [ 
where Γ(a, b) is the set of partial matchings between a and b, i.e. bijections between a ∪ ∂Ω and b ∪ ∂Ω, ∂Ω := {(t, t), t ∈ R} being the boundary of Ω, namely the diagonal (see Figure 1 ). When p → ∞, we recover the so-called bottleneck distance:
An equivalent viewpoint, developed in [11, Chapter 3] , is to consider a persistence diagram as a measure of the form a = x∈X n x δ x , where X ⊂ Ω is locally finite and n x ∈ N for all x ∈ X, so that a is a locally finite measure supported on Ω with integer mass on each point of its support. Considering persistence diagrams with such a perspective suggests to study more general Radon measures 1 supported on the upper half-plane Ω. Such objects appear naturally in several applications, e.g. when taking representations of persistence diagrams such as persistent surfaces [1] , studying laws of large numbers for persistence diagrams [15, 16, 19] , linear expectations of random persistence diagrams [12] , or when estimating barycenters of persistence diagrams [28] .
In Section 3, we study the space M of Radon measures supported on Ω. For finite p ≥ 1 (the case p = ∞ is studied in Section 3.3), we define the persistence of µ ∈ M as Pers p (µ) := Ω d(x, ∂Ω) p dµ(x),
1 A short reminder about Radon measure theory is provided in Appendix A.
Theorem 4.3 follows the work of [29, Theorem 2] (itself following the seminal paper of Agueh and Carlier [2] ), where authors prove the existence of Fréchet mean of probability measures endowed with the Wasserstein metric. We adapt this result to the space of Radon measures endowed with the D p metrics.
Section 5 presents two applications of Theorem 3.4: Proposition 5.1 gives a law of large numbers in terms of the metric D p , while Proposition 5.3 states a stability result between (Čech) diagrams and input point cloud in a random setting.
Elements of optimal transport
In this section, (Ω, d) denotes a Polish space. Optimal transport is a widely developed theory providing tools to study and compare probability measures supported on Ω [38, 39, 33 ].
Wasserstein distances
Given two probability measures µ, ν supported on (Ω, d), the Wasserstein-p distance (p ≥ 1) induced by the metric d between these probability measures is defined as 
where Π(µ, ν) denotes the set of transport plans between µ and ν, that is the set of measures on Ω × Ω which have respective marginals π (1) = µ, π (2) = ν. When there is no ambiguity on the distance d used, we simply write W p instead of W p,d . In order to have W p finite, µ and ν are required to have a finite p-th moment, that is there exists x 0 ∈ Ω such that Ω d(x, x 0 ) p dµ(x) (resp. dν) is finite. The set of such probability measures, endowed with the metric W p , is referred to as W p (Ω).
for all Borel sets A, B ⊂ Ω, π(A, Ω) = µ(A) and π(Ω, B) = ν(B).
The cost of π ∈ Adm(µ, ν) is defined as C p (π) := Ω×Ω d(x, y) p dπ(x, y).
The distance D p (µ, ν) is then defined as
Plans π ∈ Adm(µ, ν) realizing the infimum in (8) are called optimal. The set of optimal transport plans is denoted by Opt p (µ, ν).
The following definition shows how to build an element of Adm(µ, ν) given a map f : Ω → Ω satisfying some balance condition. 
Define for all Borel sets A, B ⊂ Ω,
π is called the transport plan induced by the transport map f . One can easily check that we have indeed π(A × Ω) = µ(A) and π(Ω × B) = ν(B) for any Borel sets A, B ⊂ Ω, so that π ∈ Adm(µ, ν) (see Figure 2 ). Remark 2.1. Since we have no constraints on π(∂Ω × ∂Ω), one may always assume that a plan π satisfies π(∂Ω × ∂Ω) = 0, so that measures π ∈ Adm(µ, ν) are supported on
Under the assumption that Ω is bounded, and assuming p = 2 (but the authors mention that their proofs work for any finite p ≥ 1), it is proved in [18] that:
• [18, Theorem 2.2]: D p is a indeed a distance over Radon measures supported on Ω.
• [18, Proposition 2.7]: Given µ, µ 1 , µ 2 . . . Radon measures, we have
Structure of the persistence measures and diagrams spaces
For the remainder, we fix Ω := {x = (t 1 , t 2 ) ∈ R 2 , t 2 > t 1 } endowed with the euclidean metric d : (x, y) → x − y 2 .
General properties of M p
It is assumed for now that 1 ≤ p < ∞. The case p = ∞ is studied in Section 3.3. The first proposition states preliminary results on the problem stated in Definition 2.1.
The set of transport plans Adm(µ, ν) is sequentially compact for the vague topology on E Ω . Moreover, if µ, ν ∈ M p , for this topology,
• π ∈ Adm(µ, ν) → C p (π) is lower semi-continuous.
• Opt p (µ, ν) is a non-empty sequentially compact set.
• D p is lower semi-continuous, in the sense that for sequences (µ n ) n , (ν n ) n in M p satisfying µ n v − → µ and ν n v − → ν, we have D p (µ, ν) ≤ lim inf n→∞ D p (µ n , ν n ).
Moreover, D p is a distance on M p .
These properties are mentioned in [18, pages 4-5] in the bounded case, and adapt straightforwardly to our framework. For the sake of completeness, we provide a detailed proof in Appendix B.
Remark 3.1. If a (Borel) measure µ satisfies Pers p (µ) < ∞, then for any Borel set A ⊂ Ω satisfying d(A, ∂Ω) := inf x∈A d(x, ∂Ω) > 0, we have:
so that µ(A) < ∞. In particular, µ is automatically a Radon measure.
The following lemma gives a simple way to approximate a persistence measure (resp. diagram) with ones of finite masses.
Proof. Let π ∈ Adm(µ, µ (r) ) be the transport plan induced by the identity map on Ω\A r , and the projection onto ∂Ω on A r . As π is sub-optimal, one has:
Thus, by the monotone convergence theorem applied to µ with the functions f r :
The following proposition is central in our work: it shows that the metrics D p are extensions of the metrics d p .
Proof of 3.2. Let a, b ∈ D p be two persistence diagrams. The case where a, b have a finite number of points is already treated in [28, Proposition 1] .
In the general case, let r > 0. Due to (12) , the diagrams a (r) and b (r) defined in Lemma 3.1 have a finite mass (thus finite number of points). Therefore, d p (a (r) , b (r) ) = D p (a (r) , b (r) ). By Lemma 3.1, the left hand side converges to d p (a, b) while the right hand side converges to D p (a, b), giving the conclusion.
As for Proposition 3.1, this proposition appears in [18, Proposition 2.7] in the bounded case, and its proof is straightforwardly adapted to our framework. For the sake of completeness, we provide a detailed proof in Appendix B.
We now state one of our main result: a characterization of convergence in (M p , D p ). 
This result is analog to the characterization of convergence of probability measures in the Wasserstein space (see [39, Theorem 6.9] ) and can be found in [18, Proposition 2.7] in the case where the ground space is bounded. While the proof of the direct implication can be adapted (it can be found in Appendix B), a new proof is needed for the converse implication.
Proof of the converse implication. Let µ, µ 1 , µ 2 . . . be elements of M p and assume that µ n v − → µ and Pers p (µ n ) → Pers p (µ). Since D p (µ n , µ) ≤ D p (µ n , 0) + D p (µ, 0), the sequence (D p (µ n , µ)) n is bounded. Thus, if we show that (D p (µ n , µ)) n admits 0 as an unique accumulation point, then the convergence holds. Up to extracting a subsequence, we may assume that (D p (µ n , µ)) n converges to some limit. Let (π n ) n ∈ Opt(µ n , µ) N be corresponding optimal transport plans. The vague convergence of (µ n ) n , together with Proposition A.1, imply that (π n ) n is relatively compact with respect to the vague convergence on E Ω . Let π be the limit of any converging subsequence of (π n ) n , which indexes are still denoted by n. As µ n v − → µ, standard arguments of optimal transport theory assert that π is necessarily in Opt p (µ, µ) (see [18, Proposition 2.3] ), i.e. π is supported on {(x, x), x ∈ Ω}. The vague convergence of (µ n ) n and the convergence of (Pers p (µ n )) n to Pers p (µ) imply that for a given compact set K ⊂ Ω, whose complementary set in Ω is denoted by K c and interior set is denoted bẙ K, we have Therefore, for ε > 0, there exists some compact set K ⊂ Ω, with lim sup
For some compact set K ⊂ Ω, consider the following transport planπ n (consider informally that what went from K to K c and from K c to K is now transported onto the diagonal, while everything else is unchanged):
Note thatπ n ∈ Adm(µ n , µ): for instance, for A ⊂ K a Borel set,π n (A × Ω) = π n (A × K) + π n (A × (K c ∂Ω)) = π n (A × Ω) = µ n (A), and it is shown likewise that the other constraints are satisfied. Asπ n is suboptimal,
The latter integral is equal to a sum of different terms, and we show that each of them converges to 0. Assume that the compact set K belongs to an increasing sequence (K m ) m of compact sets of Ω so that m K m = Ω and π(∂(K m × K m )) = 0 for all m.
• We have K 2 d(x, y) p dπ n (x, y) = K 2 d(x, y) p dπ n (x, y). The lim sup of the integral is smaller than K 2 d(x, y) p dπ(x, y) by Portmanteau theorem (applied to the sequence (d(x, y) p dπ n (x, y)) n ), and, recalling that π is supported on the diagonal of E Ω , this integral is equal to 0.
• Figalli and Gigli [18, Proposition 2.3] show that an optimal transport plan, such as π n , must be supported
Taking the lim sup in n, and then letting K goes to Ω, this quantity converges to 0 by (14) .
• We have K×∂Ω d(x, ∂Ω) p dπ n (x, y) = K d(x, ∂Ω) p dµ n (x) − K 2 d(x, ∂Ω) p dπ n (x, y). By Portmanteau theorem applied to the sequence (d(x, ∂Ω) p dµ n (x)) n ), the lim sup of the first term is smaller than K d(x, ∂Ω) p dµ(x). Applying once again Portmanteau theorem on the second term (applied to the sequence (d(x, y) p dπ n (x, y)) n ), and using that π is supported on the diagonal of E Ω , the limsup of the second term is smaller than − K 2 d(x, ∂Ω) p dπ(x, y) = − K d(x, ∂Ω) p dµ(x) (recall that π(∂(K ×K)) = 0). Therefore, the limsup of the integral is equal to 0.
• The three remaining terms (corresponding to the three last lines of the definition (15)) are treated likewise this last case.
Finally, we have proven that (D p (µ n , µ)) n is bounded and that for any converging subsequence, lim k D p (µ n k , µ) = 0. It follows that D p (µ n , µ) → 0.
The assumption Pers p (µ n ) → Pers p (µ) is crucial to obtain D p -convergence assuming vague convergence. For example, the sequence defined by µ n := δ (n,n+1) converges vaguely to µ = 0 and (Pers p (µ n )) n does converge (as it is constant equal to √ 2 2 ), while D p (µ n , 0) 0. This does not contradict Theorem 3.4 since Pers p (µ) = 0 = √ 2 2 = lim n Pers p (µ n ). The direct implication of Theorem 3.4 implies in particular that the topology of the metric D p is stronger than the vague topology. As a consequence, the following corollary holds, using Proposition A.5 (D p is closed in M p for the vague convergence).
We recover in particular that the space (D p , d p ) is a Polish space (Proposition 3.3), a result already proved in [31, Theorems 7 and 12] with a different approach.
For a persistence measure µ ∈ M p , let µ p be the measure (with finite mass) defined by
Corollary 3.2. Let µ, µ 1 , µ 2 , . . . be measures in M p . Then, D p (µ n , µ) → 0 if and only if (µ p n ) n converges weakly 2 to µ p .
In particular, if f : Ω → R d is a continuous bounded function, then the feature map Φ :
Proof. Consider µ, µ 1 , µ 2 , · · · ∈ M p and assume that D p (µ n , µ) → 0. By Theorem 3.4, µ n v − → µ and µ p n (Ω) → µ p (Ω). Since for any continuous function f compactly supported, the map x → d(x, ∂Ω) p f (x) is also continuous and compactly supported, µ n v − → µ implies in particular that µ p n v − → µ p . By Proposition A.3, the vague convergence along with the convergence of the masses imply µ p n w − → µ p .
We end this section with a characterization of relatively compact sets in (M p , D p ). Proof. From Corollary 3.2, the relative compactness of a set F ⊂ M p for the metric D p is equivalent to the relative compactness of the set {µ p , µ ∈ F } for the weak convergence. Recall that all µ p have a finite mass, as µ p (Ω) = Pers p (µ) < ∞. Therefore, one can use Prokhorov's theorem (Proposition A.2) to conclude. Remark 3.3. This characterization is equivalent to the one described in [31, Theorem 21] for persistence diagrams. The notions introduces by the authors of off-diagonally birth-death boundedness, and uniformness are rephrased using the notion of tightness, standard in measure theory.
Persistence measures in the finite setting
In practice, many statistical results regarding persistence diagrams are stated for sets of diagrams with uniformly bounded number of points [27, 9] , and the specific properties of D p in this setting are therefore of interest. 
It is straightforward to check that ρ is a distance onΩ and that (Ω, ρ) is a Polish space. One can then define the Wasserstein distance W p,ρ with respect to ρ for finite measures onΩ which have the same masses, that is the infimum ofC p (π) := Ω2 ρ(x, y) p dπ(x, y), forπ a transport plan with corresponding marginals (see Section 2.1).
The following theorem states that computing the D p metric between two persistence measures with finite masses can be turn into computing the Wasserstein distances between two measures supported onΩ with the same (finite) masses.
Proof. We first introduce a lemma that explicits correspondences between Adm(µ, ν) and Π(μ,ν).
Then, C p (π) = Ω ×Ω d(x, y) p dι(π)(x, y).
3. Letπ ∈ Π(μ,ν). Define κ(π) ∈ T (µ, ν) by,
Proof.
1. Consider π ∈ Adm(µ, ν), and define π that coincides with π on Ω × Ω, and is such that we enforce mass transported on the diagonal to be transported on its orthogonal projection: more precisely, for all Borel
with equality if and only if π ∈ T (µ, ν), and thus Opt p (µ, ν) ⊂ T (µ, ν).
2. Writeπ = ι(π). The massπ({∂Ω} × {∂Ω}) is nonnegative by definition. One has for all Borel sets A ⊂ Ω,
Similarly, π(Ω × B) = ν(B) for all B ⊂ Ω. Therefore, π ∈ Adm(µ, ν), and by construction, if a point x ∈ Ω is transported on ∂Ω, it cannot be transported elsewhere than on s(x), so that π ∈ T (µ, ν). Observe that µ(Ω) + π(∂Ω × Ω) ≤π(Ω ×Ω) = r, so that ι(π) is well defined. Also, ι(π) =π, so that, according to point 2, C p (π) = Ω ×Ω d(x, y) p dπ(x, y).
We show that the inequality D p (µ, ν) ≤ W p,ρ (μ,ν) holds as long as r ≥ max(µ(Ω), ν(Ω)).
We easily check thatπ ∈ Π(μ,ν). Also, using (a + b) p ≥ a p + b p for positive a, b, we have
We conclude by taking the infimum onπ that
Since d is continuous, the infimum in the right hand side of (19) is reached [39, Theorem 4.1] . Consider thus π ∈ Π(μ,ν) which realizes the infimum. We can write, using Lemma 3.2,
which concludes the proof.
We can now prove the theorem. Let π ∈ T (µ, ν).
The other inequality holds according to Lemma 3.3. Theorem 3.7 is useful for numerical purpose since it allows in applications, when dealing with a finite set of diagrams, to directly use the various tools developed in computational optimal transport [32] to compute Wasserstein distances. This alternative to the combinatorial algorithms considered in the literature [24, 36] is studied in details in [28] . This result is also useful to prove the existence of barycenters of sets of persistence measures in the finite setting (see Section 4).
The D ∞ distance
In classical optimal transport, the ∞-Wasserstein distance is known to have a much more erratic behavior than its p < ∞ counterparts [33, Section 5.5.1]. However, in the framework of persistence diagrams, the d ∞ distance (2) appears naturally as an interleaving distance between persistence modules and satisfies strong stability results: it is thus worth of interest. It also happens that, when restricted to diagrams having some specific finiteness properties, most irregular behaviors are suppressed and a convenient characterization of convergence exists. 
For µ, ν ∈ M ∞ and π ∈ Adm(µ, ν), let C ∞ (π) := sup{d(x, y), (x, y) ∈ spt(π)} and let
The set of transport plans minimizing (21) is denoted by Opt ∞ (µ, ν).
The proofs of these results are found in Appendix B. As in the case p < ∞, we prove that D ∞ is an extension of d ∞ .
Proof. Consider two diagrams a, b ∈ D ∞ , written as a = i∈I δ xi and b = j∈J δ yj , where I, J ⊂ N * are (potentially infinite) sets of indices. The marginal constraints imply that a plan π ∈ Adm(µ, ν) is supported on
, and the cost of such a plan can always be reduced if some of the mass π({x i }, ∂Ω) (resp. π(∂Ω, {y j })) is sent on another point than the projection of x i (resp. y j ) on the diagonal ∂Ω.
, and spt(P ) denotes the support of P , that is the set {(i, j), P i,j > 0}. Let P ∈ S. For any k ∈ N, and any set of distinct indices {i 1 , . . . , i k } ⊂ I, we have
Thus, the cardinality of {j, ∃k such that (i k , j) ∈ spt(P )} must be larger than k. Under such conditions, the Hall's marriage theorem (see [20, p. 51 ]) guarantees the existence of a permutation matrix P with spt(P ) ⊂ spt(P ). As a consequence,
where S denotes the set of permutations matrix indexed on (−J ∪ I) × (−I ∪ J). Taking the infimum on P ∈ S on the left-hand side and using that S ⊂ S finally gives that
A proof can be found in Appendix B. Note that contrary to the case p < ∞, the space D ∞ (and therefore M ∞ ) is not separable. Indeed, for I ⊂ N, define the diagram a I := i∈I δ (i,i+1) ∈ D ∞ . The family {a I , I ⊂ N} is uncountable, and for two distinct I, I , D ∞ (a I , a I ) = √ 2 2 . This result is similar to [6, Theorem 4.20] . We now show that the direct implication in Theorem 3.4 still holds in the case p = ∞.
The proof is delayed to Appendix B. Remark 3.4. As for the case 1 ≤ p < ∞, Proposition 3.11 implies that D ∞ metricizes the vague convergence, and thus using Proposition 3.9, we have that
Contrary to the p < ∞ case, a converse of Proposition 3.11 does not hold, even on the subspace of persistence diagrams (see Figure 3 ). To recover a space with a structure more similar to D p , it is useful to look at a smaller set. Introduce D ∞ 0 the set of persistence diagrams such that for all r > 0, there is a finite number of points of the diagram of persistence larger than r and recall that D f denotes the set of persistence diagrams with finite number of points.
Proof. Consider a ∈ D ∞ 0 . By definition, for all n ∈ N, a has a finite number of points with persistence larger than 1 n , so that the restriction a n of a to points with persistence larger than 1 n belongs to D f . As D ∞ (a, a n )
Conversely, consider a diagram a ∈ D ∞ \D ∞ 0 , that is there is a constant r > 0 such that a has infinitely many points with persistence larger than r. For any finite diagram a ∈ D f , we have D ∞ (a , a) ≥ r, so that a is not the limit for the D ∞ metric of any sequence in D f . Define for r > 0 and a ∈ D, a (r) the persistence diagram restricted to {x ∈ Ω, d(x, ∂Ω) > r}. The following characterization of convergence holds in D ∞ 0 .
. . . 
where (a n ) n converges vaguely to a = i δ xi and Pers ∞ (a n ) = Pers ∞ (a), but (a n ) does not converge to a for D ∞ . so that, for n large enough, there are exactly m k points of a n in B(x k , ε) (since (a n (B(x k , ε))) n is a converging sequence of integers). The tightness of (a (r) n ) n implies the existence of some compact K ⊂ Ω such that for n large enough, a This implies that for n large enough, there are no other points in a n with persistence larger than r and thus D ∞ (a (r) , a n ) is smaller than r + ε. Finally, lim sup n→∞ D ∞ (a n , a) ≤ lim sup n→∞ D ∞ (a n , a (r) ) + r ≤ 2r + ε.
Letting ε → 0 then r → 0, the bottleneck convergence holds.
Barycenters for distributions supported on M p
In this section, we state the existence of barycenters for probability distributions supported on M p , starting with the finite case and extending to any probability distribution with finite p-th moment. We then study the specific case of persistence diagrams, showing that the barycenter of a probability distribution on D p exists in D p . We suppose that p > 1 (the case p = 1 would correspond to a notion of median).
Recall that (M p , D p ) is Polish, and let W p denote the Wasserstein distance between probability measures supported on (M p , D p ) (see Section 2). We denote by W p (M p ) the space of probability measures P supported on M p , endowed with the W p metric, which are at a finite distance from δ 0 -the dirac mass supported on the empty diagram-i.e. ν∈M p D p p (ν, 0)dP(ν) = W p p (P, δ 0 ) < ∞.
Barycenters in the finite case
Let P be of the form N i=1 λ i δ µi with N ∈ N, µ i a persistence measure of finite mass m i , and (λ i ) i are nonnegative weights that sum to 1. Define m tot := N i=1 m i . To prove the existence of barycenters for such a P, we show that, in this case, barycenters correspond to barycenters of some distribution on M p mtot (Ω), the sets of measures onΩ that all have the same mass m tot (see Section 3.2), a problem well studied in the literature [2, 7, 8] .
The idea of the proof is to show that if a measure µ has some mass that is mapped to the diagonal in each transport plan between µ and µ i , then we can build a measure µ by "removing" this mass, and then observe that such a measure µ has a smaller energy.
Let thus µ ∈ M p . Let π i ∈ Opt p (µ i , µ) for i = 1, . . . , N . The measure A ⊂ Ω → π i (∂Ω × A) is absolutely continuous with respect to µ. It therefore has a density f i with respect to µ. Define for A ⊂ Ω a Borel set,
and, for i = 1, . . . , N , a measure π i , equal to π i on Ω × Ω and which satisfies for A ⊂ Ω a Borel set,
where s is the orthogonal projection on ∂Ω.
and thus µ (Ω) ≤ m tot . To conclude, observe that 
have the same infimum values and arg min E = Ψ −1 (arg min F). Figure 4 : Global picture of the proof. The main idea is to observe that the cost induced by π i (red) is strictly larger than the sum of costs induces by the π i s (blue), which leads to a strictly better energy.
Proof. Let G be the set of µ ∈ M p such that, for all i, there exists π i ∈ Opt p (µ i , µ) with π i (Ω, ∂Ω) = 0. By point 2 of Lemma 3.2, for µ ∈ G and π i ∈ Opt p (µ i , µ) with π i (Ω, ∂Ω) = 0, ι(π i ) is well defined and satisfies
We now show that if µ / ∈ G, then there exists µ ∈ M p with E(µ ) < E(µ). Let µ / ∈ G and π i ∈ Opt p (µ i , µ). Assume that for some i, we have π i (Ω, ∂Ω) > 0, and introduce ν ∈ M p defined as ν(A) = π i (A, ∂Ω) for A ⊂ Ω. Define
Note that since p > 1, this map is well defined (the minimizer is unique due to strict convexity) and continuous thus measurable. Consider the measure µ = µ + (T # ν), where T # ν is the psuh-forward of ν by the application T . Consider the transport plan π i deduced from π i where ν is transported onto T # ν instead of being transported to ∂Ω (see Figure 4 ). More precisely, π i is the measure on Ω × Ω defined by, for Borel sets A, B ⊂ Ω:
We have π i ∈ Adm(µ i , µ ). Indeed, for Borel sets A, B ⊂ Ω:
Using π i instead of π i lowers the transport cost by a quantity
In a similar way, we define for j = i the plan π j ∈ Adm(µ j , µ ) by transporting the mass induced by the newly added (T # ν) to the diagonal ∂Ω. Using these modified transport plans increases the total cost by j =i λ j Ω d(T (x), ∂Ω) p dν(x). One can observe that
due to the definition of T and ν(Ω) > 0. Therefore, the total transport cost induced by the (π i ) i=1...N is strictly smaller than E(µ), and thus E(µ ) < E(µ). Finally, we have inf µ∈M p ≤m tot
where the last inequality comes from F • Ψ ≥ E (Lemma 3.3). Therefore, inf E = inf F • Ψ, which is equal to inf F, as Ψ is a bijection. Also, if µ is a minimizer of E (should it exists), then µ ∈ G and E(µ) = F(Ψ(µ)). Therefore, as the infimum are equal, Ψ(µ) is a minimizer of F. Reciprocally, ifμ is a minimizer of F, then, by Lemma 3.3, F(μ) ≥ E(Ψ −1 (μ)), and, as the infimum are equal, Ψ −1 (μ) is a minimizer of E.
The existence of minimizersμ of F, that is barycenters ofP := N i=1 λ i δμ i , is well-known (see [2, Theorem 8] ). Proposition 4.1 asserts that Ψ −1 (μ) is a minimizer of E on M p ≤mtot , and thus a barycenter of P according to Lemma 4.1. We therefore have proved the existence of barycenters in the finite case.
Existence and consistency of barycenters
To extend the result of the previous section to barycenters of infinitely many measures, we adapt the work of Le Gouic and Loubes [29] to probability distributions supported on M p . Our Proposition 4.2 corresponds to the Theorem 3 in [29] (consistency of barycenters), and our Theorem 4.3 corresponds to the Theorem 2 in [29] (existence of barycenters). Proposition 4.2. Let P n , P be probability measures in W p (M p ). Assume that each P n has a barycenter µ n and that W p (P n , P) → 0. Then, the sequence (µ n ) n is relatively compact in (M p , D p ), and any limit of a converging subsequence is a barycenter of P.
We follow the same "sketch of proof" as Theorem 3 in [29] , namely:
• Proving relative compactness of the sequence (µ n ) n (for the vague convergence).
• Proving that any accumulation point is a barycenter of P.
• Observing that the convergence actually holds for the D p metric.
Proof. In order to prove relative compactness of (µ n ) n , we use the characterization stated in Proposition A.1. Consider a compact set K ⊂ Ω. We have, because of (12),
Since µ n is a barycenter of P n , it minimizes {W p (δ ν , P n ), ν ∈ M p }, and in particular W p (δ µn , P n ) ≤ W p (δ 0 , P n ). Furthermore, since we assume that W p (P n , P) → 0, we have in particular that sup n W p (P n , δ 0 ) < ∞. As a consequence sup n µ n (K) < ∞, and Proposition A.1 allows us to conclude that the sequence (µ n ) n is relatively compact for the vague convergence. At that point, the exact same computations as the proof of Theorem 3 in [29] show the existence of a subsequence µ n k v − → µ where µ is a barycenter of P and of some ν ∈ M p such that D p (µ n k , ν) → D p (µ, ν). In order to get the desired conclusion, we use the following lemma: The proof of this lemma is technical and is delayed to Appendix C.
As the finite case is solved, generalization follows easily using Proposition 4.2. If P has infinite support, following [29] , it can be approximated (in W p ) by a empirical probability measure P n = 1 n n i=1 δ µ i where the µ i are i.i.d. from P. We know that P n admits a barycenter since its support is finite, and thus, applying Proposition 4.2 once again, we obtain that P admits a barycenter.
Barycenters in D p
We now prove the existence of barycenters in D p for any distribution supported on D p , extending the results of [36] , which prove their existence for specific probability distributions (namely distributions with compact support or specific rates of decay). The following theorem asserts two different things: that arg min{E(a), a ∈ D p } is non empty, and that min{E(a), a ∈ D p } = min{E(µ), µ ∈ M p }, i.e a persistence measure cannot perform strictly better than an optimal persistence diagram when averaging diagrams. As for barycenters in M p , we start with the finite case. Lemma 4.3. Consider a 1 , . . . , a N ∈ D f , weights (λ i ) i that sum to 1, and let P := N i=1 λ i δ ai . Then, P admits a barycenter in D f .
The proof of this lemma is delayed to Appendix C. Note that we actually prove a stronger result, namely that if P = N i=1 λ i δ ci , with the c i point measures (see Appendix A) with the same mass in some sufficiently regular metric space (X, d) (see the proof for the technical details), then there exists a barycenter of P for the W p distance which is a point measure. Proof. The proof is the same as the one of Theorem 4.3, using additionally the fact that D p is closed in M p (Proposition A.5) to conclude that P has a barycenter in D p .
Applications

Convergence of random persistence measures in the thermodynamic regime
Geometric probability is the study of geometric quantities arising naturally from point processes in R d . Recently, several works [4, 15, 16, 19, 35] used techniques originating from this field to understand the persistent homology of such point processes. Let X n := {X 1 , . . . , X n } be a n-sample of a distribution having some density bounded by below on the cube [0, 1] d . Extending the work of Duy, Hiraoka and Shirai [16] , Divol and Polonik [15] show laws of large numbers for the persistence diagrams Dgm(X n ) of X n , built with either theČech or Rips filtration. More precisely, it is shown in [16, Theorem 1.5 ] that the rescaled diagram
which is a persistence measure, almost surely converges vaguely to some non-degenerate Radon measure µ, and Divol and Polonik [15, Theorem 1] show that µ has moments of all orders and that for all p ≥ 1, the total persistence Pers p (µ n ) also almost surely converges to Pers p (µ). The formalism developed here, and more specifically Theorem 3.4, gives the following result:
Stability of the expected persistence diagrams
Given an i.i.d. sample of N persistence diagrams a 1 . . . a N , a natural persistence measure to consider is their linear sample mean a := 1 N 1≤i≤N a i . More generally, given P ∈ W p (M p ), and µ ∼ P, one may want to define E[µ] the linear expectation of P in the same vein. A well-suited definition of the linear expectation requires technical care (basically, turning the finite sum into a Bochner integral) and is detailed in Appendix D. It however satisfies the natural following characterization:
The behavior of such measures is studied in [12] , which shows that they have densities with respect to the Lebesgue measure in a wide variety of settings. A natural question is the stability of the linear expectations of random diagrams with respect to the underlying phenomenon generating them. The following proposition gives a positive answer to this problem, showing that given two close probability distributions P and P supported on M p , their linear expectations are close for the metric D p .
Proposition 5.2. Let P, P ∈ W p (M p ). Then, for any coupling π ∈ Π(P, P ) between P and P , we have
The proof is postponed to Appendix D.
Using stability results on the distances d p [14] , one is able to obtain a more precise control between the expectations in some situations. For Y a sample in some metric space, denote by Dgm(Y) the persistence diagram of Y built with theČech filtration. Proposition 5.3. Let ξ, ξ be two probability measures on some some d-dimensional Riemannian manifold (X, ρ). Let X n (resp. X n ) be a n-sample of law ξ (resp. ξ ). Then, for any k > d, and any p ≥ k + 1,
where C k,d := Cdiam(X) k−d k k−d for some constant C depending only on X. In particular, letting p → ∞, we obtain a bottleneck stability result:
Proof. Let π be any coupling between X n a n-sample of law ξ, and X n a n-sample of law ξ . According to
where C k,d := Cdiam(X) k−d k k−d for some constant C depending only on X, and H is the Hausdorff distance between sets. By taking the infimum on transport plans π, we obtain D p
where W H,p is the p-Wasserstein distance between probability distributions on compact sets of the manifold X, endowed with the Hausdorff distance. Lemma 15 of [13] states that
concluding the proof.
Note that this proposition illustrates the usefulness of introducing new distances D p : the question of the proximity between linear expectations requires to extend the metrics d p to Radon measures.
Conclusion
In this article, we introduce the space of persistence measures, a generalization of persistence diagrams which naturally appears in different applications (e.g. when studying persistence diagrams coming from a random process). We provide an analysis of this space that also holds for the subspace of persistence diagrams. In particular, we observe that many notions used for the statistical analysis of persistence diagrams can be expressed naturally using this formalism based on optimal partial transport. We give characterizations of convergence with respect to optimal transport metrics in terms of convergence for measures. We then prove existence and consistency of Fréchet means for any probability distribution of persistence diagrams and measures, extending previous work in the TDA community. We illustrate the interest of introducing the persistence measures space and its metrics in statistical applications of TDA.
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A Elements of measure theory
In the following, Ω denotes a locally compact Polish space.
Definition A.1. The space M(Ω) of Radon measures supported on Ω is the space of Borel measures which give finite mass to every compact set of Ω. The vague topology on M(Ω) is the coarsest topology such that the applications µ → µ(f ) are continuous for every f ∈ C c (Ω), the space of continuous functions with compact support in Ω.
Remark A.1. We will extensively use the fact that to define a Borel measure on Ω × Ω, it is sufficient to define it on the sets A × B, for A, B ⊂ Ω Borel sets, since these sets generate the Borel sigma-algebra on Ω × Ω. 
B Delayed proofs of Section 3
For the sake of completeness, we present in this section proofs which either require very few adaptations from corresponding proofs in [18] or which are close to standard proofs in optimal transport theory.
Proofs of Proposition 3.1 and Proposition 3.8.
• For π ∈ Adm(µ, ν) supported on E Ω , and for any compact sets K, K ⊂ Ω, one has π((K ×Ω)∪(Ω×K )) ≤ µ(K) + ν(K ) < ∞. As any compact subset of E Ω is included in a set of the form (K × Ω) ∪ (Ω × K ), Proposition A.1 implies that Adm(µ, ν) is relatively compact for the vague convergence on E Ω . Also, if a sequence (π n ) n in Adm(µ, ν) converges vaguely to some π ∈ M(E Ω ), then the marginals of π are still µ and ν, implying that Adm(µ, ν) is closed in M(E Ω ): it is therefore sequentially compact.
• To prove the second point of Proposition 3.1, consider π, π 1 , π 2 , . . . such that π n v − → π, and introduce π n : A → A d(x, y) p dπ n . The sequence (π n ) n still converges vaguely to π : A → A d(x, y) p dπ. Portmanteau theorem (Proposition A.4) applied with the open set E Ω to the measures π n v − → π implies that C p (π) = π (E Ω ) ≤ lim inf n π n (E Ω ) = lim inf n C p (π n ), i.e. C p is lower semi-continuous.
• We now prove the lower semi-continuity of C ∞ . Let (π n ) n be a sequence converging vaguely to π on E Ω and let r > lim inf n→∞ C ∞ (π n ). The set U r = {(x, y) ∈ E Ω , d(x, y) > r} is open. By Portmanteau theorem (Proposition A.4), we have 0 = lim inf n→∞ π n (U r ) ≥ π(U r ). Therefore, spt(π) ⊂ U c r and C ∞ (π) ≤ r. As this holds for any r > lim inf n→∞ C ∞ (π n ), we have lim inf n→∞ C ∞ (π n ) ≥ C ∞ (π).
• We show that for any 1 ≤ p ≤ ∞, the lower semi-continuity of C p and the sequential compactness of Adm(µ, ν) imply that 1. Opt p (µ, ν) is a non-empty compact set for the vague topology on E Ω and that 2. D p is lower semi-continuous.
1. Let (π n ) n be a minimizing sequence of (7) in Adm(µ, ν). As Adm(µ, ν) is sequentially compact, it has an adherence value π, and the lower semi-continuity implies that C p (π) ≤ lim inf n→∞ C p (π n ) = D p p (µ, ν), so that Opt p (µ, ν) is non-empty. Using once again the lower semi-continuity of C p , if a sequence in Opt p (µ, ν) converges to some limit, then the cost of the limit is smaller than (and thus equal to) D p p (µ, ν), i.e. the limit is in Opt p (µ, ν). The set Opt p (µ, ν) being closed in the sequentially compact set Adm(µ, ν), it is also sequentially compact.
2. Let µ n v − → µ and ν n v − → ν. Up to taking a subsequence, on may assume that D p (µ n , ν n ) converges (eventually to infinity). Consider π n ∈ Opt p (µ n , ν n ). For any compact sets K, K ⊂ Ω, one has π n ((K × Ω) ∪ (Ω × K )) ≤ sup n µ n (K) + sup n ν n (K ) < ∞. Therefore, by Proposition A.1, there exists a subsequence (π n k ) k which converges vaguely to some π ∈ Adm(µ, ν). As the marginals of π n k converges to µ and ν, π ∈ Adm(µ, ν). Therefore,
• Finally, we prove that D p is a metric on M p . Let µ, ν, λ ∈ M p . The symmetry of D p is clear. If D p (µ, ν) = 0, then there exists π ∈ Adm(µ, ν) supported on {(x, x), x ∈ Ω}. Therefore, for a Borel set A ⊂ Ω, µ(A) = π(A × Ω) = π(A × A) = π(Ω × A) = ν(A), and µ = ν. To prove the triangle inequality, we need a variant on the gluing lemma, stated in [18, Lemma 2.1]: for π 12 ∈ Opt(µ, ν) and π 23 ∈ Opt(ν, λ) there exists a measure γ ∈ M(Ω 3 ) such that the marginal corresponding to the first two entries (resp. two last entries), when restricted to E Ω , is equal to π 12 (resp. π 23 ), and induces a zero cost on ∂Ω × ∂Ω. Therefore,
The proof is similar for p = ∞.
Proof of Proposition 3.3. We first show the separability. Consider for k > 0 a partition of Ω into squares (C k i ) of side length 2 −k , centered at points x k i . Let F be the set of all measures of the form i∈I q i δ x k i for q i positive rationals, k > 0 and I a finite subset of N. Our goal is to show that the countable set F is dense in M p . Fix ε > 0, and µ ∈ M p . The proof is in three steps.
1. Since Pers p (µ) < ∞, there exists a compact K ⊂ Ω such that Pers p (µ) − Pers p (µ 0 ) < ε p , where µ 0 is the restriction of µ to K. By considering the transport plan between µ and µ 0 induced by the identity map on K and the projection onto the diagonal on Ω\K, it follows that D p p (µ, µ 0 ) ≤ Pers p (µ) − Pers p (µ 0 ) ≤ ε p .
2. Consider k such that 2 −k ≤ ε/( √ 2µ(K) 1/p ) and denote by I the indices corresponding to squares C k i intersecting K. Let µ 1 = ∞ i∈I µ 0 (C k i )δ x k i . One can create a transport map between µ 0 and µ 1 by mapping each square C k i to its center x k i , so that
3. Consider, for i ∈ I, q i a rational number satisfying q i ≤ µ 0 (C i ) and |µ 0 (
Consider the transport plan between µ 2 and µ 1 that fully transports µ 2 onto µ 1 , and transport the remaining mass in µ 1 onto the diagonal. Then,
As µ 2 ∈ F and D p (µ, µ 2 ) ≤ 3ε, the separability is proven.
To prove that the space is complete, consider a Cauchy sequence (µ n ) n . As (Pers p (µ n )) n = (D p p (µ n , 0)) n is a Cauchy sequence, it is bounded. Therefore, for K ⊂ Ω a compact set, (12) implies that sup n µ n (K) < ∞. Proposition A.1 implies that (µ n ) n is relatively compact for the vague convergence on Ω: consider (µ n k ) k a subsequence converging vaguely on Ω to some measure µ. By the lower semi-continuity of D p ,
so that µ ∈ M p . Using once again the lower semi-continuity,
ensuring that D p (µ n , µ) → 0, that is the space is complete.
Proof of the direct implication of Theorem 3.4. Let µ, µ 1 , µ 2 , . . . be elements of M p and assume that the sequence (D p (µ n , µ)) n converges to 0. The triangle inequality implies that Pers p (µ n ) = D p p (µ n , 0) converges to Pers p (µ) = D p p (µ, 0). Let f ∈ C c (Ω), whose support is included in some compact set K. For any ε > 0, there exists a Lipschitz function f ε , with Lipschitz constant L and whose support is included in K, with the ∞-norm f − f ε ∞ smaller than ε. The convergence of Pers p (µ n ) and (12) imply that sup k µ k (K) < ∞. Let π n ∈ Opt p (µ n , µ), we have
by Hlder's inequality.
Therefore, taking the limsup in n and then letting ε goes to 0, we obtain that µ n (f ) → µ(f ).
Proof of Proposition 3.10. Let (µ n ) n be a Cauchy sequence in D ∞ . Fix a compact K ⊂ Ω, and pick ε = d(K, ∂Ω)/2. There exists n 0 such that for n > n 0 , D ∞ (µ n , µ n0 ) < ε. Let K ε := {x ∈ Ω, d(x, K) ≤ ε}. By considering π n ∈ Opt ∞ (µ n , µ n0 ), and since D ∞ (µ n , µ n0 ) < ε, we have that µ n (K) = π n (K × Ω) = π n (K × K ε ) ≤ µ n0 (K ε ). (26) Therefore, (µ n (K)) n is uniformly bounded, and Proposition A.1 implies that (µ n ) n is relatively compact. Finally, the exact same computations than in the proof of the completeness for p < ∞ show that (µ n ) n converges for the D ∞ metric.
Proof of Proposition 3.11. Let f ∈ C c (Ω), whose support is included in some compact set K. For any ε > 0, there exists a L-Lipschitz function f ε , whose support is included in K, with f − f ε ∞ ≤ ε. Observe that sup k µ k (K) < ∞ using the same arguments than for (26) . Let π n ∈ Opt ∞ (µ n , µ). We have
Also,
Therefore, taking the limsup in n and then letting ε goes to 0, we obtain that µ n (f ) → µ(f ). Proof of Lemma 4.2. For the direct implication, take ν = 0 and apply Theorem 3.4. Let us prove the converse implication. Assume that µ n v − → µ and D p (µ n , ν) → D p (µ, ν) for some ν ∈ D p . The vague convergence of (µ n ) n implies that µ p is the only possible accumulation point for weak convergence of the sequence (µ p n ) n . Therefore, it is sufficient to show that the sequence (µ p n ) n is relatively compact for weak convergence (i.e. tight and bounded in total variation, see Proposition A.2). Indeed, this would mean that (µ p n ) converges weakly to µ p , or equivalently by Proposition A.3 that µ n v − → µ and Pers p (µ n ) → Pers p (µ). The conclusion is then obtained thanks to Theorem 3.4.
Thus, let (µ n ) n be any subsequence and (π n ) n be corresponding optimal transport plans. The vague convergence of (µ n ) n implies that (π n ) n is relatively compact with respect to the vague convergence on E Ω . Let π be a limit of any converging subsequence of (π n ) n , which indexes are still denoted by n. By [18, Proposition 2.3], π ∈ Opt(µ, ν). For r > 0, define A r := {x ∈ Ω, d(x, ∂Ω) ≤ r} and write A r for A r ∪ ∂Ω. Consider η > 1. We can write We treat the three parts of the sum separately. As before, taking the lim sup in n and letting M goes to ∞, the first part of the sum converges to 0 (apply Portmanteau theorem on the open set E Ω \(L M,r × (L M/2,r ∪ A r )). The second part is smaller than which converges to 0 as M → ∞ and r → 0. For the third part, notice that if (x, y) ∈ L M,r × K M/2,r , then Finally, we have shown, that by taking r small enough and M large enough, one can find a compact set K M,r such that Ω\K M,r d(x, ∂Ω) p dµ n = µ p n (Ω\K M,r ) is uniformly small: (µ p n ) n is tight. As we have
it is also bounded in total variation. Hence, (µ p n ) n is relatively compact for the weak convergence: this concludes the proof.
Proof of Lemma 4.3. Given P = N i=1 λ i δ ai a probability distribution with a i ∈ D f , it suffices to show that P = N i=1 λ i δã i , whereã i = a i + (m tot − m i )δ ∂Ω -where m i = a i (Ω)-has a barycenterã which is a finite point measure supported onΩ (of mass m tot ). Indeed, taking the restriction ofã to Ω will then give a barycenter of P according to Proposition 4.1.
Let thus fix m ∈ N, and letã 1 , . . . ,ã N be point measures of mass m inΩ. Writeã i = m j=1 δ xi,j , so that x i,j ∈Ω for 1 ≤ i ≤ N, 1 ≤ j ≤ m, with the x i,j s non-necessarily distinct. Define T : (x 1 , . . . , x N ) ∈Ω N → arg min N i=1 λ i ρ(x i , y) p , y ∈Ω ∈Ω.
Since we assume p > 1, T is well-defined and is continuous (the minimizer is unique by strict convexity). Note that the proof holds if we replace theã i s by any point measures with the same mass in some separable metric space (X, d) for which the application T is measurable. Using the localization property stated in [8, Section 2.2], we know that the support of a barycenter is included in the finite set S := {T (x 1,j1 , . . . , x N,j N ), 1 ≤ j 1 , . . . , j N ≤ m}.
Let K = m N and let z 1 , . . . , z K be an enumeration of the points of S. Denote by Gr(z k ) the N elements x 1 , . . . , x N , with x i ∈ spt(ã i ), such that z k = T (x 1 , . . . , x N ). It is explained in [8, Section 2.3] , that finding a barycenter ofP is equivalent to finding a minimizer of the problem inf (γ1,...,γ N )∈Π
where Π is the set of plans (γ i ) i=1,...,N , with γ i having for first marginalã i , and such that all γ i s share the same second marginal. For such a minimizer, the common second marginal is a barycenter ofP. Therefore, if we prove that there exists a minimizer of (27) which is a point measure, then the lemma is proven. A potential minimizer of (27) is described by a vector γ = (γ i,j,k ) ∈ R N mK + such that: This Linear Programming problem (see [34, Section 5.15] ) has an integer solution if the polyhedron described by the equations (28) is integer (i.e. its vertices have integer values). The constraints (28) are described by a matrix A of size (N m + (N − 1)K) × N mK and a vector b = [1 N m , 0 (N −1)K ], such that γ ∈ R N mK satisfies (28) if and only if Aγ = b. A sufficient condition for the polyhedron {Ax ≤ b} to be integer is to satisfy the following property (see [34, Section 5.17] ): for all u ∈ Z N mK , the dual problem max{y T b, y ≥ 0 and y T A = u} (29) has either no solution (i.e. there is no y ≥ 0 satisfying y T A = u), or it has an integer optimal solution y. For y satisfying y T A = u, write y = [y 0 , y 1 ] with y 0 ∈ R N m and y 1 ∈ R (N −1)K , so that y 0 is indexed on 1 ≤ i ≤ N, 1 ≤ j ≤ m and y 1 is indexed on 2 ≤ i ≤ N, 1 ≤ k ≤ K. One can check that, for 2 ≤ i ≤ N, 1 ≤ j ≤ m, 1 ≤ k ≤ K: Such a solution exists if and only if for all j, U j := N i=1 u i,j,k does not depend on k and for i ≥ 2, U i,k := u i,j,k does not depend on j. For such a vector u, P corresponds to the λ i ≥ 0 with λ i ≥ max k U i,k and U j ≥ N i=1 λ i . If this set is non empty, it contains as least the point corresponding to λ i = max k U i,k , which is an integer: this point is integer valued, concluding the proof.
D Technical details regarding Section 5.2
Define M ± the space of signed measures on Ω, i.e. a measure µ ∈ M ± is written µ + − µ − for two finite measures µ + , µ − ∈ M f . The total variation distance | · | is a norm on M ± , and (M ± , | · |) is a Banach space. The Bochner integral [5] is a generalization of the Lebesgue integral for functions taking their values in Banach space. We define the expected persistence measure of P ∈ W p (M p ) as the Bochner integral of some pushforward of P. More precisely, define 
