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We analyze families of measures for the quantum statistical speed which include as special cases the quantum
Fisher information, the trace speed, i.e., the quantum statistical speed obtained from the trace distance, and
more general quantifiers obtained from the family of Schatten norms. These measures quantify the statistical
speed under generic quantum evolutions and are obtained by maximizing classical measures over all possible
quantum measurements. We discuss general properties, optimal measurements and upper bounds on the speed
of separable states. We further provide a physical interpretation for the trace speed by linking it to an analog of
the quantum Crame´r-Rao bound for median-unbiased quantum phase estimation.
I. INTRODUCTION
Measures of quantum statistical speed quantify the sensitiv-
ity of an initial state with respect to changes of the parameter
of a dynamical evolution. A higher sensitivity implies that
this parameter, which could be an unknown phase shift of in-
terest, can be estimated with higher precision [1, 2]. Thus,
quantifiers of statistical speed in Hilbert space can be linked
to technological tasks such as quantum phase estimation [3].
Fast evolutions that lead to highly sensitive phase estimation
can only be achieved through the opportune usage of entan-
gled states, as limits for the quantum statistical speed exist for
separable states [4]. This, in turn, renders the statistical speed
of a quantum state an observable witness for entanglement [5–
8].
Quantum states are generally distinguished by measure-
ment. The probabilistic nature of the quantum measurement
process connects the statistical distance of quantum states to
the classical statistical distance between probability distribu-
tions. Since the probability distribution that is generated by
a quantum state depends strongly on the choice of measure-
ment, a quantum statistical distance must be defined as the
maximum classical distance over all possible quantum mea-
surements [9, 10]. This immediately ensures that the obtained
measure is experimentally attainable by an optimal measure-
ment.
Every measure of statistical distance naturally induces a
statistical speed for parametric evolutions of probability dis-
tributions or quantum states. This statistical speed is given by
the change in distance induced by a small change of this pa-
rameter (i.e., the derivative of the distance). A maximization
over the classical statistical speed over all quantum measure-
ments yields the quantum statistical speed, as visualized in the
diagram in Fig. 1.
Quantifiers of the statistical distance and speed of quan-
tum states play an integral role in quantum information the-
ory [10–12]. They are used to quantify the distinguishability
of quantum states [10, 11, 13], to understand geometrical as-
pects of quantum mechanics and quantum phase transitions
[12, 14–23], to quantify initial correlations, information flow
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FIG. 1. Correspondence of classical and quantum statistical distance
and speed. The statistical speed is derived from infinitesimal changes
of the statistical distance for a parametric evolution. Measures for
quantum states are obtained by maximizing the classical measures
over all possible measurements.
and non-Markovian effects in quantum evolutions [24–27], to
determine the precision of phase estimation [1, 3, 5, 28], to
derive limits on the evolution time [29–32] or on the occur-
rence of quantum Zeno dynamics [33], and to quantify and
detect quantum properties such as coherence [34], quantum
correlations and discord [35–38], uncertainty [39], asymme-
try [8, 40], or purity [41, 42].
An important quantifier of quantum statistical speed is the
quantum Fisher information. It can be derived as the quan-
tum statistical speed associated with the (classical) Hellinger
distance [43–46]
(d2(p, q))2 =
1
2
∑
x
(√
px − √qx)2 , (1)
where p = {px}x and q = {qx}x are probability distributions.
Here we assumed the random variable x to take on discrete
values; in the case of a continuum of values, the sum must be
replaced by an integral. The statistical speed associated with
this distance is the (classical) Fisher information. Formally,
we obtain the statistical speed from any statistical distance
by quantifying the distance between infinitesimally close dis-
tributions taken from a one-parameter family px(θ) with the
parameter θ. Performing a Taylor expansion at θ0 for small
values of θ yields the classical statistical speed
s2[p(θ0)] =
d
dθ
d2(p(θ0 + θ), p(θ0)) =
√
f2[p(θ0)]
8
, (2)
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2where
f2[p(θ)] =
∑
x
px(θ)
(
∂ log px(θ)
∂θ
)2
(3)
is the Fisher information [16].
To connect these classical notions to the quantum case,
we write px = Tr{Exρ} and qx = Tr{Exσ} as the mea-
surement probabilities associated with the positive-operator-
valued measure (POVM) defined by the Ex ≥ 0, which sat-
isfy
∑
x Ex = I. For a given pair of quantum states ρ and σ,
the classical distance (1) can be maximized over all possible
choices of POVMs [47], leading to the Bures distance [48, 49]
D2(ρ, σ) := max{Ex}
d2(p, q) =
√
1 − F (ρ, σ), (4)
where F (ρ, σ) = Tr
√√
ρσ
√
ρ is the fidelity [50, 51]. By ex-
panding the quantum statistical distance for a one-parameter
family of quantum states ρ(θ), we obtain the quantum statisti-
cal speed [1]
S 2[ρ(θ0)] =
d
dθ
D2(ρ(θ0 + θ), ρ(θ0)) =
√
F2[ρ(θ0)]
8
, (5)
where F2[ρ(θ)] = Tr{ρ(θ)L2θ} is the quantum Fisher informa-
tion [1] with the symmetric logarithmic derivative Lθ, defined
by
dρ(θ)
dθ
=
1
2
(Lθρ(θ) + ρ(θ)Lθ). (6)
We obtain the same quantum statistical speed by maximizing
the classical statistical speed over all possible POVMs [1]
F2[ρ(θ)] := max{Ex}
f2[p(θ)], (7)
where p(θ) = {px(θ)}x and px(θ) = Tr{Exρ(θ)}. An optimal
POVM is given by projectors onto the eigenstates of Lθ.
The fundamental relevance of the statistical speed defined
by the Fisher information and its corresponding quantum
bound is expressed by the Crame´r-Rao bound, which states
that [52–54]
∆θest ≥ ∆θCR = 1√
f2[p(θ)]
, (8)
where θest is an arbitrary mean-unbiased (i.e., the mean value
of θest yields θ) estimator for θ with variance (∆θest)2. The
Fisher information therefore defines the precision limit for
mean-unbiased phase estimation procedures. By maximizing
over all POVMs, we can further identify the quantum Crame´r-
Rao bound [1]
∆θCR ≥ ∆θQCR = 1√
F2[ρ(θ)]
, (9)
which sets the precision limit for quantum phase estimation
[3, 5, 28, 55, 56].
The quantum statistical speed as given by the Fisher infor-
mation furthermore exhibits a strict bound for separable states
[4]. For instance, the evolution of separable N-qubit states
generated by local Hamiltonians Jn = 12
∑
i n · σi cannot ex-
ceed a quantum statistical speed of F2[ρsep] ≤ N, whereas
with the aid of entangled states values up to F2[ρ] ≤ N2 can
be reached.
It should be emphasized that the existence of a quantum
bound which can be saturated by an optimal measurement as
in Eqs. (4) and (7) is highly nontrivial and has been found
only for few other quantifiers of classical distances or speed
[1, 9, 10, 47, 57, 58]. Most popular (pseudo)distance mea-
sures for quantum states are derived from classical expres-
sions using heuristic arguments, such as replacing the proba-
bility distributions with density matrices and the sum with the
trace operation [59]. While the resulting measures often have
interesting properties, these procedures have no clear phys-
ical interpretation and their ambiguity often leads to several
competing quantum versions for the same classical distance.
Furthermore, such quantities can often only be accessed ex-
perimentally through full state tomography. The existence of
an achievable quantum bound renders a quantity, in principle,
observable without the need to construct the quantum state
entirely. The realization of the optimal quantum measurement
may however also be challenging in practice. Nevertheless,
any other (suboptimal) measurement observable produces an
accessible lower bound. Another distance with a well-defined
quantum limit is the trace distance, which provides an opera-
tional interpretation of the distinguishability of two quantum
states and plays an important role for quantum information
theory [10, 11, 60].
The derivation of the Fisher information as classical and
quantum statistical speed from the Hellinger distance sug-
gests that similarly interesting quantifiers may be derived from
other classical distances, following an analogous procedure.
While the entanglement recognized by the quantum Fisher
information is useful for quantum metrology, other distance
measures may identify useful entanglement for different tasks.
In this article, we first discuss a family of classical dis-
tance measures which continuously interpolates between the
Hellinger and the trace distances (Sec. II). This leads to a fam-
ily of statistical speed measures which contain the two impor-
tant special cases of the trace speed and the quantum Fisher
information. We analyze the properties of the trace speed,
i.e., the quantum statistical speed associated with the trace
distance (Sec. III). We further present the optimal measure-
ment for pure states and some bounds for the general case in
Sec. IV. In Sec. V we introduce another one-parameter family
of classical distance measures which, after maximizing over
all quantum measurements, yields the Schatten-norm quanti-
fiers of quantum statistical distance and speed. These quanti-
ties are experimentally accessible and again include the trace
speed as a special case. We finally discuss the role of the
trace speed for quantum technologies. In particular, we derive
an analogue of the quantum Crame´r-Rao bound for median-
unbiased quantum phase estimation in Sec. VII.
3II. CLASSICAL STATISTICAL DISTANCE AND SPEED
In the following we will discuss a family of classical dis-
tance measures and their associated statistical speeds, which
generalize the Fisher information (3).
A. Classical statistical distance
We begin by considering the family of distance measures
[45, 61]
(dα(p, q))α =
1
2
∑
x
∣∣∣∣∣p 1αx − q 1αx ∣∣∣∣∣α
=
1
2
∑
x
px
∣∣∣∣∣∣∣1 −
(
qx
px
) 1
α
∣∣∣∣∣∣∣
α
(10)
for any α ≥ 1. All these distances satisfy the following basic
properties
• Non-negativity and normalization: 0 ≤ dα(p, q) ≤ 1,
where dα(p, q) = 0 ⇔ p ≡ q,
• Symmetry: dα(p, q) = dα(q, p),
• Triangle inequality:
dα(p1, p3) ≤ dα(p1, p2) + dα(p2, p3).
Furthermore, they are ordered according to the following hi-
erarchy:
• Ordering:
(dα(p, q))α ≤ (dβ(p, q))β for α ≥ β. (11)
The triangle inequality is satisfied as a consequence of the
Minkowski inequality. The ordering relation (11) is proven
in Appendix A. Two special cases are of particular interest.
For α = 2, we recover the Hellinger distance (1) and all the
results entailed by it as summarized in Sec. I. For α = 1, this
distance reduces to the Kolmogorov distance [9, 10]
d1(p, q) =
1
2
∑
x
|px − qx|. (12)
This distance is associated with a well-defined quantum dis-
tance, the trace distance. This will be discussed in further
detail in Sec. III.
B. Classical statistical speed: The generalized Fisher
information
To obtain the associated statistical speed, we parametrize
the probability distribution p(θ) and expand it to first order in
θ at θ0, i.e.,
px(θ0 + θ) = px(θ0) +
∂px(θ)
∂θ
∣∣∣∣∣
θ=θ0
θ + O(θ2). (13)
The distance between p(θ0) and p(θ0 + θ) reads[
dα(p(θ0 + θ), p(θ0))
]α
=
1
2
∑
x
px(θ0)
∣∣∣∣∣∣∣1 −
(
px(θ0) + p′x(θ0)θ + O(θ2)
px(θ0)
) 1
α
∣∣∣∣∣∣∣
α
=
1
2
∑
x
px(θ0)
∣∣∣∣∣∣∣1 −
(
1 +
p′x(θ0)θ + O(θ2)
px(θ0)
) 1
α
∣∣∣∣∣∣∣
α
=
1
2
∑
x
px(θ0)
∣∣∣∣∣∣ p′x(θ0)θ + O(θ2)αpx(θ0)
∣∣∣∣∣∣α , (14)
where p′x(θ0) =
∂px(θ)
∂θ
∣∣∣∣
θ=θ0
and we used (1 + x)α = 1 + αx +
O(x2). Retaining only terms up to first order in θ in the nu-
merator, we obtain
[
dα(p(θ0 + θ), p(θ0))
]α
=
1
2αα
fα[p(θ0)]θα + O(θ2α), (15)
with the generalized Fisher information
fα[p(θ)] =
∑
x
px(θ)
∣∣∣∣∣ ∂∂θ log px(θ)
∣∣∣∣∣α . (16)
Consequently, the statistical speed is determined by
sα[p(θ0)] =
d
dθ
dα(p(θ0 + θ), p(θ0)) =
1
α
(
fα(θ0)
2
) 1
α
. (17)
The generalized Fisher information has been studied in the
literature on statistical inference and information theory [61–
66]. In Ref. [67] it was applied in the context of quantum
estimation problems to a special class of probe states. In
Ref. [64], parametric expansions of a series of classical dis-
tance and pseudodistance measures were studied. Interest-
ingly, the statistical speed of the Re´nyi divergence of order
α [68] is given by f2, scaled by a prefactor proportional to α.
Next, following the literature, we briefly review basic prop-
erties of the fα[p(θ)], specifically, convexity, subadditivity,
and ordering, and their role in the Barankin bounds. Then we
will introduce a family of lower bounds which can be obtained
from the moments of quantum observables in Sec. II B 4.
1. Convexity and subadditivity
The generalized Fisher information is a convex function of
p(θ) for α ≥ 1 [69, 70]. Hence, for px(θ) = ∑i qip(i)x (θ), we
have fα[px(θ)] ≤ ∑i qi fα[p(i)x (θ)]. Furthermore, also the quan-
tity ( fα[p(θ)])
1
α−1 is convex in p(θ) for 1 < α ≤ 2 [61].
For multiple measurements, i.e., probability distributions
of the form px(θ) = px1 (θ) · · · pxm (θ), we have a subadditiv-
ity property: ( fα[px(θ)])
1
α ≤ ∑mi=1 ( fα[pxi (θ)]) 1α [61]. A strict
additivity property holds only for the standard Fisher informa-
tion (α = 2), specifically, f2[px(θ)] =
∑m
i=1 f2[pxi (θ)] [3].
42. Ordering
The generalized Fisher information obeys the following or-
der: For β ≥ α ≥ 1 we have [61](
fβ[p(θ)]
) 1
β ≥ ( fα[p(θ)]) 1α . (18)
A proof is provided in Appendix B.
3. Barankin bounds
Barankin [62] derived a family of generalized Crame´r-Rao
bounds, introducing the generalized Fisher information. In
general, the Barankin bounds are obtained by optimizing over
a family of bounds for the βth absolute central moment. As a
special case one obtains, for β > 1 and an unbiased estimator
θest, ∑
x
px(θ)|θest(x) − θ|β

1
β
≥ 1
( fα[p(θ)])1/α
, (19)
where α = β/(β − 1). These bounds can be derived in a way
similar to Eq. (20), where the observable M is replaced by the
unbiased estimator and g(θ) = θ. Barankin further discusses
conditions for the existence and uniqueness of estimators that
minimize the βth central moment. These ideas were general-
ized even further in Refs. [65, 66, 70, 71].
4. Lower bounds
The generalized Fisher information can be bounded in
terms of the absolute moments of an observable. Let p(θ) =
{px(θ)}x be the probability distribution obtained from a quan-
tum state ρ(θ) when measuring an observable M with spec-
tral decomposition M =
∑
x mx|x〉〈x|, i.e., px(θ) = 〈x|ρ(θ)|x〉.
The expectation value is given by 〈M〉ρ(θ) = Tr{Mρ(θ)} =∑
x px(θ)mx. For α, β ≥ 1 with 1/α + 1/β = 1 and an arbitrary
function g(θ), the generalized Fisher information is bounded
by
( fα[p(θ)])
1
α ≥
∣∣∣∣ d〈M〉ρ(θ)dθ ∣∣∣∣(∑
x px(θ)|mx − g(θ)|β) 1β . (20)
This is proven in Appendix C. The special case α = β = 2 is
well known [3] and is used to bound the Fisher information
with spin squeezing coefficients [4, 72]. For unitary evolution
we obtain d〈M〉ρ(θ)dθ = −i〈[M,H]〉ρ(θ) and with g(θ) = 〈M〉ρ(θ) we
obtain the bound
( fα[p(θ)])
1
α ≥
∣∣∣〈[M,H]〉ρ(θ)∣∣∣
〈|M − 〈M〉ρ(θ)I|β〉
1
β
ρ(θ)
, (21)
where the denominator contains the βth absolute central mo-
ment of M.
III. TRACE DISTANCE AND TRACE SPEED
Let us now turn to the discussion of the associated quantum
distance and speed. The quantum bounds can be determined
for arbitrary states when α = 1 or α = 2. The case α = 2
was discussed in the Introduction. In this section we discuss
the case α = 1. Some results on other values of α will be
presented in Sec. IV.
A. Optimal quantum measurement
A well known result from quantum information theory
states that the quantum distance associated to the classical
Kolmogorov distance (12) is the trace distance [9–11]. Specif-
ically, under the conditions that lead to Eq. (4), we obtain
D1(ρ, σ) := max{Ex}
d1(p, q)
=
1
2
‖ρ − σ‖1, (22)
where ‖X‖1 = Tr|X| is the trace norm with |X| =
√
X†X. By
considering a family of quantum states parametrized by θ and
expanding
ρ(θ0 + θ) = ρ(θ0) +
dρ(θ)
dθ
∣∣∣∣∣
θ=θ0
θ + O(θ2), (23)
we obtain the corresponding quantum statistical speed
S 1[ρ(θ0)] :=
d
dθ
D1(ρ(θ0 + θ), ρ(θ0))
=
1
2
Tr
∣∣∣∣∣dρ(θ0)dθ0
∣∣∣∣∣ = 12F1[ρ(θ0)]. (24)
The quantity F1[ρ(θ)] will be called the trace speed and can
be interpreted as the generalized quantum Fisher information
for α = 1.
Alternatively, we can derive the quantum statistical speed
by maximizing the classical speed over all quantum measure-
ments. Notice that the generalized Fisher information reduces
for α = 1 to the expression
f1[p(θ)] =
∑
x
∣∣∣∣∣∂px(θ)∂θ
∣∣∣∣∣ . (25)
As is detailed in Appendix D, we find indeed
F1[ρ(θ)] := max{Ex}
f1[p(θ)] = Tr
∣∣∣∣∣dρ(θ)dθ
∣∣∣∣∣ . (26)
An optimal measurement is achieved by the projectors on the
eigenstates of dρ(θ)dθ .
B. Properties of the trace speed
The trace speed can be expressed in terms of the trace norm
as F1[ρ(θ)] =
∥∥∥∥ dρ(θ)dθ ∥∥∥∥1. This ensures basic properties of the
5trace speed such as convexity in ρ(θ) and subadditivity under
product states of the form ρ(θ) = ρ1(θ) ⊗ · · · ⊗ ρm(θ) by virtue
of the triangle inequality.
The trace speed was previously considered in Refs. [40, 73]
and some basic properties were studied, focusing primarily
on the case of unitary evolution. We will see that these re-
sults can be extended to nonunitary cases. Furthermore, the
relationship of the trace speed with the quantum Fisher infor-
mation can be understood by considering their common origin
provided by the generalized Fisher information.
1. Unitary evolution
For unitary evolution generated by the Hamiltonian H, i.e.,
quantum states of the form
ρ(θ) = e−iHθρeiHθ, (27)
the trace speed only depends on ρ and H and assumes the
simple form
F1[ρ,H] = Tr
∣∣∣[H, ρ]∣∣∣ . (28)
This quantity has been proposed as a measure for asymmetry
in Ref. [40].
2. Relation to the quantum Fisher information
The trace speed represents a lower bound for the quan-
tum Fisher information: F1[ρ(θ)] ≤
√
F2[ρ(θ)] [73]. We
can understand this relation as a direct consequence of the
ordering (18) in the special case of β = 2 and α = 1.
Let {Emaxx }x denote the POVM that achieves the maximum
F1[ρ(θ)] = max{Ex} f1[{Tr{Exρ(θ)}}x] = f1[{Tr{Emaxx ρ(θ)}}x].
Then we have
F1[ρ(θ)] = f1[{Tr{Emaxx ρ(θ)}}x]
(18)≤ √ f2[{Tr{Emaxx ρ(θ)}}x]
≤ √max
{Ex}
f2[{Tr{Exρ(θ)}}x] =
√
F2[ρ(θ)]. (29)
The same argument applies to the generalized quantum Fisher
information with arbitrary α, β, as will be discussed further in
Sec. IV.
3. Pure states
Remarkably, the bound (29) is saturated by any pure state,
i.e., we have
F1[Ψ(θ)] =
√
F2[Ψ(θ)], (30)
for arbitrary pure states Ψ(θ). This was shown for unitary evo-
lution in Ref. [73] but holds for any dependence on θ. In this
case also the optimal quantum measurements coincide, i.e.,
the same POVM achieves the maximum in Eqs. (7) and (26),
respectively. This is proven in Appendix E.
Let us return to the special case of unitary evolution, for
which it is known that [1]
F2[Ψ,H] = 4(∆H)2|Ψ〉, (31)
where (∆H)2|Ψ〉 = 〈Ψ|H2|Ψ〉 − 〈Ψ|H|Ψ〉2 denotes the variance.
With Eq. (30), this implies that [40]
F1[Ψ,H] = 2(∆H)|Ψ〉. (32)
4. Non-Hermitian Hamiltonians
Let us consider a time evolution described by a non-
Hermitian Hamiltonian
Heff = H − iΓ, (33)
with H = H† and Γ = Γ†. Effective Hamiltonians of this type
are not self-adjoint and therefore do not represent observables.
Nevertheless, they can be useful for the description of dissipa-
tive processes [74] and they appear in stochastic unravelings
of open-system evolutions [75]. The evolution is given by
∂ρ
∂θ
= −i(Heffρ − ρH†eff). (34)
As we show in Appendix F, the trace speed of a pure state
under such a time evolution is given by
F1[Ψ,H − iΓ] = 2
√
〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2. (35)
This quantity can be interpreted as a generalization of the vari-
ance for a non-Hermitian operator Heff with real part H. This
follows from
〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2
= 〈Ψ|(Heff − 〈Ψ|H|Ψ〉I)†(Heff − 〈Ψ|H|Ψ〉I)|Ψ〉
≤ 〈Ψ|(Heff − rI)†(Heff − rI)|Ψ〉 (36)
for all r ∈ R. This is in analogy to the fact that the mean-
square deviation of a Hermitian operator is minimized when
taking the mean value as central point, in which case it yields
the variance. The inequality (36) is obtained immediately
upon observing that the last line in (36) as a function of r has
a minimum at
r = 〈Ψ|Heff + H
†
eff
2
|Ψ〉. (37)
For Heff = H − iΓ this yields r = 〈Ψ|H|Ψ〉.
For Γ = 0, Eq. (35) reduces to the result (32) for standard
unitary evolutions. Furthermore, by means of Eq. (30) we
obtain the following result for the quantum Fisher information
of pure states:
F2[Ψ,H − iΓ] = 4
(
〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2
)
. (38)
65. Temperature sensitivity
As an example, we consider the temperature sensitivity of
a thermal state ρ(β) = e−βH/Tre−βH , where β = 1/kT is the
inverse temperature. We obtain
F1[ρ(β)] = 〈|H − 〈H〉I|〉, (39)
where 〈X〉 = Tr{Xρ(β)}, i.e., the right-hand side is given by the
mean absolute deviation of the energy. Similarly, the quan-
tum Fisher information yields the second central moment,
F2[ρ(β)] = 〈(H − 〈H〉I)2〉 = (∆H)2ρ(β) [18]. Both expressions
coincide with the classical expression for measurements in the
energy eigenbasis, which shows that this is the optimal POVM
in both cases. This is due to the fact that the eigenvectors do
not change under variations of the parameter β and thus the
quantum expressions reduce to the classical ones. One can
further directly confirm that the optimal POVMs in these cases
coincide for the trace speed and quantum Fisher information,
by observing that ρ(β), dρ(β)/dβ, and the symmetric logarith-
mic derivative Lβ = 〈H〉I − H [recall Eq. (6)] commute and
thus share the same eigenbasis. The optimal measurements
for Eqs. (7) and (26) are given by projectors onto the eigen-
states of Lβ and dρ(β)/dβ, respectively, and thus coincide. For
this choice of measurement, the classical generalized Fisher
information (16) yields the central moment of order α, i.e.,
fα[p(β)] =
∑
m
pm(β)|m − 〈H〉|α, (40)
where pm(β) = e−βm/Z(β), Z(β) =
∑
m e−βm , and m are the
eigenvalues of H.
C. General upper bounds for the quantum statistical speed:
The Heisenberg limit
A wide class of open-system quantum evolutions can be
modeled as
dρ(θ)
dθ
= L[ρ(θ)], (41)
where L is a linear superoperator. If L is independent of
θ, it generates a dynamical semigroup, described in terms
of a Lindblad master equation, whereas more general, non-
Markovian evolutions are described if L is itself a function of
θ [75]. In the following, we consider the simple case of θ-
independent L, but the results can be generalized straightfor-
wardly. For unitary evolutions, the superoperator L is given
by the commutator with the Hamiltonian H.
1. General quantum evolution
For any given superoperator, there exists an upper bound
for the quantum statistical speed, given by
F1[ρ(θ)] ≤ sup
ρ(θ)
F1[ρ(θ)] = ‖L‖1. (42)
The quantity
‖L‖1 := sup
ρ≥0
Trρ=1
‖L[ρ]‖1 (43)
is a superoperator norm induced by density operators via the
trace norm; see Refs. [76–79] for similar constructions and
applications in the context of completely positive maps. From
convexity it follows that the supremum is attained by a pure
state [78], i.e.,
‖L‖1 = sup
|Ψ〉
‖L[|Ψ〉〈Ψ|]‖1, (44)
where |Ψ〉 is some unit vector. This quantity denotes the ulti-
mate bound on the quantum statistical speed for a fixed gen-
erator L. We remark that the superoperator norm (43) is not
stable under enlargements of the Hilbert space and extensions
of L via a tensor product with an identity operator [76]. The
statistical speed can indeed increase if the local system is en-
tangled with another, noninteracting subsystem. Clearly this
operation would require additional resources as the full quan-
tum state of both systems needs to be manipulated and mea-
sured to observe the enhanced statistical speed. Effectively,
we are no longer quantifying the statistical speed of the orig-
inal system, but that of a larger system. Therefore, unlike
for the discrimination of quantum channels [80], the stability
property is not a natural requirement in our context.
The bounds obtained for the trace speed immediately also
define the corresponding bounds for the quantum Fisher in-
formation. This follows from the convexity of the quantum
Fisher information, which leads to
F2[ρ(θ)] ≤ max|Ψ(θ)〉 F2[|Ψ(θ)〉〈Ψ(θ)|]
=
(
max
|Ψ(θ)〉
F1[|Ψ(θ)〉〈Ψ(θ)|]
)2
= ‖L‖21. (45)
In the second step we used the equivalence of the two statis-
tical speed measures (30) for pure states. This number can
be interpreted as the most general form of the Heisenberg
limit. According to Eqs. (8) and (9), the value (45) defines the
maximal achievable precision in a phase estimation procedure
where the phase is imprinted through an evolution described
by L.
For Hamiltonian evolutions LH[ρ] = −i[H, ρ], the quantum
Fisher information of arbitrary states is bounded from above
by the variance [1, 3], i.e., F2[ρ,H] ≤ 4(∆H)2ρ, where pure
states lead to equality [Eq. (31)]. Using an upper bound for
the variance by Bhatia and Davis [81], we find
F2[ρ,H] ≤ 4(∆H)2ρ
≤ 4[λmax(H) − 〈H〉ρ][〈H〉ρ − λmin(H)], (46)
where 〈H〉ρ = Tr{ρH} and λmin,max(H) denote the smallest
and largest eigenvalue of H, respectively. The upper bound
reaches its maximum value for 〈H〉ρ = [λmax(H)+λmin(H)]/2,
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F2[ρ,H] ≤ max|Ψ〉 F2[Ψ,H] = max|Ψ〉 4(∆H)
2
|Ψ〉
= (λmax(H) − λmin(H))2. (47)
For a collective spin Jn, we have λmax(Jn) = −λmin(Jn) =
N/2. From Eq. (46) we obtain the upper bound
F2[ρ, Jn] ≤ N2 − 4〈Jn〉2ρ, (48)
which is saturated by states of the form |Ψ〉 = α|N, 0〉+β|0,N〉,
where |n,m〉 are Dicke states with n(m) particles in the highest
(lowest) eigenstate of Jn and complex amplitudes satisfying
|α|2 + |β|2 = 1. A nonzero expectation value 〈Jn〉ρ lowers the
achievable sensitivity and the maximum value N2 is reached
by the above states when |α|2 = |β|2 = 1/2 [2].
With Eq. (30), these bounds, which are attained by pure
states, define upper bounds for the trace speed. From Eqs. (46)
and (47), we obtain
F1[ρ,H] ≤ max|Ψ〉 F1[Ψ,H]
≤ 2
√
[λmax(H) − 〈H〉ρ][〈H〉ρ − λmin(H)]
≤ λmax(H) − λmin(H). (49)
Determining upper bounds for the quantum Fisher informa-
tion beyond Hamiltonian evolutions is a difficult task [28, 82–
85]. Most existing results are obtained from a Kraus map rep-
resentation of the solution of the dynamical equation, which
is not unique and therefore demands an additional optimiza-
tion. In contrast, the bound (45) is a function of the unique
generator only.
2. Non-Hermitian Hamiltonians
The expressions (47) and (49) for the maximal achiev-
able quantum statistical speed can be generalized for non-
Hermitian Hamiltonian evolutions using Eq. (35). We obtain
F1[ρ,Heff] ≤ 2 min
r∈R ‖Heff − rI‖∞, (50)
where ‖X‖∞ = σmax(X) is the operator norm, given by the
largest singular value. The details are given in Appendix G.
With Eq. (30) we have further identified the upper bound for
the quantum Fisher information for non-Hermitian Hamilto-
nians, i.e., F2[ρ,Heff] ≤ 4 minr∈R ‖Heff − rI‖2∞. Despite its
simple appearance, the general solution of the minimum in
Eq. (50) is nontrivial. An illustrative example can be found in
Appendix G.
IV. TOWARDS A GENERALIZED QUANTUM FISHER
INFORMATION
The preceding section focused on the trace speed, i.e., the
generalized Fisher information for α = 1. We now consider
the generalized quantum Fisher information (16) for different
values of α, by maximizing over all possible quantum mea-
surements, i.e.,
Fα[ρ(θ)] := max{Ex}
fα[p(θ)]. (51)
A. An optimal quantum measurement for pure states
Let us first consider the evolution of a pure state |Ψ(θ)〉 =
e−iHθ|Ψ0〉 under some Hamiltonian H. In this case we know
that the optimal measurement coincides for both α = 1 and
α = 2 and that it is given by the projectors onto the eigen-
vectors of dΨ(θ)dθ with Ψ(θ) = |Ψ(θ)〉〈Ψ(θ)| (recall Sec. III B 3
and Appendix E). Notice that the hierarchy (18) extends to
the quantum realm as a direct generalization of Eq. (29), i.e.,
in general we have for 1 ≤ α ≤ β that Fβ[ρ(θ)] 1β ≥ Fα[ρ(θ)] 1α .
Let us now focus on the cases 1 ≤ α ≤ 2. We obtain from
the hierarchy
F1[ρ(θ)] ≤ Fα[ρ(θ)] 1α ≤
√
F2[ρ(θ)]. (52)
Among the generalized quantum Fisher information
Fα[ρ(θ)]
1
α with 1 ≤ α ≤ 2, this identifies the standard
version
√
F2[ρ(θ)] as the maximal one.
In the case of a pure state, the equality (30) implies that
both inequalities in (52) are saturated with
Fα[Ψ,H]
1
α = 2(∆H)|Ψ〉. (53)
The results (52) and (53) may be compared to Refs. [21, 86],
where it was shown that the quantum Fisher information
F2[ρ(θ)] is the largest among all convex functions which re-
duce to the variance for pure states.
Since the inequalities (52) can only be saturated if the op-
timal measurements coincide, it follows that for pure states
under unitary evolution, the maximum in Eq. (51) is reached
by the same measurement that maximizes Eqs. (7) and (26).
This measurement is given by the projectors onto dΨ(θ)dθ . As
is shown in Appendix H, an optimal measurement for a pure
state under unitary evolution can always be achieved with a
projective measurement involving only two projectors. Ex-
plicitly, the optimal projectors are given as the projectors onto
the states
|ϕ±〉 = 1√
2
(|Ψ〉 ± i|Ψ˜〉), (54)
where
|Ψ˜〉 = (H − 〈Ψ|H|Ψ〉I)
(∆H)|Ψ〉
|Ψ〉 (55)
is a normalized state, orthogonal to |Ψ〉. This choice of mea-
surement yields fα[p(θ)]
1
α = 2(∆H)|Ψ〉 for arbitrary values of
α ≥ 1. By Eq. (53) this constitutes an optimal measurement
for 1 ≤ α ≤ 2.
The identification of the optimal pure-state measurement
recipe (54) for arbitrary α improves and extends an important
result for the quantum Fisher information and, thus, may lead
8to useful applications in the field of quantum metrology. To be
precise, in the case of the quantum Fisher information (α = 2)
it is known that a projective measurement involving the pro-
jector onto the initial state |Ψ〉 and some other orthogonal pro-
jector is optimal in the limit θ → 0 [3]. The projection (54)
involves two orthogonal states that are “halfway” between the
initial state |Ψ〉 and the orthogonal state |Ψ˜〉. This choice is
always optimal, independently of the value of θ.
B. Upper and lower bounds
The generalized quantum Fisher information with 1 ≤
α ≤ 2 of arbitrary mixed states ρ under unitary evolutions
is bounded from above by
Fα[ρ,H]
1
α ≤ 2(∆H)ρ. (56)
This bound is known for α = 2 [1]. For other values of α it
follows from inequality (52).
The lower bounds (20) also hold for the generalized quan-
tum Fisher information. Let us consider the case of a rota-
tion of a collective spin, generated by H = Jn2 , leading to
px(θ) = Tr{Exe−iJn2 θρeiJn2 θ}. Using [Jn1 , Jn2 ] = iJn3 for three
orthogonal directions n1,n2,n3 ∈ R3, we obtain
Fα[ρ, Jn2 ]
1
α ≥ fα[p(θ)] 1α ≥
∣∣∣〈Jn3〉ρ(θ)∣∣∣
〈|Jn1 − 〈Jn1〉ρ(θ)I|β〉
1
β
ρ(θ)
. (57)
For 1 ≤ α ≤ 2 (which implies β ≥ 2) the left-hand side
of (57) can further be bounded by the variance 2(∆Jn2 )ρ using
Eq. (56). By employing bounds on the variance for separable
states this allows us to generalize spin-squeezing coefficients
[87] using moments of order β. For example, a fully sepa-
rable state of N qubits obeys 2(∆Jn2 )ρsep ≤
√
N (a more de-
tailed account and other separability bounds will be provided
in Sec. VI), which leads to the condition ξβ[ρsep] ≥ 1 for all
separable states where
ξβ[ρ] :=
√
N〈|Jn1 − 〈Jn1〉ρI|β〉
1
β
ρ∣∣∣〈Jn3〉ρ∣∣∣ , (58)
and the directions n1,n2,n3 ∈ R3 can be chosen in an optimal
way. Notice that, in general [since β ≥ 2, this follows from
Eq. (B1)],
ξβ[ρ] ≥ ξ2[ρ], (59)
where ξ2 coincides with the spin-squeezing coefficient intro-
duced in Ref. [88].
For values of α > 2 the measurement discussed in Sec. IV A
provides a lower bound to the generalized quantum Fisher in-
formation of pure states
Fα[Ψ,H]
1
α ≥ 2(∆H)|Ψ〉. (60)
In summary, the analytic expressions for the generalized
quantum Fisher information (51) and the optimal measure-
ment are available for arbitrary quantum states only for α = 1
and α = 2. We were further able to provide analytical results
for pure states for all values of 1 ≤ α ≤ 2. In the future, it
may be possible to extend these results to arbitrary states and
to a larger range of α.
C. Bounds for the quantum statistical distance
The generalized quantum statistical distance associated
with the classical distance (10) can be bounded with methods
similar to those employed above for the generalized Fisher
information. By combining the ordering relation (11) with a
maximization over all POVMs [in analogy to Eq. (29)], we
obtain Dα(ρ, σ)α ≤ Dβ(ρ, σ)β for α ≥ β, and, in particular,
D2(ρ, σ)2 ≤ Dα(ρ, σ)α ≤ D1(ρ, σ) (61)
for 1 ≤ α ≤ 2, where Dα(ρ, σ) = max{Ex} dα(p, q) with px =
Tr{Exρ} and qx = Tr{Exσ}. Recall also the definitions (4)
and (22). Unlike Eq. (52), the inequality (61) is not saturated
by pure states Ψ = |Ψ〉〈Ψ| and Φ = |Φ〉〈Φ|, but instead reads
1 − |〈Ψ|Φ〉| ≤ Dα(Ψ,Φ)α ≤
√
1 − |〈Ψ|Φ〉|2. (62)
V. SCHATTEN NORM DISTANCE AND SPEED
The family of classical distance measures (10) led us in
special cases to the quantum Fisher information and the trace
speed, respectively. These two are the only cases in which the
corresponding quantum distance could be obtained for arbi-
trary quantum states by maximizing explicitly over all quan-
tum measurements. In this section we discuss another family
of classical distance measures whose quantum bounds can be
found analytically for the full set of parameters and which in-
cludes the trace distance as a special case.
A. Classical statistical distance and speed
Consider the family of distance measures
(dα(p, q))α =
1
2
∑
x
|px − qx|α, (63)
with α ≥ 1. For α = 1, we recover the Kolmogorov dis-
tance (12). These distances satisfy all of the basic properties
listed below Eq. (10). An ordering relation is inherited from
the monotonicity of Schatten norms if the normalizing pref-
actor is removed, i.e., 2
1
α dα(p, q) ≤ 2 1β dβ(p, q) for α ≥ β.
Employing the perturbative expansion (13), we obtain
dα(p(θ0 + θ), p(θ0)) =
12 ∑
x
∣∣∣p′x(θ0)∣∣∣α
1
α
θ + O(θ2) (64)
and the classical statistical speed is given by
sα[p(θ0)] =
d
dθ
dα(p(θ0 + θ), p(θ0)) = 2−
1
α fα[p(θ0)], (65)
where fα[p(θ)] =
(∑
x
∣∣∣p′x(θ)∣∣∣α) 1α .
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The associated quantum distance is defined as
Dα(ρ, σ) := max{Ex}
dα(p, q), (66)
where px = Tr{ρEx} and qx = Tr{σEx}. In Appendix I we
show that the bound is achieved by the Schatten norm distance
(Dα(ρ, σ))α =
1
2
Tr|ρ − σ|α. (67)
Notice that the quantum distance (Dα(ρ, σ))α is contractive
under positive operations only if α = 1 (trace distance) [13].
For α = 2 we obtain the Hilbert-Schmidt distance, which al-
lows for a simple evaluation as it does not require a diagonal-
ization of the argument operator.
Following the methods of Sec. III A (see also Appendix I),
the associated quantum statistical speed is now straightfor-
ward to obtain and reads
Sα[ρ(θ)] = max{Ex}
sα[p(θ)]
=
(
1
2
Tr
∣∣∣∣∣dρ(θ)dθ
∣∣∣∣∣α) 1α
= 2−
1
αFα[ρ(θ)], (68)
where we introduced the Schatten speed
Fα[ρ(θ)] =
∥∥∥∥∥dρ(θ)dθ
∥∥∥∥∥
α
(69)
and ‖X‖α = (∑i σi(X)α) 1α is the Schatten α-norm, which can
be expressed as a function of the singular values σi(X) of X.
These are operator norms, i.e., they respect basic properties
such as unitary invariance and the triangle inequality. This
implies that the properties convexity and subadditivity hold
for the entire family of statistical speed measures; recall the
discussion of the special case α = 1 in Sec. III B. The optimal
measurement is again given by projections on the eigenstates
of dρ(θ)dθ (see also Appendix D).
The natural ordering of Schatten norms implies the se-
quence of bounds for 1 ≤ α ≤ β ≤ ∞,
F1[ρ(θ)] = F1[ρ(θ)] ≥ Fα[ρ(θ)] ≥ Fβ[ρ(θ)] ≥ F∞[ρ(θ)], (70)
where F1[ρ(θ)] was introduced in Eq. (26). With Eq. (29)
this further leads to a sequence of lower bounds on the quan-
tum Fisher information [and its generalizations; see Eq. (52)],
as was pointed out for the Hilbert-Schmidt case α = 2 in
Refs. [73, 89].
The results of Appendix F imply that for pure states under
non-Hermitian evolutions (34), one obtains
(Fα[Ψ,H − iΓ])α
=
(√
〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2 + 〈Ψ|Γ|Ψ〉
)α
+
(√
〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2 − 〈Ψ|Γ|Ψ〉
)α
. (71)
For Γ = 0 this implies, with Eq. (68),
Sα[Ψ,H] = (∆H)|Ψ〉 (72)
for all α ≥ 1.
C. The Hilbert-Schmidt speed
For α = 2 the quantum statistical speed is given by the
particularly simple expression
S2[ρ(θ)] =
√
1
2
Tr
(
dρ(θ)
dθ
)2
, (73)
which does not require diagonalization of dρ(θ)dθ . For instance,
in the case of a Hamiltonian evolution dρ(θ)dθ = −i[H, ρ(θ)], we
find
S2[ρ,H] =
√
−1
2
Tr{[H, ρ][H, ρ]}
=
√
Tr{ρ2H2} − Tr{(Hρ)2}, (74)
which reduces to Eq. (72) for a pure state.
A closely related quantity SHS[ρ,H, θ] =
(D2(ρ, e−iHθρeiHθ)/θ)2 was considered in Ref. [8] to as-
sess asymmetry [40]. It holds that limθ→0 SHS[ρ,H, θ] =
S2[ρ,H]2. The lower bound 4SHS[ρ,H, θ] ≤ F2[ρ,H] was
shown for all ρ, H, and θ [8]. Furthermore, in Ref. [31] an
upper bound for the rate of change (quantified by the relative
purity, which is closely related to D2) was derived, which
coincides with the Hilbert-Schmidt speed.
D. Lower bounding the quantum statistical speed from
experimental data
To measure the functions (69) experimentally, we recall
their definitions in terms of an optimal POVM over the clas-
sical statistical speed, obtained by a parametric expansion of
Eq. (63). A lower bound for the quantum statistical speed can
be extracted following a protocol which was implemented ex-
perimentally for the Fisher information in a system of cold
atoms in Ref. [6]. In the first step, the probability distribu-
tion px(θ) for the possible measurement outcomes of an ob-
servable is determined by repeated measurements on many
copies of the state ρ(θ). Next the system is allowed to evolve
for a short time δθ, producing the state ρ(θ + δθ). Again
one determines the full probability distribution px(θ + δθ) for
the same observable. Repeating this for a number of small
evolution steps leads to a family of probability distributions
{px(θ), px(θ + δθ), px(θ + 2δθ), px(θ + 3δθ), . . . } from which
the classical distance (63) can be determined. By fitting the
obtained statistical distance as a function of θ to the func-
tion (65), the classical statistical speed s[p(θ)] can be ob-
tained. This quantity provides a lower bound on (68) and
hence on (69) for any observable. In the case of an optimally
chosen observable the quantities coincide.
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E. Lower bounds from the evolution of mean values
A lower bound for the classical statistical speed (65) can be
obtained from the changes of the mean value of an arbitrary
observable M with θ. We show in Appendix J using the Ho¨lder
inequality that the classical Schatten speed is bounded from
below by
fα[p(θ)] ≥
∣∣∣∣ d〈M〉ρ(θ)dθ ∣∣∣∣
‖M − cI‖β , (75)
where 1/α + 1/β = 1, α, β ∈ (1,∞) and an arbitrary constant
c ∈ R. Since Fα[ρ(θ)] = max{Ex} fα[p(θ)] ≥ fα[p(θ)] [recall
Eqs. (65) and (68)] the bound also applies to the quantum sta-
tistical speed (69). This is in analogy to the bounds on the gen-
eralized quantum Fisher information presented in Sec. II B 4.
Notice, however, that in contrast to Eq. (20), the denominator
on the right-hand side does not depend on the probability dis-
tribution, and, in order to obtain the tightest possible bound,
the operator norm ‖M − cI‖β can be minimized by a suitable
choice of c which only depends on M. Hence, a bound for
Fα[ρ(θ)] can be found by observing the sensitivity of 〈M〉ρ(θ)
to changes of θ.
VI. QUANTUM STATISTICAL SPEED LIMITS FOR
SEPARABLE STATES
We have discussed different measures for the quantum sta-
tistical speed of arbitrary quantum states under any quantum
evolution. There exist upper bounds for the maximal attain-
able statistical speed by any quantum state for a fixed evolu-
tion. As was seen in Sec. III C, for the quantum Fisher infor-
mation and the trace speed, these bounds are given in terms
of the superoperator norm of the generator of the evolution,
induced by the trace norm [Eq. (45)]. Similarly, the maxi-
mal attainable quantum statistical speed for the Schatten norm
quantifiers (69) is given by their respective induced superop-
erator norms
Fα[ρ(θ)] ≤ sup
ρ(θ)
Fα[ρ(θ)] = ‖L‖α, (76)
where
‖L‖α := sup
ρ≥0
Trρ=1
‖L[ρ]‖α = sup
|Ψ〉
‖L[|Ψ〉〈Ψ|]‖α (77)
generalizes Eq. (43). All quantifiers of quantum statistical
speed discussed in this paper, i.e., the quantum Fisher infor-
mation (7) and the Schatten norms (69), which include the
trace speed as special case, are convex functions of the quan-
tum states. They will therefore assume their maximal values
for pure states. Notice that by (70) the limits for α > 1 repre-
sent bounds for the case α = 1.
These upper bounds can usually only be reached by en-
tangled states and a stricter limit on the quantum statistical
speed exists for separable states [4, 7, 90–92]. Determining
these bounds can be extremely useful to assess the potential
of quantum correlations, and to provide means to unambigu-
ously detect them.
A. Upper bounds on the quantum statistical speed for
separable states
A quantum state of an N-partite quantum system is fully
separable when it can be represented as a convex combination
of product states. If the phase shift is imprinted only locally
into the subsystems, i.e.,
ρsep(θ) =
∑
i
piρ
(i)
1 (θ) ⊗ · · · ⊗ ρ(i)N (θ), (78)
the quantum statistical speed limits for separable states are
given by
sup
ρsep
Fα[ρsep(θ)] = sup
Ψ1⊗···⊗ΨN
‖[L[Ψ1 ⊗ · · · ⊗ ΨN]‖α , (79)
where we used again the convexity property. Similarly, one
can determine speed limits for states that are k-separable or
separable in a specific partition [90, 91, 93]. One may go fur-
ther and investigate bounds for more general classes of corre-
lated quantum states [37].
Interestingly, for a pure state under Hamiltonian evolu-
tion all quantifiers of quantum statistical speed considered
here reduce to simple functions of the variance of H, re-
call Eqs. (31), (32) and (72). The bounds (79) for separa-
ble states under local Hamiltonians thus reduce to the corre-
sponding bounds on the variance which are well known. For
example, N-qubit states ρk that are k-separable, i.e., states in
which not more than k particles are entangled, obey the bound
[90, 91, 94]
max
ρk
(∆Jn)2ρk =
sk2 + r2
4
, (80)
where s = bNk c, r = N − sk, and the generating Hamiltonian
Jn is a sum of local qubit Hamiltonians. Combining this with
Eqs. (68) and (72), we obtain the bounds
Fα[ρk, Jn] ≤ sup
ρk
Fα[ρk, Jn] = 2
1−α
α
√
sk2 + r2 (81)
for the Schatten speed of order α of k-separable states. For
instance, with α = 1 and k = 1 we find that states whose trace
speed exceeds F1[ρ, Jn] =
√
N are necessarily entangled, i.e.,
they cannot be fully separable. These results can be easily
generalized beyond qubit systems.
These bounds represent necessary conditions for k-
separability, however, they are not violated by all entangled
states, not even all pure states [95]. One can further sharpen
these bounds and provide additional information on the micro-
scopic distribution of quantum correlations among the subsys-
tems by using state-dependent bounds. To be more specific,
let us define by A = {A1, · · · ,Al} a partition where the Ai
describe families of subsystems. We call states A-separable
if they do not exhibit quantum correlations among the sub-
systems in A, whereas quantum correlations can be present
within each of the Ai. For a Hamiltonian HA = ∑lk=1 Hk that
is local in the partition A, the variance of A-separable states
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ρA is bounded by [72, 92, 93]
(∆HA)2ρA ≤
l∑
k=1
(∆Hk)2ρA . (82)
This condition is in fact necessary and sufficient for separabil-
ity of all pure states, i.e., for each entangled pure state there
exists at least one Hamiltonian HA for which the bound is vio-
lated [92, 93]. Again, in combination with Eqs. (68) and (72),
we find the following bound forA-separable states:
Fα[ρA,HA] ≤ 2 1α
√√ l∑
k=1
(∆Hk)2ρA . (83)
If the operators Hk have a bounded spectrum, the local vari-
ances on the right-hand side may be further bounded using
Eq. (46).
For pure states under Hamiltonian evolutions all quantum
statistical speed measures are equivalent from the point of
view of entanglement detection, since in these cases all sep-
arability bounds are equivalent to the variance. For mixed
states, the hierarchies (29) and (70) show that the quantum
Fisher information is the most effective of all entanglement
witnesses considered. Among all Schatten measures of quan-
tum statistical speed, the trace speed detects the largest class
of entangled states.
The expression (79) enables us to explicitly determine the
separability bounds also for more general, possibly nonuni-
tary evolutions. These methods are expected to be especially
convenient for the Hilbert-Schmidt case α = 2, which can be
combined effectively with vectorization techniques.
Alternatively, one may combine the additivity and con-
vexity properties of the quantum Fisher information [3] with
Eq. (30) to derive separability bounds for a general local gen-
erator L = ∑Ni=1Li as
F2[ρsep(θ)] ≤ sup
ρsep
F2[ρsep(θ)]
≤
N∑
i=1
sup
|Ψi(θ)〉
F2[Ψi(θ)]
=
N∑
i=1
sup
|Ψi(θ)〉
F1[Ψi(θ)]2 =
N∑
i=1
‖Li‖21. (84)
In the case of local Hamiltonian evolutions we recover the
well-known bounds [2–4] with Eq. (49).
Using Eq. (50) we obtain that separable states under a local
non-Hermitian Hamiltonian evolution with Heff =
∑N
i=1 Hi,eff
have a maximal quantum Fisher information of
F2[ρsep,Heff] ≤ 4
N∑
i=1
min
ri∈R
‖Hi,eff − riI‖2∞. (85)
B. Relation to quantum speed limits
Quantum speed limits have been investigated extensively in
the literature, originally motivated by searches for a quantita-
tive energy-time uncertainty relation [29, 96–99]. Recently,
these approaches have been generalized to nonunitary quan-
tum evolutions and open systems [30–32, 100, 101]. Follow-
ing a general geometric approach [16, 30, 32], the length of a
curve between two quantum states ρ(0), ρ(τ), parametrized by
the dynamical evolution [0, τ] 3 t 7−→ ρ(t), is given in terms
of the quantum statistical speed S as
l[ρ(0), ρ(τ)] =
∫ τ
0
dtS [ρ(t)]. (86)
The shortest possible length lgd is achieved for a geodesic
evolution ρ(t). The inequality lgd[ρ(0), ρ(τ)] ≤ l[ρ(0), ρ(τ)]
is sometimes referred to as a geometric quantum speed limit
[30, 32, 101]. If the geodesic distance lgd associated with the
metric defined by S is known, as is the case, e.g., for the quan-
tum Fisher information F2 [16], this can be used to derive fun-
damental bounds on the required time to evolve from one state
to another [30, 32, 101].
We have identified limits for the quantum statistical speed
(recall also Sec. III C) of two families of speed measures
(S = Fα and S = Fα), which lead to upper bounds on the
right-hand side of Eq. (86). In multipartite systems, separa-
ble quantum states are unable to saturate these bounds and
we further derived speed limits for separable quantum states
(Sec. VI A). The determination of the geodesic distance for
the metrics induced by these measures of quantum statistical
speed, however, remains open for future investigations.
VII. APPLICATIONS AND INTERPRETATIONS OF THE
TRACE SPEED
Entanglement is considered a key resource for quantum in-
formation theory. However, in many cases, a clear identifi-
cation of the technological advantage provided by entangled
states is far from obvious. Usually, not all entangled states
can lead to the desired quantum gain and the set of useful
states depends on the task at hand. For example, not all en-
tangled states are recognized as such by the quantum Fisher
information; it only recognizes those states that are useful for
quantum metrology [4]. The trace speed (26), in turn, being
a lower bound to the quantum Fisher information [Eq. (29)],
while exhibiting an equivalent separability bound (Sec. VI),
recognizes only a subset of the states that are useful for quan-
tum metrology. This raises the question if there exists a quan-
tum technology for which the trace speed emerges as a natural
measure and therefore identifies those states that are useful for
this specific task. In this section we discuss two possible tech-
nologies for which entangled states characterized by the trace
speed are useful.
A. Pairwise distinguishability of quantum states
The trace distance allows for a natural interpretation in
terms of the distinguishability of two quantum states by a sin-
gle optimal measurement [10, 11, 60]. In this scheme, Alice
prepares one of two states ρ or σ with equal probability and
sends it to Bob, who tries to determine which of the two states
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he received with an optimal measurement. It can be shown
that the probability for Bob to successfully identify the cor-
rect state is given by [11]
P =
1 + D1(ρ, σ)
2
, (87)
where D1(ρ, σ) was defined in Eq. (22). The result can be gen-
eralized to include a bias towards one of the two states (see,
e.g., Ref. [102]). In any case, this scheme relies on the prior
information about the two possible states and their probabil-
ities. Its intrinsic Bayesian nature and its restriction to two
states mark the difference from other tasks related to the dis-
tinguishability of quantum states, such as the one presented in
Ref. [16], whose interpretation is linked to the Bures distance
rather than the trace distance.
Based on this interpretation we can imagine a quantum
game whose figure of merit directly links to the trace speed.
Picture, for instance, that Alice tries to send a binary mes-
sage to Bob, where each bit is encoded in one of two quantum
states. Alice prepares the two states by manipulating one of
two identical copies of the same initial state during an evolu-
tion time θ. She then sends the unchanged initial state ρ(0)
to transmit the information 0 and the evolved states ρ(θ) for
1. Ideally, she would try to make ρ(θ) orthogonal to ρ(0), in
which case Bob’s probability (87) to read the message cor-
rectly reaches one. If, however, for some reason, Alice’s
preparation device only allows for small evolution times θ, a
high trace speed of ρ(θ) becomes crucial to minimize Bob’s er-
ror. In this case, only the entanglement recognized by F1[ρ(θ)]
helps Alice to generate pairs of states that are more easily dis-
tinguishable than any pair that could be created from an ini-
tially separable state.
B. Median-unbiased quantum phase estimation
The main objective of the quantum theory of phase esti-
mation is the minimization of the variance between the esti-
mated and actual value of a parameter of interest. The vari-
ance is a natural cost function for mean-unbiased estimators
and Gaussian distributions. In most practical cases these con-
cepts apply, enforced by the central limit theorem. Mean-
unbiased phase estimation is, however, just one of the pos-
sible strategies to point estimation and in some situations it
can be beneficial to consider different concepts of unbiased-
ness [103–105]. Furthermore, the variance may not exist, in
which case the central limit theorem does not apply; an exam-
ple of particular relevance in physics is the Lorentz (Cauchy)
distribution. In these cases, alternative measures of statistical
dispersion besides the variance are more natural. These alter-
native cost functions, in turn, lead to different analogs of the
Crame´r-Rao bound [62, 63, 106, 107]; recall also the Barankin
bounds which were discussed in Sec. II B 3. In this section we
discuss the example of median-unbiased phase estimation and
use our results on the trace speed to introduce a corresponding
quantum bound which can be saturated by an optimal quantum
measurement.
Let us consider an estimator θest(x) for θ as a function of a
random variable x with the continuous probability distribution
px(θ). We denote by gθest (y|θ) the probability for the estimator
θest to take on the value y. An estimator θest is median unbiased
if θ coincides with the median of gθest , i.e.,
1
2
=
∫ θ
−∞
dygθest (y|θ) =
∫
{x: θest(x)≤θ}
dxpx(θ). (88)
A median-unbiased estimator thus balances the frequency of
over- and underestimation. In contrast to mean-unbiased esti-
mators, median-unbiased estimators are invariant under one-
to-one transformations: If θest is median unbiased for θ then
f (θest) is median unbiased for f (θ) for injective functions f .
It is easy to verify that median-unbiased estimators minimize
the mean absolute deviation
∫
dx|θest(x) − θ|px(θ), whereas
mean-unbiased estimators minimize the variance. The mean
absolute deviation therefore offers a natural cost function for
median-unbiased estimators. However, a general Crame´r-
Rao-type bound cannot be derived for this function [106, 107];
recall also that the Barankin bounds (19) do not apply for
β = 1. Instead, a suitable bound can be obtained based on
an analog of the central limit theorem for the sample median.
Let us therefore first recall the standard form of the central
limit theorem (see, e.g., Ref. [105]): Let x be a random vari-
able with probability density px(θ) with mean θ and variance
σ2. The distribution of sample-mean values obtained from
random samples of fixed size m asymptotically (for many re-
peated samples of fixed size m) approaches a normal distri-
bution with center θ and variance σ2/m. From the standard
deviation of the sample-mean distribution, we identify σ as a
natural cost function. Now let us consider the following vari-
ation of the above theorem for the sample median (see, e.g.,
Theorem 11.2.8 in Ref. [105]): Let x be a random variable
with probability density px(θ) with median θ. The distribu-
tion of sample-median values obtained from random samples
of fixed size m asymptotically approaches a normal distribu-
tion with center θ and variance 1/4mpθ(θ)2. Here the standard
deviation of the sample median leads to 1/2pθ(θ), which has
been suggested as a natural quantifier of statistical dispersion
in this context [106, 107].
Based on the above reasoning, we employ the quantity
1/2gθest (θ|θ) as a measure of dispersion for median-unbiased
estimators. For any median-unbiased estimator θest the fol-
lowing holds [63] (see Refs. [107, 108] for further generaliza-
tions):
1
2gθest (θ|θ)
≥ 1
f1[p(θ)]
, (89)
where f1[p(θ)] is the generalized Fisher information (16) for
α = 1.
To summarize, if θest(x1, . . . , xm) is a median-unbiased es-
timator for the parameter θ, obtained from a sample of m
events, we obtain a statistical distribution of θest described by
the probability density gθest (y|θ) whose median is θ. Repeating
the estimation n  1 times (each time with a fixed sample
size of m) leads to a statistical distribution of the medians,
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which is normal and has a variance of 1/4mgθest (θ|θ)2. The
quantity 12gθest (θ|θ) thus quantifies the uncertainty of the estima-
tion. According to Eq. (89), the ultimate precision bound for
median-unbiased estimators is given by 1f1[p(θ)] .
Going further, we may assume that the parameter θ is im-
printed in a quantum state ρ(θ) and thus the obtained proba-
bility distributions depend on the choice of quantum measure-
ment. Using Eq. (26), we can now define the quantum bound
associated with the classical bound (89) as
1
2gθest (θ|θ)
≥ 1
max{Ex} f1[p(θ)]
=
1
F1[ρ(θ)]
. (90)
We emphasize again that this bound is saturable by an opti-
mal measurement. This relation reveals the fundamental rele-
vance of the trace speed for median-unbiased quantum phase
estimation protocols: The trace speed determines the preci-
sion bounds for median-unbiased quantum phase estimation
in analogy to the role of the quantum Fisher information in
the standard quantum Crame´r-Rao bound (9).
We can further deduce that there exist limits for the pre-
cision of median-unbiased quantum phase estimation when
only classically correlated states are available as resources.
The subset of entangled states which is recognized as such by
the separability criterion of the trace speed [states that violate
Eq. (81) for α = 1] defines the set of useful entangled states
for this specific technological task.
VIII. CONCLUSIONS
We have shown that the family of Schatten norm distance
and speed is accessible by an optimal quantum measurement
from the classical probability distributions which are observ-
able in experiments. This family includes the trace speed (26)
as a case of particular interest, which can be rigorously linked
to the quantum Fisher information. This link is provided
by introducing the generalized Fisher information which pro-
duces the trace distance and the quantum Fisher information
as special cases. We have further shown that the generalized
quantum Fisher information for all 1 ≤ α ≤ 2 reduces to the
variance for pure states and we identified an optimal measure-
ment strategy which involves only two projectors and does not
depend on the value of the phase θ. The Schatten speed quan-
tifiers further allow for a determination of upper bounds for
the statistical speed under arbitrary evolutions using induced
superoperator norms. This can be used to derive bounds on the
statistical speed of separable states leading to experimentally
accessible entanglement witnesses, following methods simi-
lar to those reported in Ref. [6]. Moreover, the Schatten speed
provides computable bounds for the quantum Fisher informa-
tion.
Besides the well-known aspect of parameter sensitivity, the
concept of statistical speed is also intimately related to the
concept of asymmetry. To assess asymmetry, the variations of
a given state under a generator of transformations are quanti-
fied [40]. The Schatten speed introduced here thus provides a
family of observable asymmetry quantifiers, providing direct
links to multipartite entanglement. This has been pointed out
in Refs. [8, 89] for the case α = 2, where the Hilbert-Schmidt
norm was measured directly by letting two identical copies
of the system interfere. Our results suggest that a potentially
more powerful entanglement witness can be obtained, e.g., by
extracting the trace speed from the measurement statistics, in-
volving only a single copy of the system.
In the recent literature a series of quantum speed limits have
been derived [29–32]. These are bounds on the required time
to evolve from one state to another and are expressed as an
integral over the statistical speed along a trajectory in state
space. The results presented in this article can be used in this
context, giving rise to a family of experimentally accessible
quantum speed measures with a geometric interpretation.
An important unsettled question in quantum information
theory concerns the precise role of entanglement for quantum
technologies. It is well known that entanglement does not pro-
vide a universal resource for all tasks of quantum information
science. By identifying specific witnesses of entanglement as
the figure of merit for specific technological tasks, it becomes
possible to characterize the set of entangled quantum states
that are useful for this particular task, thereby shedding light
onto this question. The quantum Fisher information achieves
this for the case of quantum metrology [4]. The trace speed
recognizes a smaller set of entangled states. We have dis-
cussed two possible technological interpretations for the trace
speed, related to the pairwise distinguishability of parametri-
cally prepared quantum states and to median-unbiased quan-
tum phase estimation, respectively. A trace speed above the
classical limit therefore defines a necessary and sufficient cri-
terion for useful entanglement for these tasks.
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Appendix A: Proof of Eq. (11)
In this appendix we prove that the distance (10) obeys the
following ordering (dα(p, q))α ≤ (dβ(p, q))β for α ≥ β.
We first show that for a, b ≥ 0, n ∈ R, and n ≥ 1
|a − b|n ≤ |an − bn|. (A1)
To this end, we demonstrate that
(1 − p)n ≤ 1 − pn (A2)
holds for arbitrary 0 ≤ p ≤ 1, n ∈ R, and n ≥ 1. For n = 1
the statement is trivial. For n > 1, the function f (p) = 1 −
pn − (1− p)n with domain p ∈ [0, 1] has a unique maximum at
p = 1/2. This can be seen from the derivative f ′(p) = n[(1 −
p)n−1 − pn−1], which is positive for p ∈ [0, 12 ), zero at p = 12 ,
and negative for p ∈ ( 12 , 1]. The second derivative f ′′(p) =
−n(n−1)[(1− p)n−2 + pn−2] < 0 confirms the maximum. Since
f (p) is monotonically increasing in the interval p ∈ [0, 12 ) and
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symmetric about the maximum, f (p) = f (1 − p), we have
f (p) ≥ f (0) = 0 for all p ∈ [0, 1] and Eq. (A2) follows.
Next we consider a ≥ b > 0 [in the cases where one or both
variables are zero, Eq. (A1) holds trivially] and use Eq. (A2)
with p = b/a. We obtain(
1 − b
a
)n
≤ 1 −
(
b
a
)n
. (A3)
Multiplying both sides by an yields (a − b)n ≤ an − bn. In the
case of b ≥ a we employ p = a/b and obtain (b − a)n ≤ bn−an.
This completes the proof of Eq. (A1). By replacing a → a 1n
and b → b 1n in Eq. (A1), we find that the reverse inequality
holds for n ≤ 1.
We now apply Eq. (A1) with a = p
1
α
x , b = q
1
α
x and n = α/β,
where α ≥ β ≥ 1. We obtain∣∣∣∣∣p 1αx − q 1αx ∣∣∣∣∣α ≤ ∣∣∣∣∣p 1βx − q 1βx ∣∣∣∣∣β . (A4)
Summation over x yields the ordering relation (11) of the
(dα(p, q))α. This generalizes the relation between Hellinger
and Kolmogorov distances [10], which is recovered for α = 2
and β = 1.
Appendix B: Proof of Eq. (18)
We first recall a general ordering relation for absolute mo-
ments. For β ≥ α ≥ 0, a probability distribution px, and an
arbitrary function ϕx, the following holds:∑
x
px|ϕx|α

1
α
≤
∑
x
px|ϕx|β

1
β
. (B1)
This inequality follows from Jensen’s inequality, which states
that h(
∑
x pxgx) ≤ ∑x pxh(gx) for an arbitrary function gx and
a convex function h. Equation (B1) can be obtained by apply-
ing Jensen’s inequality for the mean value of gx = |ϕx|α with
the convex function h(y) = y
β
α , where β > α.
The ordering relation (18) for the generalized Fisher in-
formation now follows from Eq. (B1) for px = px(θ) and
ϕx =
∂
∂θ
log px(θ) [61].
Appendix C: Proof of Eq. (20)
Ho¨lder’s inequality states that for p, q ∈ (1,∞) and 1/p +
1/q = 1, the following holds:
∑
x
| fxgx| ≤
∑
x
| fx|p

1
p
∑
x
|gx|q

1
q
. (C1)
To prove Eq. (20), we use |∑x fxgx| ≤ ∑x | fxgx| and then
apply Ho¨lder’s inequality (C1) with fx = (mx − g(θ))px(θ) 1p
and gx = px(θ)
− 1p dpx(θ)
dθ for p = β and q = α. The claim follows
after noticing that
∑
x fxgx =
∑
x(mx−g(θ)) dpx(θ)dθ = d〈M〉ρ(θ)dθ , due
to
∑
x g(θ)
dpx(θ)
dθ = g(θ)
d
dθ
∑
x px(θ) = 0 [3].
The moments in the denominator on the right-hand side of
Eq. (20) are furthermore ordered according to Eq. (B1).
Appendix D: Proof of Eq. (26)
In this appendix, we prove Eq. (26), which demonstrates
that the diagram in Fig. 1 commutes for the trace distance.
We first notice that for any Hermitian operator X = X†,
max
{Ex}
∑
x
|Tr{ExX}| = Tr|X|. (D1)
To prove this, we use the spectral decomposition of X, sepa-
rating positive and negative eigenvalues as
X =
∑
λi>0
λi|λi〉〈λi|︸         ︷︷         ︸
X+
+
∑
λi<0
λi|λi〉〈λi|︸         ︷︷         ︸
X−
= X+ + X−, (D2)
where X+ and −X− are positive operators [10]. This decompo-
sition is also known as the Jordan-Hahn decomposition. No-
tice that |X| = X+ − X−. We now have
|Tr{ExX}| = |Tr{ExX+}︸     ︷︷     ︸
≥0
+ Tr{ExX−}︸     ︷︷     ︸
≤0
|
≤ |Tr{ExX+}︸     ︷︷     ︸
≥0
−Tr{ExX−}︸       ︷︷       ︸
≥0
|
= |Tr{Ex|X|}|
= Tr{Ex|X|}. (D3)
Carrying out the sum over x, we obtain, using
∑
x Ex = I,∑
x
|Tr{ExX}| ≤ Tr|X|. (D4)
Choosing a POVM with projectors E+ =
∑
λi>0 |λi〉〈λi| and
E− =
∑
λi<0 |λi〉〈λi|, we obtain∑
x
|Tr{ExX}| = |Tr{E+X}| + |Tr{E−X}| = Tr|X|. (D5)
We would obtain the same result for a measurement employ-
ing the rank-1 projectors Ei = |λi〉〈λi|. Thus, the upper bound
is achievable by an optimal projective measurement. This
proves the statement (D1). This result can be generalized to
include the full class of Schatten norms, as will be done in
Appendix I.
Optimizing now Eq. (25) with px(θ) = Tr{Exρ(θ)}, we find
max
{Ex}
f1[p(θ)] = max{Ex}
∑
x
∣∣∣∣∣∂px(θ)∂θ
∣∣∣∣∣
= max
{Ex}
∑
x
∣∣∣∣∣Tr{Ex dρ(θ)dθ }
∣∣∣∣∣
= Tr
∣∣∣∣∣dρ(θ)dθ
∣∣∣∣∣ . (D6)
In the last step we used Eq. (D1), based on the fact that the
operator dρ(θ)/dθ is Hermitian.
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Appendix E: Proof of Eq. (30)
We now show that the bound (29) for the quantum Fisher
information by the trace speed is saturated by arbitrary pure
states for generic evolutions [Eq. (30)]. This can be seen
by using the correspondence of trace distance and fidelity for
pure states. The inequality [9]
D1(ρ, σ) ≤
√
1 − F (ρ, σ)2 (E1)
becomes an equality when ρ and σ are pure states [76]. In
this case, we can express the trace distance as a function of
the Bures distance. We insert [recall the definition (4)]
F (Ψ, φ)2 = (1 − D22(Ψ, φ))2 (E2)
into Eq. (E1) and obtain
D1(Ψ, φ) = D2(Ψ, φ)
√
2 − D22(Ψ, φ), (E3)
where Ψ = |Ψ〉〈Ψ| and φ = |φ〉〈φ| are pure states. Introducing
a parametric family of pure states Ψ(θ) = |Ψ(θ)〉〈Ψ(θ)| and
using
D2(Ψ(θ0 + θ),Ψ(θ0)) = S 2[Ψ(θ0)]θ + O(θ2), (E4)
we obtain
D1(Ψ(θ0 + θ),Ψ(θ0)) = S 2[Ψ(θ0)]θ
√
2 − S 22[Ψ(θ0)]θ2 + O(θ2)
=
√
2S 2[Ψ(θ0)]θ + O(θ2). (E5)
By comparison with
D1(Ψ(θ0 + θ),Ψ(θ0)) = S 1[Ψ(θ0)]θ + O(θ2), (E6)
we find that S 1[Ψ(θ0)] =
√
2S 2[Ψ(θ0)], which, using Eqs. (24)
and (5) finally yields Eq. (30).
We further show that the two coinciding quantum val-
ues (30) are obtained by the same optimal measurement,
i.e., that the maxima in Eqs. (26) and (7), respectively, are
achieved by the same POVM. The first hint that this must be
the case is given by the inequality (29), which can only be
saturated if the maximal POVMs coincide. To confirm this
explicitly, recall that the maximum in Eq. (26) is obtained by
projectors onto the eigenstates of dΨ(θ)dθ . Generally, the opti-
mal measurement to achieve the maximum (7) is given by the
projectors onto the eigenstates of the symmetric logarithmic
derivative Lθ [1], defined in Eq. (6). For a pure state we may
write Ψ(θ)2 = Ψ(θ), leading to
dΨ(θ)
dθ
=
dΨ(θ)2
dθ
=
dΨ(θ)
dθ
Ψ(θ) + Ψ(θ)
dΨ(θ)
dθ
. (E7)
In comparison with the definition (6), one observes that Lθ =
2 dΨ(θ)dθ for pure states. This implies that the eigenstates of Lθ
coincide with those of dΨ(θ)dθ , and indeed the same measure-
ment is optimal for both cases.
Appendix F: Proof of Eq. (35)
Here we derive the trace speed for a pure state subject to
a non-Hermitian time evolution (34). In the first steps of the
following derivation we employ methods similar to those used
in Ref. [73] for a proof of Eq. (32). For a pure state, the trace
speed reads
F1[Ψ,H − iΓ] =
∥∥∥∥∥∂|Ψ〉〈Ψ|∂θ
∥∥∥∥∥
1
=
∥∥∥Heff |Ψ〉〈Ψ| − |Ψ〉〈Ψ|H†eff∥∥∥1
= ‖|Φ′〉〈Ψ| − |Ψ〉〈Φ′|‖1, (F1)
where |Φ′〉 = Heff |Ψ〉. We have 〈Φ′|Φ′〉 = 〈Ψ|H†effHeff |Ψ〉, and
the unit vector
|Φ〉 = |Φ
′〉√〈Φ′|Φ′〉 . (F2)
Hence,∥∥∥∥∥∂|Ψ〉〈Ψ|∂θ
∥∥∥∥∥
1
=
√
〈Ψ|H†effHeff |Ψ〉‖|Φ〉〈Ψ| − |Ψ〉〈Φ|‖1. (F3)
The matrix under the norm is rank 2 and anti-Hermitian and
can thus be diagonalized analytically. To do this, let us ex-
pand the unit vector |Φ〉 in terms of |Ψ〉 and some orthonormal
vector |Ψ⊥〉, as
|Φ〉 = c1|Ψ〉 + c2|Ψ⊥〉. (F4)
It holds 〈Φ|Φ〉 = |c1|2 + |c2|2 = 1 and
c1 = 〈Ψ|Φ〉 = 〈Ψ|Φ
′〉√〈Φ′|Φ′〉 =
〈Ψ|Heff |Ψ〉√
〈Ψ|H†effHeff |Ψ〉
. (F5)
We thus have
|Φ〉〈Ψ| − |Ψ〉〈Φ| = (c1 − c∗1)|Ψ〉〈Ψ| + c2|Ψ⊥〉〈Ψ| − c∗2|Ψ〉〈Ψ⊥|.
(F6)
Determining the trace norm of the operator corresponds to
finding the singular values of the matrix
X =
(
2iIm(c1) −c∗2
c2 0
)
. (F7)
These, in turn, correspond to the square roots of the eigenval-
ues of the matrix
X†X = −XX =
(
4Im(c1)2 + |c2|2 2ic∗2Im(c1)
2ic2Im(c1) |c2|2.
)
(F8)
Straightforward diagonalization yields
‖X‖1 = Tr
√
X†X
=
√
|c2|2 + 2Im(c1)2 − 2Im(c1)
√
|c2|2 + Im(c1)2
+
√
|c2|2 + 2Im(c1)2 + 2Im(c1)
√
|c2|2 + Im(c1)2.
(F9)
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Inserting
|c2|2 = 1 − |c1|2 = 1 − Im(c1)2 − Re(c1)2 (F10)
into the preceding line yields
‖X‖1 =
∣∣∣∣ √1 − Re(c1)2 − Im(c1)∣∣∣∣ + ∣∣∣∣ √1 − Re(c1)2 + Im(c1)∣∣∣∣ .
(F11)
We further notice that
Re(c1) =
〈Ψ|H|Ψ〉√
〈Ψ|H†effHeff |Ψ〉
(F12)
and
Im(c1) = − 〈Ψ|Γ|Ψ〉√
〈Ψ|H†effHeff |Ψ〉
. (F13)
This allows us to write the trace speed as
F1[Ψ,H − iΓ] =
√
〈Ψ|H†effHeff |Ψ〉‖X‖1 (F14)
=
∣∣∣∣∣ √〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2 + 〈Ψ|Γ|Ψ〉∣∣∣∣∣
+
∣∣∣∣∣ √〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2 − 〈Ψ|Γ|Ψ〉∣∣∣∣∣ .
Next consider that
0 ≤ 〈Ψ|(Heff − 〈Ψ|Heff |Ψ〉)†(Heff − 〈Ψ|Heff |Ψ〉)|Ψ〉
= 〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|Heff |Ψ〉∗〈Ψ|Heff |Ψ〉
− 〈Ψ|Heff |Ψ〉〈Ψ|Heff |Ψ〉∗ + 〈Ψ|Heff |Ψ〉∗〈Ψ|Heff |Ψ〉
= 〈Ψ|H†effHeff |Ψ〉 − |〈Ψ|Heff |Ψ〉|2. (F15)
Furthermore,
|〈Ψ|Heff |Ψ〉|2 = |〈Ψ|H|Ψ〉|2 + |〈Ψ|Γ|Ψ〉|2. (F16)
Hence, we find√
〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2
=
√
〈Ψ|H†effHeff |Ψ〉 − |〈Ψ|Heff |Ψ〉|2 + 〈Ψ|Γ|Ψ〉2
≥
√
〈Ψ|Γ|Ψ〉2 = |〈Ψ|Γ|Ψ〉| ≥ ±〈Ψ|Γ|Ψ〉. (F17)
This allows us to remove the absolute values in Eq. (F14),
leading to
F1[Ψ,H − iΓ] = 2
√
〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2. (F18)
Appendix G: Proof of Eq. (50)
In this appendix we determine the maximum trace speed for
non-Hermitian evolutions (50). Due to convexity, the maxi-
mum will be attained by a pure state. Hence
sup
ρ
F1[ρ,H − iΓ] = 2 sup
|Ψ〉
√
〈Ψ|H†effHeff |Ψ〉 − 〈Ψ|H|Ψ〉2.
(G1)
Thus, we write using (36)
sup
ρ
F1[ρ,H − iΓ] ≤ 2 sup
|Ψ〉
√
〈Ψ|(Heff − rI)†(Heff − rI)|Ψ〉
= 2 sup
|Ψ〉
‖(Heff − rI)|Ψ〉‖l2
= 2‖Heff − rI‖∞, (G2)
where ‖|ϕ〉‖l2 =
√〈ϕ|ϕ〉 is the (Euclidean) l2-norm and ‖X‖∞ =
σmax(X) is the operator norm, given by the largest singular
value. Since the above result holds for arbitrary r, we can
further minimize the expression with respect to r, leading to
Eq. (50).
Determining the r which minimizes the expression can,
however, be a nontrivial task. The operator norm ‖Heff − rI‖∞
is given by the maximum singular value of Heff − rI, i.e., the
square root of the maximum eigenvalue of
(Heff − rI)†(Heff − rI) = (H − rI)2 + Γ2. (G3)
Let us first consider the case H = 0. In this case we obtain
min
r
‖Heff − rI‖∞ = min
r
√
λmax(Γ)2 + r2 = |λmax(Γ)|. (G4)
Even for H , 0, we could invoke the triangle inequality to
derive the simple general upper bound
min
r
‖Heff − rI‖∞ = min
r
‖H − iΓ − rI‖∞
≤ ‖H‖∞ + min
r
‖Γ − rI‖∞
= |λmax(H)| + |λmax(Γ)|. (G5)
This bound can usually be improved. In fact, for Γ = 0 we
know that Eq. (49) provides a sharper bound for Eq. (50) than
the above expression.
Let us illustrate a more general scenario with the 2× 2 case
for [H,Γ] = 0, which corresponds to a qubit subject to de-
phasing. The two eigenvalues of (H − rI)2 + Γ2 are given by
(λi(H) − r)2 + λi(Γ)2 (G6)
for i ∈ {max,min}. As a function of r they describe two
positive parabolas, with minima at λmax(H) and λmin(H), re-
spectively. If the larger of the two minima, i.e., λmax(Γ)2,
is larger than the entire smaller parabola, i.e., λmax(Γ)2 ≥
(λmin(H) − r)2 + λmin(Γ)2 for all r, we can identity |λmax(Γ)| as
the minimal operator norm. If this is not the case, the largest
eigenvalue after minimizing over r is given by the value of the
two parabolas at their crossing point at
r0 =
λmax(H) + λmin(H)
2
+
λmax(Γ)2 − λmin(Γ)2
2(λmax(H) − λmin(H)) . (G7)
This value is given by
y0 =
λmax(Γ)2 + λmin(Γ)2
2
+
(λmax(Γ)2 − λmin(Γ)2)2
4(λmax(H) − λmin(H))2
+
(λmax(H) − λmin(H))2
4
. (G8)
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Since y0 ≥ λmax(Γ)2, we have
min
r
‖Heff − rI‖∞ ≤ √y0. (G9)
For Γ = 0 we recover Eq. (49) by inserting this result into
Eq. (50).
Appendix H: Optimal quantum measurement for pure states
For pure states |Ψ(θ)〉 under unitary evolution and projective
measurements {E(x) = |x〉〈x|}x, we obtain px(θ) = |〈x|Ψ(θ)〉|2.
This leads to
∂px(θ)
∂θ
= 〈x|dΨ(θ)
dθ
|x〉
= −i〈x|H|Ψ(θ)〉〈Ψ(θ)|x〉 + i〈x|Ψ(θ)〉〈Ψ(θ)|H|x〉
= 2Im(〈x|H|Ψ(θ)〉〈Ψ(θ)|x〉). (H1)
Inserting these results into Eq. (16), the generalized Fisher
information can be written as
fα[p(θ)] =
∑
x
px(θ)
∣∣∣∣∣ 1px(θ) ∂px(θ)∂θ
∣∣∣∣∣α
= 2α
∑
x
|〈x|Ψ(θ)〉|2
∣∣∣∣∣∣Im
( 〈x|H|Ψ(θ)〉
〈x|Ψ(θ)〉
)∣∣∣∣∣∣α . (H2)
We point out that this corresponds to the absolute moments
of order α of the imaginary parts of the weak values for
the observable H with initial state |Ψ(θ)〉 and final states |x〉
[109]. Consequently, the generalized quantum Fisher infor-
mation (51) can be interpreted as the maximum of this quan-
tity over all sets of final states.
An optimal quantum measurement which maximizes
Eq. (51) for 1 ≤ α ≤ 2 is achieved by the projectors onto
dΨ(θ)
dθ . We now explicitly construct such a measurement and
demonstrate that it achieves the value (53) for all α. Recall
from Eq. (F3) that this operator is of rank 2; thus only two
projectors will be needed. Here we consider unitary evolution,
generated by the Hamiltonian H. From Eq. (F5) it follows, for
Heff = H, that c1 − c∗1 = 0 and hence, with Eq. (F6),
dΨ(θ)
dθ
∣∣∣∣∣
θ=θ0
= −iH|Ψ〉〈Ψ| + i|Ψ〉〈Ψ|H
= −i
√
〈Ψ|H2|Ψ〉(c2|Ψ⊥〉〈Ψ| − c∗2|Ψ〉〈Ψ⊥|), (H3)
with |Ψ〉 = |Ψ(θ0)〉. The eigenstates of dΨ(θ)dθ are given by
|ϕ±〉 = 1√
2
(|Ψ〉 ± ieiφ|Ψ⊥〉), (H4)
where c2 = |c2|eiφ. For the specific choice of projectors {E+ =
|ϕ+〉〈ϕ+|, E− = |ϕ−〉〈ϕ−|}, we obtain 〈ϕ±|Ψ〉 = 1√2 and
〈ϕ±|H|Ψ〉
〈ϕ±|Ψ〉 = 〈Ψ|H|Ψ〉 ∓ ie
−iφ〈Ψ⊥|H|Ψ〉. (H5)
Using
c2 =
〈Ψ⊥|H|Ψ〉√〈Ψ|H2|Ψ〉 (H6)
and |c2| =
√
1 − |c1|2 =
√
1 − 〈Ψ|H|Ψ〉2〈Ψ|H2 |Ψ〉 [recall Eqs. (F4)
and (F5)], we obtain
e−iφ
√
〈Ψ⊥|H|Ψ〉 = e−iφc2
√
〈Ψ|H2|Ψ〉 = |c2|
√
〈Ψ|H2|Ψ〉
=
√
〈Ψ|H2|Ψ〉 − 〈Ψ|H|Ψ〉2 = (∆H)|Ψ〉. (H7)
Inserting this into Eq. (H5) yields∣∣∣∣∣∣Im
( 〈ϕ±|H|Ψ〉
〈ϕ±|Ψ〉
)∣∣∣∣∣∣ = (∆H)|Ψ〉. (H8)
From Eq. (H2) we now obtain the generalized Fisher informa-
tion at θ = θ0 as
fα[p(θ)] =
(
2(∆H)|Ψ〉
)α . (H9)
Comparison with Eq. (53) and the definition (51) shows that
the measurement is optimal for 1 ≤ α ≤ 2. This measurement
still achieves Eq. (53) for other values of α, but in these cases
its optimality is not proven. The states |ϕ±〉 can be written in
terms of H and |Ψ〉 by introducing the state |Ψ˜〉 = eiφ|Ψ⊥〉 [see
Eq. (55)].
Appendix I: Proof of Eq. (67)
First we generalize the result (D1) to arbitrary Schatten
norms with α ≥ 1. For an arbitrary Hermitian operator X,
we have
max
{Ex}
∑
x
|Tr{ExX}|α = Tr|X|α. (I1)
The proof is similar to the one presented in Appendix D,
with an additional step involving the Ho¨lder inequality. We
make use of the Jordan-Hahn decomposition (D2) of X =∑
i λi|ϕi〉〈ϕi| = X+ + X− [10], obtaining∑
x
|Tr{ExX}|α ≤
∑
x
|Tr{Ex|X|}|α
=
∑
x
(Tr{Ex(X+ − X−)})α
=
∑
x
∑
i
|λi|〈ϕi|Ex|ϕi〉
α . (I2)
Using the Ho¨lder inequality (C1) with fi = |λi|〈ϕi|Ex|ϕi〉 1α ,
gi = 〈ϕi|Ex|ϕi〉1− 1α and q = α [thus p = α/(α − 1)] yields
∑
i
|λi|〈ϕi|Ex|ϕi〉 ≤
∑
i
|λi|α〈ϕi|Ex|ϕi〉

1
α
∑
i
〈ϕi|Ex|ϕi〉
1−
1
α
︸                 ︷︷                 ︸
=1
,
(I3)
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for α > 1, whereas for α = 1 equality holds trivially. Inserting
this result into Eq. (I2), we find∑
x
|Tr{ExX}|α ≤
∑
x
∑
i
|λi|α〈ϕi|Ex|ϕi〉 (I4)
=
∑
x
Tr{Ex|X|α} (I5)
= Tr|X|α (I6)
for arbitrary POVMs.
By choosing, e.g., a POVM which contains the projec-
tors Ex = |ϕx〉〈ϕx|, we obtain Tr{ExX} = λx and hence∑
x |Tr{ExX}|α = ∑x |λx|α = Tr|X|α. This shows that the up-
per bound can be reached by an optimal POVM and proves
Eq. (I1).
Using Eq. (I1) with X = ρ − σ yields Eq. (67). Similarly,
we can use X = dρ(θ)/dθ to prove Eq. (68). This verifies that
the diagram in Fig. 1 commutes for the Schatten norms of all
α.
Appendix J: Proof of Eq. (75)
The proof for Eq. (75) is similar to the one presented in Ap-
pendix C. The statement follows analogously using Ho¨lder’s
inequality (C1) with fx =
dpx(θ)
dθ and gx = mx − c for p = α,
q = β, where the mx are the eigenvalues of the observable
M. The constant c ∈ R may be a function of θ but must be
independent of x.
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