This paper presents a method for inducing a context-sensitive conditional probability context-free grammar from an unlabeled bracketed corpus using local contextual information and describes a natural language parsing model which uses a probabilitybased scoring function of the grammar to rank parses of a sentence. This method uses clustering techniques to group brackets in a corpus into a number of similar bracket groups based on their local contextual information. From the set of these groups, the corpus is automatically labeled with some nonterminal labels, and consequently a grammar with conditional probabilities is acquired. Based on these conditional probabilities, the statistical parsing model provides a framework for nding the most likely parse of a sentence. A number of experiments are made using EDR corpus and Wall Street Journal corpus. The results show that our approach achieves a relatively high accuracy: 88 % recall, 72 % precision and 0.7 crossing brackets per sentence for sentences shorter than 10 words, and 71 % recall, 51 % precision and 3.4 crossing brackets for sentences between 10-19 words. This result supports the assumption that local contextual statistics obtained from an unlabeled bracketed corpus are eective for learning a useful grammar and parsing.
Introduction
A grammar is a common tool for recognizing the structure of natural language sentences and nally understanding their meanings. However, designing and rening a natural language grammar is a dicult and time-consuming task and requires a large amount of skilled eort. A hand-crafted grammar is usually not completely satisfactory and frequently fails to cover many unseen sentences. Due to this diculty, there were several approaches developed for automatically training grammars from a large corpus with some probabilistic models. These approaches are dierent with each other in properties of the corpora they used, such as whether they includes information of brackets, lexical labels, nonterminal labels and so on. Recently a number of parsed corpora which include full bracketing, tagging and nonterminal labels have been available for researchers in constructing probabilistic grammars(Magerman and Marcus y JAIST, Graduate School of Information Science 1991; Black, Jelinek, Laerty, Magerman, Mercer, and Roukos 1992; Magerman 1995; Collins 1996; Charniak 1996 Charniak , 1997 . Using statistics from such fully-parsed corpora with plentiful information, the grammars can parse sentences with promising results. However, to realize these approaches, it is necessary to contract fully-parsed corpora beforehand. This task needs a lot of eorts to gain a precise corpus and it will be a problem when one applies the techniques for other languages where there are still few fully-parsed corpora. Due to this, it seems worth inferring a probabilistic grammar from corpora with less information, such as ones without bracketing and/or nonterminal labels, and use it for parsing.
The well-known standard method to infer a probabilistic context-free grammar from an unbracketed corpus without nonterminal labels is so-called inside-outside algorithm which was originally proposed by Baker (Baker 1979) and was implemented as applications for speech and language in (Lari and Young 1990) . Later, to improve parsing accuracy and computation time, Pereira (Pereira and Schabes 1992) and Schabes (Schabes, Roth, and Osborne 1993) applied this algorithm to a partially bracketed corpus. Although encouraging results were shown in these works, the derived grammars were restricted to Chomsky normal-form CFGs and there were problems of the small size of acceptable training corpora and the relatively high computation time required for training the grammars. As another choice, it is interesting to infer a grammar from a bracketed corpus without nonterminal labels. Unlike the way to annotate bracketing for corpora by hand, the hand-annotation of nonterminal labels need a process that a corpus builder have to determine types of nonterminal labels and their number. This process is, in some senses, arbitrary and most of such corpora occupy a set of very coarse-grained nonterminal labels. Compared with corpora including nonterminal labels, there are more existing corpora which include bracketing without nonterminal labels such as EDR corpus (EDR 1994) and ATIS spoken language corpus (Hemphill, J.J., and Doddington 1990) . Moreover, bracketing may be automatically assigned by some heuristics, e.g., AUTO system (Shin, Young, and Waegner 1995) . This paper presents a method to infer a standard CFG by exploiting local contextual information using clustering analysis to construct a context-sensitive probabilistic grammar from a bracketed corpus where nonterminal labels are not annotated. Another claim of this paper is that statistics of local contextual information in a large bracketed corpus without nonterminal labels combined with clustering techniques can help us construct a probabilistic grammar which produces an accurate natural language statistical parser. This method automatically assigns nonterminal labels for brackets in a bracketed corpus by making use of local contextual information which is dened as a set of category pairs of left and right words of a constituent in the phrase structure of a sentence. In this research, based on the assumption that not all contexts are useful in every case, eectiveness of contexts is also investigated. By using only eective contexts, it is possible for us to improve training speed and memory space without a sacrice of accuracy. Finally, a statistical parsing model based on the acquired grammar is provided and the performance is shown through some experiments using EDR and WSJ corpora.
Clustering Analysis and Local Contextual Information
Clustering analysis is a generic name of a variety of mathematical methods that can be used to nd out which objects in a set are similar (Charles Romesburg 1984) . Its applications on natural language processing are varied such as in areas of word classication and text categorization (Pereira, Tishby, and Lee 1993) (Iwayama and Tokunaga 1995) but there are still few applications for grammar inference and parsing (Mori and Nagao 1995) . In this research, to derive a grammar from a bracketed corpus (with lexical tags but no nonterminal labels), the basic idea is to apply clustering analysis to group brackets in a bracketed corpus to a set of similar brackets and assign each group with a same nonterminal label. In the past, there were several works pointing out that the distribution of left and right words of a constituent, so-called local contextual information, has a potential to uncover the structure of a language (Harris 1951) (Brill 1992) (Theeramunkong and Okumura 1996) . Following this assumption, a set of category pairs of left and right words (local context) of the brackets is used as attributes for our clustering analysis. That is, each bracket is characterized by categories of its left and right words. Then any two brackets which have similar local context will occupy a same label. The rest of this section gives a detail of grammar acquisition based on local contextual information and clustering analysis.
Let us consider an example of the parse structures of two sentences in the WSJ corpus as shown in Fig. 1 . In the parse structures, leaf nodes are given tags while there is no label for intermediate nodes. Note that each node corresponds to a bracket in the corpus. With this corpus, the grammar learning task corresponds to a process to determine the label for each intermediate node. In other words, this task is concerned with the way to cluster the brackets into some certain groups based on their similarity and give each group a label. For instance, in Fig. 1 , it is reasonable to classify the brackets (c2),(c4) and (c5) into a same group and give them a same label (e.g., NP(noun phrase)). As the result, we obtain three Sentence (1) : A big man slipped on the ice. Parse Tree (1) : (((DT,"a")((JJ,"big")(NN,"man")))((VB,"slipped") ((IN,"on") ((DT,"the")(NN,"ice"))))) Sentence (2) : The boy dropped his wallet somewhere. Parse Tree (2) : (((DT,"the")(NN,"boy"))(((VB,"dropped")((PRP$,"his") (NN,"wallet")))(RB,"somewhere"))) 
(c5) Fig. 1 The graphical representation of the parse structures of a big man slipped on the ice and the boy dropped his wallet somewhere grammar rules: NP ! (DT )(NN ), NP ! (P RP $)(NN ) and NP ! (DT )(c1). To do this, the grammar acquisition algorithm operates in ve steps as follows.
( 1 ) Assign a unique label to each node of which lower nodes are assigned labels. At the initial step, such node is one whose lower nodes are lexical categories. For example, Calculate the similarity of every pair of the derived labels. ( 3 ) Merge the most similar pair to a single new label(i.e., a label group) and recalculate the similarity of this new label with other labels. ( 4 ) Repeat (3) until a termination condition is detected. Finally, a certain set of label groups is derived. ( 5 ) Replace labels in each label group with a new label in the corpus. For example, if (DT)(NN) and (PRP$)(NN) are in the same label group, we replace them with a new label (such as NP) in the whole corpus.
( 6 ) Repeat (1)- (5) until all nodes in the corpus are assigned labels.
To compute the similarity of labels, the concept of local contextual information is applied. In this work, the local contextual information is dened as categories of the words immediately before and after a label. In the following sections, similarity measure and termination condition are described in order.
Local Contextual Information as Similarity Measure
While there are a number of measures which can be used for representing the similarity of labels in the step (2), divergence which makes use of relative entropy (Kullback-Leibler distance) is of practical interest and scientic. In a previous work (Theeramunkong and Okumura 1996) , divergence was shown to be superior to another measure named Bayesian posterior probability (Iwayama and Tokunaga 1995) for this task. The application of divergence on natural language processing was rstly proposed by Harris (Harris 1951) and was shown successfully for detecting phrase structures in (Brill 1992) (Pereira et al. 1993) . Basically, divergence is not exactly a similarity measure instead it indicates distributional dissimilarity. That means the large value it gets, the less similarity it means. The relative entropy between P c1 and P c2 which are two probability distributions of labels c 1 and c 2 over contexts(CT) is:
Relative entropy D(P c1 jjP c2 ) is a measure of the amount of extra information beyond P c1 needed to describe P c2 . The divergence between P c1 and P c2 is dened as D(P c1 jjP c2 ) + D(P c2 jjP c1 ), and is a measure of how dicult it is to distinguish between the two distributions. The context is dened as a pair of words immediately before and after a label(bracket). Any two labels are considered to be identical when they are distributionally similar, i.e., the divergence is low. From the practical point view, this measure addresses a problem of sparseness in limited data. Particularly, when p(ejc 2 ) is zero, we cannot calculate the divergence of two probability distributions because the denominator becomes zero. To cope with this problem, the original probability can be modied by a popular technique called smoothing as shown in the following formula. p(ejc i ) = N(c i ; e) N(c i )
1 jCTj where, N(c i ) and N(c i ; e) are the occurrence frequency of c i and (c i ; e), respectively. jCTj is the number of possible contexts and is an interpolation coecient. As dening contexts by the left and right lexical categories, jCTj is the square of the number of existing lexical categories. In the formula, the rst term means the original estimated probability and the second term expresses a uniform distribution, where the probability of all events is estimated to a xed uniform number. is applied as a balancing weight between the observed distribution and the uniform distribution. In our experimental results, is assigned with a value of 0.6 that seems to make a good estimate.
Dierential Entropy as Termination Condition
Merging iteratively the most similar labels, all labels will nally be gathered to a single group. To determine whether this merging process should be continued or terminated, we need a suitable criterion. In this research, the criterion used is dierential entropy which is a measure of entropy (perplexity) uctuation before and after merging a pair of labels. Let c 1 and c 2 be the most similar pair of labels, and c 3 be the result label. p(ejc 1 ), p(ejc 2 ) and p(ejc 3 ) are probability distributions over contexts e of c 1 , c 2 and c 3 , respectively. where P e p(ejc i ) log P (ejc i ) is the total entropy over various contexts of label c i . The larger DE is, the larger the information uctuation before and after merging becomes. In general, a small uctuation is preferred to a larger one because when DE is large, the current merging process introduces a large amount of information uctuation and its reliability becomes low. That is, DE can be a measure for terminating the merging process.
Local Context Eectiveness
Along the above argument, there is an interesting question of which contexts are (or are not) useful for calculation of similarity. The importance of eectiveness of contexts is regarded in some previous researches (Bartell, Cottrell, and Belew 1995) . In this paper, we propose an idea to reect eectiveness of a context by calculating dispersion of the context on labels. A useful context should have a high diversity among dierent labels. Formally, the eectiveness 
Statistical Parsing Model
This section describes a statistical parsing model which takes a sentence as input and produces the most plausible phrase-structure tree as output. The model assigns a probability to every candidate parse tree for a sentence and selects the parse with the highest probability.
Given a sentence S and a tree T , the model estimates the conditional probability P(T jS). The parser is a bottom-up chart parser which nds the most likely parse (the viterbi parse) under the model, argmax T P(T jS). In the model of a simple probabilistic CFG, the probability is dened as the multiplication of the probability of all applied rules. However, for the purposes of considering local contexts of a constituent, our model estimates P (T jS) by assuming that each rule are dependent not only on the occurrences of the rule but also on its left and right contexts as follows.
where r i is an application rule in the tree and c i is the left and right contexts at the place the rule is applied.
To deal with the problem of low-frequency events, our model uses a simple interpolation estimation by adding a uniform probability to every event. Moreover, we make use of the geometric mean of the probability instead of the original probability in order to eliminate the eect of the number of rule applications as done in (Magerman and Marcus 1991) Here, is a balancing weight between the observed distribution and the uniform distribution. After investigating the suitable number of , we found out that 0.95 is a suitable one. Therefore is set to 0.95 in our experiments. The grammar used is the one trained by the algorithm described in section 2. During parsing, a dynamic programming algorithm is used: if there are two proposed constituents which span the same set of words and have the same label, then the constituent with lower probability can be safely discarded.
Experimental Results
To evaluate our suggested grammar acquisition method and statistical parsing model, three experiments are made. The experiments utilize texts from the Wall Street Journal (WSJ) Corpus. This corpus includes bracketing and nonterminal labels provided by the Penn Treebank. Out of nearly 48,000 sentences(1,222,065 words), 46,000 sentences(1,172,710 words) are extracted as a possible material source for training a grammar. The rest 2000 sentences(49,355 words) are used as a source for testing. The nonterminal labels in the corpus is ignored during learning a grammar instead they are used for evaluating the result.
The rst experiment is for evaluating performance of the proposed grammar learning method shown in section 2. In this preliminary experiment, only rules which have lexical categories as their right hand side are considered and the acquired nonterminal labels are compared with those given in the WSJ corpus. The second experiment is made to investigate eectiveness of contexts described in section 3. The purpose is to nd out useful contexts and use them instead of all contexts based on the assumption that not all contexts are useful for clustering brackets in grammar acquisition. Reducing the number of contexts will help us to improve the computation time and space. The last experiment evaluates the whole grammar which is learned based on local contextual information and indicating the performance of our statistical parsing model using the acquired grammar. The measures used for this evaluation are bracketing recall, precision and crossing.
Evaluation of Clustering in Grammar Acquisition
In this subsection, some experimental results are shown to conrm eectiveness of the proposed grammar acquisition techniques. The grammar is inferred from the WSJ bracketed the rule tokens which appear more than 500 times in the corpus. The number of initial rules is 51. From these rules, the most similar pair is calculated and merged to a new label. The merging process is carried out in an iterative way. In each iterative step of the merging process, dierential entropies are calculated. During the merging process, there are some sharp peaks indicating the rapid uctuation of entropy. These sharp peaks can be used as a step to terminate the merging process. In the experiments, a peak with DE > 0.12 is applied. As the result, the process is halted up at the 45th step and 6 groups are obtained. This result is evaluated by comparing the system's result with nonterminal symbols given in the WSJ corpus. The evaluation method utilizes a contingency table model which is introduced in (Swets 1969) and widely used in Information Retrieval and Psychology (Agarwal 1995) (Iwayama and Tokunaga 1995 where a is the number of the label pairs which the WSJ corpus assigns in the same group and so does the system, b is the number of the pairs which the WSJ corpus does not assign in the same group but the system does, c is the number of the pairs which the WSJ assigned but the system does not, and d is the number of the pairs which both the WSJ and the system does not assign in the same group. The F-measure is used as a combined measure of recall and precision, where is the weight of recall relative to precision. Here, we use = 1:0, equal weight. The result shows 93 % PR, 93 % PP, 92 % NR, 92 % NP and 93 % FM, which are all relatively good values. Especially, PP shows that almost all same labels in the WSJ are assigned in same groups. In order to investigate whether the application of dierential entropy to cut o the merging process is appropriate, we plot values of these measures at all merging steps as shown in Fig. 2 . From the graphs, we found out that the best solution is located at during 44th-45th merging steps. This is consistent with our grouping result. Moreover, the precision equals 100 % from 1st-38nd steps, indicating that the merging process is suitable. The transition of the values of PR, PP, NR, NP and FM during the merging process As a previous work (Theeramunkong and Okumura 1996) , the similar procedure was applied to a corpus named EDR(EDR 1994). Since there are no nonterminal labels assigned to brackets in EDR corpus, the grouping result was compared with the answers given by three human evaluators. On average, 84 % PR, 67 % PP and 75 % FM were acquired. Furthermore, the answer of each evaluator is compared to each other to investigate inconsistency between evaluators. The result shows 61 % PR, 61 % PP and 61 % FM in average. This means the grouping process is dicult even for human due to their own objective. Moreover, the evaluators are non-native speaker. However, for the WSJ corpus which is systematically constructed, the proposed method gains a high accuracy as shown above.
Examining Context Eectiveness
As another experiment, eectiveness of contexts in the clustering process is examined in order to improve the computation time and space. For this purpose, variance is used for expressing eectiveness of a context. The assumption is that the higher variance a context has the more eective it is. Therefore the top N of contexts are selected instead of all contexts and they are used in the clustering process.
Besides cases of N = 10, 50, 200, 400 and all(2401), a case that 200 contexts are randomly chosen from all contexts, is taken into account in order to examine the assumption that variance is ecient for selecting useful contexts. In this case, three trials are made and the average value is employed. Due to the limit of space, we show only F-measure in Fig. 3 all merging step. This means that variance seems to be a good measure for selecting a set of eective contexts in the clustering process. Furthermore, we can observe that a high accuracy can be achieved even if not all contexts are taken into account. From this result, the best F-measures are all 0.93 and the number of groups are 2, 5, 5 and 6 for each case, i.e., 10, 50, 200 and 400. Except of the case of 10, all cases show a good result compared with all contexts (0.93, 6 groups). This result tells us that it is reasonable to select contexts with large values of variance to ones with small variance and a relatively large number of contexts are enough for the clustering process. the more contexts are used, the better the merging process performs (refer to the FM value in each merging step). However, at the terminating point(44-45th step), ones with less contexts also gain a good accuracy. By preliminary experiments, we found out that the following criterion is sucient for determining the number of contexts. Contexts are selected in the order of their variance and a context will be accepted when its variance is more than 10 % of the average variance of the previously selected contexts. FMs when changing the number of context(N)
Performance of Statistical Parsing
Utilizing top N contexts, we learn the whole grammar based on the algorithm given in section 2. Brackets(rules) which are occurred more than 40 times in the corpus are considered and the number of contexts used is determined by the criterion described in the previous Sent.length 3-9 3-15 10-19 20-30 Table 1 Parsing accuracy using the WSJ corpus subsection. As the result of the grammar acquisition process, 1396 rules are acquired. These rules are attached with the conditional probability based on contexts (the left and right categories of the rules). The chart parser tries to nd the best parse of the sentence. 46,000 sentences are used for training a grammar and 2000 sentences are for a test set. To evaluate the performance, the PARSEVAL measures as dened in (Black and et al. 1991) are used: Precision = number of correct brackets in proposed parses number of brackets in proposed parses Recall = number of correct brackets in proposed parses number of brackets in treebank parses
The parser generates the most likely parse based on context-sensitive condition probability of the grammar. Among 2000 test sentences, only 1874 sentences can be parsed owing to two following reasons: (1) our algorithm considers rules which occur more than 40 times in the corpus, (2) test sentences have dierent characteristics from training sentences. Table 1 displays the detail results of our statistical parser evaluated against the WSJ corpus.
93 % of sentences can be parsed with 71 % recall, 52 % precision and 4.5 crossings per sentence. For short sentences (3-9 words), the parser achieves up to 88 % recall and 72 % precision with only 0.71 crossings. For moderately long sentences (10-19 and 20-30 words) , it works with 60-71 % recall, 41-51 % precision and 3.4-7.9 crossings. From this result, the proposed parsing model is shown to succeed with high bracketing recalls to some degree. Al-though our parser cannot achieve high precision, it is not so a serious problem because our parser tries to give more detail bracketing for a sentence than that given in the WSJ corpus. In the next section, the comparison with other researches will be discussed.
Related Works and Discussion
This section gives a comparison between our approach and some previous interesting methods. The previous methods can be classied into three classes based on the type of corpora they applied: (1) the rst one uses a fully-parsed corpus with full bracketing, tagging and nonterminal labels (2) the second one utilizes a corpus with tagging but no bracketing and nonterminal label (3) the last one uses tagging and bracketing information without nonterminal labels in a corpus.
In the rst class, the most recent successful statistical parser was proposed by Charniak (Charniak 1997) . The parser utilized a grammar directly extracted from WSJ corpus. Charniak's parsing model considers not only the probability of a grammar rule but also headmodier information, the relationship between parent and child constituents and word classes. This parser achieved up to 86-88 % of bracketing accuracy (both recall and precision) for sentences shorter than 40 words. As a preceding parser, SPATTER was proposed by Magerman (Magerman 1995) . The parser is based on decision-tree learning techniques. The parsing model is also trained with WSJ corpus. It succeeds up to 85-86 % of bracketing accuracy(both recall and precision). Later, Collins (Collins 1996) introduced a statistical parser which is based on probabilities of bigram dependencies between head-words in a parse tree. At least the same accuracy as SPATTER was acquired for this parser. These three methods utilized the WSJ corpus which includes both lexical categories and nonterminal categories. The last two approaches did not construct any grammar for parsing. The high accuracy can be achieved due to training with plentiful information of a corpus. However, while there are few corpora which are fully annotated like WSJ corpus, it is worth trying to infer a grammar from corpora without nonterminal labels and/or bracketing.
As a method in the second class, the inside-outside algorithm was proposed by Lari (Lari and Young 1990) to construct the grammar from an unbracketed corpus. This algorithm is an extension of forward-backward algorithm which infers the parameters of a stochastic contextfree grammar. The acquired grammar is evaluated based on its entropy or perplexity where the accuracy of parsing is not taken into account.
In the third class, only information of tagging and bracketing is used. Pereira and Schabes (Pereira and Schabes 1992) (Schabes et al. 1993 ) proposed a modied version of the inside-outside algorithm to infer a probabilistic grammar from a partially parsed corpus. While this approach gained up to around 90 % bracketing recall for sentences with an average length of 10 words, only a small set of test sentences (70 sentences) are investigated. Furthermore, one of the defects of the inside-outside algorithm is that the acquired grammar is normally in Chomsky normal-form which is a special case of grammar although they claimed that all of CFGs can be in this form. This type of the grammar makes all output parses of this method be in the form of binary-branching trees and then the bracketing precision cannot be taken into account because correct parses in the corpus need not be in this form.
Our proposed approach is also in the third class. The approach can learn a standard CFG with 88 % recall for short sentences and 60 % recall for long ones. This result shows that our method gets the same level of accuracy as the inside-outside algorithm does. However, our approach can learn a grammar which is not restricted to Chomsky normal-form and the parsing result is not limited to binary-branching trees. Moreover it performs with less computational cost compared with the approaches applying the inside-outside algorithm.
Conclusion
In this paper, we proposed a method of applying clustering analysis to learn a contextsensitive probabilistic grammar from an unlabeled bracketed corpus. Supported by some experiments, local contextual information which is left and right categories of a constituent was shown to be useful for acquiring a context-sensitive conditional probability context-free grammar from a corpus. A probabilistic parsing model using the acquired grammar was described and its potential was examined. Through experiments, our parser can achieve high parsing accuracy to some extent compared with other previous approaches with less computational cost. As our further work, there are still many possibilities for improvement which are encouraging. For instance, it is possible to use lexical information and head information in clustering and constructing a probabilistic grammar.
