Abstract-We introduce two methods for quantization noise reduction in oversampled filter banks. These methods are based on predictive quantization (noise shaping or linear prediction). It is demonstrated that oversampled noise shaping or linear predictive subband coders are well suited for subband coding applications where, for technological or other reasons, low-resolution quantizers have to be used. In this case, oversampling combined with noise shaping or linear prediction improves the effective resolution of the subband coder at the expense of increased rate. Simulation results are provided to assess the achievable quantization noise reduction and resolution enhancement, and to investigate the rate-distortion properties of the proposed methods.
I. INTRODUCTION AND OUTLINE

R
ECENTLY, oversampled filter banks (FBs) have received increased attention [1] - [10] , which is mainly due to their noise reducing properties and increased design freedom (i.e., nonuniqueness of the perfect reconstruction synthesis FB for a given analysis FB). In this paper, we introduce two techniques for quantization noise reduction in oversampled FBs. These techniques are based on predictive quantization, specifically, on noise prediction (noise shaping) and signal prediction. The corresponding oversampled subband coders can be viewed as extensions of oversampled predictive A/D converters [11] - [13] and of critically sampled predictive subband coders [14] - [16] .
We show that predictive quantization in oversampled FBs yields significant noise reduction at the cost of increased bit rate. Hence, oversampled predictive subband coders allow to trade bit rate for quantizer accuracy. They are, therefore, well suited for subband coding applications where, for technological or other reasons, quantizers with low accuracy (even single-bit) have to be used. The practical advantages of using low-resolution quantizers at the cost of increased rate are indicated by Manuscript received April 2, 1998 ; revised December 15, 1999 . This work was supported by FWF under Grants P10531-ÖPH, P12228-TEC, and J1629-TEC. The material in this paper was presented in part at the IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP), Munich, Germany, April 1997, and at the IEEE International Symposium on Time-Frequency and Time-Scale Analysis (TFTS), Pittsburgh, PA, October 1998.
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the popular sigma-delta techniques [11] - [13] . Using low-resolution quantizers increases circuit speed and reduces circuit complexity. 1-bit codewords, for example, eliminate the need for word framing [14] . We, furthermore, study rate-distortion properties of oversampled predictive subband coders. Specifically, we demonstrate by means of simulation results that oversampled predictive subband coders are inferior to critically sampled subband coders from a pure rate-distortion point of view.
(An information-theoretic treatment of the rate-distortion properties of one specific class of redundant representations, namely, frames of sinc functions or equivalently oversampled A/D conversion, can be found in [17] and [18] .) As a basis for our development of predictive quantization in oversampled FBs, we provide a subspace-based noise analysis of oversampled FBs. In particular, it is proven that the perfect reconstruction (PR) synthesis FB corresponding to the parapseudo-inverse of the analysis polyphase matrix minimizes the reconstruction error variance resulting from uncorrelated white noise in the subbands. This result is then generalized to include correlated and/or colored subband noise signals. The fact that other PR synthesis FBs lead to an additional reconstruction error corresponds to a fundamental tradeoff between noise reduction and design freedom.
The paper is organized as follows. In Section II, we develop a subspace-based stochastic noise analysis of oversampled FBs and we calculate the PR synthesis FB minimizing the reconstruction error due to noise. Section III introduces oversampled noise shaping (noise predictive) subband coders. We calculate the optimum noise shaping system and provide simulation results demonstrating the achievable noise reduction. Oversampled signal predictive subband coders are introduced in Section IV. The optimum multichannel prediction system is calculated and the achievable resolution enhancement is demonstrated by simulation results. Finally, Section V concludes our presentation.
II. SUBSPACE-BASED NOISE ANALYSIS OF OVERSAMPLED FBS
In this section, we provide a subspace-based noise analysis of oversampled FBs and demonstrate that oversampled FBs have noise-reducing properties. We start with a brief review of frame theory on which some of our results will be based, followed by a brief discussion of oversampled A/D conversion where the subspaces involved have a particularly simple structure. We then turn to oversampled FBs and study the reconstruction error caused by noisy subband signals. Bounds on the error variance are derived, and the dependence of the error variance on the frame bounds and oversampling factor is discussed. We finally calculate the PR synthesis FB minimizing the reconstruction 0018-9448/01$10.00 © 2001 IEEE error variance due to noise and describe a tradeoff between noise reduction and design freedom in oversampled FBs.
A. Brief Review of Frame Theory
The theory of frames [19] - [21] is a powerful tool for the study of redundant (overcomplete) signal expansions. A function set with is called a frame for if 1 (1) with the frame bounds and . If is a frame for , any signal can be decomposed as [19] - [21] Here, where is the inverse of the frame operator that is defined as
The function set is again a frame (the "dual" frame), with frame bounds and . The frame bounds determine important numerical properties of the frame [19] - [21] . A frame is called snug if and tight if . For a tight frame we have (where is the identity operator on ), and hence there is simply .
B. Noise Analysis and Design Freedom in Oversampled A/D Conversion
As a motivation of our noise analysis of oversampled FBs (to be presented in Section II-C), this subsection provides a frametheoretic, subspace-based interpretation of noise reduction in oversampled A/D conversion.
We shall first interpret A/D conversion as a frame expansion [19] - [21] . From the sampling theorem [22] , [23] , we know that a band-limited continuous-time signal with bandwidth can be perfectly recovered from its samples , where with , i.e.,
Here, and is the oversampling factor. The samples can be written as , where . Thus, (2) can be rewritten as (3) 1 Here L ( ) denotes the space of square-integrable functions x(t). Furthermore, hx; yi = x(t)y (t) dt (where the superscript 3 stands for complex conjugation) denotes the inner product of the functions x(t) and y(t), and kxk = hx; xi. which shows that A/D conversion can be interpreted as an expansion of into the function set . The frequency-domain expression of the frame operator of is given by 2 where is the Fourier transform of and . Since for -band-limited, we can conclude that is a tight frame for the space of -band-limited functions, with frame bounds . Hence, the dual frame is given by . This shows that the interpolation formula (2) or (3) corresponds to a reconstruction using the dual frame. Moreover, it is easily checked that for critical sampling ( or ) the are orthogonal to each other, i.e., . In the oversampled case, the set is redundant. The reconstruction of from its samples can alternatively be interpreted as the application of a low-pass filter to the signal . In the case of critical sampling (i.e., ), the ideal low-pass filter of bandwidth is the only filter that provides PR of [see Fig. 1(a) ]. In the oversampled case (i.e., ), an infinite number of reconstruction low-pass filters will provide PR [see Fig. 1(b) ]; the resulting design freedom [12] can be exploited for designing reconstruction filters with desirable filter characteristics like, e.g., rolloff.
Assuming quantization errors modeled as additive white noise, with the quantization error variance per sample held constant, and employing an ideal low-pass reconstruction filter with bandwidth , it follows from Fig. 1 that the reconstruction error variance in the oversampled case is given by [12] where is the reconstruction error variance in the critically sampled case and is the oversampling factor. Any other reconstruction filter providing PR must pass some of the noise outside the signal band [see Fig. 1(b) ] and will thus lead to a larger reconstruction error variance. In this sense, there exists a tradeoff between noise reduction and design freedom in oversampled A/D conversion. Practically desirable (or realizable) reconstruction filters (i.e., filters with rolloff) lead to an additional reconstruction error.
We shall finally provide a frame-theoretic, subspace-based interpretation of these well-known facts. For oversampling factor , the range space of the analysis (sampling) operator is the space of discrete-time functions bandlimited to the interval . Reconstruction of using the ideal low-pass filter of bandwidth (or, equivalently, in the discrete-time domain, bandwidth ) corresponds to an orthogonal projection onto ; on the other hand, we recall that it also corresponds to a reconstruction using the dual frame . Hence, it follows that reconstruction using the dual frame involves an orthogonal projection onto . This projection suppresses the noise component lying in the orthogonal complement of the range space (corresponding to the out-of-band region ). This intuitively explains why reconstruction using the dual frame leads to minimum reconstruction error.
In Section II-C, we shall see that a similar tradeoff between noise reduction and design freedom arises in oversampled FBs. The analysis is less intuitive there, however, since the signal spaces and do not correspond to simple frequency bands.
C. Noise Analysis and Design Freedom in Oversampled FBs
After this discussion of oversampled A/D conversion, we now turn to oversampled FBs. In this subsection, we will provide a stochastic noise analysis of oversampled FBs and describe a tradeoff between noise reduction and design freedom. We begin with a brief review of oversampled FBs.
1) Oversampled FBs:
We consider an -channel FB (see Fig. 2 [27] , [25] , whereas oversampled FBs correspond to redundant (overcomplete) expansions [25] , [2] , [1] , [7] , [28] . If is a frame for , we say that the FB provides a frame expansion. The frame bounds and or, equivalently, and determine important numerical properties of the FB [21] , [1] . The subband signals of an FB providing a frame expansion satisfy [cf. (1) 
where is the identity matrix. For analysis polyphase matrix given, the PR synthesis polyphase matrix is not uniquely determined: any solution of (6) can be written as [1] , [9] (assuming rank a.e.)
Here, is the para-pseudo-inverse of , which is a particular solution of (6) defined as 5 (8) and is an matrix with arbitrary elements satisfying . Choosing the PR synthesis FB 4 The superscript H denotes conjugate transposition. 5 Here,Ẽ(z) = E (1=z ) is the para-conjugate of E(z).
according to corresponds to reconstruction using the dual frame [2] , [1] , [9] .
This nonuniqueness of the PR synthesis FB corresponds to an increased design freedom (as compared to critically sampled FBs) [1] , [9] that is a major advantage of oversampled FBs. Certain PR synthesis FBs have desirable properties (such as good frequency selectivity, linear phase, etc.) that may not be shared by the PR synthesis FB corresponding to the para-pseudo-inverse . Such properties are especially important in coding applications where the synthesis filters determine the perceptual impact of quantization errors. In the oversampled case, therefore, we can impose additional properties (besides PR) on the synthesis filters and perform an optimization over all PR synthesis FBs. Using the parameterization (7) or related ones [10] , [1] , [9] , this can be done by means of an unconstrained optimization procedure since PR need not be incorporated via a side constraint. We note that this increased design freedom in oversampled FBs is similar to that in oversampled A/D conversion (see Section II-B). In Section II-C4, we shall show that again there exists a tradeoff between noise reduction and design freedom.
3) Noise Analysis in Oversampled FBs: We next investigate the sensitivity of oversampled FBs to (quantization) noise added to the subband signals . The -dimensional vector noise process is assumed wide-sense stationary and zero-mean. The power spectral matrix of is with the autocorrelation matrix , where denotes the expectation operator.
It is convenient to redraw the FB in the polyphase domain as shown in Fig. 3 [24] . Here with and with (Note that is just a notational aid since may not converge.) Assuming an arbitrary PR synthesis FB , we have [see Fig. 3 and (6)] Hence, the reconstruction error vector is given by
In the time domain, the reconstruction error is wide-sense stationary and zero-mean, with power spectral matrix [24] and variance 6 In particular, for uncorrelated white noise signals (i.e., and are uncorrelated for and also for ) with identical variances , i.e., and , the reconstruction error variance simplifies to (9) This result permits an interesting frame-theoretic interpretation. Assuming reconstruction using the dual frame, i.e., [see (8) ], and using with denoting the eigenvalues of the matrix it follows from
i.e., the reconstruction error variance is bounded in terms of the frame bounds , , and the subband noise variance . For normalized analysis filters, i.e., for , it can be shown [1] , [9] that where is the oversampling factor. For a paraunitary 6 Here, Trf1g denotes the trace of a matrix.
FB (corresponding to a tight frame expansion [2] , [1] , [9] ) with normalized analysis filters, we have [1] , [9] and (10) yields (11) Similarly, for an FB corresponding to a snug frame, and thus . Hence, paraunitary FBs or FBs providing snug frame expansions are desirable since it is guaranteed that small errors in the subband signals will result in small reconstruction errors. This is important in signal coding applications involving quantization errors and in signal processing applications involving intentional modifications of the subband signals. Since in the critically sampled case , (11) can be rewritten as Thus, for a paraunitary FB, the reconstruction error variance is inversely proportional to the oversampling factor , which means that more oversampling entails better noise reduction. Such a " behavior" has been observed in Section II-B for oversampled A/D conversion, which was shown to correspond to a tight frame expansion. Since also a paraunitary FB corresponds to a tight frame expansion, its behavior does not come as a surprise. A behavior has furthermore been observed for tight frames in finite-dimensional spaces [21] , [29] and for reconstruction from a finite set of Weyl-Heisenberg (Gabor) or wavelet coefficients [21] , [30] . Under additional conditions, a behavior has been demonstrated for Weyl-Heisenberg frames in [30] . In [5] , [31] - [34] , based on a deterministic quantization noise model, a nonlinear set-theoretic estimation method is used to achieve a behavior for frames of sinc functions (A/D conversion) and for Weyl-Heisenberg frames. In Sections III and IV, we shall propose oversampled predictive subband coders that are based on a stochastic quantization noise model. These subband coders also achieve a performance and in some cases can do even better.
Unfortunately, the assumption of uncorrelated white noise is not justified for . For arbitrary (possibly correlated and/or nonwhite) noise with power spectral matrix , a noise whitening approach can be employed. Using the factorization (which is guaranteed to exist [35] , [36] ), it is easily seen that the system depicted in Fig. 3 is equivalent to a system with noise power spectral matrix (corresponding to uncorrelated white noise with equal variances in all channels) if and are replaced by and respectively. The double inequality (10) continues to hold if the frame bounds in (10) are replaced by the frame bounds of the FB . Similarly, (11) continues to hold if is paraunitary. 
4) Noise Reduction Versus Design Freedom in Oversampled FBs:
We shall now establish a subspace-based interpretation of noise reduction in oversampled FBs that is analogous to the interpretation given for oversampled A/D conversion in Section II-B. Let us define the FB analysis operator that assigns to each input signal the subband vector signal . The orthogonal projection operator on the range space of is given by [21] . Since the analysis operator , its adjoint , and the frame operator are represented by the matrices , , and , respectively [1] , [9] , the matrix representation of is Similarly, is the matrix representation of the orthogonal projection operator on the orthogonal complement of (see Fig. 4 ).
Let us consider an oversampled FB with chosen as in (7) (12) so that PR is satisfied. With (12), the reconstruction error can be decomposed as where and (13) Since , we can equivalently write which shows that is reconstructed from the subband noise component that lies in . Similarly, is reconstructed from the subband noise component that lies in . For subband noise signals that are uncorrelated and white (i.e., ), it follows from the orthogonality of the spaces and that the error components and are uncorrelated [37] . Hence, their variances, denoted, respectively, and , can simply be added to yield the overall reconstruction error variance (14) This relation leads to the following result.
Proposition 1:
For an oversampled PR FB with uncorrelated and white subband noise signals with equal variance in all channels, the synthesis FB minimizing the reconstruction error variance among all PR synthesis FBs (i.e., among all satisfying ) is the para-pseudo-inverse of , and the resulting minimum reconstruction error variance is (15) Proof: According to (13) , the variance component does not depend on the parameter matrix , and thus it does not depend on the particular chosen. On the other hand, the "orthogonal" variance component in (13) and (14) is an additional variance that is zero for all if and only if , which yields . The expression for in (15) is obtained from (9).
Hence, using will suppress all noise components orthogonal to the range space , whereas any other PR synthesis FB (possibly with desirable properties such as improved frequency selectivity, etc.) will lead to an additional error variance since also noise components orthogonal to are passed to the FB output. Thus, similar to oversampled A/D conversion (see Section II-B), there exists a tradeoff between noise reduction and design freedom. Even though in the FB case the spaces and no longer correspond to frequency bands, the same interpretations and conclusions as in oversampled A/D conversion apply.
In the case of correlated and/or colored noise signals, the above results continue to hold if the matrices and are replaced by and respectively (cf. Section II-C3). In particular, for a given analysis FB with polyphase matrix and for a given noise power spectral matrix , the synthesis FB minimizing the reconstruction error variance is defined by [cf. (8)] which yields
We finally note that the tradeoff between noise reduction and design freedom discussed above is not restricted to redundant shift-invariant signal expansions (such as oversampled A/D conversion and oversampled FBs) but is inherent in general redundant representations. In general, more oversampling tends to result in better noise reduction since the range space -and thus also the fixed noise component -becomes "smaller."
III. OVERSAMPLED NOISE-SHAPING (NOISE PREDICTIVE) SUBBAND CODERS
This section introduces a method for noise reduction in oversampled FBs that is based on noise prediction. The resulting noise-shaping (noise-predictive) subband coders can be viewed as extensions of oversampled noise-shaping A/D converters, which will be reviewed first.
A. Oversampled Noise-Shaping A/D Converters
Noise feedback coding has found widespread use in A/D conversion [11] - [14] . A noise-shaping coder, modeled as an entirely discrete-time system [11] , is shown in Fig. 5 . Here, denotes the -transform of the input signal (the oversampled version of the analog signal ) and is the noise-shaping filter of order . The quantization noise estimate is obtained as where is the -transform of the quantization noise sequence . The noise-shaping system is designed such that optimally estimates or predicts the in-band component of the current quantization noise sample based on the past noise samples [11] . In this sense, noise-shaping coders can be interpreted as noise-predictive coders. Equivalently, the goal is to minimize the in-band component of , i.e., the component lying in , the range space of the analysis/sampling operator from Section II-B. The out-of-band component (lying in ) is subsequently attenuated by the reconstruction low-pass filter in the decoder (not shown in Fig. 5 ).
The signal presented to the quantizer is , which results in an effective noise reduction while leaving the A/D converter's dynamic range unchanged (this is fundamentally different from a signal predictive coder discussed in Section IV-A). Since the in-band noise power is reduced relative to the quantization noise power of the A/D converter, it is possible to increase the quantization step size and thereby reduce the overall converter complexity. From Fig. 5 , it follows that the coder output signal is given by or, equivalently, . Note that is not affected by the noise-shaping system, whereas is passed through . Hence, the reconstruction error is
We now provide a frame-theoretic, subspace-based interpretation of noise shaping which will motivate our results in Section III-B. In a noise-shaping coder, the quantization noise is effectively moved to a high-frequency band which is then attenuated by the low-pass reconstruction filter (see Fig. 6 ). Equivalently (recall from Section II-B that the signal band corresponds to the range space of the analysis/sampling operator ), the quantization noise is moved to the orthogonal complement of . Reconstruction using the dual frame, i.e., ideal low-pass filtering with minimum bandwidth, then performs an orthogonal projection onto that suppresses all noise components in 7 .
B. Noise Shaping in Oversampled FBs
We recall from Section II-C that the subband signals in an oversampled PR FB constitute a redundant representation of the FB input signal , with the range space of the FB analysis operator being a subspace of . This analogy to oversampled A/D converters again suggests the application of noise shaping. The goal is to exploit the redundancy of the subband signal samples in order to push the quantization noise to the orthogonal complement space . The noise-shaping subband coders introduced here combine the advantages of subband coding with those of noise or error feedback coding.
1) The Noise-Shaping Subband Coder: We propose a multiinput multi-output (MIMO) noise-shaping system, represented by an transfer matrix , that is cradled between the analysis FB and the synthesis FB as depicted in Fig. 7 . The quantization noise is fed back through the noise-shaping system to yield the quantization noise estimate , which is then subtracted from the subband signal vector . Assuming an FB with PR (i.e., ), the reconstructed signal is obtained as It follows that the reconstruction error equals filtered by and then by the synthesis FB (16) Hence, the power spectral density matrix of is [24] and the reconstruction error variance is
The optimum noise-shaping system minimizes . Without further constraints, the noise could be completely removed ( ) using . Indeed, inserting this into (16) , it follows with that . In the case of reconstruction using the dual frame, i.e., , this ideal noise shaper is the orthogonal projection operator on the orthogonal complement of the analysis FB's range space (see Section II-C4). Thus, the ideal noise shaper projects the noise onto , and the projected noise is then suppressed by the synthesis FB that involves an orthogonal projection onto . This is similar to oversampled A/D conversion where the theoretically ideal noise-shaping filter was seen to be an ideal high-pass (projection) filter.
Unfortunately, this ideal noise shaper is inadmissible since it is not causal and therefore cannot operate in a feedback loop. Hence, we hereafter constrain to be a causal finite-impulse response (FIR) MIMO system of the form (18) resulting in a strictly causal feedback loop system
Here denotes the order of the noise-shaping system. The quantization noise estimate now becomes
The purpose of the noise-shaping system is to estimate or predict the quantization noise component that will be passed by the synthesis FB , based on the past noise samples . In the case of reconstruction using the dual frame, i.e., , the synthesis FB passes everything in the range space . In this case, the noise-shaping system has to predict the in-range component of , i.e., the quantization noise component in . Equivalently, the optimum noise-shaping system pushes the quantization noise to the orthogonal complement space that is subsequently suppressed by . 2) Calculation of the Optimum Noise-Shaping System: We now derive the optimal noise-shaping system, i.e., the matrices minimizing the reconstruction error variance in (17) . We shall first assume uncorrelated white quantization noise with equal noise variance in all channels, i.e., and . Inserting (18) and (4) into (17), it follows after lengthy but straightforward manipulations that (19) with the matrices that satisfy . Here, the FB has been assumed real-valued and we recall that was defined in (4). Setting for and using the matrix derivative rules (see [38, Sec. 5 
This linear system of equations has block Toeplitz form and can be solved efficiently using the multichannel Levinson recursion [39] . The maximum possible system order is determined by the rank of the block matrix in (21) , which, in turn, depends on the synthesis filters. Inserting (20) into (19) , the minimum reconstruction error variance is obtained as (22) where denotes the solution of (20) (24) where is the reconstruction error variance obtained without noise shaping [see (11) ].
We finally extend our results to the general case of correlated and/or colored quantization noise. Inserting the factorization (cf. Section II-C3) into (17), we obtain with (25) Comparing (25) with (17), we see that is minimized if is the optimum noise-shaping system for , i.e., for uncorrelated white noise with equal variances in all channels. This system, denoted , can be calculated as explained above. The optimum noise-shaping system for correlated and/or colored quantization noise is then obtained as
3) Constrained Optimum Noise Shaping:
The computational complexity of oversampled noise-shaping subband coders can be reduced by restricting to exploit only intrachannel dependencies or to exploit interchannel dependencies only between neighboring channels. Especially the latter strategy can be expected to perform well if the analysis filters are well localized in frequency so that only the transfer functions of neighboring channels are overlapping significantly. In the following, we restrict ourselves to uncorrelated and white noise for simplicity.
We shall first calculate the optimum intrachannel noise-shaping system (i.e., there are separate noise-shaping systems in the individual subchannels). Here and the matrices are diagonal. Specializing (19) to diagonal , we obtain (26) where and . Setting the derivatives of with respect to ( , ) equal to zero, we obtain the following Toeplitz systems of equations: (27) or, briefly, for , where , , and . Inserting (27) into (26) and using , we obtain the minimum reconstruction error variance as (28) where denotes the solution of (27) . We next consider the noise-shaping system that exploits only neighboring channel dependencies. Here, only the main, first upper, and first lower diagonals of may be nonzero. Hence, setting the derivatives of with respect to , , and equal to zero, we obtain the system of equations for , (here, the 's and 's with indexes or are considered to be zero). This can be rewritten as the block Toeplitz system of equations with the -dimensional vectors and shown at the bottom of the page and the block diagonal matrices where and The minimum reconstruction error variance is obtained as
4) An Example:
As a simple example, we consider a paraunitary two-channel FB (i.e., ) with and, hence, oversampling factor . The analysis filters are the Haar filters and and the synthesis filters (corresponding to ) are and We assume uncorrelated and white quantization noise, i.e., . Without noise shaping, the reconstruction error variance is obtained from (9) as (29) where we used . This is consistent with our result in (11). We next calculate the optimum first-order (i.e., ) noiseshaping system. The analysis polyphase coefficient matrices are given by and . With (23), we obtain and for . Inserting this into (21) , it follows that the optimal noise-shaping system of order is with The corresponding (minimum) reconstruction error variance is obtained from (24) as (30) Comparing (30) with (29), we see that the first-order noiseshaping system achieves an error variance reduction by a factor of . It is instructive to compare this result with the optimum intrachannel noise-shaping system of order (see Section III-B3). Here, it follows from (27) that and and hence we obtain The corresponding reconstruction error variance is obtained from (28) as . Thus, as expected, failing to exploit the interchannel redundancy leads to a larger error variance, which, however, is still smaller than the error variance obtained without noise shaping. Fig. 8 shows the transfer functions of the noise-shaping filters in the diagonal of (note that these are identical for the general and the intrachannel noise-shaping systems) and the transfer functions of the synthesis filters. We see that the noise-shaping system operating in the low-pass channel attenuates the noise at low frequencies (note that subsequently attenuates high frequencies), whereas the noise-shaping system operating in the high-pass channel attenuates the noise at high frequencies (subsequently, attenuates low frequencies). Thus, the noise-shaping system shifts part of the noise to those frequencies that are subsequently attenuated by the synthesis filters.
5) Simulation Study 1:
Further insight into the performance of noise-shaping subband coders was obtained by evaluating (24) for the reconstruction error variance for three paraunitary, odd-stacked, cosine-modulated FBs [3] , [8] , [9] with channels, normalized analysis filters of length , and oversampling factors , , and . The quantization noise was assumed uncorrelated and white with variance in each channel. Fig. 9 shows the normalized reconstruction error variance as a function of the noise-shaping system's order . For increasing , the reconstruction error variance decreases up to a certain point, after which it remains constant. The maximum system order (i.e., the order after which the reconstruction error variance does not decrease any more) depends on the rank of the block Toeplitz matrix in (21) , which is determined by the oversampling factor and the analysis filters.
The results in Fig. 9 show that for large values of , the reconstruction error variance of the proposed noise-shaping subband coders follows a behavior. However, for small , an increase of is observed to produce a stronger reduction of the reconstruction error variance, i.e., the reconstruction error variance can drop faster than according to . Specifically, for noise-shaping system order , we can see from Fig. 9 that doubling the oversampling factor results in a reduction of the reconstruction error variance by about 9 dB, and for system order , we even get about 12-dB error-variance reduction. Next, we investigate the quantization error-redundancy behavior in an implemented noise-shaping subband coder. We coded an audio signal using a paraunitary, 64-channel, odd-stacked, cosine-modulated FB and a noise-shaping system designed under the assumption of uncorrelated and white quantization noise. 8 Uniform quantizers with equal stepsizes in all subbands were employed. Fig. 10 depicts the resulting SNR (defined as SNR ) as a function of the quantization step size for different oversampling factors . For each , we used the maximum possible noise-shaping system order. For between and , we observe a 6-dB SNR increase for each doubling of , corresponding to a -dependence of the SNR. The SNR increase in going from to is about 9 dB, and thus stronger than . 6) Simulation Study 2: Our next experiment demonstrates that noise shaping in oversampled FBs is capable of drastically improving the effective resolution of the resulting subband coder. We coded an audio signal using a paraunitary, 64-channel, critically sampled, odd-stacked, cosine-modulated FB using uniform quantizers with 63 quantization intervals (6-bit quantizers) in each subband. The resulting SNR was 23.80 dB. Then, we coded the same signal using a paraunitary, 64-channel, odd-stacked, cosine-modulated FB with oversampling factor , a noise-shaping system with order (designed under the assumption of uncorrelated and white quantization noise), and quantizers with 15 quantization intervals (4-bit quantizers). The resulting SNR was 23.76 dB. Thus, in the oversampled case, the same SNR was achieved using a quantization with far lower resolution (corresponding to a reduction of 2 bits in each of the 64 channels) than in the critical case. For oversampling factor 64, quantizers with 15 intervals (4-bit quantizers), and noise-shaping system order , we obtained an SNR of 39.49 dB. In order to achieve an SNR of 39.47 dB in the critically sampled case, we had to use quantizers with 593 intervals (10-bit quantizers). Thus, here we were able to save 578 quantization intervals (or, equivalently, 6 bits of quantizer resolution) in each of the 64 channels. Table I summarizes these results.
7) Simulation Study 3:
In the previous simulation study, we observed that oversampling and noise shaping drastically improve the effective resolution of a subband coder. However, Fig. 11 . Distortion-rate characteristic of oversampled noise-shaping subband coders with and without noise shaping.
this resolution enhancement comes at the cost of increased sample rate. It is therefore natural to ask how oversampled noise-shaping subband coders perform from a rate-distortion point of view, i.e., how the coding rate behaves in relation to the resolution enhancement. The following simulation results pertain to this problem. This is investigated by the following simulation study. We coded an audio signal, using a paraunitary, odd-stacked, cosine-modulated FB with channels, filter length , and oversampling factors . Uniform quantizers with equal step sizes in all subbands were employed. The quantizer outputs were entropy-coded using a Huffman coder which jointly operates on all channel outputs, i.e., all subband signal samples (for and for the total range of values) were collected and jointly Huffman coded. The optimum noise-shaping system was calculated under the assumption of uncorrelated white quantization noise with equal variance in all channels. Fig. 11 shows the measured distortion-rate performance, i.e., the SNR as a function of the number of bits per sample (bps) required to encode the input signal. The distortion-rate performance obtained with and noise-shaping system order is seen to be better than that obtained with and no noise shaping but poorer than that obtained with and no noise shaping. We furthermore observed that the distortion rate performance of oversampled noise-shaping coders is poorer than that of critically sampled coders without noise shaping.
IV. OVERSAMPLED SIGNAL-PREDICTIVE SUBBAND CODERS
This section introduces an alternative method for noise reduction in oversampled FBs. This method is based on linear prediction of the FB's subband signals. The resulting oversampled signal predictive subband coders can be motivated by oversampled signal-predictive A/D converters [11] , which will be briefly reviewed first.
A. Oversampled Signal-Predictive A/D Converters
In contrast to noise-shaping A/D converters which predict the inband quantization noise (see Section III-A), signal-predictive A/D converters predict the current sample of the signal to be quantized. The signal-predictive coder (again modeled as an entirely discrete-time system) is depicted in Fig. 12 . Here is the prediction error filter of order . The predictor uses the past noisy signal samples to estimate the current signal sample
The prediction error , which forms the input to the quantizer, is given by
Choosing the filter such that the prediction error is minimized leads to a reduced dynamic range over which the quantizer must operate. This allows to improve the effective quantizer resolution for a fixed number of quantization intervals. The decoder output is given by , so that the overall reconstruction error is equal to the quantization error . An oversampled signal-predictive coder exploits two types of redundancies: the "natural" redundancy which is inherent in the input signal whenever it has a nonflat power spectral density function, and the "synthetic" redundancy which is introduced by oversampling the analog signal, i.e., by expanding the input signal into a redundant signal set (time-shifted sinc functions, see Section II-B). Increasing the oversampling factor yields more synthetic redundancy and hence better prediction accuracy.
B. Signal Prediction in Oversampled FBs
Signal-predictive oversampled A/D converters exploit the redundancy inherent in the signal samples to estimate the current sample to be quantized. This principle will now be extended to oversampled PR FBs whose subband signals are a redundant representation of the input signal. The resulting oversampled signal-predictive subband coders extend critically sampled signal-predictive subband coders [14] , [16] , [15] , [25] .
1) The Signal-Predictive Subband Coder: Fig. 13 shows the structure of the oversampled signal-predictive subband coder.
The prediction error system is an MIMO system given by (31) which results in a strictly causal feedback loop (prediction) system
The predictor uses the past noisy subband signal vectors to estimate the current subband signal vector This is a "noisy" vector prediction problem. For subband coding using high-resolution quantizers, the effect of quantization noise can be neglected and hence However, here we are primarily interested in low-resolution quantization.
The prediction error forms the input to the quantizer. It can be shown that (32) By choosing such that the dynamic range of the quantizer input vector is reduced, it is possible to improve the effective quantizer resolution for a fixed number of quantization intervals.
With (32) , it follows that the quantizer output is , which, in turn, implies (assuming existence of the inverse of ) that the decoder output is . Using a PR FB (i.e., ), we have so that
This yields the following result that can be interpreted as an extension of the fundamental theorem of predictive quantization [40] . Proposition 2: For an oversampled signal-predictive subband coder using a PR FB, the reconstruction error is given by Thus, the reconstruction error is the quantization noise filtered by the synthesis FB . With our results from Section II-C.4, this leads to the important conclusion that the parapseudo-inverse minimizes the reconstruction error variance in the case of uncorrelated and white quantization noise since it suppresses the component of that lies in . Just like an oversampled signal-predictive A/D converter, an oversampled signal-predictive subband coder exploits two types of redundancies: the natural redundancy that is inherent in the input signal and the synthetic redundancy that is introduced by the oversampled analysis FB, i.e., by expanding the input signal into a redundant set of functions (see Section II-C). An increase of the oversampling factor yields more synthetic redundancy in the subband signals and hence better prediction accuracy.
Since, in general, the matrices are not diagonal, we are performing interchannel (cross-channel) prediction in addition to intrachannel prediction. Exploiting interchannel correlations (which are due to the overlap of the channel filters' transfer functions) may yield an important performance gain. In fact, it has previously been demonstrated [15] for a two-channel, critically sampled Haar FB that using information from the high-frequency band for prediction in the low-frequency band yields rate-distortion optimality. Critically sampled subband coders employing interchannel prediction have also been considered in [16] .
The MIMO system is said to be minimum phase or minimum delay if all the roots of lie inside the unit circle in the -plane. This condition ensures that the inverse filter , and hence the feedback loop, will be stable [40] . In the noiseless case , it is shown in [40] that is minimum phase if the process is stationary and nondeterministic. Although we do not have a proof of the minimum phase property of in the noisy case, we always observed stability of in our simulation examples.
2) Calculation of the Optimum Prediction System:
We now derive the optimum prediction system. In contrast to the case of noise-shaping subband coders, the input signal will here be modeled as a random process that is assumed wide-sense stationary, zero-mean, real-valued, and uncorrelated with the quantization noise process . For simplicity, the analysis and synthesis filters are assumed real-valued as well. It will be convenient to introduce the "FB input vector" with correlation matrices and power spectral matrix Using , the power spectral matrix of is given by where (33) with . With (32) and using the fact that (and hence also ) is uncorrelated with , it follows that the power spectral matrix of the prediction error is given by Hence, the prediction error variance is obtained as (34) Inserting (31) into (34) and using and , we obtain further (35) In order to calculate the matrices minimizing , we set 9 and use the matrix derivative rules from Sec-tion III-B2. This yields the following block Using (36) in (35), the minimum prediction error variance is obtained as (38) where denotes the solution of (36) or (37) . In the noiseless case, (36) reduces to for (39) which can be solved efficiently using the multichannel Levinson recursion [39] . Another important special case where this is possible is the noisy case with white (but possibly correlated) quantization noise, i.e., . Here, (36) reduces to (39) with replaced by . We finally note that the above derivation can be extended to incorporate correlations between and .
3) Constrained Optimum Prediction:
Reducing the computational complexity of predictive subband coding is often important, especially for adaptive prediction. Hence, in analogy to noise shaping (see Section III-B3), we shall consider the case of no interchannel prediction ("intrachannel prediction") or interchannel prediction between neighboring channels only.
We shall first calculate the optimum intrachannel prediction system. Specializing (35) (40) and using , we obtain the minimum prediction error variance as (42) where denotes the solution of (41). We next calculate the optimum prediction system that exploits only neighboring channel dependencies. Proceeding similarly to the case of noise shaping, we obtain the block Toeplitz system of equations with the -dimensional vectors and shown at the bottom of this page and the block diagonal matrices where and The minimum prediction error variance is here obtained as
4) An Example:
Let us reconsider the two-channel FB with oversampling factor previously considered in Section III-B4. The input process is an AR-1 process defined by with correlation coefficient and white driving noise with variance . The autocorrelation function of is [37] . Inserting and into (33), we obtain The quantization noise is assumed uncorrelated white with variance in each channel, i.e., . Without prediction (i.e., or ), the variance at the input of the quantizer is obtained as . Next, we use a first-order prediction system . From (37) The resulting (minimum) prediction error variance is obtained from (38) as
Let us compare this result with the optimum first-order intrachannel prediction system (see Section IV-B3). From (41) it follows that and and hence
The corresponding prediction error variance is obtained from (42) as . It is larger than the error variance obtained with interchannel prediction but still smaller than that obtained without prediction.
5) Simulation Study 4:
The next simulation example demonstrates that linear prediction is able to exploit the synthetic redundancy introduced by the oversampled analysis FB for improving prediction accuracy and hence enhancing resolution. The coder uses a paraunitary, odd-stacked, cosine-modulated FB [3] , [8] , [9] with channels, normalized analysis filters of length , and various oversampling factors . We evaluated the expression (38) for the prediction error variance for a zero-mean white input process (i.e., ) and in the absence of quantization (noiseless prediction). Since the input is white, it contains no natural redundancy and hence all the prediction gain is due to synthetic redundancy. Fig. 14(a) shows as a function of the predictor order for different values of . For increasing , is seen to decrease up to a certain point, after which it remains constant. There is no prediction gain for since the function set corresponding to the FB is orthogonal. Note that there is a one-to-one correspondence between the prediction error variance and the overall prediction gain. Fig. 14(b) shows the corresponding measured prediction error variance obtained for an implemented coder. This result was obtained by averaging over five realizations (of length 1024) of the white input process. For prediction system order (not shown), the performance of the implemented coder deteriorated significantly. This is probably due to the near-singularity of the block matrix in (37) for , which introduces numerical errors in the computation of the prediction system coefficient matrices. These numerical problems also explain the deviation between the computed and measured performance for . 6) Simulation Study 5: Our next simulation example demonstrates that oversampling combined with linear prediction is a powerful means to improve the effective resolution of a subband coder. We coded realizations of an AR-1 process (length 1024) with correlation coefficient using a paraunitary, 16-channel, critically sampled, odd-stacked, cosine-modulated FB and quantizers with 152 quantization intervals (8-bit quantizers) in each channel. The resulting SNR was 32.49 dB. Next, we coded the same signal using an FB with oversampling factor and a predictor with order (designed under the assumption of uncorrelated and white quantization noise 10 ). Here, quantizers with only 15 quantization intervals (4-bit quantizers) achieved an SNR of 32.51 dB. Hence, oversampling and prediction allowed us to save 4 bits of quantizer resolution in each of the 16 channels, of course at the cost of increased sample rate. For oversampling factor , quantizers with 15 quantization intervals (4-bit quantizers), and a predictor with order , we obtained an SNR of 50.48 dB. In order to achieve an SNR of 50.43 dB with a critically sampled subband coder without prediction, we had to use 1219 quantization intervals (11-bit quantizers). Hence, oversampling and prediction here saved 7 bits of quantizer resolution. Table II 
7) Simulation Study 6:
We finally investigate the rate distortion and related properties of an implemented oversampled signal-predictive subband coder. As we observed in Section IV-B5, the variance of the quantizer input decreases for increasing oversampling factor and for increasing prediction system order . Therefore, for a fixed number of quantization intervals (which in this case was 255), we can reduce the quantization step size, thereby reducing the quantization error and, in turn, the overall reconstruction error (see Proposition 2) . Fig. 15(a) shows the SNR, averaged over five realizations (of length 1024) of an AR-1 input signal with correlation coefficient , as a function of the predictor order for various oversampling factors . The FB is as in Simulation Study 4. The predictor was designed for uncorrelated and white quantization noise with variance in each channel, where denotes the quantization stepsize used. In Fig. 15(b) , the differences of the curves in Fig. 15(a) with respect to the curve are depicted. One can observe that a predictive subband coder of order and oversampling factor leads to SNR improvements of more than 55 dB as compared to the critical case. Fig. 15(c) shows the number of bps required by the predictive subband coder (with subsequent Huffman coding as in Section III-B7) as a function of the predictor order for various oversampling factors . We see that the number of bps increases slightly with , which is due to the fact that prediction whitens the signal. Throughout this experiment, the number of quantization intervals was fixed to 255.
Finally, Fig. 15(d) shows the distortion-rate characteristic (SNR versus bps) of the signal-predictive subband coder, again with Huffman coding, for various oversampling factors and predictor orders . The distortion rate performance obtained with and (which in this case is the maximum possible predictor order) is seen to be poorer than that of a critically sampled subband coder without prediction. Hence, whereas the proposed oversampled signal-predictive subband coders yield substantial noise reduction and allow the use of low-resolution quantizers, they cannot compete with critically sampled subband coders from a rate distortion point of view.
V. CONCLUSION
We have introduced two methods for noise reduction in oversampled filter banks. These methods are based on predictive quantization; they can be viewed as extensions of oversampled predictive A/D converters. We demonstrated that predictive quantization in oversampled FBs yields considerable quantization noise reduction at the cost of increased rate. The combination of oversampled filter banks with noise shaping or linear prediction improves the effective resolution of subband coders and is thus well suited for applications where-for technological or other reasons-quantizers with low resolution (even single bit) have to be used. Using low-resolution quantizers increases circuit speed and allows for lower circuit complexity.
Our simulation results furthermore suggested that, from a rate-distortion point of view, oversampled subband coders are inferior to critically sampled subband coders. However, it should be noted that from a perceptual point of view, oversampled subband coders have potential advantages over critically sampled coders. Finally, it is worthwhile to point out that the proposed methods are not limited to oversampled FBs but can be generalized to arbitrary frame expansions.
