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1.まえがき
筆者等は先に トランザクション消滅がある待ち行列
系に対して定常分布と系内滞留時間について報告した(ll)｡
例えば,生産系における種々のシステムにおいては必ず何
らかのトランザクション消滅過程が存在する｡製造工程に
おけるロットアウト,不良品の発生,系の入り口側渋滞に
よるサービスロス,大量通信データのコリジョンによるデ
ータ損失(単位時間当りのロス換算)等々,あらゆるシステ
ムにおいて損失が発生するものである｡
それ故,本論文では,ある製造設備において設備の生産
容量に制限があり,さらに入り口側(入力側)に十分大きな
ストッカー(待ち行列系)を仮定し,それからの出力過程をノ
自設備の入力過程と考え,その入力過程を制御する事によ
'り設備の上限を管理し,設備内で発生する損失過程(トラ
ンザクション消滅過程)と前述の入力過程とを制御する事
~により製造収益の最木化問題を定式化し､さらに損失過程
のレートと入力過程のレートとの間に比例関係を仮定す
る事により,ある′最適性の不等式条件を導いた｡
本研究の目的は,トランザクション消滅のある流通過程
を種 ＼々の前提(仮定)のもとで待ち行列系の-づの要素とし
て表し,この様なシステムに対する流通評価を考える事に
ある｡
ここで,トランザクション消滅過程の独立性については,
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生産系における ｢不良品発生｣に見出せる,不良品の発生
要因としては,｢原材料の不良｣,｢生産設備システムの不
具合｣,｢人的ミス｣等が考えられる｡品質管理者は,品質
評価基準q)基に,ある期毎に不良品発生率を管理している
ところが,品質管理者の意図とはうらはらに,不良品発生
率のある一定基準値を守れない場合が多々ある~｡理由は,
発生要因が一定しないためであ考∴このような ｢不良品発
生｣は,必ずしも自設備内の待ち行列長に比例するもので
はない｡よって,トランザクション消滅過程を独立性した
確率過程として取り扱うことは,工学的には意味のある問
題である｡本研究の応用としては,生産系における製品検
査処理効率化問題等の解決の一助になると思われろ｡
本論文は,対象システムのモデル化手法としては,確率
過程における計数過程(1)-～(7)を用いているo計数過程を用
いた過去の最適制御問題に関する研究は,確率過程をベー
スに◆した待ち行列システムに対する基本的定式化のため
の解析がなされている.さらに,最適制御問題に対して,
その定式化とダイナミックプログラミングによる解析が
成されている(1).t製造業における在庫管理の最適化問題と
しそ,計数過程を用いて最適解を求めている(2)Oバーチャ
ルパイプライシ上で発生するトランザクション消滅を,杏
システムでの損失(LossCost)と考える.′l評価関数は,シス
テムに供給されるトランザクション数を収益と考え,収益
が最大となる様に定義している｡
2.対象システム及び最適性の不等式条件について
ノヽ
図iは,対象としている㌢ス≠ムの概念図であるoA(i)
は,自設備の前段にある大きなストッカーへの入力過程で
ある｡Qs(t)徳,庵 ち行列数が無限大の容量を持つバーチ
ャルパイプライン(8)～(l)であも｡Q(t)tま,自設備内におけ
る容量制限付き待ち行列数考表す｡A(i)は,自設備内へ
め入力過程を表す｡C(i)は,1日設備内で発生するトラン
ザクション消滅過程である.D(i)は,自設慮からの出力
過程を表すoA(i),A(i),C(i);ID(i)は,それぞれ独
′ヽ
立したポアソン過程とする｡
今,図1の様なシス≠ムに対してシステムモデルを次の様
に表す｡まず言 上 チャルキューに対しては
′＼
Qs(i)-Qs(0)+A(i)-A(i) (1)
とする｡但し,この待ち行列の容量は無限大である｡即ち,
0≦Qs(i)≦∞と仮定する｡
次に,トランザクション消滅過程を含む待ち行列系を下
記のモデル式で表すと
Q(i)-Q(0)+A(i)-C(i)-D(i)
-xiA(i)-C(i)-D(t) (2)
となる｡この時,待ち行列数Q(i)には,汝の様な制限が＼
存在する.ここ七,o≦Q(i)≦Bと表す.但し,Bは正
の整数である｡
即ち,(1)～(2)式は,図1の様な待ち行列系を表している｡
今,(1)式で表現されるシステムは無限大のキューを持つシ
ステムであり,これは,例えば製造設備における入力側(供
給側)の容量が無限大である事を意味している｡′この事は
自設備(Q(t))の要求するデマンドに対して,限りなく要求
されるレートで入力出来る設備をもつ事である｡これによ
り自設備は,入力側のレー トを制御変数として定義出来る
事になる｡また,トランザクション消滅過程が制御変数と
して定義出来る時は,例えば自設備に入力される製品(ト
ランザクション)における不良品(トランザクショ/ン消滅過∂
荏)の発生レートを制御する事であり,この事は自設備に
おける入力側の設備に対する発生要因の解消により達成
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図 1.システム概 念図
Fig.1SystemConcept
できる事になる｡それ故,本研究では次の様にモデル化す
る｡
即ち,人力P,rlの制御過程として流通過程AT(i)を次の様
に定義する｡
AT(i)-A(i)一D(i) (3)
である｡但し,
AT(0)-A(0)-D(0)≡0 (4)
とするO
一般に,待ち行列系においては入力過程を制御する事は
奇異に思えるが,本研究の様なシステムの条件のもとでは
妥当性のあるものであり,現実の生産系システムにおいて
も,その評価を考える上で有用やあると思われる｡
以上の考え方のもとで,入出力過程及びトランザクショ
ン消滅過程を次の様に表す｡
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以上の考え方のもとで,入出力過程及びトランザクショ
ン消滅過程を次の様に表す｡
/′ヽ
(A(i);i≧0)を入力過程を表す計数過程(確率過程)とす
ノヽ
る時,A(i)の計数過程は
1
A(i)-芸lifqst,, q-1,2,- (5',
また,拙力過程A(i)の計数過程は
A(i)=∑1{Tqst}, q.-1,2,-: (6)q≧
と表される｡ 消滅十ラシザクションの点過程は
(CJeiCl,C2,C3,･･･ ･･･)=C /(7)
であることから,消滅トランザクションの計数過程は∴
C(t)-∑1{C,st,, r-1,2,･･ (8)r≧1
と書ける｡ここで,上記指示関数11･)は,集合(･)上で1,
それ以外で時0の値をとる指示関数である｡
ノ＼
制御変数として,入力過程A(i)のレー トを&(i)及びト
ランザクション消滅過程C(f)のレー トをC*(t),出力過程
のレー トをd(i),流通過程AT(i)のレー トαT(i)を考える｡
つまり
αT(i)-a(i)-d(t) (9)
ここで,Q(t)の制限によ-りαT(i)の上限値をαTB(Q(t),
C(t)の上限値をC*(Q(t))とする.この時,上述のレー ト
の制限による上限値を,それぞれ次の様に表す｡
o≦αT(i)SαT(Q(t) 8 (10)
O-<C*(t)_<C*(Q(i) (ll),
さらに,′(10),(ll)式で表される制御変数の集合を
･u=(CLT(t),C*(t)-,t≧0) (12)
と表す｡
図1の流通系においてコスト関数を以下に様に表す｡収
益コストとして流通過程を取ると,以下の様になる｡ ノ
･L(x)-Exl,Iowe-r叫 (り】 (13)
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ここで,rはディスカウントレイト,a,0,Ex伸ま,期待
値演算を表す.αは,流通トランザクションの単価を表す｡
つぎに,支出コストとLt,消滅過程によるものおよび
設備によるものが考えられるから
TC(x)=ExlI.we-rtlbdC(i)･qQ(i)dt] (14)t
ここで,btま,トランザクション消滅過程の単胤 qは,
在庫品の単価を表すo(14)式にRiemann･Stieljesの積分公
式を利用すると 【付録-1参照】
TC(x)=Exl.ae-,ilbdC(i.)･･qQ(i)dt]
-ixlI.me-TtbdC(i)]
･ExlI.we~rtqlfT(i)-C(i)]dt]･旦xr
/
-ExlI.we-rt(旦dAT(i)･(b-.旦)dC(i)]r ㍗
(15)
と変形出来るOただし,(15)式を変形するのに(3),(4)式を
用いた｡それゆえ,コスト関数は;初期値を無視すれば
V(x)-TR(x)-TC(7-)
-ExVowe-rt{pLuT(i,-VdC(i,}] 1`6' ′
ただし,p-al阜,V=b一旦 (17)
r r
<
ここで,A(i),A(i),C(i)は,それぞれ独立したポアソン過
程であると仮定する｡
【最適性の条件】
制御変数αT(i),C*(t)において次の様な切り換え制
御を考える｡ctT(i)に対して 】
･flQ(i,-foaTlQ't']v Q.('t,'…B7-チ (18)
次に,C*(りに対して
C*BlQ(i)]-C*【Q(i)],∀Q(t)≧0 (19)
とする｡
(18)式に串れば,/Q(i)の拘束条件(3)式を満たすように,
Q(i)が制限内であればctTlQ(i)]の様な制御変数により
入力側の制御を行い,制限値以上になれば翼【Q(i)]-咋
切り換える｡αT(t)-d(i)となる様に入力レー トを出力レ
ートに合わせれば良いキとになるoまた,C*(i)V-関して
は,前述したようにトランザクション消滅過程の発生レー
トを制御することにより達成できる｡
それゆえ,-(18),(19)式のような制御変数の集合を,つ
ぎのように定義する｡
u*(i)-1αTBlQ(t)],C*BlQ(i)],i20) (20)
このとき,Q(t)･がy≠xである最適な状態yに到達する
時琴を
T(y)=inf(i≧0,Q(i)-yl (21)
と表す｡これは,マルコフストッピングタイムと呼ばれる
ものである.このT(y)を用いれば,(20)式により定義さ
れる制御変数に対して(16)式は ｣
vB(;)-ExlE'y'e-rt(PTB(Q(i))-vC串B,(Q(i))idt'
+Exle-rT(y)vB(Q(y)]
(22)
と変形できる(6)｡
(22)式の右辺嘉一剰享,AT(i)'tc(i)に関するポアソン
過程の仮定により,∫(γ)はそれぞれのレー トをパラメー
タとする指数分布となることより
[岬TB(x)-vc *B(x)]
岬f(x)-vc*B(x)
C*B(x)+ctTB(x)+,
となる｡さらに,(22)式右辺第二項は
E(e-rT'y')EIExlVB'(Q(T(y)jQ(T(y)]
C *B(x)+GP (x)
C*B(x)+αTB(x)+,
(23)
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VD(x+1)
C*B(x') T,B
C*B(i)+αP,(x)
ctf(x) .,BVD(x-1)]
C*B(x)+αぎ(x)
1
+C*B(x)1+qTB(x)+,
+af(x)vB(x-1)]
が得られる｡
さらに,(24)式は
lc*B(x)vB(x+1)
(24)
rvB(x)-C *B(x)vB(x+1)
… ?(x)vB(x-1)-αTB(x)vB(x)
-C*B(x)vB(x)･岬f(x)-vc*B(x)
rvB(x)=C*B(x)AVB(x+1ト αTB(x)AVB(x)
+岬?(x)｣vc *B(x) (25)
ただし, VB(x)-vB(x)-vB(xl1)であ考.
【命題-1】:最適性の必要条件
ここで,切り換え制御が,最適性の必要条件を与えるこ
とについて述べるO切り換え制御u*(t)が以下甲条件を満
足すると仮定する｡
(イ)1≦Q(i)≦B-1の時,(18),(19)式を考慮すれば
V≦AVB(x)印
(ロ)Q(t)≧Bの時,同様に
AVア(x)≦V
であれば良 い｡ただし,
/
AVB(x)=vB(x)-vB(x-1)
この時の切り換え制御は〟*(t)である｡
【証明】
(26)
(27)
(28)
ある許容制御u'は,時刻tの関数で,かフ切り換え制御
u*(t)に連続な関数である｡羊こで,u^に関するコスト関
数を以下のように定義する｡
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vtd(x)-Exie-'slp T(S)-VC*(S)]ds
+Exle-rtVB(Q(i)] (29)
以上の解析より,(29)式は,文献(6)より以下の結果が得ら
れる｡詳細は,【付録-2】を参照してください｡
vtu(x)-vB(x) 1
･Exie-rsilc'*B(Q(S)-C*(S)]
lv-AVB(Q(S)+1)]
+[αTB(Q(S)-αT(S)]
lAVB(Q(S)-p]匝 (30)
再度繰り返すと,切り換え制御u*(i)は以下の様になる｡
aTB(Q(t)-
‡
αT(Q(i),Q(i)≦B-1
0, ,Q(i)≧B
C*B(Q(i)-C*(Q(i), Q(i)≧0(31)
(10),(ll)式量よび(26),(27)式の条件により,(30)式右
辺第2項の期待値積分項は正または零となる｡
それゆえ,Tr^(x)≦VB(x)がt≧0における任意のu^に
おいて成立す る｡ ここで,才一 ∞ とした とき,
vu^(x)≦vB(x)が痔られるかう,(31)式で定義される切り
換え制御の最適性が保証される｡
次に∴(25)式より
rvB(x)-C*B(x)AVB(x+1)
-df(x)AVB(i)'岬TB(x)-vc*B､(x) (32)
が得られる｡さらに,(32)式よりし
rvB(x-1)=C*B(x-1)AVB(x)∫
-αTB(x-1)AVB(x-1)
+岬TB(x-1)-万C*B(x-1) (33)-
となるから,i(32)-(33)を計算すると
Ic *B(x)+αTPtx-1)･+rIAVB(x)
-C*B(x)AVB(元･1) ､｢
+αTE(x-1)AVB(x-1) -ヽ
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+pAαぎ(x)-vAC*B(x)
が得られる｡これより(34)式は
AVB(x)
C*B(i)AVB(x+1)+αTE(x⊥1)AVB(x-1)
C章B(x)+α?(x-1)+,
pAaTB(x)-vAC*B(x)
C*B(x)+αf(x-1)+r
と変形できる｡ただし,
AC*B(x)-C*B(x)｣C*B(x-1)
AαTB(x)-αf(x)-αf(x-1)
(34)
(35)
(36)
である｡
この様 な条 件 の も とで決定 され た 制御 変 数
α字(Q(t);0≦Q(t)≦B11に対して,(1)式/により意義
されるシステムの定常分布は筆者等の研究によれば
??? ?? ? ? ? ????
〞? ? ? ? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
(37)
と表される｡【付録-3参照】
即ち,(1)～(3)式により定義されるシステムが成立する
ためには,(2),-(3)式で定義されるシステムが(26),(27)
式の条件のもとで(18),(19)式の制御変数が存在すること
が必要であり,このシステムの前提条件としての(1)式の定
常分布(37)式が成立することが必要である｡
(37)式の定常分布が存在するための条件は
a-αぎ(m)<1 (38)
となる｡ただし,0≦m≦B-1であるO.
これにより,(38)式の様な条件を満足する様にαぎ(m)を
仮定すれば,バーチャルキューは定常分布を持つことが出
来るから,(1)式の様なシステムを設計することは可能とな
る｡
次に,(26),(27)式の最適性の必要条件が満たされるた
めには,(35)式のAVB(x)の存在を証明する必要があり,
以下では,その存在条件を明確にする｡
いま,uB(x)= vB(x)とおくと
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uB(x)=col(uB(1),～,uB(Q*)i (.39)
の様にβ次元ベクトルが定義出来るから,(35)式より
uB(x)-AuB(x).岳 (40)
<
の様なマトリックス方程式が得られる｡ただし,A,Bは次
の様なマトリックスである｡
Å ≡
αTE(1)
αTE(o)+C*B(1)+r
C*B(1) ctぎ(2)
αTB(1)+C*B(2)+了 'α?(1)･C*B(2)･r'
C*β(β-2)
畠≡col
pAαTB(1)-vAC*B(1) pAαTB(B)-vAC*B(B)
亘TB(o)+C*B(1)+,''cLTB(B-1)+C*B(B)+r
(42)
∧
ただし, B >0,u>V>0であるo
これより,(40)式を用いれば,′山β(項 ま
uB(x)=[トArlL･岳 (43)
と求まる｡
即ち,【ト叶1が存在すれば,(43)式よりuβ¢)が求ま
ることになるoそれ散,[トArlの存在条件としてAのス
ペクトル半径紳 )<1であれば良いから,r>0であるこ
とを考慮すれば,Aめ各行要素の和が<1であれば良い-O
aB(x-1) aTB(x)
aTB-(x-1)･αB(F)+,'αTB(x-1)+αB(x)ir
ゼあれば良いから,r>0であることを考慮すれば
-Aαf(x)<AC*B(x) (44)
が得られる｡ここで,(44)式を変形すると
つ
ctf(x)-C*B(x)<α?(x-1)-C*B(x-1) (45)
が 得られる｡
また,(45)式は
αぎ(n+1)-C*B(n +1) ,
･αTE(n)-C*B(n)
･αぎ(n-1)-C*B(n-1) (46)
と書ける｡
この時,トランザクション消滅過程のレートC*B(n)は
流通過程のレートαぎ(n)よりノ小さい｡よって,
C*B(h)-Ylnαぎ(n), (47)
vo <Yln<1 ,,n-0,1,2,･･,Bl l
と仮定する｡ここで,(47)式を(46)式に代入すると
(1-'Ik)αTE(k)
i(1-qJ)aTB(j)<(1-りi)αTE(i)
(48)
と変形出来る｡ただし,0≦i<j<k_<B-1である.
さらに,
1171n-Kn,n=i,j,k
と置くと,(48)式は
(49)
KkCLTB(k)<KJqTB(j)<kiCLTB(i) (50)
0≦i<j<k≦B-1
となる｡
これによれば,流通量の増大に伴って,ct掌(n)は減少関
数であるから
撹(i)-αTB(j)_αTB(i)-αぎ(k)
j-i kl:i
と表される｡そこで,次の命題を得る｡
【命題-2】:最適性の不等式条件
流通過程AT(i)及びトランザクション消準過程C(t)Q)
制御レートの条件が(18),(19)式の様に与えられている時,
(26)および(27)式の条件を満足すれば,(16)式のコス､ト関
数を最大にする最適解は,(20)式で与えられる〟*¢)であ
る｡【終わり】
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以ー上の様に,本論文では,図1の様なシステムに対して,
入力過程と出力過程より流通過程を定義し,流通の収益を
最大にする問題を考えた時,待ち行列容量の制限付条件の
もとで,ある定常最廼解が存在する条件が求められた｡(義
適性の不等式条件)
即ち,この本尊式条件は,次の様に説明される｡
(50)式に冶 いて'7kaTB(k),TlkilαTB(k+1)が,すべての
k,1≦k≦B-1に対して成立する｡ただし,B≧1の正の
整数である｡これは,流通量の増大に伴って,待ち行列系
におけるスループットが全体として減少することを意味
している｡'また,同様に(51)式においては
k k+1
1(kαぎ(k)-1(k.1翼(k+1)
が,すべてのk,1≦k≦B-1に対して成立するから,こ
れは流通量の増大に伴って,待ち行列の時間遅れが全榛と
して増加することを意味している｡
したがって,(16)式の様な流通収益最大問題においては,
流通過程のレー トの最適上限値αTB(i),トランザクション
消滅過程のレー ト′の最適上限値C*B(i),i-1,2,-,B-1を
制御変数とする時特,全体として流通量が大きく_なるに従
っ七,流通過程のレー トを減少させる様に選ぶことが十分
であるとの結果を得た｡
最後に,このことは流通過程においては自明のことの様
に`見えるが,本研究における様々な条件のもとで,数理的
に確かめられた意義は大きいと言える｡
13.むすび
本研究においては,図1の様なシステムに対して入出力
過程よりあらたに流通過程を考えることにより,流通過程
のレー トとトランザクション消滅過程のレー トを制御変
数と考え,システムにおける流通収益最大問題を定常収益
問題と考えることにより最適性の条件を導いた｡
その結果,この様な最適性の条件が成立するための必要
条件として,(35)式のコスト関数の流通量に対する変分式
とその存在条件〈(44)式)を求めた｡この様な問題における
制御変数に対する最適上限値は,流通量の増大に伴い少な
くとも流通過程のレー トを減少させなければならないこ
とが判った｡このことは,待ち行列容量の最適上限値と制
御変数の最適上限値と､の相関を見つける上で有用な結果
であると思われる｡
また,上述の様な制御システムにおいては,･入力側制御
を可能にするため,上流側にバーチャルキューの存在を仮
定したが,このバーチャルキューの定常分布の存在条件に
ついても調べた∴これにより,システム全体の評価をする
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【付録-1】
岩波書店の｢数学辞典｣第3版P217Bより｢f(x),α(x)
を【a,tb]で定義された,実数値をとる有界関数とするo
a=xo<xl'X,2<･･･<Xn_1<Xn=bを【a,b]の分割と
してα(x)tこ関する亘einannの和
T
rid-il
･,af(ei,(i(xi･;,-a(xi,,,篭iJElxi,Xil1,｣
を作るomax(xi.1⊥xi)-0となるように,ー 分割を細か
くしたとき,分割のいかんにかかわらずこの和が一定値に
収束すれば,この値をf(x)のq(x)に関するRiemann-
stieltj･676分といい,Lf(x,da(x,で表すoRTie-ann華
分はα(x)1-Xであや特男･jo)場合で挙る｡｣
本論文では,Riemann:l-Stieltjes積分ゐ中でα(x)を狭義
単調増加連続関数で,またα′(x)が存在し七連続ならばif(x,da(x,事 (x,也,(x,k
という公式を活用している｡
(15)式:
TC(x)-ExlIowe-rtlbeC(t)･qQ(i)df]
-ExlI.we-rtbdc(t)]･ExFql/.weLrtlx･AT(i)-C(i)]dt]
-ExlIowbe-rtdC(t',･Exlql廿 r隼 ヰ 't'
TExlql(一三)e-r酔 dC't']･予て
-ExlチI.we-rtdAT(i)I(b-f)lone-rtdC(i)]･旦xJ●
これより(15)式が得られる｡ .
【付録-2】
(29)式中のExle-rtV,B(Q(i))]を求めるために,次の積
分を考える｡
Le-rsdVB(Q(S)
-e-rtvB(QCt)-VB(Q(0)
･rLe-rsvB(Q(S)ds (Al)
仏1)式の両辺に期待値を取ると,
ExrLe-rsdVB(Q(S)
-Exle-'ivB(Q(i)]-VB(x)
･Exhe-rsvB(Q(S)ds (A2)
Exle-'tvB(Q(t)]
-vB(x仁Exjre~rsvB(Q(S)ds
･Exie-'sdVB(Q(S) 仏3)
(A3)式右辺第三項は,Q(t)の上方向と下方向の遷移を
分離して表現すると下記の様に展開できる｡
ExLe-rsdVB(Q(S)
-ExLe-rs(vB(Q(S)･1)
-vB(Q(S)]dC(S)
･lvB(Q(S)-1トVB(Q(S)]L4T(S))
･Exje-'slc*B(S)AVB(Q(S)I1)-
αT(S)AVB(Q(S)]ds
よって;仏3),(A4)式より次式を得るO
(Å1)
Ex[e-rtVB(Q(i)]
-vB'xi).ExLe-rslc*B(S,年rB(?(S,･1,-
aTB(S)AVB(Q(S)トrVB(Q(S)]ds (A5)I
一方,不文の(25)式より以下の式が導かれている｡
C*B(Q(S)AvB(Q(S)･1)-αTB(S)AVB(Q(S)'
岬ぎ(Q(S)-vC*B(Q(S)
-rVB(Q(S)
(A3)ん(A6)より,本文(29)式が得られる.
(A6)
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【付録-3】
′ヽ
Qs(i)-Qs(0)+A(tトAT(tトD(i)
ここで,確率過程
Zt(n)-1(Qs(i)=n),n-0,1,2,･･･
(A1)
(A2)
を定義する｡この時,Qs(i)の確率分布Pts(n)は＼
PtS(a)r-ElZt(Tl)] 仏3)
と表されるo確率過程(Zt(n),n.-0,1,2,-)は入出力ジャ
ンプにより決まるから
it(n)-Z.(n)･Lfs(n)ds･mt 仏4'
と表される∴この時,確率過程Zt(n)tま計数過程,ft(n)
はFi一更新過程(1),miは局所マルチンゲールを表してい
る｡
それゆえ,仏1)式において )～
ft(n)-(Zt(n)1(a,o)-Zt(h))a
-(zt(n-1)1(n,o)-Zt(n)l亘f(m)
+iZtn'1トZt(n)1(n,o))d I(A5)
n-0,1,2,･･･,m=0,1,2,･･･,B
また,局所マルチンゲールmtは
mt-MtL+MiA
MLt-歪zs-(n-1).(n,.,
ノヽ
-Zs-)(dA(s)-us)
-hzs-(nIl1)1(n,.,-Zs-(n))
(A6)
(dAT(S)-α字(m)ds) (A7)
MtA-詔zs(n･1)-Zs(n)1(n,.,チ
(dD(S)-dds) (A8)
と表される｡ただし,仏7),仏8)において∫~は各時点∫の
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直前の値であり,各被積分項はS~によって定まるFt-可
予測過程であり,有界である｡
ここで,仏7),仏8)を用いて仏5)の両辺に軒 ]の演算を
実行すると
ilpts(n)]
--ia-CLTB(m)･d･1(n,.))Pis(n)'
･(a･1(n,.)-α字(m))pts(n-1)
+dBts(n+1) ,(A9)
とな る ｡
た だ し,t>0,n=0,1,2,-,m-0,1,2,･･･,B で ある｡
即 ち ,仏9)式は,コルモゴロフゐ方程 式 を 表 している｡
PS(n)
a-i字(m)
lps(o) (AIO)
と求まる｡
ただし,n=0,1;2,-,m-0,1,2,-,Bであるo
(平成12年01月17日受付,平鹿12年08月07日再受付)
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