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RANDOM POLYNOMIALS WITH PRESCRIBED NEWTON POLYTOPE
BERNARD SHIFFMAN AND STEVE ZELDITCH
Abstract. The Newton polytope Pf of a polynomial f is well known to have a strong impact on its
behavior. The Bernstein-Kouchnirenko theorem asserts that even the number of simultaneous zeros in (C∗)m
of a system of m polynomials depends on their Newton polytopes. In this article, we show that Newton
polytopes further have a strong impact on the distribution of zeros and pointwise norms of polynomials,
the basic theme being that Newton polytopes determine allowed and forbidden regions in (C∗)m for these
distributions.
Our results are statistical and asymptotic in the degree of the polynomials. We equip the space of
polynomials of degree ≤ p in m complex variables with its usual SU(m + 1)-invariant Gaussian probability
measure and then consider the conditional measure induced on the subspace of polynomials with fixed
Newton polytope P . We then determine the asymptotics of the conditional expectation E|NP (Zf1,...,fk ) of
simultaneous zeros of k polynomials with Newton polytope NP as N →∞. When P = Σ, the unit simplex,
it is clear that the expected zero distributions E|NΣ(Zf1,...,fk ) are uniform relative to the Fubini-Study form.
For a convex polytope P ⊂ pΣ, we show that there is an allowed region on which N−kE|NP (Zf1,...,fk ) is
asymptotically uniform as the scaling factor N →∞. However, the zeros have an exotic distribution in the
complementary forbidden region and when k = m (the case of the Bernstein-Kouchnirenko theorem), the
expected percentage of simultaneous zeros in the forbidden region approaches 0 as N →∞.
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2 BERNARD SHIFFMAN AND STEVE ZELDITCH
1. Introduction
It is well known that the Newton polytope P of a polynomial f(z1, . . . , zm) of degree p has a crucial
influence on its value distribution and in particular on its zero set. Even the number of simultaneous zeros in
(C∗)m := (C\{0})m of m generic polynomials f1, . . . , fm depends on their Newton polytopes [Be, Ko1, Ko2].
Our purpose in this paper is to demonstrate that the Newton polytope of a polynomial f also has a crucial
influence on its mass density |f(z)|2dV and on the spatial distribution of zeros {f = 0}. We will show that
there is a classically allowed region where the mass almost surely concentrates and a classically forbidden
region where it almost surely is exponentially decaying. The classically allowed region is the inverse image
µ−1( 1pP
◦) of the (scaled, open) polytope 1pP
◦ under the standard moment map µ of complex projective space
CPm. The simultaneous zeros in (C∗)m of m generic polynomials f1, . . . , fm with Newton polytope P tend
to concentrate (in the limit of high degrees) in the classically allowed region, giving a kind of quantitative
localized version of the Bernstein-Kouchnirenko theorem [Be, Ko1, Ko2]. Polynomials with a given Newton
polytope P are often called sparse in the literature, and methods of algebraic (including toric) geometry have
recently been applied to the computational problem of locating zeros of systems of such sparse polynomials
(e.g., see [HS, MR, St, Ro, Ve]). Our results give information on the expected location of zeros when the
polynomials are given the conditional measure described below. To our knowledge, this kind of precise
asymptotic concentration of zeros of sparse systems of random polynomials has not been observed before.
The Newton polytope has an equally strong (though different) impact on the common zeros of k < m
polynomials f1, . . . , fk. The image of the zero set of f1, . . . , fk under the moment map is (up to a logarithmic
re-parameterization) known as an amoeba in the sense of [GKZ, Mi2]. Results on the expected distribution
of amoebas can be obtained from our results on the expected zero current; for example, for a polytope 1pP
with vertices in the interior of the standard unit simplex Σ ⊂ Rm, there is also a very forbidden region which
the amoeba almost surely avoids (see Corollary 1.6).
1.1. Statement of results. The patterns in zeros discussed here are statistical—they hold for random
polynomials with prescribed Newton polytope—and are asymptotic as the degree of the polynomials tends
to infinity. To state our problems and results precisely, let us recall some definitions. Let
f(z1, . . . , zm) =
∑
α∈Nm:|α|≤p
aαχα(z1, . . . , zm), χα(z) = z
α1
1 · · · zαmm (1)
(α = (α1, . . . , αm), |α| = α1+ · · ·+αm) be a polynomial of degree p in m complex variables. By the support
of f we mean the set
Sf = {α ∈ Zm : aα 6= 0}, (2)
and by its Newton polytope Pf we mean the set
Pf := the convex hull in R
m of Sf . (3)
Our aim is to study the statistical patterns in the space
Poly(P ) = {f ∈ C[z1, . . . , zm] : Pf ⊂ P} (4)
of polynomials with support contained in a fixed Newton polytope P . We therefore need to find a natural
measure on this space of polynomials. Since our purpose is to compare zero sets and masses as the polytope P
varies, we view the polytope P as placing a condition on the Gaussian ensemble Poly(pΣ) of all polynomials
of degree ≤ p (where pΣ is the dilation by p of the standard unit simplex Σ), and we give Poly(P ) the
resulting conditional probability measure. Here, p is chosen such that pΣ ⊃ P .
To describe this Gaussian ensemble, we first identify Poly(pΣ) with the space of homogeneous polynomials
of degree p in m+1 variables in the usual way, i.e., by identifying f ∈ Poly(pΣ) with the homogeneous poly-
nomial F such that F (1, z1, . . . , zm) = f(z1, . . . , zm). Using this identification, we give the space Poly(pΣ)
the SU(m+ 1)-invariant inner product
〈f1, f¯2〉 := 〈F1, F¯2〉S2m+1 = 1m!
∫
S2m+1
F1F¯2 dν , (5)
where dν is Haar probability measure on the (2m + 1)-sphere S2m+1 ⊂ Cm+1. The monomials χα are
orthogonal, so an orthonormal basis of Poly(pΣ) is given by
{‖χα‖−1χα}|α|≤p, where ‖ · ‖ denotes the norm
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in Poly(pΣ) given by (5). We emphasize here that the norms {‖χα‖} of the monomials {χα} do not depend
on the constraining polytope P—they are given by the SU(m+ 1)-invariant inner product (5) on Poly(pΣ).
(Of course they do depend on the choice of the integer p.)
The SU(m+ 1)-invariant Gaussian measure γp corresponding to the inner product (5) is defined by
dγp(f) =
1
πkp
e−|c|
2
dc, f =
∑
|α|≤p
cα
χα
‖χα‖ , (6)
where kp = #{α ∈ Nm : |α| ≤ p} =
(
m+p
p
)
. Thus, the coefficients cα are independent complex Gaussian
random variables with mean zero and variance one. We then endow the space Poly(P ) with the associated
conditional probability measure γp|P :
dγp|P (f) =
1
π#P
e−|c|
2
dc, f =
∑
α∈P
cα
χα
‖χα‖ , (7)
where the coefficients cα are again independent complex Gaussian random variables with mean zero and
variance one. (By an abuse of notation, we let
∑
α∈P denote the sum over the lattice points α ∈ P ∩ Zm;
#P denotes the cardinality of P ∩ Zm.) We observe that Poly(P ) inherits the inner product 〈f1, f¯2〉 from
Poly(pΣ), and that γ|P is the induced Gaussian measure. Probabilities relative to γ|P can be considered as
conditional probabilities; i.e. for any event E,
Probγ{f ∈ E|Pf = P} = Probγ|P (E).
The expected distribution of mass and zeros of polynomials with fixed Newton polytope turns out to
involve the moment map µ : (C∗)m → Rm given by
µ(z) =
( |z1|2
1 + ‖z‖2 , . . . ,
|zm|2
1 + ‖z‖2
)
. (8)
The image of µ is the interior of the standard unit simplex Σ in Rm with vertices at the points
(0, . . . , 0), (1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, . . . , 0, 1) .
The map µ is the moment map of CPm ⊃ (C∗)m (with the Fubini-Study symplectic form ωFS) and plays a
role in the geometric approach in [SZ2, STZ1, STZ2], where we regard polynomials with a fixed polytope as
sections of a holomorphic line bundle on a toric variety (see §6).
By a convex integral polytope P , we mean the convex hull in Rm of a finite set of points in Zm. We use
the moment map µ to describe our classically allowed regions:
Definition: Let P be a convex integral polytope in Rm such that P ⊂ pΣ. The classically allowed region
for polynomials in Poly(P ) is the set
AP := µ−1
(
1
p
P ◦
)
⊂ (C∗)m (9)
(where P ◦ denotes the interior of P ), and the classically forbidden region is its complement (C∗)m \AP . (If
P has empty interior, i.e. if dimP < m, then AP = ∅.)
All of our results on the asymptotic expected distribution of zeros of systems of random polynomials with
prescribed Newton polytopes follow from our asymptotic result (Theorem 1.2) on the pointwise expected
values of random polynomials with given Newton polytopes. Our results on zeros have a somewhat different
flavor as the codimension (or number of polynomials in the system) varies. We first describe the results for the
maximum codimension m where the zero set is almost surely discrete (Theorem 1.1). Then after describing
the expected value distribution, we discuss the codimension 1 case, where the zero set is a hypersurface, and
we finish with a result for general codimension that encompasses the previous results.
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1.1.1. Distribution of zeros: the point case. Let us first consider the simultaneous zero set of m independent
random polynomials in m variables. Be´zout’s theorem tells us that m generic homogeneous polynomials
F1, . . . , Fm of degree p have exactly p
m simultaneous zeros in (C∗)m. In fact, one immediately sees (by
uniqueness of Haar probability measure on CPm) that the expected distribution of zeros is uniform with
respect to the SU(m+1)-invariant projective volume form, when the ensemble is given the SU(m+1)-invariant
measure dγp.
According to the Bernstein-Kouchnirenko theorem [Be, Ko1, Ko2], the number of common zeros in (C∗)m
of m generic polynomials {f1, . . . , fm} with given Newton polytope P equals m!Vol(P ), where Vol(P ) is
the Euclidean volume of P . For example, if P = pΣ, where Σ is the standard unit simplex in Rm, then
Vol(pΣ) = pmVol(Σ) = p
m
m! , and we get Be´zout’s theorem. (More generally, the fj may have different Newton
polytopes, in which case the number of zeros is given by the Bernstein-Kouchnirenko formula as a ‘mixed
volume’ [Be, Ko1, Ko2].)
Now consider the ensemble of m independent random polynomials with Newton polytope P , equipped
with the conditional probability (7). We let E|P (Zf1,...,fm) denote the expected density of their simultaneous
zeros. More generally, for N ∈ Z+ we define the expected zero density measure E|NP (Zf1,...,fm) by
E|NP (Zf1,...,fm)(U) =
∫
dγNp|NP (f1) · · ·
∫
dγNp|NP (fm)
[
#{z ∈ U : f1(z) = · · · = fm(z) = 0}
]
, (10)
for U ⊂ (C∗)m, where the integrals are over Poly(NP ). In fact, E|NP (Zf1,...,fm) is an absolutely continuous
measure given by a C∞ density (see Proposition 5.1).
Our first result shows that, as the polytope P expands, these zeros are expected to concentrate in the
classically allowed region and have (asymptotically) uniform density there. We measure the density of zeros
with respect to the projective volume dVolCPm =
1
m!ω
m
FS, where ωFS =
i
2π∂∂¯ log(1+‖z‖2) is the Fubini-Study
Ka¨hler form on Cm ⊂ CPm. (Note that with this normalization, the volume of CPm is 1m! .)
Theorem 1.1. Suppose that P ⊂ pΣ ⊂ Rm is a convex integral polytope with nonempty interior. Then
lim
N→∞
1
(Np)m
E|NP (Zf1,...,fm) =
 ω
m
FS on AP
0 on (C∗)m \ AP
,
in the measure sense; i.e., for any Borel set B ⊂ (C∗)m, we have
1
(Np)m
E|NP
(
#{z ∈ B : f1(z) = · · · = fm(z) = 0}
)→ m!VolCPm(B ∩ AP ) .
Theorem 1.1 is a special case of our general result on zeros (Theorem 1.4). In fact, our results imply that
the convergence of the zero current on the classically allowed region is exponentially fast in the sense that
E|NP (Zf1,...,fm) = (Np)
mωmFS +O
(
e−λN
)
on AP ,
for some positive continuous function λ on AP .
Note that we can choose any integer p such that pΣ ⊃ P . Theorem 1 (as well as our other results) depends
quite strongly on the choice of p, since the classically allowed region AP shrinks as p is increased. In order
to minimize notational clutter, p does not appear AP , E|NP , |f(z)|FS, and some other expressions to be
define below.
Figure 1 shows the classically allowed region (shaded) and the classically forbidden region (unshaded)
when P is the unit square in R2 (and p = 2):
1.1.2. Mass distribution. By the mass density of a polynomial f ∈ Poly(pΣ) at a point z ∈ (C∗)m, we mean
the square |f(z)|2FS of the Fubini-Study norm
|f(z)|FS := |f(z)|
(1 + ‖z‖2)p/2 = |F (ζ)| , ζ =
1√
1 + ‖z‖2 (1, z1, . . . , zm) ∈ S
2m+1 , (11)
where F is the homogenization of f described above. Our next result describes the asymptotics of the
expected mass density of L2-normalized polynomials with Newton polytope NP , i.e. the expected den-
sity EνNP (|f(z)|2FS) with respect to the Haar probability measure, denoted by νNP , on the unit sphere in
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Figure 1. The classically allowed region for P = [0, 1]× [0, 1]
Poly(NP ). We shall show that EνNP (|f(z)|2FS) is asymptotically uniform with respect to Fubini-Study mea-
sure in the classically allowed region (as if there were no constraint at all); while in the forbidden region
the mass decays exponentially. Thus in the semiclassical limit N → ∞, all the mass concentrates in the
classically allowed region.
Behavior of the expected mass density (as well as the zero distribution in positive dimension) in the
forbidden region is subtle, so we pause to introduce the relevant concepts. We show in §4.2.1 that the
classically forbidden region decomposes into the disjoint union of the normal ‘flow-outs’ of boundary points
of P ,
Flow(x) := {eτ · z : τ ∈ Cx, pµ(z) = x} , x ∈ ∂P ∩ pΣ◦ , (12)
where Cx ⊂ Rm is the normal cone to P at x (see §2.1). Here r · z = (r1z1, . . . , rmzm) denotes the Rm+ action
on (C∗)m.
We use these flow-outs to divide the forbidden region into subregions RF as follows: Recall that the
boundary of a polytope P decomposes into a disjoint union of its faces (of all dimensions). For each face F
of P not contained in ∂(pΣ), we let
RF =
⋃
x∈F
Flow(x) = {eτ · z : τ ∈ CF , pµ(z) ∈ F} . (13)
where CF is the normal cone to P along the face F ; i.e., the normal cone to P at any point of F (see §2.1).
Note that for the case where F is the open face P ◦, RF is the classically allowed region AP . We call RF the
flow-out of the face F . The regions RF all have nonempty interior. A sample illustration of these regions if
given in Figure 4 in §1.2.3.
We can now state our result on mass asymptotics:
Theorem 1.2. Suppose that P ⊂ pΣ ⊂ Rm is a convex integral polytope such that P 6⊂ ∂(pΣ). Then
the expected mass density of random L2-normalized polynomials with Newton polytope NP is given by the
asymptotic formulas:
EνNP
(|f(z)|2FS) ∼ c0 + c1N−1 + c2N−2 + · · · , for z ∈ AP ,
EνNP
(|f(z)|2FS) = N−s/2e−NbP (z) [cF0 (z) +O(N−1)] , for z ∈ R◦F , F ⊂ Σ◦,
where c0 =
pm
Vol(P ) , s = codimF , c
F
0 ∈ C∞(R◦F ), and bP is a positive C1 function on (C∗)m\AP . Furthermore,
the remainder estimates are uniform on compact subsets of the open regions R◦F and of AP .
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We shall give a formula for bP (z) below. A more precise asymptotic formula for the expected mass density
is given by Theorem 4.1 (see also (74)).
It follows that
EνNP
(|f(z)|2FS) −→

pm
Vol(P ) , for z ∈ AP
0 , for z ∈ (C∗)m \ AP
,
as illustrated in Figure 2 below (plotted using Maple) for the case where P is the unit square. (Recall Figure
1 for the depiction of AP for this case.)
0
1
2
0
1
0
1
N=10
0
1
2
0
1
0
1
N=100
Figure 2. 14EνNP
(|f(z)|2FS) for P = [0, 1]× [0, 1]
Heuristically, the mass concentration in AP can be understood as follows: the mass of a monomial χα ∈
Poly(Np) concentrates (exponentially) on the torus µ−1( 1Npα). The constraint Sf ⊂ NP thus concentrates
all the mass in AP , with exponentially small errors, and the mass there is uniformly distributed with small
errors. Such mass concentration of monomials is given in formula (76) and in more detail in [STZ2].
We also show that 1N logE|NP
(|f(z)|2FS) → −bP (z) uniformly on compact subsets of (C∗)m (Propo-
sition 4.2), even at the interfaces of the regions RF . Combined with the Poincare´-Lelong formula, this
uniform convergence result leads to the asymptotics of the expected distribution of zeros of a single random
polynomial with polytope NP . Using independence of sections and the Bedford-Taylor Theorem [BT] on
continuity of the Monge-Ampe`re operator, we obtain asymptotics for any number 1 ≤ k ≤ m of sections.
We shall show that bP is C∞ on the regionsR◦F , but is not even C2 on the interfaces between these regions.
To state our formula for bP , we let q(z) denote the unique point in ∂P such that z ∈ Flow(q(z)) and we let
τz ∈ Cq(z) be such that z = eτz/2 · ξ where ξ ∈ µ−1
(
1
pq(z)
)
. Thus q(z), τz are given by the conditions:
pµ(e−τz/2 · z) = q(z) ∈ ∂P, (14)
τz ∈ Cq(z). (15)
The existence and uniqueness of q(z) and τz are stated in Lemma 4.3.
We then have:
bP (z) = −〈q(z), τz〉+ p log
(
1 + ‖z‖2
1 + ‖e−τz/2 · z‖2
)
for z ∈ (C∗)m \ AP . (16)
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To understand formula (16) better, for any x ∈ P (not necessarily a lattice point), we consider the
‘monomials’
|χx(z)| := |z|x = |z1|x1 · · · |zm|xm , |χ̂x(z)| := |χx(z)|FS = |χx(z)|
(1 + ‖z‖2)p/2 , Mx(z) :=
|χ̂x(z)|
sup |χ̂x| , (17)
for z ∈ (C∗)m. Thus the normalized monomial Mx has sup-norm 1; in fact it takes its maximum on the
torus µ−1( 1px). One easily checks that
bP (z) = −2 logMq(z)(z) , (18)
and thus Theorem 1.2 says that
EνNP
(|f(z)|2FS) = [cF0 (z) +O(N−1)] N−s/2Mq(z)(z)2N , z ∈ R◦F . (19)
We will also obtain an integral formula for bP (see Proposition 5.3), which allows us to interpret bP as an
‘Agmon distance’ (see §1.4), and q(z) is the closest point of P to pµ(z) in this sense.
We do not assume in Theorem 1.2 that P has interior. However, if P ◦ = ∅ (i.e., if dimP < m), then we
must assume that P 6⊂ ∂(pΣ) since if P is contained in a face of pΣ, the decay function bP is not defined.
Note that if P ◦ = ∅, then AP is vacuous and the first expansion of the theorem does not occur.
1.1.3. Distribution of zeros: arbitrary codimension. Our next results concern the zero set of one or more
random polynomials. Since the zero set
|Zf1,...,fk | := {z ∈ (C∗)m : f1(z) = · · · = fk(z) = 0} (20)
is a submanifold of complex codimension k (without multiplicity), for almost all polynomials f1, . . . , fk, it
defines a current of integration Zf1,...,fk ∈ D′k,k((C∗)m). We recall that this current is given by
(Zf1,...,fk , ϕ) :=
∫
|Zf1,...,fk |
ϕ , for test forms ϕ ∈ Dm−k,m−k((C∗)m) . (21)
The zero set |Zf1,...,fk | also carries a natural (2m − 2k)-dimensional Riemannian volume measure (induced
from the Fubini-Study metric on CPm), denoted ‖Zf1,...,fk‖, against which one can integrate scalar functions.
Since the volume form on any complex n-dimensional holomorphic submanifold of CPm is given by the
restriction of 1n!ω
n
FS, the volume measure on the zero set is given by ‖Zf1,...,fk‖ = Zf1,...,fk ∧ 1(m−k)!ωm−kFS ;
i.e.,
(‖Zf1,...,fk‖, ϕ) =
∫
|Zf1,...,fk |
ϕdVol2m−2k =
1
(m− k)!
∫
|Zf1,...,fk |
ϕ ωm−kFS , for ϕ ∈ D((C∗)m) . (22)
As a measure, ‖Zf1,...,fk‖(U) = Vol(|Zf1,...,fk | ∩ U) for open sets U ⊂ (C∗)m. (For the theory of currents
defined by complex algebraic or analytic varieties, see for example, [Sh, I.3].) We shall discuss the expected
values of both the current of integration Zf1,...,fk and the measure ‖Zf1,...,fk‖.
We first consider the expected distribution of zeros of 1 polynomial. We denote by E|P (Zf ) = Eγp|P (Zf )
the conditional expectation of the zero current of a random polynomial f ∈ Poly(P ) with Newton polytope
P . In fact, E|P (Zf ) is actually a smooth (1, 1)-form on (C∗)m (Proposition 5.1).
Let us recall what happens when P = pΣ. By the uniqueness of the SU(m+1)-invariant Ka¨hler form ωFS
on CPm, the expected zero current E(Zf ) taken over all polynomials of degree p is given by pωFS, where
ωFS =
i
2π∂∂¯ log ‖z‖2 is the Fubini-Study Ka¨hler form on CPm. Thus the expected distribution of zeros,
as well as the tangents to the zero varieties, is uniform over CPm. We now describe how the expectation
changes if we add the condition that Pf = P .
Theorem 1.3. Let P ⊂ pΣ ⊂ Rm be a convex integral polytope such that P 6⊂ ∂(pΣ). Then there exists a
closed semipositive (1, 1)-form ψP on (C
∗)m with piecewise C∞ coefficients such that:
i) N−1E|NP (Zf )→ ψP in L1loc((C∗)m).
ii) ψP = pωFS on the classically allowed region µ
−1( 1pP
◦).
iii) On each region R◦F , the (1, 1)-form ψP is C∞ and has constant rank equal to dimF ; in particular,
if v ∈ pΣ◦ is a vertex of P , then ψP |R◦v = 0.
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We see from part (iii) that the zero set |Zf | of a polynomial with polytope NP typically intersects the
classically forbidden region µ−1(Σ \ 1pP ) in the semiclassical limit N →∞. However, there are subtler ‘very
forbidden regions’ that |Zf | avoids in the case where the polytope has vertices in the interior of pΣ, namely
the regions R◦v comprising the flow-out of these vertices.
As a corollary, we obtain some statistical results on the so-called ‘tentacles’ of amoebas in dimension 2
(see §5.5). Roughly speaking, the (compact) amoeba of a polynomial f(z1, z2) is the image of the Riemann
surface Zf under the moment map µ on (C
∗)2, and the tentacles are the ends of the amoeba. Certain
tentacles must end at vertices of the triangle Σ while others are ‘free’ to end anywhere along the boundary
of Σ. In Corollary 5.6, we will prove that (in the limit N → ∞) almost all of the free tentacles of typical
amoebas tend to end in the classically allowed portion of ∂Σ.
We call the form ψP in Theorem 1.3 the limit expected zero current. Our explicit formula for ψP is
ψP = pωFS −
√−1
2π
∂∂¯bP , (23)
where bP is given by (16). In fact, (23) holds as an equation of currents, and the current ψP ∈ D′1,1((C∗)m)
is closed and positive. By L1loc convergence in (i), we mean L1 convergence of the coefficients on every
compact subset of (C∗)m. (Recall that E|NP (Zf1,...,fk) is a (k, k)-form with smooth coefficients.) If we write
ψP =
√−1∑ψjk(z)dzj ∧ dz¯k, then (ψjk(z)) is a semi-positive Hermitian matrix. By the rank of ψP at
z, we mean the rank of the matrix
(
ψjk(z)
)
. Note that if RF and RF ′ are adjoining regions (i.e., have a
common codimension 1 interface), then F and F ′ are of different dimensions, so ψP must be discontinuous
along the interface.
Boundary points of the RF are called transition points . The set of transition points comprises the
discontinuities of ψP . Points of ∂AP are always transition points, and there will be others whenever P has
a face F ⊂ pΣ◦ of codimension at least 2. For example, consider the case where P is the unit square. In this
case, there are two interior faces whose flow-outs are the connected components of the classically forbidden
region (see Figure 1 above) and the set of transition points equals ∂AP . We shall also give an example with
an interior vertex (see §1.2.3), where the forbidden region is connected but decomposes into flow-outs of 3
faces (see Figure 4) and there are transition points not in ∂AP .
The form ψP not only encodes the expected (normalized) density of the zero set, but also the expected
density of tangent directions to the zero set. In the course of the proof of Theorem 1.3, we will show that
in the forbidden region, the limit tangent directions are restricted. In particular, as the polytope expands,
the tangent spaces to typical zero sets approach tangency to the ‘normal flow’ {eτ+iθ · z0 : τ, θ ∈ T⊥F ⊂ Rm}.
A precise formulations of this fact is given in Theorem 5.5. Thus, while the expected distribution of zero
densities is absolutely continuous, the expected distribution of zero tangents is singular.
Finally, we consider the general case of k ≤ m independently chosen random polynomials
fj ∈ Poly(Pj) , Pj ⊂ pjΣ , Pj 6⊂ ∂(pjΣ) (1 ≤ j ≤ k) ,
and we let E|P1,...,Pk(Zf1,...,fk) denote the expected zero current with respect to the probability measure
γp1|P1 × · · · × γpk|Pk on the product space. If P1 = · · · = Pk = P , then we also write E|P,...,P (Zf1,...,fk) =
E|P (Zf1,...,fk).
Theorem 1.4. Let P1, . . . , Pk be convex integral polytopes in R
m
≥0. Then
N−kE|NP1,...,NPk(Zf1,...,fk)→ ψP1 ∧ · · · ∧ ψPk in L1loc((C∗)m) , as N →∞ .
Theorem 1.1 is a consequence of Theorems 1.3 and 1.4. Furthermore, the expected volume of the zero set
of a system of k polynomials has the following exotic distribution law, as given by the following corollaries:
Corollary 1.5. Let P1, . . . , Pk be convex integral polytopes in R
m
≥0. Then for every relatively compact,
open set U ⊂ (C∗)m, we have
1
Nk
E|NP1,...,NPkVol(|Zf1,...,fk | ∩ U)→
1
(m− k)!
∫
U
ψP1 ∧ · · · ∧ ψPk ∧ ωm−kFS .
Corollary 1.6. The expected zero current N−kE|NP (Zf1,...,fk) tends to 0 at all points of each forbidden
subregion RF with dimF < k.
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1.2. Examples. We illustrate the results of Theorems 1.2–1.3 in some simple cases in dimension m = 2.
For our examples, we shall describe the forbidden subregions RF given by (12)–(13) and compute the decay
function bP (z) and the limit expected zero current ψP .
To simplify our computation of ψP from (23), we write
u(z) = −bP (z) + p log(1 + ‖z‖2) = p log(1 + ‖e−τz/2 · z‖2) + 〈q(z), τz〉 ,
so that
ψP =
√−1
2π
∂∂¯u =
√−1
2π
∂∂¯
[
p log(1 + ‖e−τz/2 · z‖2) + 〈q(z), τz〉
]
. (24)
1.2.1. Example 1: the square. For our first example, we let P be the unit square with vertices {(0, 0), (1, 0), (0, 1), (1, 1) }
and we let p = 2. Recalling that
µ(z1, z2) =
( |z1|2
1 + |z1|2 + |z2|2 ,
|z2|2
1 + |z1|2 + |z2|2
)
,
we see that the classically allowed region is given by
AP = {(z1, z2) : |z1|2 − 1 < |z2|2 < |z1|2 + 1} ,
as illustrated in Figure 1. The forbidden region consists of two subregions:
RF = {(z1, z2) : |z2|2 ≥ |z1|2 + 1} , F = {(x1, 1) : 0 ≤ x1 ≤ 1} ,
RF∗ = {(z1, z2) : |z2|2 ≤ |z1|2 − 1} , F ∗ = {(1, x2) : 0 ≤ x2 ≤ 1} .
Suppose that z is a point in the upper forbidden region RF . Recalling (14)–(15), we write τz = (τ1, τ2);
then τ1 = 0 since τ ⊥ TF . The boundary point q(z) of P whose normal flow contains z is given by
q(z) = 2µ(e−τz/2 · z) = (a, 1) ∈ F ⊂ ∂P .
Writing
|z1|2 = s1, |z2|2 = s2 , |e−τ2/2z2|2 = e−τ2s2 = s˜2 ,
we have
s1
1 + s1 + s˜2
=
a
2
,
s˜2
1 + s1 + s˜2
=
1
2
.
Therefore
s1 =
a
1− a , s˜2 =
1
1− a =
s1
a
, a =
s1
1 + s1
=
|z1|2
1 + |z1|2 ,
e−τ2 = s˜2/s2 =
s1
as2
=
1 + |z1|2
|z2|2 .
We have
log(1 + ‖e−τz/2 · z‖2) = log
(
1 + |z1|2 + 1 + |z1|
2
|z2|2 |z2|
2
)
= log(1 + |z1|2) + log 2 ,
〈q(z), τz〉 =
〈( |z1|2
1 + |z1|2 , 1
)
,
(
0, log
|z2|2
1 + |z1|2
)〉
= log |z2|2 − log(1 + |z1|2) .
Therefore
u = log |z2|2 + log(1 + |z1|2) + log 4 .
We conclude that
ψP =

√−1
2π ∂∂¯ log(1 + |z1|2) for z ∈ R◦F (|z1|2 + 1 < |z2|2)
√−1
π ∂∂¯ log(1 + |z1|2 + |z2|2) = 2ωFS for z ∈ AP (|z1|2 − 1 < |z2|2 < |z1|2 + 1)
√−1
2π ∂∂¯ log(1 + |z2|2) for z ∈ R◦F∗ (|z2|2 < |z1|2 − 1)
(where the third case is by symmetry). Note that ψP has constant rank 1 in both of the forbidden regions
RF , RF∗ , as indicated in Theorem 1.3(iii).
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On RF , we have:
e−bP (z) =
4|z2|2(1 + |z1|2)
(1 + |z1|2 + |z2|2)2 for |z1|
2 + 1 < |z2|2 .
On the boundary {|z1|2 = |z2|2 − 1}, we have e−bP (z) = 1 as expected. On {|z1| = c}, we have the growth
rate e−bP (z) ∼ 1/|z2|2 as z2 →∞. To obtain e−bP (z) on RF∗ , we interchange z1 and z2 in the above.
1.2.2. Example 2: a trapezoid. We next consider the trapezoidal polytope of Figure 3 below. Comparing
with the case of the square, we see that the classically allowed region is given by |z2|2 < |z1|2 + 1, and the
forbidden region coincides with the upper forbidden region RF = {|z2|2 ≥ |z1|2+1} from Example 1. Thus,
the map z 7→ (τz , q(z)) is the same as before when z is in the forbidden region RF . Hence, e−bP (z) and ψP
are also the same as in Example 1 on RF . On the classically allowed region, e−bP (z) = 1 and ψP = 2ωFS.
2
2
1
1
P
1
1 2
P
2
Figure 3. P ∩ Z2 = {(0, 0), (1, 0), (2, 0), (0, 1), (1, 1)}
1.2.3. Example 3: trapezoids of higher degree. Now let n ≥ 2 and let P be the trapezoid with vertices
(0, 0), (n + 1, 0), (0, 1), (1, 1) given in Figure 4 below. In this case, p = n + 1 and P has an interior vertex
v = (1, 1) ∈ Σ◦.
We see that the classically allowed region µ−1( 1pP
◦) is given by
AP =
{
(z1, z2) : |z2|2 < min
{ |z1|2 + 1
n
,
1
n− 1
}}
. (25)
This time, the forbidden region consists of three subregions: RF , Rv, RF ′ , where
F = {(x1, 1) : 0 ≤ x1 < 1} , F ′ = {(x1, x2) : x2 = 1n (n+ 1− x1), 1 < x1 ≤ n+ 1} .
(See Figure 4 below.)
Suppose that z is a point in the region RF . Then τz = (0, τ2), and
q(z) = (n+ 1)µ(e−τz/2 · z) = (a, 1) ∈ (n+ 1)F ⊂ ∂P (0 < a < 1) .
Again writing
|z1|2 = s1, |z2|2 = s2 , |e−τ2/2z2|2 = e−τ2s2 = s˜2 ,
we have
s1
1 + s1 + s˜2
=
a
n+ 1
,
s˜2
1 + s1 + s˜2
=
1
n+ 1
.
Therefore
s1 =
a
n− a , s˜2 =
1
n− a =
s1
a
, a =
ns1
1 + s1
=
n|z1|2
1 + |z1|2 ,
e−τ2 = s˜2/s2 =
s1
as2
=
1 + |z1|2
n|z2|2 .
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RF
Rv
RF ′
|z2|
|z1|
1
1
AP
1 n + 1
1
n + 1
P
F
F ′
v
1
RF
Rv
RF ′
|z2|
|z1|
1
1
AP
1 n + 1
1
n + 1
P
F
F ′
v
1
Figure 4. P ∩ Z2 = {(0, 0), (1, 0), . . . , (n+ 1, 0), (0, 1), (1, 1)}
In particular,
a < 1 ⇔ |z1|2 < 1
n− 1
and therefore
RF =
{
(z1, z2) : |z2|2 ≥ |z1|
2 + 1
n
, |z1|2 < 1
n− 1
}
. (26)
We have
log(1 + ‖e−τz/2 · z‖2) = log
(
1 + |z1|2 + 1 + |z1|
2
n|z2|2 |z2|
2
)
= log(1 + |z1|2) + log n+ 1
n
,
〈q(z), τz〉 =
〈(
n|z1|2
1 + |z1|2 , 1
)
,
(
0, log
n|z2|2
1 + |z1|2
)〉
= log |z2|2 − log(1 + |z1|2) + logn .
Therefore
u = log |z2|2 + n log(1 + |z1|2) + (n+ 1) log(n+ 1)− n logn .
Hence,
ψP = n
√−1
2π
∂∂¯ log(1 + |z1|2)
e−bP (z) =
(n+ 1)n+1
nn
|z2|2(1 + |z1|2)n
(1 + |z1|2 + |z2|2)n+1
 for z ∈ RF .
Now suppose that z is a point in RF ′ . Since τz ⊥ TF ′ , we can write τz = (τ1, nτ1). Let
q(z) = (n+ 1)µ(e−τz/2 · z) =
(
c,
1
n
(n+ 1− c)
)
∈ F ′ . (27)
As before, we write
s1 = |z1|2, s2 = |z2|2, s˜1 = |e−τ1/2z1|2 = e−τ1s1, s˜2 = |e−nτ1/2z2|2 = e−nτ1s2 .
By (27), we have
s˜1
1 + s˜1 + s˜2
=
c
n+ 1
,
s˜2
1 + s˜1 + s˜2
=
1
n
(
1− c
n+ 1
)
.
Solving for s˜1, s˜2, we obtain
s˜1 =
n
n− 1
c
n+ 1− c , s˜2 =
1
n− 1 . (28)
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Therefore, e−nτ1 = s˜2/s2 = |z2|−2/(n− 1), so we have
τ1 =
1
n
log(n− 1)|z2|2 , s˜1 = |z1|
2
(n− 1)1/n|z2|2/n .
Thus,
log(1 + ‖e−τz/2 · z‖2) = log(1 + s˜1 + s˜2) = log
(
n
n− 1 +
|z1|2
(n− 1)1/n|z2|2/n
)
.
By (27), 〈
q(z), τz
〉
=
〈(
c,
1
n
(n+ 1− c)
)
, (τ1, nτ1)
〉
= (n+ 1)τ1 =
n+ 1
n
log(n− 1)|z2|2 .
Hence by (24),
ψP = (n+ 1)
√−1
2π
∂∂¯ log
(
n
n− 1 +
|z1|2
(n− 1)1/n|z2|2/n
)
for z ∈ RF ′ .
(Note that ψP has constant rank 1 on RF ′ as indicated by Theorem 1.3(iii), since ψP = (n + 1)g∗ωCP1 on
RF ′ , where g is the multi-valued holomorphic map to CP1 given by g(z1, z2) = (cnz1, z1/n2 ).)
By Theorem 1.3(iii), we know that ψP = 0 on Rv. To complete the description of ψP , it remains to
describe the regions RF ′ and Rv. We note that a forbidden point z lies in RF ′ if and only if c > 1. By (28),
this is equivalent to s˜1 >
1
n−1 , or
|z2|2 < (n− 1)n−1|z1|2n .
Therefore
RF ′ =
{
(z1, z2) :
1
n− 1 ≤ |z2|
2 < (n− 1)n−1|z1|2n, |z1|2 > 1
n− 1
}
. (29)
This leaves us with
Rv =
{
(z1, z2) : |z2|2 ≥ (n− 1)n−1|z1|2n, |z1|2 ≥ 1
n− 1
}
. (30)
These subregions are illustrated in Figure 4. To summarize:
ψP =

(n+ 1)
√−1
2π ∂∂¯ log(1 + |z1|2 + |z2|2) = (n+ 1)ωFS for z ∈ AP (see (25))
n
√−1
2π ∂∂¯ log(1 + |z1|2) for z ∈ R◦F (see (26))
(n+ 1)
√−1
2π ∂∂¯ log
(
n
n−1 +
|z1|2
(n−1)1/n|z2|2/n
)
for z ∈ R◦F ′ (see (29))
0 for z ∈ R◦v (see (30))
Thus, as stated in Theorem 1.3, ψP has constant rank 1 on the flow-outs of the one-dimensional faces F, F
′,
and vanishes on the flow-out of the vertex v.
1.3. Methods of proof. Having stated our principal results, we now briefly outline some key ideas in the
proofs. The key result is Theorem 1.2 on the mass of polynomials with Newton polytope P . To prove it, we
begin with an easy formula
EνNP (|f(z)|2FS) =
1
#(NP )
E|NP
(|f(z)|2FS) = 1#(NP )Π|NP (z, z) , (31)
(see §4) relating expected mass to the conditional Szego¨ kernel Π|NP , i.e. the orthogonal projection onto
Poly(NP ). In general, the term ‘Szego¨ kernel’ of a space S of L2 functions refers to the kernel for the
orthogonal projection to S from the space of all L2 functions; i.e., it is of the form Π(x, y) =∑j sj(x)sj(y),
where {sj} is an orthonormal basis of S. Precise asymptotics for 1#(NP )Π|NP (z, z) are given in Theorem 4.1.
Note that the normalizing factor 1#(NP ) is straightforward to evaluate since
#(NP ) = dimPoly(NP ) = Vol(P )Nm + . . . ,
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is the Ehrhart polynomial [Eh].
To analyze the conditional Szego¨ kernels Π|NP (z, w), we introduce the polytope characters
χNP (e
iϕ) :=
∑
α∈NP
ei〈α,ϕ〉 , eiϕ = (eiϕ1 , . . . , eiϕm) . (32)
We observe that
Π|NP (z, w) =
1
(2π)m
∫
Tm
ΠNp(z, e
iϕ · w)χNP (eiϕ) dϕ , (33)
where
Tm = {(ζ1, . . . ζm) ∈ (C∗)m : |ζj | = 1, 1 ≤ j ≤ m} (34)
is the m-torus, and where ΠNp(z, w) is the Szego¨ kernel of Poly(NpΣ), the space of all homogeneous poly-
nomials of degree Np. To obtain asymptotics, we need to analyze the behavior of χNP (e
w) as N →∞.
To do so, we use the Euler-MacLaurin formula of Khovanskii-Pukhlikov [KP], Brion-Vergne [BV1, BV2],
and Guillemin [Gu]:
χP (e
w) = Todd(FP , ∂/∂h)
(∫
P (h)
e〈w,x〉dx
)∣∣∣∣∣
h=0
(w ∈ Cm, ‖w‖ < ε) , (35)
where P (h) is of the form {x : 〈uj , x〉+ λj + hj ≥ 0, 1 ≤ j ≤ n} (P (0) = P ) and where Todd(FP , ∂/∂h) is
a certain infinite order differential Todd operator. Upon dilating the polytope, one obtains
χNP (e
w) = Nm Todd(FP , N−1∂/∂h)
(∫
P (h)
eN〈w,x〉dx
)∣∣∣∣∣
h=0
(‖w‖ < ε). (36)
In Proposition 3.1, we show that the family χNP is a complex oscillatory integral of the form:
χNP (e
w) =
∫
P
eN〈w,x〉[A0(x,w)Nn +A1(x,w)Nn−1 + · · ·+An(x,w)] dVoln(x) , (37)
for ℑw sufficiently small (but ℜw arbitrary), where the Al are analytic functions that are holomorphic in w
and algebraic in x
We then substitute this expression in (33) and use the method of stationary phase for complex oscillatory
integrals [Ho¨, Ch. 7] to obtain the asymptotics of Π|NP (z, z). For the case where z is in the classically
allowed region, we easily find that the critical point of the phase is given by ϕ = 0 and x = pµ(z). Since the
phase vanishes and has nondegenerate Hessian at the critical point, we immediately obtain an asymptotic
expansion. The case where z is in the classically forbidden region is more subtle. Since pµ(z) lies outside
of P for this case, the phase has no critical points. To complete the analysis, we must deform the contour
to pick up critical points. In particular, we consider the complexification (C∗)m of Tm and deform Tm to
a contour of the form (log |ζ1|, . . . , log |ζm|) = τ ∈ Rm, on which the phase has a ‘critical point’ with ϕ = 0
and x = xc ∈ ∂P . To be precise, the derivative tangential to the face of P containing xc vanishes at xc
(while the normal derivative is nonvanishing), and furthermore the phase takes its maximal real part at xc.
Indeed, τ is the unique vector τz and xc is the unique point q(z) ∈ ∂P used in formula (16) for the decay
rate bP (z), and the maximal real part of the phase is −bP (z). We then obtain an asymptotic expansion from
the method of stationary phase on domains with boundary.
1.4. Brief outline and remarks. To assist the reader in navigating this article, we give a brief outline: We
begin in Section 2 by reviewing some notation and terminology involving convex polytopes and Szego¨ kernels
for spaces of polynomials. Section 3 states and proves our oscillatory integral formula for the characters
χNP (e
w). The heart of the paper is Section 4, where we derive the diagonal asymptotics of the Szego¨ kernel
(Theorem 4.1) for the spaces Poly(NP ), using our character formula from Section 3 as one of the ingredients.
(Theorem 1.2 is an immediate consequence of Theorem 4.1.) Then applying our Szego¨ kernel asymptotics,
we prove Theorems 1.1, 1.3 and 1.4 on the distribution of zeros in Section 5. We also include an appendix
(Section 6), where we describe an alternative geometric approach to our results using toric varieties. An
index of notation is included at the end of the paper.
Before embarking on the proofs, we comment on our borrowed terminology from physics and on the role
of toric geometry:
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1.4.1. Tunnelling of zeros. Some of the terminology we use—allowed and forbidden regions, mass density—
is taken from the semiclassical analysis of ground states of Schro¨dinger operators H~ = −~2∆ + V on
Rn. The well-known ‘Agmon estimates’ of ground states (cf. [Ag]) show that L2-normalized ground states
or low-lying eigenfunctions H~ϕ = Eϕ of H are concentrated as ~ → 0 in the classically allowed region
CE = {x ∈ Rn : V (x) ≤ E} and |ϕ(x)|2 decays exponentially as ~ → 0 for points x in the complement.
In our setting, the Hamiltonian is ∂¯∗∂¯ on L2-sections of powers of the hyperplane section bundle on CPm,
~ = 1/N , and the ground states are the holomorphic sections. Replacing |ϕ(x)|2 is the expected mass density
|f(z)|2FS of the polynomials in this subspace. Theorems 1.1–1.2 show that the Newton-polytope constraint
on the polynomials creates a ‘tunnelling theory’ for zeros and mass.
The decay function bP in Theorem 1.2 is analogous to the Agmon action to the allowed region [Ag]. We
will also obtain (Proposition 5.3) the integral formula
bP (z) =
∫ τz
0
[
−q(e−σ/2 · z) + pµ(e−σ/2 · z)
]
· dσ (38)
(where
∫ τz
0
denotes the integral over any path in Rm from 0 to τz), which could be interpreted as an action,
thereby bringing the results closer to classical Agmon estimates.
1.4.2. Role of toric varieties. Since Poly(NP ) is naturally isomorphic to the space H0(MP , LP ) of holomor-
phic sections of a natural line bundle LP over a toric variety MP associated to P (see §6), the reader may
wonder whether toric varieties play any role in this paper. The answer is that neither the statements nor
proofs of our results involve toric varieties in any essential way. However, the theory of these varieties does
give an alternative approach to the asymptotics of the conditional Szego¨ kernel, as will be explained §6. It
was also the approach in the original version of this paper [SZ2] and motivated some of the ideas.
The reader may also wonder how the results of this paper would change if, instead of defining the Gaussian
measures γ|P to be the conditional measures of one fixed ensemble, we defined the measures on Poly(NP ) ≃
H0(MP , L
N
P ) to be the Gaussian measures γ
MP
N induced by the L2 inner product induced by a Hermitian
metric on LP and its curvature form ωMP . As a special case of our results in [SZ1, Prop. 4.4], one obtains
(under the added assumption that MP is smooth or maybe has orbifold singularities)
1
Nk
E
γ
MP
N
(Zf1,...,fk) = ω
k
MP
+O
(
1
N
)
=
(∑m
j=1 dIj ∧ dθj
)k
+O
(
1
N
)
, (39)
where Ij , θj are the action-angle variables of the moment map µP : MP → Rm of the Tm-action on MP .
Related results in a somewhat different set-up have also been obtained by Malajovich and Rojas [MR]. This
quite different law shows that the measures γMPN are singular relative to γNp|NP in the limit as N →∞.
As mentioned previously, the polytope P in this article is only used as a constraint on the polynomials in
creating conditional measures. The norms of the monomials zα are fixed (as their CPm norms). Thus, the
change in the distribution of zeros as P varies is due solely to the choice of which monomials occur in the
polynomials. In the case of γMPN , the norms of the monomials vary as P varies since they are L2-normalized
on the toric variety MP . Hence the variances of the coefficients of a polynomial in the γ
MP
N ensembles
depend on the choice of metric on LP . This dependence creates complicated biases towards some monomials
and away from others as P varies, making it difficult to understand what a comparison between the γMPN
ensembles would be measuring.
In fact, our results using conditional measures also apply to polytopes that are not convex and hence
do not correspond to any toric variety. Indeed, suppose that P is a nonconvex ‘lattice’ polytope. Then
Theorems 1.1–1.4 hold with the following modifications: The point q(z) satisfying (14)–(15) is not always
unique; instead we choose q(z) to minimize bP (z). Then the function bP (z) is C0, not C1, and ψP is a positive
current, which has singular support. Part (iii) of Theorem 1.3 applies only to the absolutely continuous part
of ψP . More significantly, the limit measure in Theorem 1.1 does not vanish on the forbidden region; instead,
it is orthogonal to volume measure there. This observation is relevant to the theory of ‘fewnomial’ systems,
which we discuss in a forthcoming paper [SZ4].
1.4.3. Acknowledgements. Our interest in polynomials with a fixed Newton polytope was in part stimulated
by a discussion with A. Varchenko at the outset of this work. We would like to thank M. Brion for many
helpful comments regarding polytopes and the Euler-MacLaurin formula. We also grateful to T. Theobald
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Figures 1, 3, 4, 5, and 6.
2. Background
2.1. Fans. By a convex integral polytope, we mean the convex hull in Rm of a finite set in the lattice Zm.
A convex integral polytope P with nonempty interior P ◦ can be defined by linear equations
ℓj(x) := 〈x, uj〉+ λj ≥ 0, (j = 1, . . . , d) , (40)
where uj ∈ Zm is the primitive inward-pointing normal to the j-th facet (codimension-one face)
Fm−1j := {x ∈ P : ℓj(x) = 0, ℓk(x) > 0 for k 6= j} .
For each point x ∈ P , we consider the normal cone to P at x,
Cx = C
P
x := {u ∈ Rm : 〈u, x〉 = sup
y∈P
〈u, y〉} , (41)
which is a closed convex polyhedral cone. We decompose P into a finite union of faces , each face being an
equivalence class under the equivalence relation x ∼ y ⇐⇒ Cx = Cy . For each face F , we let CF denote
the normal cone of the points of F . Note that by our convention, the faces are disjoint sets. We
shall use the term closed face to refer to the closure of a face of P .
Each face of dimension r (0 ≤ r ≤ m) is an open polytope in an r-plane in Rm; i.e., the 0-dimensional
faces are the vertices of P , the 1-dimensional faces are the edges with their end points removed, and so forth.
The facets Fj = F
m−1
j and their normal cones are given by:
F¯j = {x ∈ P : ℓj(x) = 0} , CFj = {−tuj : t ≥ 0} .
The m-dimensional face is the interior P ◦ of the polytope with normal cone CP◦ = {0}.
For each x ∈ P , we let
J (x) = {j ∈ Z : 1 ≤ j ≤ d, ℓj(x) = 0} . (42)
One easily sees that Cx = Cy ⇐⇒ J (x) = J (y), and hence we can write J (F ) = J (x), where x lies in
the face F . In particular, J (Fm−1j ) = {j} and J (P ◦) = ∅. The polytope P is called simple if #J (v) = m
for each vertex v of P . In this case, {uj : j ∈ J (v)} is a basis for Rm for each vertex v (since P ◦ 6= ∅), and
furthermore #J (F ) = codimF for all faces F . The polytope P is said to be Delzant if {uj : j ∈ J (v)}
generates the lattice Zm for each vertex v of P .
The convex integral polytope P determines the fan FP := {CF : F is a face of P}. A fan F in Rm is a
collection of closed convex rational polyhedral cones such that a closed face of a cone in F is an element of
F and the intersection of two cones in F is a closed face of each of them. (Fans are used in the algebraic
construction of toric varieties; see [Fu, §1.4].) An example of a convex integral polytope and its fan is given
in Figure 5.
w2 w1
w3
v
E
E′
F
F ′
CF ′
CE′
CF
CE
Cw1
Cw2
Cw3
Cv
Figure 5. A convex polytope and its fan
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We shall also consider convex integral polytopes P with empty interior. In this case, the faces of P and
the normal cones CPx are defined exactly as above. If P
◦ = ∅, then the normal cones of P all contain the
linear subspace of Rm orthogonal to P (contrary to the case P ◦ 6= ∅, where the normal cones are pointed ,
i.e., do not contain any lines in Rm). A convex polytope in Rm of dimension n < m is also said to be simple
if it is linearly isomorphic to a simple polytope in Rn or equivalently, if every vertex is the intersection of
precisely n closed faces of dimension n− 1.
2.2. Szego¨ kernels. By homogenizing the polynomials in Poly(P ), we obtain a finite dimensional subspace
S of L2(S2m+1). By the ‘Szego¨ projector,’ we mean the orthogonal projection ΠS : L2(X) → S. We recall
that the projector ΠS is given by a kernel of the form
ΠS(x, y) =
kN∑
j=1
sNj (z)s
N
j (y) , (43)
where {sj} is an orthonormal basis of S.
We now describe two sequences of Szego¨ kernels, which play a crucial role in our main results:
2.2.1. The projective Szego¨ kernels. As a first example, we recall that Poly(pΣ) can be identified with the
space of degree-p homogeneous polynomials in m+ 1 variables by identifying the (non-homogeneous) poly-
nomial
f(z1, . . . , zm) =
∑
|α|≤p
cαz
α (zα = zα11 · · · zαmm )
with the homogeneous polynomial
F (ζ0, . . . , ζm) =
∑
|α|≤p
cαζ
p−|α|
0 ζ
α1
1 · · · ζαmm .
We equip the space Poly(pΣ) with the L2 inner product on S2m+1:
〈f, g¯〉 = 1
m!
∫
S2m+1
FGdν =
1
m!
∫
Cm
f(z)g(z)
(1 + ‖z‖2)p ω
m
FS(z), f, g ∈ Poly(pΣ), (44)
where
ωFS =
√−1
2π
∂∂¯ log(1 + ‖z‖2) (45)
is the Fubini-Study Ka¨hler form on Cm ⊂ CPm.
A basis for Poly(pΣ) consists of the monomials χα(z) = z
α1
1 · · · zαmm , |α| ≤ p. The monomials {χα} are
orthogonal but not normalized. Their L2 norms given by the inner product (44) are:
‖χα‖ =
[
(p− |α|)!α1! · · ·αm!
(p+m)!
] 1
2
. (46)
Note that the norm ‖ · ‖ depends on p. Thus we have an orthonormal basis for Poly(pΣ) given by the
monomials
1
‖χα‖ χα =
[
(p+m)!
(p− |α|)!α1! · · ·αm!
] 1
2
χα =
√
(p+m)!
p!
(
p
α
)
χα , |α| ≤ p . (47)
where (
p
α
)
=
p!
(p− |α|)!α1! · · ·αm! . (48)
We let χ̂pα : S
2m+1 → C denote the homogenization of χα:
χ̂pα(x) = x
p−|α|
0 x
α1
1 · · ·xαmm . (49)
Hence the Szego¨ kernel Πp for the orthogonal projection to Poly(pΣ) is given by:
Πp(x, y) =
∑
|α|≤p
1
‖χα‖2 χ̂α(x)χ̂α(y) =
(p+m)!
p!
〈x, y¯〉p , (50)
RANDOM POLYNOMIALS WITH PRESCRIBED NEWTON POLYTOPE 17
for x, y ∈ S2m+1. (The sum ∑∞p=0Πp is the usual Szego¨ kernel for the sphere; see [BSZ, §1.3.1].)
We also identify the point z ∈ (C∗)m with the lift x = 1
(1+‖z‖2)1/2 (1, z1, . . . , zm) ∈ S2m+1, and we write
χ̂pα(z) =
zα
(1 + ‖z‖2)p/2 . (51)
The Szego¨ kernel can then be written explicitly as
Πp(z, w) =
(p+m)!
p!
∑
|α|≤p
(
p
α
)
zαw¯α
(1 + ‖z‖2)p/2(1 + ‖w‖2)p/2 =
(p+m)!
p!
[
1 + 〈z, w¯〉
(1 + ‖z‖2)1/2(1 + ‖w‖2)1/2
]p
. (52)
2.2.2. The conditional Szego¨ kernels associated to a polytope P . In this case, the relevant space of polynomials
is the subspace Poly(P ) ⊂ Poly(pΣ) of polynomials with Newton polytope P . Here, we may choose any
p ≥ degP := max{|α| : α ∈ P}, but we normally choose p = degP . In the conditional Szego¨ kernel, we
retain the Fubini-Study inner product on this subspace. Hence this example is very similar to the previous
one. The main difference is that an orthonormal basis of Poly(P ) is given by{
1
‖χα‖ χα : α ∈ P
}
.
Definition: The conditional Szego¨ kernel Π|P is the kernel for the orthogonal projection to Poly(P ) with
respect to the induced Fubini-Study inner product:
Π|P (x, y) =
∑
α∈P
1
‖χα‖2 χ̂
p
α(x)χ̂
p
α(y) . (53)
When defining the term ‘random polynomial with fixed Newton polytope P ’, we wish to use an L2-norm
on monomials which is defined independently of P . This explains why the conditional Szego¨ kernel is the
essential one in our problem. The conditional Szego¨ kernel can be written explicitly on Cm as
Π|P (z, w) =
(p+m)!
p!
∑
α∈P
(
p
α
)
zαw¯α
(1 + ‖z‖2)p/2(1 + ‖w‖2)p/2 . (54)
3. Polytope character
This section is devoted to the asymptotic analysis of the polytope characters (32). Our interest is in the
asymptotics of the ‘ray’ of characters χNP (e
w) defined on (C∗)m by
χNP (e
w) =
∑
α∈NP
e〈w,α〉 w ∈ Cm. (55)
We shall derive a formula expressing the character χNP (e
w) as an oscillatory integral over the original
polytope P with the same phase 〈w, x〉 as in formula (35) of [KP, BV1, Gu], which is the starting point of
our derivation. Although (35) holds only for small w, our formula holds by analytic extension for all w in a
‘strip’ of the form
S(ε) := {w ∈ Cm : |ℑwj | < ε for 1 ≤ j ≤ m} . (56)
Our integral formula for χNP (e
w) is given by the following proposition, which is also of independent
interest.
Proposition 3.1. Let P be a simple integral polytope in Rm of dimension n (1 ≤ n ≤ m). Then there
exists ε > 0 such that the characters χNP can be given as integrals over the polytope P of the form
χNP (e
w) =
∫
P
eN〈w,x〉[A0(x,w)Nn +A1(x,w)Nn−1 + · · ·+An(x,w)] dVoln(x) , for all w ∈ S(ε) ,
where the Al are analytic functions on P × S(ε) that are holomorphic in w and algebraic in x, and
i) Al(x,w) ∈ R whenever w ∈ Rm,
ii) A0(x, 0) = 1,
iii) A0(x,w) ∈ R+ whenever w is in the normal cone to P at x, i.e., whenever w ∈ Cx ⊂ Rm.
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As discussed in the introduction, Proposition 3.1 will later be used to obtain asymptotics of the conditional
Szego¨ kernel through formula (33). When w = 0, the character (55) equals the number of lattice points of
NP and Proposition 3.1 reduces to the Ehrhart formula [Eh]:
#(NP ) =
n∑
j=0
ajN
n−j , n = dimP , a0 = Voln(P ) . (57)
We note that one can easily extend (57) to an arbitrary convex integral polytope P (not necessarily simple)
by triangulating P into n-simplices {∆1, . . . ,∆k} whose vertices are vertices of P (see [GKZ, pp. 214–216]
for an elementary proof of this fact), and then applying the inclusion-exclusion principle.
Remark: The characters χNP (e
w) have a natural interpretation in toric geometry, and χNP (1) = #(NP )
can also be given by the Riemann-Roch formula on the toric variety associated to the polytope P . See §6
for further details and references.
3.1. Proof of Proposition 3.1. We first reduce to the case where P has nonempty interior: If dimP =
n < m, then by a translation we may assume that 0 ∈ P . Next by an orthogonal projection to the n-plane
〈P 〉 spanned by P , we may assume that w ∈ 〈P 〉. Since 〈P 〉 ∩ Zm ≈ Zn, we may assume that 〈P 〉 = Rn.
Hence we may assume that n = m.
Recalling (40), we express P in the form
P = {x : 〈x, uj〉+ λj ≥ 0, j = 1, . . . , d} , (58)
where the vectors uj are the inward-pointing normal vectors to the facets of P . The normals uj are normalized
so that uj is a primitive element of Z
m (i.e., ruj ∈ Zm ⇐⇒ r ∈ Z).
We shall use the formula given independently by Brion and Vergne [BV1, Theorem 3.12] and by Guillemin
[Gu, Theorem 4.1] :
χP (e
w) = Todd(F , ∂/∂h)
(∫
P (h)
e〈w,x〉dx
)∣∣∣∣∣
h=0
, w ∈ Cm , ‖w‖ < εF . (59)
Here,
P (h) = {x : 〈uj , x〉+ λj + hj ≥ 0, 1 ≤ j ≤ d} , (60)
F = FP is the fan associated to P , and εF is a positive constant. (E.g., if P is Delzant, then εF = 2π.) Also,
Todd(F , ∂/∂h) is the (generalized) Todd operator constructed by Brion and Vergne [BV1, pp. 374–376] as
follows:
For each cone CF ∈ F , we consider the open k-parallelogram
UF :=
{∑
j∈J (F ) tjuj : 0 < tj < 1
}
,
where k = codimF = dimCF . (Recall (42).) We let U denote the (disjoint) union of the UF , where F
runs over the faces of P (including the open face P ◦, where UP◦ = {0}). Equivalently, U is a ‘bouquet of
m-parallelograms’:
U =
⋃
vertices v
{∑
j∈J (v) tjuj : 0 ≤ tj < 1
}
,
and is an open neighborhood of 0. We consider the finite set
ΓF := U ∩ Zm .
(It is easy to see that ΓF = {0} if and only if the polytope P is Delzant.) For each lattice point γ ∈ ΓF ,
we define a unique vector g(γ) = (g1(γ), . . . , gm(γ)) ∈
(
[0, 1) ∩Q)m as follows: Let F be the face such that
γ ∈ UF ; then
γ =
m∑
j=1
gj(γ)uj , gj(γ) 6= 0 ⇐⇒ j ∈ J (F ) .
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We note that the map γ 7→ g(γ) is injective. The Todd operator is then given by:
Todd(F , ∂/∂h) =
∑
γ∈ΓF
 d∏
j=1
Todd(ei2πgj(γ), ∂/∂hj)
 , Todd(a, z) = z
1− ae−z . (61)
As noted in [BV1] (Remark 2.16), if P is a Delzant polytope, then Todd(F , ∂/∂h) is the usual Todd
operator
Todd(∂/∂h) = Πdj=1Todd(∂/∂hj), Todd(z) = Todd(1, z) = z(1− e−z)−1. (62)
and formula (59) is due to Khovanskii and Pukhlikov [KP] for that case. (Formula (59) has a generaliza-
tion to arbitrary convex rational polytopes; see [BV2].) Since the term in (61) corresponding to γ = 0 is
the usual Todd operator and the other terms vanish at the origin, the constant term in the series expan-
sion of Todd(F , ∂/∂h) equals 1 for all simple polytopes. Furthermore, the coefficients of the expansion of
Todd(F , ∂/∂h) are real since if we regard the g(γ) as elements of Qm/Zm, then the set {g(γ)} is a union of
subgroups and hence is invariant under multiplication by −1.
Let us check how formula (59) dilates. The fan does not change when the polytope is dilated, so the Todd
operator is the same for P and for NP . Noting that
(NP )(Nh) = {x : 〈uj , x〉+Nλj +Nhj ≥ 0} = N(P (h)) , (63)
we change variables h 7→ Nh, x 7→ Nx in (59) to obtain
χNP (e
w) = Nm Todd(F , N−1∂/∂h)
(∫
P (h)
eN〈w,x〉dx
)∣∣∣∣∣
h=0
, ‖w‖ < εF . (64)
To prove Proposition 3.1, we use the following lemma to change variables so that the integral is over the
fixed polytope P while the integrand depends on h.
We say that a map f : P → Rm is a regular rational map if it can be written in the form f =
(p1/q1, . . . , pm/qm), where the pj and qj are polynomials on R
m and the qj are nonvanishing on P .
Lemma 3.2. Let P be a simple polytope in Rm with nonempty interior. Then there exist regular rational
maps fj : P → Rm, 1 ≤ j ≤ d, such that for h ∈ Rd sufficiently small, the map γh : P → Rm given by
γh(x) = x+
d∑
j=1
hjfj(x)
is a diffeomorphism from P onto P (h) mapping each face of P onto the corresponding face of P (h).
Proof. Recall that the assumption that P is simple means that there are precisely m hyperplanes {x :
〈x, uj〉+λj = 0} through each vertex, and hence for small h, the faces of P (h) correspond to the faces of P .
We first construct an ‘algebraic partition of unity’ {ψk} over P as follows. Let {v1, . . . , vs} denote the set
of vertices of P . Recalling (40), we let ψ˜k : P → [0,+∞) be given by
ψ˜k =
∏
{ℓj : j 6∈ J (vk)} , k = 1, . . . , s .
We then let
ψk =
ψ˜k∑s
j=1 ψ˜j
.
We easily see that 0 ≤ ψk ≤ 1,
∑s
k=1 ψk = 1 and that ψ
−1
k (0) is the union of the closed facets of P that do
not contain vk.
The vertices vk(h) of P (h) are of the form
vk(h) = vk + L(k)h , 1 ≤ k ≤ s, ‖h‖ < ε ,
where L(k) : Rd → Rm is a linear transformation. (In fact, it is easy to see that L(k) is given by first
projecting onto the m coordinates corresponding to the facets incident to vk, and then applying an element
of GL(m,R).) Let
wkj = L(k)Ej ∈ Rm, 1 ≤ k ≤ s, 1 ≤ j ≤ d ,
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where {Ej} is the standard basis of Rd, so that
vk(h) = vk +
d∑
j=1
hjw
kj , ‖h‖ < ε . (65)
For each k, let vν(k,1), . . . vν(k,m) be the vertices connected to vk by an edge (1-dimensional face) of P .
For 1 ≤ k ≤ s, 1 ≤ j ≤ d, let fkj : Rm → Rm be the unique affine map such that
fkj(v
l) = wlj for l = k, ν(k, 1), . . . , ν(k,m) .
So by (65), if l = k or if vl is a vertex connected to vk by an edge of P , then
vl(h) = vl +
d∑
j=1
hjfkj(v
l) , for l = k, ν(k, 1), . . . , ν(k,m) , ‖h‖ < ε . (66)
We claim that the maps
fj :=
s∑
k=1
ψkfkj
satisfy the conclusions of the lemma. To verify the claim, we let
γkh(x) = x+
d∑
j=1
hjfkj(x) , 1 ≤ k ≤ s ,
so that
γh =
∑
ψkγ
k
h .
It follows from (66) that when x is a vertex we have
γh(v
k) = γkh(v
k) = vk(h),
since ψl(v
k) = 0 when k 6= l.
Next we consider points on the 1-skeleton of P . Suppose that x = tv1 + (1 − t)v2, where 0 < t < 1
and v1, v2 are joined by an edge of P . Then ψk(x) = 0 for k > 2 and we again conclude from (66) that
γkh(v
1) = v1(h) and γkh(v
2) = v2(h) for k = 1, 2. Since the γkh are affine maps, it follows that
γh(x) = tv
1(h) + (1 − t)v2(h)
so that γh takes each edge of P linearly onto the corresponding edge of P (h).
In general we do not have linearity on faces of dimension > 1, so we need to modify the argument for
the higher skeletons. Suppose now that x lies in a 2-dimensional face F with vertices v1, . . . , vr (r ≥ 3) and
x = t1v
1 + t2v
2 + t3v
3, where min tj ≥ 0 and
∑
tj = 1. Let 1 ≤ l ≤ r. Since the points v1(h), . . . , vr(h) lie
on a plane Sh and the γ
k
h are linear, it follows from the above argument that γ
k
h(v
l) ∈ Sh for 1 ≤ k ≤ r. (For
example, if v2, v3 are each connected to v1 by an edge, then γ1h(v
l) = vl(h) for l = 1, 2, 3, but for 3 < l ≤ r,
we can conclude only that γ1h(v
l) lies on the plane through v1(h), v2(h), v3(h).) Since for k > r, there exists
a closed facet containing v1, v2, v3 but not containing vk, and hence ψk(x) = 0. Therefore,
γh(x) =
∑
1≤j,k≤r
tjψk(x)γ
k
h(v
j) ∈ Sh .
Furthermore, for h small, Dγh ≈ Dγ0 ≡ I, so γh|F : F → Sh is a local homeomorphism. Therefore,
∂Sh
(
γh(F )
)
= γh(∂F ), which is the boundary of the convex polygon F (h) with vertices v
1(h), ..., vr(h). It
follows that γh(F ) = F (h) and hence γh|F : F → F (h) is a (global) homeomorphism for sufficiently small h.
Continuing by induction on dimF , we conclude that γh : F ≈ F (h) for all faces F of P , and in particular,
γh maps P diffeomorphically onto P (h), for h small. 
Completion of the proof of Proposition 3.1: Let γh : P ≈ P (h) be as in Lemma 3.2. Making the change of
variables x 7→ γh(x), we have∫
P (h)
eN〈w,x〉 dx =
∫
P
eN〈w,γh(x)〉 detDγh(x) dx =
∫
P
eN [〈w,x〉+Σj〈w,fj(x)〉hj]G(x, h) dx , (67)
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where G is a regular rational function on P × R of the form
G(x, h) =
∑
α∈Nd,|α|≤m
Gα(x)h
α , G0 ≡ 1 .
Hence by (64) and (67), we have
χNP (e
w) = Nm
∫
P
Todd(F , N−1∂/∂h)
(
eN [〈w,x〉+Σj〈w,fj(x)〉hj]G(x, h)
)∣∣∣
h=0
dx , ‖w‖ < ε . (68)
To justify interchanging integration and Todd differentiation in the above and to simplify (68), we use
the following identity from [KP, Lemma 1]): Suppose that G(h) ∈ C[h1, . . . , hk] is a polynomial and F is a
convergent power series about 0 ∈ Ck with domain of convergence Ω. Then
F (∂/∂h)
[
G(h)eΣ
k
j=1qjhj
]
= G (∂/∂q)
[
F (q)eΣ
k
j=1qjhj
]
, q ∈ Ω, h ∈ Ck. (69)
(Equation (69) is easily verified by noting that both sides equal F (∂/∂h)G (∂/∂q) exp(Σkj=1qjhj).)
We apply (69) with F (q) = Todd(F , N−1q), G(q) = G(x, q) to the integrand of (68):
Todd(F , N−1∂/∂h)
[
eN [〈w,x〉+Σj〈w,fj(x)〉hj]G(x, h)
]∣∣∣
h=0
= eN〈w,x〉 Todd(F , N−1∂/∂h)
[
G(x, h)eΣ
d
j=1qjhj
]∣∣∣
h=0, qj=N〈w,fj(x)〉
= eN〈w,x〉G(x, ∂/∂q)
[
Todd(F , N−1q)eΣdj=1qjhj
]∣∣∣
h=0, qj=N〈w,fj(x)〉
= eN〈w,x〉G(x, ∂/∂q) Todd(F , N−1q)∣∣
qj=N〈w,fj(x)〉
= eN〈w,x〉G(x,N−1∂/∂q˜) Todd(F , q˜)|q˜j=〈w,fj(x)〉 . (70)
In particular, if we let Toddk denote the sum of the terms of the Todd series of degree ≤ k, then
Toddk(F , N−1∂/∂h)
[
eN [〈w,x〉+Σj〈w,fj(x)〉hj ]G(x, h)
]∣∣
h=0
= eN〈w,x〉G(x,N−1∂/∂q˜) Toddk(F , q˜)|q˜j=〈w,fj(x)〉
→ Todd(F , N−1∂/∂h) [eN [〈w,x〉+Σj〈w,fj(x)〉hj ]G(x, h)]∣∣
h=0
uniformly for x ∈ P and w sufficiently small, which justifies the interchange of integration and Todd differ-
entiation in (68).
Let Λ(x) denote the d×m matrix whose rows are the fj ; i.e., Λ(x) : Rm → Rd is the linear map given by
(Λ(x)y)j = 〈y, fj(x)〉. By (70)
Todd(F , N−1∂/∂h)
[
eN [〈w,x〉+Σj〈w,fj(x)〉hj]G(x, h)
]∣∣∣
h=0
= eN〈w,x〉
m∑
l=0
N−lTl(x,Λ(x)w) , (71)
where Tl(x, q) is a convergent power series in q with coefficients that are regular rational functions on P .
More specifically,
T0(x, q) = Todd(F , q) , Tl(x, q) = Gl(x, ∂/∂q)Todd(F , q) (1 ≤ l ≤ m) ,
where Gl(x, ∂/∂q) is a homogeneous differential operator of order l whose coefficients are regular rational
functions of x ∈ P .
It follows from (68) and (71) that the integral formula of Proposition 3.1 holds for small w, with
Al(x,w) = Tl(x,Λ(x)w) . (72)
Moreover, from the construction of the Tl, we see that the integrand has no poles if ‖Λ(x)ℑw‖ < εF for all
x ∈ P . Thus by analytic continuation, the identity holds on S(ε), where ε = εF/ supx∈P ‖Λ(x)‖.
Statements (i) and (ii) follow from (72) and the fact that the coefficients of the Todd function are real
and the constant term is 1.
To verify (iii), we fix x ∈ P and w ∈ Cx, and we let yj = 〈w, fj(x)〉, for j = 1, . . . , d.
Claim 1:
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i) yj ≥ 0, for j = 1, . . . , d;
ii) yj = 0, for j 6∈ J (x).
Proof of Claim 1: (i) Let F be the face containing x. Then x− tfj(x) is on the face F (h) corresponding to
F of the polytope P (h), where hj = −t (for t > 0 sufficiently small) and hk = 0 for k 6= j. In particular,
x− tfj(x) ∈ P . Since w is in the normal cone to F , we have 〈w, x− tfj(x)〉 ≤ 〈w, x〉; i.e., yj = 〈w, fj(x)〉 ≥ 0.
(ii) If j 6∈ J (x), then F (h) ⊂ F for h as above, and hence fj(x) is tangent to F , so that yj = 〈w, fj(x)〉 =
0. 
Claim 2: Let GF = ΓF ∩ UF , where F is the face containing x. Then
A0(x,w) =
∑
γ∈GF
∏
j∈J (F )
Todd(ei2πgj(γ), yj) .
Proof of Claim 2: We have
A0(x,w) = Todd(F , y) , y = (y1, . . . , yd) , yj = 〈w, fj(x)〉 .
We first note that
GF = {γ ∈ Zm : γ =
∑
j∈J (F )
tjuj, 0 ≤ tj < 1} .
Thus, if γ ∈ ΓF \GF , then there exists j 6∈ J (F ) such that gj(γ) 6= 0. But by Claim 1, the corresponding
yj = 0. Hence the term corresponding to γ in the sum (61) for Todd(F , y) vanishes.
Now suppose that γ ∈ ΓF ∩GF . Then by definition, gj(γ) = 0, for all j 6∈ J (F ). Therefore
Todd(ei2πgj(γ), yj) = Todd(1, 0) = 1 for j 6∈ J (F ) .
Hence the sum (61) for Todd(F , y) reduces to the sum in Claim 2. 
We easily see that the set
QF := {(gj(γ))j∈J (F ) ∈ Qn/Zn : γ ∈ GF }
is a subgroup of Qn/Zn, where n = #J (F ) = codimF . The final conclusion (iii) of the Proposition is then
a consequence of Claims 1–2 and the following elementary lemma.
Lemma 3.3. Let Γ be a finite subgroup of Tn and let yj ≥ 0, for 1 ≤ j ≤ n. Then∑
a∈Γ
n∏
j=1
Todd(aj , yj) > 0 , a = (a1, . . . , an) .
Proof. We can assume without loss of generality that the yj are positive. For suppose that yn = 0, for
example. Then Todd(an, yn) = 1 if an = 1, and Todd(an, yn) = 0 if an 6= 1. Then the sum reduces to the
corresponding sum over the group Γ′ := {a′ ∈ Tn−1 : (a′, 1) ∈ Γ}.
Let rj = e
−yj < 1. Then
S :=
1
y1 · · · yn
∑
a∈Γ
n∏
j=1
Todd(aj , yj) =
∑
a∈Γ
n∏
j=1
(1− ajrj)−1 =
∑
a∈Γ
∑
β∈Nn
aβrβ =
∑
β∈Nn
cβr
β ,
where
cβ =
∑
a∈Γ
aβ .
We claim that cβ is either 0 or o(Γ). Indeed, if a
β = 1 for all a ∈ Γ, then cβ = o(Γ). On the other hand,
if there exists b ∈ Γ with bβ 6= 1, then cβ =
∑
a∈Γ a
β =
∑
a∈Γ(b · a)β = bβcβ , and hence cβ = 0. Since
c0 = o(Γ), it then follows that S > 0. 
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4. Mass asymptotics: proof of Theorem 1.2
In this section, we prove a precise asymptotic formula for the conditional Szego¨ kernel on the diagonal
(Theorem 4.1), which yields the mass asymptotics of Theorem 1.2.
First, we verify formula (31) for the expected mass density. Let P denote a convex integral polytope
in Rm. Recalling the definition (7) of the conditional probability measure γp|P on the space Poly(P ) of
polynomials with Newton polytope P , we see that the expected value of the mass density with respect to
γp|P is given by:
E|P
(|f(z)|2FS) = ∑
α,β∈P
E(λαλ¯β)χα(z)χβ(z)
‖χα‖‖χβ‖(1 + ‖z‖2)p/2 .
Since the λα are independent complex random variables with variance 1 (i.e., E|P (λαλ¯β) = δβα), we have by
(53):
E|P
(|f(z)|2FS) = ∑
α∈P
|χα(z)|2FS
||χα||2 = Π|P (z, z) . (73)
It then follows by expressing the Gaussian in spherical coordinates that
EνP (|f(z)|2FS) =
1
#P
E|P
(|f(z)|2FS) = 1#P Π|P (z, z) .
Replacing P with NP , we obtain
EνNP (|f(z)|2FS) =
1
#(NP )
Π|NP (z, z) . (74)
Recall that by (57), the number #(NP ) of lattice points in the polytope NP is a polynomial in N of degree
equal to the dimension of P . The mass asymptotics of Theorem 1.2 is an immediate consequence of (74)
and the asymptotic expansion of the conditional Szego¨ kernel on the diagonal given in Theorem 4.1 below.
Theorem 4.1. Suppose that P is a convex integral polytope in Rm such that P ⊂ pΣ and P 6⊂ ∂(pΣ). Then:
i) If P ◦ 6= ∅, then for z in the classically allowed region AP , we have
Π|NP (z, z) =
m∏
j=1
(Np+ j) +RN (z) , ‖RN‖Ck(K) = O(e−λKN ) for k = 1, 2, 3, . . . ,
for all compact K ⊂ AP , where λK > 0.
ii) On each open forbidden region R◦F ,
Π|NP (z, z) = N
m+r
2 e−NbP (z)
[
cF0 (z) + c
F
1 (z)N
−1 + · · ·+ cFk (z)N−k +RFk (z)
]
,
where r = dimF and
(a) cFj ∈ C∞(R◦F ) and cF0 > 0 on R◦F ;
(b) ‖RFk ‖Cj(K) = O(N−k−1), for all compact K ⊂ R◦F and for all j, k;
(c) bP > 0 on (C
∗)m \ AP ;
(d) bP is given by formula (16);
(e) bP ∈ C1R((C∗)m) (with bP = 0 on AP ), and bP is C∞ on each closed region RF .
Note that bP fails to be C2 at transition points, since the limit expected zero current ψP of Theorem 1.3 is
discontinuous at the transition points and is given in terms of the second derivatives of bP by formula (23).
Remark: For the case where P = {β} is a single lattice point in pΣ◦, the allowed region A{β} is all of
(C∗)m. Since the point q(z) given by (14) lies in ∂P , in this case q(z) = β for all z ∈ (C∗)m. Recalling
(17)–(18), we then have
b{β}(z) = −2 logMβ(z) = log
∣∣∣χ̂pβ(µ−1( 1pβ))∣∣∣2 − log ∣∣∣χ̂pβ(z)∣∣∣2 . (75)
Theorem 4.1 then says that
Π|N{β}(z, z) =
1
‖χβ‖2 |χβ(z)|
2
FS = N
m
2 (c0 + c1N
−1 + c2N−2 + · · · )Mβ(z)2N . (76)
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(The asymptotic formula (76) is also an immediate consequence of formula (46) for the L2 norms of monomials
and Stirling’s formula. A more precise formula and general results on the decay of monomials normalized
over toric varieties are given in [STZ2].)
Replacing β with an arbitrary (non-lattice) point x ∈ P ◦ in (75), we define
b{x} := −2 logMx(z) . (77)
Recalling (18), we see that for a convex lattice polytope P , we have
bP (z) = bq(z)(z) , Π|NP (z, z) = N
m+r
2 e−Nbq(z)(z)
[
cF0 (z) + c
F
1 (z)N
−1 + · · · ] .
To compute b{x}, we use (16) with q(z) = x and µ(e−τ/2 · z) = 1px, which yields
τj = log |zj|2 − log xj + log(p−
∑m
j=1 xj) ,
and hence
b{x}(z) =
m∑
j=0
xj log
xj
p
− log |z|
2x
(1 + ‖z‖2)p (x0 = p−
∑m
j=1 xj) . (78)
The asymptotics of Theorem 4.1 are uniform away from the transition points only. To take care of the
transition points, we shall also prove the following local uniform convergence result on all of (C∗)m:
Proposition 4.2. Let P be as in Theorem 4.1. Then
1
N
logΠ|NP (z, z)→ −bP (z)
uniformly on all compact subsets of (C∗)m.
Proposition 4.2 is the main ingredient in our proofs of Theorems 1.3–1.4 on the asymptotics of zeros in
§5.
The remainder of this section is devoted to the proofs of Theorem 4.1 and Proposition 4.2. To motivate the
argument, we begin by using our integral formula for the polytope character (Proposition 3.1) to show that
the integral is rapidly decaying when z is in the classically forbidden region, while for z in the allowed region,
the phase is of positive type with a nondegenerate critical point and hence Π|NP (z, z) has an asymptotic
expansion in powers of 1N . To obtain our expansion in the forbidden region, we use Proposition 3.1 to give an
oscillatory integral formula (89)–(92) for the conditional Szego¨ kernel Π|NP (z, z). We then seek deformations
of the contour of integration so that the (analytic continuation of) the phase picks up a critical point. In
§4.2, we formulate necessary and sufficient geometric conditions for the existence of a critical point where
the phase has maximal real part, and in §4.2.1 we show that there is a contour for which these conditions
are satisfied. Assuming that P is simple, we obtain in §4.2.2 the asymptotic expansion (ii) by performing
a stationary phase analysis over the polytope when the critical points of the phase lie on the boundary.
In §4.2.3, we show that the decay function satisfies properties (c) and (e). In §4.2.4, we verify the precise
asymptotic formula (i), and in §4.2.5 we complete the proof of part (ii) of Theorem 4.1 by extending our
results to non-simple polytopes. We prove Proposition 4.2 in §4.2.6.
We start our proof of Theorem 4.1 with a simple integral formula for the conditional Szego¨ kernel:
Π|NP (z, z) =
1
(2π)m
∫
Tm
ΠNp(z, e
iϕ · z)χNP (eiϕ) dϕ , (79)
where we recall that
Tm = {(ζ1, . . . ζm) ∈ (C∗)m : |ζj | = 1, 1 ≤ j ≤ m}.
The identity (79) follows immediately from the explicit formulas (52) and (54) for the Szego¨ kernels and the
definition (55) of the character χNP .
Substituting formula (52) for ΠNp(z, e
iϕ · z) in (79), we obtain:
Π|NP (z, z) =
(Np+m)!
(Np)!(2π)m
∫
Tm
[
1 +
∑m
j=1 e
−iϕj |zj |2
1 + ‖z‖2
]Np
χNP (e
iϕ) dϕ . (80)
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We now assume that P is a simple polytope. In §4.2.5, we shall derive the general case as a corollary
of our results for simple polytopes.
4.1. The classically allowed region. In order to motivate our argument, we give a short proof of part (i)
of Theorem 4.1 with the exponentially small error term replaced with an O(N−∞) error. The actual proof
of part (i) will be given in §4.2.4 and does not depend on the results of this section.
Assume for simplicity that P ◦ 6= ∅. We first choose a cut-off function ξ ∈ C∞(Rm) vanishing outside the
εF -ball and with ξ ≡ 1 on the (εF/2)-ball. Since ΠNp(z, eiϕ ·z) decays exponentially (in N) when ‖ϕ‖ ≥ εF ,
it follows from Proposition 3.1 and (80) that
Π|NP (z, z) ∼ N2m σ(N)
(2π)m
∫
Tm
∫
P
ξ(ϕ)eNΨA(ϕ,x;z)
[
A0(x, ϕ) +A1(x, ϕ)N
−1 + · · · ] dx dϕ , (81)
where σ(N) = (p+ 1N ) · · · (p+ mN ) = pm + σ1N−1 + · · ·+ σMN−m, A0(x, 0) = 1 and the phase ΨA is given
by
ΨA(ϕ, x; z) = i〈ϕ, x〉+ p log
(
1 +
∑m
j=1 e
−iϕj |zj |2
1 + ‖z‖2
)
. (82)
Here, “∼” means modulo O(N−∞).
The integral in (81) is an ‘oscillatory integral’ with ‘complex phase’ ΨA; to evaluate it by the method of
stationary phase [Ho¨, Ch. 7], we must find the critical points of ΨA. The (interior) critical point equations
dxΨA = iϕ = 0, dϕΨA|ϕ=0 = ix− ip
1 + ‖z‖2 (|z1|
2, . . . , |zm|2) = ix− ipµΣ(z) = 0
yield
ϕ = 0, x = pµ(z) . (83)
We note that ℜΨA ≤ 0 and ΨA = 0 at the critical point.
The Hessian HΨA of ΨA (with respect to the variables ϕ, x) is of the form
HΨA|(0,x) =
 C iI
iI 0
 (84)
where I denotes the m×m identity matrix. The matrix C is given by
Cjk =
∂2ΨA
∂ϕj∂ϕk
∣∣∣∣
(0,x)
= p(−Ijδkj + IjIk) ,
where
Ij =
|zj|2
1 + ‖z‖2 ; i.e., µ(z) = (I1, . . . , Im) .
Hence
detHΨA|(0,x) = 1 (85)
and the inverse Hessian is given by
HΨA|−1(0,x) =
 0 −iI
−iI C
 .
Hence, the Hessian operator is given by
H = −i
∑
j
∂2/∂ϕj∂xj +
∑
jk
Cjk∂
2/∂xj∂xk.
By (81) and [Ho¨, Theorem 7.7.5], we have a stationary phase expansion of the form
Π|NP (z, z) ∼ pmσ(N)
∑
2k≥3j≥0
1
j!k!2k
Nm+j−kHkgj3
∣∣∣∣
ϕ=0,x=pµ(z)
,
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where g3 is the third order Taylor remainder of the phase ΨA. We note that g3 is a function of ϕ alone, but
that every ϕ derivative is accompanied by an x-derivative in H . It follows that only the very first term of
the summation is non-zero. Thus, the stationary phase expansion is simply pmσ(N)Nm.
4.2. The classically forbidden region. By (83), Ψ has a critical point if and only if z is in the classically
allowed region. Thus, in the classically forbidden region, there are no critical points and the integral (81) is
rapidly decaying.
We now let z be a point in the classically forbidden region. To evaluate the integral by the method of
stationary phase, we need to deform the contour of integration to pick up a critical point with maximal real
part along the contour. We complexify the real torus Tm to (C∗)m with variables ζj = ρjeiϕj so that (80)
may be written as
Π|NP (z, z) =
(Np+m)!
(Np)!(2πi)m
∫
Tm
(
1 +
∑m
j=1 ζ
−1
j |zj |2
1 + ‖z‖2
)Np
χNP (ζ)
m∏
j=1
dζj
ζj
. (86)
Since the integrand is holomorphic in ζ ∈ (C∗)m, we can deform the contours in (86) and instead integrate
over a torus of the form
Tmτ := {ζ ∈ (C∗)m : |ζ1| = eτ1 , · · · , |ζm| = eτm} .
We shall show below how to choose the parameter τ = (τ1, . . . , τm) ∈ Rm to obtain our required critical
point.
Deforming (86) to Tmτ , we have
Π|NP (z, z) =
(Np+m)!
(Np)!(2π)m
∫
Tm
eNΨ0(ϕ;τ,z)χNP (e
τ+iϕ) dϕ . (87)
where
Ψ0(ϕ; τ, z) = p log
(
1 +
∑m
j=1 e
−τj−iϕj |zj |2
1 + ‖z‖2
)
. (88)
Using a C∞ partition of unity {ξ1, ξ2} of Tm, where ξ1(ϕ) has support in a small neighborhood of 0 and is
identically 1 near 0, we decompose (87) into two integrals:
Π|NP (z, z) =
(Np+m)!
(Np)!
(I1N + I2N ) , IjN :=
1
(2π)m
∫
Tm
ξj(ϕ)e
NΨ0(ϕ;τ,z)χNP (e
τ+iϕ) dϕ . (89)
We shall show that I1N has the desired asymptotic expansion (when z is not a transition point) and that
I2N = O(e−δI1N ) for some δ > 0.
Let dimP = n. Under our assumption that P is simple, Proposition 3.1 lets us write the primary part
I1N of the Szego¨ kernel given in (89) as an oscillatory integral over Tm × P :
I1N = Nn
∫
Tm
∫
P
eNΨ(ϕ,x;τ,z)A(ϕ, x,N ; τ) dx dϕ , (90)
where the phase is given by
Ψ(ϕ, x; τ, z) = 〈τ + iϕ, x〉+ p log
(
1 +
∑m
j=1 e
−τj−iϕj |zj |2
1 + ‖z‖2
)
, (91)
and the amplitude is given by
A(ϕ, x,N ; τ) = ξ1(ϕ)[A0(x, τ + iϕ) +A1(x, τ + iϕ)N
−1 + · · ·+AN (x, τ + iϕ)N−n] . (92)
We therefore look for complex critical points of Ψ. We note that as before, by the triangle inequality,
ℜΨ(ϕ, x; τ, z) < ℜΨ(0, x; τ, z) , for ϕ 6= 0 . (93)
Thus for each fixed τ and z, the maximal value of ℜΨ occurs where ϕ = 0. From (91), we obtain
dϕΨ = ix− ip
1 +
∑
j e
−τj−iϕj |zj |2
(
e−τ1−iϕ1 |z1|2, . . . , e−τm−iϕm |zm|2
)
. (94)
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Hence the critical-point equation dϕΨ(0, x; τ, z) = 0 is equivalent to:
1
p
x = µ(e−τ/2 · z) . (95)
From the second critical point equation
dxΨ = τ + iϕ = 0 , (96)
it follows that there are no critical points on the interior of P , since by (95), we must choose τ 6= 0 to obtain
a critical point when z is in the classically forbidden region.
Suppose τ ∈ Rm and x0 ∈ P . Recall that τ is in the normal cone to P at x0 if 〈τ, x0〉 ≥ 〈τ, y〉 for all y ∈ P .
Since Ψ(τ, 0, x, z) = 〈τ, x〉+ cτ,z , where cτ,z is independent of x, it follows that ℜΨ takes its maximum along
the contour Tmτ at the point {ϕ = 0, x = x0} if (and only if) τ is in the normal cone CPx0 to P at x0. Recall
that if τ is in the normal cone at x0, then τ must be orthogonal to the face of P containing x0.
Therefore, to obtain a ‘critical point’ that determines the asymptotics of the integral (90), we must find
τ ∈ Rm, x ∈ ∂P such that (95) holds and τ ∈ Cx. We show the existence of such τ, x in the next section.
4.2.1. Existence of critical points. Recall that the normal cone CF of a face F of a convex polytope Q ⊂ Rm
is given by
CF = {u ∈ Rm : 〈u, x〉 = sup
y∈Q
〈u, y〉, ∀x ∈ F} , (97)
so that CF = C
Q
x for all points x ∈ F . The purpose of this section is to prove the following general existence
result:
Lemma 4.3. Let Q be a convex polytope contained in Σ and suppose that Q 6⊂ ∂Σ. Then for each z ∈ (C∗)m,
there exists unique τz ∈ Rm and xz ∈ Q so that
• µ(e−τz/2 · z) = xz,
• τz ∈ CQxz .
Here we do not assume that Q is simple or even that Q is integral. We note that even though τz is
orthogonal to ∂Q at xz , the orbit {µ(erτz · z) : r ∈ R} is in general not orthogonal to ∂Q, even when xz
lies in a facet. (See also Figure 6 and the associated remark.) Our proof of Lemma 4.3 uses the following
elementary, but not so well known, fact about the invertibility of Lipschitz maps.
Lemma 4.4. [Fan] Let f : U → Rm be a Lipschitz map, where U is open in Rm. Then f has a local
orientation-preserving Lipschitz inverse with Lipschitz constant L at a point x0 ∈ U if and only if there
exists ε > 0 such that
i) lim infv→0 |f(x+ v)− f(x)|/|v| ≥ 1/L for all x ∈ Bε(x0),
ii) det f ′(x) > 0 for all x ∈ Bε(x0) such that f is differentiable at x,
iii) f(x0) 6∈ f(∂Bε(x0)) and deg
[
f : ∂Bε(x0)→ Rm \ {f(x0)}
]
= 1.
Here, we let Bε(x0) = {x ∈ Rm : |x − x0| < ε} denote the ε-ball about x0 ∈ Rm. By the degree in (iii),
we mean the degree of f∗(∂Bε(x0)) ∈ Hm−1(Rm \ {f(x0)},Z). The hypotheses (i) and (iii) in [Fan] differ
slightly from those above, but Fan’s proof of sufficiency uses only (i)–(iii) above. (Necessity is obvious.)
Hypothesis (i) is given as a lemma in [Fan]. Hypothesis (iii) above is replaced in [Fan] by the condition that
the index of f at x0 is 1, which is easily seen to be equivalent to (iii) under the assumptions (i) and (ii).
Our proof of Lemma 4.3 also makes use of the ‘normal bundle’ of a polytope, which we define below as
the collection of normal cones at the points of the polytope.
Definition: The normal bundle N (Q) of a convex polytope Q ⊂ Rm is the subset of TRm = Rm × Rm
consisting of pairs (x, v), where x ∈ Q and v ∈ CQx . (Note that N (Q) is not a fiber bundle over Q.)
The normal bundle N (Q) is a piecewise smooth submanifold of TRm ; it is homeomorphic to Rm via the
‘exponential map’
EQ : N (Q)→ Rm , EQ(x, v) = x+ v, x ∈ F, c ∈ CF (F a face of Q) . (98)
It is easily seen that EQ is a homeomorphism and is a C∞ (in fact, linear) diffeomorphism on each of the
‘pieces’ F¯ × CF ⊂ N (Q).
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Proof of Lemma 4.3. We note that the Rm+ action on (C
∗)m descends via the moment map µ to an Rm+
action on Σ◦ given by r ⊙ µ(z) = µ(r · z). We let
N ◦ = N (Q) ∩ (Σ◦ × Rm) ,
and we consider the map
Φ : N ◦ → Σ◦ , Φ(x, τ) = eτ/2 ⊙ x .
We observe that the conclusion of the lemma is equivalent to the bijectivity of Φ, since if z ∈ (C∗)m, we have
Φ(x, τ)
def
= eτ/2 ⊙ x = µ(z) ⇐⇒ x = e−τ/2 ⊙ µ(z) def= µ(e−τ/2 · z) ,
for (x, τ) ∈ N ◦, i.e., for x ∈ Σ◦ and τ ∈ CQx .
To show that Φ is a bijection, we let L : Σ◦ → Rm be the diffeomorphism given by
L(x) =
(
log
x1
1−∑xj , . . . , log xn1−∑ xj
)
, (99)
so that
L ◦ µ(w) = (log |w1|2, . . . , log |wm|2) .
Thus, writing x = µ(w) we have
L ◦ Φ(x, τ) = eτ/2 ⊙ uΣ(w) = L ◦ µ(eτ/2 · w)
= (τ1 + log |w1|2, . . . , τm + log |wm|2)
= τ + L ◦ µ(w) = τ + L(x) . (100)
We first show that L ◦ Φ : N ◦ → Rm is proper: suppose on the contrary that the sequence {(xn, τn)}
is unbounded in N ◦, but L ◦ Φ(xn, τn) = L(xn) + τn → a ∈ Rm. By passing to a subsequence, we can
assume that xn → x0 ∈ Q. Then x0 ∈ ∂Σ, since otherwise τn → a − L(x0). Write τn = rnun, where
rn > 0, |un| = 1. We can assume without loss of generality that un → u0. We first consider the case where∑
x0j < 1. If x
0 = 0, then u0j ≥ 0 (1 ≤ j ≤ m), since otherwise L ◦ Φ(xn, τn) would diverge. But u0 ∈ C{0};
hence Q ⊂ {x : 〈u0, x〉 ≤ 0} ⊂ Rm\Σ◦, a contradiction. Now suppose that x01 = · · · = x0k = 0, x0l > 0 for
k < l ≤ m. Then we conclude as before that u0j ≥ 0 for 1 ≤ j ≤ k. Furthermore, in this case, τn1 → +∞ and
τnl → τ∞l ∈ R and thus u0l = 0 for k < l ≤ m, and we again obtain a contradiction. Finally, if
∑
x0j = 1, we
can suppose that x01 6= 0 and make the coordinate change x˜1 = 1 −
∑
xj , x˜2 = x2, . . . , x˜m = xm (which
corresponds to permuting the homogeneous coordinates in CPm) to reduce to the previous case. Therefore,
L ◦ Φ : N ◦ → Rm is a proper map.
Let E = EQ : N (Q) ≈→ Rm, and let U = E(N ◦) ⊂ Rm. We consider the map f : U → Rm given by
f ◦ E|N◦ = L ◦ Φ, i.e., by the commutative diagram:
N ◦ Φ−→ Σ◦
≈↓ E ≈↓ L
U
f−→ Rm
Since L ◦Φ is a proper map, f is also proper. Hence to show that Φ is a bijection, it suffices to show that f
is a local homeomorphism and is therefore a (global) homeomorphism.
To describe the map f , for each x ∈ Σ◦, we let qx denote the point in Q that is closest to x. We note that
qx ∈ Σ◦; if x 6∈ Q, then qx ∈ ∂Q; if x ∈ Q, then qx = x. Furthermore, E−1(x) = (qx, x− qx) and hence
f(x) = x− qx + L(qx) .
We shall show that f satisfies the hypotheses of Lemma 4.4. Let F be an arbitrary face of Q ∩ Σ◦. To
verify (i) and (ii), it suffices to show that detDf > 0 on the (noncompact) polyhedron
UF := E(F¯ × CF ) ∩ U = E [(F¯ ∩ Σ◦)× CF ] .
To compute the determinant, we let TF ⊂ Rm, NF = T⊥F ⊂ Rm denote the tangent and normal spaces,
respectively, of F . Let x0 ∈ F be fixed. For y ∈ UF , we have
y = x+ v
f7→ L(x) + v , x− x0 ∈ TF , v ∈ NF .
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Choose orthonormal bases {Y1, . . . , Yr}, {Yr+1, . . . , Ym} of TF , NF , respectively. We let Df denote the
matrix of the derivative (f |UF )′ with respect to the basis {Y1, . . . , Ym} of Rm. We have:
Df =
(
T tL′(x)T 0
∗ I
)
, (101)
where T is the m× r matrix [Y1 · · ·Yr]. We have by (99),(
L′(x)
)
jk
=
1
x0
+ δkj
1
xj
, x0 = 1−
m∑
j=1
xj > 0 , (102)
for x ∈ Σ◦. Hence L′(x) is a positive definite symmetric matrix, it being the sum of a semipositive matrix
(all of whose entries are 1x0 ) and a positive definite diagonal matrix. Therefore, T
tL′(x)T is positive definite,
and hence detDf(x) = det(T tL′(x)T ) > 0, completing the proof that hypotheses (i) and (ii) of Lemma 4.4
are satisfied.
Note that (102) implies that the eigenvalues of L′(x) are > 1 for x ∈ Σ◦ and hence by (101), Df(x) is a
diagonalizable matrix whose eigenvalues are real and ≥ 1.
We verify (iii) by a homotopy argument: Choose a point q0 ∈ Q◦. We contract Q to q0; i.e., for 0 ≤ t ≤ 1,
we let
Qt = (1 − t){q0}+ tQ ,
so that Q0 = {q0}, Q1 = Q. For 0 ≤ t < 1, Qt ⊂ Σ◦, and hence we have a map
Φt : N (Qt)→ Σ◦ .
For 0 ≤ t < 1, we define ft : Rm → Rm by the commutative diagram:
N (Qt) Φt−→ Σ◦
≈↓ EQt ≈↓ L
Rm
ft−→ Rm
As before we have
ft(x) = x− qtx + L(qtx) , (103)
where qtx is the (unique) point of Qt closest to x. The above argument shows that the maps ft also satisfy
(i) and (ii) of Lemma 4.4.
We write
F :
(
Rm × [0, 1)) ∪ (U × {1})→ Rm , (x, t) 7→ ft(x) ,
where f1 = f : U → Rm. One easily sees that∣∣∣qtx − qt′x′∣∣∣ ≤ |x− x′|+ |t− t′| ,
and hence F is continuous. Furthermore, F is uniformly continuous on Rm × [0, t], for each t < 1.
Let H denote the set of t ∈ [0, 1) such that ft : Rm → Rm is an orientation preserving homeomorphism.
We shall show that H = [0, 1). We first observe that 0 ∈ H since
f0(x) = x− q + L(q) = x+ constant .
Note that (101) also holds for the maps ft and hence as above, the eigenvalues of Dft are real and ≥ 1.
Hence ft satisfies conditions (i) and (ii) of Lemma 4.4 with L = 1, for all t ∈ [0, 1].
We now show that H is open in [0, 1). Suppose t0 ∈ H . Then by Lemma 4.4, Lip(f−1t0 ) ≤ 1 and hence
|x− x0| = 1 =⇒ |ft0(x) − ft0(x0)| ≥ 1 .
By the uniform continuity of F on Rm × [0, t0+12 ], we can choose ε > 0 such that for all x0 ∈ Rm, we have
|ft(x)− ft(x0)| ≥ 1
2
, for x ∈ ∂B1(x0), |t− t0| < ε . (104)
To simplify notation, we shall write
deg(f, x0, r) := deg
[
f : ∂Br(x0)→ Rm \ {f(x0)}
]
.
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We conclude from (104) that for |t− t0| < ε,
deg(ft, x0, 1) = deg(ft0 , x0, 1)) = 1 ,
and hence ft is a local homeomorphism at x0, by Lemma 4.4. By the very first part of the argument
that f : U → Rm is proper, we easily see that ft is proper. Since x0 ∈ Rm is arbitrary, it follows that
ft : R
m → Rm is a covering map and therefore is a homeomorphism.
Next we show that H is closed in [0, 1) and hence H = [0, 1). Let tn ∈ H such that tn → t0 ∈ [0, 1).
Since ft0 satisfies condition (i) of Lemma 4.4, we can choose ε > 0 so that ft0(x0) 6∈ ft0(∂Bε(x0)). Then for
n sufficiently large,
deg(ft0 , x0, ε) = deg(ftn , x0, ε) = 1 .
It follows as above that ft0 : R
m → Rm is a homeomorphism.
We have shown that ft is a homeomorphism for 0 ≤ t < 1. To complete the proof of the lemma, we must
show that f = f1 is a local homeomorphism. So we let x0 ∈ U be arbitrary, and we choose ε > 0 such that
Bε(x0) ⊂ U and f(x0) 6∈ f(∂Bε(x0)). Then for t < 1 sufficiently close to 1, we have as before
deg(f, x0, ε) = deg(ft, x0, ε) = 1 .
Thus by Lemma 4.4, f is a local homeomorphism. This completes the proof of Lemma 4.3. 
We have thus shown (as a consequence of (93) and Lemma 4.3 with Q = 1pP ) that for each z ∈ (C∗)m,
there exist (unique) τz ∈ Rm and q(z) = pxz ∈ P such that the phase function Ψ(·, ·; τz, z) : Tm × P → C
given by (88) takes its maximum real part at the point (0, q(z)), and furthermore (0, q(z)) is a critical point
of Ψ|Tm×F , where F is the face of P containing q(z). The latter statement follows from (95), (96) and the
fact that vectors in the normal cone CF are orthogonal to F ; i.e., CF ⊂ F⊥.
By the boundary of the normal cone CF , we mean the boundary ∂CF of CF in F
⊥; the complement
CF \ ∂CF is called the interior of CF . We note the following consequence of the proof of Lemma 4.3:
Lemma 4.5. A point z ∈ (C∗)m is a transition point if and only if τz ∈ ∂CPq(z).
Proof. It follows from (100) that 2 Log (RF ) = L(F ) +CF , where Log (z) = (log |z1|, . . . , log |zm|) and that
∂[2 Log (RF )] = 2 Log (∂RF ) = L(F ) + ∂CF . (105)
Thus
z ∈ ∂RF ⇐⇒ 2 Log (z) ∈ L(F ) + ∂CF ⇐⇒ 2 Log (z) = L(xz) + τz, τz ∈ ∂CF .

Remark: The identity (105) tells us that we can decompose Rm as the disjoint union of the sets L(F )+CF .
If z is a transition point, then 2 Log (z) must lie in the common boundary of at least two of the sets L(F )+CF .
Figure 6 below shows the transition points in log coordinates (as solid lines) for the case where P is the
polytope of Figure 5. Note that although CF ′ is orthogonal to F
′ in Figure 5, CF ′ is not orthogonal to
L(F ′). Similarly, in Lemma 4.3, if q(z) ∈ F ′, then the orbit {µ(erτz · z) : r ∈ R} is not orthogonal to F ′.
4.2.2. Continuation of the proof of Theorem 4.1. Since the critical point of Ψ on the contour Tmτ always
occurs on the boundary of P when z is in the forbidden region, we shall use the method of stationary phase
for complex oscillatory integrals on quadrants. Since this general method is not so well known, we state here
the basic result we need:
Lemma 4.6. Let Ψ(ξ, y), A(ξ, y) ∈ C∞(Rk≥0 × Rs) such that dyΨ(0, 0) = 0, A has compact support and
1) ∂Ψ∂ξj 6= 0 on Supp (A), for 1 ≤ j ≤ k,
2) dyΨ(0, y) 6= 0 for (0, y) ∈ Supp (A) \ {0},
3) detHyΨ(0, 0) 6= 0 (where Hy denotes the Hessian with respect to y),
4) ℜΨ ≤ ℜΨ(0, 0) on Supp (A).
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CF + L(F )
Cv + L(v)
CF ′ + L(F
′)
L(P )
log |z2|
log |z1|
Figure 6. Transition points in log coordinates for the polytope of Figure 5
Then∫
Rs
∫
Rk
≥0
eNΨ(ξ,y)A(ξ, y) dξ dy = N−k−s/2eNΨ(0,0)[c0 + c1N−1 + c2N−2 + · · ·+ clN−l +O(N−l−1)]
for l = 1, 2, 3, . . . , where
c0 =
(2π)s/2A√
det(−HyΨ)
∏k
j=1 ∂ψ/∂ξj
∣∣∣∣∣
ξ=y=0
.
(If s = 0, then hypotheses (2) and (3) are vacuous, and the determinant in the formula for c0 is 1.)
Proof. (See also [AGV].) Let us first consider the case k = 1. Integrating by parts,∫
Rs
∫ +∞
0
eNΨAdξ1 dy =
1
N
∫
Rs
eNΨ
A
∂Ψ/∂ξ1
∣∣∣∣
ξ1=0
dy − 1
N
∫
Rs
∫ +∞
0
eNΨ
∂
∂ξ1
[
A
∂Ψ/∂ξ1
]
dξ1 dy . (106)
Applying the stationary phase expansion [Ho¨, Th. 7.7.5] to the first term of (106) and iterating, we obtain
the desired expansion.
The case k > 1 follows by induction on k, integrating by parts as above. 
We consider a point z in the classically forbidden region. Let τz , xz be as in Lemma 4.3, and let q(z) = pxz .
Hence τ = τz, x = q(z) satisfies the critical point equation (95), and as we observed above, q(z) ∈ ∂P . The
decay function bP (z) from (16) is given by
bP (z) = −Ψ(0, q(z)) . (107)
Recalling (90), we further decompose the integral I1N into two parts:
I1N = I ′N + I ′′N , I ′N = Nn
∫
Tm
∫
P
eNΨ(ϕ,x;τz,z)ρ(x)A(ϕ, x,N ; τz) dx dϕ , (108)
where A(ϕ, x,N ; τz) is given by (92) and ρ is supported in a small neighborhood of q(z) and is ≡ 1 near q(z).
Note that it follows from (94)–(95) that dϕΨ(0, x; τz , z) 6= 0 for x 6= q(z). Since dϕΨ does not vanish on the
support of 1 − ρ(x) and sup
Tm×P Ψ = Ψ(0, q(z)) = −bP (z), we conclude by performing the ϕ integration
first, that
I ′′N = e−NbP (z) · O(N−∞) (109)
(see [Ho¨]). Hence, we need consider only I ′N .
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Since we are not assuming that P has interior, we let n = dimP and we let 〈P 〉 denote the n-plane
containing P . The polytope P can be given by
P = {x ∈ 〈P 〉 : ℓj(x) ≥ 0 for 1 ≤ j ≤ d} , ℓj(x) = 〈uj , x〉+ λj ,
where the uj are primitive vectors tangent to P . Suppose that q(z) is in a face F ⊂ P of dimension r. After
permuting the indices of the normal vectors {uj}, we may assume that
F¯ = {x ∈ P : ℓj(x) = 0, for 1 ≤ j ≤ n− r} ,
We consider the translated cone
Γ := {x ∈ 〈P 〉 : ℓj(x) ≥ 0} ⊃ P
with vertex q(z), which coincides with P in a sufficiently small neighborhood of q(z). We then choose
(non-homogeneous) linear functions t1, . . . , tr on R
m such that the map
L = (ℓ1, . . . , ℓn−r, t1, . . . , tr) : 〈P 〉 → Rn
is bijective and L(q(z)) = 0. We note that L : Γ
≈→ Rn−r≥0 × Rr and L : F →֒ {0} × Rr.
We shall evaluate I ′N by applying Lemma 4.6 with ξj = ℓj(x) for 1 ≤ j ≤ n−r and y = (t1, . . . , tr, ϕ1, . . . ϕm)
and with the phase
Ψ˜(ξ, y) := Ψ
(
ϕ,L−1(ξ; t1, . . . , tr); τ, z
)
and amplitude ρ(x)A(ϕ, x,N ; τ). Since dϕΨ(0, q(z); τz, z) = 0 and τz is perpendicular to F , it follows (using
(91)) that dyΨ˜(0, 0) = 0. Since τz is in the normal cone at q(z), the real part of the phase Ψ takes its
maximum at q(z), and hence hypothesis (4) of the lemma holds. Also, hypothesis (2) is satisfied since
dϕΨ(0, x; τz, z) 6= 0 for x 6= q(z), and hence dyΨ˜(0, y) 6= 0 for y 6= 0.
We now verify (3): Recalling (84), we note that the Hessian matrix (with respect to ϕ, x) of Ψ is given
by
HΨ(ϕ, x; τ, z) = HΨA(ϕ, x; e−τ/2 · z) , (110)
and hence
HΨ|(0,x) =
 C iI
iI 0
 (111)
where
Cjk =
∂2Ψ
∂ϕj∂ϕk
∣∣∣∣
(0,x)
= p(−Ijδkj + IjIk) , (I1, . . . , Im) = µ(e−τ/2 · z) . (112)
Lemma 4.7. The matrix C given by (112) is strictly negative definite.
Proof. Suppose that λ = (λ1, . . . , λm) ∈ Rm \ {0} is arbitrary. Let v = (v1, . . . , vm), w = (w1, . . . , wm)
be given by vj =
√
Ij , wj =
√
Ij λj . Since e
−τ/2 · z ∈ (C∗)m, Ij 6= 0 for 1 ≤ j ≤ m, and hence w 6= 0.
Furthermore ‖v‖2 =∑ Ij < 1. Therefore
1
p
m∑
j,k=1
Cjkλjλk = −‖w‖2 + (v · w)2 < −‖v‖2‖w‖2 + (v · w)2 ≤ 0 .

Changing variables, we see that HyΨ˜(0, 0) is of the form 0 iB
iBt C

where B is an r×m matrix of maximal rank r and C is nonsingular; hence HyΨ˜(0, 0) is nonsingular, verifying
hypothesis (3).
To verify (1), we must assume that z is not a transition point. By Lemma 4.5, τz is not in the boundary
of the normal cone to F , and hence
〈τz , x− q(z)〉 < 0 for all x ∈ P \ F¯ .
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Let qj = L−1(Ej) ∈ Γ, for 1 ≤ j ≤ n− r (where Ej = (δj1, δj2, . . . , δjn) ∈ Rn); i.e., qj lies on the j-th edge of
Γ. Let ηj = q
j − q(z). Then
∂Ψ˜/∂ξj = ∇ηjΨ ≡ 〈τz , vj〉 < 0 (1 ≤ j ≤ n− r) ,
and hence hypothesis (1) holds.
Therefore, by (90), Lemma 4.6 (with k = n− r, s = m+ r) and (109),
I1N (z) = N
r−m
2 eNΨ(0,q(z);τz,z)
[
c0 + c1N
−1 + · · ·+ clN−l +O(N−l−1)
]
. (113)
We let
bP (z) = −Ψ(0, q(z); τz, z) = −〈q(z), τz〉+ p log
(
1 + ‖z‖2
1 + ‖e−τz/2 · z‖2
)
as in (16).
We now show that I2N decays faster than I1N : Recall that
I2N =
1
(2π)m
∫
Tm
ξ2(ϕ)
(
1 +
∑m
j=1 e
−τj−iϕj |zj|2
1 + ‖z‖2
)pN
χNP (e
τz+iϕ) dϕ , ξ2(ϕ) = 0 for distTm(ϕ, 0) ≥ ε ,
where we write τz = (τ1, . . . , τm). We choose λ = λ(ε, z) > 0 such that∣∣∣∣∣1 +
∑m
j=1 e
−τj−iϕj |zj|2
1 + ‖z‖2
∣∣∣∣∣ ≤ e−λ 1 +
∑m
j=1 e
−τj |zj|2
1 + ‖z‖2 for distTm(ϕ, 0) ≥ ε .
Therefore,
|I2N | ≤ e−Npλ
(
1 +
∑m
j=1 e
−τj |zj|2
1 + ‖z‖2
)pN
χNP (e
τz) . (114)
Furthermore,
χNP (e
τz) =
∑
α∈NP
eN〈τz,α/N〉 ≤ #(NP ) eN〈τz,q(z)〉 ≤ (Np)neN〈τz,q(z)〉 , (115)
since α/N ∈ P and τz is in the normal cone to P at q(z). Combining (114) and (115), we obtain
|I2N | ≤ (Np)ne−Npλe−NbP (z) . (116)
The asymptotic expansion of part (ii) of Theorem 4.1 (for P simple) with bP (z) given by (16) now follows
from (89), (113) and (116).
4.2.3. The decay function. In this section we verify that the function bP given by (16) satisfies parts (c) and
(e) of Theorem 4.1(ii) for any convex polytope P .
We first note that when z ∈ AP , we have τz = 0 and hence if we extend (16) to all of (C∗)m, we then
have bP = 0 on AP . Furthermore, since z 7→ τz is easily seen to be continuous on (C∗)m and C∞ on each
RF , the same holds for bP (z). We now show that bP is C1 by computing its derivative. Recalling that
bP (z) = −Ψ(0, q(z); τz, z), we have
−dbP =
[
dxΨ(0, x; τ, z) ·Dq(z) + dτΨ(0, x; τ, z) ·Dτz + dzΨ(0, x; τ, z)
]
x=q(z),τ=τz
.
Here, Dτz and Dq(z) are only piecewise continuous, being discontinuous at transition points. However, from
(91) and the fact that (0, q(z)) is a critical point of Ψ, we have
dτΨ(0, x; τ, z)|{x=q(z),τ=τz} = −i dϕΨ(ϕ, x; τ, z)|{ϕ=0,x=q(z),τ=τz} = 0 .
Furthermore, since dxΨ|ϕ=0,τ=τz = τz and τz is perpendicular to the face containing q(z), we also have
dxΨ(0, x; τ, z)|{x=q(z),τ=τz} ·Dq(z) = τz ·Dq(z) = 0 .
Therefore
dbP = −dzΨ(0, x; τ, z)|{x=q(z),τ=τz} ∈ C0((C∗)m) , (117)
completing the proof of (e).
Property (c) is a special case of the following lemma on the dependence of the decay function bP (z) on
the polytope.
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Lemma 4.8. Let P ′ ⊂ P ⊂ pΣ be convex polytopes in Rm. Suppose that z ∈ (C∗)m and let q(z) ∈ P be given
as in (16). Then
bP ′(z) ≥ bP (z) ,
with equality if and only if q(z) ∈ P ′.
Proof. Fix z ∈ (C∗)m and consider the function
b(x; z) := −Ψ(0, x; τ(x), z) = −〈x, τ(x)〉 + p log
(
1 + ‖z‖2
1 + ‖e−τ(x)/2 · z‖2
)
, x ∈ Σ◦ , (118)
where τ(x) ∈ Rm is given by
pµ(e−τ(x)/2 · z) = x . (119)
Note that τ(q(z)) = τz and b(q(z); z) = bP (z). Hence it suffices to show that b(x; z) > b(q(z); z) for all
x ∈ P \ {q(z)}.
Equation (119) yields e−τj(x)|zj |2 = xj1−∑k xk , and therefore
τj(x) = log |zj |2 + log(1−
∑
k
xk)− log xj . (120)
Since
dτΨ|{ϕ=0,τ=τ(x)} = 1
i
dϕΨ|{ϕ=0,τ=τ(x)} = x− pµ(e−τ(x)/2 · z) = 0 ,
we conclude from (118) that
dxb = −dxΨ|{ϕ=0,τ=τ(x)} = −τ(x) , (121)
and hence
∂2b
∂xj∂xk
= − ∂τk
∂xj
=
1
1−∑ml=1 xl + δkj 1xj . (122)
Therefore, the Hessian ( ∂
2b
∂xj∂xk
) is positive definite. (It coincides with the derivative L′(x) from §4.2.1.)
Now suppose that x0 ∈ P , x0 6= q(z). Let
f(t) = b(q(z) + tv; z) , v = x0 − q(z).
Then by (121), f ′(0) = −〈v, τz〉 ≥ 0, and by the positivity of the Hessian, f ′′(t) > 0. Therefore b(x0; z)−
b(q(z); z) = f(1)− f(0) > 0. 
Now let z ∈ (C∗)m \ AP . We apply Lemma 4.8 with P ′, P replaced with P, pΣ, respectively. Since
qpΣ(z) = pµ(z) 6∈ P by assumption, we conclude by Lemma 4.8 that
bP (z) > bpΣ(z) = 0 .
Thus we have shown that the function bP satisfies (c) and (e) for all convex polytopes P .
4.2.4. Precise asymptotics on the classically allowed region. In this section, we prove part (i) of Theorem 4.1.
We let P be a convex integral polytope (not necessarily simple). By (50),
ΠNpΣ(z, z) =
∑
α∈NpΣ
1
‖χα‖2 |χ̂
Np
α (z)|2 =
(Np+m)!
(Np)!
=
m∏
j=1
(Np+ j) ,
and we then have by (53),
Π|NP (z, z) =
m∏
j=1
(Np+ j)−RN (z) ,
where
RN (z) =
∑
α∈NpΣ\NP
1
‖χα‖2 |χ̂
Np
α (z)|2 . (123)
To simplify our computations, we introduce the renormalized monomials
m̂Npα (z) :=
[
(Np)!
(Np+m)!
] 1
2 χ̂α(z)
‖χα‖ =
(
Np
α
) 1
2
χ̂Npα (z) =
(
Np
α
) 1
2 zα
(1 + ‖z‖2)Np/2 , |α| ≤ Np . (124)
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Let α ∈ NpΣ \NP be fixed. We easily check that
|m̂Npα (z)|2 =
(Np)!
(Np+m)!
Π|{α}(z, z) =
1
(2π)m
∫
Tm
eΨN (ϕ,α;τ,z) dϕ , (125)
where the phase ΨN is given by
ΨN (ϕ, α; τ, z) = 〈τ + iϕ, α〉+Np log
(
1 +
∑m
j=1 e
−τj−iϕj |zj |2
1 + ‖z‖2
)
. (126)
(Equations (125)–(126) also follow from (53) and (87) with P = {α} and p replaced by Np; ΨN is the phase
(91) with p replaced by Np.) Since ℜΨN (ϕ, x; τ, z) ≤ ΨN(0, x; τ, z), we have
|m̂Npα (z)|2 ≤ eΨN (0,α;τ,z) . (127)
Choosing τ such that Npµ(e−τ/2 · z) = α and recalling (118), we have
−ΨN(0, α; τ, z) = Nb
( α
N
; z
)
= Nb{ αN }(z) . (128)
By Lemma 4.8, b{x}(z) > bP (z) = 0 for x ∈ pΣ \ P ◦ and z ∈ AP (i.e. pµ(z) ∈ P ◦).
Now let K be a compact subset of AP , and let
λK =
1
2
inf{b{x}(z) : x ∈ pΣ \ P ◦, z ∈ K} > 0 .
Therefore,
|m̂Npα (z)|2 ≤ eNb{ αN }(z) ≤ e−2λKN , for z ∈ K, α ∈ NpΣ \NP, N ≥ 1. (129)
Since #(NpΣ \NP ) ≤ (Np)m, we conclude from (123) and (129) that ‖RN‖C0(K) = O(e−λKN ).
To verify the C1 estimate, we recall from (51) that
|m̂Npα (z)|2 =
(
Np
α
)
h(z)N |zα|2 , h(z) = (1 + ‖z‖2)−p .
Differentiating with respect to the variables ρj = log |zj |, we obtain
dρ(|m̂Npα (z)|2) =
(
Np
α
)
h(z)N |zα|2 [2α+Ndρ log h] = |m̂Npα (z)|2 [2α+Ndρ log h] ,
and hence the C1 estimate follows from the C0 estimate. Differentiating repeatedly, we obtain all the Ck
estimates, completing the proof of part (i) of Theorem 4.1.
4.2.5. Non-simple polytopes. In this section, we prove the general case of part (ii) of Theorem 4.1 by a
reduction to the simple case.
Let P be a non-simple convex integral polytope of dimension n. Consider a face F of P of dimension r
and let z ∈ R◦F . We say that P is simple at F if #J (F ) = n− r. (Recall the notation from §2.1. Note that
we always have #J (F ) ≥ n − r. A polytope is simple ⇐⇒ it is simple at each of its vertices ⇐⇒ it is
simple at each of its faces.)
We first consider the case where P is simple at F . (This is always the case when codimF ≤ 2.) We
construct a simple integral polytope Q ⊃ P coinciding with P near q(z) as follows: Recall that q(z) ∈ F
(by the definition of RF ), and consider the ‘barrier cone’ BF (P ) generated by elements of the form x− q(z),
where x ∈ P . Choose L ∈ GL(m,Q) such that
L : BF (P ) ≈ Rn−r≥0 × Rr × {0}m−n .
(E.g., let L map the interior normals {uj : j ∈ JF } at F to the first n− r standard basis vectors in Rm and
map a basis for the tangent space of F to the next r standard basis vectors.) We then let
Q = q(z) + L−1
(
[0,M ]n−r × [−M,M ]r × {0}m−n) ,
where M ∈ Z+ is chosen so that the vertices of Q lie in Zm. By the construction, BF (Q) = BF (P ) and
hence Q coincides with P near q(z). We then replace M with a sufficiently high multiple if necessary, so
that Q ⊃ P .
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Since the integral polytope Q may not be contained in pΣ, we consider the convex rational polytope
Q′ := Q ∩ pΣ. Recalling (124), we have
Π|NP (z, z) = Π|NQ′(z, z)− (Np+m)!
(Np)!
∑
α∈NQ′\NP
|m̂Npα |2 ,
where by the Szego¨ kernel Π|NQ′ , we mean Π|KN , where KN is the convex hull of Z
N ∩NQ′. By (127)–(128),
for α ∈ (NQ′ \NP ) ∩ Zm, we have
|m̂Npα |2 ≤ exp
(−Nb{α/N}(z)) ≤ e−NC ,
where
C = inf{b{x}(z) : x ∈ Q′ \ P} .
Since Q′ coincides with P at q(z), τz is in the normal cone to Q′ at q(z) and hence q(z) = qQ′(z). Therefore
by Lemma 4.8, b{x}(z) > bQ′(z) = bP (z) for all x ∈ Q′, x 6= q(z), and hence C > bP (z). Since #(NQ′) ≤
1
m! (Np)
m, it follows that
‖Π|NP (z, z)−Π|NQ′(z, z)‖C0(K) = O(e−NC
′
), bP (z) < C
′ < C, K ⊂⊂ R◦F .
The similar Cl estimates follow as in the proof of Theorem 4.1(i) in §4.2.4.
Thus, to obtain the asymptotic expansion of Theorem 4.1(ii) for P , it suffices to obtain the same expansion
for Q′. To do this, we make the simple observation that
Π|NQ′(z, z) =
1
(2π)m
∫
Tm
ΠNp(z, e
iϕ · z)χNQ′(eiϕ) dϕ = 1
(2π)m
∫
Tm
ΠNp(z, e
iϕ · z)χNQ(eiϕ) , (130)
since lattice points in NQ\NpΣ = NQ\NQ′ do not contribute to the integral. By repeating word for word
the argument at the beginning of §4.2 and in §4.2.2, with (130) in place of (79), we obtain the expansion
Π|NQ′(z, z) = N
m+r
2 e−NbP (z)
[
cF0 (z) + c
F
1 (z)N
−1 + · · ·+ cFk (z)N−k +RFk (z)
]
,
with cF0 > 0, and hence part (ii) of Theorem 4.1 holds for P .
Now suppose that P is not simple at F . We subdivide the barrier cone BF (Q) into simple rational cones
{Bk : k = 1, . . . , s} so that Bk ⊃ BF (F ) for all k and intersections of any number of the Bk are faces of each
of them. (Note that BF (F ) = TF .) For a non-empty subset E of {1, . . . , s}, let PE = P ∩
⋂
k∈E (q(z) + B
k),
which is simple at F . Since τz is in the interior of the normal cone of P at q(z), τz is also in the interior
of the normal cone at q(z) of each of the PE . (In particular, z is not a transition point for any of the PE .)
Thus by the case proven above (which does not use the fact that the vertices of P are lattice points, only
that the vertices of Q′ lie in Zm), we have the expansion
Π|NPE (z, z) = N
m+r
2 e−NbP (z)
[
cE0 (z) + c
E
1 (z)N
−1 + · · ·+ cEk (z)N−k +RFk (z)
]
, z ∈ R◦F , (131)
where cE0 > 0. Note that bP (z) is the same for all of the PE . Then by the inclusion-exclusion principle
Π|NP (z, z) =
∑
E
(−1)#E−1Π|NPE (z, z) (∅ 6= E ⊂ {1, . . . , s}) . (132)
The desired asymptotic expansion for Π|NP (z, z) now follows from (131)–(132), by noting that Π|NP (z, z) ≥
Π|NP{1}(z, z) and hence c
F
0 (z) ≥ c{1}0 (z) > 0.
The proof of Theorem 4.1 is now complete.
4.2.6. Proof of Proposition 4.2. By Theorem 4.1(ii),
1
N
logΠ|NP (z, z)→ −bP (z) , (133)
for all non-transition points z. We use the log coordinates ρj + iθj = log zj, so that
uN(z) =
1
N
logΠ|NP (z, z) + p log(1 + ‖z‖2) = 1
N
log
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉 , z ∈ (C∗)m . (134)
Thus for all non-transition points z, we have
uN (z)→ u∞(z) := p log(1 + ‖z‖2)− bP (z) . (135)
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We must show that convergence of (135) also holds at the transition points and is uniform on compact
subsets of (C∗)m. From (134), we obtain
dρuN =
1
N
dρ log
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉 =
2
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉α
N
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉
. (136)
Since ‖α‖ ≤ Np for all α ∈ NP , we therefore have the uniform upper bound
‖dρuN‖L∞((C∗)m) ≤
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉2‖α‖
N
∑
α∈NP
(
Np
α
)
e2〈α,ρ〉
≤ 2p .
Since {uN(z0)} converges for any non-transition point z0, it follows that {uN} is uniformly bounded and
uniformly equicontinuous on compact sets. Therefore it converges uniformly on compact sets in (C∗)m. 
5. Distribution of zeros
5.1. Expected zero current and the Szego¨ kernel. In order to deduce Theorems 1.3–1.4 from Proposi-
tion 4.2, we need to relate the expected zero current to the conditional Szego¨ kernel Π|P . This relationship
is given by the following result:
Proposition 5.1. The expected zero current of k independent random polynomials fj ∈ Poly(Pj), 1 ≤ j ≤ k,
is given by
E|P1,...,Pk(Zf1,...,fk) =
k∧
j=1
E|Pj (Zfj ) =
k∧
j=1
(√−1
2π
∂∂¯ logΠ|Pj (z, z) + pjωFS
)
on (C∗)m .
Recall that ωFS =
√−1
2π ∂∂¯ log(1 + ‖z‖)2. The case k = 1 of the proposition is essentially the same as in
[SZ1, Prop. 3.1], but neither the statement nor the proof there cover the application we need. We remark
that Proposition 5.1 is a special case of a more general statement for the zeros of general linear systems on
compact Ka¨hler manifolds, which we discuss in [SZ3].
We recall that the space D′k,l(Y ) of (k, l)-currents on an n-dimensional complex manifold Y consists of
the continuous linear functionals on the space Dn−k,n−l(Y ) of C∞ compactly-supported (n− k, n− l)-forms
on Y . We say that a sequence Ψj ∈ D′k,l(Y ) converges weakly to Ψ0 if (Ψj, ϕ) → (Ψ0, ϕ) for all test forms
ϕ ∈ Dn−k,n−l(Y ).
We begin the proof with the following lemma, which covers the k = 1 case.
Lemma 5.2. Let P be a convex polytope in pΣ (or more generally, an arbitrary subset of pΣ ∩ Zm). Let Y
be an algebraic submanifold of (C∗)m, and let h ∈ C∞(Y ) be given by
h(z) = logΠ|P (z, z) + p log(1 + ‖z‖2) , z ∈ Y .
Then
E|P (Zf |Y ) =
√−1
2π
∂∂¯h ∈ D1,1(Y ) .
Proof. The proof is essentially the same as the proof of Proposition 3.1 in [SZ1]. Write fY = f |Y for
f ∈ Poly(P ). If fY 6≡ 0, then the current of integration over the zeros of f is given by the Poincare´-Lelong
formula:
ZfY =
√−1
π
∂∂¯ log |fY | ∈ D′1,1(Y ) . (137)
Recalling (6), we can write
fY =
∑
α∈P
cα
‖χα‖χα = 〈c,G〉 , c =
(
cα
)
α∈P , G =
(
1
‖χα‖χα|Y
)
α∈P
.
(The L2 norms ‖χα‖ are computed over all of Cm as before; see (44)–(46).) We then write G(z) = |G(z)|u(z)
so that |u| ≡ 1 and
log |〈c,G〉| = log |G|+ log |〈c, u〉| . (138)
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By (137)–(138), we have for any test form ϕ ∈ Dn−1,n−1(Y ) (where n = dimY ),
(
E|P (ZfY ), ϕ
)
=
√−1
π
(∫
Ck
log |〈c,G〉| dγ(c), ∂∂¯ϕ
)
=
√−1
π
(
∂∂¯
∫
Ck
log |G| dγ(c), ϕ
)
+
√−1
π
(
∂∂¯
∫
Ck
log |〈c, u〉| dγ(c), ϕ
)
,
where k = #P and dγ(c) = 1
πk
e−|c|
2
dc. Upon integration in c, the second term becomes constant in z and
∂∂¯ kills it. The first term is independent of c so we may remove the Gaussian integral. Thus
E|P (ZfY ) =
√−1
2π
∂∂¯ log |G|2 . (139)
Recalling (47) and (54), we have
Π|P (z, z) = (1 + ‖z‖2)−p|G(z)|2 , z ∈ Y ,
and the formula of the lemma follows. 
Proof of Proposition 5.1: We first note that the expected current is well defined, since for almost all choices
of the fj, ∫
|Zf1,...,fk |
ωm−kFS ≤ p1 · · · pk ,
and hence for each test form ϕ ∈ Dm−k,m−k((C∗)m), the function (f1, . . . , fk) 7→ (Zf1,...,fk , ϕ) is in L∞(Poly(P1)×
· · · × Poly(Pk)).
We shall verify the current identity by induction on k. Proposition 5.2 with Y = (C∗)m gives the case
k = 1, so assume that k > 1 and the proposition has been verified for k − 1 polynomials. By the inductive
assumption, it suffices to show that
E|P1,...,Pk(Zf1,··· ,fk) = E|P1,...,Pk−1(Zf1,··· ,fk−1) ∧E|Pk(Zfk) . (140)
Write Y = |Zf1,...,fk−1 |. By Bertini’s Theorem, we know that the Zfj are smooth and intersect transver-
sally in (C∗)m and hence Y is smooth (and of codimension k−1) in (C∗)m for almost all f1, . . . , fk. Therefore
for ϕ ∈ Dm−k,m−k((C∗)m), we have
(Zf1,...,fk , ϕ) =
∫
Zf1,...,fk
ϕ =
∫
Y ∩Zfk
ϕ = (Zfk|Y , ϕ|Y ) , (141)
for almost all f1, . . . , fk. Averaging (141) over fk and applying Lemma 5.2, we obtain∫
Poly(Pk)
(Zf1,...,fk , ϕ) dγpk|Pk(fk) = E|Pk(Zfk|Y , ϕ|Y ) =
∫
Y
E|Pk(Zfk) ∧ ϕ = (Zf1,...,fk−1 , E|Pk(Zfk) ∧ ϕ) ,
(142)
where
E|Pk(Zfk) =
√−1
2π
logΠ|Pk(z, z) + pωFS ∈ D1,1((C∗)m) .
Averaging (141) over f1, . . . , fk−1 and applying (142), we obtain
E|P1,...,Pk(Zf1,··· ,fk , ϕ) = E|P1,...,Pk−1
(
Zf1,...,fk−1 , E|Pk(Zfk)∧ϕ
)
= (E|P1,...,Pk−1(Zf1,··· ,fk−1)∧E|Pk(Zfk), ϕ) .

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5.2. Asymptotics of zeros: proofs of Theorems 1.3 and 1.4. To prove Theorem 1.3, we let uN , u∞
be as in the proof of Proposition 4.2. By Proposition 5.1 (recalling that ωFS =
√−1
2π ∂∂¯ log(1 + ‖z‖2)), we
have √−1
2π
∂∂¯uN =
1
N
E|NP (Zf ) on (C∗)m , (143)
and hence uN is plurisubharmonic. By (135) and (143), we conclude that
1
N
E|NP (Zf )→
√−1
2π
∂∂¯u∞ = pωFS −
√−1
2π
∂∂¯bP , (144)
where differentiation is in the sense of currents (see e.g., [Sh, Chapter I]).
We now show that the current ∂∂¯bP ∈ D′1,1((C∗)m) is given by a (1, 1)-form with piecewise smooth
coefficients; in fact ∂∂¯bP is C∞ on each of the regions RF given by (13). (Equivalently, the Radon measure
∂∂¯bP ∧ ωFS does not charge the set of transition points, and hence formula (144) can be interpreted as
differentiation in the ordinary sense on the regions RF .) By Theorem 4.1, bP ∈ C1((C∗)m); i.e., if z0 ∈
∂RF ∩ ∂RF ′ , then the values of dbP (z0) computed in the two regions RF and RF ′ agree. Then for a test
form ϕ ∈ Dm−1,m−1((C∗)m), we have
(∂∂¯bP , ϕ) =
∑
F
∫
RF
bP∂∂¯ϕ =
∑
F
∫
R◦F
∂∂¯bP ∧ ϕ−
∑
F
∫
∂RF
(∂¯bP ∧ ϕ+ bP ∧ ∂ϕ) . (145)
Note that ∂RF consists of C∞ real hypersurfaces (consisting of those points of ∂RF that are contained in
the boundary of only one other region RF ′) together with submanifolds of real codimension ≥ 2, and hence
Stokes’ Theorem applies (see e.g. [Fe, 4.2.14]). Since bP and ∂¯bP are continuous on (C
∗)m, the boundary
integral terms in (145) cancel out and we obtain
(∂∂¯bP , ϕ) =
∑
F
∫
R◦F
∂∂¯bP ∧ ϕ =
∫
(C∗)m\E
∂∂¯bP ∧ ϕ , (146)
where E :=
⋃
F ∂RF is the set of transition points. Formula (146) says that the current ∂∂¯bP is a (1, 1)-form
with piecewise smooth coefficients obtained by differentiating bP on the regions R◦F .
We now let
ψP =
√−1
2π
∂∂¯u∞ = pωFS −
√−1
2π
∂∂¯bP (147)
on each of the regions RF . By (146), the current ψP is also a piecewise smooth (1, 1)-form; by (144)
N−1E|NP (Zf )→ ψP (weakly) . (148)
We shall show L1loc convergence of (148) when we prove Theorem 1.4 below. Continuing with the proof
of Theorem 1.3, we observe that (ii) is an immediate consequence of (147), since bP = 0 on the classically
allowed region.
To verify (iii), we again use the log coordinates ζj = ρj + iθj = log zj, so that
u∞ = p log
(
1 +
∑
e2ρj
)
− bP (eρ) . (149)
Since u∞ is independent of the angle variables θj , we have
ψP =
√−1
2π
∂∂¯u∞ =
√−1
8π
∑
jk
∂2u∞
∂ρj∂ρk
dζj ∧ dζ¯k ≥ 0 . (150)
Thus we must show that the Hessian of u∞(ρ) has rank r at points z0 ∈ R◦F , where r = dimF . From (117)
and (91), we have
dρbP = −pdρ log
(
1 +
∑
e−τj+2ρj
)∣∣∣
τ=τz
+ pdρ log
(
1 +
∑
e2ρj
)
. (151)
To simplify (151), we note that for σ ∈ Rm we have
dρ log
(
1 +
∑
e−σj+2ρj
)
=
(
2e−σ1+2ρ1
1 +
∑
e−σj+2ρj
, . . . ,
2e−σ1+2ρ1
1 +
∑
e−σj+2ρj
)
= 2µ(e−σ/2 · z) . (152)
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Hence by (152) with σ = τz and 0, we have
dρbP = 2p(µ− µ ◦ ξ) , (153)
where ξ = (ξ1, . . . , ξm) : (C
∗)m → (C∗)m denotes the map given by
ξ(z) = e−τz/2 · z = e−τz/2+ρ+iθ . (154)
By (149), we then obtain
dρu∞ = 2p µ ◦ ξ . (155)
Hence the Hessian Hρu∞ equals the Jacobian of 2pµ ◦ ξ. Since µ ◦ ξ(z) = 1pq(z), we easily see that
µ ◦ ξ : R◦F →
1
p
F , (156)
so rankD(µ◦ ξ) ≤ r. In fact, (156) is a submersion, so that the rank equals r. To see that it is a submersion,
we recall from the proof of Lemma 4.3 that the ‘lipeomorphism’ Φ−1 : Σ◦ → N ◦ restricts to a diffeomorphism
Σ◦ ⊃ µ(R◦F ) ≈→ 1pF × CF ⊂ N ◦ , µ(z) 7→
(
1
pq(z), τz
)
= (µ ◦ ξ(z), τz) ,
and therefore (156) is a submersion, completing the proof of (iii).
We now prove Theorem 1.4; the case k = 1 of the theorem will then yield part (i) of Theorem 1.3. Let
P1, . . . , Pk be convex integral polytopes, as in Theorem 1.4. We first show that
N−kE|NP (Zf1,...,fk)→ ψk := ψP1 ∧ · · · ∧ ψPk weakly. (157)
For 1 ≤ j ≤ k, we let
ujN =
1
N
logΠ|NPj (z, z) + pj log(1 + ‖z‖2) ,
so that, recalling (135),
ujN(z)→ uj∞(z) := pj log(1 + ‖z‖2)− bPj (z) .
By (147), √−1
2π
∂∂¯uj∞ = ψPj .
Recalling Proposition 5.1, we introduce the (k, k)-forms
κN :=
(√−1
2π
∂∂¯u1N
)
∧ · · · ∧
(√−1
2π
∂∂¯ukN
)
= N−kE|NP1,...,NPk(Zf1,...,fk) . (158)
Since ujN → uj∞ locally uniformly, it follows from the Bedford-Taylor Theorem [BT, Kl] that
κN →
(√−1
2π
∂∂¯u1∞
)
∧ · · · ∧
(√−1
2π
∂∂¯uk∞
)
weakly. (159)
In fact, the limit current in (159) is absolutely continuous, and hence is equal to the locally bounded (piecewise
smooth) (k, k)-form ψk. To see this, we note that by the Bedford-Taylor Theorem,
k∧
j=1
(ψPj ∗ ϕǫ) =
k∧
j=1
[√−1
2π
∂∂¯(uj∞ ∗ ϕǫ)
]
→
k∧
j=1
(√−1
2π
∂∂¯uj∞
)
,
where ϕǫ denotes an approximate identity. Since the currents ψPj have coefficients in L∞loc, the forms∧k
j=1(ψP ∗ ρǫ) have locally uniformly bounded coefficients; absolute continuity of the limit current follows.
The weak limit (157) now follows from (158)–(159).
To complete the proof of Theorem 1.4, we must show that κN → ψk in L1(K) for all compact K ⊂ (C∗)m.
Let ε > 0 be arbitrary, and choose a nonnegative function η ∈ D((C∗)m) such that η ≡ 1 on a neighborhood
of (E1 ∪ · · · ∪ Ek) ∩K, where Ej is the set of transition points for Pj , and∫
(C∗)m
ψk ∧ ηωm−kFS < ε .
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By (157)–(158), ∫
(C∗)m
κN ∧ ηωm−kFS < 2ε for N ≫ 0 .
(Note that the above integrands are nonnegative.) Therefore,
‖κN − ψk‖L1(K) ≤ ‖(1− η)(κN − ψk)‖L1(K) + ‖ηκN‖L1(K) + ‖ηψk‖L1(K) .
Since κN is a positive (k, k)-form,
‖ηκN‖L1(K) =
∫
K
κN ∧ ηωm−kFS < 2ε .
Similarly, ‖ηψk‖L1(K) =
∫
K ψk ∧ ηωm−kFS < ε. Since
(1− η)(κN − ψk)→ 0 uniformly on K ,
it follows that
‖κN − ψk‖L1(K) → 0 ,
completing the proof of Theorems 1.3 and 1.4. 
We now derive our integral formula (38) from (153):
Proposition 5.3. The decay function bP of Theorem 1.2 is given by
bP (z) =
∫ τz
0
[
−q(e−σ/2 · z) + pµ(e−σ/2 · z)
]
· dσ .
Proof. Fix a point z in the classically forbidden region. Then by (153) with the change of variables ρj =
−σj/2 + log |zj|, we have
bP (e
−τz/2 · z))− bP (z) =
∫ τz
0
dσbP (e
−σ/2 · z) · dσ = p
∫ τz
0
[
µ ◦ ξ(e−σ/2 · z)− µ(e−σ/2 · z)] · dσ , (160)
where the map ξ is given by (154). By definition, q(z) = pµ ◦ ξ(z), and hence pµ ◦ ξ(e−σ/2 · z) = q(e−σ/2 · z).
Furthermore bP (e
−τz/2 · z) = 0 since e−τz/2 · z = ξ(z) ∈ ∂AP , and formula (38) then follows from (160). 
We note that the proof of Theorem 1.4 also gives an asymptotic expansion away from transition points:
Theorem 5.4. Let P1, . . . , Pk be convex integral polytopes. Let U be a relatively compact domain in (C
∗)m
such that U does not contain transition points for any of the Pj . Then we have a complete asymptotic
expansion of the form
1
Nk
E|NP1,...,NPk(Zf1,...,fk) ∼ ψP1 ∧ · · · ∧ ψPk +
ϕ1
N
+ · · ·+ ϕn
Nn
+ · · · on U ,
with uniform C∞ remainder estimates, where the ϕj are smooth (k, k)-forms on U .
Proof. By (134) and (158) we have
1
Nk
E|NP1,...,NPk(Zf1,...,fk) =
k∧
j=1
√−1
2π
∂∂¯
[
1
N
logΠ|NPj (z, z) + pj log(1 + ‖z‖2)
]
.
The conclusion now follows from the asymptotic expansion of Theorem 4.1. 
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5.3. Proof of Theorem 1.1. Theorem 1.1 is an easy consequence of our prior results. Indeed, by Propo-
sition 5.1, we can write N−mE|NP (Zf1,...,fm) = GNωm, where the GN are positive C∞ functions on (C∗)m.
We must show the convergence of the sequence of measures
dλN := N
−mE|NP (Zf1,...,fm) = GNω
m .
Now let B be a Borel subset of (C∗)m. Then
λN (B) = N
−mE|NP
(
#{z ∈ B : f1(z) = · · · = fm(z) = 0}
)
.
We first consider the case where B is contained in a compact set K ⊂ (C∗)m. Then by Theorem 1.4 with
k = m and P1 = · · · = Pk = P , it follows that
GNω
m → ψmP in L1(K) .
By Theorem 1.3, ψmP = p
mωmFS on AP , and ψmP = 0 on the complement of AP since its rank is less than m
there. Therefore,
λN (B) =
∫
K
χBGNω
m →
∫
K
χB∩AP p
mωmFS = m!p
mVolCPm(B ∩ AP ) . (161)
For the general case, let ε > 0 be arbitrary and choose B′ ⊂ B such that B′ is relatively compact in
(C∗)m and VolCPm(B \B′) < ε. Then by the above
lim inf
N→∞
λN (B) ≥ lim inf
N→∞
λN (B
′) = m!pmVolCPm(B′ ∩ AP ) ≥ m!pmVolCPm(B ∩ AP )−m!pmε .
Since ε > 0 is arbitrary, we conclude that
lim inf
N→∞
λN (B) ≥ m!pmVolCPm(B ∩AP ) . (162)
To obtain the reverse inequality, we recall from the Bernstein-Kouchnirenko Theorem [Be, Ko1, Ko2] that
the number of common zeros of {f1, . . . , fm} equals m!NmVol(P ) for almost all (f1, . . . , fm) ∈ Poly(P )m,
and hence
λN ((C
∗)m) = m!Vol(P ) for all N ≥ 1 . (163)
It is well-known and easy to verify that VolCPm(µ
−1(Ω)) = Vol(Ω) for any Ω ⊂ Σ. (This is a special case of
a general fact about the moment map in symplectic geometry; see (169) in the Appendix.) Recalling that
AP = µ−1( 1pP ◦), we then have
Vol(AP ) = 1
pm
Vol(P ) . (164)
It follows from (162) with B replaced by its complement Bc = (C∗)m \B and (163)–(164) that
lim sup
N→∞
λN (B) = m!Vol(P )− lim inf
N→∞
λN (B
c) ≤ m!pmVolCPm(B ∩ AP ) . (165)
Therefore, (161) holds for a general Borel set B ⊂ (C∗)m. 
5.4. Vanishing of ψP along the normal flow. The proof of Theorem 1.3(iii) gives us some more informa-
tion about the expected zero current in the classically forbidden region. Roughly speaking, let f ∈ Poly(NP )
be a random polynomial with Newton polytope NP , with N large, and let z0 ∈ |Zf |\AP ; then |Zf | is highly
likely to be close to being tangent to the orbit of the normal flow at z0. In particular, if z0 is in the flow-out
of an edge (dimension 1 face) of P , then Tz0(|Zf |) is likely to be a good approximation to the tangent space
of the normal flow through z0.
To make this statement precise, we define the complexified normal cone of a face F ,
C˜F := {τ + iθ : τ ∈ CF , θ ∈ T⊥F } .
(Recall that CF ⊂ T⊥F .) We note that C˜F is a semi-group, which acts on RF by the rule η(z) = eη · z;
we call this action the ‘(joint) normal flow.’ The (maximal) orbits of the normal flow are of the form
C˜F · z0 = {eη · z0 : η ∈ C˜F }, where z0 ∈ µ−1( 1pF ). We note that the orbit C˜F · z0 is a complex (m − r)-
dimensional submanifold (with boundary) of (C∗)m. (Indeed, (C˜F · z0) ∩ R◦F is a submanifold without
boundary in R◦F .)
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Theorem 5.5. Let P be a convex integral polytope and let ψP be the limit expected zero current of Theorem
1.3. Then ψP vanishes along the orbits of the normal flow.
Proof. Let
O := C˜F · z0 = {eτ+iθ · z0 : τ ∈ CF , θ ∈ T⊥F }
be a maximal orbit of the normal flow, where pµ(z0) ∈ F . For z = eτ+iθ · z0 ∈ O, we have
µ ◦ ξ(z) = 1
p
q(z) =
1
p
q(eτ · z0) = 1
p
q(z0) = µ(z0)
and hence µ ◦ ξ is constant on O. It then follows from (150) and (155) that ψP |O = 0. 
To relate Theorem 5.5 to the explanation above, suppose for example that z0 is in the flow-out of a
1-dimensional face (edge). Choose coordinates w1, . . . , wm so that the normal flow near z
0 is given by
w1 = constant. Since ψP vanishes along the orbits of the flow and has rank 1 near z
0, we have
1
N
E|NP (Zf )→ ψP = ic(w)dw1 ∧ dw¯1 , c(w) > 0, (166)
near z0. For a regular point z of |Zf |, we let ηf (z) ∈ T ∗1,0((C∗)m) be a unit vector (unique up to the S1
action) annihilating T 1,0(|Zf |). We can then write Zf = δZf ( i2η ∧ η¯) , where δZf is the measure given by
(δZf , ϕ) =
∫
|Zf | ϕdVol2m−2. Writing η =
∑m
j=1 aj(w)dwj , we see by (166) that
1
N
E|NP
∫
|Zf |
|aj |2 dVol2m−2 → 0, for j ≥ 2.
Thus the expected value of the average distance between the tangent spaces of |Zf | and of the normal flow
approaches 0 as N →∞.
5.5. Amoebas in the plane. The term ‘amoeba’ was introduced by Gelfand, Kapranov and Zelevinsky
[GKZ] to refer to the image under the moment map of a zero set Zf1,...,fk of polynomials, and have been
studied in various contexts (see [FPT, GKZ, Mi1, PR] and the references in the survey article by Mikhalkin
[Mi2]). The image of a zero set under the moment map µ is called a compact amoeba, while the image under
the map
Log : (C∗)m → Rm, (z1, . . . , zm) 7→ (log |z1|, . . . , log |zm|) (167)
is a noncompact amoeba, or simply an amoeba. Note that Log is the moment map for the Tm action with
respect to the Euclidean symplectic form
∑
dxj ∧ dyj , and Log = 12L ◦ µ, where L : Σ◦ ≈ Rm is the
diffeomorphism given by (99).
To illustrate what our statistical results can say about amoebas, we consider zero sets in (C∗)2. An
amoeba in R2 is the image of a plane algebraic curve under the Euclidean moment map Log. An example
of an amoeba of the form Log (Zf ), where f is a quartic polynomial in two variables with (full) Newton
polytope 4Σ, is given in the illustration from [Th] reproduced in Figure 7 below.
One notices that this amoeba contains 12 ‘tentacles’. By definition, a tentacle on a compact amoeba A
is a connected component of a small neighborhood in A of A ∩ ∂Σ; the tentacles of a noncompact amoeba
correspond to those of the compact amoeba under the diffeomorphism Σ◦ ≈ Rm.
It is known that there is a natural injective map from the set of connected components (which are convex
sets) of the complement of a noncompact amoeba A to the set P ∩ Z2 of lattice points of the polytope, and
that there are amoebas for which each lattice point is assigned to a component of the complement. (This fact
is also valid in higher dimensions; see [FPT, Mi1].) For a generic 2-dimensional noncompact amoeba with
polytope P , each lattice point in ∂P corresponds to a distinct unbounded component of R2 \A, and adjacent
lattice points correspond to adjacent unbounded components. (The correspondence is given in [Mi1, §3.1]
or [FPT].) Each tentacle thus corresponds to a segment connecting 2 adjacent lattice points on ∂P . Hence
the number of tentacles of A equals the number of points of ∂P ∩Z; this number is called the length of ∂P .
(For example, the 12 tentacles in Figure 7 correspond to the 12 segments connecting the 12 lattice points in
∂(4Σ).)
We can decompose ∂P into two pieces: ∂◦P = ∂P ∩ pΣ◦ and ∂eP = P ∩ ∂(pΣ). Tentacles corresponding
to segments of ∂◦P end (in the compact picture Σ) at a vertex of Σ, and tentacles corresponding to segments
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Figure 7. An amoeba with polytope 4Σ
of ∂eP are free to end anywhere on the face of Σ containing the segment. We call the latter free tentacles ,
and we say that a free tentacle is a classically allowed tentacle if its end is in the classically allowed region
AP . For an amoeba A, we let νAT(A) denote the number of classically allowed tentacles of A. It is clear
from the above that
νAT(A) ≤ #{free tentacles} = Length(∂eP )
and that this bound can be attained for any polytope P . Here, ‘Length’ means the length in the above sense;
i.e., the diagonal face of pΣ is scaled to have length p. As a consequence of Theorem 1.3 (for m = 1), we
conclude that this maximum is asymptotically the average:
Corollary 5.6. For a convex integral polytope P in R2, we have
1
N
E|NP
(
νAT
(
Log (Zf )
) )→ Length(∂eP ) .
Proof. Let F1, F2, F3 denote the facets of pΣ and apply Theorem 1.3(ii) to the 1-dimensional polytopes
P ∩ F¯j , j = 1, 2, 3. 
6. Appendix: approach using toric geometry
Although our results and proofs do not depend on the theory of toric varieties, the subject motivated
some of our ideas. We describe briefly in this appendix how toric varieties can be used to give a geometric
derivation of the Szego¨ kernel asymptotics of Theorem 4.1.
6.1. Relationship to toric geometry. A toric variety is a complex algebraic variety M containing the
complex torus (C∗)m as a Zariski-dense open set such that the group action of (C∗)m extends to a (C∗)m
action on M . A toric variety can be constructed from a fan by gluing together the affine varieties arising
from the cones in the fan (see [Fu, Chapter 1]). The toric variety MP constructed in this way from the fan
of a convex integral polytope P is a projective variety. If P is simple, then MP has orbifold singularities; if
P is Delzant, then MP is smooth [De] (see also [Fu, §2.1–2.2]).
For example, CPm is the toric variety corresponding to the simplex Σ ⊂ Rm. Hence, the toric variety
corresponding to the square from Example 1 in §1.2 is the product CP1 × CP1 of projective lines. When P
is the trapezoid in Example 2, the associated toric variety MP is the blow up of (0, 0, 1) ∈ CP2, i.e., MP is
the Hirzebruch surface F1. The toric variety corresponding to the polytope in Example 3 is the Hirzebruch
surface Fn (see [Fu, §1.1]).
We shall now assume for simplicity that P is Delzant and has nonempty interior. In this case, MP can be
given as the closure of the image of a monomial embedding ΦP : (C
∗)m → CP#P−1 (see [GKZ, Chapter 5]
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or [STZ1]). We also give MP the structure of a symplectic or Ka¨hler manifold with symplectic/Ka¨hler
form ωP := Φ
∗
PωFS. (The symplectic form ωP depends on the choice of constants defining the monomial
embedding ΦP ; see [STZ1].) We define the line bundle LP := Φ
∗
PO(1), where O(1) denotes the hyperplane
section bundle on CP#P−1, and we give LP the Hermitian metric obtained by pulling back the Fubini-Study
metric on O(1) so that LP has curvature form ωP .
For example, for the case P = Σ, the toric variety MΣ = CP
m, LΣ = O(1), and
Poly(NΣ) ∼= H0(CPm,O(N)) = H0(MΣ, LNΣ ) .
(Recall that H0(M,L) denotes the space of holomorphic sections of L.) More generally,
Poly(NP ) ≃ H0(MP , LNP ) = Φ∗PH0(CP#P−1,O(1)) . (168)
The underlying real torus Tm-action on the symplectic manifold (MP , ωP ) is Hamiltonian with moment
map µP : MP → P fibering MP as a singular torus bundle over the polytope P (see e.g., [Fu, §4.2]).
The volume form on MP can be written in terms of the moment map:
1
m!ω
m
P = dI ∧ dθ, where dI =
µ∗(dx1 ∧ · · · dxm). Integrating, we obtain
Vol(P ) =
∫
MP
dI ∧ dθ =
∫
MP
1
m!
ωmP =
1
m!
deg[c1(LP )
m] , (169)
which yields Kouchnirenko’s Theorem, since deg[c1(LP )
m] equals the number of points in the intersection
of the divisors of m generic sections in H0(MP , LP ) ≃ Poly(P ). (This proof of Kouchnirenko’s Theorem is
from Atiyah [At].)
Remark: Using the isomorphism (168), one can view χP (e
iθ) as the character of the torus Tm action on the
space H0(MP , LP ) of holomorphic sections of the line bundle LP over the toric variety MP (or equivalently
as the equivariant index of the ∂¯ operator on sections of LP ). The characters {χNP (eiθ)} are the characters
of the powers LNP of LP and are given by the equivariant Riemann-Roch formula [BV3, Gu] (see also [BP,
§8]). When θ = 0, the Riemann-Roch formula gives another form of the Ehrhart formula for the number of
lattice points of NP :
χNP (1) = #(NP ) = dimPoly(NP ) = dimH
0(MP , L
N
P )
= χ(MP , L
N
P ) =
m∑
k=0
deg
[
c1(LP )
k ∪ Toddm−k(MP )
]Nk
k!
=
deg[c1(LP )
m]
m!
Nn + · · ·+ degToddm(MP ) . (170)
(Note that equations (57) and (170) provide an alternate derivation of (169).)
6.2. Geometric proof of Theorem 4.1. We outline here an alternative approach to evaluating the integral
(89) by lifting it to MP , obtaining a complex oscillatory integral over T
m ×MP . By (64), we have
I1N =
Nm
(2π)m
∫
Tm
dϕ · ξ1(ϕ)eNΨ0(ϕ;τ,z)Todd(F , N−1∂/∂h)
(∫
P (h)
eN〈τ+iϕ,x〉 dx
)∣∣∣∣∣
h=0
. (171)
We can analyze this integral by lifting to the toric variety (Mh, ωh) associated to the deformed polytope
P (h) given by (60). The underlying complex variety Mh = MP is fixed, while the symplectic form is given
by
ωh = ωP +
d∑
k=1
hkc1(Lk) ,
which is affine in h. Here, Lk is the line bundle associated to the divisor µ
−1
P (F¯k) in MP , and c1(Lk) is a
Tm-invariant (1, 1)-form in the Chern class of Lk.
The moment map µh = (I
h
1 , . . . , I
h
m) : Mh → P (h) is also an affine function in h. Indeed, let Xj denote
the vector field on MP giving the infinitesimal action on T
m corresponding to the j-th unit vector in the
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Lie algebra tm ≈ Rm. Then we have:
dIhj = dµh(Xj) = ωh(Xj , ·) = ωP (Xj , ·) +
d∑
k=1
hkc1(Lk)(Xj , ·) = dIj +
d∑
k=1
hkc1(Lk)(Xj , ·)
and hence
Ihj = Ij +
d∑
k=1
hkJ
k
j .
Using the fact that ∫
P (h)
f(x) dx =
∫
MP
f ◦ µh 1
m!
ωmh ,
we then lift (171) to Mh to obtain:
I1N =
Nm
(2π)mm!
Todd(F , N−1∂/∂h)|h=0
∫
Tm
∫
MP
eNΨh(ϕ,w;τ,z)ξ1(ϕ)ω
m
h (w) dϕ . (172)
The phase is now the function on Tm ×MP given by
Ψh(ϕ,w; τ, z) = 〈τ + iϕ, µP (w)〉 +
d∑
k=1
hk〈τ + iϕ, Jk(w)〉 + p log
(
1 +
∑m
j=1 e
−τj−iϕj |zj|2
1 + ‖z‖2
)
. (173)
The amplitude is a polynomial in h:
ωmh = ω
m
P +
∑
1≤|α|≤m
hαγα = G(w, h)ω
m
P . (174)
Interchanging the order of integration and Todd differentiation in (172) and then using (69) as before, we
obtain:
I1N =
Nm
(2π)mm!
∫
Tm
∫
MP
eNΨ(ϕ,µP (w);τ,z)A(N,ϕ,w; τ)ωmP (w) dϕ , (175)
with amplitude
A(N,ϕ,w; τ) = ξ1(ϕ)G(w,N
−1∂/∂q)Todd(F , q)|qk=〈τ+iϕ,Jk(w)〉.
The phase is our familiar phase function Ψ given by (91) lifted to MP .
We need to find the critical points where the phase Ψ has maximal real part. As we determined before,
the phase has maximal real part where ϕ = 0 and τ is in the normal cone to P at µP (w). As before, we find
that the critical point equation dϕΨ(ϕ, µP (w); τ, z)|ϕ=0 = 0 is equivalent to
1
p
µP (w) = µ(e
−τ/2 · z) .
The second critical point equation dwΨ(0, µP (w); τ, z) = 0 reduces to
dw〈µP (w), τ〉 = 0.
Since ∂∂wj µP |w0 is always tangent to the face of P at µP (w0), this is just the condition that τ is orthogonal to
the face of P containing µP (w), which is automatically satisfied when τ is in the normal cone to P at µP (w).
Hence, in order to have critical points, τ must equal τz as before, and we obtain a critical submanifold
Cz := {(0, w) : µP (w) = q(z)} .
Note that dim Cz = codimF , where F is the face of P containing q(z).
By a calculation using the methods of [SZ2, §3.2.2] (where a more complicated phase function was used),
one can show that the normal Hessian is nondegenerate whenever z is not a transition point. The asymp-
totic expansion of Theorem 4.1 then follows by the method of stationary phase with nondegenerate critical
submanifolds.
Remark: We may also express polytope characters through the Szego¨ kernel ΠMP of H0(MP , L
N
P ) by means
of the obvious identity
χNP (e
iϕ) =
∫
MP
ΠMPN (e
iϕ · w,w) dVolMP (w). (176)
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In an article with T. Tate [STZ1], we describe an explicit construction of the Szego¨ kernel of a toric variety,
which we use to obtain a formula for the polytope character χNP (e
iϕ) as a complex oscillatory integral over
the toric variety MP .
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Index of notation
(
p
α
)
(48)
〈·, ·〉 (44)
γp (6)
γp|P (7)
κN (158)
µ (8)
Πp (50), (52)
Π|P (53), (54)
Σ §1.1
τz (14)–(15)
χα (1)
‖χα‖ (46)
χ̂pα (49), (51)
χNP (55)
ψP (23)
Ψ (91)
ΨA (82)
ωFS (45)
AP (9)
bP (16)
b{x} (77), (78)
CF (97)
Cx = C
P
x (41)
E|NP (10)
E|P1,...,Pk §1.1.3
EQ (98)
Flow(x) (12)
|f(z)|FS (11)
I1N , I2N (89)
J (x) (42)
ℓj (40)
L (99)
Log (167)
Mx (17)
N (Q) §4.2.1
Pf (3)
P (h) (60)
Poly(P ) (4)
q(z) (14)–(15)
RF (13)
S(ε) (56)
Sf (2)
Tm (34)
Todd(F , ∂/∂h) (61)
uN (134)
u∞ (135)
Zf1,...,fk (21)
|Zf1,...,fk | (20)
‖Zf1,...,fk‖ (22)
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