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1. INTRODUCTION AND MAIN RESULTS 
In the Euclidean space R”, where N > 2, let 
B(r) = {x = (X1) . . .. x,) : jlxll = (xf + ‘. + xy * < Y}, S(r) = all(r). 
For a real-valued continuous function ,f in the unit ball B( 1 ), we denote 
the mean off on the sphere S(r), where 0 < r < 1, by C k!(,fi r); thus 
where CT is the (N - 1 )-dimensional surface-area measure on S(r), 
normalized so that CJ( S(r)) = 1. Let 
be the N-dimensional Laplacian operator and let A/ be the iterated 
Laplacian operator, defined by 
A’=A, A’=A(A’ ‘) (j = 2, 3, 4, . ..). 
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A classical result of Pizzetti [8] states that if f eW*"(B( 1)) for some 
positive integer II, then for each r in the open interval (0, 1) there exists x0 
in B(r) such that 
JZ(,Lr)= 1 {Z/j! N(N+2)...(N+2j-2)) ‘r2’d’f(0) 
/=o 
+ {2”n!N(N+2)...(N+2n-2)} -‘r’“d”f(x,); (1.2) 
we understand the first summand (corresponding to j = 0) to be f(0). (This 
result, with a less precise remainder term, can be found in [S, pp. 3&31 I.) 
When N = 1, thus with f in %?211(( - 1, 1)) the right-hand side of (1.2) is 
nothing but Lagrange’s form of Taylor’s Theorem (at 0) applied to the 
function ${.f(r) +f( -r)} which in turn is the mean &(f, r); if further J 
were real-analytic in (- 1, 1 ), then M(J; r) would become a Taylor series 
(actually equal to the sum of the even degree terms of the Taylor series 
of f and) convergent at least for small values of r. Having this one- 
dimensional image in mind we define for a function f real-analytic in the 
unit ball B( 1) of RN (N 3 2) the Pizetti series qf,f by 
P(,J r)= 2 {2/j! N(N+2)...(N+2j-2)) ’ d!f(O) r*j, 
j=O 
with the first term of the power series understood to be f(0). Some light is 
shed on the properties of & and 9 in the following result. 
LEMMA 1. With f real-analytic in B( 1 ), 
(i) &(A .) (as de@zed in (1.1)) is real-analytic in (0, 1); 
(ii) .!T( f, . ) has a positive radius of convergence; 
(iii) if 0 < r < 1 and 9(A r) converges, then 
W r) = c/H(.L r). 
It is part (ii) of Lemma 1 which lacks precision because of the 
dependence of the radius of convergence on f: This holds even in a 
potential theoretical context and even if ,f is positive. 
THEOREM 1. If 0 < E < 1, then there exist a positive real-analytic super- 
harmonic function u and a positive real-analytic subharmonic function s in 
B(1) such that Y(u, E) and Y(s, E) diverge. 
Our precise results on part (ii) of Lemma 1 concern a special class of 
functions which are either superharmonic or subharmonic; these are the 
functions hP, where h is positive and harmonic in B( 1) and p is a real 
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number. Such a function is superharmonic in B( 1) if 0 6 p < 1 and 
subharmonic in B( 1) if p < 0 or p > 1, as calculation of AhP easily shows. 
THEOREM 2. If h is positive and harmonic in B( 1) and p is real, then 
Y(hp, r) = A(hP, r) when 0 <r < tan(z/2N). 
In the case where N = 2 we have n/2N = rc/4 and hence 9(hp, . ) = 
A(hP, .) in (0, 1). Theorem 2 can be improved when N b 3 and p is a 
non-negative integer (see Section 8) but the constant tan(n/2N) is sharp in 
the following sense. 
THEOREM 3. Suppose that N> 2. There exist a positive harmonic 
function h in B( 1) and a real number p such that Y(hP, .) has radius of 
convergence tan(rc/2N). 
It goes without saying that the four results given above hold in B(R), 
R > 0 arbitrary, proved by magnification techniques. We leave their 
statements to the reader. 
2. PROOF OF LEMMA 1 
Following, for example, Cartan [3, p. IS], we shall say that a series C f,, 
of real-valued functions defined in a non-empty subset E of IWN is normally 
convergent in E if there exists a convergent series C 44, of real numbers 
such that IfJx)I GM, for all x in E and all n, and we shall say that x f,, 
is locally normally convergent in E if every point x of E has a 
neighbourhood o, such that C f, is normally convergent in En w,~. Note 
that if C f, is normally convergent (resp. locally normally convergent) in 
E, then so also is any series obtained from C f, by re-arranging or 
bracketing together its terms in any way. 
Now suppose that f is real-analytic in B( 1). Then the multiple Taylor 
series off about 0 (thus consisting of monomials in non-decreasing degree 
order) is normally convergent to f in some B(E) (see, e.g., [3, 
pp. 118-1211). Let P,, be the sum of all the terms of degree n in the 
multiple Taylor series off about 0. We call C,“=, P,, the bracketed Taylor 
series off: Note that C,“=, P,, is normally convergent o f at least in B(E). 
We now give a result which implies Lemma l(ii) and which will be needed 
for the proof of Theorem 2. 
LEMMA 2. Let f be real-analytic in B( 1). If the bracketed Taylor series 
of f is locally normally convergent to f in B(p) (where p is necessarily 
positive), then the radius qf convergence of 9(f, .) is at least p and 
Y(J r)=&(f, r) when O<r<p. 
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To prove Lemma 2, suppose that 0 < r < p and note first that, since the 
bracketed Taylor series C,“=O P,, off converges uniformly to .f on S(r), we 
have 
JJf(f, r)= f A(P,, r). 
n=O 
(2.1) 
Clearly Jtf(P,, r) = 0 when n is odd. Also 
d&(P,,, r)= {2”m! N(N+2)...(N+2m-2)}~~’ d”P,,(O)r’“. (2.2) 
This follows from Pizzetti’s theorem, quoted in Section 1, formula (1.2); 
alternatively, see Kuran [7, Lemma 21. Since the multiple Taylor series of 
f can be differentiated term by term in some B(E), we have 
d”f(0) = d”P,,(O). (2.3) 
From (2.1), (2.2), and (2.3) we obtain that J%‘(L r) = 9(f; r) when 0 < r < p 
and hence that g(f, .) has radius of convergence at least p. 
Lemma l(i) is proved in Armitage and Brawn [ 1, Lemma 1). Here we 
sketch an alternative proof. To simplify notation, we work with IV= 3, 
which is a typical case. Define 
$(r, 9,b) =f(r cos e, r sin e cos f$, r sin e sin 4) (O<r< 1; e,dd). 
Then II/ is real-analytic in its domain of definition. Using the Taylor series 
expansion of II/ about points of its domain, we find that there exist an open 
set U in the complex plane @ containing the interval (0, 1) of the real axis 
and a function Y: U x R2 + C such that Y = $ in (0, 1) x R2, the function 
z + Y(z, 0, 4) is holomorphic in U for all fixed 6) and 4, and Y is 
continuous in U x IQ’. Hence the function 
M(Z) = (47~) -I j:n jiY(z, 8, 4) sin e de dfj 
is holomorphic in U and so ~%‘(f; r) (= M(r)) is real-analytic in (0, 1). 
To prove Lemma l(iii), let p,, be the radius of convergence of p(f, .) and 
put p, =min{p,, l}. It is enough to show that Y(A r) = dd’(f, r) when 
0 < r < p1 ; for then, by Abel’s limit theorem, the equation will also hold 
with r = p1 if p. < 1 and Yp(L pI) converges. We know that g(f, .) and 
Jz’(A . I are real-analytic in (0, pI) and, by Lemma 2, they agree on some 
interval (0, p). Hence, by uniqueness of real-analytic continuations, they 
agree on (0, pl), as required. 
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3. RESULTS ON THE CONVERGENCE OF THE BRACKETED TAYLOR SERIES OF hp 
Theorem 2 is an immediate consequence of Lemma 2 and the following 
result. 
THEOREM 4. Let h he positive and harmonic in B( 1) and let p he u real 
number. Then the bracketed Taylor series of hP is locally normally convergent 
to hi’ in B(tan(n/2N)). 
When N = 2 the convergence in Theorem 4 is in the whole of B( 1); 
concerning the sharpness of the constant tan(n/2N) when N >, 3, we give 
the following result. 
THEOREM 5. There exists a positive harmonic jiinction h in B( 1) such 
that the bracketed Taylor series of hp diverges at some point of B(p) 
whenever p > tan(n/2N) and p is not a non-negative integer. 
The fact that a positive harmonic function in B( 1) can be written as 
the Poisson integral of a positive measure on S( 1) allows us to prove 
Theorem 4 via a study of the Poisson kernel of B(l), which is defined by 
~(x,Y)=(l-ll-~l12) I/"-Y// -N (XE B(l), YES(~)). 
More precisely, we note that when x lies on the x,-axis (that is, 
x = (x, , 0, . . . . 0), - 1 < X, < 1 ) we have, with ~1 = ( JI, , . . . . y,,), 
K(x, y) = (1 - Xf)( 1 -2X, I’, + .Xf) N’2, (3.1) 
and we study the function in (3.1) with x1 replaced by a complex variable 
Z; we write 
k(z, t) = (1 - z2)( 1 - 2tz + z’) .W (IZI < 1; -1 <t< 1). (3.2) 
4. A STUDY OF k(z, t) 
By Arg w we mean the principal value of the argument of a non-zero 
complex number w. If 0 = Arg w and p E R, then wp denotes 1 w(” e@ ‘. We 
then have for non-zero complex numbers w, z and for real numbers p, q 
(wz)~=w~z~ (IArgw+Argz\<n); (wp)y=wpy (IpArgwl<7r). (4.1) 
Let D(r) denote the open disc of centre 0 and radius r in C. The auxiliary 
function 
l(z,t)=(1-2tz+z~)(l-z2))2~N (jzl<l;-l<t<l) 
will be useful in our study of k(z, t). 
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LEMMA 3. (i) The functions k and 1 are well defined and continuous in 
D(l)x C-1,1]. 
(ii) For each fixed t in the closed interval [ - 1, l] the functions 
k(z, t) and I(z, t) are holomorphic functions of z in D( 1). 
(iii) Zf Izj < tan(z/2N) and - 1 d t d 1, then writing a = 
sin’(tan(n/2N)), we have 
[Arg l(z, t)l < 27rNd2 + (2 - 4NP’) CI < 6rc/(5N) (4.2) 
and 
k(z, t) = (l(z, t))PN’2. (4.3) 
The first step in the proof of Lemma 3 is to show that 
IArg(l -2tz+z’)I <n (lzl< 1; -1 dtd 
For this, it is enough to show that if - 1 d t d 1 and v d 
1). (4.4) 
0, then the roots 
of the equation 1 - 2tz + zL - v = 0 lie outside D( 1). Since this equation has 
discriminant 4t2 - 4( 1 - v) d 0, its roots are z0 and Z, with lz012 = 1 - v B 1. 
Hence (4.4) holds and therefore any real power of 1 - 2tz + z2 is 
continuous in D( 1) x [ - 1, 11 and is holomorphic as a function of z in 
D( 1) for each fixed t in [ - 1, 11. Since any real power of 1 - z2 is also 
holomorphic in D(l), parts (i) and (ii) of Lemma 3 now follow. 
Next we prove the first inequality in (4.2). Simple geometrical arguments 
show that 
JArg(1 +s)l <GI (JzI < tan(rr/2N)) (4.5) 
and that when N > 3 the functions (1 f z)/( 1 + z) map D(tan(n/2N)) onto 
the open disc of centre sec(n/N) ( on the real axis of C) and radius 
tan(rc/N), whence we obtain 
IArg((l +z)/(l Tz))l <nNpl (I4 < tan($W); (4.6) 
with N = 2, (4.6) is well known. 
Now let z be fixed in D(tan(rr/2N)) and note that the image of [ - 1, l] 
under the mapping t + l(z, t) is a closed line segment L with end-points 
w,=I(z, l)=(l -z)2(1 -z2))2’N, 
W ~,=l(z,-1)=(1+2)2(1-z~) m2!N. 
In view of (4.1) and (4.5), we can write 
(4.7) 
(1 -z)2--W, (1 + z)2-~4!N, (4.8) 
409!171!2-I5 
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so that, by (4.5) and (4.6) 
IArg n”I 63 iArg(e)i +(2--i) IArg(1 -z)l 
<2mV2+(2-44Np’)cc=/J, say. 
Similarly, IArg w , ( < j. When N = 2 we have p = 7112, and when N > 3 we 
have a < sin -‘(tan(n/6))<rt/5, so that B<2~(N~‘+~-~N~~‘)<n/2. 
Hence, for any N 3 2, the sector T= {w E @ : (Arg WI < j?} is convex. Since 
Wl, w-1 E T, we have L c T, and this establishes the first inequality in (4.2). 
The second inequality in (4.2) is trivial when N = 2. For the case where 
N3 3, we observe first that tan(rr/6) < sin((6/5)(n/6)) and that tan 5 is 
convex and sin((6/5)5) is concave for 4 E [0,77/6-j, so that tan 5 d 
sin((6/5)<) for such <. Hence a < (6/5)(~/2N) and 
To prove (4.3), we note first that when Iz/ < tan(n/2N) and - 1 d t < 1 
the (principal value of the) argument of each of the numbers 1 - z2, 
(1 - z2)2’N, and I(z, t) lies in (-n/2, 7c/2). (For Arg l(z, t), see (4.2).) Hence, 
by (4.1), 
(1 - 2rz + z’) -ND = (( 1 - ,2)2llV qz, t)) N* 
= (1 -z”) ’ (Qz, t)) N.2, 
whence (4.3) follows. This completes the proof of Lemma 3. 
With z and t as in Lemma 3(iii), we obtain from (4.2) and (4.3) 
IArg k(z, t)l < iNfl< $c. 
(A more refined argument, which we omit, would allow the constant 0.6 to 
be replaced by 0.53.) When N = 2 we have /3 = 7112, so that k(z, t) lies in the 
open right-hand half-plane. This is not true when N = 3; for example, with 
z = tan( rc/6) einj3 a calculation shows that Arg k(z, 1) = -Arg k( -z, 1) > 
0.507~ However, if z is fixed in D(tan(n/2N)), then the values of k(z, f) 
with t E [ - 1, l] always lie in some half-plane which depends on z. The 
following lemma shows more than this. We denote by T(p, , p2; Cl,, 8,) the 
closed annular sector {pe’“~@:p’d~d~~,O’~~~0~}. 
LEMMA 4. Let z he Ji’xed in D(tan(n/2N)) and kt \;I = r. Then for all 
in C-1, l] we have k(z, t)E T(p,, p2; 61,, 0,); here 
p, =(1 -r)(l +r)’ .v, p2=vN(l +r)(l -r)’ mN (4.9 
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with 
v2= 1, vN= (cos(n/N))-N” (N3 3), 
and 8,) e2 are numbers which depend on z and sati$jl 
- 37c/5 c 8, d e2 < 371/5 (4.10) 
and 
8*-d, <Nsin-‘{2r/(l +r’)j<x. (4.11) 
Since, by Lemma 3(iii), we have k(; t) = (l(z, t))pN’2 for all z and t as 
in Lemma 4, it suffices to show that for each fixed z in D(tan(n/2N)) we 
P2’N. have l(z, t) E T(P;~‘*‘, p, 
as in (4.9) and 8,, e4 satisfy 
l3,, 0,) for all t in [ - 1, 11, where p,, p2 are 
-6n/(5N) < e3 d e4 < 6rc/(5N) (4.12) 
and 
8,-8,<2sin ‘{2r/(l+r2)}<2rrNP’. (4.13) 
Since I(0, t) = 1 for all t in [ - 1, 11, it is enough to work with fixed z # 0. 
The image of [ - 1, l] under the mapping t + l(z, t) is a closed line 
segment L with end-points w1 and w._, given by (4.7). Since the function 
(1 - z)/( 1 -t- z) maps the circle of centre 0 and radius r onto the circle C of 
centre (1 + r2)/( 1 - r’) and radius 2r/( 1 - r’), it follows that in the case 
N= 2 the points wr and IV m1 lie on C, so that L is a chord of C and 
therefore lies in T(p,, p4; e3, e,), where 
and 
P4 -‘=Pj=(l-r)/(l +r)=p;‘=p, 
e,= -0,=sin’{2r/(l +r2)} ~42. 
Now suppose that N> 3. Let 8, and t14 be, respectively, the smaller and 
the larger of Arg w, and Arg w _, . From (4.2) we find that QX and e4 satisfy 
(4.12). Also, w,/w _ r = (1 - z)‘/( 1 + z)‘, so that 
e,-e,=2 IArg((l+~)/(l -z))l. 
Since (1 + z)/( 1 -z) lies on the circle C (of the previous paragraph), the 
first inequality in (4.13) follows easily. The second inequality in (4.13) 
follows easily from the assumption that r < tan(rr/2N). From (4.13) it 
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follows that T(0, co; 113, 19,) is convex. Since this sector contains w, and 
w ~, , it contains L. 
It remains to show that P;“~ < Iwj d p;*IN when WE L = L(z), 
say. Clearly L(z) = L( -z), so it is enough to work with Re(z) >O. 
We then have IwJw -r/ = I(1 +z)/(l -z)l*> 1. Let w0 be the closest 
point of L to 0. Since Iw_,\ f Iwr/, it is easy to see that IwO-u~~,( d 
IwO-wlI and IArg(w,-w_,)(d~IArg(w,-w~,)I<7tN~’, so that lwOl> 
Iw mII cos(n/N). Since (see (4.8)) w_, = (1 +z)~- 2iN (1 -z))“~, we have 
1~~~ II >(l -r)*- 2iN (1 +r))2”N, whence JwOI >p2 *IN. Clearly IwI < Iw,J for 
all w in L, and we have w, =(l -~)*-*~‘~(l +z))*!~, so that Iw,( < 
(1 +r)*-*/N(l -r)-*/N=P, *IN, 
5. PROOF OF THEOREM 4 (HENCE OF THEOREM 2) 
We need one more lemma for the proof of Theorem 4. Let h be positive 
and harmonic in B( 1). Then h has the Poisson integral representation 
(the Riesz-Herglotz theorem; cf. Doob [4, p. 281) 
h(x)= j mx, Y) 44 Y) (XEB(l)), a I 1 
where p is a positive measure on S( 1) with p(S(1)) = h(0). With h we 
associate the function 
@‘(z) = J 4z> Yl) MY) (lzl < 1). SII) 
LEMMA 5. With h positive and harmonic in B( 1) we have 
(i) D(z) is holomorphic in D(1); 
(ii) if - 1 < x, < 1, then @(x1) = h(x,, 0, . . . . 0); 
(iii) if0 < r < tan(rr/2N) and 1.~1 = r, then 
h(O) 71 < l@(z)1 d h(O) 72, 
where O<t, ~7, and 7,, z2 depend only on N and r; 
(iv) (Arg @(z)l < 379’5 (IzI < tan(rr/2N)). 
Lemma 5(i) follows from Lemma 3(i), (ii), and Lemma 5(ii) is 
immediate, since K(x, y) =k(x,, y,) when x= (x,, 0, . . . . 0)~ B(1) and 
YES(f). 
Now let r and z be as in Lemma S(iii) and let T* be the convex hull of 
the set T(p,, p2; 0,, 0,) of Lemma4. Since (h(O))-‘p is a probability 
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measure and T* is closed and convex, it follows that for any p-integrable 
function g: S( 1) -+ T*, we have (h(O))-’ js(,) gdp~ T*. (To prove this, 
work first with simple functions g and then approximate,) In particular, 
with g(y)= k(z, yr), we obtain that (h(0)))’ @(z)E T*. It is easy to check 
that T*c T(p’,,p,; 8,, Q,), where pi =p, COS(~(~,-8,)). From (4.9), 
(4.10) and (4.11) in Lemma 4, we now find that Lemma 5, parts (iii), (iv) 
hold with 
and 
zl =(1 -u)(l +r)lPN cos($Nsin’{2r/(l +r’)>) >O 
tr==uh(l +r)(l-r)‘-“. 
From now on we write 1 for C,“=,. To prove Theorem 4, let C P,, be 
the bracketed Taylor series of hP, where h is positive and harmonic in B( 1 ), 
and let R, be fixed in (0, tan(?r/2N)). We show that if x E B(R,), then 
C P,(x) = M’(x) and IP,(x)l d M, for all n, where M, are numbers 
depending only on h(O), n, N, p, and Ro, and C M, converges. It suffices 
to work with points x lying on the x,-axis. If x=(x,, 0, . . . . 0), then 
P,(x) = a,,~; for some real number a,. Since hp is real-analytic in B(l), the 
series 2 P,, converges to h p in some B(E). In particular, x a,x; = 
hP(x,, 0, . . . . 0) when --E <x, <E. By Lemma 5(i), (iv), P(z) is 
holomorphic in D(tan(rr/2N)), and by Lemma 5(ii), P’(x,) = hP(x,, 0, ,.., 0) 
when -l<x,tl. We now have Ca,x;=@~P(x~) when -EE.x~<E, so 
that, by the uniqueness of power series expansions, C a,z” is the Taylor 
series of P’(z) and therefore converges to V(z) in D(tan(n/2N)). In 
particular, 
1 P,,(xl, 0, . . . . 0) = C u,x; = cP(x,) = hP(x,, 0, . . . . 0) 
when /xi 1 < tan(rc/2N). Further, by Cauchy’s inequality 
Ia,1 d R -’ sup ]@(z)l”, 
j:l = R 
where R = $(Ro + tan(rr/2N)). By Lemma S(iii), l@(z)lP < r for all z with 
IzJ = R, where r depends only on h(O), N, p, and R. Hence, if 
-R,<x, CR,,, then 
I P,(xl, 0, . . . . 0)l = la,x;l d Ja,l R;; < $R,/R)“, 
and the proof is complete. 
6. PROOF OF THEOREM 5 
Define 
h(x)= ;(K(x, I) + K(x, -1)), (6.1) 
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where K is the Poisson kernel of B( 1) (cf. Section 3) and I= (1, 0, . . . . 0). 
Then h is positive and harmonic in B( 1). We aim to show that if p is not 
a non-negative integer, then the bracketed Taylor series of hp diverges at all 
points (x,, 0, . . . . 0) with lx,1 > tan(rr/2N). Let Q(z) be the (unique) 
holomorphic function in D(1) such that @(x,) =h(x,, 0, . . . . 0) when 
-1 <x, < 1, that is, 
@(‘?)=${(l +z)N+(l -z)“}(l -z2)‘pN. 
Note that Q(Z) = 0 if and only if { (1 + z)/( 1 - z)} N = -1. It follows that 
i tan(n/2N) is a zero of Q(z), and it is easy to verify that all the zeros of 
Q(Z) lie outside D(tan(rr/2N)). Further, i tan(n/2N) is a simple zero of 
@i(z). Hence G+‘(z), which is holomorphic near 0, has no holomorphic 
continuation to any disc D(p) with p > tan(n/2N), and so its Taylor series 
1 a,,~” has radius of convergence at most tan(rc/2N). If C P, is the 
bracketed Taylor series of hP, then it is easy to see that P,,(x,, 0, . . . . 0) = 
a,.~;, and hence z P,(x,, 0, . . . . 0) diverges when Ix, 1 > tan(rc/2N). 
7. PROOF OF THEOREM 3 (N 3 3) 
Let k be as in (6.1). We show that the Pizzetti series 9(1/h, .) has radius 
of convergence tan(x/2N) when N 3 3. (We defer consideration of the 
simpler case N = 2 of Theorem 3 to Section 8.) 
Let (TV denote the surface-area of the sphere S( 1) c RN. A computation 
shows that if f: B( 1) -+ Iw is a continuous function such that f(x) depends 
only on xr and IIxII, then 
A’(A r) = oN- ,(crN)-’ jon f(r cos 0, r sin 0, 0, . . . . 0) sin”-* 0 d0 
(O<r< 1). (7.1) 
Writing r] = 2r/( 1 + r*), we find that 
l/h(r cos 0, r sin 0, 0, . . . . 0) 
2( 1 + r2)N!2 (1 - q2 COG fJ)N:* 
= (l-r2) {(l+~cos~)N~2-k(1-~~~~~)N~2}’ 
(7.2) 
Introducing functions 
(1 -c2)NI* 
i(i)=(1+1)N!2+(1-i)Ni2’ 
Y(z) = jr” \l/(z cos 0) sinNm~2 0 d0, 
w(z) = 22/( 1 + z*), 
(7.3 1 
(7.4) 
(7.5) 
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and 
Fb )=40/v ,(a,)-’ (1 + z’)N’? (1 - 2’) ’ Y(o(z)) 
we obtain from (7.1) and (7.2) noting that h(x) = h( -x), that A’( l/h, r) = 
F(r) when 0 <Y < 1. 
Suppose, for the moment, that F(z) is holomorphic in D(tan(n/2N)) and 
has a singularity at i tan(n/2N). Then the Taylor series C b,z” of F(z) has 
radius of convergence tan(n/2N). Since, by Lemma 1, P( l/h, .) converges 
to .A’( l/h, .) on some interval (0, E), we have 
P( l/h, r) = A%‘( l/h, r) = F(r) = 2 b,r” (O<r.<E), 
and we conclude that the two power series P( l/h, r) and C b,r” are 
identical, so that 9(1/h, .) has radius of convergence tan(z/2N). Hence, it 
now remains to show that F(z) is holomorphic in D(tan(n/2N)) with a 
singularity at i tan(n/2N). Since (1 + z~)~‘~/( 1- z’) is holomorphic in D( 1 ), 
it suffices to consider Y (w(z)). 
First we study Y(z) and o(z) separately. We define subsets of @ as 
E,= {it: tE[W, It1 2tany} (0 < y < 7$), 
d,=D(l)\E,., G, = a=\(/1 u E,). 
LEMMA 6. The function Y(z), given by (7.4), is holomorphic in G,,, with 
a singularity at i tan(n/N). 
We prove a little more than is asserted in Lemma 6. Let G = G,,, 
(N odd) and G = @\E,,, (N even). We show that Y(z) is holomorphic 
in G. 
First we prove that the function $([), given in (7.3), is holomorphic in 
G with a singularity at i tan(rc/N). Clearly the functions (1 - [2)N’2, 
(1 +[)“‘2, (1 -[)N’2 are holomorphic in @\A when N is odd and are entire 
when N is even. Hence tj([) is holomorphic in C\(A u Z) (N odd) or C\Z 
(N even), where Z is the set of zeros of the function (1 + [)“j2 + (1 - i)““. 
Now [E Z if and only if (1 + {)/( 1 - [) = e2(21+ ‘I nilN for some integer j 
with -N < 4j+ 2 < N, and then we have [ = i tan{ (2j+ 1) n/N}. Hence 
i tan( x/N) E Z c E,,, , and the stated results about $(z) now follow. 
Thus the function (z, 0) -+ $(z cos 6) is continuous in G x R and 
$(z cos 8) is a holomorphic function of z in G for each fixed real 0, and so 
Y(z) is holomorphic in G. 
It remains to show that i tan(n/N) is a singularity of Y(z). To prove this 
in the case N = 3, we have 
2$(i tan 0) = sec(3v/2) sec312 u (O<v<7/3) 
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and hence, with 0 < i: < $3 
25Y(i<) = Ii’“-’ ’ sec(3u/2) secTI v dv, 
which tends to + cc as t tends to fi-. 
Now suppose that N> 4. Since I/I([) is an even function and is 
holomorphic in D(tan(n/N)) with a singularity at i tan(z/N), we can write 
‘)((I)= 1 +c,[*+cqi4+ ‘.. (Ii1 < WnlN)), (7.6) 
where the series has radius of convergence 
tan(rc/N) = { lim sup Ic2,J 112n} ~~ ‘. (7.7) 
NOW fix z in D(tan(x/N)). Since the series in (7.6) is locally uniformly 
convergent in D(tan(n/N)), we have 
with uniform convergence of the series for all real 0. 
Hence 
i 
n/2 
Y(z) = c CZnZ2n COS** 8 sinN ~ 2 B dtI 
0 
Since 
= fZ-(iN- ;) c c,,,Z-(n + ;){ r(n + $N)} -’ z*‘. (7.8) 
{Z-(n+ $)/Z-(n+;N)}‘“*“‘+ 1 (n-+ ml, 
the radius of convergence of the series in (7.8) is (lim sup 1 ~~~l’,‘(~“)} -’ = 
tan(rc/N), by (7.7). Hence Y(z) has a singularity z0 with lzOl = tan(n/N). 
Since Y(z) is holomorphic in G, the only candidates for z0 are i tan(rc/N) 
and -i tan(n/N), and since Y(z) is an even function, both of these points 
must be singularities of Y(z). 
LEMMA 7. Zf 0 <y < 7~14, then the function w(z), given by (7.5), is a 
holomorphic homeomorphism from A, onto G,, and the inverse ,function 
o -1. . GZy -+ A, is also holomorphic. 
Since o(z) is holomorphic in C\{ i, -i), the conclusion of Lemma 7 will 
follow if we prove that w(z) maps A;, bijectively to G,, (see, e.g., 
[3, p. 1751). We have 
w(z)= {+(z+z-‘)}-’ (z # 0, i, -i). 
PIZZETTI SERIES IN POTENTIAL THEORY 529 
It is well known (see, e.g., Titchmarsh [9, Sect. 6.321) that the function 
i(z+z-‘) is a bijection from II(l)\{O} to @\{t: {ER, 151 d l}. Since also 
o(O) = 0, it follows that w(z) is a bijection from D( 1) to @\.4. It is easy to 
see that o(D( 1) n E,) = Ez,, and hence o(z) maps d, bijectively to G,;.. 
From Lemmas 6 and 7 (with “4 =rc/2N) it follows that vl(w(z)) is 
holomorphic in AZIZN. To complete the proof of Theorem 3, it remains to 
show that !P(u(w(z)) has a singularity at i tan(rc/2N). Arguing by contra- 
diction, suppose that Y(u(w(z)) is regular at i tan(rt/2N). Then there exist an 
open set Ii such that i tan(rc/2N) E U c D(tan(n/5)) and a holomorphic 
function g(z) in U such that g(z) = ul(w(z)) in Un A.,,,,,. By Lemma 7 
(with y = 7c/5), there exists an open neighbourhood V of i tan(rc/N) such 
that w(U) = V and g(o-l(z)) is holomorphic in V. Since Y’(z) = g(w-‘(z)) 
in VnG,.,, we find that Y(z) is regular at i tan(rr/N), contrary to 
Lemma 6. 
8. THE PIZZETTI SERIES OF hP WHEN p= 1, 2,... 
Stronger versions of Theorems 2 and 4 hold when p is a positive integer; 
in particular, we no longer require h to be positive. 
THEOREM 6. If h is harmonic in B( 1) and p is a positive integer, then 
(i) the bracketed Taylor series of hP is locally normally convergent to 
hP in B( 1); 
(ii) the Pizzetti series g(hP, r) converges to &Z(hP, r) for all r in (0, 1). 
Theorem 6(i) is well known when p = 1 (see, e.g., Brelot [2, 
Appendice]). To prove this result with p = 2, 3, . . . . it is enough to show 
that there exists a series 2 Qn, where Q, is a homogeneous polynomial of 
degree n in RN, which is locally normally convergent to hp in B( 1); for if 
this is proved and if C P,, is the bracketed Taylor series of hp, then 
Theorem 4 will imply that C (P,, - Qn) . is uniformly convergent to 0 in 
B(i(tan(rt/2N)), whence it will follow easily that P,, = Q, for all n. 
To prove the existence of such a series C Q,, we proceed inductively. Let 
C Q,, n be the bracketed Taylor series of h. Then x Q,, n is locally normally 
convergent to h in B( 1). Suppose that p is a positive integer and that there 
exists a series C Qp,n, where Qp,n is a homogeneous polynomial of degree 
n in RN, which is locally normally convergent to hP in B( 1). Define 
Q p+~,n=Q~,oQp,.+Q~,,Qp,n-I+ ... +Q,,nQp,o (n=O, 1,2, . ..). 
Then QP + r, n is a homogeneous polynomial of degree n, and (by a “normal 
convergence” version of a classical result on multiplication of series, whose 
409:171/2-16 
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proof we omit) the product series C Q,, i, n is locally normally convergent 
to hP+ ’ in B( 1). This completes the induction. 
Theorem 6(ii) follows immediately from Theorem 6(i) and Lemma 2. 
In the case p = 2 we can add a little to Theorem 6(ii). 
THEOREM 7. If h is harmonic in B( 1) and has no harmonic continuation 
to any ball B(R) with R > 1, then the Pizzetti series 9(h*, r) converges to 
&‘(h*, r) when 0 < r c 1 and diverges when r > 1. 
Note that Theorem 7 implies Theorem 3 in the case N= 2. 
In view of Theorem 6(ii), to prove Theorem 7, it is enough to show that 
Y(h2, .) has radius of convergence 1. With h as in Theorem 7, it follows 
from a result of Fugard C6, Theorem 2.21 that 
lim sup(A”h*(O)/(n!)*}““=4 
n + 35 
(8.1) 
(for a calculation shows that, with Fugard’s notation, llV,h112 =2-“A”(h*)). 
On the other hand, the radius of convergence of Y(h*, .) is 
A”h*(O) 
2”n! N(N+2)...(N+2n-2) 
say. 
Since 
1 N(N+2)...(N+2n-2) ‘ln = n! I 1 2”r((1/2)N+n) ‘i’+2 n! ZJ( 1/2)N) I (n + m), 
by Stirling’s formula, we have 
P -‘=4-i lim sup(A”h*(O)/(n!)*)““= 1, 
n-cc 
by (8.1). 
Define 
9. PROOF OF THEOREM 1 
0) = { /Ixl12 +(m2}” (x E RN), 
where q = 1 -N{ 1 + (s/2)*)/2. Calculation of AU shows that u is super- 
harmonic in B( 1) (and not in any larger ball). Clearly u is also positive and 
real-analytic in B( 1). Also, 
dZ(u, r) = {r’+ (~/2)~}~ 
q (E/2)2” ; : 2n O( > (0 < r < ~/2). (9.1) 
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By uniqueness of power series expansions (cf. Lemma 1 ), the series in (9.1) 
is P(u, r) and this series diverges when Y = E. 
Define 
s(x) = { 1 + (2 J(XII/E)2}3’2 (x E P). 
Then s is positive, real-analytic, and subharmonic in RN. Also 
Af(s, r) = { 1 + (2Y/&)2}3’2 
=C (3f)(f!“’ (O<r<8/2), 
and this binomial series is equal to P(s, r) and diverges when r = E. 
REFERENCES 
1. D. H. ARM~TAGE AND F. T. BRAWN, On means of subharmonic functions, Czechoslouak 
Math. J. 28 (1978), 252-271. 
2. M. BRELOT, “l%ments de la thkorie classique du potentiel,” Centre de documentation 
universitaire, Paris, 1969. 
3. H. CARTAN, “Elementary Theory of Analytic Functions of One or Several Complex 
Variables,” Addison-Wesley, Reading, MA, 1963. 
4. J. L. Do~B, “Classical Potential Theory and Its Probabilistic Counterpart,” Springer, 
New York, 1983. 
5. N. DU PLESSIS, “An Introduction to Potential Theory,” Oliver & Boyd, Edinburgh, 1970. 
6. T. B. FUGARD, On the largest ball of harmonic continuation, J. Math. Anal. Appt. 90 
(1982), 548-554. 
7. u. KURAN, On Brelot-Choquet axial polynomials, J. London Math. Sot. (2) 4 (1971), 
15-26. 
8. P. PIZZETTI, Sulla media dei valori the una funzione dei punti dello spazio assume alla 
superlicie di una sfera, Rend. Reale Accod. Lincei (5) I8 (19091, 182-185. 
9. E. C. TITCHMARSH, “The Theory of Functions,” 2nd corrected ed., University Press, 
Oxford, 1959. 
