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Abstract
For a coloring c of a connected graph G, let  = (C1; C2; : : : ; Ck) be an ordered partition of
V (G) into the resulting color classes. For a vertex v of G, the color code c(v) of v is the
ordered k-tuple
(d(v; C1); d(v; C2); : : : ; d(v; Ck));
where d(v; Ci)=min{d(v; x): x∈Ci} for 16 i6 k. If distinct vertices have distinct color codes,
then c is called a locating-coloring. The locating-chromatic number L(G) is the minimum num-
ber of colors in a locating-coloring of G. It is shown that if G is a connected graph of order n¿ 3
containing an induced complete multipartite subgraph of order n−1, then (n+1)=26 L(G)6 n
and, furthermore, for each integer k with (n+1)=26 k6 n, there exists such a graph G of order
n with L(G) = k. Graphs of order n containing an induced complete multipartite subgraph of
order n− 1 are used to characterize all connected graphs of order n¿ 4 with locating-chromatic
number n− 1.
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1. Introduction
Let W = {w1; w2; : : : ; wk} be an ordered set of vertices in a connected graph G, and
let v∈V (G). The k-vector (ordered k-tuple) cW (v) of v with respect to W is deFned
by
cW (v) = (d(v; w1); d(v; w2); : : : ; d(v; wk));
where d(v; wi) is the distance between v and wi (16 i6 k). The set W is called a
locating set if the k-vectors cW (v), v∈V (G), are distinct. A locating set of minimum
cardinality is a minimum locating set and this cardinality is the location number loc(G)
of G. These concepts were studied in [2–4].
Let c be a proper coloring (or, more simply, a coloring) of a connected graph G,
using the colors 1; 2; : : : ; k for some positive integer k. So c(u) = c(v) for adjacent
vertices u and v in G. Equivalently, c is a partition  of V (G) into color classes
(independent sets) C1; C2; : : : ; Ck , where the vertices of Ci are colored i for 16 i6 k.
The color code c(v) of a vertex v in G is deFned as the k-vector
c(v) = (d(v; C1); d(v; C2); : : : ; d(v; Ck));
where d(v; Ci) = min{d(v; x) | x∈Ci} for 16 i6 k. If distinct vertices of G have dis-
tinct color codes, then c is called a locating-coloring of G. Thus a locating-coloring
of G is a coloring that distinguishes all vertices of G in terms of their distances
from the resulting color classes. The topic of locating-coloring of graphs was intro-
duced in [1]. A minimum locating-coloring uses a minimum number of colors and this
number is the locating-chromatic number L(G) of G. Since every locating-coloring
is a coloring, (G)6 L(G) for each connected graph G. In Fig. 1, a minimum
locating-coloring of a graph G with L(G) = 4 is shown. The following results were
proved in [1].
Theorem A. Let c be a locating-coloring in a connected graph G. If u and v are
distinct vertices of G such that d(u; w)=d(v; w) for all w∈V (G)−{u; v}, then c(u) =
c(v). In particular, if u and v are nonadjacent vertices of G such that N (u) = N (v),
then c(u) = c(v).
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Fig. 1. A graph with locating-chromatic number 4.
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Theorem B. Let G be a connected graph of order n¿ 3. Then L(G)= n if and only
if G is a complete multipartite graph.
Theorem C. Let n¿ 5. There exists a tree of order n having locating-chromatic
number k if and only if k ∈{3; 4; : : : ; n− 2; n}.
As observed in [1], if G is a connected graph of order n¿ 3, then 36 L(G)6 n.
Furthermore, by Theorem B, L(G) = n if and only if G is a complete multipartite
graph. Thus all graphs of order n having locating-chromatic number n are known. By
Theorem C, no tree of order n¿ 5 has locating-chromatic number n− 1.
If H is an induced subgraph of a graph G, then certainly (H)6 (G). In the
case of the locating-chromatic number, the situation is more complex, however. We
investigate this problem when G has order n and H is a complete multipartite graph
of order n − 1 and compute all possible values of (G). This result is then used to
determine all graphs of order n having locating-chromatic number n− 1.
2. On the locating-chromatic number of an induced subgraph of a graph
If a graph G contains an induced subgraph H of order k where (H) = k, then
certainly H is a complete subgraph of order k in G and (G)¿ k. On the other hand,
if G contains an induced subgraph H of order k with L(H)= k, then, by Theorem B,
H is a complete multipartite subgraph of order k. However, as we are about to see, it
need not be the case that L(G)¿ L(H), even when H =G− v for some vertex v of
G.
Let H be the set of all connected graphs G of order at least 3 such that H =
G − v is a complete multipartite graph for some vertex v of G. For such a graph
H =G− v, where G ∈H, let V1; V2; : : : ; Vk , k¿ 2, denote the partite sets of H , where
|Vi|= ni (16 i6 k). Let ai (16 i6 k) denote the number of vertices of Vi that are
adjacent in G to v. DeFne the function  :H→ N by
(G) =
k∑
i=1
max {ai; ni − ai}:
Since
k∑
i=1
max {ai; ni − ai}¿
k∑
i=1
ni
2
=
n− 1
2
; (1)
it follows that if G ∈H and G has order n, then (n−1)=26 (G)6 n−1. A connection
between (G) and L(G) for G ∈H is shown in the next result.
Theorem 2.1. If G is a connected graph of order n¿ 3 such that G−v is a complete
multipartite graph for some vertex v of G, then L(G) = (G) or L(G) = (G) + 1.
Proof. For convenience we let  = (G). First we show that L(G)¿ . Let c be
a locating-coloring of G. Since every two vertices in distinct partite sets of G − v
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Fig. 2. A graph G with L(G) = (G).
are adjacent, these vertices must be colored diLerently. By Theorem A, each pair of
distinct vertices of Vi (16 i6 k) that are adjacent to v must be colored diLerently,
as must each pair of vertices of Vi that are not adjacent to v. Hence, the number of
colors needed to color the vertices of Vi is at least max {ai; ni − ai}. Thus L(G)¿ .
Next we show that L(G)6 +1. If, for each i (16 i6 k), ai =0 or ai = ni, then
color the vertices of Vi with the colors (i; 1); (i; 2); : : : ; (i; ni); while if 0¡ai ¡ni, then
color the vertices of Vi that are adjacent to v with the colors (i; 1); (i; 2); : : : ; (i; ai) and
color the vertices of Vi that are not adjacent to v with the colors (i; 1); (i; 2); : : : ; (i; ni−
ai). This gives a coloring of G − v with (G) colors.
Next, color the vertex v with the color (G)+1. We now show that this assignment
c′ of colors is a locating-coloring of G. Let u and u′ be distinct vertices that are
assigned the same color by c′. Hence u; u′ ∈Vi for some i with 16 i6 k. We may
assume that uv∈E(G) and u′v ∈ E(G). Since d(u; v) = 1, d(u′; v) = 2, and v is the
only vertex in its color class, it follows that c′ is a locating-coloring of G that uses
 + 1 colors.
There are graphs G for which L(G)=(G) and graphs G for which L(G)=(G)+1.
Certainly, if G itself is a complete multipartite graph, then L(G) = (G) + 1. On the
other hand, if G is obtained by adding a new vertex to K2;3 and joining it to a vertex
of degree 2 in K2;3, then L(G) = 4 = (G). The graph G is shown in Fig. 2.
We now determine necessary and suMcient conditions for a graph G ∈H to have
L(G) = (G) (or to have L(G) = (G) + 1).
Theorem 2.2. Let G ∈H. Then L(G)=(G) if and only if one of the following two
conditions is satis>ed.
1. For every integer i with 16 i6 k, ai ∈{0; ni} and there are at least two distinct
integers j; j′ with 16 j; j′6 k for which aj = aj′ = 0.
2. There is exactly one integer j with 16 j6 k such that 0¡aj ¡nj, and aj ¡
nj=2	 for this integer j.
Proof. As before, we let = (G). We begin by showing that if either condition 1 or
condition 2 is satisFed, then G has a locating-coloring using  colors. Together with
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Theorem 2.1, this will provide the required result. Assume, Frst, that condition 1 holds.
Let u∈Vj and let c1 be the coloring of G obtained from the coloring c′ described in
the proof of Theorem 2.1 by setting c1(x) = c′(x) for x = v and c1(v) = c′(u). Since
ai ∈{0; ni} for every integer i with 16 i6 k, no two distinct vertices of H are assigned
the same color by c1. Hence, u and v are the only distinct vertices of G that share a
color. However, uv ∈ E(G) and if w∈Vj′ , then d(u; w) = 1 and d(v; w) = 2. Hence c1
is a locating-coloring of G using  colors and L(G) = .
We now assume that condition 2 is satisFed. Let Vj = {v1; v2; : : : ; vaj ; vaj+1; : : : ; vnj}
such that vi ∈Vj is adjacent to v if 16 i6 aj and vi is not adjacent to v otherwise.
Color the vertices in G − v by the coloring c′ described in the proof of Theorem 2.1.
Since 0¡aj ¡ nj=2	, the vertex vnj is not adjacent to v and c′(vnj) is the only vertex
of H that is assigned the color c′(vnj). Let c2 be the coloring obtained from c
′ by
setting c2(x) = c′(x) for x = v and c2(v) = c′(vnj). Since vvnj ∈ E(G), the function c2
is a proper coloring of G using  colors.
We now show that c2 is a locating-coloring of G. Let  be the partition of V (G)
into color classes resulting from c2. Assume, to the contrary, that there exist distinct
vertices x and y in G such that c(x) = c(y). Then c2(x) = c2(y). By the deFnition
of c2, it follows that x; y∈Vj ∪{v}. If x; y∈Vj, then c(x) = c(y) since exactly one
of x and y is adjacent to v but neither is adjacent to vnj . Thus one of x and y is v, say
x= v. Since c2(x)= c2(y), it follows that y= vnj . Let C1 be the set of vertices colored
c2(v1) in the coloring c2 of G. Then C1 ⊆ Vj and so d(y; C1) = 2. On the other hand,
since x is adjacent to v1, it follows that d(x; C1) = 1. Thus c(x) = c(y), which is a
contradiction. Thus c2 is a locating-coloring of G
For the converse, assume, to the contrary, that there exists a graph G ∈H satisfying
neither condition 1 nor condition 2 and there is a locating-coloring c3 of G that uses
 colors. Then for every integer i with 16 i6 k, exactly max {ai; ni − ai} colors are
used to color the vertices of Vi and there is some integer t (16 t6 k) and a vertex
u∈Vt that is not adjacent to v having c3(u)=c3(v). Since no vertex in Vt distinct from
u is assigned the color c3(u), it follows that at ¡ nt=2	.
Now, suppose that for every integer i with 16 i6 k, we have ai ∈{0; ni}. Because
uv ∈ E(G), it follows that at =0. Since condition 1 does not hold, it follows for every
integer s with 16 s6 k and s = t, that as = ns. Hence v is adjacent to every vertex
of H except for those in Vt , none of which are adjacent to v. So N (u) = N (v) and u
and v do not have distinct color codes. Consequently, there must be some integer r
for which 0¡ar ¡nr .
Since condition 2 is not satisFed, either r is the only integer such that 0¡ar ¡nr
and ar¿ nr=2	, or there is some integer p distinct from r with 16p6 k such that
0¡ap¡np. We thus consider these two cases.
Case 1: r is the only integer for which 0¡ar ¡nr , but ar¿ nr=2	. Since at ¡
nt=2	, it follows that t = r. Let z′ ∈Vr such that z′v ∈ E(G). Since ar¿ nr=2	, there
exists z ∈Vr such that zv∈E(G) and c3(z) = c3(z′). Because c3(u) = c3(v), it follows
that c(z) = c(z′), a contradiction.
Case 2: There is some integer p with 16p6 k and p = r such that 0¡ap¡np.
First, we show that t = r. Assume, to the contrary, that t = r. Let x and x′ be distinct
vertices of Vr such that xv∈E(G) and x′v ∈ E(G). Since c3(u)= c3(v), it follows that
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c(x) = c(x′), a contradiction. On the other hand, if t = p, then there exist vertices
y and y′ in Vp such that yv∈E(G) and y′v ∈ E(G). Again, since c3(u) = c3(v), it
follows that c(y) = c(y′), another contradiction. Thus t = r = p, which is contrary
to our assumption.
The following two results are consequences of Theorem 2.2.
Corollary 2.3. If G is a connected graph of order n¿ 3 such that G−v is a complete
multipartite graph for some vertex v of G, then
n+ 1
2
6 L(G)6 n:
Proof. We need only verify the lower bound. Let G − v be a complete multipartite
graph of order n − 1 with partite sets V1; V2; : : : ; Vk , where k¿ 2. Again, for each
integer i with 16 i6 k, let ni= |Vi| and let ai be the number of vertices of Vi that are
adjacent in G to v. Because max {ai; ni − ai}¿ ni=2 for all 16 i6 k, we have seen
in (1) that (G)¿ (n− 1)=2. By Theorem 2.2 then, L(G)¿ (n− 1)=2. It remains to
show that if (G) = (n − 1)=2 or (G) = n=2, then L(G) = (G) + 1. We consider
these two cases.
Case 1. (G)=(n−1)=2. Thus n is odd and max {ai; ni−ai}=ni=2 for all 16 i6 k.
Furthermore, each ni (16 i6 k) is even and v is adjacent to exactly half of the vertices
in each Vi. By Theorem 2.2, L(G) = (G) + 1.
Case 2. (G) = n=2. Then n is even and so n − 1 is odd. Then ni is odd for
exactly one i, where 16 i6 k, say nj is odd, and max {aj; nj−aj}=(nj+1)=2. Also,
max {ai; ni−ai}=ni=2 for all i with 16 i6 k and i = j. That is, v is adjacent to exactly
half of the vertices in each Vi for all 16 i6 k except Vj, where v is adjacent to either
(nj +1)=2 or (nj − 1)=2 vertices in Vj. Again by Theorem 2.2, L(G) = (G) + 1.
We now show that every integer between the bounds for L(G) in Corollary 2.3 is
realizable as the locating-chromatic number for some graph G of order n in H.
Corollary 2.4. For every integer n¿ 3 and every integer k with (n + 1)=26 k6 n,
there exists a connected graph G of order n and a vertex v of G such that G − v is
a complete multipartite graph and L(G) = k.
Proof. The result is true for k = n by Theorem B. For k = n− 1, let H = Kn1 ;n2 ;n3 be
a complete tripartite graph with partite sets V1, V2, V3, where |Vi|= ni for 16 i6 3.
Let G be the graph obtained from H by adding a new vertex v and joining v to each
vertex in V1 but to no vertices in V2 or V3. By Theorem 2.2, L(G) = (G) = n− 1.
Suppose now that (n+ 1)=26 k6 n− 2 and so n¿ 5. We consider two cases.
Case 1. n is even. Let H = K2; n−3 with partite sets V1 and V2, where |V1|= 2 and
|V2|=n−3. For each integer ‘ with (n−2)=26 ‘6 n−4, let G‘ be the graph obtained
from H by adding a new vertex v and joining v to exactly one vertex in V1 and to
exactly ‘ vertices in V2. Thus (G‘)=‘+1. By Theorem 2.2, L(G‘)=(G‘)+1=‘+2.
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So there exists a graph G ∈H such that L(G‘) = k for each
k ∈
{
n+ 2
2
;
n+ 4
2
; : : : ; n− 2
}
:
Case 2. n is odd. Let H = K2; n−3 with partite sets V1 and V2, where |V1| = 2 and
|V2|=n−3. For each integer ‘ with (n−3)=26 ‘6 n−4, let G‘ be the graph obtained
from H by adding a new vertex v and joining v to exactly one vertex in V1 and to
exactly ‘ vertices in V2. Thus (G‘)=‘+1. By Theorem 2.2, L(G‘)=(G‘)+1=‘+2.
So there exists a graph G ∈H such that L(G‘) = k for each
k ∈
{
n+ 1
2
;
n+ 3
2
; : : : ; n− 2
}
:
Therefore, for each pair k; n of integers with n¿ 3 and (n + 1)=26 k6 n, there is a
connected graph G of order n¿ 3 with L(G) = k.
3. Two classes of graphs of order n with locating-chromatic number n− 1
We have seen that a connected graph G of order n¿ 3 has locating-chromatic num-
ber n if and only if G is a complete multipartite graph. Furthermore, we have seen
that for each pair k; n of integers with 36 k6 n with k = n − 1, there exists a tree
of order n having locating-chromatic number k. Moreover, there is no tree T of order
n¿ 3 with L(T ) = n − 1. On the other hand, by Corollary 2.4, there is a graph of
order n¿ 3 with locating-chromatic number n − 1. Indeed, Theorem 2.2 provides a
class F of graphs of order n whose locating-chromatic number is n − 1. Recall that
H is the set of all connected graphs G of order at least 3 such that H = G − v is
a complete multipartite graph for some vertex v of G. Let F denote the set of those
graphs G ∈H that satisfy one of the following properties: (1) for every integer i with
16 i6 k, ai ∈{0; ni} and there are at least two distinct integers j; j′ with 16 j; j′6 k
for which aj = aj′ = 0; (2) there is exactly one integer j with 16 j6 k such that
0¡aj ¡nj, and aj = nj − 1 for this integer j.
Proposition 3.1. Let G ∈H, where G has order n. Then L(G)= n− 1 if and only if
G ∈F.
Proof. First, let G ∈F. If condition 1 holds, then, by Theorem 2.2, L(G) = (G) =
n− 1; while if condition 2 holds, then, by Theorems 2.1 and 2.2, L(G) = (G) + 1=
(n− 2) + 1 = n− 1.
For the converse, let G ∈H such that L(G) = n − 1. Since G ∈H, it follows by
Theorem 2.1 that L(G) = (G) or L(G) = (G) + 1. We consider these two cases.
Case 1. L(G) = (G). Then (G) = n− 1. We show that condition 1 holds in this
case. Assume, to the contrary, that is not the case. Then, by Theorem 2.2, there is
exactly one integer j with 16 j6 k such that 0¡aj ¡nj and aj ¡ nj=2	 for this
integer j. So max{aj; nj − aj}= nj − aj. Since max{ai; ni − ai}6 ni for all 16 i6 k
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Gn
Fig. 3. The members of the class G.
and (G) = n− 1, it follows that
n− 1 = (G)6
k∑
i=1
ni = n− 1− aj;
which is a contradiction. Thus condition 1 holds in this case.
Case 2. L(G) = (G) + 1. Then (G) = n− 2. Again by Theorem 2.2, condition 1
does not hold in this case. We show that condition 2 holds. Since max{ai; ni−ai}6 ni
for all 16 i6 k and (G) = n − 2, there is exactly one j with 16 j6 k such that
max{aj; nj − aj}= nj − 1. This implies that either aj = nj − 1 or aj =1. Since L(G)=
(G) + 1, it follows from Theorem 2.2 that aj¿ nj=2	 and so aj = nj − 1. Therefore,
condition 2 holds.
In either case, G ∈F.
We now describe another class of graphs of order n with locating-chromatic number
n− 1. For each integer n¿ 5, let Gn be a complete multipartite graph of order n− 4
and let G = Gn + 2K2 be the join of Gn and 2K2. See Fig. 3. Let G be the family of
all such graphs G.
We show that every member of G has locating-chromatic number n− 1.
Lemma 3.2. If G ∈G and G has order n, then L(G) = n− 1.
Proof. Since G ∈G and G has order n, it follows that G = Gn + 2K2, where Gn is a
complete multipartite graph of order n− 4. Let S =V (G)−V (Gn)= {u; v; x; y}, where
uv; xy∈E(G). Let c be a locating-coloring of G. Since Gn is a complete multipartite
graph of order n−4 and any two vertices in the same partite sets have the same set of
neighbors, the vertices of Gn must be assigned n− 4 distinct colors, say 4; 5; : : : ; n− 1.
Also, since each vertex of S is adjacent to every vertex of Gn, no vertex of S can
be assigned one of the colors 4; 5; : : : ; n− 1. We may assume that u is colored 1 and
v is colored 2. If x is assigned color 1 (respectively, color 2), then, since u and x
(respectively, v and x) have distinct color codes, y must be assigned a new color, say
color 3. Therefore, c must assign at least n − 1 distinct colors to the vertices of G
and so L(G)¿ n− 1. Since G is not a complete multipartite graph, L(G)6 n− 1 by
Theorem B. Consequently, L(G) = n− 1.
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4. Graphs whose locating-chromatic numbers are bounded by n− 2
In this section, we prove three results, the Frst two of which give conditions under
which n − 2 is an upper bound for L(G) and the third of which gives a condition
under which n− 2 is a lower bound for L(G).
Let H1 be the graph obtained from the path P5 by joining its central vertex to one
of the end-vertices of P5; let H2 be the graph obtained from P5 by joining the two
vertices adjacent to the two end-vertices; and let H3 be that graph obtained by deleting
from H1 the edge joining two vertices of degree 2. These three graphs are shown in
Fig. 4. We can now provide an upper bound for L(G) in terms of subgraphs that G
may have.
Lemma 4.1. If G is a connected graph of order n¿ 5 containing an induced subgraph
F ∈{2K1 ∪ K2; P2 ∪ P3; H1; H2; H3; P2 ∪ K3; P5; C5; C5 + e; }, then L(G)6 n− 2.
Proof. Suppose Frst that F = 2K1 ∪ K2. Let S = {u; v; w; x} ⊆ V (G), where uv∈E(G)
and 〈S〉 = 2K1 ∪ K2. Assign the color 1 to u and w and color 2 to v and x. Assign
distinct colors from {3; 4; : : : ; n − 2} to the remaining n − 4 vertices of G. Since this
is a locating-coloring of G, it follows that L(G)6 n− 2.
Suppose next that F ∈{P2 ∪P3; H1; H2; H3; P2 ∪K3; P5; C5; C5 + e}. Assign the colors
1, 2, and 3 to the vertices of F , as indicated in Fig. 5. Assign distinct colors from
{4; 5; : : : ; n − 2} to the remaining n − 5 vertices of G, if any. Since this produces a
locating-coloring of G, it follows that L(G)6 n− 2.
The next lemma also provides a suMcient condition for the locating-chromatic num-
ber of a graph of order n¿ 5 to be bounded above by n− 2.
Lemma 4.2. Let G be a connected graph of order n¿ 5. If K1 ∪ P3 is an induced
subgraph of G, where the two end-vertices of P3 have distinct neighborhoods, then
L(G)6 n− 2.
Proof. Let S = {u; v; w; z} ⊆ V (G) where u; v; w is a path P3 with N (u) = N (w) and
where 〈S〉=K1∪P3. Assign the color 1 to u and w and the color 2 to v and z. Assign
distinct colors from {3; 4; : : : ; n−2} to the remaining n−4 vertices of G. This produces
a locating-coloring of G, and so L(G)6 n− 2.
H2H1 H3
Fig. 4. Graphs H1; H2, and H3.
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Fig. 5. Graphs of order 5 with locating-chromatic number 3.
We now show that if G is an induced subgraph of order n − 1 in a graph H of
order n with L(H)= n− 1, then L(G)¿ n− 2. If a graph G1 is an induced subgraph
of a graph G2, we write G1 ≺ G2.
Lemma 4.3. Let H be a graph of order n with L(H) = n − 1 and let G = H − v,
where v∈V (H). Then L(G)¿ n− 2.
Proof. Assume, to the contrary, that L(G)6 n − 3. Let c be a minimum locating-
coloring of G. First, we show that no three vertices of G are assigned the same color;
for suppose that vertices v1, v2, v3 of G are colored the same. Since every two vertices
have distinct color codes, N (vi) = N (vj) for 16 i¡ j6 3. We may assume that there
exists a vertex u adjacent to v1 but not to v2. If u is not adjacent to v3, then 2K1∪K2 ≺
H , and so by Lemma 4.1, L(H)6 n− 2, a contradiction. Hence, u is adjacent to v3.
Thus, 〈{v1; v2; v3; u}〉=K1∪P3 is an induced subgraph of G, and therefore of H . Since
N (v1) = N (v3), it follows from Lemma 4.2 that L(H)6 n−2, a contradiction. Hence
every color class of c contains at most two vertices. Since L(G)6 n − 3, it follows
that c has at least two color classes of cardinality 2.
Let V1 = {u; v} and V2 = {x; y} be color classes where u and v are colored 1 and x
and y colored 2. Since any two vertices have distinct color codes, N (u) = N (v) and
N (x) = N (y). Let F = 〈V1 ∪ V2〉, where F has size m6 4. We consider Fve cases
depending on the value of m.
Case 1. m = 0. Since N (u) = N (v), we may assume that there exists a vertex
w∈N (v) − N (u). If w is adjacent to at most one of x and y, then 2K1 ∪ K2 ≺ H ,
and so by Lemma 4.1, L(H)6 n − 2, a contradiction. Hence, w is adjacent to both
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x and y. Thus, 〈{u; w; x; y}〉 = K1 ∪ P3. Since N (x) = N (y), Lemma 4.2 implies that
L(H)6 n− 2, a contradiction.
Case 2. m = 1. Then 2K1 ∪ K2 ≺ H , and so by Lemma 4.1, L(H)6 n − 2, a
contradiction.
Case 3. m=2. If v is adjacent to both x and y, then F=K1∪P3. Since N (x) = N (y),
Lemma 4.2 implies that L(H)6 n−2, a contradiction. Hence, the two edges of F are
independent. We may assume E(F)={vx; uy}. We claim that N (v)−{x}=N (u)−{y},
for assume, to the contrary, that there exists a vertex w∈V (G)−V (F) with w∈N (v)−
N (u). If w is not adjacent to x and y, then P2 ∪ P3 ≺ H , and again by Lemma 4.1,
L(H)6 n− 2, a contradiction. If w is adjacent to y but not to x, then P5 ≺ H , and
once again by Lemma 4.1, L(H)6 n − 2, a contradiction. If w is adjacent to x but
not to y, then P2 ∪K3 ≺ H , and so by Lemma 4.1, L(H)6 n− 2, a contradiction. If
w is adjacent to both x and y, then H1 ≺ H , and so by Lemma 4.1, L(H)6 n − 2,
a contradiction. Hence every vertex w∈V (G)− V (F) is either adjacent to both u and
v or to neither u nor v. Similarly, every vertex w∈V (G)− V (F) is either adjacent to
both x and y or to neither x nor y. But then u and v (respectively, x and y) have the
same color code in the locating-coloring c, a contradiction.
Case 4. m=3. We may assume that E(F)={vx; ux; uy}. First, we show that N (v) ⊆
N (u). Suppose that there exists a vertex w∈N (v) − N (u). If w is not adjacent to x
and y, then P5 ≺ H , and so by Lemma 4.1, L(H)6 n − 2, a contradiction. If w is
adjacent to y but not to x, then C5 ≺ H , and again by Lemma 4.1, L(H)6 n− 2, a
contradiction. If w is adjacent to x but not to y, then H1 ≺ H , and so by Lemma 4.1,
L(H)6 n − 2, a contradiction. If w is adjacent to both x and y, then C5 + e ≺ H ,
and so by Lemma 4.1, L(H)6 n − 2, a contradiction. Hence there exists no vertex
w∈N (v)− N (u), that is, N (v) ⊆ N (u). Similarly, N (y) ⊆ N (x). It follows that since
u and v have distinct color codes, there must be a vertex w∈V (G) − V (F) with
w∈N (u)− N (v). Similarly, there must be a vertex z ∈V (G)− V (F) with z ∈N (x)−
N (y). Irrespective of whether w= z or w = z, it follows that the coloring that assigns
color 1 to u and v, color 2 to x and y, and distinct colors from {3; 4; : : : ; n− 2} to the
remaining n − 4 vertices of H is a locating-coloring of H , and so L(H)6 n − 2, a
contradiction.
Case 5. m=4. Thus E(F)={vx; vy; ux; uy}. Since u and v have distinct color codes,
we may assume that there exists a vertex w∈N (u)−N (v). Similarly, we may assume
there exists a vertex z ∈N (x) − N (y) (possibly, w = z). It follows that the coloring
that assigns the color 1 to u and v, the color 2 to x and y, and assigns distinct colors
from {3; 4; : : : ; n− 2} to the remaining n− 4 vertices of H is a locating-coloring of H ,
and so L(H)6 n− 2, a contradiction.
5. A classi&cation of all graphs of order n with locating-chromatic number n− 1
In this section, we characterize all connected graphs H of order n¿ 4 for which
L(H)=n−1. For this purpose, we recall the three classes H;F, and G that we have
introduced.
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H= the set of all connected graphs G of order at least 3 such that H =G − v is a
complete multipartite graph for some vertex v of G.
F = the set of all graphs G ∈H that satisfy at least one of the properties:
(1) for each integer i (16 i6 k), ai ∈{0; ni} and there are at least two distinct inte-
gers j; j′ with 16 j; j′6 k for which aj = aj′ = 0; (2) there is exactly one integer j
with 16 j6 k such that 0¡aj ¡nj, and aj = nj − 1 for this integer j.
G = the set of all graphs G = Gn + 2K2 that are the join of 2K2 and a complete
multipartite graph Gn of order n− 4¿ 1.
We Frst present two lemmas.
Lemma 5.1. Let H be a connected graph of order n with L(H)=n−1. If 2K2 ≺ H ,
then H ∈G.
Proof. Let S ⊆ V (H) where 〈S〉= 2K2. First, we show that each vertex of V (H)− S
is adjacent to every vertex of S. Let w∈V (H) − S and let degS(w) = |N (w) ∩ S|.
If degS(w) = 0, then 2K1 ∪ K2 ≺ H , which contradicts Lemma 4.1. If degS(w) = 1,
then P3 ∪ P2 ≺ H , which contradicts Lemma 4.1. If degS(w) = 2, then K3 ∪ P2 ≺ H
or P5 ≺ H , once again contradicting Lemma 4.1. If degS(w) = 3, then H1 ≺ H ,
contradicting Lemma 4.1 again. Hence, degS(w) = 4. Thus, each vertex of V (H) − S
is adjacent to every vertex of S.
Let F = 〈V (H)− S〉. Assume, to the contrary, that F is not a complete multipartite
graph. Then F contains two nonadjacent vertices u and v with N (u) = N (v). Let x
and y be two nonadjacent vertices in S. Assign color 1 to u and v, color 2 to x and y,
and assign distinct colors from {3; 4; : : : ; n− 2} to the remaining n− 4 vertices of H .
This produces a locating-coloring of H , and so L(H)6 n− 2, a contradiction. Hence,
F is a complete multipartite graph and so H ∈G.
Lemma 5.2. Let H be a connected graph of order n¿ 4 with L(H) = n − 1. If
2K2  H , then H ∈F.
Proof. We proceed by induction on n. By Theorem B, H is not a complete multipartite
graph. Suppose Frst that n=4. Since 2K2  H , it follows that H =P4 or H =K1;3 + e.
Let v be an end-vertex of H . Then H − v is the complete multipartite graph K1;2 and
H can be obtained from H − v by joining v to exactly one vertex in the partite set of
cardinality 2, that is, H ∈F. Assume for an arbitrary integer n¿ 5, that whenever a
connected graph H ′ of order n′, where 46 n′¡n, with L(H ′)=n′−1 has 2K2  H ′,
then H ′ ∈F. Let H be a connected graph of order n with L(H) = n − 1 and such
that 2K2  H . We show that H ∈F.
Among all vertices of H whose removal from H produces a connected graph, let v
be one of minimum degree and let G =H − v. Then G is a connected graph of order
n− 1. By Lemma 4.3, either L(G) = n− 1 or L(G) = n− 2.
Claim 1. If L(G) = n− 1, then H ∈F.
Proof. By Theorem B, G is a complete multipartite graph. Since H is connected, v is
adjacent to at least one vertex of G. If v is adjacent to a vertex u, then v is adjacent
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to all, or to all but one of the vertices in the partite set that contains u, for otherwise
2K1 ∪ K2 ≺ H and so L(H)6 n− 2 by Lemma 4.1. Furthermore, at most one of the
partite sets of G has all but one of its vertices adjacent to v; for otherwise C5 + e ≺ H
and so L(H)6 n− 2, a contradiction. Consequently, H ∈F.
Henceforth, we assume that L(G) = n − 2. By the inductive hypothesis, G ∈F.
Thus, G is not a complete multipartite graph and G can be obtained from a complete
multipartite graph F of order n−2 by adding a new vertex u and adding edges joining
u to vertices of F in such a way that u is joined to all or to no vertices in each partite
set of F , except possibly for one partite set in which all but one of its vertices are
joined to u.
Suppose now that v is adjacent to no vertex of F . Since H is connected, N (v)={u}.
If F has a partite set V1, say, in which all but one of its vertices, x say, are joined to
u, then letting y∈V1−{x} and z ∈V (F)−V1, we have that either 〈{u; v; x; y; z}〉=P5
or 〈{u; v; x; y; z}〉=H2. Hence by Lemma 4.1, L(H)6 n− 2, a contradiction. Thus, u
is joined to all or to no vertices in each partite set of F . Since F is not a complete
multipartite graph, at least two partite sets of F have no vertex adjacent to u. It follows
that H1 ≺ H , and so by Lemma 4.1, L(H)6 n − 2, a contradiction. Hence, v must
be adjacent to at least one vertex of F .
Let Gu = H − u. Then, Gu is a connected graph of order n − 1. By Lemma 4.3,
L(Gu)¿ n − 2. If L(Gu) = n − 1, then, as shown in Claim 1, H ∈F. Hence we
may assume L(Gu) = n − 2. Thus, Gu is not a complete multipartite graph. At most
one of the partite sets of F has all but one of its vertices adjacent to v, for otherwise
C5 + e ≺ H and so L(H)6 n− 2, a contradiction. Hence, v is joined to all or to no
vertices from each partite set of F , except possibly for one partite set in which all but
one of its vertices are joined to v.
Claim 2. The complete multipartite graph F contains a partite set in which all but
one of its vertices are joined to u.
Proof. Assume, to the contrary, that u is joined to all or to no vertices from each
partite set of F . Since G is not a complete multipartite graph, none of the vertices in
at least two partite sets of F are adjacent to u. Let x and y be vertices in two of these
partite sets of F . Let w be a vertex of F that is adjacent to u. Then, 〈{w; x; y}〉= K3.
Suppose now that N (v) ⊆ N (u). If uv∈E(H), then 〈{u; v; x; y}〉=2K2, which contra-
dicts the hypothesis of the theorem; while if uv ∈ E(H), then 〈{u; v; x; y}〉=2K1 ∪K2,
which contradicts Lemma 4.1. Hence, |N (v)− N (u)|¿ 1.
Since Gu=H −u is a connected graph, our choice of v implies that deg v6 deg u. It
follows that |N (u)−N (v)|¿ |N (v)−N (u)|¿ 1. We may thus assume that w ∈ N (v).
If N (v)∩ {x; y}= ∅, then 〈{u; v; x; y}〉∈ {2K2; 2K1 ∪K2} (depending on whether u and
v are adjacent), contradicting either the hypothesis or Lemma 4.1. Hence, v is adjacent
to at least one of x and y. We may assume that v is adjacent to x. If y ∈ N (v),
then 〈{u; v; w; x; y}〉∈ {C5 + e; H2} (depending on whether u and v are adjacent), again
contradicting Lemma 4.1. Hence y∈N (v). Consequently, every vertex of F that is not
adjacent to u must be adjacent to v.
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Suppose now that v is joined to all or to no vertices in each partite set of F . Since
Gu is not a complete multipartite graph, at least two partite sets of F have no vertex
adjacent to v. Let z be a vertex in one of these partite sets that does not contain w.
Thus z is not adjacent to v but is adjacent to w; x; and y. Assign the color 1 to u and
x, color 2 to v and w, and distinct colors from {3; 4; : : : ; n− 2} to the remaining n− 4
vertices of H . Since y∈N (x)−N (u) and z ∈N (w)−N (v), it follows that the resulting
coloring is a locating-coloring of H , and so L(H)6 n− 2, a contradiction. Hence, F
contains two vertices a and b in the same partite set with a∈N (v) and b ∈ N (v). Since
v is adjacent to every vertex of F that is not adjacent to u, it follows that u is adjacent
to b (and therefore to every vertex in the partite set of F containing b). Assign color
1 to u and x, color 2 to v and b, and assign distinct colors from {3; 4; : : : ; n−2} to the
remaining n− 4 vertices of H . Note that y∈N (x)− N (u), while a∈N (v)− N (b). It
follows that the resulting coloring is a locating-coloring of H , and so L(H)6 n− 2,
a contradiction. This completes the proof of Claim 2.
By Claim 2, F must contain a partite set, Wu say, in which all but one of its vertices
are joined to u. Let u′ be the vertex of Wu that is not adjacent to u. An identical proof
as in Claim 2 shows that the complete multipartite graph F contains a partite set, Wv
say, in which all but one of its vertices are joined to v. Let v′ be the vertex of Wv
that is not adjacent to v. If Wu = Wv, then assign color 1 to u and u′, color 2 to v
and v′, and distinct colors from {3; 4; : : : ; n− 2} to the remaining n− 4 vertices of H .
This produces a locating-coloring of H , and so L(H)6 n− 2, a contradiction. Hence,
Wu =Wv. For convenience, let W =Wu =Wv.
Suppose that u′ = v′. If uv ∈ E(H), then 〈{u; u′; v; v′}〉 = 2K2, contradicting the
hypothesis. Hence, uv∈E(H). If |W |¿ 3, then let w∈W − {u′; v′}. Then, 〈{u; u′;
v; v′; w}〉=H2, contradicting Lemma 4.1. Hence, W = {u′; v′}. Let z ∈V (F)−W . If z
is adjacent to neither u nor v, then C5 ≺ H , contradicting Lemma 4.1. If z is adjacent
to exactly one of u or v, then C5 + e ≺ H , again contradicting Lemma 4.1. Hence z is
adjacent to both u and v. It follows that H − u′ (or, H − v′) is a complete multipartite
graph. Thus, as shown in Claim 1, H ∈F. Hence, we may assume that u′ = v′. To
avoid confusion, we rename u′ (=v′) by w′. Let w∈W − {w′}.
Suppose that u and v are not adjacent. If every vertex of F −w′ is adjacent to both
u and v, then H − w′ is a complete multipartite graph, and so, as shown in Claim
1, H ∈F. Hence, we may assume that at least one of u and v is not adjacent to
some vertex of F −w′. If x∈V (F)−{w′} is adjacent to exactly one of u and v, then
〈{u; v; w; w′; x}〉=H2, again contradicting Lemma 4.1. Hence, N (u) = N (v). It follows
that there is a vertex z ∈V (F) − {w′} that is not adjacent to both u and v. But then
〈{u; v; w; w′; z}〉 = H3, another contradiction to Lemma 4.1. Hence, u and v must be
adjacent.
If there is a vertex z ∈V (F) − {w′} that is not adjacent to both u and v, then
〈{u; v; w; w′; z}〉 = H1, contradicting Lemma 4.1. Hence every vertex in V (F) − {w′}
is adjacent to at least one of u and v. If there are vertices x; y∈V (F) − {w′} such
that x∈N (u) − N (v) and y∈N (v) − N (u), then 〈{u; v; w′; x; y}〉∈ {C5; C5 + e}, once
again contradicting Lemma 4.1. By our choice of v, deg v6 deg u. Consequently, u is
adjacent to every vertex in V (F)− {w′}, that is, deg u= n− 2.
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If F has two partite sets none of whose vertices are adjacent to v, then let x and y
be vertices in diLerent partite sets of F that are not adjacent to v. Assign the color 1 to
u and w′, assign the color 2 to v and x, and assign distinct colors from {3; 4; : : : ; n−2}
to the remaining n− 4 vertices of H . Since y∈N (x)−N (v) and w∈N (u)−N (w′), it
follows that the resulting coloring is a locating-coloring of H , and so L(H)6 n−2, a
contradiction. Hence, at most one partite set of F has no vertex joined to v. It follows
then that H − w′ is a complete multipartite graph, and so, as veriFed in Claim 1,
H ∈F.
As an immediate consequence of Lemmas 5.1 and 5.2, we have the following char-
acterization of connected graphs H of order n¿ 4 for which L(H) = n− 1.
Theorem 5.3. Let H be a connected graph of order n¿ 4. Then, L(H) = n − 1 if
and only if H ∈F ∪ G.
Although we have characterized all connected graphs of order n whose locating
chromatic number is n − 1, there are surely many interesting open questions on this
topic that have yet to be studied.
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