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ABSENCE OF REFLECTION AS A FUNCTION OF THE
COUPLING CONSTANT
ROWAN KILLIP AND ROBERT SIMS
Abstract. We consider solutions of the one-dimensional equation −u′′+(Q+
λV )u = 0 where Q : R → R is locally integrable, V : R → R is integrable
with supp(V ) ⊂ [0, 1], and λ ∈ R is a coupling constant. Given a family of
solutions {uλ}λ∈R which satisfy uλ(x) = u0(x) for all x < 0, we prove that
the zeros of b(λ) := W [u0, uλ], the Wronskian of u0 and uλ, form a discrete
set unless V ≡ 0. Setting Q(x) := −E, one sees that a particular consequence
of this result may be stated as: if the fixed energy scattering experiment
−u′′ + λV u = Eu gives rise to a reflection coefficient which vanishes on a set
of couplings with an accumulation point, then V ≡ 0.
1. Introduction
The purpose of this short note is to prove a result concerning perturbations of
one-dimensional Schro¨dinger-type equations. Let Q : R → R be locally integrable
and let u0 : R→ C be a solution of
(1) −u′′0(x) +Q(x)u0(x) = 0
that is not identically zero. The perturbation is a second (real-valued) potential,
V ∈ L1(R) of compact support which, for simplicity, we assume satisfies supp(V ) ⊆
[0, 1]. Define uλ as the solution of
(2) −u′′λ(x) +Q(x)uλ(x) + λV (x)uλ(x) = 0
that obeys uλ(x) = u0(x) for all x < 0. The parameter λ is known as the coupling
constant. In the problems of interest to us, it is real; however, we will allow it to
vary over the complex plane as this does not affect our results.
The question we wish to discuss is the following: for how many values of λ is
it possible that uλ(x) is a multiple of u0(x) in the region x > 1? An equivalent
formulation is to study the zeros of the Wronskian between u0 and uλ:
(3) b(λ) := W [u0, uλ](x) = u
′
0(x)uλ(x) − u0(x)u
′
λ(x)
for any x > 1.
Theorem 1.1. The zeros of b(λ) form a discrete set unless V ≡ 0.
Furthermore, if b has infinitely many zeros, they must approach infinity rather
rapidly:
Theorem 1.2. If V 6≡ 0, then the number of roots of b(λ) = 0 in the disk |λ| ≤ r
(counted by multiplicity) is O(r1/2) as r →∞.
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When V is sign definite and Q ≡ 0, Chadan has shown that the zeros of b(λ)
determine V precisely in a slightly different scenario; see [2]. A Liouville transfor-
mation is used to reduce the problem the to well-known uniqueness problem in the
energy parameter.
The proof of Theorems 1 and 2 consist of using some classical analysis to reduce
the problem to one treated by Stolz, [13]. (We repeat his solution for the conve-
nience of the reader.) As with us, Stolz was interested in such matters for their
relation to localization for the Anderson model. Before elaborating this point, let
us first explain the connection of our results to scattering theory.
Consider the time-independent Schro¨dinger equation with potential q(x):
(4) −ψ′′(x) + q(x)ψ(x) = Eψ(x),
which describes the wave function of a quantum particle with energy E. For certain
choices of q and E, this equation admits a solution, u0, that corresponds to the
particle travelling from right to left (the complex conjugate solution represents left-
to-right motion). For example, when q ≡ 0 and E = k2 with k > 0, we have
ψ(x) = e−ikx. The Floquet-Bloch waves form another example when q is periodic.
If a perturbation λV is introduced, this may cause the particle to be reflected
back with non-zero probability. This situation can be analyzed by looking at the
solution uλ of (2) with Q(x) = q(x) − E. For x > 1, we may write uλ(x) =
αu0(x) + βu¯0(x) for some complex numbers α and β. In this way, we obtain a
formula for the probability of reflection: |β/α|2. We also see that there will be no
reflection if and only if uλ and u0 are linearly dependent on the interval [0, 1]. That
is, there will be no reflection if and only if b(λ) = 0.
Our interest in this question stems from its relevance to the one-dimensional
Anderson model. Consider solutions of (2) in the situation where the coupling con-
stant λ is a random variable. As was first observed in the context of the random
dimer model [6, 7], it is possible for the localization length to diverge (i.e., Lyapunov
exponent vanish) at a fixed energy. In particular, this happens at positive energies
when the reflection coefficient associated to the single site potential vanishes almost
surely for a particular choice of random coupling constant. The presence of these
exceptional energies leads to interesting transport phenomena (see [3, 8] and ref-
erences therein), while away from them one may prove exponential and dynamical
localization (see [4, 5]). A consequence of Theorem 1.1 is that these divergences
cannot occur unless the distribution of the couplings is purely discrete.
We assumed from the very beginning that V was an L1 function. The theorems
above are false if V is permitted to be a measure as the following example shows;
see [5] for an analogous example in the discrete setting.
Example 1.3. Consider Q(x) = −k2 and u0(x) = e
ikx. For V (x) = δ(x)−δ(x−1),
a simple calculation reveals
b(λ) = λ
(
1 + λ2ik
) (
e2ik − 1
)
.(5)
Thus we see that b ≡ 0 whenever k = nπ, n ∈ Z. (The case k = 0 follows by a
limiting argument.) The same is true for any other choice of u0. This is particularly
evident when u0 = sin(nπx) for in this case, uλ(x) = sin(nπx), which vanishes on
the support of V .
One may ask for analogues of the Theorems given above when V is not of compact
support. In this case, one would define uλ(x) by the constraint uλ(x)− u0(x)→ 0
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as x→ −∞ and define b(λ) as the limit ofW [u0, uλ](x) as x→ +∞. Naturally, one
would need to ensure that V decays fast enough so that these limits exist; moreover
the choice of decay rate cannot be made without knowledge of the behavior of Q
at infinity. We haven chosen not to pursue this matter.
2. Proofs
Let us choose a solution v0 of (1), linearly independent of u0, normalized by the
requirement W [u0, v0] ≡ 1. As uλ(x) is also a solution of (1) in the region x > 1,
we may write
uλ(x) = a(λ)u0(x) + b(λ)v0(x) for all x > 1;
moreover, by computing Wronskians, we see that b(λ) is the same function defined
in (3).
First we show that a(λ) and b(λ) are analytic functions of order one-half. This
allows us to deduce Theorem 1.2 from Theorem 1.1. Moreover, it shows that if the
zeros of b are not discrete, then b must vanish identically. These two applications
require us only to treat b; however when u0 is complex valued, we will need to
invoke properties of a when we prove Theorem 1.1.
Proposition 2.1. The functions a(λ) and b(λ) are entire and obey
(6) |a(λ)| ≤ C exp
{
c|λ|1/2
}
, |b(λ)| ≤ C exp
{
c|λ|1/2
}
for some positive constants c and C, which depend on u0 and ‖V ‖L1 .
Proof. As in the preceding paragraphs, let v0 be a solution of (1) which satisfies
W [u0, v0] ≡ 1. We define
K(x, t) = [u0(x)v0(t)− v0(x)u0(t)]V (t)
so uλ(x) can be constructed as the solution of the Volterra integral equation
(7) uλ(x) = u0(x) + λ
∫ x
0
K(x, t)uλ(t) dt
acting on C0([0,∞)). While this equation arises naturally from variation of pa-
rameters, it is quicker to check it by differentiating both sides twice. The key
observations are
K(x, x) = 0,
∂K
∂x
(x, x) = V (x), and
∂2K
∂x2
(x, t) = Q(x)K(x, t).
One can solve (7) by repeated substitution, which gives rise to an infinite series
for uλ:
(8) uλ(x) = u0(x) +
∞∑
n=1
λn
∫
· · ·
∫
K(x, t1) · · ·K(tn−1, tn)u0(tn) dt1 · · · dtn
where integration takes place over the region 0 < tn < · · · < t1 < x. Convergence
of this series is a well-known property of Volterra operators (cf. [14, §36]) and can
be deduced from the estimates below.
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From (8) we obtain power series for a and b:
a(λ) = 1 +
∞∑
n=1
λn
∫
· · ·
∫
∆n
v0(t1)V (t1)K(t1, t2) · · ·K(tn−1, tn)u0(tn) dt1 · · · dtn
b(λ) = −
∞∑
n=1
λn
∫
· · ·
∫
∆n
u0(t1)V (t1)K(t1, t2) · · ·K(tn−1, tn)u0(tn) dt1 · · · dtn
where ∆n is the simplex 0 < tn < · · · < t1 < 1. Our bound on the size of these
functions will follow by estimating the individual terms in these series. We only
give details for b(λ) because the argument for a(λ) is almost identical.
As u0 and v0 are C
1, one may choose a constant M so that
|u0(t)| ≤M and
∣∣K(s, t)∣∣ ≤M |s− t| |V (t)| ∀t, s ∈ [0, 1].
Secondly, by the arithmetic/geometric mean inequality,
n−1∏
j=1
|tj − tj+1| ≤ (n− 1)
−(n−1).
Combining these two observations, we can deduce
|b(λ)| ≤
∞∑
n=1
|λ|nMn+1
(n− 1)n−1
∫
· · ·
∫
∆n
|V (t1)| · · · |V (tn)| dt1 · · · dtn
≤
∞∑
n=1
|λ|nMn+1
n!(n− 1)n−1
‖V ‖nL1
The resulting bound on |b(λ)| can now be deduced either through the properties of
the Bessel function
∞∑
n=0
r2n
(n!)2
= I0(2r) =
1
π
∫ π
0
e2r cos θ dθ ≤ e2|r|,
or by brute force. 
The one-half power appearing in (6) is the smallest possible; see Example 2.3
below.
In the proof of Theorem 1.1 will specifically consider only λ ∈ R in order to
be able to use some facts about self-adjoint operators. When u0 is real-valued,
Theorem 1.1 follows by the argument presented in Lemma 3 of [13]. Of course
the problem is unchanged if u0 is a complex multiple of a real solution. However,
when Reu0 and Imu0 are linearly independent solutions, one needs to make some
modifications. The approach we take is to show that one may replace u0 by Reu0:
Proposition 2.2. Suppose Reu0 and Imu0 are linearly independent and b(λ) ≡ 0.
Then W [Reu0,Reuλ](x) = 0 for all x > 1 and all λ ∈ R.
Proof. By assumption, uλ(x) = a(λ)u0(x) for all x > 1. For λ ∈ R, both uλ and
u¯λ are solutions of (2). Therefore,
W [u0, u¯0] = W [uλ, u¯λ] = |a(λ)|
2W [u0, u¯0],
which is non-zero because we assumed linear independence. Thus it follows that
a(λ) is unimodular for λ ∈ R.
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By the Schwarz reflection principle, the complex conjugate of any zero of a must
be a pole; however, a is an entire function so we may conclude that it is zero-
free. This means that log[a(λ)] is an entire function, but then by the estimate in
Proposition 2.1, it must be constant. By taking λ = 0, we learn that a(λ) ≡ 1.
We have just seen that for all λ (real or complex) and all x > 1, uλ(x) = u0(x).
By taking real parts, we immediately obtain the conclusion sought. 
Proof of Therorem 1.1. In light of Proposition 2.2 we may assume that u0 is real-
valued. We now essentially repeat the argument from Lemma 3 of [13]. Let us
choose θ0 and θ1 so that
cos(θ0)u0(0) + sin(θ0)u
′
0(0) = 0 = cos(θ1)u0(1) + sin(θ1)u
′
0(1)
and consider the self-adjoint operators Hλu = −u
′′ +Qu + λV u on [0, 1] with the
boundary conditions
cos(θx)u(x) + sin(θx)u
′(x) = 0 for x ∈ {0, 1}.
Suppose V 6= 0 and the set of λ for which b(λ) = 0 has an accumulation point.
In this case, b(λ) ≡ 0, and in particular, 0 is an eigenvalue of Hλ for every λ ∈ R.
As the spectrum of Hλ is simple, discrete, and bounded from below, this implies
that the number of negative eigenvalues of Hλ is finite and independent of λ. We
will derive a contradiction by using a very weak form of Weyl’s Law. (When Q and
V obey some mild regularity hypotheses, full Weyl-Law asymptotics are known, cf.
[10, Theorem XIII.79].)
As V 6= 0, it must happen that either V is positive on a set of positive measure,
or V is negative on a set of positive measure. We will treat the former case, the
latter follows with obvious modifications.
For each ǫ > 0, let us define
φǫ(x) =
{√
3
2 ǫ
−3/2(ǫ − |x|) |x| < ǫ
0 |x| ≥ ǫ
By the Lebesgue differentiation theorem,
∫
φ(x − t)2V (t) dt → V (x) as ǫ ↓ 0 for
a.e. x ∈ R. Therefore, given any integer N > 0, one can find N distinct points
x1, . . . , xN ∈ (0, 1) and ǫ sufficiently small, so that φǫ(x − xj) are supported in
disjoint subsets of (0, 1) and obey
∫
V (x)φǫ(x− xj) dx > ǫ. Thus, by the minimax
principle (cf. [10, §XIII.1]) one can see that Hλ has at least N negative eigenvalues
when λ is a sufficiently large negative number. 
An alternate approach to proving that a(λ) ≡ 1 implies V ≡ 0, is through recent
work on the large-λ asymptotics of the spectral shift function arg[a(λ)]; see [9, 11],
for example. We would like to thank A. Pushnitski for explaining some of this
material to us.
Proof of Therorem 1.2. The conclusion of this theorem holds for any non-zero en-
tire function of order one-half and finite type; see [1, Theorem 2.5.13] or [12, The-
orem 5.2.1]. 
Therorem 1.2 is optimal with regard to the power of r. This is to be expected
from Weyl’s Law and can be seen with an elementary example:
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Example 2.3. Consider Q ≡ −π2, u0(x) = sin(πx), and V = −χ[0,1]. In this case,
b(λ) = − cos
(√
λ+ π2
)
.
As cosine is an even function, both branches of the square-root lead to the same
answer.
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