Abstract -We give an elementary information theoretic proof of some Poisson approximation inequalities for sums of discrete random variables. These can be thought of as "maximum entropy" statements in that, under suitable conditions, the distribution of the sum converges to the distribution which has "maximal entropy" within an appropriate class. We also outline a general method for obtaining corresponding bounds when approximating the distribution of a sum of general discrete random variables by an infinitely divisible distribution.
I. INTRODUCTION AND MAIN RESULTS
Let X I , X Z , . . . , X n be Bernoulli random variables. A classical result in probability states that, if the X , are independent with common parameter p z = E ( X a ) = A/n, then the distribution of their sum Sn = XI + X2 + . . . + X , is close to Po(X), the Poisson distribution with parameter A, when n is large. More generally, similar results are known to hold when the X, are possibly dependent and not necessarily identically distributed, as long as:
(i) The sum x p . of the parameters pa is close to A.
(ii) None of the X, dominate the sum, i.e., maxzpz is small. Such results are often referred to as "laws of small numbers" or "Poisson approximation results." Here we illustrate an elementary technique based on ideas from information theory, which can be used to prove such statements. Whenever (i), (ii) and (iii) hold we certainly expect the two terms above to be small, and hence the distribution of S,, to be close to Po(A). In particular, if a triangular array of binary random variables is such that the bound in the Proposition converges to zero as n -+ CO, then the distribution of Sn converges to Po(A). This can be rephrased by saying that, as n increases, Ps, comes closer and closer to the "most random" distribution among all those that can be achieved by summing independent Bernoulli random variables, where by "most random" we mean the distribution with highest entropy [l] . So, roughly speaking, the entropy of Sn "increases" to the maximum entropy H (Po(A) ). This invites a tempting analogy with the second law of thermodynamics, similar to that drawn by various authors in the case of the central limit theorem. 
Extensions.
The above results can be extended and sharpened in various directions. In [2] we offer a general methodology for approximating the distribution of the sum of n arbitrary integer-valued random variables by an infinitely divisible distribution, and, using different information-theoretic techniques (utilizing the properties of a discrete version of the Fisher information), much more accurate bounds are obtained.
