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INTRODUCTION 
This paper presents a convolution theory for the test function space 6’ 
of smooth functions and the space S* of generalized functions as introduced 
by De Bruijn (the terminology and notation is the one used in [B], where 
these spaces are defined). The space S can be regarded as an example 
of a test function space of the type studied in [GS], Ch. IV (actually, 
our space S can be identified with the space S# of [GS], Ch. IV, $ 2.3). 
Since the spaces S and S* are adapted to the needs of Fourier analysis 
(cf. [B], section 8 and 9, and [GS], Ch. IV, $ 6), it was to be expected that 
it is possible to develop a satisfactory convolution theory for these spaces ; 
it seems however that no such theory has been published thus far. 
Let us summarize the contents of this paper. Section 1 gives the main 
definitions and theorems about the spaces 6’ and S*, and some results 
about continuous linear transformations in these spaces are mentioned. 
This section is mainly included here for ease of reference. 
Section 2 serves as a preparation. The convolution operators introduced 
here involve smooth functions only, and they are defined as follows. If 
g ES, then the convolution operator T, of AS’ is defined by 
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for f E S. Instead of the integral at the right hand side in (1) we can also 
write (T,f, g-), where T, is the shift operator over distance x, and g- is 
the smooth function with values g-(t) =g( - t) for t ~a. 
In section 3 we generalize the notion of convolution operator. The g 
in (1) is replaced by a generalized function: if G E S*, then the convolution 
operator Tc of S is defined by 
(2) (TGf)(X)=(Tzf, G-1 (x Eq) 
for f E S. Here G- bears a similar relation to G as g- does to g in the previous 
paragraph. Special attention is paid to the case that TG maps S into S, 
and the class of all G E S* with this property is called the convolution 
class V. For G E V we prove that TG has an adjoint, and that TG can be 
extended in a natural way to a continuous linear operator of S*. We 
also discuss some alternative descriptions of the class V. 
Section 4 presents a link between convolution theory and Fourier 
analysis. This involves what we call multiplication operators of S and S*. 
If g E S, then the multiplication operator M, of S is defined by MBf = g. f 
for f E S, where the dot denotes pointwise multiplication; this multipli- 
cation operator can be extended in a natural way to a continuous linear 
operator of S*. We obtain a useful characterization of the class 0 in 
terms of the Fourier transforms of its elements. Furthermore the con- 
volution theorem is generalized in section 4, and a version of Titchmarsh’s 
theorem is proved, Finally we mention some results about the solutions 
F E S* of equations of type TGF = 0, where G is a fixed element of V. 
Section 5 contains some additional material. There we prove that the 
class of generalized functions of the form M,G with g ES, G ES* is a 
proper subset of V. We make some remarks about convergence in V, and 
finally we pay some attention to convolution theory for the spaces of 
smooth and generalized functions of several variables. 
NOTATION 
We use Church’s lambda calculus notation, but instead of his 3, we have 
the symbol y, as suggested by Freudenthal: If S is a set, then putting 
Y xrs in front of an expression (usually containing Z) means to indicate 
the function with domain S and with the function values given by the 
expression. For example, if g E S then T,= j’fasT8f. In case it is clear from 
the context which set S is meant, we write yZ instead of Yzts. 
1. THE SPACES 8 AND s* 
1 .l. We give a survey of the fundamental notions and theorems of 
De Bruijn’s theory of generalized functions (as far as relevant for this 
paper). Also, the main theorems of [J], appendix 1 about continuous 
linear operators of S and S* are given. More details can be found in [B] 
and [J]. 
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The class S (of emooth functions) is the set of all analytic functions f 
of one complex variable that satisfy inequalities 
If(t)1 GM exp (-zA(Re t)2+nB(Im t)a) (t @), 
where M> 0, A > 0, B > 0 depend on f. In S we take the usual inner 
product, denoted by ( , ). Cf. [B], 2.1. 
1.2. We consider a semigroup (N ) o o,o of linear operators of S (the 
smoothing operators) ; they satisfy Na+p = iV,iVfi (a > 0, ,9 > 0). These oper- 
ators are integral operators (integration over El); the kernels K, (a>O) 
are given by 
K&z, t) = (sinh ar)* exp &((S+t2) cash or-24 
> 
(z EC& t E(J). 
Cf. [B], section 4, 5 and 6. The operators N, (CZ> 0) can be defined on 
the larger space S+ consisting of all mappings f : B -+q such that 
YtcRf(t) exp ( -net2) E 9,(X+) for every E > 0. 
We have Norf E S for f E Sf, or> 0 (compare [B], section 20, where an 
equivalent definition of Sf is used). Note that 9#l) C S+. 
1.3. We summarize some properties of N, (a> 0). 
0) (Naf, g) = (f, N 4 ) f or a>O, f ES, g ES (cf. [B], 6.5). 
(ii) If f E S, or> 0, then there is at most one g E S with f = Nag. Also, 
if f E S, then there exists an ar > 0, g E S with f = Nag. And if f E S, 
and the numbers M> 0, A> 0, B> 0 are such that 
If(t)] GM exp (-zA(Re t)s+nB(Im t)2) (t 4), 
then we can find an a > 0, M’ > 0, A’ > 0, B’ > 0, only depending on 
A and B, such that the inequalities 
Ig(t)l Q MM’ exp (-nA’(Re t)a+nB’(Im t)2) (t ECj) 
hold for the unique g E S with f = Nag (cf. [B], 10.1). 
1.4. We list some other linear operators of S (cf. [B], section 8 and 11). 
(i) The Fourier transform 9 and its inverse 9*: 
Sf = Ymc 
I e 
-2”‘df(t)dt, s*f = Yzrc (Sf)(-4 (f E 4. 
(ii) The shift operators T, (a @) and Ra (b ECJ): 
Taf = Ysacf(Z+a), Rbf = ‘fzcc e-*f(z) (f E 4. 
(iii) The operators P and &: 
Pf=Y&$), Qf = %ECZf(4 (f E 4. 
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1.5. A generalized function F is a mapping (x E (0, 00) + F, E S such 
that NZB = Fa+p (& > 0, j3> 0). We also write F(a) or Na instead of Fa. 
It follows from 1.3(ii) that F = 0 in case F,= 0 for some LY > 0 (F E S*). 
If F ES*, g ES, then the inner product (F, g) is defined as follows: 
write g=N,& with some OL>O, h ES (cf. 1.3(ii)), and put (F, g):=(F,, h) 
(this number depends only on F and g; cf. [B], section 17 and 18). We 
have (N,$‘, g) = (F, Nag) for n> 0, F E S*, g E S. 
We further define (g, F): = (cg) for F E S*, g E S. 
1.6. We give some examples of generalized functions. 
(i) If f ES+, then the embedding of f (notation: emb (f)) is defined by 
emb (f) : = Ya>o Naf. 
Cf. [B], section 20. We have for f E SC, g ES 
(emb (f ), g) = f (t)i$@. 
It may be proved that f =0 (a.e.) if and only if emb (f) =O. 
(ii) For b EC& the “delta function at b” is defined by 
da: = ‘fee Y,,&z(t, b). 
Now (g, &,)=g(6) for g E S (cf. [B], 17.3 and 27.18). 
1.7. We next define convergence in S. Let (f,JncN be a sequence in S, 
and let f E S. We write fn 5 0 if there are positive numbers A and B 
such that fn(t) exp (nA(Re t)s--B(Im t)2) --t 0 uniformly in t 4j; we 
write fn 5 f if fn-- f -f! 0. Similarly we define f(a) ?+ 0 (a 4 0) and f(m) % f 
(a 4 0) if f(a) E S (or>O), f E S. Cf. [B], section 23. 
1.8. The following theorem on S-convergence is useful. 
THEOREM. Let (ffi& be a sequence in S. The three following state- 
ments are equivalent. 
(i) fn 5 0. 
(ii) There exist OL > 0 and gn E S (n E %l) such that fn= Ndm, gn 5 0. 
(iii) There exists an M> 0, A > 0, B> 0 such that 
If&)1 GN exp (-d(Re t)2+nWm t)2) (t dl), 
and fn --f 0 pointwise. 
PROOF. Equivalence of (i) and (ii) follows from [B], 23.1, and equi- 
valence of (i) and (iii) follows from [J], appendix 2, theorem 1. 0 
1.9. We proceed by defining convergence in S*. Let (Fn)r,N be a 
sequence in S*, and let F E S*. We write F, “2 0 if NZ, !, 0 for every 
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LX>O; we write P,+ ‘* P if P, -3’ “$ 0. Similarly we define P(P) “$0 (fi 4 0) 
and F(B) “$ P (/? 4 0) if P(P) E S* (#l> 0), P E S*. 
[B], 24.2 states: a sequence (Pn)nrN in S* is S*-convergent if and only 
if lim,, (P,, g) exists for every g E S. 
It is not hard to prove from 1.8 that (Pn, fn) --+ (F, f) if F, “$ F, fn 2% f, 
where (Fn)BcN is a sequence in S* and (in& is a sequence in S. 
1.10. We are going to study continuous linear transformations of S 
and S*. 
DEFINITION. A linear functional L of S is called continuous if Lf,, --f 0 
for every sequence (fn)ncN in S with fn -5% 0. A linear operator T of S is 
called continuous if Tfn + ’ 0 for every sequence (fn)naN in S with fn 5 0. 
The definitions of continuous linear functionals and operators of S* are 
similar. (We use the word continuous instead of quasi-bounded, cf. [B], 
22.2, and [J], appendix 1, 2.2.) 
1.11. DEFINITION. A linear operator T of S is said to have an adjoint 
if for every g E S there is a g* E S such that (Tf, g) = (f, g*) for every f E S. 
Such a g* is unique, and g* depends linearly on g E S. If we define T*g : = g* 
for g E S, then T* is a linear operator of S, called the adjoint of T. 
Note that if T has an adjoint, then so has T*, and (T*)*=T. 
1.12. EXAMPLE. We introduce some notation. If g E S, then we define 
i:= Y#‘&), g-:= Y&7(-z), g--:= Y.,cs(-9 
Note that g E S, g- E S, g- E S, and that @)-= (F) =g-. If F E S*, then 
we define P: = ya,pa, F-:= y,,o(F&, F-: = y,,O(~&. Note that (by 
symmetry of the K,‘s; cf. 1.2) P ES*, F-ES*, P-ES*, and that 
(F)-= (r) =F-. We have (P, g) = (m), (F-, g) = (F, g-), (P-, g) =iFm 
for FE S*, g ES. 
If T is a continuous linear operator of S, then we define 
T:= &sTg, T-: = ‘&s(Tg-)-, Fe: = &s(~)-. 
Now F, T- and F- are continuous linear operators of S with (p)-= 
=(r) =p-, and if T has an adjoint, then so have F, T- and TV: 
(T)*=(p), (T-)*=(T*)-, (F-)*=(T*)-. 
If T is a continuous linear operator of S*, then we define 
T:= YFcS 
-- 
TP, T-:=‘J’F,~*(TF-)-, ?-‘-:=~‘F~s*(TF-)-. 
Now p, T- and p- are continuous linear operators of S* and (F)-= 
= (T-) = !F-. 
1.13. THEOREM. L is a continuous linear functional of S if and only 
if there exists an F E S* such that Lf = (f, F) (f E S). Such an F is unique. 
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PROOF. Follows easily from [B], 22.2. q 
1.14. THEOREM. Let T be a linear operator of S. The four following 
statements are equivalent. 
(i) T is continuous. 
(3 YdTfN ) x is a continuous linear functional of S for every x EC& 
(iii) TN, has an adjoint for every 01> 0. 
(iv) For every OL > 0 there is a #?> 0 and a bounded linear operator TI 
of S (bounded with respect to inner product norm) such that TN,= 
=N@Tl. 
PROOF. This is proved in [J], appendix 1, 2.2 through 2.10. 0 
REMARK. A useful alternative formulation of (iv) is : for every M > 0, 
A > 0, B> 0 there exists NO> 0, As> 0, BOB 0 such that 
I(Tf)(t)l~Moexp (-nAo(Ret)2+~Bo(Imt)2) (t dl) 
whenever f E S and 
IfV)l GM exp (- nA(Re t)s+nB(Im t)s) (t 4l). 
Equivalence of both conditions ea&ly follows from the equivalence of (i) 
and (iv), and from [B], 6.3. 
The linear operators of 1.4 are continuous. 
1.16. THEOREM. If T is a linear operator of S with an adjoint, then 
it is possible to extend T to a continuous linear operator p of S* such 
that p(emb (f))=emb (Tf)(f E S), (f'F, f)=(P, T*f)(P ES*, f ES). Here 
emb (f) for f E S is to be read as emb (fo), where fo is the restriction of f 
to & (cf. 1.2). 
PROOF. This is [J], appendix 1, theorem 3.2. 0 
We denote the extended operator again by T. For examples, see 1.4. 
1.16. We finally devote some attention to (generalized) functions of 
several variables. The previous definitions and theorems can be given 
and proved (with the proper modifications) without any restriction for 
the more dimensional case. For instance, the class Sn (where n in) is 
defined as the set of all complex-valued functions f of n complex variables 
that are analytic in all variables, for which there exist positive numbers 
M, A and B such that 
If h . . . . tm)l <Jf exp (n k$‘l (--A(Re td2+B(Im t#)) 
for (tl , . . . . tn) eqn. 
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As an example of a smooth function of n variables we have 
where fi ES, . . . . f,, E 8. 
The classes Sn+ and Sn* ( f o embeddable and generalized functions 
respectively) are introduced in a similar way (the smoothing operators 
Na,,, are defined as the n-fold tensor products of N, (a> 0)). Cf. [B], 
section 7 and 21. 
As an example of a generalized function of n variables we have 
PI 8 . . . 8 Fn:= ‘fa>oNaF1@ .a- @ NZn, 
where FI ES*, . . ..F., ES*. 
The notions of convergence and continuity are adapted correspondingly, 
and theorems 1.13, 1.14, 1.15 hold for the present case. 
1.17. The following theorem is important (we state it only for the 
case n=2). 
THEOREM. If !Pt (i=1,2) are continuous linear operators of S, then 
the mapping Ti 8 Tz, defined by 
P’l@ Tz)f: = Y(~,,1,,Tl(Yt,(T2(Yt,f(tl, tz))(zz)))(a) 
for f E 52, is a continuous linear operator of 52. If Tf (; = 1,2) have adjoints, 
then so has Tl@ T2 (with respect to the inner product in 59, and 
(TI @ Tz)*=T: @ TS. If furthermore Tl, Tz and TI@ T2 are extended 
to linear operators of S *, S* and S2* (according to 1.15), then we have 
(TI @ Ts)(Fl @ Fz) = TIFI 8 TzF2 for PI E S*, F2 E S*. 
PROOF. This follows from [J], appendix 1, 2.13 and 3.12. 0 
1.18. An example of an operator of 52 (not of the type discussed in 
1.17) that can be extended to a continuous linear operator of iP* is the 
following one. Deflne 
Zuf: = Y(t,,t,,cCe f 
( 
52; , k$) (f E S). 
It is not hard to see that ZU is a continuous linear operator of 52 that 
satisfies 2: = 20. 
2. PREPARATION 
2.1. We introduce in this section convolution operators defined on S 
in which only smooth functions appear. Some simple results are derived. 
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2.2. DEFINITION. For g E S the convolution operator Tg is defined by 
Tgf: = Yzrc j7 fwGm~ (f ES). 
Note that Tgf is the ordinary convolution of f and Yts(t) (it will have 
some notational convenience in the subsequent sections to take Yts(t) 
instead of g). 
To avoid confusion with the translation operators Ta (a ECJ) of 1.4(ii), 
we shall always denote convolution operators by 
Tf, Tg, Tn, . . . . TF, TG, TH, . . . . 
where 
feS, gES, heS, . . . . F ES”, B ES*, H ES*, . . . . 
whereas translation operators are denoted by To, Tb, T,, ,.., T,, T,, Tz, . . . 
with arXJ, b EC& CEC& . . . . ZEN, y~q, z@, . . . . 
2.3. THEOREM. If g ES, then we have 
(i) TB maps S linearly and continuously into S. 
(ii) T, has an adjoint, viz. T: = T;-, and pq=T;, (T,)-=T,- (cf. 1.12). 
(iii) If h E S, then T&!‘h= TnT, and T;h= Ti;s. 
(iv) If h E S, then g(T;h) =gg.sh (pointwise multiplication). 
PROOF. If f E S, then it is easily seen that Tgf is an analytic function, 
and we therefore concentrate on the estimation. Let Hi, Ai, Bi, Ms, As, Bs 
be positive numbers such that 
If(z+iy)lg~1exp(-nAlx2+nBly2) @EliI, yEIS), 
lg(x+iy)I<Mzexp (--n&x2+3tB2y2) (~~l-3, YEIS). 
Using the optimal shift technique as displayed in the proof of [B], theorem 
8.1, we obtain 
AA2 BrBz 
I(T~f)@+W< vs - - 
12 
exP (-n~1+~2 28+n~l+~2b) 
(ZER YEa). 
This proves smoothness of Tgf, and it also shows continuity of Tg. It is 
trivial that TB is linear. 
Assertions (ii) and (iii) follow from elementary calculations which we 
shall omit, and (iv) is the well known convolution theorem for S. 0 
3. CONVOLUTION OPERATORS AND GENERALIZED FUNCTIONS 
3.1. In this section we define convolution operators TF with F E S*. 
We pay special attention to operators TF that map S into S, and it shall 
be proved that such operators have an adjoint (so that we can extend 
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them to linear operators of S* according to 1.15). Furthermore we shall 
derive a number of useful properties of these convolution operators. 
3.2. DEFINITION. We de&e for P ES* the mapping Tp (cf. 1.4 and 
1.12) by 
TFf : = Ysrc (Tzf, E”_) (f E s). 
We shall write Tf instead of Tembuj in case f E S+ (cf. 1.2). Note that 
in case f E S definition 2.2 and the present one yield the same operator T,. 
3.3. THEOREM. If P E S* and f E S, then Tpf is an analytic function. 
PROOF. It is sufficient to prove analyticity of the function Yzto (T,f, F-) 
in a point ~0 EQ. It is easy to prove (by using Cauchy’s theorem and a 
continuous version of 1.8) that 
y,,,f(s+z+A)-f(~o+z) 5 yo~~f’(zl)+2g 
A 
(h +- 0). 
Hence, by 1.9, 
lim T%+h;-Tqf, F- =(Yzcf’(s+z), Fm), 
h-4 
and this shows analyticity of ‘jzac(Tzf, F-) in XO. cl 
REMARK. We shall prove in 6.4 that yZa o exp ( - n&Z2)(TFf )(Z) E S for 
every E>O, FES*, fES. 
3.4. DEFJNITION. The class V is defined as the set of all generalized 
functions F for which TF(S) C S. 
REMARK. This definition is somewhat uneasy to handle, but we shall 
give alternative descriptions of the class V later on. 
3.6. EXAMPLES. 
(i) If f E S, then emb (f) E Q. 
(ii) If a~Cj, F=&, then Tp=T< (cf. 1.4(ii)), so 8, E%‘. 
(iii) If F=P&, then Tp=P, so P6o E% (cf. 1.4(iii)). 
(iv) If f is an integrable function defined on Q with a compact support, 
then emb (f) E ‘ip. 
(v) If P is a measure on B, and if there is an E> 0 such that 
J dP@) = 0 (exp (-Z&:2)) (Z> O), 
IWz 
then F, defined by 
(F, f):- -1 fofw) (f E 8) 
(cf. 1.13), belongs to V. 
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3.6. The following lemma turns out to be very useful in this section. 
LEMMA. If F E V, f E AS’, then Z’F(~J/ 5 TF/ (LX J 0). 
PROOF. We first note that TF is a continuous linear operator: if x EC& 
then ‘T’w@“F~)( x is a continuous linear functional of S (cf. 1.10 and 1.14). 1 
For LY>O, a ECJ we have (Tp(,)f)(a)= (NaTa/, J’-) and using the formula 
iVaT, = exp ( - aas cash 61. sinh a)Ta cosh J& sinh ,Jra (that easily follows 
from [B], (ll.ll)), we obtain 
Vhf)(a) = exp ( - za2 cash OL -sinh CX)(T~ cash ata s~nh a&f, F-) 
= exp ( - zas cash 01. sinh CX)(TF(RP~ sinh 2’Vaf))(a cash a). 
We are going to estimate Rta sinh lrly,f for a EC& a>O. It is not hard to 
prove from smoothness of f that there is an M > 0, A > 0, B > 0 such that 
I(N,f)(t)I <AZ exp (-nA(Re t)s+zB(Im t)s) (t EC& a>O). 
(This may be proved by using the optimal shift technique of the proof 
of [B], 8.1.) Hence, using the inequality 
12 at/ =G lal2+ (Re t)2+ (Im t)2 (a EC.l, t ECJ), 
I(& siti .Naf)(t)I = lexp (enat sinh oc)(Norf)(t)l < 
<M exp (-n(A -sinh or)(Re t)s+n(B+sinh ol)(Im t)s) exp (njajs sinh a) 
for every a ECJ, t ECj, 01) 0. This shows that for sufficiently small a>0 
I(RgasitiaNJ)(t)l<Mexp (- fA(Re t)2+2nB(Im t)2) exp (nlal2sinh a) 
for every a@, t ECJ. 
Now we use continuity of Tp. It follows from 1.14, remark that there 
are numbers MO> 0, Ao> 0, Bo> 0 such that 
I V’F(& sinh dv,f ))(a co& &)I =G 
Q HO exp ( - z&(Re a)2 coshs OL + nBe(Im a)2 coshs a) exp (nlal2 sinh CX) 
for sufficiently small oc > 0 and all a 4j. Hence 
I(TFWf)(a)I < 
<MO exp ( - &o(Re a)s coshs 01+ nBo(Im a)2 coshs &) x 
x exp (2n(als cash LY sinh a) 
for sufficiently small ac> 0 and all a ECJ. 
It is easy to see now that there exists CQ> 0, Ml> 0, Al> 0, B1> 0 
such that 
Since TF@)f + TFf pointwise we easily conclude from a continuous version 
of 1.8 that TF(ajf !, !i?Ff. 0 
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3.7. A lot of properties of the TF’S with F E $5’ easily follow now. 
THEOREM. Let F E V. Then P E g, F- E V and F- E V (cf. 1.12), and 
furthermore TF and Ts- are adjomt operators. 
PROOF. We shall only prove that F- E V (the other cases can be treated 
similarly). Let g E S. Using the relation Ti;-g= (?&F)- that holds by 
2.3(ii) for hE S, we obtain by 3.6 
Tmji= g = Pm,, 6I- 5 (TFB-)- 
if OL J, 0. Furthermore T~~i;;ii- g -+ Tz-g pointwise. So TF-g= (m)- E S, 
and hence F- EEQ. 
We further have for f E S, g E S by 2.3(ii) and 3.6 
V’Ff, d = :z V&f, d = Fi (f, Tm- d = (f, T-,-d, 
so TF and Tg- are adjoint operators. 0 
REMARK 1. According to 1.15 we can extend TF to a linear operator 
of S* in case F E V. We denote this extended operator again by TF. The 
following properties are satisfied 
(i) TF(emb(f )) = emb(TFf) (f E 4, 
(ii) ~&ES* (nEII), G,$O*TFG,$O, 
(iii) (TFG, g) = (G, Tz-g) (G E S*, g E S). 
REMARK 2. For F E ‘8’ the following relations hold : 
FF = Tz, (Tp)- = TF-, (Tp)- = T+ 
3.8. THEOREM. Let F E 0, G E V. We have TFT~=T~TF. 
PROOF. First assume that F E hp, G E emb (S), and let f E S. We have 
TFTG f = li,g: TF(~) TG f = lii TGTF(~) f = TGTpf 
(the limits are in S-sense by 3.6). The general case is reduced to the above 
one by noting that 
TFTGf = lim TpTc+)f = lim T GwTFf = TcTFf a+0 (* +. 
(the limits are again in S-sense). cl 
3.9. Another theorem of the above type is the following one. 
THEOREM. Let F E V, G E V. We have TzG = T$‘, TT~= TpTc. 
PROOF. Let us f?rst note that TzG and TaF are well defined by 3.7, 
remark 1. 
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To show TFG= TaF first assume that F E V, G E emb (S). Then 
TYG = lip;: T-G = lig TE(emb (P(a))) = T-d 
(the limits are in S*-sense). Here we used 2.3(iii) and the fact that 
emb (F(a)) $ F(a 4 0). The general case can be reduced to this one by 
noting that 
TFG= lim TF(emb (G(a))) = lim T7Ha;i= TgF 
a+0 a+0 
(the limits are again in S*-sense), where the latter equality follows from 
V’ozP, f) = (F, T(GwL~) --f (F, TG-f) = (TzF, f) (& 4 0) 
holding for j ES (of. 1.9). 
Now we show T-G= TFTG, and we use therefore the relation 
Tats = TKT, (U Eq, K E U), 
that follows at once from the definition of TK. We easily see from 3.7, 
remark 2 that (T&l)- =T-,-G-, so 
(TTFG~)(x) = (Td, V’FG)-) = (TJ, T?-G-) = 
= (TFT~~, G-1 = (TJ’F~, G-1 = (TG(TF~))(x) 
for j E S, x Eq. Hence TTFG= TGT~. El 
REMARK 1. The preceding theorem states (among other things) that 
TF maps V into V in case F E V. For if G E Q then TT,G= TFTG, and 
T~TG maps S into S, hence TPG E V. 
REMARK 2. Let F E S*. We mention the possibility to extend the 
linear mapping TF (which maps S into the class of all entire functions) 
to a linear mapping of the space V into S*. This is done by putting 
Tpj: = T$ for j E V. In case F E V this definition coincides with the one 
given in 3.7, remark 1. 
REMARK 3. In 3.7, remark 1 we have extended the operator TF to a 
linear operator of S* (in case F E U). If F E S however, there is a more 
direct way to define this operator on S*, namely by putting TFG = T$ 
for G E S* (this Tgp has been defined in 3.2, and is an entire function). 
It is not obvious yet that this alternative definition yields the same 
operator, i.e. that emb (TgF) equals TpG (as it is defined in 3.7, remark 1) 
for G ES*. The proof is pretty hard, and will be postponed until 5.5. 
REMARK 4. Let FE Q, G E S*. We can define the convolution F * G 
of F and G by putting F * G= TFG. If we restrict ourselves to F E V, 
G E Q, then this convolution product has the usual properties. We mention 
commutativity (follows from the preceding theorem), and associativity: 
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if HES*, then F*(G*H)=(F*G)*H, for 
F*(G*H)=TF(G*H)=T>T~~H= 
=TT#l=TmH=(F*G)*H. 
We mention furthermore Titchmarsh’s theorem for Q: if F E V, G E 0, 
then F * G = 0 =+ F = 0 V G = 0. This will be proved in the next section. 
3.10. We consider an alternative description of the class V which is 
related to Weyl correspondence (cf. [B], 26). If F E S*, then we can define 
for every g E S the continuous linear functional (cf. 1.10 and 1.18) 
Yradf 63 !% Jb(E c3 P)) 
of S (E is the function emb (‘jtl)). For every g E S we can find (by 1.13) 
exactly one KFg ES* such that 
(f@ Q,ZuP@ ~))=(f,Gd (fes). 
This RF is a linear mapping of S into S*. 
If FE V, g ES, then we can prove that KFg E emb (S). It suffices 
therefore to show that Kpg= emb (Tcg), where G is the element of S* 
that satisfies (G, f) = (F, ‘f4/2f(xl/2)) for f E S (cf. 1.13; note that G E U). 
This equation holds in case F E emb (S), and the general case can be 
handled by using TG(,,g 2% Tcg, KF(,jg “$. KFg if IX 4 0. The converse of 
the above statement is also true, i.e. if Kpg E emb (S) for every g E S, 
then F c 9. We shall prove this in 5.6. 
3.11. One of the main features of the convolution operators is the 
fact that they commute with the time shifts T, (a EC& That this fact 
actually characterizes the convolution operators is expressed in the 
following theorem. 
THEOREM. Let T be 8 continuous linear operator of S that satisfies 
TT, = TaT for every a E 8. Then there is a G E V such that T = TG. 
PROOF. We note that ‘&,s(Tf)(O) is a continuous linear functional of S. 
This means that there exists an H E S* such that 
W)(O) = (f, H) (f E 4. 
Now we have for every f E S, x Eq 
W(4 = P’J’fW = W’&(O) = (Tzf, H). 
This proves the theorem with G= H-. cl 
COROLLARY. Let T be a continuous linear operator of S that commutes 
with all time shifts Ta (a E El) and all frequency shifts Rb (b 4J). Then 
there is a c 4J such that T =cI. This is proved as follows. We infer from 
296 
3.11 that there is an H E V such that (T/)(z) = (T,f, H) (f E S, x ECJ) ; we 
have H = T*&. Since T, and hence T* commutes with all frequency shifts 
we have RbT*&=T*R&=T*& (b E ‘EQ. So, by a theorem that will be 
proved in 4.11, remark, T*& is a multiple of 60. Hence T is a multiple 
of I. 
REMARK. Let T be a continuous linear operator of S satisfying TP = PT 
(cf. l.b(iii)). It may be proved from 3.11 that there is a G E V with T = TG. 
4. FOURIER TRANSFORM AND UENERALIZED CONVOLUTION OPERATORS 
4.1. This section is devoted to the Fourier transform in its relation 
to convolution theory. We shall generalize the convolution theorem, and 
we shall give a characterization of the class V in terms of Fourier trans- 
forms. Some remarks are made on the equation TfF = 0 with f E V, F E S*. 
4.2. DEFINITION. Let h be a mapping of q into a. We define the 
multiplication operator Mn by 
J&f: = ‘fxrcWf(4 (f E 8). 
We also write h. f instead of Mnf. 
4.3. LEMMA. If h:q 3Cj satisfies V~z~[~~~&(z) exp (-nezz) ES], 
then Mh is a continuous linear operator of S with an adjoint, viz. ME. 
PROOF. Almost trivial. cl 
REMARK. The Mh of the above lemma can be extended in the familiar 
way to a continuous linear operator of S*, which is again denoted by Mh. 
We shall also write he F instead of MJ,F if F E S*. 
4.4. DEFINITION. Let A be the class of all generalized functions F for 
which there exists an analytic g satisfying Va,o[ yll~(z) exp ( - nez2) E S] 
such that F =emb (g) (cf. 1.6(i)). On & we deCne the mapping emb-1 
by putting emb-l(F) = g if F E A, F = emb (g), where g satisfies the above 
description (note that such a g is unique, hence the mapping emb-1 is 
well defined on A). 
4.5. The following characterization of V is very useful. 
THEOREM. FE%‘+~FEJZ. 
PROOF. Let F E Q. We have for every f E S 
V=-W)-Ff = (~J’(a))-Sf =S(Tmf) 5 F(TFf) 
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if a J, 0 by [B], Theorem 9.1, 2.3(iv) and lemma 3.6. It easily follows that 
9: = YW lima+0 (GWb))( z is an analytic function that satisfies ) 
yBI~(z) exp (-nazs) E S for E>O. 
Furthermore SF =emb (9) since we have for every F, E S 
(SF, h) = lili ((sFF)(cx), 7c) = 
= lim 7 ((sF)(~~))(t)h(t)dt= 7 g(t)h(t)dt. 
a+0 --oo -ccl 
Hence gF E&?. 
Now assume that 9F EA. It suffices to show that for every f E S the 
function j’IIC(!Z’zf, P-) E S. Note therefore that for every z EQ 
and that the proof will be complete if we can show that this limit is 
achieved in S-sense. 
We have by 2.3(iv) for every ar>O 
q3mf) = (mq(a)-Pf. 
Now let M>O, A>O, B>O be such that 
I(Ff)(x+iy)I <J-f exp (-nAx2+nBy2) 
for every x E Y& y E ‘I$ Since FF E: A?, we infer the existence of a g that 
satisfies Br,o[ yang exp ( - 7cezs) E S] such that F = emb (9). This means 
that there exists an Ml > 0, BI> 0 such that 
Ig(x+iy)I <J-f1 exp (+nAz2+n&y2) 
for every z E ‘k\, y E @. It is not hard to show that there are numbers 
M2>0, B2>0, CQ>O such that 
O<a-coro =+ I(iV,g)(x+iy)l <Ma exp (&rAd+nB2y2) 
for every z E Y$ y E ‘R. Since iV,g= @V)(a) for every cx> 0, we see that 
(SF)(cx)f _6: g-f if a 4 0 (h ere we have used a continuous version of 1.8), 
so g(!Z’&) % g-F/, and hence Tmf f S*(g-9f) if 014 0 (cf. 1,4(i)). 
This shows that TF~ =S*(g-Sf), and hence that TFf E 5. 0 
COROLLARY. If F E %, f E S, then $(Tzf) =emb-l(9F) -Ff. This 
follows easily from the second part of the proof of the above theorem. 
4.6. EXAMPLES 
(i) Let P:= Ylace d. It is not hard to check that PP is the embedding 
of ylco( - ;)-’ e-4 (principal root), and it follows that F E V. 
(ii) Let F, be the function defined by &: = l/22 x(+.+ Its Fourier trans- 
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form is given by 
hence emb (k) E 0. 
(iii) Let (c&ax be a complex sequence that satisfies I&\ = O(e-mz) (n E Z) 
for some E> 0, and let F: = z --Q) d,& (cf. [B], 27.24.2(ii)). Then 
SF is the embedding of the analytic function ‘fz s --8 d,, e-NW, 
and it is not hard to show that FE 0. 
4.7. THEOREM'. If F E g, G E S*, then F(T2G) =emb-l(FF) .gG. 
PROOF. The case with G E emb (S) follows from 4.6, corollary, and the 
general case is deduced from this one by noting that 
~F(TFG) = li; LF(TFG(oL)) = 
= lii emb-‘(SF) . emb( (SC)(m)) = emb-l(gF) . FG, 
where the limit is achieved in S*-sense. 0 
4.8. THEOREM. If FE S*, SF E emb (Is+), G E V, and if tiF = 0, then 
F=O or G=O. 
PROOF. By 4.7 we have emb-l(gG) -SF = 0. Write g=emb-l(FG), 
and let f E S+ be such that emb (f)=gF. Then gesF=emb (g-f), for we 
have for A ES 
(g-SF, h)=(gdF, g-h)=(emb (f), g’.h)= 
= -1 f(~)~MW = -1 s@)fWh(t)~= (emb (s-f), 70. 
It follows from 1.6(i) that g-f= 0 (a.e.). We conclude by analyticity of g 
that g=O or that f=O (a.e.), and so G=O or F-O. q 
4.9. We enter somewhat further into questions of the type: if f E 0, 
F E S* and TfF = 0, then what can we tell about F. As we see from 4.7 
such questions can be translated into (g=4tIf G=%F) : if g E A, G E S*, 
and if emb-l(g) . G = 0, then what can we tell about G. In [S] these problems 
have been solved for the space R’ (dual space of R), but we cannot use 
the techniques employed there, since we have (by lack of non-trivial 
elements of S of compact support) not the occasion to consider the 
elements of S* locally, as it is done in [S] for the elements of K’ (cf. [S], 
Ch. V, 5 4). 
We shall prove here some simple results in this direction, and we shall 
mention some further theorems without proof. 
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4.10. THEOREM. Let g E A, and assume that emb-l(g) has no zeros. 
If Q E S* and emb-l(g)-CJ= 0, then a= 0. 
PROOF. Put h: = emb-l(g). We infer from the fact that 
y&(z) exp ( -n&) E S 
for every E > 0, and the fact that A has no zeros, that there are complex 
numbers a~, al and aa with Re (a~) < 0 such that 
h(z)= exp (ao+a1z+a2z2) (Z&l). 
If IY> 0 is such that coth ol> I%[, and if we denote for t ECJ 
kt : = Y,rc (sinh u)+ exp s-((zs+t2)cosh or-2zt) h-l(s), 
then we have kt E S, &.kt=&(t) (cf. 1.6(ii)). Hence for t ECj 
0 = (h - Q, kt) = (U, Ii. kt) = (G, 8,(t)) = Ga@) 
(cf. p], 27.18), so C&=0, and therefore U=O by 1.5. q 
4.11. THEOREM. If # E S*, Q#=O (cf. l.a(iii)), then there is a c ECJ 
such that Q =c&. This c is uniquely determined by G. 
PROOF. Let or>0 be fixed. We infer from [B], (11.9) and (11.11) that 
N,Q = cash 01 QN, + i sinh 01 PN,, 
so we find 
cash u &CA + i sinh oc Pa, = 0. 
The solution of this differential equation is given by 
Cl,= Yu$~~(O) exp (- nz2 coth a) = G,(O)(sinh (~)$3&. 
Hence, with c: = G,(O)(sinh 01)*, (G-c&),= CL-c(80), = 0. It follows from 
1.6 that CJ=c&. 
Uniqueness of c is trivial. Cl 
REBWUL It follows easily from the above theorem that an F E S* 
that satisfies TZ= F (a E ‘l3) is the embedding of a constant function. 
For we have PF =limho l/23& (Tfl- F) =0 (the limit is in S*-sense), 
hence Q9F =9PF = 0. This means that 9F =cdo with some c ECJ, and 
hence F = emb ( yta CC). Also, if F E S *, Rfl=F (by@), then F=c& for 
some c EQ. 
4.12. Theorem 4.11 can be generalized as follows. Let 
v&En, alEq ,..., a,eq, YlEn ,..., YnEl-l, 
299 
and let h: = ‘fSEc TT,“_, (z-uk) 3. If G E S* satisfies h-a= 0, then there 
are complex numbers a?kl (I= 0, . . ., rk - 1; k = 1, . . ., a) such that 
The numbers &; are uniquely determined by F. 
We still can go further. Assume that h E emb-l(A), and let h have its 
zeros in al, as, . . . with multiplicities ~1, YZ, . . . . Let vn be the set of all 
elements F E S* of the form (*), and let V be the union of all Vn’s. We 
assume that sl.loki+o ~/la#<oo. Then every F ES* that satisfies 
A. F = 0 is S*-limit of a sequence in ‘v, and every F E S* that is S*-limit 
of elements of ‘v satisfies h. F = 0. 
We note that every element h of emb-l(A) has order ~2, and this 
means that the limit exponent of F, does not exceed 2 (cf. pi], Ch. VI, $4) : 
ifai,az, . . . andYi,Yc, . . . are as in the above, then J5'$1.10kl+o r&-#+e< oo 
for every E> 0. In case that the order of h is less than 2, we have 
sl,lal+o ~~/~a~~s<oo, so the above theorem applies to h. We do not 
know how to handle the general case in which functions h like ypIo(exp 
(s&2) - 1) occur (here ~~~~~~~~~ Y~/~u~~~=oo). 
6. SOME FURTHER REMARKS ON CONVOLUTION THEORY 
5.1. In this section we give some further theorems and dell&ions 
about the class V. We shall also pay attention to convergence in V, and 
to convolution operators in 84% (12 En). 
6.2. We are going to show that g.C E Q if g ES, B ES*. This means 
that TjF ~4 if f E S, F E S* (cf. 4.6 and 4.7), and it will turn out that 
TjF = emb (TF~) (in particular T5f E S+). The following lemma is useful 
in the proofs of the above statements. 
LEMMA. Let f E S, g E emb-i(A), and let Hi > 0, Ai > 0, Bi> 0, Ms > 0, 
A2> 0, B2> 0 be such that 
If(z)1 <MI exp (-n-&(Re z)2+n&(Im z)~), 
Ig(z)l <HZ exp (-n&(Re z)2+nB2(Im z)~) 
for every z EC& To every E with 0 <E < Ai +A2 there exists a C> 0 and 
a /?> 0 (only depending on Bi, BZ and E) such that for every F E S*, y cCJ 
(11 I] denotes inner product norm in S) 
PROOF. We have for every y Eq, z ECj 
Is(NW(4 =G Jf1Jf2 e=p W(G y)), 
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where P is defined by 
P(z, y)= -(Al+&)(Re ~)~+(Bi+Bs)(Irn z)2+2&jRe z Re yI 
+ 2BijIm z Im yI -&(Re y)2+&(Im y)s (z ECl, y ECl). 
Let E satisfy 0 < E <Al + Aa. Applying the inequality 21&l 6 ya2+ y-W 
(valid for a ~53, b E’& y>O) to 2jRe zRe yI and 2lIm zImyl with 
y=l+(Az-&)Ail and y= 1 respectively, we obtain 
PC? Y) 6 -4Re zJ2+ Wl+&)(Im B)Z-AIAl$~fmE (Re y)2+2&(Im y)2 
for y ECl, z EC& Now put for every y ECj 
S: = ‘feccg(z)(Tyf)(z) exp (n-4 A1$i2’-; (Re Y)~- 2n&(Im Y)~). 
Then we have hi, ES, and 
h&)1 GMIMR exp (-ns(Re z)a+n(2Bi+&)(Im ~)a) (z Eq). 
It follows from 1.3(ii) that we can find a C>O and a ,!?> 0 (only de- 
pending on E and 2&+&z) such that for every y ECj there exists an Zy E S 
with &,=N,vZ,, jlZyll <MiMsC. So we have for every y ECJ 
l(g.T,f, P)I <JJhJf2W(B)ll exp (-n& A1$is&V; (Re Y)~ + 2nWm Y)~) 
if F E S* (here we apply 
6.3. THEOREM. If gES, GES*, then g.GEV. 
PROOF. Let f E S. Then Tg. of= ‘jvc&j. Tyf, G-). Analyticity of TV. cf 
follows from theorem 3.3, and it follows easily from lemma 5.2 that 
T,. cf E S. cl 
5.4. THEOREM. If f E S, P E S*, then emb (TFf) E A. 
PROOF. Take g= YgEcl and F- (instead of P) in 5.2 to conclude that 
TFf E S+. It further follows from lemma 5.2 and theorem 3.3 that 
‘TLC exp (-=2)(Tzf)(z) ES f or every E> 0. Hence emb (TFf) E .A. 0 
5.6. We can prove now the statement in 3.9, remark 3. 
THEOREM. If F ES*, f E S then TjF =emb (TFf). 
PROOF. We first prove the formula with F E V. We have in that case 
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by theorem 3.9, theorem 3.7 and 3.7, remark 1 for every g E S 
VT, g) = V’F(emb (/I), q) = (emb (f), Tp-g) = 
= (1, %A = VW, g) = (emb (Wf), g), 
hence TjF = emb (TF/) by the uniqueness part of theorem 1.13. 
The general case is reduced to the above one as follows. Denote 
ha:=Y~ccexp(-nsz2),anddefineFd:=ha.Ffor6>O.NowFdEV by 6.3, 
and we have TiFa =emb (TF~~) for 6> 0. The proof will be complete if 
we can show that T7Fd c T?F, emb (T~~af) 2 emb (Tgj) if 8 4 0. We note 
therefore that Fd “,” F if 8 4 0, so, by 3.7 remark 1, we have TjFd < TjF 
if 6 4 0. Furthermore we have (T~~,f)(y) --f (T~f)(y) if 8 4 0 for every y EC& 
and it is easily proved now with the aid of lemma 5.2 and 1.9 that 
emb (TF~~) 2 emb (Tpf) if 6 4 0. 0 
REMARK. Note that not every element of Q can be obtained as the 
product of a g E S and a G E S* (cf. theorem 6.3), and so not every element 
of .A can be obtained as T;F with some f E S, F E S*. 
EXAMPLE. k:=emb(Yzco&)EV cannot be of the form g-G with 
some g E S, G E S*. For if so, then we consider the sequence (fn)nr~ defined 
by fn: = j’zco e~-~@+*)’ (n E n). Now we have fn .g 5 0, but (fn. g, G) = 
= (fn, g-G) = (fn, k) = 1 (n in). 
5.6. We are going to prove the statement at the end of 3.10. With 
the notation used there we have to show that F E V in case KN E emb (S) 
for every g E S. Let f E S, g E S. We have (KFg, f)= (E @I P, Zv(f @ S)) 
by definition and 1.18, and it is not hard to see from [B], (21.4) that 
(E @I F, Zu(f @I g)) = (a, TV-f), where G is the generalized function that 
satisfies (G, h) = (F, Yzv2A(z1/2)) fork E S (cf. 1.13). Hence, by 3.7, remark 1 
and 5.6, 
(Km f) = (8, TJ) = @“;a, f) = (emb PGd, f). 
This means that KFg = emb (Tog), and by analyticity of Tog we conclude 
that Tog E S. Hence G E Q, and so F E V. 
6.7. We make some remarks on convergence of convolution operators. 
DEFINITION. Let f,,~%? (nEl2), f ES’. We write fR-%O if T,,,g&O 
for every gES; we write fn-Z f if/%-fZ0. 
If fn E V (n E$I), then the following statements are equivalent. 
(i) fn 3- 0, 
(ii) L Z 0, 
(iii) (f&Z- 0, 
(iv) Vm S* [Tf,$’ 2 01, 
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(v) Vgademb-V%J.g 5 01, 
(vi) Vpas+[emb-l(,Fjn).F “,’ 01. 
The proofs are almost trivial. 
PROOF. If f E V is such that f ,, % f, then we have Tfng-Tfg= T~,-rs !+ 0 
for every g E S. 
Now assume that (Tfng)srN is S-convergent for every g E S. Denote 
Tg=lim- Tf,,g for g E S. It follows from [J], appendix 1, 2.12 that T 
is a continuous linear operator of S, and TT, = TaT for every a E Y$ So 
by 3.11, there is an f E V such that T = Tf. It follows at once that fn $ f. 
cl 
5.9. THEOREM. Let f~%?, fn~V (Nan), gE%‘, g,EG? (Nan), and 
assume that fn -% f, g,, .% g. Then fn * gn z f * g (cf. 3.9, remark 4). 
PROOF. Let u E S, and denote 
hn : = emb-I(%&) (n E n), kn : = emb-l(F&) (n E n), 
h : = emb-1(9rf), k : = emb-i(sg), v : = gu. 
By 5.7(v) it suffices to show that 7Ln. k,. v 5 A,. k. v. Therefore we note 
that h,.k,.v.% h.k.v pointwise, and that there is an M>O, A>O, B>O 
such that 
Ih&)k&)v(z)I GM exp (-nA(Re z)s+nB(Im x)2) (z EC& n E n) 
as one easily sees from the fact that k,, .v 5 k-v, h,. w .% h. w (w E S). 
So, by 1.8, h,.k,,& h.k.v. El 
REMARK. The above theorem is a special case of the following one. If 
(T&N, (u,),,N are sequences of continuous linear operators of S for 
which (Tsg)nrN, (Ung)nrN are S-convergent for every $7 E S, then 
T: = ygcs lim T,g, U: = Ygts lim Ung 
-00 - 
are continuous linear operators of S, and we have T,U,g 5 Tug for 
every gES. 
5.10. EXAMPLES 
(i) If (f&N is an S-convergent sequence in S, then (emb (f~))ntN is an 
g-convergent Sequence in g. If (gn)nrN is a %-convergent sequence 
in %‘, then (g&N is an S*-convergent sequence in S*. 
(ii) If f E hp, then emb (N-f) 5 f if LY J 0 (we have of course a similar 
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definition of V-convergence for this case ss in 5.7). This is lemma 3.6. 
(iii) If (oL)~~~ is a complex sequence satisfying &= O(e-m”) (n E Z) for 
some E> 0, then ~~-oo dnBn is a V-convergent series in the sense 
that 
(N + 00, M + co) for every g E S. 
(iv) If g,,:= Ystc y’exp (-a@) (y>O), then emb (gY) -% 60 (y + 00). If 
&: = l/22 x(-~,~) (z>O), then emb (&) 2 80 (t 4 0). More generally: 
if h E V, and (emb-i(gh))(O) = 1, then I’& .% Bo (A + oo), where VAT 
is the generalized function that satisfies 
(cf. 1.13). This may be proved by using FVA=A-~V~-# (iz>O), the 
equivalence of 5.7(i) and 6.7(v), and 1.8. 
(v) Let g E S, gn E S (n in), G E S*, Gn E S* (n en), and assume that 
8 
gn+ 99 G, c G. Then g,,-G ,, % g-G. For it easily follows from 1.9 
that g,,.G,,s_= g . G. So if f E S, then we have T,, . c,,f + Tg . cf point- 
wise, and it me,y be proved from lemma 6.2 that TBn. G,,f -% TV. Cf. 
We also have: if g ES, GES*, then g.G(oc) % g-G (LX 4 0). 
5.11. We finally make some remarks about convolution theory for 
(generalized) functions of several variables. It is possible to develop the 
theory as it is presented here almost entirely for the more dimensional 
case (an exception should be made for the results of 4.12). We shall 
restrict ourselves here to the case of functions of two variables. 
The definition of TK with K E S2* becomes 
TKf = Yc,v),c~ P’s 8 Tvf, K-1 (f E 4, 
where K- is the generalized function $~,Yt~,~,~oa (iV,,eK) (-z, -w) 
(cf. 1.16). In order to prove the two-dimensional version of theorem 3.3, 
we can use a theorem of Hartogs ([BT], Ch. III, $ 4, Satz 16) about the 
snalyticity of functions of several variables. 
We introduce the set 4s as the class of all generalized functions K for 
which Tg maps Ss into itself. The crucial lemma 3.6 still holds for the 
present case, snd its proof differs only from that of lemma 3.6 in notstional 
respect. This enables us to prove the two-dimensional versions of the 
theorems of section 3 and 4. We mention in particular theorems 3.6 and 
3.7 (the definition of the class & is obvious). 
Au important example of an element of %?J is the tensor product of 
two elements of V. Let gl E hp, gs E Q. We claim that p @ gs E V, and 
that Tp’l B oe= T,, a~ T I et cf. 1.17). To prove this note that 
(9 c3 *)(gl@ g2)=*gl@ gg2 EJ2, 
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hence, by the two-dimensional version of theorem 3.6, gl @I g2 E SP. 
Furthermore we have 
Tgl a Bz(hl CJJ Itz) = T&l 8 T&z for h E 8, hz E 8, 
and the proof ten be completed in the style of [J], appendix 1, 2.13. 
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