1. INTRODUCTION. In scientific calculations using digital computers and f1oating-point arithmetic, roundoff errors are inevitable, even with the most elementary of functions. For example, a very simple, hypothetical computer with only one decimal point precision, equipped with the IEEE Stand~d "Unbiase5!" Roundin& approximates the function f(x) = x 2 with a function f satisfying f(A) = .2, f(.5) = .2, and 1(.6) = A. While in this example the absolute value of the roundoff error never exceeds 0.05, not all values up to that bound may be equally likely in practical computations. As Knuth points out in his classic text The Art of Computer Programming [14,pp.253-255] :
In order to analyze the average behavior of floating-point arithmetic algorithms (and in particular to determine their average running time), we need some statistical information that allows us to determine how often various cases arise ... [If, for example, the] leading digits tend to be small [that] makes the most obvious techniques of "average error" estimation for floating-point calculations invalid. The relative error due to rounding is usually ... more than expected.
Thus it is an important task to study the distribution of significant digits (or, equivalently, fraction parts of floating-point numbers) for algorithms used in scientific computations. One of the most popular methods in all of applied mathematics is Newton's method, used for computing successive approximations of zeros of functions. The main purpose of this article is to show that Newton's method exhibits exactly the type of nonuniformity of significant digits alluded to by Knuth: not only do the first few significant digits of the distances from the successive approximations to any root, and of the distances between approximations, tend to be small, but-much more specifically-they typically follow a well-known logarithmic (and thus highly nonuniform) distribution called Benford's Law. (Benford' s law for significant digits dates back to Newcomb [15] ; for overviews of its history and for many empirical and theoretical results, the reader is referred to [13] , [16] , or [18] .)
To formulate Benford's law, recall that for each base (or radix) b in N\{l} every positive real number x is uniquely represented as x = F b X b eh , where F b = F h (x) in [b- base 10 (that is, for the integer part of 10 . FlO), which says that the proportion of (XII) with leading significant digit d is log 10 (1 + dl ) for d = I, 2, ... , 9. In particular, if a sequence of numbers is 10-Benford, then log I°2~30.1 % of the first significant digits are I, and only 10gIO~~4.58% are 9. It is easy to check (see, for example, [10] ) that a sequence (XII) of real numbers is b-Benford if and only if (10g b IXII I) is uniformly distributed modulo 1 (2) (i.e., the limiting proportion of the noninteger parts of 10g b IXII I that lie in the interval [s, t] is t -s whenever 0 :'S s :'S t :'S 1).
Many familiar sequences, such as the Fibonacci numbers and (n!), are known to be b-Benford for all b, but it is important to keep in mind that many sequences, including the basic sequence (n) of positive integers, are not. Thus the ubiquitous appearance of Benford's law in Newton's method, as established by the present article, may at first appear surprising. Moreover, as Knuth pointed out, it implies that in algorithms using Newton's method, many methods for estimating the average relative error due to roundoff tend to underestimate the error.
For the most part, these results follow easily from facts about Benford's law in more general dynamical systems [7] , and the two main goals here are to specialize those facts to Newton's method, which has a few curious subtleties regarding the multiplicity of roots, and to provide geometrical intuition for the appearance of Benford's law in Newton's method. Since this method is so prevalent in scientific calculations, the results may also help explain the wealth of empirical observations of Benford's law in numerical data (see [4] , [11] , [13] , [16] , [18] ).
NEWTON'S METHOD-THE MAIN THEOREM. Throughout this article,
I : I --7 JR is a differentiable function defined on some open interval I in JR, and Nf denotes its Newton transformation:
For Nf to be defined wherever I is, set
Using Newton's method for finding roots (zeros) of I (i.e., real numbers x* with I (x*) = 0) amounts to picking an initial point Xo in I and iterating Nf. The sequence (XII) will denote the sequence of iterates of N f starting at xo:
(n EN).
Here and throughout, for any map T of JR (or any subset thereof) into itself Til denotes the n-fold composition of T (i.e., TO(x) = X and T"(X) = T(T"-1(X)) for n in N). that limn-l-oo NJ (xo) = x* for all Xo sufficiently close to x*. Although only this local aspect plays a role in the present article, it should be mentioned that for Xo further away from any root the sequence (x n ) may exhibit a considerably more complicated long-term behavior. Much attention has been given to this aspect of Newton's method (see for example [3] , [5] , and [19] [9] . In modem terminology this means finding roots of the real-analytic function f(x) = x -a -f3 sin x for positive a and f3. Three centuries later, in Smale's study [19] of Newton's method estimates from data at a single point, the basic assumption throughout the paper is that the underlying functions are analytic.
On the other hand, beyond the class of real-analytic functions (e.g., for functions that are merely infinitely differentiable (COO», the distribution of significant digits generated by Newton's method can be practically anything. The reason, in short, is that if f is real-analytic, then its Newton transformation NJ is also real-analytic, hence very well-behaved locally, whereas if f is only Coo, then N J may exhibit essentially any pathology imaginable. Some implications of this fact on the conformance of Newton's method to Benford's law (1) will be illustrated by means of examples in section 4.
If a function is linear in a neighborhood of one of its roots x*, then Newton's method terminates after one iteration for every starting point in that neighborhood (i.e., X n = x* for all n in N), and nothing interesting can be said about (x n ). In all other 590 cases, however, (Xli) typically obeys Benford's law. This is the content of the following theorem, which is the main result in this paper. Recall that x* is a root of multiplic- The proof of Theorem 1 is based on two lemmas. The first establishes the smoothness of the Newton transformation and convergence of the iterates; the second deals with the logarithmic distribution (1) of iterates of more general maps (including, as a special case, the maps associated with Newton's method). 
Lemmal. Ifx*isarootofmultiplidtykofaCoo-functionf: I
where h is of class Coo on some open subinterval J of I containing x* and Nf(x*) = h(x*) = 1 -k-' . Thus, (4) also shows that for all x in J, provided that J is chosen sufficiently small. Therefore Nf is a contraction on (the closure of) J, whence lim n ..... oo Nj(xo) = x* for all Xo in J.
• Note that at any root x* of finite multiplicity of a Coo -function f, the derivative of the Newton transformation (i.e., Nf(x*» takes its value in the set {I -r
In fact, it can be shown that Nf(x*) = 1 whenever N f is C' and x* is a root of infi-
No Under a smoothness hypothesis and using the conventions Moo := N U {oo} and 00-1 := 0, the property that T'(x*) belongs to {I -i-I: i E Moo} to a large extent characterizes those maps T that are Newton transformations (i.e., T = Nf for some f; see Theorem 2).
Lemma 2. Suppose that T is in Coo(n and that T(y*) = y* for some y* in I. 
Then f has a simple root at x* = 0, and
It is easy to see that The logarithmic distribution (l) of the iterates of many other root-approximation algorithms follows in the same manner. For instance, one alternative to Newton's method is the one-step Jacobi-Steffensen method [17, p. 65] , where the successive approximations (YIl) are defined by Figure 2 (lower right)). Observe that for initial points near zero, although the iterates X n are decreasing to the root x* = 0, the decimal fraction parts FIO(X n ) are not monotonic. For example, if Xo = .5, then the first three iterates of Newton's method are .25, .0625, .00390625, whose (decimal) fraction parts are .25, .625, and .390625, respectively. Although there is an exceptional set of starting points, which is to say starting points Xo such as 1/ 10 or 1/v'lO for which (x n ) is not 10-Benford, the set of such points is small (of Lebesgue measure zero). Since Figure 2 remains the same-up to a relabelling of the axes-if 10 is replaced with any other base, there are no exceptional bases. j for some j in N, then the fraction part base b of (XII) is j-periodic and thus not distributed according to (1). In particular, dividing by 2 j (i.e., applying NJ j times) shifts the b-digits one place to the right but leaves the fraction part unchanged. as n --+ 00, for each x near 0 there exists precisely one number s = sex), the shadow of x, with such that both N g and NJ generate the same asymptotics (see [7] for details). For example, unlike in the case 
SMOOTH FUNCTIONS MAY CAUSE PATHOLOGIES.
Ideally, it would be desirable to extend the conclusion of Theorem I to a wider class of functions (e.g., to all COO-functions). For this it is imperative that N J be analytically well-behaved whenever I is. However, it is a simple fact, hardly ever alluded to in studies of Newton's method, that the analytic properties of f and N J are quite independent. On the one
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NEWTON'S METHOD OBEYS BENFORD'S LAW hand, the C'-function f(x) = IxI 3 / 2 , which is not of class C 2 , has a CO-function as its Newton transformation, namely, Nf(x) = x13. On the other hand, N f may lack decent analytic properties even if f is smooth, as the following example shows. Since Nf may fail to be continuous even if f is a Coo-function, some assumption on the smoothness of Nf has to be imposed explicitly. Otherwise Newton's method may not be applicable at all, and as a consequence-and more to the point-the fraction parts of (x n ) cannot reasonably be expected to follow any particular distribution. An additional smoothness assumption on Nf in turn raises the question of whether such a condition can be met at all for a reasonably large class of functions and, if so, exactly which maps arise that way. The next theorem provides a complete answer to this question in the setting where both the function and its Newton transformation are infinitely differentiable: It characterizes those Coo-maps T that satisfy T = Nf for some f of class Coo. Naturally, this characterization clarifies which functions any potential extension of Theorem 1 would have to cover (see also Figure 4 ). 
for some k in N oo . Moreover, f is uniquely determined up to a multiplicative constant if either k #= 00 in (6) or the set I \Fix [T] is connected.
596
From
The underlying intuition is that, in the context of Newton's method, smooth maps and functions are essentially determined by their leading terms. Since Theorem 2 will be used only rather informally in what follows, no proof is given here. The interested reader is referred to [8] for a proof and further details.
As discussed earlier, Theorem 2 and its consequences have an immediate bearing on the generation of Benford sequences under Newton's method. By Example 4, extending Theorem I to smooth functions would require either explicitly postulating that NJ be at least of class C I or excluding roots of infinite multiplicity (see [8] ). Even disregarding this, there is no hope of extending Theorem 1 to COO-functions, as will be demonstrated now by means of three examples that address potential pathologies in the case of a root of infinite multiplicity and the case of a very degenerate simple root, respectively. On the other hand, consider the COO-function g : JR~JR given by for which Ng(O) = 0 and follows easily from [7, Theorem 4.4] . On the other hand, from [7, Example 4.7] it is straightforward to find functions cp such that Newton's method does not produce any Benford sequence at all. 
Clearly, in terms of Benford's law nothing interesting can be said about Newton's method starting at points in Q f. In Example I, Q f is countable and discrete. In particular, x* = 0 has a positive distance from Q f \ {x*}. This is a manifestation of the general fact that, for real-analytic I, Q f cannot accumulate anywhere within the do- Obviously, I has a unique, simple root at x* = O. The associated Newton map N f is 598 itself of class COO, as is obvious from (7), and it vanishes on a set containing C + Z, whence Qf contains C + Z. established for the case when the iterates converge to a root, the case most relevant in practical computations, it seems fitting that this article close by highlighting a few implications of Benford's law for scientific computing. By Theorem 1 and its many variants, these implications pertain to the myriad numerical algorithms based on Newton's method, as well as to many other settings in both deterministic and stochastic frameworks (see [7] , [13] ), The appearance of Benford's law in scientific computing is a well-known empirical fact [2] , [11] , [14] , [18] . Hamming gives "a number of applications to hardware, software, and general computing which show that this distribution is not merely an amusing curiosity" [12, Together with Theorem 1, this suggests that overflow and underflow errors should be given careful attention by any computer algorithm using Newton's method.
Another important type of error in scientific computing arises due to roundoff. In fact, justified by heuristics and by the extensive empirical evidence of Benford's law in numerical calculations, analysis of roundoff errors has often been carried out under the hypothesis of a logarithmic statistical distribution. For example, in their study of roundoff errors, Barlow and Bareiss state that [2, p. 326] "For all standard operations we assume that x approximately follows the reciprocal distribution...."-that is, Benford's law, whose density is the reciprocal function (x log b)-I, as seen in Figure 2 for the case b = 10.
As Knuth pointed out, an assumption of uniformly distributed fraction parts in calculations using floating-point arithmetic tends to underestimate the average relative roundoff error in cases where the actual statistical distribution of fraction parts is skewed toward smaller leading significant digits (see the introductory quote from [14] ). To obtain a rough idea of the magnitude of this underestimate when the true statistical distribution is Benford's law, consider the case of decimal floating-point arithmetic.
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NEWTON'S METHOD OBEYS BENFORD'S LAW Let X denote the absolute roundoff error at the time of stopping the algorithm, and let Y denote the fraction part of the approximation at the time of stopping. Thus the relative error is X/ Y, and assuming that X and Y are independent random variables, the average (i.e., expected) relative error is simply EX· E (l / Y). If Y is assumed to be uniformly distributed on [l/IO, 1), then the expected average relative error is t IOdt = 10 log 10~2.558 JOI 9t 9 times the expected absolute error EX, whereas if the true distribution of Y is Benford, then the true average relative error is
1
, dt 9
--,------= --~3.909
0.1 t 2 10g 10 log 10 times the expected absolute error. Thus, for example, in numerical algorithms based on Newton's method, ignoring the fact that Y is Benford creates an average underestimation of the relative error by more than one third!
