Abstract. We study the extent to which properties of infinite-dimensional dynamical systems can be accurately detected by examining observations of such systems. Let H be a separable Hilbert space. Let f : H → H be a map and let A ⊂ H be a compact set satisfying f (A) = A. We prove that for almost every (in the sense of prevalence) continuous observable ϕ : H → R M , if f induces a mapf satisfyingf • ϕ = ϕ • f on A and if this induced map has certain properties, then the observable ϕ is one-to-one on A and therefore the dynamics of f on A are topologically conjugate to those off on ϕ(A).
Introduction
This paper is about observing infinite-dimensional dynamical systems. When such a system is studied experimentally or simulated numerically, the resultant data is finite-dimensional in nature. We study the extent to which inferences about infinite-dimensional systems follow from observational data. If the observational data has a certain property, does it follow that the dynamical system has the same property?
There are a number of ways to study the flows on function spaces generated by evolution partial differential equations (PDEs). A finite-dimensional system can be derived from a given evolution PDE by means of a Galerkin projection or a discretization procedure. In many cases, it is possible to show that the long-time behavior of a given flow is finite-dimensional in certain senses even though the flow itself is infinite-dimensional a priori. Many evolution PDEs admit global attractors with finite Hausdorff and box-counting (capacity) dimensions (see e.g. [2, 3, 5, 6, 7, 17, 20, 21] ). The existence of such an attractor suggests several natural questions.
(1) What is the structure of the attractor? (2) What is the character of the dynamics on the attractor? In particular, are the dynamics on the attractor finite-dimensional in some sense? (3) At what rate do trajectories that begin off of the attractor converge to it? (4) In what senses do the attractor dynamics describe the long-time behavior of the flow? Ideally, the flow admits an inertial manifold; that is, a finite-dimensional invariant Lipschitz manifold that attracts every trajectory at an exponential rate. The existence of an inertial manifold in principle reduces the study of the evolution PDE to the study of a finite-dimensional ordinary differential equation on the inertial manifold. However, inertial manifolds are known to exist only in certain special cases.
We examine 2 ideas from the literature that have been designed to capture finite-dimensional aspects of infinite-dimensional flows: determining modes and nodal parametrizations of attractors. This discussion is far from exhaustive; we intend merely to give the reader an idea of what is possible. Let H be a Hilbert space and let · denote the norm on H. Consider the evolution equation
where u ∈ H and A is an unbounded linear operator. Let W = {w i : 1 i M } be a set of eigenfunctions of A and let P M denote orthogonal projection from H onto the subspace spanned by W . The collection W is said to be a set of determining modes for (1) if for all solutions u and v of (1) satisfying
we have lim
Heuristically, W represents a set of low modes that determine the asymptotic behavior of the high modes. Nodal parametrizations distinguish functions using a finite set of point values. Suppose (1) generates a flow on L 2 (Ω, R), the space of square-integrable, real-valued functions on a domain Ω ⊂ R D . Suppose further that this flow admits a global attractor A ⊂ L 2 (Ω, R) with finite box-counting dimension. Under certain conditions, there exists L ∈ N sufficiently large depending on the box-counting dimension of A such that for almost every set {x i : 1 i L} ⊂ Ω with respect to Lebesgue measure and for all u, v ∈ A, we have u(x i ) = v(x i ) for every 1 i L only if u = v (see e.g. [13] and the references contained therein).
In this paper we adopt the point of view of the experimentalist and prove theorems of the following type. If one observes an infinite-dimensional dynamical system and the observations possess a certain property, then the system being observed almost surely (in an appropriate sense) has the same property. We strive to minimize the number of assumptions on the infinite-dimensional system. We do not assume that the governing dynamical equations are known, nor do we assume the existence of a finite-dimensional global attractor. The mathematical setting is as follows.
Let H be a separable Hilbert space and let f : H → H be a map. The map f acts as a discrete-time dynamical system on H. We study maps because it is natural to derive discrete-time maps from continuous-time flows. This can be done in many ways. For example, let Φ(u, t) denote a flow on a function space H generated by an evolution PDE. For u ∈ H and t 0, Φ(u, t) gives the location of the trajectory starting from u at time t. We present 2 methods of deriving discrete-time maps from continuous-time flows. First, fix s 0. The time-s map u → Φ(u, s) takes a snapshot of the flow at time s. Second, suppose that the flow Φ admits an asymptotically stable periodic orbit γ : [0, ∞) → H of period T . This means that γ(0) = γ(T ) and that the derivative DΦ(u, T )| u=γ(0) is a contraction in every direction perpendicular to γ. If Σ is a codimension-1 submanifold of H that contains γ(0) and that is perpendicular to γ, then there exists a neighborhood V of γ(0) in Σ such that the flow Φ induces a return map f : V → V . The trajectory through any point u ∈ V closely tracks γ and intersects Σ at the point f (u) at time t(u) ∼ T . The existence of the return map f is a consequence of the implicit function theorem.
Let A ⊂ H be a compact set such that f (A) = A (think of A as a global attractor for f ). Let f A denote the restriction of f to A. 1 We study the relationship between the dynamical system (A, f A ) and observations of it. Let M ∈ N and let ϕ : H → R M be a map. We interpret ϕ as an observable (or measurement map) on H. Here are several examples of observables.
, the space of square-integrable functions on the torus T. For f ∈ H, ϕ(f ) gives the Fourier coefficients of f with respect to M specific frequencies. We hope to use the image ϕ(A) to illuminate the dynamical properties of f A . Two natural questions arise. First, does f A induce a dynamical system on ϕ(A)? That is, does there existf ϕ(A) : ϕ(A) → ϕ(A) such that the diagram
We use a topological notion of equivalence in this paper. The maps f A andf ϕ(A) are said to be topologically conjugate if ϕ A is a homeomorphism. This is a natural notion because assuming ϕ A is a homeomorphism, we have
We would like to prove that for every continuous observable ϕ : H → R M , iff ϕ(A) exists, thenf ϕ(A) and f A are topologically conjugate. Unfortunately, this universal result is too much to hope for. For example, let h be a homeomorphism of R such that h([0, 1]) = [0, 1] and let f : R 2 → R 2 be given by f (x, y) = (g(x), y).
If M = 1 and ϕ : R 2 → R is given by ϕ(x, y) = x, thenf ϕ(A) exists and is given byf ϕ(A) (x) = h(x), but ϕ A is not injective. Note that the observable used in this example, projection onto the first factor, has been specifically chosen to produce the example. Although the universal result does not hold, we prove a theorem that applies to a 'randomly chosen' observable ϕ ∈ C 0 (H, R M ) (C 0 (H, R M ) is the space of continuous functions from H into R M ). Theorem 1, the main theorem of this paper, asserts that for every M ∈ N and for almost every (in the sense of prevalence) observable ϕ ∈ C 0 (H, R M ), iff ϕ(A) exists and has certain properties, thenf ϕ(A) and f A are topologically conjugate. Prevalence is a measure-theoretic notion of genericity for infinite-dimensional spaces. See Section 2.1 for a brief review of prevalence and [9, 10, 16] for details.
We also study the relationship between a set and its images under observables without considering dynamics.
Recall that H denotes a separable Hilbert space. Let E ⊂ H be a set of interest and let Q be a property of interest. For example, Q could refer to the statement that 'the Hausdorff dimension of the set is equal to D'. We say that property Q is prevalently detectable in R M if for almost every (in the sense of prevalence) observable ϕ ∈ C 0 (H, R M ), if ϕ(E) has property Q, then E has property Q. Propositions 2.3 and 2.6 assert that boundedness and cardinality, respectively, are prevalently detectable in R M for every M ∈ N. By contrast, dimension characteristics of sets, such as the Hausdorff dimension dim H (·), can be more difficult to detect. For every D > 0, 1 p ∞, and M ∈ N, there exists a compact subset X of Hausdorff dimension D in the sequence space p such that for every bounded linear function π : (2) does not rule out equality if p = 1. Ott, Hunt, and Kaloshin [14] construct a different compact subset Y of Hausdorff dimension D in 1 such that for every M ∈ N and for every bounded linear function π :
The paper is organized as follows. In Section 2 we briefly discuss prevalence and prove that boundedness and cardinality are prevalently observable in R M for all M ∈ N. We state, prove, and discuss Theorem 1 in Section 3.
Prevalently detectable properties of sets
2.1. Prevalence. Prevalence is a measure-theoretic notion of genericity for infinite-dimensional spaces. We briefly summarize the theory here in the setting of linear spaces. For more comprehensive treatments, see [9, 10, 16] . Prevalence is initially developed by Christensen for abelian Polish groups [4] . Hunt, Sauer, and Yorke [9, 10] then independently develop the idea for complete metric linear spaces, focusing on applications to dynamical systems. Extensions to nonlinear spaces and convex subsets of linear spaces have been carried out by Kaloshin [11, 12] and Anderson and Zame [1] , respectively.
Definition 2.1. Let V be a complete metric linear space. A Borel set S ⊂ V is said to be shy if there exists a Borel measure µ on V satisfying
(1) 0 < µ(C) < ∞ for some compact set C ⊂ V , and (2) µ(S + x) = 0 for all x ∈ V .
More generally, a set S is said to be shy if it is contained in a shy Borel set. The complement of a shy set is said to be prevalent. If E is prevalent, then we say that almost every element of V lies in E.
Shyness and prevalence satisfy the following.
(P1) A shy set has no interior. Equivalently, a prevalent set is dense.
(P2) Every subset of a shy set is shy.
(P3) Every translate of a shy set is shy.
(P4) A countable union of shy sets is shy. Equivalently, a countable intersection of prevalent sets is prevalent.
(P5) In R N , a set S is shy if and only if S has zero Lebesgue measure. Equivalently, a set F is prevalent if and only if R N \ F has zero Lebesgue measure.
Property (P5) asserts that prevalence generalizes the translation-invariant notion of 'Lebesgue almost every' to infinite-dimensional spaces. In the context of Definition 2.1, we think of µ as a measure that defines a set of perturbations in V . A set E ⊂ V is prevalent if for every u ∈ V , u + v ∈ E for µ-almost every v ∈ V . It is occasionally natural to let µ be Lebesgue measure supported on a finite-dimensional subspace of V . Definition 2.2. Let V be a complete metric linear space. A finite-dimensional subspace P ⊂ V is said to be a probe for a Borel set F ⊂ V if for every x ∈ V , we have
where λ P denotes Lebesgue measure on P .
If a Borel set F has a probe, then F is prevalent.
Detecting boundedness. We prove that boundedness is prevalently detectable in
Proposition 2.3. Let H be a separable Hilbert space and let A ⊂ H. Let M ∈ N and let W be any subspace of C 0 (H, R M ) that contains the space of bounded linear functions from H into R M . For almost every (in the sense of prevalence) map ϕ ∈ W , if ϕ(A) is bounded, then A is bounded. Proposition 2.3 is equivalent to the following lemma.
Lemma 2.4. Let M ∈ N. If A ⊂ H is unbounded, then for almost every (in the sense of prevalence) ϕ ∈ W , ϕ(A) is unbounded.
We prove Lemma 2.4 by constructing a probe. We work with H * , the set of continuous linear functionals on H. Let ·, · H denote the inner product on H and let · H denote the norm on H. Applying the Riesz representation theorem, H * = H in the sense that for every ψ ∈ H * , there exists v ∈ H such that ψ(x) = v, x H for all x ∈ H. For a vector x ∈ H = H * , we write x when we wish to think of x as an element of H and we write x * when we wish to think of x as an element of H * . Given an orthonormal basis {e k : 1 k < ∞} (or
Let P be the one-dimensional subspace of W spanned byψ. That is, P = {cψ : c ∈ R}. We claim that P is a probe for the set U = {ϕ ∈ W : ϕ(A) is unbounded}. To see this, let ξ ∈ W . We must show that
where λ P denotes the Lebesgue measure on P . We prove the stronger statement that ξ + cψ / ∈ U for at most one value of c. Suppose that ξ + cψ / ∈ U . This means that (ξ + cψ)(A) is bounded. Let b ∈ R be such that b = c.
for every x ∈ A. Therefore, (ξ + bψ)(A) is unbounded so ξ + bψ ∈ U .
In proving Lemma 2.4, we have assumed the existence of a continuous linear functional ψ such that ψ(A) is unbounded. The following lemma states that such a functional does indeed exist.
Lemma 2.5. Let X ⊂ H be unbounded. There exists ψ ∈ H * such that ψ(X) is unbounded.
Proof of Lemma 2.5.
In this case, there exists w ∈ L such that sup
Now suppose that π L (X) is bounded for every finite-dimensional subspace L ⊂ H. Let (β n ) be a decreasing sequence of real numbers such that
We will inductively construct a sequence (x n ) in X and choose a n ∈ span{x 1 , . . . , x n } =: X n such that a n ⊥ X n−1 and a n H = β n for all n ∈ N. Define
The
We will design a n so that | b * , x n H | > n for all n ∈ N. This implies that sup
The functional b * therefore maps X to an unbounded subset of R. We now describe the inductive procedure. Choose x 1 ∈ X such that β 1 x 1 H > 1 and define
Notice that a 1 H = β 1 . Now fix k ∈ N and assume that x i and a i have been defined for 1 i k. Let
Since the orthogonal projection π X k of X onto X k is bounded, we have
Since X is unbounded and the projection π
Notice that a k+1 H = β k+1 and a k+1 ⊥ X k . Define
This completes the inductive argument.
Detecting cardinality. We prove that cardinality is prevalently detectable in R
M for all M ∈ N. For a set S, define card(S) by card(S) =      n, if S is finite and has n elements; ℵ 0 , if S is countably infinite; u, if S is uncountable.
Proposition 2.6. Let H be a separable Hilbert space and let A ⊂ H. Let M ∈ N and let W be any subspace of C 0 (H, R M ) that contains the bounded linear functions. For almost every (in the sense of prevalence) ϕ ∈ W , card(ϕ(A)) = card(A). Proposition 2.6 follows from Lemmas 2.7 and 2.8.
Lemma 2.7. Let H be a separable Hilbert space and let M ∈ N. If A ⊂ H satisfies card(A) = n for some n ∈ N or card(A) = ℵ 0 , then almost every (in the sense of prevalence) ϕ ∈ W is one-to-one on A.
Lemma 2.8. Let H be a separable Hilbert space and let M ∈ N. If A ⊂ H satisfies card(A) = u, then for almost every (in the sense of prevalence) ϕ ∈ W , we have card(ϕ(A)) = u.
Proof of Lemma 2.7. We follow the argument in [15] . We give the argument assuming card(A) = ℵ 0 . The proof is analogous if card(A) = n for some n ∈ N. Let A = {x i : i ∈ N}. For natural numbers i < j, let C ij = {ϕ ∈ W : ϕ(x i ) = ϕ(x j )}. We show that C ij is shy in W for all pairs (i, j) satisfying i < j. For z ∈ H and r > 0, let B(z, r) denote the open ball of radius r centered at z.
Let i < j and choose r i > 0 sufficiently small so that x j / ∈ B(x i , r i ). Let β : H → R be a C ∞ map such that (1) β > 0 on B(x i , r i ), and (2) β(z) = 0 for all z ∈ H \ B(x i , r i ).
Choose any nonzero vector v ∈ R M and let P be the one-dimensional subspace of W defined by
For any ϕ ∈ W , ϕ + tβv ∈ C ij for at most one value of t ∈ R. This implies that
Therefore, C ij is shy in W . The set
is prevalent because a countable intersection of prevalent sets is prevalent by (P4). If ϕ ∈ F, then ϕ is one-to-one on A.
The proof of Lemma 2.8 makes use of the following technical lemma.
Lemma 2.9. Let H be a separable Hilbert space. If X ⊂ H satisfies card(X) = u, then there exists ψ ∈ H * such that card(ψ(X)) = u.
The proof that Lemma 2.9 implies Lemma 2.8 is analogous to the proof that Lemma 2.5 implies Lemma 2.4. We leave the details to the reader.
Proof of Lemma 2.9. If H is finite-dimensional, then given an orthonormal basis {e k : 1 k dim(H)} of H, there must exist 1 q dim(H) such that card(e * q (X)) = u. Now suppose that H is infinite-dimensional and let E = {e k : k ∈ N} be an orthonormal basis of H. If there exists q ∈ N such that card(e * q (X)) = u, then set ψ = e * q . The heart of the proof addresses the case in which no such q exists. Suppose that card(e * k (X)) ℵ 0 for all k ∈ N. For each k ∈ N, let Π k = e * k (X). For x ∈ H, we write x = (x n ), where (x n ) is the sequence of coefficients of x with respect to the basis E.
We claim that X contains a 'binary tree' Y .
Definition 2.10.
A binary tree Y ⊂ X is a subset of X with the following properties.
(BT1) (base of the tree) There exists p ∈ Π 1 such that z 1 = p for all z ∈ Y . (BT2) (bifurcation levels) For every z = (z n ) ∈ Y , there exists a strictly increasing sequence ( (z, j)) ∞ j=1 in N of bifurcation levels associated with z. (BT3) (distinct points diverge at a bifurcation level) For any γ, ω ∈ Y such that γ = ω, there exists q ∈ N such that (a)
(BT4) (binary bifurcations) For every z ∈ Y and every bifurcation level (z, j), the set {a ∈ Π (z,j)+1 : there exists ω ∈ Y with ω i = z i for all 1 i (z, j) and ω (z,j)+1 = a} contains exactly 2 elements.
Notice that a binary tree Y ⊂ X satisfies card(Y ) = u because a natural bijection exists between {0, 1} N and Y . To prove the existence of a binary tree Y ⊂ X, it suffices to show the following. We leave the proof of this fact as an exercise for the reader.
(C1) There exists p ∈ Π 1 such that card({z ∈ X : z 1 = p}) = u. (C2) For every n ∈ N and p 1 ∈ Π 1 , p 2 ∈ Π 2 , . . . , p n ∈ Π n , if card({z ∈ X : z i = p i for 1 i n}) = u, then there exist m n, distinct q 1 , q 2 ∈ Π m+1 , and p j ∈ Π j for n + 1 j m such that (a) card({z ∈ X : z i = p i for 1 i m and z m+1 = q 1 }) = u and (b) card({z ∈ X : z i = p i for 1 i m and z m+1 = q 2 }) = u.
Property (C1) holds because card(X) = u and card(Π 1 ) ℵ 0 . Suppose by way of contradiction that property (C2) does not hold. Choose p 1 ∈ Π 1 such that card({z ∈ X :
Since condition (C2) does not hold, p 1 extends uniquely to a sequence (p i ) such that p i ∈ Π i for all i ∈ N and the set Z ∞ = {z ∈ X : z i = p i for all i ∈ N} satisfies card(Z ∞ ) = u. This is a contradiction because card(Z ∞ ) = u but every element of Z ∞ has the same representation with respect to the basis {e k }. Let Y ⊂ X be a binary tree. We construct a 'rapidly decreasing' functional r * ∈ H such that r * maps Y bijectively onto its image. By construction, (z, 1) is the same for all z ∈ Y . Let˜ denote this common value. For 1 i ˜ , choose r i ∈ R arbitrarily. For i >˜ , we choose r i > 0 as follows.
For n ∈ N, let Ω n = {z n : z ∈ Y }. For n >˜ , define
Notice that ρ n and λ n are well-defined and positive for n >˜ because Ω n is a finite set containing at least 2 elements. In particular, for n >˜ we have 2 card(Ω n ) 2 n−1 . Let z, w ∈ Y satisfy z = w. We wish to have r * , z H = r * , w H . Let q = max{j >˜ : z i = w i for 1 i < j}. Estimating | r * , z − w H |, we have
Therefore, choose (r n ) such that for all j >˜ , we have
r n ρ n > 0.
Theorem 1: statement, proof, and discussion
We begin by introducing some notation. For a map g : X → Y and k ∈ N, let P k (g) denote the set of periodic points of g of period k. The set P k (g) is given by P k (g) = {x ∈ X : g k (x) = x and g i (x) = x for all 1 i < k}.
The set P 1 (g) is the set of fixed points of g. Theorem 1 asserts that for a 'randomly chosen' observable, the existence of an induced dynamical system on the set of observations satisfying certain properties implies that the induced system is topologically conjugate to the system being observed. Theorem 1. Let H be a separable Hilbert space. Let f : H → H be a map and suppose that A ⊂ H is a compact set satisfying f (A) = A. Let M ∈ N and let W be any subspace of C 0 (H, R M ) that contains the bounded linear functions. For almost every (in the sense of prevalence) map ϕ ∈ W , iff ϕ(A) exists and satisfies
then the map ϕ A is a homeomorphism and therefore the maps f A andf ϕ(A) are topologically conjugate.
Remark 3.1. Ott and Yorke [15] prove Theorem 1 for H = R N .
Hunt and Kaloshin [8] prove an embedding result that is similar in spirit to Theorem 1. The theorem is formulated in terms of the thickness exponent. 
Note that the box-counting dimension dim B (A) satisfies τ (A) dim B (A).
Theorem 3.3 ([8])
. Let H be a Hilbert space and let A be a compact subset of H with finite box-counting dimension. Let M > 2 dim B (A) be an integer and let α ∈ R satisfy
Then for almost every (in the sense of prevalence) bounded linear function (or C 1 function or Lipschitz function) ϕ : H → R M , there exists C > 0 such that for all x, y ∈ A, we have is Hölder continuous. Theorem 3.3 assumes that dim B (A) < ∞ while Theorem 1 makes no assumptions on dim B (A).
If f in Theorem 1 is the time-T map of a flow Φ(x, t) on H, Proposition 2.6 implies that if Φ has a periodic orbit of period 2T or T /k for some k ∈ N, then for almost every (in the sense of prevalence) ϕ ∈ W , hypothesis (A1) of Theorem 1 cannot hold. In some cases, it is possible to rule out the existence of periodic orbits of small period for the flow by relating the minimal possible period to the Lipschitz regularity of the defining differential equation. Yorke [22] proves that for the ordinary differential equation
if F is Lipschitz with Lipschitz constant L, then every periodic orbit of (3) must have period at least 2π/L. Robinson and Vidal-López [19] prove a theorem in the same spirit for semilinear evolution PDEs with Lipschitz nonlinearities. We prove Theorem 1 in 2 steps. We first formulate a proposition in which the dynamical hypotheses are placed on f A . We then obtain Theorem 1 by showing that these dynamical hypotheses can be imposed onf ϕ(A) rather than on f A . Proposition 3.5. Let H be a separable Hilbert space. Let f : H → H be a map and suppose that A ⊂ H is a compact set satisfying f (A) = A. Assume that f A is invertible and that card(P 1 (f A ) ∪ P 2 (f A )) ℵ 0 . Let M ∈ N and let W be any subspace of C 0 (H, R M ) that contains the bounded linear functions. For almost every (in the sense of prevalence) map ϕ ∈ W , the following are equivalent.
(H1) The induced mapf ϕ(A) exists.
(H2) The map ϕ A is a homeomorphism from A onto ϕ(A) and therefore the maps f A andf ϕ(A) are topologically conjugate.
We now develop the mathematics that we need for the proof of Proposition 3.5. We assume throughout the development that f : H → H is a fixed map, A ⊂ H is a fixed compact set such that f (A) = A, and M ∈ N.
Definition 3.7. The pair (x 1 , x 2 ) ∈ A × A is said to be dynamically distinguished by the set E ⊂ H if
Definition 3.8. For E ⊂ H, let S E denote the set of maps ϕ ∈ W for which there exists (
and for every coincident pair (
If ϕ ∈ S E for some E ⊂ H, then the induced mapf ϕ(A) may exist despite the fact that ϕ A is not injective. See Figure 2 .
. In this example,f ϕ(A) exists even though ϕ is not injective. Let v ∈ R M be a nonzero vector and let P = {sβv : s ∈ R}. For any ϕ ∈ W , ϕ + sβv ∈ S D for at most 1 value of s ∈ R. Therefore, we have λ P ({s ∈ R : ϕ + sβv ∈ S D }) = 0, where λ P denotes Lebesgue measure on P . We conclude that S D is shy.
We are now in position to prove Proposition 3.5.
Proof of Proposition 3.5. Condition (H2) implies condition (H1) for every ϕ ∈ W . We show that for almost every ϕ ∈ W , condition (H1) implies condition (H2). We proceed by contraposition. Let {D i : i ∈ N} be a countable collection of open balls in H such that for every pair of distinct points x, y ∈ A, there exists j ∈ N such that x ∈ D j and y / ∈ D j . Such a collection exists because H is separable. Define
The set G 1 is prevalent by Lemma 2.7 because card(P 1 (f A ) ∪ P 2 (f A )) ℵ 0 by assumption. The set G 2 is prevalent because W \ S Di is prevalent for every i ∈ N by Lemma 3.9 and because a countable intersection of prevalent sets is prevalent (this is (P4) ). Let G 3 = G 1 ∩ G 2 and notice that G 3 is prevalent.
We claim that for ϕ ∈ G 3 , condition (H1) implies condition (H2). Let ϕ ∈ G 3 and suppose that condition (H2) does not hold. This means that ϕ A is not injective. Let x 1 , x 2 ∈ A be distinct points such that ϕ(x 1 ) = ϕ(x 2 ). Since ϕ A is injective on P 1 (f A ) ∪ P 2 (f A ), either f (x 1 ) is distinct from x 1 and x 2 or f (x 2 ) is distinct from x 1 and x 2 . Suppose without loss of generality that f (x 1 ) is distinct from x 1 and x 2 . Since f (x 1 ) = f (x 2 ) because f A is invertible by hypothesis, there exists j ∈ N such that the coincident pair (x 1 , x 2 ) is dynamically distinguished by D j . Since ϕ ∈ W \ S Dj , there exists (x 3 , x 4 ) ∈ A × A satisfying
(1) (x 3 , x 4 ) is coincident, (2) (x 3 , x 4 ) is dynamically distinguished by D j , (3) ϕ(f (x 3 )) = ϕ(f (x 4 )).
Since ϕ(x 3 ) = ϕ(x 4 ) but ϕ(f (x 3 )) = ϕ(f (x 4 )),f ϕ(A) does not exist.
Proof of Theorem 1. We consider 3 cases.
(1) If f A is invertible and if card(P 1 (f A )∪P 2 (f A )) ℵ 0 , then Theorem 1 follows directly from Proposition 3.5.
(2) If f A is not invertible, then there exist distinct points x 1 , x 2 ∈ A such that f (x 1 ) = f (x 2 ). By Lemma 2.7, almost every ϕ ∈ W satisfies ϕ(x 1 ) = ϕ(x 2 ). Suppose that ϕ(x 1 ) = ϕ(x 2 ). Iff ϕ(A) exists, then condition (A2) does not hold. (3) Suppose that card(P 1 (f A ) ∪ P 2 (f A )) = u. Applying Proposition 2.6, almost every ϕ ∈ W satisfies (4) card(ϕ(P 1 (f A ) ∪ P 2 (f A ))) = u.
Suppose that ϕ ∈ W satisfies (4). Iff ϕ(A) exists, then the inclusion
implies that condition (A1) does not hold.
