ABSTRACT In this paper, a novel robust backstepping-based approach combined with sliding mode control is proposed for trajectory tracking of a quadrotor UAV subject to external disturbances and parameter uncertainties associated with the presence of aerodynamic forces and possible wind force. To enhance robustness, a nonlinear disturbance observer (NDO) is employed alongside the controller. A sliding surface is introduced, which shares intermediate control goals with a conventional backstepping scheme. The closed-loop system comprising the sliding mode and backstepping controllers is finally combined with the NDO to track the desired position and attitude trajectories. Good tracking is achieved in the closed loop if the controller and observer gains are selected correctly. The system performance exhibits much better robustness than the existing backstepping control methods, which are not equipped with nonlinear disturbance estimators. The simulation results are confirmed in terms of real laboratory experiments. Prior to the implementation of the control method, the real system has been identified and calibrated.
I. INTRODUCTION
Quadrotor UAVs have many important applications. It is hence not surprising that the control problem for quadrotors and other rotorcraft has recently received much attention. A vast literature exists on this topic in which both linear and nonlinear control schemes have been proposed for the attitude and position control of the quadrotor. Proportional-IntegralDerivative (PID) attitude control and Linear Quadratic Regulator (LQR) attitude control were studied in [6] . Robustness properties of the conventional SMC are, however, limited to matched disturbances and uncertainties; see [17] for the definition of matched disturbances. Unfortunately, there are many important nonlinear system applications in which the matched disturbance property is invalid [19] . The quadrotor UAV systems in [7] and [18] are leading examples of nonlinear systems that belong to this category. For this reason alone, most of the existing sliding mode controllers for quadrotor UAVs predominantly attenuate the uncertainties that are matched to the control input, i.e. uncertainties that can be instantaneously and directly compensated for by the system input [20] , [21] .
The disturbance matching condition is restrictive and is not met in many practical UAV systems. In the case of a quadrotor UAV system, the uncertainties comprise perturbations of model parameters which are combined with the unknown aerodynamic forces and also possibly the external effects due to atmospheric winds. The latter act on the UAV system via different channels (enter different state equations of the system). Many of such disturbances affect state equations with no direct dependence on the control input [24] . In this situation, the application of a conventional sliding mode control (SMC) leads to severe limitations in achieving asymptotic set point control; the closed loop system can only be stabilized to a neighborhood of a stationary point whose size is commensurate with the magnitude of the unmatched disturbance [19] .
Many authors have hence made efforts of designing sliding surfaces with improved robustness properties [22] , [23] . Classical backstepping and conventional sliding mode control designs presented in [7] and [8] offer a robust backstepping control approach based on the concept of the Direction Cosine Matrix (DCM). The DCM method shown satisfactory robustness properties. A backstepping controller for complete stabilization of a quadrotor UAV was proposed in [9] . However, the majority of existing control designs are still not sufficiently robust with respect to unknown dynamics or system perturbations which adversely affects flight control performance.
In many quadrotor models available in the literature, it is assumed that the hover speed of the quadrotor during its mission is low, so the influence of the external aerodynamic forces and the torque disturbances can simply be neglected. However, in realistic flight conditions, the nonlinear aerodynamic forces, the wind gusts, and torque disturbances can be powerful enough to destabilize the vehicle or knock it off the desired trajectory, [10] . Although the backstepping control approach, [12] , is a powerful technique to deal with system nonlinearities, it applies to models of somewhat restricted structure. Moreover, the complexity of conventional backstepping control increases disproportionally with the dimension of the system to be steered. In this regard, robust versions of the backstepping are much better but need full state measurement [11] . To simplify the implementation of robust backstepping, direct on-line differentiation of the measured output was proposed to recover the full state of the system, [14] . A command filter was introduced in [15] to obviate the need to compute analytic derivatives and to create virtual signals to increase the degree of robustness of the backstepping controller.
Further attempts to increase the robustness of the quadrotor control schemes include a high order sliding mode controller developed in [13] that is able to reject the influence of some of the uncertainties in the system. The robust controller of [13] also attenuates chattering of the traditional sliding mode control approach.
The NDO-SMC control is already widely used in robotics where it can achieve diverse objectives. [25] . The SMC methods attempt to compensate for the unmatched uncertainties by utilizing bounds on the disturbances along with bounds on their first derivatives. The most restrictive requirement encountered in many nonlinear disturbance observers is that the time derivatives of the disturbances need to approach zero.
In this context, the consensus is that the best control approaches employ nonlinear disturbance observers in conjunction with nonlinear control. In our previous work, [1] , [2] , the proposed UAV control approach employed an NDO in conjunction with two separated control blocks: using backstepping and SMC. In contrast, the approach presented here fully combines the actions performed by the NDO, backstepping, and SMC. Additionally, numerical simulation results are confirmed here by experimental results performed under laboratory conditions.
Recognizing the importance of robustness in practical control of UAVs, a novel observer-based feedback control design is proposed that comprises three concepts: (1) nonlinear sliding mode control, (2) robust backstepping as assisted by (3) a nonlinear disturbance observer. The systematic design procedure carefully combines the interacting translational and rotational control subsystems by the use of intermediate fictitious control variables. The task of the backstepping controller is predominantly to stabilize the translational subsystem while the SMC simultaneously steers the rotational subsystem. The NDO provides the estimates of all the disturbances both matched and unmatched insuring very good robustness of the combined feedback controls.
The novel contributions are hence summarized as follows: (i) The proposed approach yields the first combined SMC and backstepping controller that employs an NDO to compensate for all disturbances and model-system error.
Although the same type of NDO was also used in [16] , its convergence properties were not assessed fully. (ii) In comparison with [13] , our results show that the robustness of the closed-loop control system is increased by the presence of the NDO. (iv) Laboratory experiments were preceded by proper identification and calibration of the real system; (v) The laboratory experiments reproduced the simulation results with high fidelity despite using a fan to simulate wind gusts. The paper is organized as follows: the dynamic model of a quadrotor UAV is presented in section II. The problem formulation and control objectives are stated in section III. The design of the NDO and the associated backsteppingsliding mode controller for position and attitude subsystems are described in sections IV-A, IV-B, and IV-C respectively. Section V delivers the stability analysis of the closed loop system. Model parameter identification of the real quadrotor is described in section VI. The performance of the proposed approach is assessed in simulations in section VII as well as in the experimental laboratory setting in section VIII followed by the conclusions in section IX.
II. DYNAMIC MODELING OF A QUADROTOR
The dynamic model of the considered quadrotor UAV, shown in Fig.1 , is originally described in [3] and again employed in [4] and [5] . The transformation between the body-fixed reference frame B and the inertial reference frame I in the space orientation of the quadrotor is given by the rotation matrix R and Euler matrix M ( ). These matrices are given by
where the relationship between˙ and can be described as
An extended formulation of these transformations can be found in [5] . The quadrotor dynamic equations will be written in the form of two subsystems corresponding to translational motion (referring to the position of the center of mass of the UAV) and angular motion (referring to the attitude of the UAV). These equations can be stated in the reference frame (I) asp
where N ( ,˙ ) is given by
and T d is the resultant torques due to the gyroscopic effects given as
where J r is the moment of inertia of each rotor and ω i , i = 1, 2, 3, 4 is the rotary speed of each motor.
( ) and ( ,˙ ) are defined as
The matrix I = diag(I x , I y , I z ) is the inertia matrix of the quadrotor; G = [0, 0, −g] T m/s 2 is the gravitational force acting in the z-direction; m denotes the mass of the quadrotor.
T model smooth and bounded external disturbances along with the aerodynamical disturbances. The functions S (·) and C (·) denote sin(·) and cos(·), respectively. Assuming that each motor produces thrust and drag that are proportional to the square of the motor speed, the force generated by the ith motor is given by f i = bω 2 i (i = 1, 2, 3, 4) where b is the thrust factor. F prop and T prop are: the three-dimensional translational force vector and the three-dimensional reaction moment vector exerted by the propellers, respectively, as given by
f i is the total thrust, h is distance from the center of mass to the rotor, and c is he drag factor coefficient. It is easy to verify that equations (2a)-(2b) can actually be written asφ
where
T is the input vector.
are inertia related constants and ω = ω 4 + ω 3 − ω 2 − ω 1 . The state vector X can thus be defined as
III. PROBLEM FORMULATION
The dynamic model (4) of the quadrotor UAV is now conveniently viewed as a system composed of two subsystems, the position subsystem and the rotational subsystem. 
for some positive constants D p , D .
IV. THE COMBINED NDO-BASED BACKSTEPPING AND SLIDING MODE CONTROL A. NONLINEAR DISTURBANCE OBSERVER DESIGN
In terms of flight performance, uncertainties cannot be neglected. To improve the robustness and stability of the overall control system an NDO is employed to estimate the matched and unmatched external disturbances in the quadrotor system. The NDO is introduced by Yang et al.. [16] and can be employed in a similar form for both subsystems (position and orientation):
is the estimation of the disturbance. The variable z j is the state vector of the observer, and
, are the observer gain matrices to be tuned.
The following lemma will be helpful in proving convergence of the observer as well as the control scheme.
Lemma 1: Letẋ = f (x) be a smooth multivariate dynamic system with x ∈ R n , with f (0) = 0. Let V be a Lyapunov function that is strictly positive definite, continuously differentiable, radially unbounded, with V (0) = 0. Let C ⊂ R n be any given connected, compact set of initial conditions for the dynamic system. Finally, assume that along any trajectory of the system, x : R + → R n , starting in C, the following differential inequality
is satisfied with β > 0 as a fixed positive constant and α as a positive parameter that can be tuned. Under these conditions: for every > 0 there exist an α * > 0 such that for all α ≥ α * all trajectories of the dynamic system starting in C are bounded by the selected value of , i.e.
||x(t)||
for a sufficiently large time T * .
Proof: It is first convenient to define a function which is the composition of the Lyapunov function V : R n → R + with any given and admissible system trajectory function x :
It is obvious that inequality (7) re-writes as
where the image set V (C) is compact as V is continuous hence maps compact sets into compact sets; in fact it is a compact interval in R + . The dependence of W on x is suppressed here as, by assumption, inequality (10) holds for any trajectory x of systemẋ = f (x) passing through any initial condition
with the same parameters α > 0, β > 0, but with an initial condition
Its unique solution valid for all t ≥ 0 is
We shall now show that any system trajectory, x(t); t ≥ 0, that implicitly satisfies (10) - (11) is majorized by the trajectory W * (t); t ≥ 0, i.e.
Clearly, W (0) < W * (0) by virtue of (13) . The demonstration of (15) will be conducted by contradiction. To this end, if (15) were false then there would exist an initial condition W 0 ∈ V (C) and a corresponding trajectory W (t); t ≥ 0, for which the following set is nonempty:
Defining t 1 := inf Z , it is clear from (13) that t 1 > 0. Also
and
By virtue of the above (17) - (18), for sufficiently small, but negative h < 0 the following inequality holds
which, in the limit as h → 0, implies that
The assumption of the Lemma expressed in the form of (10) together with above (20) and (12) and (17) imply that there exists a trajectory x(t); t ≥ 0, with x(0) ∈ C such that, at some instant t 1 > 0:
Inequality (21) is a clear contradiction of (17) . So, Z is empty for all trajectories W (t); t ≥ 0, starting in V (C). Hence (15) holds true, as claimed.
It then follows that all system trajectories that satisfy (10) - (11) are majorized by (14); i.e.
Now, it is easy to see that for any W * 0 satisfying (13)
with
Combining (22) with (23) gives
along any trajectory of the system x(t); t ≥ 0, with x(0) ∈ C, because the second term of (22) never exceeds β/α. Selecting an arbitrary positive constant R > 0, while setting
gives
Denote a sublevel set of V by
Since the Lyapunov function V is continuous and radially unbounded its sublevel sets are bounded so there exists a ball B(0; √ ( )) which contains the sublevel set V R . By virtue of (27) it follows that if α ≥ α * then for all times t ≥ T * any system trajectory starting from the set C satisfies W (t) = V (x(t)) ≤ R. This is to say that all such x(t); t ≥ T * , remain in the sublevel set V R , i.e. x(t) ∈ V R ⊂ B(0; √ ( )), which immediately implies that
as required.
Remark 1:
It should be noted that the assumption of Lemma 1 is stated as a sharp differential inequality entirely for the simplicity of the proof and thus can be replaced by a non-sharp inequality as long as β > 0 because any slightly tighter non-sharp inequality such as
clearly implies a sharp inequality (7).
We are now ready to show that the above observers can secure estimates with arbitrarily small observer errors.
Let
j the observer errors satisfy
for a sufficiently large time T * . Proof: Note that the position and orientation equations in (4) can be compactly written as:
It follows from (6) thaṫ
It is shown similarly thaṫ
The derivatives of the estimation errors e d j , j = p, are hence given byė
Since −2e then, defining
and multiplying (36) by 2 e T d j while using (37) together with Assumption 1 yieldṡ
Inequality (39) is clearly of the form (7). Hence invoking Lemma 1 basically ends the proof. For complete lucidity, note that in this case, it suffices to pick
to secure that
B. BACKSTEPPING SLIDING MODE CONTROL
This section first describes a regular backstepping technique for the position trajectory tracking control. The backstepping approach is known for its flexibility and capacity to control composite cascade nonlinear systems. With reference to the problem at hand, it will be shown to guarantee stability of translational and rotational subsystems. On the other hand, sliding mode control (SMC) can secure a degree of stability robustness of the closed loop. Such robustness is necessary to compensate for possible model errors and external disturbances so that high-tracking performance can be achieved. A combination of backstepping, SMC, and disturbance estimation performed by the NDO will be proved highly successful in achieving the control goals.
1) POSITION SUBSYTEM CONTROLLER DESIGN
To design the backstepping control for the position subsystem let p 1 = p and p 2 =ṗ, then the position subsystem in (2a) can be rewritten in a combined form aṡ
Defining the position tracking error
its time derivative iṡ
Defining the velocity tracking error as
and substituting (45) 
Now we defined the control input vector as
where K 2 is another positive definite matrix. The position control law (52) has three components so
, the total thrust U 1 is obtained as
In order to implement the compensation for the disturbance d p which is needed for improved robustness of the control, the nonlinear disturbance observer (6a) is employed. Theorem 1: Consider the position error subsystem (43) and (45) in closed loop with the disturbance observer designed as in (6a)-(6b) and the control law designed according to (52) -(53). There exist positive definite gain matrices K 1 , K 2 and L p , such that the closed loop position error satisfies
with any pre-selected precision > 0 where T * is sufficiently large. Proof: Define a Lyapunov function candidate as
Considering (52), (53), and taking the time derivative of (57), yieldsV
It can be seen that the above gains can be chosen to deliver any magnitude of the tunable coefficient δ 1 > 0. The result of Theorem 1 then follows directly from Lemma 1.
C. ATTITUDE CONTROLLER DESIGN
In this section, the NDO, the backstepping, and sliding control strategies are again combined to deliver attitude control. In practice, whenever the position of the center of mass of the quadrotor deviates from its reference x r or y r the angular position φ r and θ r also deviate.
The position and attitude control systems are coupled in such a way as to permit the desired attitude angles φ r and θ r to be tracked by the attitude controller (see Fig. 2 ) implicitly using the position control law (52). We define the reference trajectory for the attitude subsystem as r = [φ r , θ r , ψ r ] T where it is assumed that ψ r is measured directly by a sensor.
The reference angles φ r and θ r are obtained as follows. Multiplying (54) by C φ C θ C ψ and (55) by C φ C θ S ψ , respectively, yields
Adding (59) to (60) and dividing by C φ C θ yields, Then θ r and φ r are obtained from (59) - (60), and (61) as
Let 1 = and 2 =˙ . Then the rotational subsystem of (2) can be rewritten in a combined form aṡ
Defining the tracking error
its time derivative is written aṡ
Defining a sliding surface in terms of the error such as:
and substituting (67) into (66) giveṡ
where 2r is the virtual control law designed to stabilizeė 4 :
where K 3 is a positive definite matrix. Substituting (69) into (68) yieldṡ
Choosing a Lyapunov function candidate as
and taking time derivative of V 2 , giveṡ
Substituting (64) into (72), yieldṡ
Thus the control input vector U can be defined as
where K 4 and A are positive definite matrices. To compensate for d , the same nonlinear disturbance observer (6b) is used in the attitude system.
The discontinuous function sign(.) in the control law (74) is replaced by a continuous function to reduce the effect of the chattering in the control signal. For instance, the signum function sign(.) can be replaced by the following function [27] sign(s) = s s + ς
where ς is a positive tuning parameter that smoothes the discontinuity. It is tuned manually to attenuate the chattering problem.
We prove the following attitude counterpart of Theorem 1.
Theorem 2: Consider the attitude error subsystem (65) and (67) in closed loop with the disturbance observer designed as in (6a)-(6b) and the control law designed according to (74). There exist positive definite gain matrices K 3 , K 4 , A, and L , such that the closed loop attitude error satisfies
with any pre-selected precision > 0 where T * is sufficiently large. Proof: Define a Lyapunov function candidate as:
Considering (74), (53), and taking the time derivative of (77), yieldṡ
It can be seen that the above gains can be chosen to deliver any magnitude of the tunable coefficient δ 2 > 0. The result of Theorem 2 then follows directly from Lemma 1.
V. STABILITY ANALYSIS OF THE OVERALL CLOSED LOOP SYSTEM
In view of the results presented in Theorems 1 and 2, it is now straightforward to prove stability for the overall closed loop tracking control system. Theorem 3: Let the position error subsystem (43) and (45) in closed loop with the disturbance observer designed as in (6a)-(6b) be controlled according to (52) -(53). Also, let the attitude error subsystem (65) and (67) in closed loop with the disturbance observer designed as in (6a)-(6b) be controlled according to (74). Under these conditions, there exists an ensemble of gain matrices 
with any pre-selected precision > 0 where T * is sufficiently large. Proof: Choose the Lyapunov function candidate for the overall closed loop system to be
Differentiating (80) and using (58) and (78) giveṡ
Since the coefficients δ 1 and δ 2 are both tunable in their respective position and attitude control subsystems, the δ is also tunable. Hence it again follows from Lemma 1, that for any desired tracking precision > 0 there exists an ensemble of gain matrices The quadrotor tracking control design is hence complete.
VI. PARAMETER IDENTIFICATION FOR THE QUADROTOR PROTOTYPE
The quadrotor tracking control design described above was tested by way of computer simulations as well as on a real quadrotor system in the Control System Laboratory of École de Technologie Supérieure (ETS), Montreal, Canada. For the simulation and real flight trajectories to be comparable, the parameters of the real physical system (see (4)) had to be estimated first. To this end we describe the estimation procedure in detail.
The mass of the quadrotor was simply obtained by weighing the device. However, obtaining the inertia moments was more complex. An RCbenchmark series 1580 dynamometer device was used to determine the relationship between the propellers' speeds and the forces exerted by the motors. A commercial quadrotor, S500 Glass Fiber Quadcopter Frame 480 mm -Integrated PCB was used as the experimental platform (see Figure 3) . The measurements necessary for parameter identification were obtained by the use of the solid modeling CAD software (solidworks 2017) (see Fig. 4 ). Table 1 shows the resulting estimates of the inertia moments for the quadrotor S500. In practice, the outputs from the designed controller system are the calculated torques corresponding to the measured orientation of the quadrotor and the lift forces. These were then used to determine the forces exerted by each motor. However, the forces control the motors indirectly via PWM signals that regulate the motor speeds. Consequently, in order to find a motors' thrust coefficients, the relationships between the lifting force and the PWM signal for each motor had to be known. The aforementioned device (RCbenchmark Series 1580 Dynamometer, see Fig.5 ) was again used for this purpose. This measuring device generates more than four PWM output signals and can measure the speed of a motor. The force exerted by the motor can then be expressed as a function of the pulse width in µs. The obtained measurements are shown in Fig. 6 . Using the curve in Fig.6 , the relation between the PWM signals and the lift force was approximated by a polynomial in the lift force f i Pulse Width(µs) = −13.0701f 
The relation between the torque and the force generated by each motor can be determined using the same device. The motor force and torque measurements are depicted in Fig.7 . The curve in Fig.7 , was used to determine that the force was approximately a linear function of the torque τ i . 
VII. SIMULATION RESULTS
In order to verify the effectiveness of the proposed method, the simulation results were obtained considering the physical parameters described in the previous section, where the remaining constants were set as follows: h = 0.225 m, J R = 3.357 × 10 −5 Kgm 2 , and g = 9.81 m/s 2 .
The quadrotor was required to follow the desired trajectory defined for t ≥ 0 :
Furthermore, the yaw angle reference trajectory was set at x 5r = 0 rad over the entire simulation horizon. For the purpose of the simulation, the external disturbance vector was considered as a ''gust of wind'' given by the functions
The position and attitude controller gains are 3 × 3 matrices: 
FIGURE 8.
Position tracking in coordinates (x, y , z). graph legend: greenreference trajectory; red -trajectory obtained using the proposed controller; blue -trajectory obtained using the standard backstepping controllers.
Likewise, the nonlinear observer gains are 3 × 3 matrices:
All gains were tuned manually by trial and error in computer simulations. The best values of all gains, which secure the smallest tracking errors, are shown in Table 2 .
The simulation results are shown in Fig. 8 -Fig. 13 . It can be seen from Fig.8 and Fig. 9 that the quadrotor can track the desired flight path correctly while compensating for the disturbances. Fig.11 also shows good tracking of the attitude reference trajectory. Furthermore, Fig.8 and Fig.11 provide the comparison between the tracking results in position and attitude subsystems obtained using the proposed controller versus the standard backstepping controller. The proposed control-observer scheme is clearly performing better.
The plots of the errors in the position and attitude subsystems are presented in Fig.10 and Fig. 12 . It can be seen that the nonlinear disturbance observer can estimate the disturbances quickly and accurately. The control inputs of rotors are presented in Fig. 13 .
VIII. EXPERIMENTAL RESULTS
The Pixhawk autopilot was employed as the onboard flight controller to implement the data fusion algorithm and the proposed flight control strategy. For positioning system, a special localization sensor/algorithm (Kinect) is used to capture the position of the quadrotor during the flight. A companion computer (Odroid XU4) is used to interface and communicate with the pixhawk flight controller using the MAVLink protocol over a serial connection. A connection is established for the communication between the companion computer and the ground station. By doing this, the companion computer gets all the MAVLink data produced by the autopilot and the positioning sensor (Kinect). The controller and estimator parameters employed in the experiment were those listed in Table 2 . In practical applications, the attitude gains are usually tuned first, followed by the position gains. Based on the permitted overshoot, settling time, the steady-state error requirements, these gains can be tuned by trial and error in hovering conditions. The goal of the laboratory experiment was to demonstrate that the designed controller achieves good tracking in the presence of external wind gusts. An electrical fan was used to generate the wind gusts that affect the quadrotor during flight, as shown in Fig. 14 . It was required that the quadrotor follows the same trajectory as the one used in computer simulations.The responses of the position and attitude subsystem under wind gusts are depicted in Fig. 15 -Fig. 19 together with the respective tracking errors. The results clearly confirm that the proposed controller is capable of compensating for wind gusts as additional unknown disturbances. The quadrotor tracks the given trajectory with tracking errors that do not exceed 0.2 m.
IX. CONCLUSION
This paper explores a novel approach to robust trajectory tracking control of a quadrotor UAV. A bank of nonlinear disturbance observers is employed in conjunction with a matching set of generalized backstepping and sliding mode controllers to compensate the influence of the unmatched uncertainties affecting the system during the flight. The stability of the system is guaranteed by designing the backstepping-sliding mode controller combined with the NDO as demonstrated employing a direct Lyapunov analysis. The validity of the developed approach was first confirmed by computer simulations. The performance of the observer-based backstepping-sliding mode control strategy was next extensively validated in real time flight tests using an experimental platform setup. Furthermore, the localization algorithm (Kinect) will be extended to use a precise position measurement from a motion capture system to upgrade the experimental UAV setup. This will enable much better performance of the implemented nonlinear controller. 
