In the past 30 years, results regarding special classes of integer linear (and, more generally, convex) programs flourished. Applications in the field of parameterized complexity were called for and the call has been answered, demonstrating the importance of connecting the two fields. The classical result due to Lenstra states that solving Integer Linear Programming in fixed dimension is polynomial. Later, Khachiyan and Porkolab has extended this result to optimizing a quasiconvex function over a convex set. While applications of the former result have been known for over 10 years, it seems the latter result has not been applied much in the parameterized setting yet. We give one such application.
Introduction
In 1983 Lenstra proved that solving integer linear programming (ILP) is polynomial in fixed dimension [Len83] . In the subsequent years this result has been extended by many authors to wider optimization classes (e.g. minimizing a quasiconvex function over a convex set) and improved in running time and space. The setting of these results fits well with that of parameterized complexity. There, the complexity of a problem is studied as a function of not just the size of the input, but also of multiple parameters, allowing for a more refined analysis and classification of runtimes. In the case of convex integer programming the dimension is a natural parameter.
Consequently, several authors called for applications of ILP in the field of parameterized complexity, e.g. Niedermeier in his book [Nie04] :
[...] It remains to investigate further examples besides Closest String where the described ILP approach turns out to be applicable. More generally, it would be interesting to discover more connections between fixed-parameter algorithms and (integer) linear programming.
This call has been answered in the following years, for example by Fellows et al. [FLM + 08] in a paper studying graph layout problems parameterized by vertex cover, Lampis [Lam12] and Ganian [Gan12] when studying a related parameter called neighborhood diversity, or by Mnich and Wiese [MW15] when studying scheduling problems.
Curiously, it seemed that a problem can either be tackled already by use of integer linear programming, or not even the advanced results regarding integer convex programming suffice. This naturally lead to an interest in problems requiring the use of these advanced techniques, as Lokshtanov states in his PhD thesis [Lok09] :
It would be interesting to see if these even more general results can be useful for showing problems fixed parameter tractable.
In this paper, we give one such example. We show that the Sum-Total Multicoloring problem, a generalization of Sum Coloring, is fixed-parameter tractable with respect to the neighborhood diversity of the input graph and the number of different vertex demands. We do so by minimizing a (non-linear) convex function over integral points of a polyhedron. We also discuss how, under certain assumptions, a Sum-Total Multicoloring instance admits reformulation to a mixed integer linear program. The technique we use to do so has been known for a long time, but has been only scarcely used in parameterized complexity.
Furthermore, we give a short review of the advances in the field of convex integer programming from the past 25 years that we find particularly relevant, with a particular emphasis on results in fixeddimension. We do this with the hope of providing an accessible toolbox to the benefit of parameterized complexity researchers.
Neighborhood Diversity
Courcelle's theorem [Cou90] states that deciding a Monadic Second Order (MSO) formula on a graph of treewidth k can be done in time f (k, ϕ)n for some computable function f . However, this function f is non-elementary and this cannot be improved unless P=NP [FG04, Lam14] . Thus a question arose: is there a graph class such that MSO formulas can be decided in f (k, ϕ)n time for an elementary function f ? This question was answered in the affirmative by Lampis [Lam12] for graphs of bounded vertex cover and neighborhood diversity.
Definition 1. The neighborhood diversity of a graph G, denoted by nd(G), is the minimum number t of classes (called types) of a partition V 1 , . . . , V t of the vertex set V G such that
• each type V i induces either an empty subgraph (independent type) or a complete subgraph (clique type) of G, and Note that treewidth and neighborhood diversity are incomparable. This can be observed by checking that,
tw(P n ) = 1 nd(P n ) = n, where K n and P n are the complete graph and path on n vertices, respectively.
Observe in Figure 1 that neighborhood diversity occupies an important place with respect to other relevant parameters (vertex cover number, treewidth and cliquewidth). Studying the parameterized complexity of a problem with respect to treewidth can be seen as a stepping stone to understanding its parameterized complexity with respect to cliquewidth. Since neighborhood diversity is incomparable to treewidth in this regard, it provides a different step towards cliquewidth and gives different insights. The next possible step towards cliquewidth is so-called modular width introduced by Gajarský et al. [GLO13] as a direct generalization of neighborhood diversity.
Notice that an n-vertex graph of bounded neighborhood diversity can be described in a compressed way using only O log n · nd(G) 2 space:
Definition 2. The type graph T (G) of a graph G is a graph on nd(G) vertices t 1 , . . . , t nd(G) , where each t i is assigned weight s(t i ) = |V i |, and where (t i , t j ) is an edge or a loop in T (G) if and only if two distinct vertices of V i and V j are adjacent. 
The Sum-Total Multicoloring Problem
The chromatic number χ(G) of G is then the minimum attainable cost of a proper coloring c of G. The motivation for this particular formulation is the following coloring problem with a different objective.
Sum Coloring
Input: Graph G = (V, E).
Task:
Find a proper coloring c of G minimizing v∈V c(v).
In addition to Sum Coloring, we consider a generalized problem combining Sum Coloring with multicoloring. A (proper) multicoloring of a graph G with given vertex demands (weights) w(v) is a map c : V → 2 N such that c(u) ∩ c(v) = ∅ whenever {u, v} ∈ E and |c(v)| ≥ w(v). Similarly, the objective is to minimize the number of different colors used | c[V ]|. The generalization is then defined as follows.
Sum-Total Multicoloring
Input: Graph G = (V, E), vertex demands w : V → N.
Task:
Find a proper multicoloring c of G with demands w minimizing v∈V x∈c (v) x .
This generalization differs from the classical Sum Multicoloring problem whose objective function is v∈V max x∈c(v) x. However, we believe it is quite natural and can be motivated as follows. Irani and Leung [IL96] study scheduling with conflicts in the context of traffic control. Imagine an intersection which needs to be used by multiple cars. Then our goal is to schedule times when each car can pass through the intersection such that we avoid collisions, and the satisfaction of drivers can be expressed as the sum of times when they passed through the intersection. Thus, each individual driver's completion time needs to be a part of the objective function, not just the last driver's, as would be the case if we modeled the problem as classical Sum Multicoloring.
Let G = (V, E) be a graph, w : V → N be demands and T = {T 1 , . . . , T t } be a decomposition of G such that the following holds.
• For all v ∈ V there is exactly one i for which v ∈ T i and • the demand is the same for all vertices in T i for every 1 ≤ i ≤ t.
Then, we say that w is uniform for G with respect to decomposition T and we say that (G, T , w) is an instance of Uniform Sum-Total Multicoloring. In this case we denote the demand of the vertices of a type T i by w(T i ). Note that Sum Coloring is a special case of Uniform Sum-Total Multicoloring with w ≡ 1 for any T . Note further that it is possible to use the neighborhood diversity decomposition as a decomposition T .
The Sum Coloring problem has been introduced by Kubicka and Schwenk [KS89] . They showed that a polynomial algorithm for Sum Coloring would be easily modified to compute the chromatic number and presented a linear algorithm for computing the Sum Coloring for trees. Furthermore Erdös et al. [EKS90] gave a constructive proof of the unexpected property that, for any k ≥ 2 and any positive integer t, there exists a family of k-chromatic graphs for which any optimal sum coloring must use at least k + t colors. This builds upon a previous result [KS89] , where the same was proven for trees.
The Sum Coloring problem is studied because of the natural connection to scheduling. Scheduling problems form a fundamental class of problems studied in the approximation algorithms theory. Here the completion time of a job corresponds to the largest assigned color to the associated vertex. One possible goal is to minimize the average completion time of the jobs, which is the same as to minimize the sum of the completion times.
Nicoloso et al. [NSS99] and Halldórsson et al. [HKS03] study the Sum Coloring problem on the class of interval graphs, together with application to scheduling of dependent jobs. Marx [Mar02] showed that the Sum Multicoloring problem is NP-hard even if restricted to binary trees. Note that this shows also that the Sum Multicoloring problem is W [1]-hard when parametrized by treewidth. Borodin et al. [BIYZ12] studied approximation algorithms for several proper intersection families of graphs and for K k -free graphs.
Our results
We first extend the original idea of Lampis [Lam12] for coloring of bounded neighborhood diversity graphs to multicoloring, and then show how to express the objective function of Sum-Total Multicoloring, and that it is convex: Theorem 1. Given a graph G with nd(G) = k and a Sum-Total Multicoloring instance with d different demands, Sum-Total Multicoloring can be expressed as a convex integer program in at most (2d) k variables.
Using one of existing algorithms for solving convex integer programming in fixed dimension, we get an FPT result as a corollary:
Corollary 1. The Sum-Total Multicoloring problem parameterized by nd(G) and the number of different demands d is fixed parameter tractable.
Moreover, we show that in the special case when the vertex demands are bounded by poly(n) (by f being poly(n) we mean that there exists c ∈ N such that f ∈ O(n c )), the convex integer program can be reformulated as a mixed integer linear program in p = (2d) k integer variables, poly(n) continuous variables and poly(n) inequalities. This, unlike in Corollary 1, allows applying MILP solvers which are mature and run in space poly(p).
Convex Integer Programming and Parameterized Complexity
In this section we overview existing results regarding minimization of convex (Subsection 2.1), concave (Subsection 2.2) and indefinite (Subsection 2.3) objectives in fixed dimension, and also briefly mention the rapidly growing area of integer linear programming in variable dimension (Subsection 2.4). The outline is inspired by Chapter 15 of the book 50 Years of Integer Programming [HKLW10] , omitting some parts but including many recent developments.
Convex Integer Minimization in Fixed Dimension
Lenstra's result from 1983 shows that solving mixed integer linear programming (MILP) is polynomial when the integer dimension is fixed [Len83] . This was significantly improved by Kannan [Kan87] and Frank and Tardos [FT87] in two ways. First, the required space was reduced from exponential to polynomial in the dimension, and second, running time dependency on the dimension p was reduced from 2
To solve the optimization variant of MILP using these algorithms one has to do binary search, as described by Fellows et This result was later generalized to minimizing a quasiconvex function over a convex set. A function f : R n → R is called quasiconvex if for every α ∈ R, the level set {x ∈ R n | f (x) ≤ α} is a convex subset of R n . The first to show this were Khachiyan and Porkolab [KP00], followed by multiple authors (see below). Unlike above, all of the following results require space exponential in the dimension.
The subsequent research diverged in several directions. The main difference between the papers we survey is in the formalism chosen to represent the convex set. Since there is no better or worse formalism, choosing one is a matter of preference with respect to a specific scenario. Another difference is in their motivation -some authors seek to achieve better time complexity while others contribute by simplifying existing proofs. Our list is categorized according to the formalism chosen to represent the convex set.
Semialgebraic convex set. Khachiyan and Porkolab [KP00] state their result for minimizing a quasiconvex function over a semialgebraic convex set. These are closely related to spectrahedra, the solution spaces of semidefinite programs. Independently, convex sets and semialgebraic sets have been studied for a long time, but together they have been studied only in the past ten years as Convex Algebraic Geometry. There is a book on the topic by Blekherman, Parillo and Thomas [BPT12] . A drawback of this result is an exponential dependence on the number of polynomials defining the semialgebraic convex set.
Theorem 3 (Khachiyan and Porkolab [KP00] ). Minimizing a quasiconvex function over a semialgebraic convex set defined by k polynomials in dimension p is FPT with respect to k and p.
Quasiconvex polynomials. Heinz [Hei05] studied a more specific case of minimizing a quasiconvex polynomial over a convex set given by a system of quasiconvex polynomials, that is, polynomials that are quasiconvex functions. His result improves over Khachiyan and Porkolab in terms of time complexity, dropping the exponential dependence on the number of polynomials. The dependence on the dimension p is O 2 p 3 , which was further improved by Hildebrand and Köppe [HK13] to 2 O(p log p) . The latter result can be stated as follows:
Either find a vector x ∈ Z p that minimizes the objective functionF (x) and satisfies the m inequalities, that is, F i (x) < 0, for all i. Or report that no x satisfying F i (x) < 0, for all i exists.
Theorem 4 (Hildebrand and Köppe [HK13] ). Given a p-Min-PIP instance with F = F , F 1 , . . . , F m . Let d ≥ 2 be the upper bound on the degree of each F ∈ F , M is the maximum number of monomials in each F ∈ F and ℓ bounds the binary length of the coefficients of F . Then it can be solved in time:
, thus FPT with respect to the dimension p, if the feasible region is bounded such that r is the binary encoding length of that bound with r ≤ ℓd O(p) ,
, thus FPT with respect to the dimension p and the maximum degree d, if the feasible region is unbounded.
Note that, in particular, the running time is polynomial with respect to the number of polynomials m.
Oracles. Further research lead to splitting the Convex Integer Programming (CIP) problem in two independent parts to allow more focus on each of them. The first part is showing that a certain problem formulation (such as quasiconvex polynomial inequalities, semialgebraic set etc.) can be used to give a set of geometric oracles. The second part is to show that, given these oracles, solving a CIP problem can be done in a certain time.
This approach is taken by Dadush, Peikert and Vempala [DPV11] who further improve the time complexity of Hildebrand and Köppe [HK13] when the convex set is given by three oracles: a so-called weak membership, strong separation and weak distance oracles. [OWW14] . They show that a general convex integer program given by a so-called first order evaluation oracle can be reduced to several p-Opt-MILP subproblems, which are readily solved by existing solvers (implementing for example Theorem 2). In a previous paper [OWW12] the same authors take a more generic approach requiring a set of oracles to solve a minimization problem, and discuss how to construct these oracles specifically for the p-Min-PIP problem.
Concave Integer Minimization in Fixed Dimension
When we make the step from a linear to a general quasiconvex objective function, we have to distinguish carefully between minimization and maximization. Here we mention two results that can be applied in this case.
Vertex Enumeration. Provided bounds on the encoding length and number of inequalities, a good bound on the number of vertices of the integer hull exists:
Theorem 5 (Cook et al. [CHKM92] ). Let P = {x ∈ R p | Ax ≤ b} be a rational polyhedron with A ∈ Q m×p and let φ be the largest binary encoding size of any of the rows of the system Ax ≤ b. Let P I = conv(P ∩ Z p ) be the integer hull of P . Then the number of vertices of P I is at most 2m p (6p 2 φ) p−1 .
Since Hartmann [Har89] also gave an algorithm for enumerating all the vertices running in polynomial time in fixed dimension, it is possible to evaluate the convex objective function on each of them and pick the best. This is sufficient, because any convex objective is maximized on the boundary, which will be a vertex. Moreover, in parameterized complexity ILP is often used to model combinatorial problems, which implies that the encoding length φ is logarithmic in the input length n. Since (log n) k for fixed k is order o(n) [CCHM15, Lemma 6.1], convex integer maximization is FPT in all such cases.
Indefinite Optimization in Fixed Dimension
Results regarding optimizing indefinite polynomials in fixed dimension are few, indicating this area merits much attention. De Loera et al. [DLHKW08] show that optimizing an indefinite non-negative polynomial over the mixed-integer points in fixed-dimension polytopes admits a fully-polynomial time approximation scheme (FPTAS); however, the runtime of this algorithm is XP from the perspective of parameterized complexity, and it has not yet found applications.
Hildebrand et al. [HWZ16] recently also provided an FPTAS, however, their results are incomparable to the previous one. On one hand, their results are stronger because they use a different notion of approximation, and because they do not require the non-negativity of the objective function. On the other hand, there are additional requirements on the polynomial, namely that it is quadratic and has at most one negative or at most one positive eigenvalue.
The most significant contribution from the perspective of parameterized complexity is an FPT algorithm for Quadratic Integer Programming by Lokshtanov [Lok15] :
is fixed-parameter tractable parameterized by p, A ∞ , and Q ∞ .
While this parameterization may seem very restrictive, it lead to the resolution of a major open graph layout problem regading the parameterized complexity of Minimum Linear Arrangement parameterized by the vertex cover number.
Integer Linear Programming in Variable Dimension
Two major well-known cases of linear programs (LPs) that can be solved integrally in polynomial time are LPs in fixed dimension (as discussed above) and LPs given by totally unimodular matrices (such as flow polytopes). Several significant additional cases have been discovered recently.
Graver basis optimization. A large stream of research of the past 20 years focuses on using the concept of a Graver basis. For a self-contained exposition of these ideas see the books of Onn [Onn10] and De Loera, Hemmecke and Köppe [LHK13] , or a short survey of Koutecký [Kou16] . Specifically, in n-fold Integer Programming, the constraint matrix is composed of one row of small matrices D and a diagonal of small matrices A. In 2-stage stochastic IP, the constraint matrix is composed of one column of small matrices B and again a diagonal of small matrices A. 4-block n-fold IP combines these two notions. It is known that, parameterized by the size of blocks and the largest coefficients, n-fold and 2-stage stochastic IP are fixed-parameter tractable, while 4-block n-fold IP is XP. As already mentioned, the MLA problem was finally resolved using different methods. However, nfold IPs have lately played an important role in providing exponential speed-ups for several existing FPT results [KKM17a, KK16] as well as resolving other open problems [KKM17b] .
A notable result from this area which has not yet found applications is due to Lee et al. [LORW12] . It states that minimizing even certain non-convex objectives is polynomial-time solvable provided they fall in the so-called quadratic Graver cone. It would be interesting to see which problems are modeled by such objectives.
Structural parameterizations of the constraint matrix. A major stream of research in graph theory and parameterized complexity is that of structural parameterizations of graphs. Recently, it was shown that similar tools can be applied also to integer programming. Specifically, one may study structural parameterizations of two graphs associated to the constraint matrix:
1. The primal graph, which has a vertex for every column, and two vertices share an edge if a row exists where both corresponding entries are non-zero.
2. The incidence graph, which has a vertex for every row and every column, and two vertices share an edge if they correspond to a row-column coordinate which is non-zero.
One way how to view the results based on Graver bases is via the parameter fracture number : a graph has a small fracture number if there exists a small subset of vertices whose deletion decomposes the graph into (possibly many) small components. Dvořák et al. [DEG + 17] show that ILP parameterized by the largest coefficient and the constraint or variable fracture number of the primal graph is FPT. In the case of constraint fracture number, one must delete small set of vertices corresponding only to constraints of the ILP at hand. The variable fracture number is defined accordingly. They provide an equivalent instance of either n-fold IP or 2-stage stochastic IP.
Ganian and Ordyniak [GO16] show that when not only the coefficients but also the right hand sides are bounded by a parameter, than fixed-parameter tractability can be obtained even for the less restrictive parameter tree-depth of the primal graph. Moreover, they show several hardness results, thus more clearly delineating the tractable region.
Continuing towards even more general structural parameterizations, let us focus on treewidth. Because ILPs can be viewed as a special case of Constraint Satisfaction Problem (CSP), it follows from Freuder's algorithm [Fre90] that ILP can be solved in time O * d k , where d is the maximum domain size of any variable and k is the primal treewidth. Recently, Jansen and Kratsch [JK15] studied the kernelizability of ILP and show that instances with bounded domains and bounded primal treewidth are efficiently kernelizable. Moreover, they introduce so-called r-boundaried ILPs which significantly generalize totally unimodular ILPs and ILPs of bounded treewidth, and they give an FPT result regarding r-boundaried ILPs. Finally, Ganian et al. [GOR17] show that ILP parameterized by incidence treewidth and the largest constraint partial sum of any feasible solution is FPT. They also combine primal treewidth with Lenstra's algorithm to obtain a new structural parameter called torso-width, and give an FPT algorithm for this parameterization.
3 Solving Sum-Total Multicoloring on bounded neighborhood diversity
Overview
The algorithms of this section are based on the concept of the vertex coloring polytope of a graph (in particular its independent set formulation [MT96] ), where there is a binary variable x I for every independent set I of G = (V, E) with the constraint I∋v x I = 1 for every v ∈ V . This encodes which independent sets correspond to actual color classes in a coloring, every vertex being colored exactly once. The goal is then to minimize I independent x I -the number of used colors. As Lampis [Lam12] observed any independent type t i can be colored with one color and every clique type t j needs exactly s(t j ) colors. Every color class of such coloring (and even multicoloring) then corresponds to an independent set in T (G). Thus, every such coloring can be represented by stating how many times is each independent set of T (G) used (up to permuting the colors, and permuting the vertices of clique types). Denote I = {I | I independent in T (G)} the set of independent sets of T (G) and recall that s(t i ) = |V i | for every type.
Recall that an instance of Sum Multicoloring is called uniform with respect to decomposition T = {t 1 , . . . , t t } if all vertices in T i have the same demand (denoted w(t i )) for all i. For graphs of small neighborhood diversity and uniform demands, this can be expressed as the integer linear programs below, which have a variable x I for every I ∈ I. Note that since multiple color classes of G can correspond to one I ∈ I, x I is no longer binary variable.
In the independent set formulation of the vertex coloring polytope an integer point x corresponds to a certain coloring up to permuting the colors. In our formulation we only capture (multi)colorings which, for a given color γ and an independent type t i , either color all vertices of t i with γ or none of them. We call such colorings essential, and, accordingly, the polytope corresponding to our formulation the essential (multi)coloring polytope.
In case of non-uniform demands of only few different values we may use the following transformation.
Lemma 7. For a graph G with nd(G) = k, type graph T and non-uniform demands w, there is a type graph T ′ with uniform demands w ′ such that While the restriction to a bounded number of different demand values might seem limiting, bear in mind that, for example, different demand values for every vertex would generally require Ω(n) sized input, substantially more that the graph itself requiring only O log n nd(G) 2 space. This might be an indication that general demands could encode problems with significantly higher inner complexity.
Essential Coloring and Uniform Multicoloring polytope

Coloring Uniform Multicoloring
I∈I,ti∈I
for every t i independent I∈I,ti∈I
Notice that there are at most 2 k independent sets in a graph with nd(G) = k. The Coloring and Multicoloring problems then correspond to the above ILPs minimizing the sum I∈I x I in both cases, counting the different colors used. In essence, these programs solve a covering problem with I as the covering sets and types t i as the elements to be covered, requiring each t i to be covered a certain number of times. This problem has been studied under the name Weighted Set Multicover by Bredereck et al. [BFN + 15] . Note that together with the results of the previous section, this also shows that Uniform Multicoloring is FPT with respect to nd(G). However, a stronger FPT result can be obtained for general Multicoloring by noticing that in any independent type t i only the maximum demand is relevant in the optimal solution, and similarly, that in any clique type t j only the sum of the demands matters. We leave the details to the kind reader.
The Convex Integer Program
While these polytopes also contain all essential solutions to Sum Coloring and Sum-Total Multicoloring problems, their objective function is not as straightforward to obtain. However, given I in a uniform demand setting, the number of vertices every color class of this type will contain is independent of the actual x I 's. Namely, define the number of vertices of a color class σ : I → N ∪ {0} as
s(t i ).
Lemma 8. Given the numbers x I of occurrences of every independent set I ∈ I as a color class inside the essential (multi)coloring polytope, the assignment to colors 1, 2, . . . minimizing the cost of Sum-Total Multicoloring is by decreasing σ(I).
Proof. See Figure 2 for an illustration of the situation. The lemma is shown by looking at the price difference of swapping the numbers assigned to two color classes with different σ.
To get a quadratic objective function, we express it in terms of auxiliary variables y 1 , . . . , y n which are a linear projection of variables x = (x I1 , x I2 , . . . ). Namely, y j indicates how many color classes contain at least j vertices:
Finally, the total objective function can be expressed as
where i = 1, . . . , p is the order of the color classes given by Lemma 8, every class of type I present x I times, where we enumerate only those I with x I ≥ 1. The equivalence of the two is straightforward to check. Finally, S is convex with respect to x. This is because:
• all x I are linear (thus affine) functions,
• y i = I:σ(I)≥i x I is a sum of affine functions, thus affine, • y i (y i − 1)/2 is convex: it is a basic fact that h(x) = g(f (x)) is convex if f is affine and g is convex.
Here f = y i is affine by the previous point and g = f (f − 1)/2 is convex.
• S is the sum of y i (y i − 1)/2, which are convex by the previous point.
We summarize these observations into the following theorem.
Theorem 9. Given a graph G with nd(G) = k by its type graph T (G) and given uniform demands w : V T → N, the Sum-Total Multicoloring (as well as Sum Coloring) problem is FPT with respect to k and can be solved in time 2
Proof. The essential multicoloring polytope exactly contains all x corresponding to a valid essential multicoloring. Such polytope has O 2 k variables and O(k) linear constraints, with the coefficients represented by O(log n) bits each.
The objective function S(x) is a convex function and can be expressed directly in terms of x by substituting all the y j 's by their definition. The resulting function can be easily computed in linear time when the sets of I are preordered by σ.
Finally, the running time follows from the CIP tools presented in the previous section, e.g. Theorem 4. The Sum Coloring variant is obtained with w ≡ 1.
We also get the following by application of Lemma 8.
Corollary 2. Given a graph G with nd(G) = k by its type graph T (G) and arbitrary demands w : V G → N, the Sum-Total Multicoloring problem is FPT with respect to k and the number of different demand values used.
Reduction to Mixed Integer Linear Programming
Under certain conditions a p-Min-MILP problem with a convex polynomial objective function can be reformulated as a pure (i.e., linear objective) p-Min-MILP problem. Here we will show how this can be In general, the j-th inequality is z i ≥ jy i −(j +2)(j +1)/2. done in our case if the maximum demand w max = max v∈V w(v) is bounded by poly(n) (in particular for Sum Coloring).
Examine the objective function S(x). It can be seen as an additively separable function of n convex univariate functions z i = f (y i ) = y i (y i − 1)/2. Equivalently, we could write it as S(x) = n i=1 z i such that, for every i, z i ≥ f (y i ). Observe that the convex region given by z i ≥ f (y i ) can be approximated by the piecewise linear function given by all integer points of f which could be possibly evaluated in the convex integer program, as depicted in Figure 3 .
Formally, our MILP reformulation consists of adding n continuous variables y i as defined at the beginning of this section, n continuous variables z i as defined above and, for each i, O(nw max ) new inequalities in these continuous variables as in Figure 3 . The correctness of this construction follows from the integrality of x, the fact that the y i variables are a linear projection of x, preserving integrality, and the z i variables are integral due to the integrality of the y i variables. Obviously, the size of this formulation is poly(n) if and only if w max is bounded by poly(n).
Conclusion and Open Problems
In Section 2 we have provided an overview encompassing a substation number of existing results in integer programming which are particularly relevant to the field of parameterized complexity. Then, in Section 3 we have demonstrated how to apply some of these techniques to a particular problem.
Since our overview in Section 2 is quite extensive, naturally we have not used all tools that are available. It would be interesting to see more examples of applications of these tools. In particular, we would like to see an instance of a problem that is solved using semidefinite programming in fixed dimension, and an application of 2-stage stochastic IP.
Regarding specifically the Sum-Total Multicoloring problem there are two natural directions to explore. First, could we drop the parameterization by the number of different demands? Observe that then we cannot transform a general instance into a uniform one (without blowing up the neighborhood diversity), and without that we lose the ordering of colors by sizes; it is not obvious how to even compute the cost S(x) for a given point x of the essential multicoloring polytope in polynomial time. Second, could our results be extended to the larger class of graphs of bounded modular-width? While it is possible for Coloring by combining ILP and dynamic programming [GLO13] , the non-linear objective function of Sum Coloring makes that approach much more difficult.
