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Abstract—Deep neural networks have recently emerged as
a disruptive technology to solve NP-hard wireless resource
allocation problems in a real-time manner. However, the adopted
neural network structures, e.g., multi-layer perceptron (MLP)
and convolutional neural network (CNN), are inherited from
deep learning for image processing tasks, and thus are not
tailored to problems in wireless networks. In particular, the
performance of these methods deteriorates dramatically when
the wireless network size becomes large. In this paper, we
propose to utilize graph neural networks (GNNs) to develop
scalable methods for solving the power control problem in K-user
interference channels. Specifically, a K-user interference channel
is first modeled as a complete graph, where the quantitative
information of wireless channels is incorporated as the features of
the graph. We then propose an interference graph convolutional
neural network (IGCNet) to learn the optimal power control
in an unsupervised manner. It is shown that one-layer IGCNet
is a universal approximator to continuous set functions, which
well matches the permutation invariance property of interference
channels and it is robust to imperfect channel state information
(CSI). Extensive simulations will show that the proposed IGCNet
outperforms existing methods and achieves significant speedup
over the classic algorithm for power control, namely, WMMSE.
Index Terms—Resource allocation, geometric deep learning,
graph neural networks, wireless networks.
I. INTRODUCTION
Effective resource allocation plays a crucial role for per-
formance optimization in wireless networks. However, typical
resource allocation problems, such as power control [7], [8],
are non-convex and computationally challenging. Moreover,
they need to be solved in a real-time manner to accommodate
the time variation of wireless channels. Great efforts have
been put to develop effective algorithms for wireless resource
allocation, and design solutions have been obtained with
powerful convex optimization based approaches. Nevertheless,
the resulting algorithms still fall short, given the increasing
density of wireless networks and the more stringent latency
requirement of emerging mobile applications.
Inspired by the recent successes of deep learning, re-
searchers have attempted to apply deep learning based methods
to solve NP-hard optimization problems in wireless networks
[1]–[3], [9]–[11]. As a classic wireless resource allocation
This work was supported by the Hong Kong Research Grants Council under
Grant No. 16210719.
problem, power control in the K-user interference channel has
attracted most of the attention [1]–[5]. The first attempts came
from [1], [2], which applied MLP and CNN, respectively, to
approximate the classic weighted minimum mean square error
(WMMSE) algorithm [12] and accelerate the computation.
Unsupervised learning and an ensembling mechanism were
employed in [3] to achieve better performance than the sub-
optimal WMMSE algorithm.
However, MLP and CNN, which are designed for image
processing, may not be suitable for problems in wireless com-
munication. In particular, the performance of these methods
degrades dramatically when the network size becomes large.
This is because MLP and CNN fail to exploit the underly-
ing topology of wireless networks. To enable more efficient
learning, spatial convolution [4] and graph embedding [5]
have been proposed to exploit the Euclidean geometry of the
users’ geolocations. These methods are scalable to large-size
networks. However, they have major disadvantage, namely,
they can not utilize the instantaneous channel state information
(CSI), which can not be embedded into the Euclidean space.
This leads to poor performance in fading channels. Another
drawback is that they have trouble in dealing with problems
with heterogeneity, e.g., weighted sum rate maximization. A
comparison of the existing works for K-user interference
channel power control is shown in Table I.
Graph neural networks (GNNs) can effectively exploit non-
Euclidean data [13], e.g., CSI. In this paper, to overcome the
limitations mentioned above, we propose to employ GNNs
for wireless power control in K-user interference channels.
Specifically, a K-user interference channel can be naturally
modeled as a complete graph, where the quantitative infor-
mation of wireless networks, e.g., CSI, is incorporated as
the features of the graph. Based on the principle of graph
neural networks, we propose interference graph convolutional
networks (IGCNet) to learn the optimal resource allocation
in an unsupervised manner. It is shown that IGCNet is a
universal approximator of continuous set functions, which
well preserves the permutation invariance property of the
interference links. Extensive simulations will demonstrate that
the proposed IGCNet not only outperforms the state-of-the art
optimization-based WMMSE algorithm and existing learning-
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TABLE I
A COMPARISON OF DIFFERENT METHODS FOR POWER CONTROL IN THE K-USER INTERFERENCE CHANNEL.
MLP [1] DPC [2] PCNet [3] Spatial Convolution [4] Graph Embedding [5] This paper
Neural networks used MLP CNN MLP Spatial Convolution [4] Structure2Vec [6] Proposed IGCNet
Training scheme Supervised Supervised or Unsupervised Unsupervised Supervised or Unsupervised Supervised or Unsupervised Unsupervised
Scalability 7 7 7 3 3 3
Time complexity O(K2) O(K2) O(K2) O(K +N2) O(K2) O(K2)
Sample complexity Medium Medium Medium Large Small Small
Ability to incorporate instantaneous CSI 3 3 3 7 7 3
Ability to solve weighted problems 3 7 3 7 7 3
based methods under various system configurations, but also
achieves significant speedup over WMMSE. Furthermore, we
will show that the proposed IGCNet can handle estimation
uncertainty, e.g., CSI uncertainty, both theoretically and em-
pirically. For reproducibility, the code to produce the results
in this paper has been made available on github1.
II. PRELIMINARIES
A. System Model
We consider the power control problem in a K-user inter-
ference channel with K single-antenna transceiver pairs. The
received signal at the k-th receiver is given by
yk = hkksk +
∑
j 6=k
hkjsj + nk,
where hkk ∈ C denotes the direct-link channel between the
k-th transmitter and receiver, hkj ∈ C denotes the cross-link
channel between transmitter j and receiver k, sk ∈ C denotes
the data symbol for the k-th receiver, and nk ∼ CN (0, σ2k) is
the additive Gaussian noise.
The signal-to-interference-plus-noise ratio (SINR) for the
k-th receiver is given by
SINRk =
|hkk|2pk∑
i 6=k |hki|2pi + σ2k
,
where pk = E[s2k] is the power of the k-th transmitter, and
0 ≤ pk ≤ Pmax.
Denote p = [p1, · · · , pK ] as the power allocation vector.
The objective is to find the optimal power allocation to max-
imize the weighted sum rate, and the problem is formulated
as
maximize
p
K∑
k=1
wk log2 (1 + SINRk)
subject to 0 ≤ pk ≤ Pmax,∀k,
(1)
where wk is the weight for the k-th pair. The channel
matrix is defined as H = [h1, · · · ,hK ]T and hi =
[h1i, · · · , hKi]T , i = 1, · · · ,K.
This problem is known to be NP-hard [7]. Although sev-
eral optimization-based methods have been proposed in [12],
[14], they are computationally demanding, and thus cannot
be applied for real-time implementation [1]. To alleviate
the computation burden while achieving near-optimal perfor-
mance, machine learning based methods have been proposed.
1https://github.com/yshenaw/Globecom2019
Specifically, MLP [1], [3] and CNN [2] have been used to
approximate the input-output mapping of this problem. The
optimization-based methods involve many iterations, with each
iteration having a time complexity of O(K2). In contrast, the
total complexities of these learning-based methods are O(K2),
and thus they can achieve significant speedups.
B. Existing Approaches’ Limitations
In this subsection, we identify the performance deterioration
phenomenon of existing methods using MLP or CNN [1]–[3].
Fig. II illustrates MLP and CNN based approaches for
power control. From the numerical experiments in [1], [3], we
observe a performance loss when K gets larger. For example,
in [1], the performance gap to the WMMSE algorithm is 3%
when K = 10 and becomes 12% when K = 30. From the
perspective of approximation theory, an MLP with a sufficient
number of parameters can learn anything if we have sufficient
training samples [15]. However, in practice, there are lots of
redundancy in an MLP because it is fully connected. Such
redundancy causes overfitting and makes it difficult to train.
This is the reason for the performance loss when the input and
output dimensions are large.
CNN has demonstrated its effectiveness in solving such
performance deterioration problems in image analysis appli-
cations [16], but it is not effective for wireless power control.
Specifically, for images, the geometric property means that
adjacent pixels are meaningful to be considered together [16].
In CNN, a 2D convolution kernel is applied to each patch
(adjacent pixels) in the image. The weights in the neural
network are shared among different patches. This leads to
a significant reduction in the number of parameters, which
leads to a lower sample complexity and also makes it easy for
training. This accounts for the superior performance of CNN
in image processing. Unfortunately, the geometric property in
images does not hold for a channel matrix since a 3×3 patch
does not contain any specific meaning for the power control
problem. Thus, although using CNN can reduce the number of
parameters, it suffers from a large performance degradation,
as will be further shown in Section IV-A.
There have been some attempts to leverage the geometry
of users’ geolocation to achieve scalability, i.e., the ability to
deal with large-size wireless systems. One study [4] applied
the idea of convolution in the spatial domain. Specifically,
the whole considered area is first divided into N -by-N grids,
followed by computing the number of active users in each grid
as its density. The spatial convolution is a convolution operator
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(a) An illustration of power control via an MLP. The channel matrix is first
flattened into a 1D vector, which results in the structure information loss.
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(b) An illustration of power control via a CNN. Only nearby elements are
put together in the 2D convolution.
Fig. 1. CNN and MLP for K-user interference channel power control.
on the density grid. In this scenario, the neighbor grids are
useful because the nearest users will cause the strongest inter-
ferences. One major drawback of this work is that it requires a
large number of samples for training. To address this issue, [5]
proposed to use distance quantization and graph embedding.
However, spatial convolution and distance quantization are
merely operating on the distances and can not incorporate
instantaneous CSI. Thus, it results in poor performance when
fading exists (as shown in Table V in [4]). Furthermore, they
are not able to deal with the weighted problems.
In the next section, we will discuss the geometric properties
of the K-user interference channels and design the correspond-
ing neural network.
III. LEARNING OPTIMAL POWER CONTROL ON
INTERFERENCE GRAPH
In this section, we first model a K-user interference channel
as a complete graph, followed by a brief introduction to GNNs.
Under the framework of GNNs, we propose IGCNet to learn
the optimal power control on an interference graph in an
unsupervised manner. The theoretical analysis for IGCNet is
presented at the end of this section.
A. Graph Representation and Geometric Properties
In this subsection, we model the K-user interference chan-
nel as a complete graph with vertex and edge labels. We view
the i-th transmitter-receiver pair as the i-th vertex. The vertex
label contains the state of the direct channel and the weight
of the i-th pair, i.e., (hii, wi). One edge between two vertices
indicates an interference link, with label as the states of the
interference channels hij and hji. An illustration of a 3-user
interference channel is shown in Fig. 2.
We next discuss the geometry of the interference channel
by looking at the map from the channel matrix and weights
to the optimal power control vector.
Proposition 1. For a given i, let fi(·, ·) denote the func-
tion that maps the channel matrix and the weights to
the optimal power allocation of the i-th transmitter, i.e.,
p∗i = fi(H,w), and let Π denote any permutation matrix
satisfying (ΠTHΠ)ii = hii. Then, p∗i = fi(H,w) =
fi(Π
THΠ,ΠTw).
Fig. 2. The 3-user interference channel and the corresponding graph.
This can be interpreted as the unordered property of inter-
ference channels : It is the collection of interference channel
coefficients instead of the ordering of these coefficients that
matter. The irrelevance in the ordering leads to the permutation
invariance property of the channel matrix. This property sug-
gests that only considering the neighborhood elements, such
as in CNN, is meaningless because the elements are no longer
close to each other after the permutation. This invariance
property indicates that all the edges with the same end node
are homogeneous, and will allow us to share weights among
all the edges of a node. In other words, we can restrict the
hypothesis space of the designed neural network for one node
to the space of set functions, which leads to GNNs.
B. Graph Neural Networks
In this subsection, we give a brief introduction to GNNs,
and one can refer to [13], [17] for a more detailed information.
GNNs deal with learning problems with graph data or non-
Euclidean data. There are many sucessful applications of
GNNs such as recommendation systems [18] and solving
combinatorial problems [19]. GNNs utilize the graph structure
of data, the node features, and the edge features to learn a good
representation of the vertices. Like MLP or CNN, GNNs have
layer-wise structures. In each layer, for each vertex, GNNs
update the representation of this node by aggregating features
from its edges and its neighbor vetices. Specifically, the update
rule of the k-th layer at vertex v in GNNs is
α(k)v = AGGREGATE
(k)({β(k−1)u : u ∈ N (v)}, {γx : x ∈ E(v)})
β(k)v = COMBINE
(k)(β(k−1)v ,α
(k)
v )
(2)
where N (v) denotes the set of the neighbors of v,
E(v) denotes the set of edges with v as one end node,
AGGREGATE(·) and COMBINE(·) are two functions, β(k)v
denotes the k-th layer’s output feature of vertex v, and α(k)v
is an intermediate variable.
The design of the two functions in GNNs is crucial and leads
to different kinds of GNNs [17]. The most popular GNNs are
listed as follows.
1) Graph Convolutional Network [20]: It uses the mean
pooling and relu as the aggregation and combination
functions,
β(k)v = RELU(W
(k) · 1|N (v)|+ 1
∑
u
β(k−1)u )
where u ∈ N (v) ∪ {v} and {W (k)} are the weight
matrices to be learned and RELU(x) = MAX(0, x).
2) Structure2Vec [6]: It uses the sum pooling and relu as
the aggregation and combination functions,
β(k)v = RELU
(
W1β
(k−1)
v +W2
∑
u
β(k−1)u
)
,
where u ∈ N (v), and W1 and W2 are the weight
matrices to be learned.
3) Graph Isomorphism Network [17]: It uses the MLP
and sum pooling as the aggregation and combination
functions,
β(k)v = MLP
(k)
(
(1 + (k))β(k−1)v +
∑
u
β(k−1)u
)
where u ∈ N (v), MLP(k) is an MLP, and different
MLPs are used in different layers.
C. Interference Graph Convolutional Networks
In this paper, we design the aggregation and combina-
tion functions of a GNN following two principles based
on the observations in Section III-A. First, the designed
neural network should capture the permutation invariance
property of the interference channel, as stated in Proposition
1. Second, the designed neural network should be robust to
the inaccurate measurements, e.g., imperfect CSI, which is
critical for the practical implementation. Thus, the proposed
aggregation functions (neural networks) should not only be
a good approximator of set functions, but also robust to the
corruptions of edge labels. For the first requirement, the idea
is to use a symmetric function on transformed elements in the
point set to approximate a general function defined on the set
[21]:
AGGREGATE({x1, · · · ,xn}) ≈ g(o(x1), · · · , o(xn)),
where f : 2R
N → R, o : RN → RK and g : RK×· · ·×RK →
R is a symmetric function. For the implementation of this
paper, we use a 3-layer MLP as o(·), ∑i(·) and max(·) as
g(·), and a 3-layer MLP as COMBINE(·). Specifically, the
update rule is
γ(k)u,v = MLP1(huv, hvu, wv, huu,β
(k−1)
u )
α(k)v = CONCAT
(
MAXu(γu,v}),
∑
u
γu,v
)
, u ∈ N (v)
β(k)v = MLP2(α
(k)
v , hvv,β
(k−1)
v , wv),
(3)
where MAX({·}) is to take the largest value in a set, MLP1
and MLP2 denote two different MLPs, CONCAT denotes the
operation that concatenates two vectors together, and γ(k)u,v
denotes the feature vector of the edge connecting vertex u
and vertex v. It will be shown in the next subsection that
the proposed aggregation function also satisfies the second
requirement. An illustration of the proposed network structure
and parameter setting is shown in Fig. 3.
The loss function adopted is the negative sum rate, as in
[2], [3],
` = −EH
{
K∑
k=1
wk log2
(
1 +
|hkk|2pk(θ)∑
i6=k |hki|2pi(θ) + σ2k
)}
,
where θ denotes the parameters of the neural networks and
pi(θ) is the power value generated by the neural networks.
Note that this loss function is differentiable and can be directly
optimized by stochastic gradient descent. Thus, IGCNet is an
unsupervised method and it only needs the channel matrices
as samples without labels for training.
The proposed IGCNet can also deal with other objective
functions in the K-user interference channel. To achieve this
goal, one can simply replace the loss function with the negative
objective function to be maximized.
D. Theoretical Analysis
In this subsection, we show the universal approximation
property and robustness of the proposed IGCNet.
Theorem 1. (Universal Approximation) Suppose f : X → R
is a continuous set function. Then, ∀ > 0,∃ a continuous
function h and a symmetric function g(x1, · · · , xn) = ζ ◦
POOLING, such that ∀S ∈ X ,∣∣∣∣f(S)− ζ (POOLINGxi∈S ({h(xi)})
)∣∣∣∣ < 
where x1, · · · , xn is the elements in S, ζ is a continuous
function, and POOLING is a pooling operation,
i.e., POOLINGxi∈S({h(xi)}) = MAXxi∈S({h(xi)})
or POOLINGxi∈S({h(xi)}) =
∑
xi∈S h(xi) or
POOLINGxi∈S({h(xi)}) = 1|S|
∑
xi∈S h(xi).
Theorem 2. (Robustness) [21] Suppose u : X → Rp such
that u = MAXxi∈S and f = γ ◦ u. Then,
(a) ∀S, ∃CS ,NS ∈ X , f(T ) = f(S) if CS ⊂ T ⊂ NS;
(b) |CS | ≤ p
… …
MLP1
MLP1
MLP2
AGGREGATE COMBINE
Fig. 3. The structure of aggregation and combination functions in the proposed IGCNet.
Theorem 1 states that one-layer IGCNet is a universal
approximator of continuous set functions. Note that the aggre-
gation function of GNNs is a set function. Thus, IGCNet has
the aggregation function with the most powerful representation
ability in the class of GNNs. Besides, it well respects the
permutation invariance property of the interference channel
because the set function is permutation invariant to the input.
Theorem 2 states that f(S) remains the same up to the
corruptions of the input if all the features in CS are preserved
and CS only contains a bounded number of features, smaller
than p. This means that only a small proportion of features
are critical and IGCNet is robust to the corruptions of other
features. The practical meaning is that IGCNet can provide a
near-optimal solution even when some CSI is not available.
IV. SIMULATIONS
A. Gaussian Interference Channel Power Control
In this subsection, in order to demonstrate the effectiveness
of IGCNet, we follow the system setting of [1], [3] to set up
simulations. Under this system setting, all the weights are the
same and the channel coefficients are taken from the standard
normal distribution. In the experiment, three network setups
K ∈ {10, 20, 30} are considered. We mainly compare the
proposed IGCNet with the following five benchmarks:
1) WMMSE [12]: This is the most popular optimization-
based algorithm for the K-user interference channel
power control. It is also used as a benchmark in [1]–
[3].
2) MLP [1]: It leverages MLP to learn the input-output
mapping of WMMSE.
3) PCNet [3]: It employs MLP and an unsupervised loss
function to learn near-optimal power allocation.
4) DPC [2]: CNN and the unsupervised loss function are
used in this method to learn a near-optimal power
control.
5) Baseline: We find a fixed proportion of pairs with the
largest coefficients wi|hii|2, and set the power of these
pairs as Pmax, while the power for other pairs are set as 0.
This algorithm ignoring the interference is the simplest
but effective heuristic algorithm and we shall use it as
the baseline.
We do not compare with [4] and [5] as they can not
incorporate instantaneous CSI.
We generate 20000 training samples, i.e., network realiza-
tions, to train MLP, PCNet, and DPC as in [1], [2] while the
number of training samples used for IGCNet is 2000. The test
dataset contains 500 network realizations. We use a 5-layer
IGCNet and adopt the adam optimizer with a learning rate of
10−3 to train IGCNet. The simulation results are shown in
Table II.
It is shown that the proposed IGCNet not only outperforms
the learning-based method, but also achieves a better perfor-
mance than WMMSE. We also see that the performance of
IGCNet is stable while other learning-based methods suffer
from performance degradation when K increases. The dif-
ference between PCNet and IGCNet is that IGCNet utilizes
the graph structure and the weights are shared. Thus, it
suggests that leveraging the graph structure of the interference
channel is useful for maintaining good performance when the
network size is large. Besides, we observe that the performance
gap between other learning-based methods and the baseline
vanishes when K = 30. This may imply that these models
can hardly learn the impact of interference when K is large.
TABLE II
AVERAGE SUM RATE UNDER EACH SETTING. THE RESULTS ARE
NORMALIZED BY THE SUM RATE ACHIEVED BY WMMSE.
IGCNet MLP PCNet DPC Baseline
K = 10 102.6% 98.2% 101.4% 95.1% 89.1%
K = 20 102.7% 92.3% 90.2% 83.1% 86.6%
K = 30 102.4% 85.3% 87.6% 79.3% 84.4%
We next test the performance of IGCNet in the weighted
sum rate maximization. We take wi from the uniform distri-
bution in [0, 1] and test the performance of IGCNet, WMMSE,
and the baseline algorithm. The results are shown in Table III.
From Table III, we see that the performance of IGCNet is
better than other benchmarks. This demonstrates that IGCNet
TABLE III
AVERAGE SUM RATE UNDER EACH SETTING. THE RESULTS ARE
NORMALIZED BY THE SUM RATE ACHIEVED BY WMMSE.
IGCNet MLP Baseline
K = 10 106.4% 93.7% 92.5%
K = 20 106.9% 86.4% 87.5%
K = 30 104.7% 81.3% 87.9%
can handle the weighted problem without requiring a large
amount of samples.
B. Generalization
An important test of the usefulness of neural network’s
design is its ability to generalize to different layouts and link
distributions [4]. In this subsection, we test the generalization
performance of the proposed IGCNet in two different settings.
1) Varying User Locations: We first test the performance of
the proposed algorithm under the situation where the locations
of users in each sample vary. The transmitters are uniformly
distributed in the square region [0, 100]× [0, 100] meters. The
receivers are uniformly distributed within [2, 10] meters away
from the transmitter. The adopted channel model is
hij = 10
−L(dij)/20√φijsijgij
where the path loss model is L(dij) = 148.1+37.6 log2(dij),
skl is the shadowing coefficient, the standard deviation of
log-norm shadowing is 8dB, φij = 9dBi is the transmit
antenna power gain, gij ∼ CN (0, 1) is the small scale fading,
and the noise power is σ2k = −102dBm. We use equal
weights to test the performance of different algorithms, with
the results shown in Table IV. We see that IGCNet also has a
superior performance under the system settings with varying
user locations.
TABLE IV
AVERAGE SUM RATE UNDER EACH SETTING. THE RESULTS ARE
NORMALIZED BY THE SUM RATE ACHIEVED BY WMMSE.
IGCNet MLP PCNet Baseline
K = 10 103.4% 83.7% 86.4% 75.9%
K = 20 104.4% 70.7% 86.3% 78.0%
K = 30 104.2% 63.1% 83.0% 75.5%
2) Varying Distance Distribution: It was reported in [4] that
spatial convolution is sensitive to the link distance distribution.
We also check the performance of IGCNet when the link
distance distribution in the test is different from that in
the training. We follow [4] to set up the simulation. The
link distance is uniformly distributed in [2, 10] meters during
training. In the test, the link distance is uniformly distributed
in [lr, ur] meters, where lr is uniform in [2, 20] meters and ur
is uniform in [lr, 20] meters. The performance of IGCNet is
101.2% compared to WMMSE in this situation. It shows that
the performance of IGCNet under this setting is still good.
C. Robustness
In this subsection, the situation with partial CSI and noisy
CSI are tested. We use the pre-trained model for K = 30 in
Section IV-B1.
1) Partial CSI: We simulate the situation where CSI of
some links cannot be obtained. To test the performance under
this partial CSI setting, we set a fixed proportion of hij with
the largest distance as 0. We define the relative performance as
the sum rate achieved by IGCNet with the partial CSI divided
by the that achieved by the case with full CSI. The relative
performance of IGCNet versus the missing CSI ratio is shown
in Fig. 4. We see that IGCNet achieves 92% performance of
the full CSI case when 70% of the links are set to 0 in the
available CSI, which verifies the robustness shown in Theorem
2.
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Fig. 4. The relative performance versus the missing ratio of CSI.
2) Noisy CSI: We simulate the situation where the CSI is
inaccurate. We use the pre-trained model K = 30 in Section
IV-B1. To test the performance under the noisy CSI setting,
we use the noisy channel matrix Hˆ = H +N as the input
of IGCNet, where N ∼ CN (0, σ2I). We define the relative
noise variance as η = σ
2×K×K
‖H‖2F
. The relative performance
of IGCNet versus the missing CSI ratio is shown in Fig. 4.
We see that IGCNet achieves its 92% performance when the
relative noise variance is 10%. This suggests IGCNet is robust
to CSI inaccuracy.
D. Time Comparison
It was reported in [1], [3] that learning-based methods have
less computation time than the optimization-based methods.
We also compare the average running time for WMMSE and
IGCNet under the system setting in Section IV-B1, as shown in
Table V. It can be concluded that IGCNet is significantly faster
than WMMSE, up to about 65x speedup when K = 30. This is
because WMMSE involves many iterations, and each iteration
has time complexity O(K2) while the total complexity of
IGCNet is O(K2).
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Fig. 5. The relative performance versus the relative noise variance.
TABLE V
AVERAGE RUNNING TIME FOR THE ALGORITHMS UNDER EACH SETTING
(IN MILLISECONDS).
K = 10 K = 20 K = 30
IGCNet 0.14ms 0.27ms 0.48ms
WMMSE 9.31ms 24.1ms 31.4ms
E. Ablation Study
We provide the ablation study of IGCNet in terms of the
numbers of training samples and the number of layers of
IGCNet. We assume Rayleigh fading and K = 30.
We first study the impact of the numbers of train-
ing samples. We set the numbers of training samples as
{50, 200, 500, 2000, 5000, 20000} and observe the test perfor-
mance of IGCNet. The results are shown in Table VI. We
see that the performance first increases then becomes stable
when the number of samples increases. It also suggests 2000
samples are sufficient for this setting, which are much less
than the samples needed for previous works.
TABLE VI
AVERAGE SUM RATE OF IGCNET WITH DIFFERENT NUMBERS OF
TRAINING SAMPLES.
# Samples 50 200 500 2000 5000 20000
Performance 97.6% 101.2% 101.4% 102.4% 102.5% 102.4%
We then study the impact of the number of layers. m-hop
information is gathered if a m-layer IGCNet is used. Intu-
itively, IGCNet with a larger number of layers will have better
performance. We set the numbers of layers as {1, 3, 5, 7, 9}
and observe the test performance of IGCNet.
TABLE VII
AVERAGE SUM RATE FOR IGCNET WITH DIFFERENT NUMBERS OF
LAYERS.
# Layers 1 3 5 7 9
Performance 94.7% 101.3% 102.4% 102.5% 102.7%
The performance improves as the number of layers increase.
This is not surprising because IGCNet with more layers
captures more information. We also see a huge performance
gain from 1-layer IGCNet to 3-layer IGCNet, which shows that
multi-hop information is crucial for the performance. From
Table II and Table VII, we find that 1-layer IGCNet still
outperforms MLP, PCNet, and DPC, which demonstrates the
benefits of leveraging the graph structure.
In summary, the extensive simulations listed in Section IV
have shown that
1) IGCNet not only outperforms other state-of-the-art
learning-based methods, but also has better performance
than the most popular optimization-based method,
WMMSE, under various system configurations.
2) IGCNet can generalize to different layouts and link
distributions.
3) IGCNet is robust to partial CSI and noisy CSI.
4) IGCNet achieves significant speedups over WMMSE.
V. CONCLUSIONS
In this paper, we developed a novel graph neural network for
the K-user interference channel power control problem. The
unique advantages include scalability, ability to incorporate in-
stantaneous CSI, and ability to solve weighted problems. This
is achieved by leveraging the geometric property and graph
structure of the interference channels. For future directions,
it will be interesting to test the effectiveness of IGCNet in
other wireless resource allocation problems. We envisioned
that machine learning based methods will play a critical role
in future wireless networks [22].
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