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Abstract: The rapid immunochromatographic test strip, also called lateral flow immunoassay (LFIA), has recently 
attracted considerable research attention in the past decade because of its advantages when applied to a wide variety of 
point-of-care (POC) tests. This paper reviewed recent advances on modeling the LFIA and summarized their advantages 
and limitations. It is worth mentioning that there is a growing research interest on the general modeling issue for the LFIA 
system. In order to optimize LFIA performance for the purpose of quantification, it is of great importance to develop a 
mathematical model that allows us to simulate dynamic characteristics and also find out the effects of various design 
parameters in a both rapid and inexpensive way.  
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1. INTRODUCTION 
The lateral flow immunoassay (LFIA), which utilizes 
the specific interaction between antigens and 
antibodies as shown in Figure 1, consists of a porous 
membrane or strip that is often made out of 
nitrocellulose [1-3]. In the past few years, LFIA has 
recently attracted considerable research attention 
because of its advantages such as ease of use, short 
analysis time, low cost, high sensitivity, good 
specificity, satisfactory stability when applied to a wide 
variety of point-of-care (POC) tests [4]. Owing to these 
attractive properties, the LFIA has been widely used in 
many fields including clinical diagnostics [5], food 
safety testing [6], environmental health and safety [7], 
agriculture [8], as well as some emerging areas such 
as molecular diagnostics and theranostics [9]. Many 
organizations and departments, such as World Health 
Organization (WHO), Food and Drug Administration 
(FDA) of the U.S., are concerning with the development 
of immunochromatographic strip techniques. In the 
report of WHO, immunochromatographic strip has been 
recommended for screening part of diseases, and its 
test quality standards have been revised in accordance 
with the standards of International Standards 
Organization (ISO) and the European Union (EU) . 
Although the LFIA technology is widely used in a 
variety of fields, the continuing demand for quantitative 
result and sensitivity has presented great challenge for 
researchers since such a detection method suffers 
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Figure 1: Lateral flow immunoassay architecture. 
from several flaws including poor reproducibility for 
quantitative analysis and hook effects occurred when 
there is a high concentration of analyte in the sample 
[1, 3, 10]. Therefore, most immunochromatographic 
assays can only offer qualitative or semi-quantitative 
results observed directly by naked eyes at present 
which, in turn, significantly limit the application scope of 
these assays [11-15]. Thus, in order to optimize LFIA 
performance for the purpose of quantification, it is of 
great importance to develop a mathematical model that 
allows us to simulate dynamic characteristics and also 
find out the effects of various design parameters in a 
both rapid and inexpensive way. Furthermore, such a 
model could also enable us to optimize LFIA 
performance by providing insights into LFIA operation, 
[3, 16]. Therefore, a series of multidisciplinary 
approaches are needed for the lateral flow quantitative 
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assay development. Hence this motivates the review 
outlined in this paper, which will have great theoretical 
and practical significances in the areas of biomedical 
engineering and signal processing. 
2. METHODS 
Up to now, little research has been done on the 
general modeling issue for the LFIA system. In [16, 17], 
the convection diffusion reaction equations have been 
used to model the LFIA systems and the simulation has 
been carried out by using the COMSOL software. The 
model developed in [18] predicted the optimized 
location of test line on LFIA strip, sample volume and 
total reaction time that is needed to achieve the 
required sensitivity for different analytes. In [19], the 
effect of membrane pore size on lateral diffusion of 
protein molecules in a nitrocellulose membrane has 
been investigated. Very recently, in [3, 20, 21], a 
nonlinear state-space model for sandwich-type LFIA 
system has been developed via the Bayesian filtering 
theories. Furthermore, the expectation maximization 
(EM) algorithm is applied to the modeling of the nano-
gold immunochromatographic assay (Nano-GICA) via 
available time series of the measured signal intensities 
of the test and control lines in [22]. The model for the 
Nano-GICA is developed as the stochastic dynamic 
model that consists of a first-order autoregressive (AR) 
stochastic dynamic process and a noisy measurement. 
Therefore, these methods described above will be 
classified and introduced as follows: 
2.1. Convection Diffusion Reaction Model for the 
Lateral Flow Immunoassay 
In [16,17], a mathematical model based on the 
convection diffusion reaction equations for sandwich 
assays is developed and exploited to study the 
performance of the LFIA device under various 
operating conditions. 
The biochemical reactions of the LFIA signal 
pathway can be summarized as follows [16]: 
1) If the sample contains the target analyte  A , the 
analyte  A  interact with the particulate color particle 
conjugate  P  to form particle-analyte complexe  PA , 
 
A+ P
k
1
k
2
   PA  
2) The free analyte  A  and the particle-analyte 
complexe  PA  interact with the immobilized ligands of 
type  R  to form the complexes when migrating into the 
membrane by the capillary action, 
 
A+ R
k
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3) Finally, unbound particulate conjugate  P  may 
bind to the complex  RA  to form the complex  RPA , 
P + RA
k
7
k
8
   RPA  
In the above, references [16, 17] assumed that the 
first-order reversible interactions.  
The concentrations of the free target analyte 
 
([A(x, t)]) , the particle–analyte complex 
 
([PA(x, t)]) , the 
free particles 
 
([P(x, t)]) , the ligand–analyte complex 
([RA(x, t)]) , and the ligand–analyte–particle complex 
([RPA(x, t)])  are described by the convection–
diffusion–reaction equations as follows: 
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In the above, 
 
D
A
 and 
 
D
P
 are the molecular 
diffusion coefficients of the analyte and the particles, 
respectively. 
 
F
PA
, 
 
F
RA
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F
RPA
1  and 
 
F
RPA
2  are the rates of 
formation of the particle–analyte complex ( PA ), the 
ligand–analyte complex ( RA ) and the complex  RPA , 
respectively.  RA  and  RPA  exist only in the capture 
zone and are equal to zero elsewhere. 
Then, the model was used to study the performance 
of the LFIA device under various operating conditions 
by using the COMSOL software. It should be mention 
that, based on the above model, Ragavendar and 
Anmol [18] predicted the optimized location of test line 
on LFIA strip, sample volume and total reaction time 
that is needed to achieve the required sensitivity for 
different analytes on a case to case basis. Therefore, 
this model can be used as a design tool to optimize the 
LFIA strip construction and reagent development 
processes. 
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2.2. Nonlinear State-Space Model for the Lateral 
Flow Immunoassay 
In [3, 20, 21], a nonlinear state-space model is 
considered that consists of the biochemical reaction 
system equations and the observation equation. The 
system state equations describe the dynamics of the 
concentration distribution subject to stochastic 
disturbances, and the system measurements are 
determined in terms of an observation equation 
containing measurement noises. 
According to the biochemical reactions of the LFIA 
signal pathway and the general form of dynamic 
balance equations or kinetic models, the nonlinear 
model for the LFIA consists of a pair of equations as 
follows 
dx
dt
= SV (x(t)) +G(t)w(t)           (1) 
y(t) = g(x(t)) + L(t)v(t)           (2) 
where x(t)  is the vector of state variables which are 
concentrations of antibodies, antigens or complex 
material; y(t)  is the measurement process; SV (x(t))  
with  S  being a stoichiometric matrix that describes the 
biochemical transformation in a biochemical network 
and V (x(t))  being the vector of reaction rates (usually 
the vector of nonlinear function of the state) [23]; G(t)  
and L(t)  are arbitrary time-varying matrices 
independent of x(t)  and y(t) ; g(x(t))  is the 
measurement model function; w(t)  and v(t)  are 
system noise and measurement noise, respectively.  
In order to obtain the nonlinear model for lateral flow 
immunoassay biochemical networks from discretely 
obtained measurements, it is usually essential to 
formulate the discrete-time analogue as follows [23]: 
 
x(k +1) = x(k) + SV (x(k)) + w(k)          (3) 
 
y(k) = g(x(k)) + v(k)           (4) 
Especially, the nonlinear model can be described in 
detail as follows: 
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of A , P , PA , R , RAand RPA , respectively. And, 
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association and dissociation rate constants, 
respectively. 
When the association and dissociation rate 
constants in the vector 
 
V (x(k))  are denoted by 
 
 = k
1
, k
2
,, k
9
 
T
, the model (3)-(4) can be rewritten in 
the following more compact form: 
 
x(k +1) = f (x(k), ) + w(k)  
 
y(k) = g(x(k), ) + v(k)  
where x(k)  is the vector of state variables at the time 
point  k , f (.,.)  is a nonlinear function with   being a 
parameter vector to be identified. w(k)  and v(k)  
denote the zero-mean uncorrelated Gaussian noises 
with covariance matrices 
 
Q
k
 and 
 
R
k
, respectively. 
y(k)  is the measurement data from experiments at the 
time point  k . 
Finally, Bayesian filtering theories such as the 
extend Kalman filter [4], Particl filter [20], hybrid extend 
Kalman filter and particle swarm optimization algorithm 
[21], are applied for joint state and parameter 
estimation of the lateral flow immunoassay model. 
2.3. Stochastic Dynamic Model for the Lateral Flow 
Immunoassay 
Different from the above problems, the focus of the 
paper [22] is on the new research issue of gaining deep 
insight into the relationship between the signal 
intensities of the test and control lines of the nano-gold 
immunochromatographic assay (Nano-GICA). The 
model is viewed as a stochastic dynamic model, which 
consists of the first-order autoregressive (AR) 
stochastic dynamic process and the noisy 
measurement. 
The measured data from the signal intensities of the 
Nano-GICA system are often contaminated by 
measurement noises. 
 
y
i
(k) = x
i
(k) + v
i
(k), i = 1,2,, n, k = 1,2,, m,  
where 
 
y
i
(k)  is the measurement data of the i th value 
of test and control lines at time  k , xi (k)  is the i th 
actual value of test and control lines at time  k , vi (k)  is 
the measurement noise, n  is the number of states 
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( n = 2  in this system including the signal intensities of 
the test and control lines) and m  is the measurement 
time points. 
 
v
i
(k)  is assumed as a zero mean 
Gaussian white noise sequence with covariance 
 
V
i
> 0 . 
The Nano-GICA containing n  states is modeled by 
the following stochastic discrete-time dynamic system: 
 
x
i
(k +1) = a
i, j
j=1
n x j (k) + wi (k), i = 1,2,, n, k = 1,2,, m,  
where 
 
a
i, j
 represents the relationship and degree 
amongst the value of test and control lines. 
 
a
i, j
> 0  
means the 
 
j th state positive stimulating the i th state 
and, similarly, 
 
a
i, j
< 0  stands for the j th state negative 
repressing the i th state, while a value of zero indicates 
that 
 
j th state does not influence the transcription of 
 i th state. wi (k)  is a zero mean Gaussian white noise 
sequence with covariance 
 
W
i
> 0 , and 
 
w
i
(k)  and 
 
v
i
(k)  
are mutually independent. 
After specifying the model structure, the expectation 
maximization (EM) algorithm [22] is applied to handle 
such a system identification problem via available time 
series of the measured signal intensities of the test and 
control lines. By using the EM algorithm, the model 
parameters, the actual signal intensities of the test and 
control lines, as well as the noise intensity can be 
identified simultaneously. Therefore, we could be well 
guided to choose a good feature parameter for the 
purpose of quantification.  
3. CONCLUSION AND FUTURE WORK 
In this paper, we have reviewed recent advances on 
modeling the lateral flow immunoassay. Up to now, the 
modeling issue can be castigated into three methods, 
which are, 1) Convection diffusion reaction equations; 
2) nonlinear state-space model; 3) stochastic dynamic 
model for the LFIA system. Especially, we have 
summarized their advantages and limitations.  
It is worth mentioning that the existing results on the 
issue of modeling the LFIA system have largely 
focused on the chemical reaction kinetics without 
considering the various uncertainties, time-delays, 
random factors and state-variables constraints in the 
biochemical reaction networks between the antigens 
and the antibodies. However this is not always the case 
in practice and significant differences exist widely 
within the LFIA systems. Therefore, there still exist 
many problems on the modeling issue to gain further 
insight into device operation. Especially, a series of 
multidisciplinary approaches are needed for the lateral 
flow quantitative assay development. 
ACKNOWLEDGEMENTS 
This work was supported by the National Nature 
Science Foundation of China (No. 61403319). 
REFERENCES 
[1] Raphael C, and Harley Y. Lateral flow immunoassay, 
Humana Press, 2008. 
[2] Online. Available from: http://commons.wikimedia.org/wiki 
/File: Lateral_ Flow_Assay.jpg.  
[3] Yager P, Edwards T, Fu E, Helton K, Nelson K, Tam M, et al. 
Microfuidic diagnostic technologies for global public health 
Nature 2006; 442: 412-18. 
[4] Zeng N, Wang Z, Li Y, Du M, and Liu X. Inference of 
nonlinear state-space models for sandwich-type lateral flow 
immunoassay using extended Kalman filtering. IEEE 
Transactions on Biomedical Engineering 2011; 58(7): 1959-
66. 
[5] Lundblad R, Wagner P. The potential of proteomics in 
developing diagnostics. Intra Vas Device (IVD) Technol 
2005; 3: 20-2.  
[6] Huang S, Wei H, Lee Y. One-step immunochromatographic 
assay for the detection of Staphylococcus aureus. Food 
Control 2007; 18(8): 893-97.  
[7] Zhu J, Chen W, Lu Y, Cheng G. Development of an 
immunochromatographic assay for the rapid detection of 
bromoxynil in water. Environ. Pollut 2008; 156(1): 136-42 
[8] Zhang G, Wang X, Zhi A, Bao Y, Yang Y, Qu M, et al. 
Development of a lateral flow immunoassay strip for 
screening of sulfamonomethoxine residues. Food Addit 
Contam Part A 2008; 25(4): 413-23. 
[9] Gillespie J, Gannot G, Tangrea M, Ahram M, Best C, Bichsel 
V, et al. Molecular profiling of cancer. Toxicol Pathol 2004; 
32: 67-71 
[10] Zeng N, Wang Z, Zineddin B, Li Y, Du M, Xiao L, et al. 
Image-based quantitative analysis of gold 
immunochromatographic strip via cellular neural network 
approach. IEEE Transactions on Medical Imaging 2014; 
33(5): 1129-36.  
[11] Zeng N, Hung Y.S., Li Y, Du M. A novel switching local 
evolutionary PSO for quantitative analysis of lateral flow 
immunoassay. Expert Systems with Applications 2014; 41(4): 
1708-15. 
[12] Zeng N, Wang Z, Li Y, Du M. Cellular neural networks for 
gold immunochromatographic strip image segmentation. 
Lecture Notes in Computer Science 2012; 7231: 110-120. 
[13] Zeng N, Li Y, Du M. Rapid quantitative image analysis of 
hCG by gold immunochromatographic assay and genetic fast 
FCM algorithm, The 3rd International Conference on 
BioMedical Engineering and Informatics 2010; 4: 1560-64. 
[14] Li Y, Zeng N, Du M. A novel image methodology for 
interpretation of gold immunochromatographic strip. Journal 
of Computers 2011; 6(3): 540-47. 
[15] Li Y, Zeng N, Du M. Study on the methodology of 
quantitative gold immunochromatographic strip assay, 2010 
2nd International Workshop on Intelligent Systems and 
Application 2010; 1: 182-185. 
[16] Qian S, Haim H. A mathematical model of lateral flow 
bioreactions applied to sandwich assays. Analytical 
Biochemistry 2003; 322(1): 89-98.  
[17] Qian S, Haim H. Analysis of lateral flow biodetectors: 
competitive format. Analytical Biochemistry 2004; 326(2): 
211-24. 
50    Journal of Advances in Biomedical Engineering and Technology, 2015, Vol. 2, No. 1 Zeng et al. 
[18] Ragavendar MS, Anmol CM, A mathematical model to 
predict the optimal test line location and sample volume for 
lateral flow immunoassay, 34th Annual International 
Conference of IEEE Engineering in Medicine and Biology 
Society 2012; 2408-2411. 
[19] Ahmad AL, Low SC, Shukor SR, Fernando WJN, Ismail A. 
Hindered diffusion in lateral flow nitrocellulose membrane: 
Experimental and modeling studies. Journal of Membrane 
Science 2010; 357:178-84. 
[20] Zeng N, Wang Z, Li Y, Du M, Liu X. Identification of nonlinear 
lateral flow immunoassay state space models via particle 
filter approach, IEEE Transactions on Nanotechnology 2012; 
11(2): 321-27. 
[21] Zeng N, Wang Z, Li Y, Du M, Liu X. A hybrid EKF and 
switching PSO algorithm for joint state and parameter 
estimation of lateral flow immunoassay models, IEEE/ACM 
Transactions on Computational Biology and Bioinformatics, 
2012; 9(2): 321-329. 
[22] Zeng N, Wang Z, Li Y, Du M, Cao J, Liu X. Time series 
modeling of nano-gold immunochromatographic assay via 
expectation maximization algorithm. IEEE Transactions on 
Biomedical Engineering 2013; 60(12): 3418-24. 
[23] Sun X, Jin L, Xiong M. Extended Kalman filter for estimation 
of parameters in nonlinear state-space models of 
biochemical networks. PLoS ONE 2008; 3(11): e3758. 
 
Received on 15-11-2014 Accepted on 06-12-2014 Published on 29-04-2015 
 
http://dx.doi.org/10.15379/2409-3394.2015.02.01.6 
© 2015 Zeng et al.; Licensee Cosmos Scholars Publishing House. 
This is an open access article licensed under the terms of the Creative Commons Attribution Non-Commercial License 
(http://creativecommons.org/licenses/by-nc/3.0/), which permits unrestricted, non-commercial use, distribution and reproduction in any medium, 
provided the work is properly cited. 
 
