Abstract. Partial actions of discrete groups on C * -algebras and the associated crossed products have been studied by Exel and McClanahan. We characterise these crossed products in terms of the spectral subspaces of the dual coaction, generalising and simplifying a theorem of Exel for single partial automorphisms. We then use this characterisation to identify the Cuntz algebras and the Toeplitz algebras of Nica as crossed products by partial actions.
Introduction
Exel has recently introduced and studied partial automorphisms of a C * -algebra A: isomorphisms of one ideal in A onto another [5] . He has shown that many interesting C * -algebras can be viewed as crossed products by partial automorphisms, and that these crossed products have much in common with ordinary crossed products by actions of Z. McClanahan subsequently extended Exel's ideas to cover partial actions of more general groups by partial automorphisms, and showed that, rather surprisingly, many important results on crossed products by free groups carry over to crossed products by partial actions [9] .
Here we give a characterisation of (reduced) crossed products by partial actions of discrete groups, which is similar in spirit to that of Landstad for ordinary crossed products (see [7] or [12, 7.8.8] ), and which both generalises and simplifies Exel's characterisation of crossed products by single partial automorphisms [5, Theorem 4 .21]. Our main result says that a C * -algebra B is a crossed product by a partial action of G if and only if it carries a coaction δ of G and there is a partial representation of G by partial isometries in the double dual B * * which induces suitable isomorphisms among the spectral subspaces of δ; this result takes a particularly elegant form when G is the free group F n . We then use our classification to identify the Cuntz algebras O n , the Cuntz-Krieger algebras O A , and the Toeplitz or Wiener-Hopf algebras of Nica [10] as crossed products by partial actions of F n . We have not previously seen the canonical coaction of F n on O n used in a serious way, so these ideas may have interesting implications for the study of coactions of discrete groups.
We begin with a discussion of partial actions and covariant representations. A partial action α of G on A is a collection {D s : s ∈ G} of ideals in A, and isomorphisms α s of D s −1 onto D s , such that α st extends α s • α t from its natural domain D t −1 ∩ α −1 t (D s −1 ). Calculations involving the domains can be tricky, so we have taken care to make the various relationships explicit. A partial representation of G is a map u of G into the set of partial isometries on a Hilbert space (or in a C * -algebra) such that u st extends u s u t , and a covariant representation (π, u) of (A, G, α) consists of a representation π of A and a partial representation u of G such that π(α s (a)) = u s π(a)u * s for a ∈ D s −1 . McClanahan did not discuss partial representations in their own right, so we have included a detailed discussion of them and their relationship to covariant representations.
A key technical innovation in our treatment is the implementation of Hilbert-module isomorphisms of spectral subspaces by multipliers of imprimitivity bimodules, as introduced in [4] ; the particular multipliers involved here will form the partial representation of G in the double dual of the crossed product. We therefore recall in §2 some facts about multipliers of bimodules, relate them to Hilbert-module isomorphisms, and discuss how in certain situations the whole structure can be embedded in the double dual of a C * -algebra. In §3, we construct the crossed product A × α G of a partial action α, as the C * -algebra generated by a universal covariant representation of (A, G, α) in (A × α G) * * . Associated to any faithful representation π of A is a regular representation of A × α G; up to isomorphism, the image is independent of the choice of π, and is called the reduced crossed product A × α,r G. Of course, both crossed products turn out to be the ones studied in [9] , but our emphasis on universal properties allows us to see quickly that they carry a dual coaction of G. Our characterisation of the reduced crossed product in terms of this dual coaction is Theorem 4.1.
An ordinary action α of the free group F n is determined completely by the n automorphisms α g i corresponding to generators {g i } of F n . It is quite easy to construct partial actions of F n from n partial automorphisms [9, Example 2.3] , but in general even partial actions of F 1 = Z need not arise this way. So we concentrate in §5 on a family of partial actions α of F n which are determined by {α g i }; crossed products by such multiplicative partial actions can be characterised in terms of the spectral subspaces of the dual coaction corresponding to the generators of F n . The main result here is Theorem 5.6, and its applications to Cuntz algebras, Cuntz-Krieger algebras and Nica's Toeplitz algebras are the content of our last section.
Partial actions and covariant representations
Definition 1.1. A partial action of a discrete group G on a C * -algebra A consists of a collection {D s } s∈G of closed ideals of A and isomorphisms α s :
(ii) α st extends α s α t for all s, t ∈ G (where the domain of α s α t is α
, which is by definition contained in D t −1 ). We suppose for the rest of this section that α is a partial action of G on A. We shall frequently need to intersect domains of the partial isomorphims, and shall use without comment that the intersection of two ideals I, J in a C * -algebra is the ideal IJ := sp{ij : i ∈ I, j ∈ J}. We shall also need to recall that the double dual I * * of an ideal I naturally embeds as an ideal in A * * . Lemma 1.2. For s, t ∈ G we have:
so that α is a partial action in the sense of McClanahan. Then α would satisfy (ii), and hence be a partial action in our sense. To see this, just note that
says what we need. Indeed, by part (ii) of the lemma, this says exactly what we need, so our definition is equivalent to McClanahan's.
Proof of Lemma 1.2. For part (i), observe that α e α e is defined everywhere and equal to α e , which is therefore the identity transformation on all of A. Because α e extends α s α s −1 and α s −1 α s , this forces
, and because α st extends α s α t , we have
Applying this with t −1 replaced by t shows
and because
t , this implies that we must have equality in (1.1). Since the left-hand side of (1.1) is the natural domain of α s α t , and the range of α s α t is the natural domain of α
Definition 1.4. For s ∈ G, we let p s denote the projection in A * * which is the identity of D * * s . The projections p s belong to the center of A * * , and p s is the weak* limit of any bounded approximate identity for D s . We always have p s ∈ M(D s ), but p s may not be in M(A), as shown by the following example.
, and let α 1 be the identity map of D 1 . Then p 1 is the characteristic function of (1, ∞), which is not in M(A) because it is not continuous on (0, ∞).
To define covariant representations of partial actions, we need an appropriate notion of partial representations of groups by partial isometries. The idea is that u st should extend u s u t ; for this to make sense, u s u t must be a partial isometry, so we insist that the range projections commute. The following Lemma describes what we mean by "v extends u", and is presumably standard. Proof. Since uu * is self-adjoint, uu * = uv * implies uu * = vu * . But then vu * u = (uu * )u = u implies that v = u on the range of u * u. In particular, this implies that v * maps the range of u into the initial space of u, and hence uu * = uv * implies
Conversely, u * u = v * u implies that v * = u * on the range of uu * , and hence that v maps the initial space of u into the range of u; thus
Finally, since u v implies uv * v = u, it is easy to check that is transitive, and that u v, v u force u = v. Definition 1.7. A partial representation of G on a Hilbert space H is a map u : G → B(H) such that the u s are partial isometries with commuting range projections, and
We begin by listing some straightforward consequences of the definition.
Lemma 1.8. If u is a partial representation, then
for all s ∈ G; (1.6)
Proof. For (1.5), note that (1.2) and (1.4) imply that u e is an idempotent coisometry. Since u * s and u s −1 are partial isometries with the same range projection, and u s u s −1 1, we have (1.6). For the last part, we use the relation u v in the forms u = uu * v, uu * = uv * , and then v * u = u * u, to deduce that 
Definition 1.10. Let α be a partial action of G on A. A covariant representation of (A, G, α) is a pair (π, u) consisting of a nondegenerate representation π of A and a partial representation u of G on the same Hilbert space, satisfying 
Proof. Note first that by (1.8)-(1.9), the u s are partial isometries with commuting range projections, and u e u * e = π(p e ) = 1, so (1.2) holds. Further, (iii) is equivalent to (iv) since p s p st is the identity of (D s D st ) * * in A * * , and Lemma 1.8 tells us that (i) implies (iii). Assume (ii). We will show (1.6), giving (1.3), hence (i). First note that (1.5) holds, since its proof only required (1.2) and (1.4). We have
Since the partial ordering on partial isometries is conjugation-invariant, we get u * s u s −1 . Applying (1.10) with s replaced by s −1 , we arrive at
Finally, assume (iii). To show (ii), we again need (1.5) and (1.6).
(1.5) follows from (1.2) and (iii). For (1.6), we have and the argument of the preceding paragraph shows u s −1 = u * s . We now show (ii):
Remark 1.12. The previous Lemma shows that our definition of covariant representation is equivalent to McClanahan's [9] . So ours is actually a slight improvement over McClanahan's, in that the conditions u * s u s = π(p s −1 ) and u * s = u s −1 follow automatically.
Multipliers of imprimitivity bimodules
Recall from [4] Proof. Since ψ preserves the C-valued inner products, the inverse ψ −1 : C → X is an adjoint for ψ, and ψ −1 itself is in L C (C, X). Thus by [4, Proposition 1.3] there is a multiplier m = (m C , m D ) with m C = ψ −1 , and then C x, m = ψ(x) for all x ∈ X. Thus for x ∈ X we have
and for c ∈ C we have
Then α is a linear isomorphism of D onto C; to see it is in fact a C * -isomorphism requires only calculations using the properties of m. For example, for a, b ∈ D we have
In the above proof we could have constructed α directly from ψ: a Hilbert module isomorphism induces an isomorphism of the algebras of compact operators, and hence
Proposition 2.1 simplifies part of [5, Section 4] , where both ψ and α are postulated, and ψ is postulated to be a C−D bimodule isomorphism rather than just a left C-module isomorphism. Our approach also justifies Exel's feeling that one of his results [5, Proposition 4.13] is a kind of "partial multiplier" property: he is really using a module multiplier in the sense of [4] . Now suppose B is a C * -algebra and X is a closed subspace of B such that XX * X ⊂ X. Let C = XX * (caution: we use Exel's convention that this denotes the closed linear span of the set of products!) and D = X * X. Then C and D are C * -subalgebras of B, and X is a C − D imprimitivity bimodule. Let p and q be the identities of C * * and D * * , respectively, regarded as projections in B * * . [4, Proposition 2.4] implies that we can identify M(X) with
in such a way that the module actions are given by multiplication in B * * , and the inner products are given by, for example, C m, n = mn * . Fortunately, there is no ambiguity between the various meanings of m * :
the adjoint m * of m in B * * implements the adjoint of the module homomorphism c → c · m, which is given by x → C x, m = xm * . Finally we observe that, if ρ is any faithful nondegenerate representation of B on H, then the canonical extension of ρ to a normal representation of B * * on H maps M(X) isomorphically onto
Crossed products and the dual coaction
Suppose α is a partial action of a group G on a C * -algebra A, and (π, u) is a covariant representation of (A, G, α) on a Hilbert space H. Let
A short computation using the relation
is a C * -algebra, which we call the C * -algebra of the covariant representation (π, u). We would like to define the crossed product A × α G to be the C * -algebra of a universal covariant representation (π, u). The image π(A) is a C * -subalgebra of C * (π, u), but in general (as can be seen from Example 1.5 and Proposition 3.5) the partial isometries u s need not be multipliers of C * (π, u). So to get a suitable universal covariant representation, we shall have to work in the double dual (A × α G) * * , and we shall have to construct the algebra A × α G as an enveloping algebra.
Then L c is the linear span of the F (a, s). (McClanahan writes aδ s for our F (a, s); we avoid the notation δ s because it has other connotations for coaction freaks, and call them m s instead. The precise meaning of m s will be made clear shortly.) The * -algebra structure of L c is determined by
Note that A embeds as a * -subalgebra of L c via a → F (a, e), so any * -representation Π of L c on a Hilbert space restricts to a representation of the C * -algebra A. Hence
We deduce that the greatest C * -seminorm on L c is finite (it is in fact a norm, although we do not need this), so it makes sense to define the crossed product A × α G as the C * -completion of L c . The double dual A * * embeds naturally in (A × α G) * * , so the projections p s are naturally identified with (no longer central) projections in (A × α G) * * . Let
The calculation (3.1) shows that this is a closed subspace of A × α G, and
A calculation shows that the maps l : 
Recall 
so the elements m s of (A × α G) * * are partial isometries implementing the partial automorphisms α s .
We claim that the inclusion ι : A ֒→ A × α G and m form a covariant representation (ι, m) of (A, G, α) in (A × α G) * * . To see this, let a ∈ D s D st , and let e i be an approximate identity for D t . Then in the weak* topology of (A × α G) * * , we have
It now follows from Lemma 1.11 that (ι, m) is covariant, as claimed. Next, let (π, u) be a covariant representation of (A, G, α). Then (π, u) defines a representation of L c , which extends to a representation π × u of A × α G by definition of the enveloping norm, and hence also to a normal representation, also denoted π × u, of (A × α G) * * . Applying π × u to ι(a) = F (a, e) gives π(a), and for a ∈ D s −1 we have
If we want to avoid extending to (A × α G) * * , we need to rewrite (3.3) as
That covariant representations extend to A × α G in this way characterises the crossed product:
is faithful if and only if for every covariant representation
Proof. Applying the hypothesis to the canonical covariant representa-
Although this is not a deep result, it does give the easiest way of recognising the full crossed product. However, it is difficult to see how to turn this into a convenient categorical definition of the crossed product, as is often done for ordinary actions. For example, even if π × u is faithful on A × α G, we do not know if the canonical extension to a normal representation of (A × α G) * * is faithful on the C * -algebra generated by A and m G . Thus for all we know, C * (A ∪ m G ) and
For a partial solution of this conundrum, see Proposition 3.3 below.
Proof. Define maps π and u from A and G, respectively, to (A× α G)
Then u is a partial representation (being a tensor product of two such). We have
This is well-defined on the minimal tensor product because it is the tensor product of the identity homomorphism of A× α G and the augmentation representation of C * (G). We have
Hence,α = π×u is a faithful homomorphism of A× α G. Nondegeneracy ofα as a homomorphism into (A× α G)⊗C * (G) and the coaction identity are obvious.
As a first application, we use the dual coactionα to show that in a faithful representation π × u, u is as faithful as m is:
Proof. Suppose u s = u t , and suppose first that D s D t = {0}. Then for any nonzero a ∈ D s D t we have
Recall from [15] that if δ is a coaction of G on a C * -algebra B, then for s ∈ G the associated spectral subspace is
If χ s is the characteristic function of {s}, regarded as an element of
Proposition 3.4. The spectral subspaces for the dual coactionα on a partial crossed product A × α G are given by
On the other hand, any x ∈ (A × α G) s can be approximated by a finitely nonzero sum t a t m t , and then
Hence (A × α G) s ⊂ D s m s , proving the first equality. The second equality follows from the covariance of (ι, m):
Proposition 3.5. For s ∈ G, consider the following conditions: 
Finally
McClanahan [9] constructs a regular covariant representation (π r , u r ), of (A, G, α). We give a description which is more convenient for our purposes. For s ∈ G letᾱ s : A → M(D s ) be the canonical homomorphism extending α s : D s −1 → D s ; also let χ s be the characteristic function of {s}, and λ be the left regular representation of G. Let π be a faithful and nondegenerate representation of A on H. Then (π r , u r ) acts on H ⊗ l 2 (G), and is determined by
where the sum converges in the strong* topology. The reduced crossed product of (A, G, α) is A × α,r G = C * (π r , u r ). The following result characterises the reduced crossed product as the canonical image of A × α G in the multipliers of the double crossed product (A × α G) ×α G: Proposition 3.6. Let α be a partial action of a discrete group G on a C * -algebra A, and let j A×αG be the canonical embedding of A × α G in the crossed product by the dual coaction. Then there is an isomorphism
Proof. 
A coaction δ of G on a C * -algebra B is called normal [14] if j B (or equivalently, (ι ⊗ λ) • δ) is faithful. The coaction Ad(j G ⊗ ι)(w G ) on j B (B) is always normal, and has the same covariant representations and crossed product as δ [14, Proposition 2.6]; it is called the normalization of δ, and denoted δ n . The previous proposition allows us to view the normalizationα n of the dual coactionα as a coaction on the reduced crossed product A × α,r G.
and only if π is faithful and there is a normal coaction
Proof. This is immediate from the Proposition and [15, Corollary 2.19].
Landstad duality
Let δ be a coaction of the discrete group G on a C * -algebra B. products Ds x, y = xy * and x, y D s −1 = x * y. By the discussion at the end of Section 2, the multiplier bimodule can be identified as 
Proof. The construction in Section 3 shows that (i) implies (ii). We next show that (ii) implies (i). Since m is a partial representation
For the first,
For the second, since m is a partial representation, (4.1) and Lemma 1. The pair (ι, m) is a covariant representation of (B e , G, α), and we have C * (ι, m) = B because B = s B s . For a ∈ D s we have [7, Theorem 3] originally characterised reduced crossed products by ordinary actions of a locally compact group. When the group is discrete, Landstad's characterisation is the special case of the above theorem in which p s = 1 for all s ∈ G: δ is equivariantly isomorphic to the dual coaction on a reduced crossed product by an ordinary action of G if and only if there is a homomorphism s → m s of G into UM(B) such that δ(m s ) = m s ⊗ s for all s ∈ G.
Partial actions of F n
McClanahan [9, Example 2.4] and (for the case n = 1) Exel [5] show that certain partial actions of the free group F n can be reconstructed from the generators. We shall show that, for such partial actions of F n , our Landstad duality (Theorem 4.1) can be recast in terms of the spectral subspaces of the generators. This will give both a generalisation and a simplification of Exel's characterisation [5, Theorem 4 .21] of crossed products by certain partial actions of Z = F 1 .
Throughout these last two sections we shall denote by g 1 , . . . , g n a fixed set of generators for the free group F n . A word in F n is reduced if it is the identity or a product s 1 s 2 · · · s k in which each s i is either g j or g −1 j for some j, and no cancellation is possible. When we say s 1 s 2 · · · s k is a reduced word it is implicit that each s i has the form g Thus for any multiplicative partial action we have α st = α s α t whenever s, t are words for which there is no cancellation possible in st. The key issue is that the domains of definition must coincide, and we shall see in the next Lemma that it is relatively easy to decide whether this happens.
Lemma 5.2. A partial action α of F n is multiplicative if and only if
Proof. The "only if" direction is clear. For the other direction, it suffices to show that α s 1 ···s k = α s 1 α s 2 ···s k . Write s = s 1 , t = s 2 · · · s k . Then because α st is an injective map which extends α s α t , it is enough to show they have the same range. But
Proof. Again write s = s 1 , t = s 2 · · · s k , and it is enough to show that the partial isometries m st and m s m t have the same range projection.
In the above situation, 
Then define α n = β n |D −n . To see that α is a partial action, the only nontrivial condition is α n (D −n D k ) ⊂ D n+k . This is trivially satisfied when n + k is even, and if n + k is odd then n or k is odd, and
It is easy to check whether a partial action of Z is multiplicative.
Lemma 5.5. A partial action α of Z is multiplicative if and only if
D n ⊂ D 1 for all n > 0.
Proof. It suffices to show that if
for all n > 0. This is proven inductively by the following computation:
Theorem 5.6. Let δ be a normal coaction of F n on a C * -algebra B. Then there is an multiplicative partial action α of F n on a C * -algebra A such that (B, δ) is isomorphic to (A × α,r F n ,α n ) if and only if
Proof. First of all, Lemma 2.1 tells us that (ii) is equivalent to (iii). If α is a multiplicative partial action of F n on A and B = A × α,r F n , we know (ii) holds. To see (i) it suffices to show that if s 1 · · · s k is a reduced word then
and by induction it suffices to show
Letting s = s 1 , t = s 2 · · · s k , and using Lemma 5.2, we have
Conversely, assume that δ is a normal coaction of F n on B satisfying (i) and (ii). We first show that if s 1 · · · s k is a reduced word then (5.1) holds again. Every x ∈ B s 1 ···s k is approximated by a sum of terms of the form x 1 · · · x j , with x i ∈ B t i and t i ∈ {e, g ±1 1 , . . . , g ±1 n }. By applying the canonical projection of B onto B s 1 ···s k to this sum, we see that we can assume that each
Since the latter product is reduced, we can insert parentheses in the former product so that the ith chunk of t's multiplies out to s i . Hence,
To apply Theorem 4.1, we need a partial representation m of F n in B * * such that for each s ∈ F it is clear that (5.2) holds. Note also that m * s = m s −1 for all s ∈ F n . To see that (5.2) remains true for all s ∈ F n , by induction it suffices to show that if it holds for s = r, t and there is no cancellation in rt, then .4) holds, and we have proved (5.2) for all s ∈ F n .
We still need to verify that m is a partial representation. (1.2) and (1.3) are obvious, so it remains to show (1.4) for all s, t ∈ F n . Let s = s 1 · · · s k and t = t 1 · · · t j be the reduced spellings. Then the reduced spelling of st is of the form
Then s = uv, t = v −1 w, and st = uw, with no cancellations, so
Remark 5.7. When n = 1, the above theorem includes [5, Theorem 4.21], and our proof in this case is simpler than his since we can use the multiplier bimodule to go straight to the partial isometries m s .
Applications and examples
(a) Cuntz algebras. The Toeplitz-Cuntz algebra TO n is the universal C * -algebra generated by n isometries s i such that i s i s * i is a proper projection; Cuntz showed that any n isometries S i on Hilbert space generate a faithful representation of TO n if i S i S * i < 1 [2] . The Cuntz algebra O n is similarly generated by any family {S i } of isometries satisfying i S i S * i = 1 [2] . If g i are generators of F n , then s i ⊗ g i ∈ TO n ⊗ C * (F n ) is also a Toeplitz-Cuntz family of isometries, and hence there is a faithful, unital homomorphism δ :
δ is a coaction of F n on TO n . Since {s i ⊗λ g i } is a Toeplitz-Cuntz family, (i ⊗ λ) • δ is faithful, and δ is normal. There is a similar coaction on O n . We intend to apply Theorem 5.6 to these coactions.
We first recall some standard notation and facts about the ToeplitzCuntz family {s i }. If µ = (µ 1 , µ 2 , · · · , µ |µ| ) is a multi-index, we write s µ for the isometry s µ = s µ 1 s µ 2 · · · s µ |µ| in TO n , and g µ for the word
If we realise TO n on Hilbert space, the isometries s i have orthogonal ranges, and hence satisfy s * i s j = 0 for i = j; it follows that every non-zero word in the s i and s * j collapses to one of the form s µ s * ν , for which we have
is non-zero if and only if the multi-indices ν and α agree as far as possible; in particular, we have
It follows that D = sp{s µ s * µ } is a commutative C * -subalgebra of TO n , which is called the diagonal subalgebra. By convention, we write s ∅ = 1, so that D contains the identity of TO n . Corollary 6.1. There is a multiplicative partial action α of F n on the diagonal subalgebra D such that (TO n , δ) is isomorphic to (D × α F n ,α). Similarly, O n is isomorphic to the partial crossed product of its diagonal subalgebra by a multiplicative partial action of F n .
Proof. Let B = TO n . Since the words s µ s * ν span a dense subspace of B, and the projections onto the spectral subspaces B s are continuous,
In particular, B δ = B e = D, and
, as Hilbert D-modules. Since the isometries s i themselves generate B, it follows from Theorem 5.6 that there is a multiplicative partial action
To see that D × α F n = D × α,r F n in this case, note that since D is generated by {p s } s∈Fn , D × α F n is generated by {m s } s∈Fn . Since the partial action α is multiplicative, it follows from Lemma 5.2 that D × α F n is actually generated by the Toeplitz -Cuntz family {m g 1 , . . . , m gn }, and by Cuntz's Theorem is therefore isomorphic to TO n . Thus any representation π×v of D× α F n in which v i v * i = 1 is faithful, including the regular representation whose image is D × α,r F n . The proof for O n is similar.
Much the same arguments show that the Cuntz-Krieger algebras are partial crossed products; to avoid repetition, we shall merely realize them as reduced crossed products. 
. Thus the Corollary follows from Theorem 5.6. Example 6.3. We now give some related examples of systems which are not dual to partial crossed products. First of all, we claim that O n is not a crossed product by a partial action of Z in such a way that the gauge action α of T agrees with the dual action. The spectral subspaces B n for the gauge action are given by B n = sp{s µ s * ν : |µ| − |ν| = n}, and all the ideals D n := B n B * n are equal to the AF -core B α of O n . If (O n , α) were the dual system of a partial crossed product D × α,r Z, then the spectral subspaces would be isomorphic to B α as Hilbert B α -modules; but
is mapped isomorphically to the Hilbert B α -module (B α ) n via the map r → (s * 1 r, . . . , s * n r), which has inverse (t 1 , . . . , t n ) → s i t i . That O n is not a partial crossed product by Z underlines that stabilisation is an essential ingredient in the comment at the top of [5, page 4] to the effect that the crossed products by endomorphisms studied by Paschke [11] fit the mould of [5] . (Cuntz's description of O n as a crossed product of the UHF-core A by an endomorphism does not obviously fit the pattern because the range of the endomorphism is not an ideal in the simple algebra A (see [1, Example 3.1] ).
More generally, the coaction of F n on O n induces a coaction of any quotient G of F n , but arguments like those in the previous paragraph show that these are not typically the dual coaction on some decomposition O n ∼ = A × α,r G as a partial crossed product. For example, if q : F 3 → F 2 = b 1 , b 2 is the quotient map which identifies the first two generators (say q(
has the Hilbert B e -module B b 1 = sp{s i t : t ∈ B e , i = 1, 2} isomorphic to B 2 e rather than B e . While it is not an immediate application of our earlier results, it is interesting to note that similar ideas give a complete characterisation of the Cuntz algebras in terms of the canonical coaction: Proposition 6.4. Suppose that B is a C * -algebra with identity, carrying a coaction δ : 
Then B is isomorphic to TO n or O n .
Proof. We begin by observing that the first two assumptions give a copy of O n or TO n inside B. 
justifying the claim. It follows from the claim that B µ B * µ = s µ B δ s * µ , which has identity s µ s * µ , and hence (iv) says precisely that B δ = sp{s µ s * µ }. Thus (iii) implies that the isometries s i generate B, and B is either TO n or O n depending on whether
(b) Wiener-Hopf C * -algebras. We now consider the quasi-lattice ordered groups (G, P ) of Nica [10] . Thus P is a subsemigroup of a discrete group G such that P ∩ P −1 = {e}, and the (right) order on on G defined by s ≤ t ⇐⇒ s −1 t ∈ P has the following property: if s 1 , s 2 , . . . , s n have a common upper bound in P , they also have a least upper bound s 1 ∨ s 2 ∨ · · ·∨ s n in P . The individual elements of G which have upper bounds in P are precisely those in P P −1 = {pq −1 : p, q ∈ P }, and we follow Nica in writing σ(s) for the least upper bound in P of s ∈ P P −1 , and τ (s) for s −1 σ(s). In general, there are many ways of writing a given element of P P −1 (pq −1 = pr(qr) −1 for any r), and one should think of s = σ(s)τ (s)
−1 as the most efficient. We refer to [10, Section 2] for the basic properties and examples.
The Wiener-Hopf C * -algebra of a quasi-lattice ordered group is the C * -algebra W(G, P ) of operators on l 2 (P ) generated by the isometries {W p : p ∈ P }, where (W p ξ)(q) = ξ(p −1 q) if p −1 q ∈ P , 0 otherwise.
It turns out that the family {W p W * q : p, q ∈ P } spans a dense subspace of W(G, P ) [ Since W(G, P ) is by definition a subalgebra of B(l 2 (P )), the minimal tensor product W(G, P ) ⊗ C * r (G) by definition acts on l 2 (P ) ⊗ l 2 (G) = l 2 (P × G). We define an operator W P on l 2 (P × G) by (W P ξ)(p, s) = ξ(p, p −1 s); W P is unitary with W * P = W Since the elements W p W * q span a dense subspace of W(G, P ), the isometric map T → W P (T ⊗ 1)W * P extends to a unital homomorphism δ r : W(G, P ) → B(l 2 (P × G)) with range in W(G, P ) ⊗ C * r (G), and Theorem 6.6. Let W(G, P ) = C * (W p : p ∈ P ) be the Wiener-Hopf C * -algebra of a quasi-lattice ordered group. Then there is a partial action α of G on the diagonal subalgebra D such that the cosystem (W (G, P ) , G, δ) of Proposition 6.5 is isomorphic to (D × α,r G, G,α n ).
Proof. Let B denote W(G, P ). We aim to apply Theorem 4.1, so we need a partial representation m of G in B * * satisfying (4.1). For this, we need to identify the spectral subspaces B s .
Lemma 6.7. The spectral subspaces of δ are given by
if s ∈ P P −1 , 0 otherwise.
In particular, the fixed-point algebra B δ = B e is the diagonal subalgebra D.
Proof. Because W(G, P ) = sp{W p W * q }, (6.1) and the continuity of the projection δ s = (i ⊗ χ s ) = W σ(s)τ (s) −1 (τ (s)∨σ(t)) W * τ (t)σ(t) −1 (σ(t)∨τ (s)) , by [10, Equation (5) v whenever p, q, u, v ∈ P , pq −1 = uv −1 , and u ≤ p, the inequality follows.
Thus Theorem 6.6 follows from Theorem 4.1.
Remark 6.8. Nica also associates to each (G, P ) a universal C * -algebra C * (G, P ) whose representations are given by representations V of P as isometries satisfying the covariance condition
if p ∨ q exists, 0 otherwise.
If V : P → C * (G, P ) is the universal such representation, the map s → V s ⊗ s is also covariant, and hence there is a coaction δ : C * (G, P ) → C * (G, P ) ⊗ C * (G) such that δ(V s ) = V s ⊗ s. It is not obvious that this coaction will be normal, and its normalisation could coact on a proper quotient of C * (G, P ). However, the theory of [10] suggests that in many cases of interest the Wiener-Hopf representation induces an isomorphism of C * (G, P ) onto W(G, P ); a general theorem along these lines is proved in [8] , from which Cuntz's Theorem [2] and other related results follow.
