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ABSTRACT
This paper investigates solvability of fully coupled systems of forward-backward stochastic differential equations (FBSDEs) with
irregular coefficients. In particular, we assume that the coefficients of the FBSDEs are merely measurable and bounded in the forward
process. We crucially use compactness results from the theory of Malliavin calculus to construct strong solutions. Despite the
irregularity of the coefficients, the solutions turn out to be differentiable, at least in the Malliavin sense and, as functions of the initial
variable, in the Sobolev sense.
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1. Introduction
The main result of this work concerns the existence of a (strong) solution of the forward-backward stochastic differential
equation (FBSDE) {
Xt = x+
∫ t
0
b(u,Xu, Yu, Zu) du +
∫ t
0
σ dWu
Yt = h(XT ) +
∫ T
t g(u,Xu, Yu, Zu)du−
∫ T
t Zu dWu
(1.1)
with b, g and h measurable in (t, x), and uniformly continuous in (y, z), see Theorem 2.1. The proof of this result is
partly inspired from results by Ma and Zhang [22] and Delarue and Guatterie [9] on weak solutions of FBSDE under
similar conditions. Our contribution in this direction is to obtain strong solutions and allow irregularity of h. Because of
the lack of regularity of the coefficients, usual fixed point and Picard iterations techniques cannot be applied here. Let
us briefly describe our method:
We start as in [9, 22] by approximating the functions b, g and h by smooth function, e.g. by mollification. The
FBSDE associated to these functions admit unique solutions (Xn, Y n, Zn) and a so-called decoupling field vn which is
the classical solution of an associated quasilinear PDE. The function vn is called a decoupling field because it holds
Y nt = vn(t,X
n
t ) and Z
n
T = Dxvn(t,X
n
t )σ, (1.2)
which allows to decouple the system. The problem is now to derive strong limits for the above sequences and to show
that these limits satisfy the desired equation. Using classical a priori estimations for such equations, (see e.g. [18] or the
statements recalled in the Appendix) it can be shown that for for every δ > 0 and every t ∈ [0, T − δ] the sequence of
functions vn admits some compactness properties allowing to derive a limit v for vn and a limit w forDxvn. When h is
sufficiently regular, say Hölder continuous, δ can be taken equal to zero. In this setting, the idea of [9, 22] is to also gain
sufficiently good control over the time-derivative and the Hessian using e.g. Calderon-Zygmund theory. The approach
proposed here is to rather use ideas from Malliavin calculus, notably the compactness principle due to Prato et al. [34],
to find a limit X of the sequence (Xn) in the strong sense. Together with the representation (1.2), this allows to find
strong limits for Y and Z (at least for t small enough). It remains to verify that the limiting processes (X,Y, Z) actually
solve the desired equation.
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We further study regularity properties of solutions. In fact, despite the singularity of the coefficients, it turns out that
the solutions enjoy satisfactory regularity, at least in the Malliavin and Sobolev sense. These are interesting results in
that, the convention in the field is that solutions inherit the regularity properties of the coefficients [1, 21].
FBSDEs are an essential tool in the investigation of stochastic control problems and stochastic differential games. Due
to Pontryagin’s stochastic maximum principle, they can be used to characterize optimal controls and Nash equilibriums
[5, 32]. These equations also provide a probabilistic approach to deal with quasilinear parabolic partial differential
questions via the nonlinear Feynman-Kac formula initiated by Pardoux and Peng [30] and further developed notably in
[3, 8, 15, 31]. As a result, FBSDEs have received a lot of attention in the applied probability community and appear
in various applications, we refer for instance to [6, 10–12, 27] and the references therein. When the coefficients of the
equations, i.e. the functions b, g and h are sufficiently smooth, solvability of (1.1) is well-understood. Refer for instance
to [7, 23, 33] for the case of equations with Lipschitz continuous coefficients and to [17, 21] for locally Lipschitz
coefficients. When the coefficients are not regular enough, while an SDEs theory is well-developed (see e.g. [2, 16, 25,
26, 28]) BSDEs with irregular coefficients are less well-studied. A notable exception is the notion of weak solution of
FBSDE (very analogous to weak solutions of SDEs) introduced by Buckdahn and Engelbert [4] and further investigated
in [9, 22, 24]. These solutions are constructed on a probability space that is possibly different from the underlying
probability space. On the other hand, more recently, Issoglio and Jing [13] studied two new classes of multidimensional
FBSDEs with distributional coefficients. In many applications, for instance to the construction of feedback solutions of
stochastic control problems, it is important to have strong solutions, and to analyze regularity properties thereof.
The remainder of the paper is organized as follows: In the next section, we make precise the mathematical setting of
the work and state the main results: Existence of strong solutions for FBSDEs with rough coefficients. The proof is given
in Section 3.1. The regularity of the solutions of the FBSDE is analyzed in Section 3.2. We consider both regularity in
the Malliavin (variational) sense and in the Sobolev sense.
2. Setting and main results
Let T ∈ (0,∞) and d ∈ N be fixed and consider a probability space (Ω,F , P ) equipped with the completed filtration
(Ft)t∈[0,T ] of a d-dimensional Brownian motionW . Throughout the paper, the product Ω× [0, T ] is endowed with the
predictable σ-algebra. Subsets of Rk, k ∈ N, are always endowed with the Borel σ-algebra induced by the Euclidean
norm | · |. Let us consider the following conditions:
(A1) The function b : [0, T ]× Rd × Rl × Rl×d → Rd is Borel measurable and it holds
|b(t, x, y, z)| ≤ k1(1 + |y|+ |z|)
for some k1 ≥ 0 and every (x, y, z) ∈ Rd × Rl × Rl×d. Moreover, for each fixed (t, x) the restriction of
b(t, x, ·, ·) to the ball
BR(0) := {(y, z) : |y| ≤ R; |z| ≤ R}
is continuous, with R := k3eTk2 .
(A2) σ ∈ Rd×d and ξσσ∗ξ > Λ|ξ|2 for some Λ > 0 and for all ξ ∈ Rd.
(A3) The function g : [0, T ] × Rd × Rl × Rl×d → Rl is measurable, uniformly continuous in (y, z), uniformly in
(t, x) ∈ [0, T ]× Rd and satisfies
|g(t, x, y, z)| ≤ k2(1 + |y|+ |z|)
for some k2 ≥ 0, and for every (t, x, y, z) ∈ [0, T ]× Rd × Rl × Rl×d.
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(A4) The function h : Rd → Rl is measurable and satisfies
|h(x)| ≤ k3
for some k3 ≥ 0 and for every x ∈ Rd.
The following is our first main result: In its statement, the space S2(Rd) × S2(Rl) × H2(Rl×d) is defined as follows:
For p ∈ [1,∞] and k ∈ N, denote by Sp(Rk) the space of all adapted continuous processes X with values in Rk such
that ‖X‖pSp(Rk) := E[(supt∈[0,T ] |Xt|)
p] < ∞, and by Hp(Rk) the space of all predictable processes Z with values in
R
k such that ‖Z‖pHp(Rk) := E[(
∫ T
0 |Zu|
2
du)p/2] <∞.
Theorem 2.1. Assume that the conditions (A1)-(A4) hold and that one of the following assumptions is satisfied:
(B1) b and g are bounded in z, i.e. |b(t, x, y, z)|+ |g(t, x, y, z)| ≤ C(1 + |y|) for all t, x, y, z for some C ≥ 0.
(B2) h is Lipschitz continuous: |h(x)− h(x′)| ≤ k3|x− x′| for every x, x′ ∈ Rd.
Then the FBSDE (1.1) admits a solution (X,Y, Z) ∈ S2(Rd)× S2(Rl)×H2(Rl×d) such that
Yt = v(t,Xt), Zt = w(t,Xt)σ P ⊗ dt-a.s.
for some measurable functions v : [0, T ]× Rd → Rl and w : [0, T ]× Rd → Rl×d.
The proof of Theorem 2.1 will be given in Subsection 3.1.
3. FBSDEs with measurable coefficients
3.1. proof of Theorem 2.1
This section is entirely dedicated to the proof of Theorem 2.1. Throughout, the conditions (A1)-(A4) are in force.
Let (bn)n, (gn)n and (hn)n be sequences of smooth functions with compact support converging pointwise to b, g and
h, respectively (e.g. obtained by standard mollification). We can assume without loss of generality that for each n,
the functions hn and gn satisfy (A3)-(A4) in addition to being smooth and Lipschitz continuous (but with Lipschitz
constant possibly depending on n). These sequences will be used throughout the proof. We begin the proof with the
following simple lemma which shows that the sequence bn can be chosen so that the convergence holds uniformly on a
given compact in (y, z) and gn such that the convergence holds locally uniformly in (y, z). This will be needed at the
end of the proof.
Lemma 3.1. The sequence of mollifiers (gn) converges to g pointwise in (t, x) and uniformly in (x, y). That is, for every
t, x it holds that
lim
n→∞
sup
(y,z)∈Rl+l×d
|gn(t, x, y, z)− g(t, x, y, z)| = 0.
Similarly, (bn) converges to b pointwise in (t, x) and uniformly in (y, z) on the ball of radius R centered at the origin.
Proof. Let (φn) be a sequence of standard mollifiers such that for each n, the support of φn is in the closure of the ball
B1/n(0) = {(y, z) : |(y, z)| ≤ 1/n}. Let ε > 0 be fixed. Since g(t, x, ·, ·) is uniformly continuous, there is η > 0 such
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that for (y, z), (y′, z′) ∈ Rl+l×d, satisfying |y− y′|+ |z− z′| ≤ η, it holds |g(t, x, y, z)− g(t, x, y′, z′)| < ε. Let n ∈ N
and denote β := (y, z). Then, it holds that
sup
(y,z)
|gn(t, x, y, z)− g(t, x, y, z)| = sup
β=(y,z)
|
∫
[0,T ]×Rd+l+l×d
g((t, x, β)− α)φn(α) dα − g(t, x, β)|
≤ sup
β=(y,z)
∫
[0,T ]×B1/n(0)
|g((t, x, β)− α) − g(t, x, β)|φn(α) dα
< ε
∫
[0,T ]×B1/n(0)
φn(α) dα = ε.
This yields the result.
The proof the local uniform convergence of bn is the same. 
Step1: Construction of an approximating sequence of solutions. Let n ∈ N be fixed. According to [7, Theorem
2.6], for every (s, x) ∈ [0, T ]× Rd the FBSDE{
Xt = x+
∫ t
s bn(u,Xu, Yu, Zu) du+
∫ t
s σ dWu
Yt = hn(XT ) +
∫ T
t
gn(u,Xu, Yu, Zu)du −
∫ T
t
Zu dWu t ∈ [s, T ]
(3.1)
admits a unique solution (Xs,x,n, Y s,x,n, Zs,x,n) ∈ S2(Rd) × S∞(Rl) × H2(Rl×d). Denote by Ln the differential
operator
Lnv := bn(t, x, v,Dxvσ)Dxv +
1
2
trace(σσ∗Dxxv),
By [18, Theorem VII.7.1] (or see also [23, Proposition 3.3]) the PDE{
∂tvn(t, x) + L
nvn(t, x) + gn(t, x, vn(t, x), Dxvn(t, x)σ) = 0
vn(T, x) = h(x)
(3.2)
admits a unique (classical) solution vn ∈ C1,2([0, T ]× Rd) that is bounded and with bounded gradient. Moreover, the
solutions of (3.2) and (3.1) are linked through the identities (see [23])
Y s,x,nt = vn(t,X
s,x,n
t ) and Z
s,x,n
t = Dxvn(t,X
s,x,n
t )σ, t ∈ [s, T ]. (3.3)
The rest of the proof will consist in proving (strong) convergence of the above defined sequence of stochastic processes
(Xs,x,n, Y s,x,n, Zs,x,n) and to verify that the limiting process satisfies the FBSDE with measurable drift. Our method
will make use of a priori (gradient) estimates for Sobolev solutions of parabolic quasilinear PDEs which can be found
e.g. in [8] or [18] and that we recall in the Appendix. These estimates allow us to have:
Lemma 3.2. There are constants C and α′ ∈ (0, 1) depending on k1, k2, k3, σ, d, l and T , and which do not depend on
n such that
|vn(t, x)| ≤ R for all (t, x) ∈ [0, T ]× R
d
and for every δ > 0, there is a constant Cδ such that
|Dxvn(t, x)| ≤ Cδ for every (t, x) ∈ [0, T − δ]× R. (3.4)
Moreover, if h is α-Hölder continuous, then
|vn(t, x)− vn(t
′, x′)| ≤ C(|t− t′|α
′/2 + |x− x′|α
′
) (3.5)
for every (t, x), (t′, x′) ∈ [0, T ]× Rd and some α′ ∈ (0, α]. If h is Lipschitz continuous, then (3.4) holds with δ = 0.
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Proof. The boundedness of vn is well-known. We provide it to explicitly derive the constant R. We have
vn(t, x) = Y
t,x,n
t = hn(X
t,x,n
T ) +
T∫
t
1∫
0
∂zgn(u,X
t,x,n
u , Y
t,x,n
u , λZ
t,x,n
u ) dλZ
t,x,n
u du−
T∫
t
Zt,x,nu dWu
+
T∫
t
gn(u,X
t,x,n
u , Y
t,x,n
u , 0) du.
Therefore, by the Girsanov’s theorem, conditions (A3)-(A4) and Gronwall’s inequality we have
|vn(t, x)| ≤ k3e
Tk2 = R for all (t, x) ∈ [0, T ]× Rd
and (3.5) follows by Theorem A.1. Furthermore, since vn is a classical solution of (3.2), i.e. vn ∈ C1,2([0, T ]× Rd),
it is in particular a Sobolev solution, and vn ∈ W
1,2
d+1,loc([0, T ]× R
d,Rl) (see definition in Appendix). Moreover, if h
is Lipschitz continuous then by definition of (hn), it holds |hn(x) − hn(x′)| ≤ k3|x − x′| for every x, x′ ∈ Rd and all
n ∈ N. Therefore, the last claims follow by Theorem A.2. 
Step 2: Candidate solution for the forward equation. In this step, we show that the sequence (Xs,x,n)n converges in
the strong topology of S2(Rd). We first show existence of a weak limit. To ease the presentation, we omit the superscript
(s, x) and put
Xn := Xs,x,n, Y n := Y s,x,n and Zn := Zs,x,n.
Step 2a: Weak limit. It follows from Step 1 that the processXn satisfies the forward SDE
Xnt = x+
t∫
s
bn(u,X
n
u , vn(u,X
n
u ), Dxvn(u,X
n
u )σ) du +
t∫
s
σdWu. (3.6)
Lemma 3.3. Consider the function b˜n : (t, x) 7→ bn(t, x, vn(t, x), Dxvn(u,X
n
u )σ). Under either of the conditions
(B1) or (B2), the function b˜n is continuously differentiable and uniformly bounded, i.e. there is a constant C ≥ 0 which
does not depend on n such that
|b˜n(t, x)| ≤ C for all (t, x) ∈ [0, T ]× R
d.
Proof. That b˜n is continuously differentiable follows from the fact that bn is smooth and vn is twice continuously
differentiable. By (A1) and Lemma 3.2, if condition (B1) holds, then for every (t, x) ∈ [0, T ]× Rd we have
|b˜n(t, x)| ≤ k1(1 + |vn(t, x)|)
≤ k1(1 + C).
When condition (B2) holds, it follows by Lemma 3.2 that Dxvn is bounded. Thus the result follows from the linear
growth of b, i.e. (A1). 
Due to Lemma 3.3, it follows from standard SDE estimates that the sequence (Xn) satisfies
sup
n
E
[
sup
t∈[s,T ]
|Xnt |
2
]
<∞.
Therefore (Xn)n admits a subsequence which converges weakly to some process X˜ ∈ S2(Rd). This subsequence will
be denoted again (Xn).
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Step 2b: Strong limit. Since b˜n is Lipschitz continuous, the solution Xn of the SDE (3.6) is Malliavin differentiable
and since b˜n is a smooth function with compact support, it follows by [26, Lemma 3.5] that
E
[∥∥∥Dit′Xnr −DitXnr ∥∥∥2] ≤ Cd,T (‖b˜n‖∞)|t− t′|α (3.7)
and
sup
0≤t≤T
E
[∥∥∥DtXnr ∥∥∥2] ≤ Cd,T (‖b˜n‖∞) (3.8)
for a strictly positive constant Cd,T (‖b˜n‖∞) such that Cd,T is a continuous increasing function, and with α = α(r) > 0.
Since the sequence b˜n is bounded (see Lemma 3.6), it follows that the bounds on the right hand sides of (3.7) and (3.8)
do not depend on n.
Therefore, it follows from the relative compactness criteria from Malliavin calculus of [34] that the sequence (Xnr )n
admits a subsequence (Xnkr )k converging to someXr in L
2.
It remains to show that the choice of the subsequence (Xnkr )k does not depend on r. That is, for every t ∈ [s, T ],
(Xnkt )k converges to Xt in L
2. In fact, we will show that the whole sequence converges. This is done as in the proof of
[25, Proposition 2.6]. Assume by contradiction that for some t ∈ [s, T ], there is a subsequence (nk)k≥0 such that
‖Xnkt −Xt‖L2 ≥ ε. (3.9)
Since (3.7) is proved for arbitrary n, it follows again by the compactness criteria of [34] that (Xnk)k admits a further
subsequence (X
nk1
t )k1 which converges in L
2 to Xt. But since we showed in Step 2a that the whole sequence of
process (Xn)n converges weakly to the process X˜ , it follows that (X
nk1
t )k1 converges weakly to X˜t and therefore, by
uniqueness of the limit, X˜t = Xt. Since by (3.9) it holds
‖X
nk1
t −Xt‖L2 ≥ ε,
we have a contradiction. Thus,
Xnt → Xt in L
2 for every t ∈ [s, T ].
Step 3: Candidate solution for the value process Y and the control process Z . In this part we show that the
sequence (Y n, Zn) converges strongly inH2(Rl)×H2(Rl×d) to some (Y, Z).
First recall that (Y n) is a bounded sequence. Thus, it admits a subsequence again denoted (Y n) which converges
weakly in H2(Rl) to some Y . We will show that the convergence is actually strong, provided that we restrict ourselves
to a small enough time interval. Let δ ∈ (0, T ) be fixed. By Lemma 3.2, the sequence of functions (vn) is bounded and
equicontinuous on [0, T−δ]×Rd. Thus, by the Arzela-Ascoli theorem, there is a subsequence again denoted (vn)which
converges locally uniformly to a continuous function vδ . Since by Lemma 3.2 the functions vn are Hölder continuous
with a coefficient that does not depend on n and with common Hölder exponents α′ (in x) and α′/2 (in t), we have
E
[
|vn(t,X
n
t )− v
δ(t,Xt)|
2
]
≤ E
[
|vn(t,X
n
t )− vn(t,Xt)|
2
]
+ E
[
|vn(t,Xt)− v
δ(t,Xt)|
2
]
≤ CE
[
|Xt −X
n
t |
2α′
]
+ E
[
|vn(t,Xt)− v(t,Xt)|
2
]
→ 0. (3.10)
Therefore, Y nt = vn(t,X
n
t ) converges to v
δ(t,Xt) in L2 for each t ∈ [0, T − δ]. It then follows by uniqueness of the
limit that
Yt := v
δ(t,Xt) for all t ∈ [0, T − δ]. (3.11)
It then follows by Lebesgue dominated convergence (in view of Lemma 3.2) that (Y n) converges to Y in H2(Rl)
restricted to [0, T − δ], i.e.
lim
n→∞
E
[ T−δ∫
0
|Y nt − Yt|
2 dt
]
= 0. (3.12)
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The equation (3.11) further shows that vδ does not depend on δ. Thus, we will henceforth right
Yt = v(t,Xt) for all t ∈ [0, T − δ] and for all δ > 0.
We now turn to the construction of the candidate control process Z . We want to justify that under both conditions
(B1) and (B2) the sequence bn can be taken uniformly bounded. In fact, if the function b satisfies (B1), and since (Y n)
is uniformly bounded (this follows by the representation vn(t,Xnt ) = Y
n
t and Lemma 3.2) it follows by uniqueness of
solution that (Xn, Y n, Zn) also solves the FBSDE (3.1) with bn replaced by its restriction on [0, T ]×Rd×BR(0)×Rl×d.
Similarly, if condition (B2) holds, then (Y n) and (Zn) are bounded, and by uniqueness, (Xn, Y n, Zn) also solves the
FBSDE (3.1) with bn replaced by its restriction on [0, T ]×Rd ×BR(0)×BR(0). In particular, we can assume without
loss of generality that bn is uniformly bounded, i.e. |bn(t, x, y, z)| ≤ C for all n, t, x, y, z and for some constant C > 0.
Therefore, it follows by Theorem A.1 that for every δ > 0 and κ ∈ (0, 1) there is a constant Cδ,κ independent on
the derivatives of the coefficient (which in particular does not depend on n) such that for every t, t′ ∈ [0, T − δ] and
x, x′ ∈ Rd it holds that
|Dxvn(t, x)−Dxvn(t
′, x′)| ≤ Cδ,κ(|x − x
′|κ + |t− t′|κ/2).
Now, let (δk) be a strictly decreasing sequence converging to 0. By Arzela-Ascoli theorem, there is a subsequence
wn,k := Dxvn|
[0,T−δk ]×Rd
which converges locally uniformly to some function wk on [0, T − δk] × Rk. Since Znt =
Dxvn(t,X
n
t )σ for all t ∈ [0, T ] (recall (3.3)) we then have Z
nk
t = wn,k(t,X
n
t )σ for every t ∈ [0, T − δ
k] and every
k ∈ N, for some subsequence of Zn. And arguing as in Equation 3.10, we have
Znkt = Dxwn,k(t,X
nk
t )σ → wk(t,Xt)σ in L
2 for every t ∈ [0, T − δk].
Assumption (A2) and uniqueness of the limit show that wk = wk+1 on [0, T − δk] for every k. Thus, the function
w(t, x) := w1(t, x)1[0,T−δ1](t) +
∞∑
k=1
wk(t, x)1[T−δk,T−δk+1](t)
is a well-defined Borel measurable function and putting
Zt := w(t,Xt)σ, (3.13)
we have by Lebesgue dominated convergence that Znk → Z in H2(Rl×d) restricted to the interval [0, T − δk]. In
particular, it follows by Itô isometry that
T−δk∫
0
Znkt dWt →
T−δk∫
0
Zt dWt in L
2 for every k. (3.14)
Step 4: Verification. The goal of this step is to show that the triple of processes (X,Y, Z) constructed above satisfies
the coupled system (1.1). This part of the proof will be further split into 2 steps: We first show that (X,Y, Z) satisfies
the forward equation. This step uses the representations Yt = v(t,Xt) and Zt = w(t,Xt)σ in a crucial way. In fact,
these representation allow to obtain a solution X¯ of a decoupled SDE with measurable drift that we can then show to
coincide with the candidate solutionX constructed above. In the last part we show that (X,Y, Z) satisfies the backward
equation.
Step 4a: The forward equation. Using either of the conditions (B1) or (B2), we can show as above that the function
x 7→ b(t, x, v(t, x), w(t, x)σ) is bounded. Therefore, [26] gives existence of a unique solution X¯ to the SDE
X¯t = x+
t∫
s
b(u, X¯u, v(u, X¯u), w(u, X¯u)σ) du +
t∫
s
σ dWu.
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Hence, in view of (3.11) and (3.13), it remains to show that X¯t = Xt P -a.s. for every t ∈ [s, T ] to conclude that the
forward SDE is satisfied, that is, that
Xt = x+
t∫
s
b(u,Xu, Yu, Zu) du+
t∫
s
σ dWu.
To that end, (by uniqueness of the limit) it suffices to show that for each t ∈ [s, T ] the sequence (Xnt )n converges to X¯t
in the weak topology of L2(P ). Since the set
{
E(ϕ˙ ·W )0,T : ϕ ∈ C
1
b ([0, T ],R
d)
}
is dense in L2(P ), in order to get weak convergence it is enough to show that (Xnt E(ϕ˙u · W )0,T )n converges to
XtE(ϕ˙u ·W )0,T in expectation, for every ϕ ∈ C1b ([0, T ],R
d). Hereby C1b ([0, T ],R
d) denotes the space of bounded
continuously differentiable functions on [0, T ]with values in Rd, and ϕ˙ is the derivative of ϕ. Put X˜nt (ω) := X
n
t (ω+ϕ)
and X˜t(ω) := X¯t(ω + ϕ). It follows by the Cameron-Martin theorem, see e.g. [35] that X˜n satisfies the SDE
dX˜nt =
(
bn(t, X˜
n
t , vn(t, X˜
n
t ), Dxvn(t, X˜
n
t )σ) + σϕ˙t
)
dt+ σdWt.
In fact, for everyH ∈ L2(P ;Ft), it holds
E
[
X˜nt H
]
= E [Xnt H(ω − ϕ)E(ϕ˙u ·W )s,T ]
= E



x+
t∫
s
bn(u,X
n
u , vn(u,X
n
u ), Dxvn(u,X
n
u )σ) du + σWt

H(ω − ϕ)E(ϕ˙u ·W )s,T


= E



x+
t∫
s
bn(u,X
n
u , vn(u,X
n
u ), Dxvn(u,X
n
u )σ)(ω + ϕ) du+ σWt(ω + ϕ)

H


= E



x+
t∫
s
bn(u, X˜
n
u , vn(u, X˜
n
u ), Dxvn(u, X˜
n
u )σ) + σϕ˙u du+ σWt(ω)

H

 ,
where the latter equality follows by the fact that Wt(ω + ϕ) = Wt(ω) + ϕt, since W is the canonical process. This
proves the claim. That X˜ satisfies
dX˜t =
(
b(t, X˜t, v(t, X˜t), w(t, X˜t)σ) + σϕ˙t
)
dt+ σdWt
is proved similarly. Now put
un(t, x) := σ
∗(σσ∗)−1bn(t, x, vn(t, x), Dxvn(t, x)σ) and u := σ
∗(σσ∗)−1b(t, x, v(t, x), w(t, x)σ).
Recall that the law of X˜nt under the probability measureQ
n with density E(un(r, X˜nr ) + ϕ˙r ·W )0,T coincides with the
law of x+σWt under P . Similarly, the law of X˜t under the probability measureQ with density E(u(r, X˜r)+ ϕ˙r ·W )0,T
coincides with the law of x + σWt under P . Thus, it follows by Girsanov’s theorem and the inequality |ea − eb| ≤
8
|ea + eb||a− b| that
E [Xnt E(ϕ˙u ·W )0,T ]− E
[
X˜tE(ϕ˙u ·W )0,T
]
(3.15)
= E
[
(x+ σWt)
(
E ({un(r, x+ σWr) + ϕ˙r} ·W )0,T − E({u(r, x+ σWr) + ϕr} ·W )0,T
)]
≤ CE
[
|x+ σ ·Wt|
2
] 1
2 (3.16)
× E
[(
E
({
un (r, x+ σWr) + ϕ˙r
}
·W
)
0,T
+ E
({
u (r, x+ σWr)0,T + ϕ˙r
}
·W
)
0,T
)4] 14
×

E



 T∫
0
(un (r, x+ σWr)− u (r, x+ σWr)) dWr


4


+ E




T∫
0
{
‖un(r, x+ σWr) + ϕ˙r‖
2 − ‖u(r, x+ σWr) + ϕ˙r‖
2
}
dr


4




1
4
= I1 × I2,n × (I3,n + I4,n)
1/4. (3.17)
That I1 is finite is clear, by properties of Brownian motion. Since bn is bounded, so is un. Thus, by boundedness of ϕ˙,
it holds that supn I2,n is finite.
Now if we show that the sequence (un) converges to u pointwise, it would follow by Lebesgue’s dominated conver-
gence theorem, to get that I3,n and I4,n converge to 0 as n goes to infinity, hence concluding the proof. In fact, there is
R > 0 such that |vn| ≤ R and for every t ∈ [0, T ), there is R′ such that1 |Dxvn| ≤ R′. Thus, by definition of un and u,
and (t, x) ∈ [0, T )× Rd we have
|un(t, x)− u(t, x)| ≤ C|bn(t, x, vn(t, x), Dxvn(t, x)σ) − b(t, x, v(t, x), w(t, x)σ)|
≤ C|bn(·, vn, Dxvnσ) − b(·, vn, Dxvnσ)|(t, x) + C|b(·, vn, Dxvnσ) − b(·, v, wσ)|(t, x)
≤ C sup
y∈BR(0),z∈BR′ (0)
|bn(t, x, y, z)− b(t, x, y, z)|
+ C|b(t, x, vn(t, x), vn(t, x)σ) − b(t, x, v(t, x), w(t, x)σ)|.
The first term converges to zero since bn converges to b locally uniformly (in (y, z)); and the second term converges to
zero because vn and Dxvnσ converge to v and wσ respectively, and the function b(t, x, ·, ·) is continuous on the ball
BR(0)×BR′(0).
Step 4b: The backward equation. In this final step of the proof we show that the process (X,Y, Z) satisfies the
backward equation. The arguments is very similar to those of the Step 4a and also rely on the existence of the decoupling
fields v w and Girsanov’s transform.
By Steps 2 and 3 we know that (Xnt ) converges toXt in L
2, (Y nk , Znk) converges to (Y, Z) inH2(Rl)×H2(Rl×d)
(restricted to the interval [0, T − δk]). Let k be fixed and let Xnk be a subsequence corresponding to (Y nk , Znk). For
every n, k we have
Y nkt = Y
nk
T−δk
+
T−δk∫
t
gnk(u,X
nk
u , Y
nk
u , Z
nk
u ) du−
T−δk∫
t
Znku dWu. (3.18)
1Under the condition (B1) and when t = T , the sequence (Dxvn) might not be bounded and (un) does not necessarily converge to u but
convergence for almost every t is enough.
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Now, we would like to take first the limit in nk and then limit in k on both sides. By Step 3, the sequences of random
variables Y nkt , Y
nk
T−δk
and
∫ T−δk
t
Znku dWu respectively converge to Yt, YT−δk and
∫ T−δk
t
Zu dWu in L2. Thus, it
suffices to show that
∫ T−δk
t gnk(X
nk
u , Y
nk
u , Z
nk
u ) du converges to
∫ T−δk
t g(u,Xu, Yu, Zu) du in L
2. To this end, define
g˜nk(t, x) := gnk(t, x, vnk(t, x), Dxvnk(t, x)σ) and g˜(t, x) := g(t, x, v(t, x), w(t, x)σ).
Observe that g˜nk converges to g pointwise, for every t ∈ [0, T − δ
k]. In fact,
|g˜n(t, x)− g˜(t, x)| = |gn(t, x, vn(t, x), Dxvn(t, x)σ) − g(t, x, vn(t, x), Dxvn(t, x)σ)|
+ |g(t, x, vn(t, x), Dxvn(t, x)σ) − g(t, x, v(t, x), w(t, x)σ)|
≤ sup
y,z
|gn(t, x, y, z)− g(t, x, y, z)|
+ |g(t, x, vn(t, x), Dxvn(t, x)σ) − g(t, x, v(t, x), w(t, x)σ)| → 0
where we used Lemma 3.1 and continuity of g in (y, z) . Recall the representations Y nku = vnk(u,X
nk
u ), Z
nk
u =
Dxv
nk(u,Xnku )σ and Yu = v(u,Xu), Zu = w(u,Xu)σ. For anym ∈ N, we have
E
[ T−δk∫
t
|gnk(u,X
nk
u , Y
nk
u , Z
nk
u )− g(u,Xu, Yu, Zu)|
2 du
]
= E
[ T−δk∫
t
|g˜nk(u,X
nk
u )− g˜(u,Xu)|
2 du
]
≤ E
[ T−δk∫
t
|g˜nk(u,X
nk
u )− g˜(u,X
nk
u )|
2 + |g˜(u,Xnku )− g˜m(u,X
nk
u )|
2 + |g˜m(u,X
nk
u )− g˜(u,Xu)|
2 du
]
≤ E
[
E
(
b˜nk(u, x+ σWu) ·W
)
0,T
{ T−δk∫
t
|g˜nk(u, x+ σWu)− g˜(u, x+ σWu)|
2
+ |g˜(u, x+ σWu)− g˜m(u, x+ σWu)|
2 du
}]
+ E
[ T−δk∫
t
|g˜m(u,X
nk
u )− g˜(u,Xu)|
2 du
]
,
where the last inequality follows by Girsanov’s theorem and where we used the notation
b˜nk(t, x) := b(t, x, vnk(t, x), Dxvnk(t, x)σ). (3.19)
Therefore, using Hölder’s inequality the above estimation continues as
E
[ T−δk∫
t
|gnk(u,X
nk
u , Y
nk
u , Z
nk
u )− g(u,Xu, Yu, Zu)|
2 du
]
≤ CE
[
E
(
b˜nk(u, x+ σWu) ·W
)2
0,T
]1/2
E
[ T−δk∫
t
|g˜nk(u, x+ σWu)− g˜(u, x+ σWu)|
4
+ |g˜(u, x+ σWu)− g˜m(u, x+ σWu)|
4 du
]1/2
+ E
[ T−δk∫
t
|g˜m(u,X
nk
u )− g˜(u,Xu)|
2 du
]
.
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Since b˜nk is bounded, the quantity E
[
E
(
b˜nk(u, x + σWu) ·W
)2
0,T
]
is bounded. Thus, letting m fixed and taking the
limit as nk goes to infinity we obtain by Lebesgue dominated convergence that
lim
nk→∞
E
[ T−δk∫
t
|gnk(u,X
nk
u , Y
nk
u , Z
nk
u )− g(u,Xu, Yu, Zu)|
2 du
]
≤ CE
[ T−δk∫
t
|g˜(u, x+ σWu)− g˜m(u, x+ σWu)|
4 du
]
+ E
[ T−δk∫
t
|g˜m(u,Xu)− g˜(u,Xu)|
2 du
]
.
Lettingm go to infinity it follows again by dominated convergence that the right hand side above goes to zero. Thus
T−δk∫
t
gnk(u,X
nk
u , Y
nk
u , Z
nk
u )→
T−δk∫
t
g(u,Xu, Yu, Zu) du in L
2.
Hence, (X,Y, Z) satisfies
Yt = YT−δk +
T−δk∫
t
g(u,Xu, Yu, Zu) du−
T−δk∫
t
Zu dWu P -a.s. for every k.
Next, we take the limit as k goes to infinity. Since δk ↓ 0, we only need to justify that (YT−δk) converges to YT P -a.s.
Indeed, since (Y nT ) converges to YT in the weak topology of L
2, there exists a subsequence (Y˜ nT ) in the asymptotic
convex hull of (Y nT ) such that (Y˜
n
T ) converges to YT in L
2. Moreover, Y˜ nT satisfies
Y˜ nT = Y˜
n
t −
T∫
t
Gnudu+
T∫
t
Z˜nudWu
where (Y˜ nt , G
n
u, Z˜
n
u ) is the convex combination of (Y
n
t , gn(u,X
n
u , Y
n
u , Z
n
u ), Z
n
u ) corresponding to Y˜
n
T . If the condition
(B1) is satisfied, then |gn(u,Xnu , Y
n
u , Z
n
u )| is dominated by |Y
n
u | which is bounded, and if the condition (B2) is satisfied,
then Znu = Dxv
n(u,Xnu )σ is bounded (by Lemma 3.2), thus it follows by (A3) that |gn(u,X
n
u , Y
n
u , Z
n
u )| is bounded.
Hence, Gnu is bounded under both conditions. Therefore it follows by triangular inequality that for every k, n ∈ N it
holds that ∣∣YT−δk − E[YT | FT−δk ]∣∣
≤ C
(
|YT−δk − Y˜
n
T−δk |+ |E[Y˜
n
T−δk − Y˜
n
T | FT−δk ]|+ E[|Y˜
n
T − YT | | FT−δk ]
)
≤ C
(
|YT−δk − Y˜
n
T−δk |+ E
[ T∫
T−δk
|Gnu| du | FT−δk
]
+ E[|Y˜ nT − YT | | FT−δk ]
)
≤ C(|YT−δk − Y˜
n
T−δk |+ δ
k + E[|Y˜ nT − YT | | FT−δk ]).
for some constant C > 0. Since (Y˜ nT ) converges to YT in L
2, (Y nT−δk) converges to YT−δk in L
2 and Y˜ nT−δk is the
convex combination of Y nT−δk , taking the limit first in n and then in k as they go to infinity shows that |YT−δk −
E[YT | FT−δk ]| → 0 P -a.s. On the other hand, in our filtration every martingale has a continuous version. Thus,
E[YT | FT−δk ] → YT P -a.s. as k goes to infinity. We can therefore conclude that YT−δk → YT P -a.s. when k goes to
infinity, which yields
Yt = YT +
T∫
t
g(u,Xu, Yu, Zu) du −
T∫
t
Zu dWu.
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It finally remains to show that YT = h(XT ). Since (Y nT ) converges to YT in the weak topology of L
2 (see the beginning
of Step 3) if we show that (Y nT ) converges to h(XT ) in L
2 then we can conclude that YT = h(XT ). If (B2) holds,
this is clear. In case (B1) holds, this is done using again a Girsanov change of measure and boundedness of b˜n (recall
definition given in (3.19)). In fact, for everym ∈ N it holds that
E[|hn(X
n
T )− h(XT )|
2]
≤ C
(
E[|hn(X
n
T )− h(X
n
T )|
2] + E[|h(XnT )− hm(X
n
T )|
2] + E[|hm(X
n
T )− h(XT )|
2]
)
≤ C
(
E
[
E
(
b˜n(t, x+ σWt) ·W
)
0,T
{
|h(x+ σWT )− hm(x+ σWT )|
2 + |hm(x + σWT )− h(x+ σWT )|
2
}]
+ E[|hm(X
n
T )− h(XT )|
2]
)
≤ C
(
E
[
E
(
b˜n(t, x+ σWt) ·W
)2
0,T
]1/2
× E
[
|h(x+ σWT )− hm(x+ σWT )|
4 + |hm(x + σWT )− h(x+ σWT )|
4
]1/2
+ E[|hm(X
n
T )− h(XT )|
2]
)
.
Since b˜n is bounded, the first term on the right hand side above is bounded. Thus, fixm then take the limit n→∞ and
then the limitm→∞ to get by dominated convergence
E[|hn(X
n
T )− h(XT )|
2]→ 0.
This concludes the proof. 
3.2. Regularity of solutions
In this section we investigate regularity properties of the solution (X,Y, Z) of the FBSDE (1.1). We will consider
two types of regularity properties. We start by proving Malliavin differentiability of the solution. This follows as a
direct consequence of the method of proof of the existence result. Then, we continue to consider smoothness of the
solution as function of the initial position of the forward process. We will show that for each s ∈ [0, T ] and t ≥ s, the
mapping x 7→ (Xs,xt , Y
s,x
t ) belongs to a weighted Sobolev space for almost every path. The last result will be central
for applications to PDEs.
3.2.1. Malliavin differentiability
Let 0 ≤ s ≤ t ≤ T and x ∈ Rd. Let (X,Y, Z) be the solution of FBSDE (1.1) given by Theorem 2.1. The next result
gives the Malliavin differentiability of (X,Y, Z). We additionally consider the following conditions:
(A5) The function g(t, x, y, z) = g(t, x, y) does not depend on z and is Lipschitz continuous in (x, y).
(A6) The function g(t, x, y, z) = g(t, y, z) does not depend on x and is continuously differentiable in (y, z) and is
Lipschitz continuous in (y, z).
Proposition 3.4. Assume that the conditions (A1)-(A4) are satisfied.
(i) If (B1) is satisfied, then Xt is Malliavin differentiable for all t ∈ [0, T ] and for every δ > 0, Yt is Malliavin
differentiable for all t ∈ [0, T − δ].
(ii) If (B2) is satisfied, then (Xt, Yt) is Malliavin differentiable for all t ∈ [0, T ].
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(iii) If (B2) and either of the conditions (A5) or (A6) holds, then (Xt, Yt, Zt) is Malliavin differentiable for all
t ∈ [0, T ].
Proof. Consider the sequence (Xn) constructed in the proof of Theorem 2.1. Recall that under both (B1) and (B2) we
have
Xnt → Xt in L
2 for every t ∈ [0, T ]
and (see Equation (3.7) with t′ = 0 therein) we have
E
[
|DtX
n
s |
2
]
≤
d∑
i=1
E
[∥∥∥DitXns ∥∥∥2
]
≤ dCd,T (‖b˜n‖∞)t
where b˜n is a uniformly bounded sequence. Therefore, by [29, Lemma 1.2.3] we conclude thatXt is Malliavin differen-
tiable for all t ∈ [0, T ]. In particular, suptE[|DtXs|
2] < ∞. To deduce the differentiability of Y , recall that for every
δ > 0 and every t ∈ [0, T − δ] the function x 7→ v(t, x) is Lipschitz continuous. Thus, it follows by chain rule (see [29,
Proposition 1.2.4]) that Yt is Malliavin differentiable for all t ∈ [0, T − δ].
When condition (B2) is satisfied, the function x 7→ v(t, x) is Lipschitz continuous for every t ∈ [0, T ]. Again by
chain rule, Yt is Malliavin differentiable for all t ∈ [0, T ]. Thus, (Xt, Yt) is Malliavin differentiable.
If furthermore condition (A5) holds, then in view of the identity
T∫
t
ZsdWs = h(XT )− Yt +
T∫
t
g(s,Xs, Ys)ds,
it follows from the chain rule and [30, Lemma 2.3] that Zt is Malliavin differentiable for all t ∈ [0, T ]. If we rather
assume (A6), then sinceXt is Malliavin differentiable, the Malliavin differentiability of (Yt, Zt) follows from the chain
rule and [14, Proposition 5.3] since
∫ T
0
E[|Dsh(XT )|
2] ds <∞. 
3.2.2. Weighted Sobolev differentiable flow
We now investigate differentiability properties of the solution with respect to the initial variable of the forward process.
Let 0 ≤ s ≤ t ≤ T and x ∈ Rd. We denote by (Xs,x, Y s,x, Zs,x) the solution of the FBSDE{
Xt = x+
∫ t
s
b(u,Xu, Yu, Zu) du+
∫ t
0
σdWu
Yt = h(XT ) +
∫ T
t g(u,Xu, Yu, Zu)du−
∫ T
t Zu dWu t ∈ [s, T ]
(3.20)
given by Theorem 2.1. The next result gives regularity of the function x 7→ (Xs,x, Y s,x). Some notation need to be
introduced before we state the result. Let ρ be a weight function. That is, a measurable function ρ : Rd → [0,∞)
satisfying ∫
Rd
(1 + |x|p)ρ(x) dx <∞
for some p > 1. Let Lp(Rd, ρ) be the weighted Lebesgue space of (classes) of measurable functions f : Rd → Rd such
that
‖f‖p
Lp(Rd,ρ)
:=
∫
Rd
|f(x)|pρ(x) dx <∞.
For functions f : Rd → Rl satisfying this integrability property we analogously define the space Lp(Rl, ρ). Further
denote byW1p (R
d, ρ) the weighted Sobolev space of functions f ∈ Lp(Rd, ρ) admitting weak derivatives of first order
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∂xif and such that
‖f‖W1p(Rd,ρ) := ‖f‖Lp(Rd,ρ) +
d∑
i=1
‖∂xif‖Lp(Rd,ρ) <∞.
Proposition 3.5. Assume that the conditions (A1)-(A4) are satisfied.
(i) If condition (B1) holds, then we have
Xs,xt ∈ L
2
(
Ω;W1p (R
d, ρ)
)
for every t ∈ [0, T ] (3.21)
and if l = 1, then for every bounded open set U ⊆ Rd we have
Y s,xt ∈ L
2
(
Ω;W11 (U)
)
for every t ∈ [0, T − δ] and every δ > 0. (3.22)
(ii) If condition (B2) holds and l = 1, then (3.21) and (3.22) hold with δ = 0.
Proof. Recall from Theorem 2.1 that the solution (X,Y, Z) of the FBSDE (1.1) satisfies Y s,xt = v(t,X
s,x
s ) and Z
s,x
t =
w(t,Xs,xt )σ for some bounded measurable function v : [0, T ]×R
d → Rl and a measurable functionw : [0, T ]×Rd →
R
l×d. Thus,Xs,x satisfies
Xs,xt = x+
t∫
s
b(u,Xs,xu , v(u,X
s,x
u ), w(u,X
s,x
u )σ) du + σWt.
Under both conditions (B1) and (B2) the function x 7→ b(t, x, v(t, x), w(t, x)σ) is bounded and measurable. Thus, it
follows from [28, Theorem 3] that Xs,xt ∈ L
2
(
Ω;W1p (R
d, ρ)
)
.
To deduce differentiability of Y , recall that for every δ > 0 and every t ∈ [0, T − δ] the function x 7→ v(t, x) is
Lipschitz continuous. Let ρ be the weight function given by ρ(x) := 1U (x). There is a measurable N ⊆ Ω such that
Xs,·t (ω) ∈ W
1
p (U) for all ω ∈ N
c and P (N) = 0. Thus, by the chain rule formula, of [19, Theorem 1.1], for every
ω ∈ N c the function Y s,xt (ω) = v(t,X
s,x
t (ω)) belongs to the Sobolev spaceW
1
1 (U).
When condition (B2) is satisfied, the function x 7→ v(t, x) is Lipschitz continuous for every t ∈ [0, T ]. The claim (ii)
then follows from the same arguments as above. 
A. A priori estimations for quasi-linear PDEs
For the reader’s convenience, in this appendix we collect some a priori estimations for quasi-linear PDEs. These are
fundamental for the proofs of our main results. Different versions of these estimates can be found e.g. in [8, 20, 22] or
[18]. The results we present here are taken from [8, 22].
Recall that the Sobolev spaceW1,2p,loc((0, T ) × R
d,Rl) is the space of all functions u : (0, T ) × Rd → Rl such that
for all r > 0, ∫
(0,T )×Br(0)
(
|u|p + |∂tu|
p + |Dxu|
p + |Dxxu|
p
)
dx dt <∞
and consider the quasilinear parabolic PDE{
∂tv(t, x) + Lv(t, x) + g(t, x, v(t, x), Dxv(t, x)σ) = 0
v(T, x) = h(x)
(A.1)
where L is the second order differential operator
Lv := b(t, x, v,Dxvσ)Dxv +
1
2
trace(σσ∗Dxxv).
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Theorem A.1. ([22, Theorem 3.1 & Lemma 6.2]) Assume that the conditions (A1)-(A4) are satisfied, and further
assume that the functions b, g and h are bounded, smooth and with bounded derivatives. Let v be the unique classical
solution of (A.1). Then for any δ > 0 there is α ∈ (0, 1) and constants C,Cδ and Cδ,α depending on k1, k2, k3,Λ, T, l,
m, and the bound of b, g and which do not depend on the derivatives of b, g such that
(i) |Dxv(t, x)| ≤ Cδ for all (t, x) ∈ [0, T − δ]× R
d
(ii) for all (t, x), (t′, x′) ∈ [0, T − δ]× Rd, it holds that
|Dxv(t, x) −Dxv(t
′, x′)| ≤ Cδ,α(|x− x
′|α + |t− t′|α/2).
(iii) for every bounded domainO ⊆ Rd and p ≥ 2 it holds
T−δ∫
0
∫
O
[
|Dxv(t, x)|
p + |Dxxv(t, x)|
p
]
dx dt ≤ Cpδ |O|
where |O| is the Lebesgue measure of O.
If h is twice continuously differentiable with bounded first and second derivatives, then (i), (ii) and (iii) hold with δ = 0
and C0 may depend on ‖Dxh‖∞ and ‖Dxxh‖∞ as well.
Theorem A.2. ([8, Theorems 1.3 & 2.9]) Assume that the conditions (A1)-(A4) are satisfied and that h is α-Hölder
continuous. Let v be a solution of (A.1) in the spaceW1,2d+1,loc((0, T ) × R
d,Rl). Then there are constants C > 0 and
α′ ∈ (0, α] depending only on k1, k2, k3,Λ, T, l andm such that
|v(t, x) − v(t′, x′)| ≤ C(|x − x′|α
′
+ |t− t′|α
′/2)
for every (t, x), (t′, x′) ∈ [0, T ]× Rd. If α = 1, then it holds that
|Dxv(t, x)| ≤ C for every (t, x) ∈ [0, T ]× R
d.
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