Spectral Lower Bounds for the Quantum Chromatic Number of a Graph --
  Part II by Wocjan, Pawel et al.
ar
X
iv
:1
91
0.
07
33
6v
1 
 [m
ath
.C
O]
  1
6 O
ct 
20
19 Spectral Lower Bounds for the Quantum
Chromatic Number of a Graph
Part II
Pawel Wocjan∗ Clive Elphick† Parisa Darbari‡
October 17, 2019
Abstract
Hoffman proved that a graph G with eigenvalues µ1 ≥ . . . ≥ µn
and chromatic number χ(G) satisfies:
χ ≥ 1 + κ
where κ is the smallest integer such that
µ1 +
κ∑
i=1
µn+1−i ≤ 0.
We strengthen this well known result by proving that χ(G) can be re-
placed by the quantum chromatic number, χq(G), where for all graphs
χq(G) ≤ χ(G) and for some graphs χq(G) ≪ χ(G). We also prove a
similar result, and investigate implications of these inequalities for
the quantum chromatic number of various classes of graphs, which
improves many known results. For example we demonstrate that the
Kneser graph KGp,2 has χq = χ = p− 2.
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1 Introduction
For any connected graph G let V denote the set of vertices where |V | = n, A
denote the adjacency matrix, µmax = µ1 ≥ µ2 ≥ . . . ≥ µn denote the eigen-
values of A, χ(G) denote the chromatic number and ω(G) the clique number.
Let χq(G) denote the quantum chromatic number, as defined by Cameron et
al [2]. It is evident that χq(G) ≤ χ(G), and Mancinska and Roberson [10]
found a graph on 14 vertices with χ(G) > χq(G), which they suspect is the
smallest possible example. There exist graphs for which χq(G)≪ χ(G).
Elphick and Wocjan [3] proved that many spectral lower bounds for χ(G)
are also lower bounds for χq(G), using linear algebra techniques called pinch-
ing and twirling. In this paper, we prove that stronger lower bounds on the
chromatic number are also lower bound on the quantum chromatic number.
The following purely combinatorial definition of the quantum chromatic
number is due to [10, Definition 1]. For d > 0, let Id and 0d denote the
identity and zero matrices in Cd×d.
Definition 1 (Quantum c coloring). A quantum c-coloring of the graph G =
(V,E) is a collection of orthogonal projectors {Pv,k : v ∈ V, k ∈ [c]} in Cd×d
such that
• for all vertices v ∈ V
∑
k∈[c]
Pv,k = Id (completeness) (1)
• for all edges vw ∈ E and for all k ∈ [c]
Pv,kPw,k = 0d (orthogonality) (2)
The quantum chromatic number χq(G) is the smallest c for which the graph
G admits a quantum c-coloring for some dimension d > 0.
According to the above definition, any classical c-coloring can be viewed
as a 1-dimensional quantum coloring, where we set Pv,k = 1 if vertex v has
color k and we set Pv,k = 0, otherwise. Therefore, quantum coloring is a
relaxation of classical coloring. As noted in [10], it is surprising that the
quantum chromatic number can be strictly and even exponentially smaller
than the chromatic number for certain families of graphs.
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We use the following alternative characterization of the quantum chro-
matic number due to [3]. Before stating this characterization, we briefly
review the definition of pinching.
Definition 2 (Pinching). Let Pk ∈ Cm×m for k ∈ [c] be orthogonal projectors
such that they form a resolution of the identity, that is,∑
k∈[c]
Pk = Im. (3)
The operation D : Cm×m → Cm×m defined by
X 7→ D(X) =
∑
k∈[c]
PkXPk (4)
is called pinching. We say that it annihilates X if D(X) = 0.
For d > 0, recall that Id and 0d denote the identity and zero matrices in
Cd×d respectively.
Theorem 1. Let {Pv,k : v ∈ V, k ∈ [c]} be an arbitrary quantum c-coloring
of G in Cd. Then, the following block-diagonal projectors
Pk =
∑
v∈V
eve
†
v ⊗ Pv,k ∈ C
n×n ⊗ Cd×d (5)
define a pinching operation that annihilates A⊗ Id, that is,∑
k∈[c]
Pk(A⊗ Id)Pk = 0. (6)
Remark 1. The classical case corresponds simply to the special case d = 1.
In this case, the projectors Pk are a diagonal in the standard basis of C
n and
each projector corresponds to a color class, that is, each projector Pk projects
onto the subspace spanned by the standard basis vectors corresponding to the
vertices that have been colored with the kth color.
2 New bounds for the quantum chromatic
number
We use ↑ to indicate that the eigenvalues are sorted in increasing order. The
ith smallest eigenvalue of a hermitian matrix X ∈ Cn×n is denoted by µ↑i (X)
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so that
µ↑1(X) ≤ µ
↑
2(X) ≤ . . . ≤ µ
↑
n(X). (7)
Similarly, we use ↓ to indicate that the eigenvalues are sorted in decreasing
order. The ith largest eigenvalue of X is denoted by µ↓i (X) so that
µ↓1(X) ≥ µ
↓
2(X) ≥ . . . ≥ µ
↓
n(X). (8)
When the eigenvalues are sorted in decreasing order, we often omit ↓ so that
µ1(X) ≥ µ2(X) ≥ . . . ≥ µn(X). (9)
We have µ↓i (X) = µn+1−i(X). It would be somewhat inconvenient to always
have to write n + i− 1, so this is why the ↓ notation simplifies the indices.
The following lemma is a standard result in matrix analysis. We describe
it in detail since it is the main result that we rely on to prove the new stronger
bounds on the quantum chromatic number.
Lemma 1. Let X ∈ Cn×n be a hermitian matrix and let S ∈ Cn×m be a
matrix such that S†S = Im, that is, its m column vectors s1, . . . , sm are
orthonormal vectors. Then,
µ↑i (X) ≤ µ
↑
i (S
†XS) (10)
for i ∈ [m].
Proof. This follows from the Courant-Weyl-Fisher theorem stating
µ↑i (X) = min
Mi
max
x∈Mi
x†Xx, (11)
where the minimum is taken over subspaces Mi of dimension i and the
maximum is taken over unit vectors x ∈ Mi. By multiplying X by S† and
S from the left and right, respectively, we effectively restrict the subspaces
Mi to have the form
Mi = {Sy : y ∈ Ni} (12)
where Ni is a subspace of Cm of dimension i ∈ [m].
We obtain the following corollary by using the identity µ↑i (−X) = −µi(X)
and applying the lemma to the matrix −X .
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Corollary 1. Let X ∈ Cn×n and S ∈ Cn×m with S†S = Im as in Lemma 1.
Then
µi(X) ≥ µi(S
†XS). (13)
In the following, we will only use this corollary with i = 1, that is,
µmax(X) ≥ µmax(S
†XS). (14)
2.1 First new bound for χq(G)
Theorem 2 (First bound on quantum chromatic number). Let χq(G) be the
quantum chromatic number of the graph G with adjacency matrix A. Let κ
be the smallest integer such that
0 ≥ µmax(A) +
κ∑
i=1
µ↑i (A) (15)
holds. Then the quantum chromatic number is bounded from below by
χq(G) ≥ 1 + κ. (16)
Proof. Assume that the quantum chromatic number c = χq is attained by a
quantum coloring Pk in dimension d. Let z ∈ C
n denote the unique1 eigen-
vector of A corresponding to the largest eigenvalue µmax(A). Let fj ∈ Cd for
j ∈ [d] denote the standard basis vectors. Let s1, . . . , sm be an orthonormal
basis of the subspace
S = span{Pk(z ⊗ fj) : k ∈ [c], j ∈ [d]}. (17)
Its dimension m satisfies
d ≤ m ≤ cd. (18)
For the lower bound, observe that the d orthogonal vectors z ⊗ fj are con-
tained in S since
z ⊗ fj = I
(
z ⊗ fj
)
=
(∑
k∈[c]
Pk
)
(z ⊗ fj) =
∑
k∈[c]
Pk(z ⊗ fj). (19)
1We assume that G is connected. Then the Perron-Frobenius theorem implies that the
largest eigenvalue has multiplicity 1 because the adjacency matrix is irreducible.
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For the upper bound, observe that there are exactly cd vectors in eq. (17)
and, thus, m cannot be larger than cd.
Let S ∈ Cnd×m be the matrix with s1, . . . , sm as column vectors. The
following two arguments show that the largest eigenvalue of the matrix
S†(A ⊗ Id)S is equal to µmax(A) and its multiplicity is equal to d. First,
there exist d orthogonal vectors y1, . . . , yd ∈ Cm such that Syj = z ⊗ fj
since the latter vectors are contained in the subspace S, or equivalently, the
column space of S. We have
S†(A⊗ Id)Syj = S
†(A⊗ Id)(z ⊗ fj) (20)
= µmax(A)S
†(z ⊗ fj) (21)
= µmax(A)S
†Syj (22)
= µmax(A)yj . (23)
Second, using Corollary 1, the largest eigenvalue of S†(A ⊗ Id)S cannot be
greater than the largest eigenvalue of A⊗ Id.
We can always choose the orthonormal basis vectors s1, . . . , sm such that
for each i ∈ [m] there exists a unique ki ∈ [c] with
Pkisi = si and Pksi = 0 for all k 6= ki. (24)
This is because S =
⊕
k∈[c] Sk, where Sk = span{(Pk(z ⊗ fj) : j ∈ [d]} since
the projectors Pk form a resolution of the identity. We now see that the
diagonal entries of the matrix S†(A⊗ I)S must all be zero since
(S†(A⊗ I)S)ii = s
†
i(A⊗ Id)si = s
†
iPki(A⊗ Id)Pkisi = 0. (25)
For the last equality we used that Pk(A⊗ Id)Pk = 0 for all k ∈ [c].
So using Lemma 1, we obtain
0 = tr(S†(A⊗ I)S)
=
m∑
i=1
µ↑i (S
†(A⊗ I)S)
=
m−d∑
i=1
µ↑i (S
†(A⊗ I)S) + d · µmax(A)
≥
m−d∑
i=1
µ↑i (A⊗ I) + d · µmax(A).
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Now let Kd be the smallest integer such that
0 ≥
Kd∑
i=1
µ↑i (A⊗ I) + d · µmax(A). (26)
Using 18, we have
(c− 1)d = cd− d ≥ m− d ≥ Kd. (27)
Note that Kd ≥ (κ − 1)d + 1 must hold because otherwise the condition
that κ = K1 is minimal would be violated. This implies c − 1 ≥ ⌈Kd/d⌉ =
⌈κ− 1 + 1/d⌉ = κ.
A weaker version of Theorem 2, with χ(G) replacing χq(G), was proved
by Hoffman [9] in 1970. It is a trivial corollary that
1 +
µ1
|µn|
≤ χq(G) ≤ χ(G),
as proved in [3].
2.2 Second new bound for χq(G)
Theorem 3 (Second bound on quantum chromatic number). For any graph
G with µ2 > 0:
χq(G) ≥ 1 + min
{
g,
|µn(A)|
µ2(A)
}
,
where g is the multiplicity of µn(A).
Proof. Consider an arbitrary quantum c-coloring in dimension d. Assume
that c ≤ g.
Let S be defined as in the proof of the previous theorem in (17). Let T be
the subspace spanned by the eigenvectors corresponding to the cd smallest
eigenvalues µ↑1(A⊗ I), . . . , µ
↑
cd(A⊗ I). There exists a non-zero unit vector y
with
y ∈ S⊥ ∩ T . (28)
The intersection is non-trivial because both S⊥ and T are contained in the
subspace R⊥ , where R = span{z ⊗ fj : j ∈ [d]}, but
dimR⊥ = nd− d ≤ nd = (nd− cd) + cd ≤ dimS⊥ + dim T . (29)
7
Consider yi = Piy for i ∈ [c]. Let m be the number of nonzero yi. We now
show that at least two of them (w.l.o.g. y1 and y2) must be nonzero, that
is, m ≥ 2. First of all, at least one must be nonzero because otherwise we
would have 0 6= y = Iy =
∑
k∈[c] Pky =
∑
k∈[c] yk = 0. Now assume that only
y1 were nonzero, or equivalent, y1 = y. But this leads to the contradiction
0 > µ↑c(A) = µ
↑
cd(A⊗ Id) ≥ y
†(A⊗ Id)y = y
†P1(A⊗ Id)P1y = 0, (30)
where the first inequality holds because c ≤ g, the second inequality holds
because y ∈ T and P1(A ⊗ Id)P1 = 0 because the projectors Pk form a
pinching that annihilates A⊗ Id.
Define si = yi/‖yi‖ for i ∈ [m] and S to be the matrix with si as columns.
Consider the matrix X = A⊗ Id−∆ · zz† ⊗ Id, where ∆ = µmax−µmin. The
diagonal entries of S†XS are all zero because we have
(S†XS)ii ∝ y
†Pi
(
A⊗ Id −∆ · zz
† ⊗ Id
)
Piy (31)
= y†Pi(A⊗ Id)Piy −∆ ·
∑
j∈[d]
y†Pi(zz
† ⊗ fj)Piy (32)
= 0 (33)
because Pi(A⊗ Id)Pi = 0 and y ⊥ z ⊗ fj as y ∈ S
⊥ and z ⊗ fj ∈ S.
Since y is in the column space of S, the smallest eigenvalue of S†XS is at
most y†Xy, which in turn is at most µ↑cd(A⊗ Id) = µ
↑
c(A) = µn(A) as y ∈ T
and c ≤ g. Putting everything together, we obtain
0 = tr(S†XS) =
∑
i∈[m]
µ↑i (S
†XS) ≤ µn(A) + (m− 1)µ2(A). (34)
A weaker version of this bound, with χ(G) replacing χq(G), is already
known, for example in Corollary 3.6.4 in [1].
We note that both Theorems are also valid for weighted adjacency ma-
trices of the form W ◦ A, where W is an arbitrary Hermitian matrix and ◦
denotes the Hadamard product (also called the Schur product).
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3 Implications for quantum chromatic num-
ber
3.1 Strongly regular graphs (SRGs)
Elphick andWocjan [3] discussed implications of their results for the quantum
chromatic number. For example they demonstrated using an inertial bound
that the Clebsch graph has χq(G) = 4. Since the Clebsch graph has spectrum
(51, 110,−35) this also follows immediately from Theorem 3. The generalised
quadrangle, GQ(2, 4), on 27 vertices has χ = 6, but in [3] the authors were
only able to show that χq ≥ 5. The spectrum of GQ(2, 4) is (101, 120,−56),
so from Theorem 3 it follows that χq = 6.
Both of these graphs are strongly regular, and Theorems 2 and 3 can be
used to calculate the quantum chromatic number of many strongly regular
graphs (SRGs). For example the Kneser graphKp,2 (with p ≥ 4) has χ = p−2
and spectrum ((p− 2)(p− 3)/21, 1p(p−3)/2, (3− p)p−1), which using Theorem
3 implies χq = χ = p − 2. The Hoffman-Singleton graph, SRG(50, 7, 0, 1)
has spectrum(71, 228,−321) and χ = 4. Theorem 2 implies χq = 4 also.
Fiala and Haemers [4] identified (see their Theorem 10.1) all SRGs with
χ = 5. So, for example, using Theorem 2, SRG(15, 8, 4, 4) and SRG(25, 8, 3, 2)
have χq = 5; and using Theorem 3, SRG(21, 10, 3, 6) and SRG(25, 16, 9, 12)
have χq = 5. The Gewirtz graph, SRG(56, 10, 02), has χ = 4 and spectrum
(101, 235,−420); so using Theorem 2 it has χq = 4.
The Higman-Sims graph is SRG(100, 22, 0, 6). Its spectrum is (221, 277,−822)
and it has χ = 6 (see [4]). Theorem 2 implies χq ≥ 4 and Theorem 3 implies
χq ≥ 5. We do not however know whether χq = 5 or 6. Similarly the M22
graph is SRG(77, 16, 04) with spectrum (161, 255,−621) has χ = 5 (see [4]).
Theorems 2 and 3 imply χq ≥ 4, but we do now know whether χq = 4 or 5.
3.2 Non-SRGs
The orthogonality graph, Ω(n), has vertex set the set of ±1−vectors of length
n, with two vertices adjacent if they are orthogonal. With 4|n (see [11]), it
is known that χq(Ω(n)) = n but χ(Ω(n)) is exponential in n. A proof that
χq(Ω(n)) = n is as follows. It is immediate from the definition of Ω(n)
that ξ′(Ω(n)) = n, and it is known that χq(G) ≤ ξ′(G), where ξ′(G) is the
normalized orthogonal rank of G [12]. However, using Theorem 2 and results
in section 4.3 of [5] on the eigenvalues of orthogonality graphs we have that:
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χq(Ω(n)) ≥ 1 +
µ1
|µn|
= 1 +
1 · 3 · · · (n− 3) · (n− 1)
1 · 3 · · · (n− 3)
= n.
We can construct a quantum coloring of Ω(n) using n colors as follows.
Let dimension d = n, let U = diag(1, ω, . . . , ωn−1) be a unitary matrix where
ω = e2pii/n, and let zv denote the ±1 vector of length n assigned to vertex v.
Then let
Pv,k = U
kzvz
†
v(U
†)k : v ∈ V, k ∈ [c].
It is straightforward that this collection of orthogonal projectors satisfy
the completeness and orthogonality conditions in Definition 1, so this com-
pletes the quantum coloring. We note in passing that with 4|n, a proof that
ω(Ω(n)) = n would provide a proof of the Hadamard Conjecture, which dates
from 1867.
Vertex Transitive(12, 27) and Vertex Transitive(12, 54) are examples of
non-SRGs for which Theorem 3 is exact with χq = 4. Barbell graphs and
irregular complete q−partite graphs have χq = χ, using Theorem 2.
3.3 Hoffman colorings
Any graph for which
1 +
µ1
|µn|
= χ(G),
is said to have a Hoffman coloring. All such graphs therefore have χq(G) =
χ(G). Examples include SRG(49, 12, 5, 2) which has χq = 7 and the Schlafli
graph SRG(27, 16, 10, 8) which has χq = 9. Haemers and Touchev inves-
tigated graphs with Hoffman colorings, and Table 1 in [8] lists many such
SRGs with up to 100 vertices.
4 Open questions
The pentagon (C5) demonstrates that both of the bounds in this paper are
not lower bounds for the vector chromatic number or the fractional chromatic
number. The orthogonal rank, ξ(G), is incomparable to χq(G). We do not
know whether ξ(G) can replace χq(G) in Theorems 2 and 3.
We have shown that the Kneser graph Kp,2 has χq = χ, but is this true
for all Kneser graphs? Are there any strongly regular graphs with χq < χ?
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In Definition 1 the dimension d is any finite positive integer. Let χd(G)
denote the smallest c for which graph G admits a quantum c-coloring in
dimension d. From Section 3.2, we know that χ1(Ω(n)) = χ(Ω(n)) which is
exponential in n, but χn(Ω(n)) = n. This raises the question of what is the
value of χd(Ω(n)) for 2 ≤ d ≤ n− 1?
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