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НЕСИМЕТРИЧНИХ МАТРИЦЬ НА КОМП’ЮТЕРАХ  
З ГРАФІЧНИМИ ПРИСКОРЮВАЧАМИ  
Розроблено і досліджено алгоритм факторизації стрічкових 
несиметричних матриць на гібридних комп’ютерах. Розгляну-
то питання програмної реалізації алгоритму на комп’ютерах з 
графічними процесорами. 
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Вступ. При чисельному розв’язанні задач в багатьох випадках ви-
никає необхідність розв’язувати систему лінійних алгебраїчних рівнянь 
(СЛАР). Наприклад, задачі лінійної алгебри виникають при дискретиза-
ції крайових задач чи задач на власні значення проекційно-різницевим 
методом (скінченних елементів, скінченних різниць). Також, при вико-
ристанні ітераційних методів розв’язання нелінійних задач часто на ко-
жній ітерації розв’язується лінеаризована задача — СЛАР. 
Важливою особливістю задач лінійної алгебри, які виникають 
при дискретизації, являється те, що кількість ненульових елементів 
матриць таких задач складає kn , де k n , а n  — порядок матриці, 
тобто матриці є розрідженими [1]. Структура розрідженої матриці 
визначається нумерацією невідомих задачі і часто є стрічковою, бло-
чно-діагональною з обрамленням, профільною і тому подібне. В да-
ній статі розглядуються несиметричні матриці стрічкової структури. 
Іншою важливою особливістю є великий порядок матриць 
СЛАР — до десятків мільйонів. Це зумовлюється бажанням викорис-
товувати більш точні дискретні моделі, що дає можливість отримува-
ти наближені розв’язки більш близькі до розв’язків вихідних задач, 
враховувати локальні особливості даного процесу чи явища. 
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На даний час відомі паралельні алгоритми факторизації стрічко-
вих матриць на багатоядерних комп’ютерах[8; 9]. В даній статті розг-
лядається новий алгоритм факторизації стрічкових несиметричних 
матриць на гібридних системах — комп’ютерах з багатоядерними 
процесорами та графічними прискорювачами. 
Постановка задачі. Розглянемо систему лінійних алгебраїчних 
рівнянь: 
 ,Ax b  (1) 
де матриця A  — стрічкова несиметрична, n  — порядок матриці A , 
1k  — кількість нижніх діагоналей, 2k  — кількість верхніх діагоналей. 
Найбільш ефективним прямим методом розв’язання такої задачі 
є, як відомо, метод Гауса [2]. Розв'язання системи (1) полягає в 
розв’язанні підзадач: трикутне розвинення матриці системи (2), 
розв’язання двох СЛАР з трикутними матрицями (3) та (4): 
 .A PLU  (2) 
 .Ly b  (3) 
 .Ux y  (4) 
Обчислювальна складність розв’язання задачі (1) визначається 
підзадачою (2). Тому надалі будемо розглядати задачу трикутного 
розвинення матриці СЛАР (2). 
Послідовний алгоритм факторизації. У роботі [3] показано, 
що кількість верхніх діагоналей матриці U дорівнює 1 2k k . Тому, 
для зручності опису алгоритму, будемо вважати, що матриця A  за-
дана з 1 2k k  верхніми діагоналями. Нехай порядок стрічкової неси-
метричної матриці A дорівнює n pb , 1 , 1 2k lb k k ub   , де b це 
деяке наперед задане натуральне число. Розіб’ємо матрицю A  на 
квадратні блоки порядку b :  
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Перейдемо до опису алгоритму. Для кожного 1,i p  виконати 
наступні кроки: 
1. Виконати факторизацію прямокутної матриці, що складається з 
блоків ( 1) ( 2), , , ,ii i i i i qiA A A A   , де min( , )q i l p  , використовую-
чи алгоритм Гауса для щільних матриць: 
 .
ii ii
i ii
qi qi
A L
P U
A L
               
   (5) 
2. Виконати перестановку рядків використовуючи матрицю iP . 
3. Знайти матриці ( 1) ( 2), , ,i i i i irU U U   , де min( , )r i u p   за фор-
мулою: 
    1( 1) ( 1) .i i ir ii i i irU U L A A    (6) 
4. Оновити матриці jtA , де 1,j i q   та 1,t i r   за формулою: 
 .jt jt ji itA A L U   (7) 
Після виконання всіх кроків алгоритму отримуємо трикутне ро-
звинення вихідної матриці. 
Гібридний алгоритм факторизації. Розглянемо алгоритм факто-
ризації несиметричної стрічкової матриці для гібридних комп’ютерів з 
одним графічним прискорювачем. Такий алгоритм потребує копіювання 
даних з пам’яті CPU до пам’яті GPU та навпаки. Сучасні GPU мають 
можливість одночасно виконувати копіювання даних та операції обчис-
лення. Також, об’єм глобальної пам’яті GPU є меншим за пам’ять CPU. 
Тому, доцільним є створення гібридних алгоритмів, які будуть оптима-
льно використовувати пам’ять GPU, використовуватимуть можливість 
одночасно виконувати обчислення та копіювання даних. 
Зрозуміло, що на i -му кроці послідовного алгоритму факторизації 
нам потрібні тільки блоки, які знаходяться в i -му стовпчику, та в u  сто-
впчиках, що слідують за ним. При цьому, в кожному стовпчику знахо-
диться щонайбільше 1u l  блоків. Таким чином, на кожному кроці гіб-
ридного алгоритму, достатньо зберігати в GPU тільки ці блоки. Перей-
демо до опису гібридного алгоритму факторизації. Блоки матриці A , що 
знаходяться на GPU, будемо позначати використовуючи верхній індекс 
.d  Тоді гібридний алгоритм факторизації складається з таких кроків: 
1. Копіювання блоків матриці A , що знаходяться в перших 1u   
стовпчиках, в пам’ять GPU. 
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2. Для кожного 1,i p  виконати наступні кроки: 
 якщо і > 1, виконати копіювання блоків ,iiA  ( 1) ,i iA   ( 2) ,i iA   ,  
,q iA  в пам’ять CPU; 
 трикутне розвинення матриці методом Гауса, утвореної блока-
ми ( 1) ( 2) ,, , , ,ii i i i i q iA A A A   , за формулою (5); 
 копіювання блоків , ,ii qiL L , iiU , iP  в пам’ять GPU; 
 виконати перестановку рядків використовуючи матрицю diP ; 
 виконати обчислення блоків ( 1) ( 2), , ,d d di i i i irU U U   , де 
min( , )r i u p  , за формулою: 
      1( 1) ( 1)d d d d di i ir ii i i irU U L A A    (8) 
 модифікувати блоки djtA , де 1,j i q   та 1,t i r   за форму-
лою: 
 d d d djt jt ji itA A L U   (9) 
 копіювання блоків ( 1) ( 2), , ,d d di i i i irU U U    в пам’ять CPU; 
 якщо 2i u p   , виконати копіювання блоків матриці в сто-
вбчику 2i u   в пам’ять GPU.  
Деякі аспекти реалізації гібридного алгоритму. При реалізації 
гібридного алгоритму, доцільно використовувати функції з бібліоте-
ки cuBLAS [6]. Для обрахунків за формулою (8) доцільно використо-
вувати функцію cublasDtrsm, а для формули (9) використовуємо cub-
lasDgemm. Для факторизації щільної прямокутної матриці на CPU за 
формулою (5) доцільно використовувати високопродуктивну функ-
цію з бібліотеки Intel MKL [5].  
На i -му кроці, оновлення блоків зі стовпчика 1i  , за формулою 
(9), слід виконувати в спеціально виділеному потоці cudaStream_t. 
Такий підхід надає можливість на 1i  -му кроці робити копіювання 
блоків в пам’ять CPU одночасно з модифікацією блоків за формулою 
(9) на i -му кроці. Таким чином, копіювання блоків на CPU, їх факто-
ризації та копіювання в пам’ять GPU буде виконуватись одночасно з 
оновленням блоків матриці. 
Чисельні експерименти. Запропонований паралельний алго-
ритм реалізовано на комп'ютерах з гібридною (MIMD, SIMD) архіте-
ктурою: комп’ютері з графічними прискорювачами Інпарком (Tesla 
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M2090, 2 CPU Intel(R) Xeon(R) E5606 @ 2.13GHz) [4], та СКІТ-4 (Tes-
la M2050, 4 CPU Intel(R) Xeon(R) X5675 @ 3.07GHz) [7]. 
На рис. 1 а) та рис. 1 б) подано залежність часу факторизації ма-
триці з різною напівшириною стрічки (1000, 2000) від порядку блоку 
для гібридного алгоритму на комп’ютері Інпарком. На рис. 2 а) та 
рис. 2 б) подано залежність часу факторизації матриці з різною напі-
вшириною стрічки (1000, 2000) від порядку блоку для гібридного 
алгоритму на комп’ютері СКІТ-4. З графіків видно, що оптимальний 
розмір ширини блоку відрізняється на різних комп’ютерах, а також 
залежить від напівширини стрічки. 
 
 а) б) 
Рис. 1. Залежність часу факторизації матриці  
від порядку блоку на комп’ютері Інпарком 
 
 а) б) 
Рис. 2. Залежність часу факторизації матриці  
від порядку блоку на комп’ютері СКІТ-4 
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Рис. 3. Порівняння часу факторизації матриці з використанням MKL  
та гібридного алгоритму на комп’ютері Інпарком 
 
Рис. 4. Порівняння часу факторизації матриці з використання MKL  
та гібридного алгоритму на комп’ютері СКІТ-4 
На рис. 3 подано прискорення часу факторизації матриці для рі-
зної напівширини стрічки (1000, 2000), використовуючи Intel MKL[5] 
та гібридний алгоритм на комп’ютері Інпарком. На рис. 4 подано по-
рівняння часу факторизації матриці для різної напівширини стрічки 
(1000, 2000), використовуючи Intel MKL [5] та гібридний алгоритм на 
комп’ютері СКІТ-4. З графіків видно, що гібридний алгоритм дає 
значне прискорення в порівнянні з паралельним алгоритмом реалізо-
ваним в Intel MKL, який використовує лише CPU. 
Висновки. Запропоновано алгоритм факторизації стрічкових неси-
метричних матриць, який забезпечує високу ефективність розпаралелю-
вання на GPU, враховує структуру стрічкової матриці, оптимізує вико-
ристання пам'яті GPU. Експериментально проведено дослідження вибо-
ру оптимального порядку блоків, на які розбивається вихідна матриця. 
Подальші дослідження доцільно направити на розробку алгори-
тмів з використанням декількох CPU і декількох GPU як на системах 
з спільною так і з розподіленою пам’яттю. 
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