A family F is intersecting if F ∩ F ′ = ∅ whenever F, F ′ ∈ F . Erdős, Ko, and Rado [6] showed
The Proof
Let F ⊂
[n] k be intersecting. Define a partition F 0 := {F ∈ F : 1 / ∈ F }, F 1 := {F ∈ F : 1 ∈ F } and define G 1 := {F \ {1} : 1 ∈ F ∈ F}. Consider F 0 as a family on [2, n] . Its complementary family G 0 := {[2, n] \ F : F ∈ F 0 } is (n − 1 − k)-uniform. The intersection property of F implies that
Then (2) gives (with
Extremal families. Equality holds in ( k , s ≤ k the row vectors of the generalized incidence matrix I(A, [n] s ) are linearly independent. Here the rows are taken as real vectors (in [13] ) or as vectors over certain finite fields (in [8] ). Note that this statement generalizes Matrices and the EKR theorem. Instead of using (2) one can prove directly (like in [8, 13] ) that the row vectors of the inclusion matrix
Linearly independent polynomials. One can define homogeneous, multilinear polynomials p(F, x) of rank k − 1 with variables x 2 , . . . , x n p(F,
where x S := i∈S x i . To prove (1) one can show that these polynomials are linearly independent.
Remarks
The idea of considering the shadows of the complements (one of the main steps of Daykin's proof [2] ) first appeared in Katona [10] (page 334) in 1964. He applied a more advanced version of his intersecting shadow theorem (2), namely an estimate using ∂ a−b+1 A.
Linear algebraic proofs are common in combinatorics, see the book [1] . For recent successes of the method concerning intersecting families see Dinur and Friedgut [4, 5] . There is a relatively short proof of the EKR theorem in [9] using linearly independent polynomials. In fact, our proof here can be considered as a greatly simplified version of that one.
Since the algebraic methods are frequently insensitive to the structure of the hypergraphs in question it is much easier to give an upper bound n k−1 which holds for all n and k. To decrease this formula to n−1 k−1 requires further insight. Our methods resembles those of Parekh [12] and Snevily [14] who succeeded to handle this for various related intersection problems.
Generalized incidence matrices proved to be extremely useful, see, e.g., the ingenious proof of Wilson [15] for another Frankl-Wilson theorem, namely the exact form of the classical Erdős-KoRado theorem concerning the maximum size of a k-uniform, t-intersecting family on n vertices. They proved [7, 15] that the maximum size is exactly n−t k−t if and only if n ≥ (t + 1)(k − t + 1).
