. Second, we recover and develop some results of Visick. Third, the results are extended to the case of KhatriRao product of any finite number of matrices. These results lead to inequalities involving Hadamard product, as a special case.
Introduction

Consider matrices
shows that the Khatri-Rao product can be viewed as a generalized Hadamard product and the Tracy-Singh product as a generalized Kronecker product, as follows:
(1) for a nonpartitioned matrix A, their AΘB is A ⊗ B, that is, The Khatri-Rao and Tracy-Singh products are related by the following relation [5, 6] : 
In [5] [6] [7] [8] , the authors proved a number of equalities and inequalities involving KhatriRao and Hadamard products of two matrices. Here we extend these results in three ways. First, we establish new attractive equalities and inequalities involving Khatri-Rao product of matrices. Second, we recover and develop some results of Visick, for example, [8, Theorem 11, page 54 ]. This does not follow simply from the work of Visick. Third, the results are extended to the case of Khatri-Rao products of any finite number of matrices. This result leads to inequalities involving Hadamard product, as a special case.
We use the following notations: (i) M m,n -the set of all m × n matrices over the complex number field C and when m = n, we write M m instead of M m,n ; (ii) A T ,A * ,A + ,A −1 -the transpose, conjugate transpose, Moore-Penrose inverse, and inverse of matrix A, respectively. For Hermitian matrices A and B, the relation A > B means that A − B > 0 is a positive definite and the relation A ≥ B means A − B ≥ 0 is a positive semidefinite. Given a positive definite matrix A, its positive definite square root is denoted by A 1/2 . We use the known fact "for positive definite matrices A and B, the relation A ≥ B implies A 1/2 ≥ B 1/2 " which is called the Löwner-Heinz theorem.
Some notations and preliminary results
Let A be a positive definite m × m matrix. The spectral decomposition of matrix A assures that there exists a unitary matrix U such that 
where
s ) ∈ M s is the diagonal matrix with diagonal entries σ −1 i (i = 1,2,...,s). A + is a unique matrix which satisfies the following conditions:
For any compatible partitioned matrices A, B, C, and D, we will make a frequent use of the following properties of the Tracy-Singh product (see e.g., [1, 3, 5, 10] [3, 10] )
, where λ 1 (A), λ m (A) are the largest and smallest eigenvalues, respectively, of a matrix A, and λ 1 (B), λ n (B) are the largest and smallest eigenvalues, respectively, of a matrix B.
The Khatri-Rao and Tracy-Singh products of k matrices
For a finite number of matrices A i (i = 1,2,...,k), the properties (a)-(d) become as in Lemma 2.1 and the connection between the Khatri-Rao and Tracy-Singh products in (1.7) and (1.8) becomes as in Lemma 2.2.
are positive semidefinite matrices and r is any real number;
Proof. The proof is immediately derived by induction on k. 
, then there exists an m × r matrix Z of zeros and ones such that 
(2.14)
We will prove that it is true for the Khatri-Rao product of k + 1 matrices. Then by (1.7), there exist an m(1)r × r matrix Q 1 of zeros and ones and an n(1)s × s matrix Q 2 of zeros and ones such that Q
(2.15)
, the inductive step is complete. Here Q 1 = P 2r = P r , Q 1 = R 2s = R s , and it is a simple matter to verify that Note that
Similarly, it is easy to verify that Z T 2 Z 2 = I s . Lemma 2.3. Let α be a nonempty subset of the set {1, 2,...,m} and let A ∈ M m be a positive semidefinite matrix. Then (see Chollet [4] )
where A(α) is the principal submatrix of A whose entries are in the intersection of the rows and columns of A specified by α. [7] ) (i) for every real p > 1 and p < 0,
.
(2.23)
While for 0 < p < 1 , the reverse inequality holds in (2.22 ).
8 Generalization inequalities for Khatri-Rao product
New applications and results
Based on the basic results in Section 2 and the general connection between the Khatri-Rao and Tracy-Singh products in Lemma 2.2, we generalize and derive some equalities and inequalities in works of Visick [8, Corollary 3, Theorem 4], Chollet [4] , and Mond and Pečarić [7] with respect to the Khatri-Rao product and extend these results to any finite number of matrices. These results lead to inequalities involving Hadamard products, as a special case. 
Proof. Though the proof is quite similar to the proof of [8, Corollary 3(iii) and (vii)] for Hadamard product, we give proof for the sake of convenience. 
From these come the required results in (i), that is,
(ii) By (2.13) of Lemma 2.2, we have I n ≥ Z 2 Z T 2 ≥ 0 and so
We now generalize [8, Theorem 4 ] to the case of Khatri-Rao product involving a finite number of matrices. Z. A. Al Zhour and A. Kilicman 9
as the (g,h)th block submatrix. Let Z 1 be an m k × r matrix of zeros and ones that satisfies (2.12 ) and let Q (n) be an n k × (n k − s) matrix of zeros and ones that satisfies (3.1) . Then
Proof. From Lemma 2.1(i) and (iii), we have
But by Theorem 3.1(i), there exist an n k × s matrix Z 2 of zeros and ones that satisfies (2.12) and an n k × (n k − s) matrix Q (n) of zeros and ones that satisfies (3.1) such that
are rectangular partitioned matrices of order m × n, then due to (2.11) of Lemma 2.2 there exist two real matrices Z 1 and Z 2 of zeros and ones of order m k × r and n k × s, respectively, such that
are square matrices of order m × m, then due to (2.12) of Lemma 2.2 there exists a real matrix Z 1 of zeros and ones of order m k × r such that
10 Generalization inequalities for Khatri-Rao product Due to (3.9), (3.10), and (3.11), we have
If we put k = 2 in Theorem 3.2, we obtain the following corollary.
gh as the (g,h)th block submatrix. Let Z 1 be an m 2 × r matrix of zeros and ones that satisfies (1.8) and let Q (n) be an n 2 × (n 2 − s) matrix of zeros and ones that satisfies (3.1) . Then
13)
and hence 
Proof. To arrive from (i) to (ii), notice that (i) holds if and only if the last term of (3.6) is zero, which is equivalent to Z
. By Theorem 3.1(i), there exist an n k × s matrix Z 2 of zeros and ones that satisfies (2.12) and an n k × (n k − s) matrix Q (n) of zeros and ones that satisfies (3.1) such that
(3.18)
By postmultiplying by (
which is (iii) by (2.11) and (2.12) of Lemma 2.2. To arrive from (iii) to (i), assume (iii) holds for all n × m matrices X i (1 ≤ i ≤ k). It must therefore be true for
which is condition (i). Hence (iii) implies (3.6) which is (i).
If we put k = 2 in Corollary 3.4, we obtain the following corollary. 
) matrix of zeros and ones that satisfies (3.1). Then the following statements are equivalent:
(i) 
. Let W and w be the largest and smallest eigenvalues of
25)
While for every 0 < p < 1, the reverse inequality holds in (3.25); (ii) for every real p > 1 and p < 0, .
(3.28)
While for every 0 < p < 1, the reverse inequality holds in (3.27) .
Proof. This theorem follows from [3, Theorem 3.1(ii) and (iii)]. We give proof for the sake of convenience. In (2.20) and (2.22) of Lemma 2.4, set k = 1 and replace U by Z T , U * by Z, and X by k i=1 ΘA i , where Z, is the selection matrix of zeros and ones that satisfies (2.12). By using Lemma 2.1(iv), we establish Theorem 3.8.
From (3.25), we have the following special cases:
(i) for p = 2, we have 
where T 1 and T 2 are n × l and m × l matrices, respectively. Note that T 1 T * 1 and T 2 T * 2 are positive semidefinite (positive definite) matrices for every (nonsingular) complex matrices T 1 and T 2 . This leads to
if and only if
14 Generalization inequalities for Khatri-Rao product Therefore (4.4) can be considered to be more general than (3.2) . In order to prove this we set T 1 = I and T 2 = L in (4.4), we have
(4.5)
Returning to (4.4) and (3.2), it can be easily seen that various other choices of the matrices T 1 , T 2 , and L are possible which lead to quite different inequalities involving Khatri-Rao products. However, there exist some inequalities that do not seem to follow directly from (1.7) or (2.11), but follow easily from (4.4) 
Substituting these into (4.4) and using (1.7), we get (4.6). If we put r = 1 and A 1 = A 2 in Theorem 4.6, we obtain the following theorem.
) be compatible partitioned matrices and let A
Theorem 4.7. Let A > 0 be compatible partitioned and let I be a compatible partitioned identity matrix. Then 
(4.20)
Similarly, 
18 Generalization inequalities for Khatri-Rao product Similarly,
(4.31) Substituting (4.30) and (4.31) into (3.2), we have
(4.32)
Set r = ε 1 /ε 2 , we get (4.29).
Remark 4.11. Let
can be proved by setting
(4.33)
Substituting these into (4.4) and using (2.11), we get (3.7).
Remark 4.12. Let A i (1 ≤ i ≤ 2) be compatible partitioned matrices. Then (3.14) can be proved by putting k = 2 in Remark 4.11.
Remark 4.13. All results obtained in Sections 3 and 4 are quite general. These results lead to inequalities involving Hadamard product, as a special case, for nonpartitioned matrices A i (i = 1,2,...,k, k ≥ 2) with the Hadamard product and Kronecker product replacing the Khatri-Rao product and Tracy-Singh product, respectively. Now we utilize the commutativity of the Hadamard product to develop, for instance, (3.7) of Theorem 3.2. This result leads to the following inequality involving Hadamard product, as a special case: We will extend this inequality to the case of products involving any finite number of matrices.
If the Tracy-Singh and Khatri-Rao products are replaced by the Kronecker and Hadamard products in Lemma 2.2, respectively, we obtain the following corollary. Now, we examine some special cases briefly. In order to see that (4.37) really is an extension in (4.34), it is sufficient to set α 1 = 1 and α 2 = ··· = α k = 0. Thus we recover the result of Visick in (4.35) which we mentioned before the statement of Corollary 4.14. Let k = 2, then μ 1 = 
