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Abstract
In this thesis, we study a class of control problems which involves controlling a large
number of dynamical systems with di®erent values of parameters governing the system dy-
namics by using the same control signal. We call such problems control of inhomogeneous
ensembles. The motivation for looking into these problems comes from the manipulation of
an ensemble of nuclear spins in Nuclear Magnetic Resonance (NMR) spectroscopy and imag-
ing with dispersion in natural frequencies and the strengths of the applied radio frequency
(rf) ¯eld. A systematic study of these systems has immediate applications to broad areas
of the control of systems in quantum and nano domains, such as coherent spectroscopy and
quantum information processing. From the standpoint of mathematical control theory, the
challenge is to simultaneously steer a continuum of systems between points of interest with
the same control signal. This raises the intriguing question about ensemble controllability.
We show that controllability of an ensemble can be understood by the study of the algebra
of polynomials de¯ned by the noncommuting vector ¯elds governing the system dynamics.
In practical magnetic resonance applications, this work leads to the design of a compen-
sating pulse sequence. The new mathematical structures arising from such problems are
excellent motivation for new developments in control theory.
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Introduction
In this thesis, we study problems involving the control of an ensemble of dynamical systems
which di®er in the values of parameters that govern the system dynamics by using the same
control signal. We call such problems control of inhomogeneous ensembles. The motivation
for looking into this class of problems arises naturally from the manipulation of the ensemble
of nuclear spins in Nuclear Magnetic Resonance (NMR) spectroscopy and imaging, which
are usually performed on a sample with a very large number of spins comparable with the
Avogadro number (N = 6 £ 1023). A systematic study of these systems has immediate
applications to broad areas of control and manipulation of systems in quantum and nano
domains, such as coherent spectroscopy and quantum information processing. Moreover,
the new mathematical structures arising from such problems are excellent motivation for
new developments in control theory.
1.1 Control of Inhomogeneous Quantum Ensembles
Modern scienti¯c inquiry and the demands of advancing technology are driving theoreti-
cal and experimental research towards control of quantum systems. Recently, compelling
applications for quantum control have been noted and have motivated seminal studies in
wide-ranging areas as coherent spectroscopy, laser cooling, solid state physics and quan-
tum computing (Warren et al. (1993), Ernst et al. (1987), Schweiger (1990), Khaneja et al.
(2006), Khaneja et al. (2001), Brockett and Khaneja (2000), Taubes (1997), Nielsen and
Chuang (2000)). Experience has so far shown that quantum dynamics can be incorporated
within the framework of control theory but gives rise to models and problems that have
not yet been studied in depth (Khaneja (2000), Li and Khaneja (2006)). One important
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class of problems is to control an ensemble of dynamical systems with di®erent dynamics
by the application of the same control signal. Quantum mechanically, the evolution of a
member of the ensemble is governed by the SchrÄ odinger equation, and control is achieved
by manipulating the potential energy term in the system Hamiltonian. For example, in
practical applications the potential energy term is altered by irradiating the system with
a sequence of electromagnetic pulses of appropriate shape and frequency. The control task
is to engineer a time varying Hamiltonian that will steer the system to a desired point.
Note that because the potential energy enters the SchrÄ odinger equation as a multiplicative
factor, an individual system in the ensemble has the character of a bilinear system, and
noncommutative e®ects are important. Consequently, one might specify these quantum
control problems of interest as the control of an ensemble of bilinear systems of the form
dx(t;s)
dt
=
³
A(s) +
X
i
uiBi(s)
´
x(t;s); (1.1)
where A(s);Bi(s) are n£n matrices, and the same controls, ui(t), are used to simultaneously
steer an ensemble of systems indexed by the parameter s. In practice, the elements of the
ensemble could show variations in the parameters governing the system dynamics. This
corresponds to di®erent pairs (A(s);Bi(s)) in (1.1) representing distinct members of the
ensemble (indexed by s) showing variations, but we are constrained to use the same controls
ui to steer the whole ensemble. For example, in magnetic resonance experiments, the spins
of an ensemble may show large dispersion in their natural frequencies (Larmor dispersion),
the strength of the applied radio frequency (rf) ¯eld (rf inhomogeneity) and the relaxation
rates of the spins. In solid state NMR spectroscopy of powders, the random distribution
of the orientations of internuclear vectors of coupled spins within an ensemble leads to a
distribution of coupling strengths (Rohr and Speiss (1994)).
A canonical problem in the control of quantum ensembles is to develop external excita-
tions (control laws) that can simultaneously steer an ensemble of systems with variations in
their internal parameters from an initial state to a desired ¯nal state, where the initial and
¯nal states may depend on the dispersion parameters. In NMR spectroscopy, such control
designs are called compensating pulse sequences as they can compensate for the disper-
sion in the system dynamics. From the standpoint of mathematical control theory, the
challenge is to simultaneously steer a continuum of systems between points or functions of
interest with the same control signal. Typical applications are the design of excitation and
inversion pulses in NMR spectroscopy in the presence of Larmor dispersion and rf inhomo-
geneity (Levitt and Freeman (1979), Levitt (1983, 1986), Tycko (1983), Tycko et al. (1985),x1.1 control of inhomogeneous quantum ensembles 3
Shaka and Freeman (1983), Garwood and Ke (1991), Skinner et al. (2003), Kobzar et al.
(2004), Kobzar et al. (2005)), or the transfer of coherence or polarization in a coupled spin
ensemble with variations in the coupling strengths (Chingas et al. (1979)). In many cases
of practical interest, one wants to ¯nd a control ¯eld that prepares the ¯nal state as some
desired function of the parameters. An example is slice selective excitation and inversion
pulses in magnetic resonance imaging (MRI), where some spins of the ensemble are excited
or inverted while others remain una®ected (Silver et al. (1985), Rourke (1992), Shinnar
and Leigh (1989), Roux (1988), Conolly et al. (1986), Mao et al. (1986), Rosenfeld and
Zur (1996)). The problem of designing excitations that can compensate for the dispersion
in the dynamics is a well studied subject in NMR spectroscopy, and extensive literature
exists on the subject of composite pulses that correct for the dispersion in system dynamics
(Levitt and Freeman (1979), Levitt (1983, 1986), Tycko (1983), Tycko et al. (1985), Shaka
and Freeman (1983), Garwood and Ke (1991)). Composite pulses have recently been used
in quantum information processing to correct for systematic errors in single and two-qubit
operations (Wimperis (1994), Jones (2002), Brown et al. (2004), Roos and Moelmer (2004),
Riebe et al. (2004), Barrett et al. (2004)).
Therefore, a better understanding of what kind of dispersions can and cannot be cor-
rected is of fundamental importance. In control theory, such models raise intriguing chal-
lenges and issues including ensemble controllability, where one is interested in investigating
the existence of a control law (without explicitly computing it) which drives all the systems
simultaneously to within a ball of desired radius (in L2 sense) around the ¯nal state in ¯nite
time. A more formal de¯nition will appear in Chapter 2. Practical considerations, such as
losses due to relaxation e®ects, make it desirable to construct the control law that achieves
a desired level of compensation in shortest possible time. These considerations then give
rise to problems in the optimal control of quantum ensembles. We study such problems
in Chapter 3. The problems we address involve the control of highly under-actuated in¯-
nite dimensional systems. The new mathematical structures arising in such problems are
excellent motivation for new developments in control theory.
We begin with a quick review of the basics of NMR with the goal of motivating en-
semble control problems in this area. We then introduce various sources of dispersions and
inhomogeneities in the control of spin ensembles in NMR spectroscopy and through these
examples motivate the general study of ensemble control.x1.2 ensemble control of the bloch equations in nmr 4
1.2 Ensemble Control of the Bloch Equations in NMR
A control system of particular interest is
d
dt
2
6
6
4
x(t;!;²)
y(t;!;²)
z(t;!;²)
3
7
7
5 =
2
6
6
4
0 ¡! ²u(t)
! 0 ¡²v(t)
¡²u(t) ²v(t) 0
3
7
7
5
2
6
6
4
x(t;!;²)
y(t;!;²)
z(t;!;²)
3
7
7
5; (1.2)
where (x(t;!;²);y(t;!;²);z(t;!;²))T is the unit vector in R3, u(t);v(t) are controls, and
the parameters ! 2 [¡B;B], ² 2 [1 ¡ ±;1 + ±], where B 2 R+, 0 < ± < 1. This system
describes the evolution of the bulk magnetization M of a sample of nuclear spins immersed
in a magnetic ¯eld, where x;y;z are the coordinate of M suitably normalized.
The bulk magnetic moment M, the vector sum of the magnetic moments of individual
nuclei ¹, arises because a large magnetic ¯eld B0 in the z direction orients the excess of
nuclear spins in the low energy state (spin up). The bulk magnetization is proportional to
the bulk angular momentum J
M = °J; (1.3)
where the gyromagnetic ratio ° is a characteristic constant for a given nucleus (Cavanagh
et al. (1996)). The resulting M is controlled by an oscillating rf magnetic ¯eld Brf(t) =
(Bx(t);By(t)) in the x-y plane, whose magnitude is smaller than B0 by 4 to 5 orders. The
net ¯eld B = Bx(t)i + By(t)j + B0k exerts a torque T on M (Jackson (1998)),
T = M £ B : (1.4)
From Newton's second law
dJ
dt
= T;
and from (1.3) and (1.4),
dM
dt
= °M £ B;
which in vector form is
d
dt
2
6 6
4
x(t)
y(t)
z(t)
3
7 7
5 = ¡°
2
6 6
4
0 ¡B0 By(t)
B0 0 ¡Bx(t)
¡By(t) Bx(t) 0
3
7 7
5
2
6 6
4
x(t)
y(t)
z(t)
3
7 7
5:
Without loss of generality, M = (x;y;z)T can be normalized to 1. We take !0 = ¡°B0,
u(t) = ¡°By(t) and v(t) = ¡°Bx(t), then the above system becomes
d
dt
2
6
6
4
x(t)
y(t)
z(t)
3
7
7
5 =
2
6
6
4
0 ¡!0 u(t)
!0 0 ¡v(t)
¡u(t) v(t) 0
3
7
7
5
2
6
6
4
x(t)
y(t)
z(t)
3
7
7
5: (1.5)x1.2 ensemble control of the bloch equations in nmr 5
The most common control task to achieve is to steer the magnetization M initially in the
z direction from M(0) = (0;0;1)T to the transverse plane. This transfer can be easily done
by the application of an on-resonance rf pulse, i.e.,
(u(t);v(t)) = (Asin!0t;Acos!0t); 0 · t · T; (1.6)
where A is the amplitude of the rf pulse. It can be seen by transforming the system into a
frame rotating with angular velocity !0, namely by a transformation
~ M(t) = e¡!0­ztM(t);
where
~ M(t) =
2
6 6
4
~ x(t)
~ y(t)
~ z(t)
3
7 7
5; ­z =
2
6 6
4
0 ¡1 0
1 0 0
0 0 0
3
7 7
5; (1.7)
and the initial state ~ M(0) = M(0). The system in the rotating frame then evolves by
d
dt
2
6
6
4
~ x(t)
~ y(t)
~ z(t)
3
7
7
5 =
2
6
6
4
0 0 0
0 0 ¡A
0 A 0
3
7
7
5
2
6
6
4
~ x(t)
~ y(t)
~ z(t)
3
7
7
5;
and we get ~ M(T) = (0;¡1;0) at T = ¼=2A. Transforming the system back to the original
(laboratory) frame, we obtain
M(T) = e!0­zT ~ M(T) =
2
6 6
4
sin !0¼
2A
¡cos !0¼
2A
0
3
7 7
5:
This pulse is called a ¼
2 or 90± pulse, and
!0 = ¡°B0 (1.8)
is the Larmor frequency. Following this pulse, the bulk magnetization precesses about
the static magnetic ¯eld B0 with its Larmor frequency !0. This precessing magnetization
during the so-called acquisition period generates the signal that is recorded by the NMR
spectrometer. The signal is referred to as a free-induction decay (FID) which is the signal
observed in an NMR experiment. The FID signal eventually decays due to the phenomenon
of relaxation (see Chapter 5) as shown in Figure 1.1 (b). When this signal is Fourierx1.2 ensemble control of the bloch equations in nmr 6
(a)
M
x
y
M
x
y

d
&
M
dt
  J
&
M u
&
B
( ) rf B t M
0 B
Z0  J B0
(b) t (c) ω
Figure 1.1: Basic features of an NMR experiment. (a) The static magnetic ¯eld B0 is used
to polarize the sample. The rf ¯eld Brf(t) is used to steer the bulk magnetization M and
generate the FID signal. (b) FID pro¯le. (c) The Fourier transform of FID gives a peak at
the frequency !0, characteristic of the nucleus.
transformed, it shows a peak at !0 illustrated in Figure 1.1 (c), a characteristic of the
nuclei. However, in practice, the signal we observe is not from an individual spin but from
an ensemble of spins with a dispersion in their Larmor frequencies due to the chemical
shift. This shift is characteristic of the chemical environment of the nuclear spins, which
will be described in Section 1.3. In addition, the rf ¯eld is not uniform over the sample, so
that spins in di®erent spatial positions experience a variation in their local ¯elds. These
variations or dispersions then motivate the construction of control laws (u(t);v(t)) that are
robust to the whole family of spins and hence lead to the investigation of the ensemble
control system as in (1.2). If there were no such variations across the ensemble, then it
would be su±cient to consider (1.5). Now, we brie°y explain the source of the variation of
the parameters ! and ² which govern the system dynamics in (1.2).x1.3 larmor dispersion and rf inhomogeneity 7
1.3 Larmor Dispersion and RF Inhomogeneity
The NMR spectrum not only depends on the applied magnetic ¯eld but also on the lo-
cal environments of individual nuclei, and hence the observed resonance frequency in the
Fourier transform of the FID signal di®ers slightly from the one predicted by (1.8). It is
this di®erence in resonance frequencies that o®ers the possibility of distinguishing between
spins in di®erent chemical environments and is referred to as chemical shift (Cavanagh et al.
(1996)). The phenomenon of chemical shift arises because motions of electrons induced by
an external magnetic ¯eld generate secondary magnetic ¯elds. Thus, the net magnetic ¯eld
at the location of a nucleus depends on the static magnetic ¯eld and the secondary ¯elds
produced by electron currents. This e®ect of secondary ¯elds, called nuclear shielding, can
enhance or oppose the main ¯eld. In general, the electronic charge distribution in a mole-
cule is anisotropic and the e®ects of shielding on a particular nucleus are described by a
second-rank tensor, represented by a 3 £ 3 matrix. However, in isotropic liquid solution,
collisions lead to rapid reorientation of the molecule, and consequently, of the shielding
tensor. Under these circumstances, the e®ects of shielding on a particular nucleus can be
accounted for by modifying (1.8) as
! = ¡°(1 ¡ ¾)B0; (1.9)
in which ¾ is a measure of the shielding called the average chemical shift. It is in general
very small and is expressed in parts per million (p.p.m.).
In magnetic resonance applications, an unwanted intensity variation arises due to inho-
mogeneity in the applied rf ¯eld, so that the spins in the sample in di®erent spatial positions
experience di®erent rf ¯elds. For example, rf inhomogeneity causes imperfections of ¼
2 and
¼ pulses; the e®ect of poor rf homogeneity on MRI images a®ects the appearance of the
images. It has been shown that rf ¯elds at the ends of the coil can be as low as 60% of the
rf ¯elds at the center of the coil (Nishimura et al. (2001)).
Besides chemical shift causing Larmor dispersion and rf inhomogeneity leading to the
variation in the applied ¯elds, there are other sources of inhomogeneities which cause dis-
persion in the system dynamics. For example, in solid state NMR spectroscopy of powder
samples, the random distribution of the orientations of internuclear vectors of coupled spins
within an ensemble leads to a distribution of coupling strengths (Rohr and Speiss (1994)).
These inhomogeneities motivate the study of ensemble control, where one has to design
a compensating control law to compensate for the resulting dispersions of the parameters
that characterize the system dynamics.x1.4 organization and contribution of this thesis 8
1.4 Organization and Contribution of this Thesis
The thesis is organized as follows:
² In Chapter 2, we introduce ensemble control problems and the notion of ensemble
controllability. We also recapitulate the fundamentals of geometric control theory as
important mathematical preliminary. We then in Section 2.2 highlight the role of
Lie brackets and noncommutativity in the design of compensating controls and show
ensemble controllability of the Bloch equations in the presence of Larmor dispersion
and rf inhomogeneity, which is one of the main contributions of this thesis. Finally
in Section 2.3, we show how these ideas can be generalized to other ensemble control
problems.
² In Chapter 3, we study some problems in optimal control of ensembles. We show that
the design of minimum energy compensating pulse sequences for an ensemble of the
Bloch equations in the presence of Larmor dispersion can be related to optimal ¯lter
design. We present both analytical and numerical methods.
² In Chapter 4, we develop numerical optimization algorithms for designing compen-
sating pulses (ensemble control laws), including broadband excitation and inversion
pulse sequences, rf inhomogeneity compensating pulses, frequency selective sequences,
and pattern pulse sequences. The algorithms are based on gradient ascent in suitable
function space.
² In Chapter 5, we study another class of ensemble control problems involving optimal
control of open quantum systems. These problems are motivated by the control of
coupled spin dynamics in NMR spectroscopy in the presence of relaxation. Recent
work using methods from optimal control theory has derived relaxation-optimized
pulse sequences (Khaneja et al. (2003a,b)) that approach the fundamental limits of
coherence transfer e±ciency in magnetic resonance applications. In this chapter, we
¯rst recapitulate the basics of the dissipation in open quantum systems. We then
introduce relaxation-optimized pulse sequences (Khaneja et al. (2003a,b)). Finally in
Section 5.3, we show how these sequences can be made robust to Larmor dispersion.
We demonstrate practical applications of these sequences in spectroscopy of large
proteins.Chapter 2
Ensemble Controllability
In this chapter, we study a class of problems which involves controlling an in¯nite number
(uncountably in¯nite) of dynamical systems with slightly di®erent dynamics by using the
same control. These dynamical systems di®er in the value of the physical parameters that
govern the system dynamics. These problems are motivated by the control of spin ensembles
in NMR spectroscopy and magnetic resonance imaging (MRI). From the mathematical
control point of view, the challenge is to simultaneously steer a continuum of systems
between points of interest with the same control signal. These problems have received
little in-depth attention in the past in the control theory. Therefore, the classical control
theoretic concepts of controllability and reachability need to be revisited in this context.
The core of this chapter is to understand under what conditions, an ensemble of control
systems is ensemble controllable, and equivalently to study what kinds of dispersions in the
system dynamics can and cannot be compensated by the application of the same control
signal. We show that noncommutativity of vector ¯elds governing the system dynamics
plays a fundamental role in ensemble control problems. These noncommuting vector ¯elds
de¯ne an algebra of polynomials in dispersion parameters. We show that controllability of
an ensemble can be understood by the study of this algebra of polynomials. In practice,
this helps us to prove the existence of a compensating pulse sequence. The proofs are
constructive enough to aid in the design of an actual sequence. The main ideas of this
chapter appeared in Li and Khaneja (2005, 2006).
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2.1 Ensemble Control
To ¯x ideas, recall the Bloch equations described in (1.5) and suppose the frequency !0
is known to us. This system can be transferred from M(0) = (0;0;1)T to a point on the
transverse plane M(T) = (sin !0¼
2A ;¡cos !0¼
2A ;0)T at T = ¼
2A by applying an on-resonance
pulse as in (1.6). The trajectories for the system described in (1.5) in the laboratory and
rotating frames, M(t) and ~ M(t), respectively, for t 2 [0;T], following this on-resonance
pulse are shown in Figure 2.1(a). However, in practical applications, one is interested in
simultaneous excitation of an ensemble of spins with Larmor dispersion ! 2 [¡B;B], the
o®set associated with a nominal value !0, and rf inhomogeneity, where the dispersion in the
amplitude of the rf ¯eld is captured by a dispersion parameter ² 2 [1 ¡ ±;1 + ±] such that
A(t) = ²A0(t). A simple application of an on-resonance pulse as shown above will not work
for spins with frequencies !k that are distinct from !0. Figure 2.1(b) shows trajectories of
the spins that are o® resonant. This motivates the following problem.
Problem 1 Given the bilinear control system as in (1.2), let M(t;!;²) = (x(t;!;²),
y(t;!;²);z(t;!;²))T. Find controls u(t) and v(t) that simultaneously steer an ensemble
of systems with ! 2 [¡B;B] and ² 2 [1 ¡ ±;1 + ±], where B 2 R+ and 0 < ± < 1, from
an initial state M(0) = (0;0;1)T to within a ball of a desired radius r around a ¯nal state
MF = (1;0;0)T.
In magnetic resonance applications, the corresponding control law in Problem 1 is called
the broadband excitation pulse sequence in the presence of rf inhomogeneity (Kobzar et al.
(2005)). This problem raises interesting questions about controllability, i.e., showing that
in spite of bounds on the strength of the rf-¯eld,
p
u2(t) + v2(t) · Amax, there exist
excitations (u(t);v(t)) that simultaneously steer all the systems, characterized by the pair
(!;²), to within a ball of desired radius r around the ¯nal state MF in a ¯nite time (which
may depend on Amax, B, ± and r). Besides steering the ensemble between two points,
we can ask for a control ¯eld that steers an initial distribution of the ensemble to a ¯nal
distribution, i.e., di®erent elements of the ensemble now have di®erent initial and ¯nal
states depending on the value of their parameters (!;²). The initial and ¯nal states of the
ensemble are described by the functions M0(!;²) and MF(!;²), respectively. For example,
in NMR and MRI applications, one wants to design selective pulse sequences (control laws)
that only excite parts of the ensemble with their parameter values in a desired region and
leave the remaining undisturbed (Silver et al. (1985); Rourke (1992)). We now consider
the problem of steering an initial distribution M0(!;²) to within a desired distance r of ax2.1 ensemble control 11
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[ ¡1;1],
where the amplitude of the pulse A = 0:5.
target function MF(!;²) by appropriate choice of controls in (1.2). The distance between
two functions refers to the standard L2 distance
Z 1+±
1¡±
Z B
¡B
k MF(!;²) ¡ M0(!;²) k2 d! d²: (2.1)
If a system with dispersion in parameters can be steered between states that have depen-
dency on the dispersion parameters, then we say that the system is ensemble controllable
with respect to these parameters. A formal de¯nition is given as follows.
Consider a family of control systems
dx(t;s)
dt
= f(x(t;s);u(t);t); (2.2)
indexed by the parameter vector s taking values in some compact set D ½ Rd. The same
control u(t) 2 Rm is being used to simultaneously steer this family of control systems. For
such systems, we de¯ne the notion of ensemble controllability as follows.
De¯nition 1 The family of systems in (2.2) is called ensemble controllable on the func-
tion space F(D) de¯ned on some compact set D ½ Rd, if there exists a control law u(t)
such that starting from any initial state x(0;s), the system can be steered to within a ball of
radius " around the target state g(s) 2 F(D), i.e. k x(T;s) ¡ g(s) k< ". Here k ¢ k denotes
a desired norm, say L2 norm, on F(D). The ¯nal time T may depend on ".x2.2 controllability, lie algebras and lie brackets 12
2.2 Controllability, Lie Algebras and Lie Brackets
Before getting into details of ensemble controllability, we will quickly recapitulate control-
lability of nonlinear control systems and review the role of Lie algebras in understanding
questions of controllability. We follow Brockett (1972) in our exposition. We assume that
the readers know or will ¯nd out elsewhere the de¯nition of the manifold and Lie groups.
We are interested in understanding if we can steer a dynamical system
_ x = f(x) +
m X
i=1
uigi(x) (2.3)
between any two prescribed points of interest, where ff;gig denotes a set of smooth vector
¯elds on certain manifold M ½ Rn, x 2 M, and functions (u1;:::;um) 2 U ½ Rm are
controls. This is the problem of controllability.
De¯nition 2 The control system as in (2.3) is controllable if for every x0 and x1 in M,
there exists controls (u1;:::;um) such that if x(0) = x0 then x(T) = x1 for some T > 0.
The fundamental mathematical object that helps us to understand controllability is the
Lie bracket of vector ¯elds. Consider the control system
_ x = f1(x)u1 + f2(x)u2;
where u1 and u2 are controls which can be turned on and o®, reversed, etc., at will. If we
apply the controls (u1;u2) = (1;0) for t units of time, then (u1;u2) = (0;1) for t units, then
(u1;u2) = (¡1;0) for t units, and (u1;u2) = (0;¡1) for t units, then the resulting point is
x(4t) = (exp¡tf2)(exp¡tf1)(exptf2)(exptf1) (see Figure 2.2). Working out the value of
this product based on repeated use of the second-order expansion for small t
x(t) = x0 + tf1(x0) +
t2
2
@f1
@x
¯ ¯
¯
x0
f1(x0) + O(t3); (2.4)
we then have
x(2t) = x(t) + tf2(x(t)) +
t2
2
@f2
@x
¯ ¯ ¯
x(t)
f2(x(t)) + O(t3);
= x0 + tf1 + tf2 + t2
³1
2
@f1
@x
f1 +
@f2
@x
f1 +
1
2
@f2
@x
f2
´
+ O(t3);
where an expression for f2(x(t)) can be obtained using (2.4) and, to simplify the expression,
the evaluation at x0 has been dropped from every occurrence of f1 and f2 as well as their
derivatives. Repeating the same expansion to the remaining motions, we obtain
x(3t) = x0 + tf2 + t2
³@f2
@x
f1 ¡
@f1
@x
f2 +
1
2
@f2
@x
f2
´
+ O(t3):x2.2 controllability, lie algebras and lie brackets 13
x(0)
f1
f2
-f1
-f2
x(t)
x(2t)
x(3t)
x(4t)
Figure 2.2: The new direction generated by Lie brackets.
Finally, we ¯nd
x(4t) = x0 + t2 [f2;f1] + O(t3);
where
[f2;f1] =
@f2
@x
f1 ¡
@f1
@x
f2;
is the so-called Lie bracket of the vector ¯elds f1 and f2. This suggests that we can move
in the direction [f2;f1], by back and forth maneuver in the directly accessible directions f1
and f2, even though this new direction may not be in the linear span of the ffig. To push
this idea to its logical conclusion, we need the following de¯nition.
De¯nition 3 A Lie algebra over R is a real vector space g, together with a bilinear map
[¢; ¢] : g £ g ! g, with the following properties:
1. [fi;fj] = ¡[fj;fi] for all fi;fj 2 g.
2. [fi;[fj;fk]] + [fj;[fk;fi]] + [fk;[fi;fj]] = 0 for all fi;fj;fk 2 g.
Let ffigLA denote the Lie algebra of vector ¯elds generated by ffig, that is, take all
linear combinations of elements of ffig, take Lie brackets, take all linear combinations, take
Lie brackets, etc., to arrive at the smallest Lie algebra of vector ¯elds which contains ffig
and call this ffigLA. This then plays a crucial role in the study of controllability. Now, we
state the two main results on controllability of nonlinear control systems evolving on ¯nite
dimensional Lie groups.
Theorem 1 Consider the right invariant driftless control system
_ x =
m X
i=1
uigi(x) (2.5)x2.2 controllability, lie algebras and lie brackets 14
on a connected Lie group G, and let fgig be the set of right invariant vector ¯elds on G.
If fgigLA = g, the Lie algebra of right invariant vector ¯elds on G, then the reachable set
expfgigLA x0 = G. (Brockett (1972))
Theorem 2 Consider the right invariant control system
_ x = f(x) +
m X
i=1
uigi(x) (2.6)
on a compact and connected Lie group G, and let ff;gig be the set of right invariant vector
¯elds on G. If ff;gigLA = g, the Lie algebra of right invariant vector ¯elds on G, then the
reachable set expff;gigLA x0 = G. (Brockett (1972), Jurdjevic and Sussmann (1972))
Remark 1 (Matrix Representations) If we work with matrix representation of the Lie
group G, then the right invariant control system takes the form
_ X = (A +
m X
i=1
uiBi)X;
where A;Bi are generators of the Lie algebra g of G, and fAX;BiXg constitutes the right
invariant vector ¯elds. Lie bracket of the vector ¯elds BiX and BjX is simply [Bi;Bj]X,
where [Bi;Bj] is the matrix commutator.
Remark 2 (Necessity of the Compactness) In theorem 2, we require back and forth
maneuver exp(¡tf)exp(¡tgi)exp(tf)exp(tgi) to generate the bracket direction [f;gi]. The
ability to synthesize the backward evolution of the drift term exp(¡tf), t > 0, is based on
the compactness of the Lie group G. If G is compact, then given a t > 0, there exists a
sequence of time tm such that limm!1 exp(tmf) ! exp(¡tf) (Sastry (1999)).
Example 1 (Nonholonomic System) Consider the well-studied control system, non-
holonomic integrator (Brockett (1981)),
d
dt
2
6 6
4
x1
x2
x3
3
7 7
5 = u1
2
6 6
4
1
0
¡x2
3
7 7
5 + u2
2
6 6
4
0
1
x1
3
7 7
5 = u1f1 + u2f2: (2.7)
Observe that f1 = @
@x1 ¡ x2
@
@x3 and f2 = @
@x2 + x1
@
@x3. Then, f3 = [f1;f2] = ¡2 @
@x3. Since
ff1;f2;f3g spans the tangent space at each point in R3, by Theorem 1, the nonholonomic
system is controllable.x2.2 controllability, lie algebras and lie brackets 15
Example 2 (Control of a Finite Family of the Bloch Equations) Consider a ¯nite
family of control systems modeled by the Bloch equations
d
dt
2
6
6
4
xi
yi
zi
3
7
7
5 =
2
6
6
4
0 ¡!i u
!i 0 ¡v
¡u v 0
3
7
7
5
2
6
6
4
xi
yi
zi
3
7
7
5; (2.8)
where !i, i = 1;2;:::;N, are sampled from [¡B;B], B 2 R+, and distinct. There is no
dispersion in the control ¯elds, u and v.
Theorem 3 If the !i are distinct, the ¯nite family of control systems described in (2.8) is
controllable on (SO(3))
N.
Proof. We ¯rst write the Bloch equation (2.8) as an control a±ne system of the form
_ Mi =
h
!i­z + u­y + v­x
i
Mi; (2.9)
where Mi = (xi;yi;zi)T denotes the magnetization vector; ­x, ­y and ­z are generators of
rotation around x, y and z axis, respectively,
­x =
2
6
6
4
0 0 0
0 0 ¡1
0 1 0
3
7
7
5;­y =
2
6
6
4
0 0 1
0 0 0
¡1 0 0
3
7
7
5;­z =
2
6
6
4
0 ¡1 0
1 0 0
0 0 0
3
7
7
5: (2.10)
Let Mi(t) = £i(t)Mi(0), the system as in (2.9) can then be transformed as a control system
on Lie group
_ £i =
h
!i­z + u­y + v­x
i
£i
= Hi£i; (2.11)
where Hi 2 so(3), £i 2 SO(3), and £i(0) = I. We now consider N systems simultaneously.
Then we obtain the control system evolving on a 3N dimensional Lie group G of the form
_ £N = HN£N; (2.12)
where £N 2 G,
G = SO(3) £ SO(3) £ ::: £ SO(3)
| {z }
N
;
and HN 2 g, a 3N dimensional Lie algebra,
g = so(3) © so(3) © ::: © so(3)
| {z }
N
:x2.2 controllability, lie algebras and lie brackets 16
Since G is compact and connected, according to Theorem 2, the controllability property of
the system (2.12) is determined by the Lie algebra generated by the set of matrices
¡ =
n
fAi;­y;­xg
¯ ¯ ¯Ai = !i­z;i 2 f1;2;:::Ng
o
: (2.13)
Let adX be a map from g to g given by the Lie bracket with X, that is,
adX(Y ) = [X;Y ];
and the recursive operation is denoted as
adk
X(Y ) = [X;adk¡1
X (Y )] = [X;[X;:::;[X
| {z }
k
;Y ]]]:
Some simple computations give us
ad2k¡1
Ai (­y) = (¡1)k!2k¡1
i ­x; (2.14)
ad2k
Ai(­y) = (¡1)k!2k
i ­y;
h
ad2k¡1
Ai (­y);ad2k
Ai(­y)
i
= (¡1)2k!4k¡1
i ­z; (2.15)
ad2k¡1
Ai (­x) = (¡1)k¡1!2k¡1
i ­y; (2.16)
where k 2 N. In addition, we have terms without !i
ad­x(­y) = ­z; (2.17)
ad­y(­z) = ­x; (2.18)
ad­z(­x) = ­y: (2.19)
Now, let
Xi = (!2i¡1
1 ­x; !2i¡1
2 ­x; :::;!2i¡1
N ­x);
Yi = (!2i¡1
1 ­y; !2i¡1
2 ­y; :::;!2i¡1
N ­y);
Zi = (!4i¡1
1 ­z; !4i¡1
2 ­z; :::;!4i¡1
N ­z);
where Xi, Yi, Zi 2 g and i = 1;2;:::;N. It is easy to verify that Xi's, Yi's and Zi's are
linearly independent when !i 6= !j, and hence
span
n
Xi;Yi;Zi
o
= g:
Note that for the cases !k = 0 for some k, the linear independence is preserved by incor-
porating elements generated in (2.17), (2.18) and (2.19) into Xi, Yi and Zi. 2x2.2 controllability, lie algebras and lie brackets 17
However, this result no longer holds for the in¯nite dimensional version where we con-
sider ! 2 [¡B;B] ½ R, an uncountably in¯nite subset. Because the system now is evolving
on an in¯nite dimensional Lie group which is not compact, Theorem 2 is not applicable. In
the following section, we develop tools to understand the controllability of this in¯nite di-
mensional system and show that the Bloch equations (1.2) with bounded controls (u(t);v(t))
are ensemble controllable in the presence of Larmor dispersion and rf inhomogeneity.
2.2.1 Polynomial Approximations and Ensemble Controllability
To ¯x ideas, we begin by considering the Bloch equations with only rf inhomogeneity and
no Larmor dispersion. Adopting the same notation as in (2.9), we have
_ M(t;²) = ²
h
u­y + v­x
i
M(t;²); (2.20)
where ² 2 [1 ¡ ±;1 + ±] and 0 < ± < 1. We now show this system is ensemble controllable.
Note that the determination of ensemble controllability of the control system as in (2.20) can
be accomplished by the determination of ensemble controllability for the matrix equation
_ X(t;²) = ²
h
u­y + v­x
i
X(t;²); X(0;²) = I; (2.21)
where M(t;²) = X(t;²)M(0;²).
Theorem 4 Let ² 2 D = [a;b] ½ R+. Let S(D) denote the set of all SO(3) valued
continuous functions on D. An ensemble of bilinear control systems as in (2.21) is ensemble
controllable on S(D).
Proof. Observe that the Lie brackets generated by the set of matrices f²­y;²­xg are
ad2k¡1
²­y (²­x) = (¡1)k²2k ­z;
ad2k
²­y(²­x) = (¡1)k²2k+1 ­x;
where k 2 N. Thus, by successive Lie bracketing, we can synthesize terms of the type
²2k+1­x. Now using f²­x;²3­x;:::;²2n+1­xg as generators, we are able to produce an
evolution of the form
Rx(²) = exp(c0²­x)exp(c1²3­x):::exp(cn²2n+1­x)
= exp
n n X
k=0
ck²2k+1­x
o
;x2.2 controllability, lie algebras and lie brackets 18
where n and the coe±cients ck can be chosen so that
Pn
k=0 ck²2k+1 ¼ £x(²) for all ² 2 D.
Similar arguments show that we can approximately generate any evolution expf£y(²)­yg
and as a result any three-dimensional rotation. Given any rotation £(²) 2 S(D) with
a desired functional dependency on the parameter ², we can parametrize it by the Euler
angles (®;¯;°) such that
£(²) = expf®(²)­xgexpf¯(²)­ygexpf°(²)­xg: (2.22)
Given continuous functions ®(²), ¯(²) and °(²) on D, there exist polynomials that approx-
imate these functions arbitrarily well, and we can use these polynomials to approximately
generate the desired rotation £(²). Hence, there exists a (piecewise constant) control ¯eld
that maps the initial function M(0;²) to a ball of radius r around the target function
M(T;²) = X(T;²)M(0;²), where X(T;²) = £(²) and T depends on a, b and r. 2.
Remark 3 Note that we have assumed that ² > 0. The above proof will fail if ² 2 [¡²0;²0],
²0 > 0, as we cannot approximate an even function with an odd degree polynomial.
Remark 4 (Complexity of Implementation) The key idea of designing an ensemble-
control law (a compensating pulse sequence) is to synthesize higher order Lie brackets that
raise the dispersion parameters to higher powers. The various powers of the dispersion
parameter can be combined for compensation as explained above. We now analyze the
time complexity of generating higher order Lie brackets. For small dt, let the evolution
U1(dt) = exp(¡²­y
p
dt)exp(¡²­x
p
dt)exp(²­y
p
dt)exp(²­x
p
dt):
The leading order in dt of U1(dt) is given by I + (dt)[²­y;²­x]. Thus, the propagator
Uk+1(dt) = exp(¡²­y
p
dt)Uk(¡
p
dt)exp(²­y
p
dt)Uk(
p
dt)
to the leading order is I +²k+1adk+1
²­y ­xdt, where U0(dt) = exp(²­xdt). Let Tk+1(dt) be the
time required to produce the propagator Uk+1(dt), then Tk+1(dt) = 2[
p
dt+Tk(
p
dt)], with
T0(dt) = dt. This then gives that Tk(dt) scales as 2kdt1=2k
. Therefore, synthesizing higher-
order Lie brackets is expensive. For example, for dt = 10¡4, the synthesis of U2(dt) ¼
I +²3­xdt takes of the order of dt1=4 = 0:1 units of time, which is 103 times longer than the
evolution exp(¡²­xdt). Therefore, the construction presented here is not the most e±cient
way of achieving a desired level of compensation. However it depicts in a transparent
way the role of higher-order Lie bracketing. In Chapter 3, we will address the methods of
e±cient construction of compensating pulse sequences.x2.2 controllability, lie algebras and lie brackets 19
Theorem 5 Let D = [a;b]£[c;d] ½ R+£R+. Let S(D) denote the set of all SO(3) valued
continuous functions on D. An ensemble of control systems
_ X(t;²1;²2) =
h
²1u­x + ²2v­y
i
X(t;²1;²2); X(0;²1;²2) = I;
where f(²1;²2) j ²1 2 [a;b];²2 2 [c;d]g, is ensemble controllable on S(D).
Proof. By successive Lie bracketing of the set of matrices f²1­x;²2­yg, we can synthesize
directions
ad2l
²2­y
³
ad2k+1
²1­x (²2­y)
´
= (¡1)l+k²2k+1
1 ²2l+1
2 ­z;
ad2l+1
²2­y
³
ad2k+1
²1­x (²2­y)
´
= (¡1)l+k²2k+1
1 ²2l+2
2 ­x;
where k;l = 0;1;2:::, and then produce evolutions of the form
exp
½ m X
k=0
n X
l=0
(ckl²2k+1
1 ²2l+1
2 )­z
¾
= exp
½ n X
l=0
³ m X
k=0
ckl²2k+1
1
´
²2l+1
2 ­z
¾
;
exp
½ m X
k=0
n X
l=0
(dkl²2k+1
1 ²2l+2
2 )­x
¾
= exp
½ n X
l=0
³ m X
k=0
dkl²2k+1
1
´
²2l+2
2 ­x
¾
:
Since ²1;²2 belong to compact subsets of R+, the Euler angle ®(²1;²2) can be approximated
by a two dimensional polynomial, i.e.,
®(²1;²2) ¼
n X
l=0
f(²1)²2l+1
2 :
The coe±cient ckl can now be chosen so that
Pm
k=0 ckl²2k+1
1 ¼ f(²1), and then we can
approximately produce the evolution expf®(²1;²2)­zg. Similarly, we can approximately
generate evolutions expf¯(²1;²2)­xg and expf°(²1;²2)­zg. Following the proof in Theo-
rem 4, we have ensemble controllability. 2
The analysis above highlights the fact that generating higher order Lie brackets by use
of the control vector ¯elds which carry higher order powers of the dispersion parameters
forms the basis of ensemble control. The ensemble controllability for various dispersions in
system dynamics can be investigated based on this concept.
Theorem 6 (Control of the Bloch Equations in the Presence of Unbounded RF
Field) Let ! 2 D = [a;b] ½ R. Let S(D) denote the set of all SO(3) valued continuous
functions on D. An ensemble of bilinear control systems
_ X(t;!) =
h
!­z + u­y + v­x
i
X(t;!); X(0;!) = I; (2.23)
with no apriori bounds on u(t) and v(t) is ensemble controllable on S(D).x2.2 controllability, lie algebras and lie brackets 20
Proof. Note that because there are no bounds on the controls, we are able to produce 180±
rotations exp(¼­x) and exp(¡¼­x) by simply taking u(t) ´ 0 and jv(t)j À j! j. We then
can reverse the evolution of the drift term using these two rotations
exp(¼­x)exp(!­zdt)exp(¡¼­x) = exp(¡!­zdt): (2.24)
Now as before, a maneuver exp(¡!­z
p
dt)exp(¡­x
p
dt)exp(!­z
p
dt)exp(­x
p
dt) pro-
duces the bracket direction [!­z;­x] = !­y to the leading order in dt. Similarly, ad2
!­z(­x) =
¡!2­x. Hence, we can generate higher brackets with even and odd powers of ! by
ad2k
!­z(­x) = (¡1)k!2k­x; (2.25)
ad2k+1
!­z (­y) = (¡1)k+1!2k+1­x: (2.26)
We now can synthesize an evolution of the form exp(
P
k ck!k­x) and, similarly, the evo-
lution exp(
P
k dk!k­y). By the appropriate choices of the coe±cients ck and dk, we can
approximate Euler angles (®(!);¯(!);°(!)) using these polynomials
P
k ck!k and
P
k dk!k,
as described in (2.22). Therefore, we have ensemble controllability. 2
We now demonstrate another scenario, where we do not have ensemble controllability.
Theorem 7 (Phase Dispersions cannot be Compensated) Consider the Bloch equa-
tions with a dispersion in the phase µ of the rf ¯eld of the form
_ M(t;µ) = A(t)
h
cos(Á(t) + µ)­x + sin(Á(t) + µ)­y
i
M(t;µ): (2.27)
This system is not ensemble controllable with respect to the dispersion µ 2 [µ1;µ2], i.e., the
phase dispersions cannot be compensated.
Proof. The simplest way to see this is to make the change of coordinates
Y (t;µ) = exp(¡­zµ)M(t;µ):
The resulting system then takes the form
_ Y (t;µ) = A(t)
h
cos(Á(t))­x + sin(Á(t))­y
i
Y (t;µ):
Since all Y (t;µ) see the same ¯eld, they have identical trajectories. As a result M(t;µ)
cannot be simultaneously steered from (0;0;1) to (1;0;0) for all µ 2 [µ1;µ2]. The lack ofx2.2 controllability, lie algebras and lie brackets 21
ensemble controllability can also be understood by looking at Lie brackets of the generators.
Equation (2.27) can be written as
_ M(t;µ) = A(t)
h
cos(Á(t))B1 + sin(Á(t))B2
i
M(t;µ);
where B1 = cos(µ)­x + sin(µ)­y and B2 = ¡sin(µ)­x + cos(µ)­y. Observe that B3 =
[B1;B2] = ­z. Therefore, all iterated brackets of B0
is are linear is cos(µ) and sin(µ), and we
cannot raise the dispersion parameters cosµ and sinµ to higher powers and hence cannot
compensate for the dispersion in µ. 2
2.2.2 Ensemble Controllability of the Bloch Equations with Bounded
Controls
In this section, we investigate the ensemble controllability of the Bloch equations when the
control amplitude is limited, which is an important consideration in practical applications.
We now recall the system in (1.2) with dispersions in both frequency and applied ¯eld,
which can be written in the form
_ M(t;!;²) =
h
!­z + ²u­y + ²v­x
i
M(t;!;²); (2.28)
where ! 2 [¡B;B] and ² 2 [1¡±;1+±]. But now we consider the case when the controls u
and v are bounded, i.e.,
p
u2(t) + v2(t) · Amax for all t, so that we cannot produce rotations
of the type exp(¡­x¼) in an arbitrarily small time as in equation (2.24). Nonetheless, the
system is still ensemble controllable as will be shown below. The key to showing this is to
produce the backward evolution of the drift term, exp(¡!­zdt), so that we are allowed to
generate higher-order Lie brackets. Note that because the system as in (2.28) is no
more evolving on a compact Lie group, the evolution of the form exp(¡!­zdt)
cannot be synthesized based on the compactness of the Lie group. Thus, we
will need to use the controls to produce this backward evolution exp(¡!­zdt).
To begin with, we assume there is no dispersion in the rf-¯eld amplitude. Our construction
initially employs the well known adiabatic passage (Abragam (1961), Crisp (1973)) to help
us synthesize exp(¡!­zdt). We then show how this construction can be extended to show
ensemble controllability with respect to Larmor dispersion and rf-inhomogeneity in the
Bloch equations (2.28).x2.2 controllability, lie algebras and lie brackets 22
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Figure 2.3: Adiabatic inversion.
Adiabatic Following
Consider the Bloch equations with only Larmor dispersion
_ M(t;!) =
h
!­z + u­y + v­x
i
M(t;!);
where ! 2 [¡B;B]. Let u(t) = B1 cosÁ(t) and v(t) = B1 sinÁ(t), where B1 =
p
u2(t) + v2(t).
We then slowly vary _ Á(t) from an initial value _ Á(0) ¿ ¡B to _ Á(T) À B. We now show that
if the change of Á(t) is slow enough, all systems as in (2.23) can be steered from (0;0;1)T
to (0;0;¡1)T. We ¯rst make a change of coordinate
Y (t;!) = exp[¡Á(t)­z]M(t;!):
The resulting system then takes the form
_ Y (t;!) =
³
[! ¡ ~ !(t)]­z + B1­y
´
Y (t;!);
where ~ !(t) = _ Á(t). Thus, the e®ective ¯eld Br = B1 j + [! ¡ ~ !(t)]k has magnitude
j Br j=
p
(B1)2 + [! ¡ ~ !(t)]2 = B1
p
1 + tan2 µ:
The angle µ through which Br is tilted with respect to B1 is de¯ned by
tanµ =
! ¡ ~ !(t)
B1
: (2.29)x2.2 controllability, lie algebras and lie brackets 23
By di®erentiating (2.29), we get the rate of change for the angle µ(t)
_ µ =
¡_ ~ !(t)
B1
cos2 µ:
The maximum value happens when µ = 0 and we have
j _ µmax j=
j _ ~ !(t) j
B1
:
In addition, the minimum rate of change for M! to rotate around Br is B1, when ! = ~ !(t).
If we vary ~ !(t) slowly enough so that j _ µmax j¿ B1, i.e.,
j _ ~ !(t) j¿ B2
1;
then all systems will follow the e®ective ¯eld (to be locked around Br) from (0;0;1)T to
(0;0;¡1)T simultaneously. This can be seen by an averaging argument. Observe that the
rate of change of the angle ° at time t is a function of _ µ and ¯
d°
dt
= h(_ µ;¯);
where the angles ° and ¯ are de¯ned in Figure 2.3. Because ¯ changes at a much faster
rate compared to µ, i.e., _ ¯ À _ µ, the time scale separation gives
°(t + ¿) ¡ °(t) =
Z ¿
0
h(_ µ(t);¯(t + ¾))d¾ ¼ 0;
where ¿ is the period for ¯ to rotate by 2¼. Therefore, we can maintain °(t) very small
throughout, i.e., 0 · °(t) · " for all t, and " can be controlled by the rate _ µ(t). Now note
that µ(T) ¼ ¼ and hence M(T;!) ¼ ¡M0 for ! 2 [¡B;B], where M0 = (0;0;1)T. As a
result, there exists a net evolution U for all ! 2 [¡B;B] such that
UM0 ¼ ¡M0: (2.30)
Using this fact, we can prove the following theorem.
Theorem 8 Let ! 2 D = [a;b] ½ R. Let S(D) denote the set of all SO(3) valued
continuous functions on D. An ensemble of bilinear control systems as in (2.23) with
p
u2(t) + v2(t) · N 2 R+, 8t, is ensemble controllable on S(D).
Proof. The general form of U in (2.30) can be written as Euler angles
U ¼ exp(®(!)­z)exp(¼­x)exp(¯(!)­z):x2.2 controllability, lie algebras and lie brackets 24
Observe that
U2 ¼ exp(®(!)­z)exp(¼­x)exp(¯(!)­z)exp(®(!)­z)exp(¼­x)exp(¯(!)­z)
= exp(®(!)­z)exp(2¼­x)exp(¡¼­x)exp(¯(!)­z)exp(®(!)­z)exp(¼­x)
| {z }
exp(¯(!)­z)
= exp(®(!)­z)I exp(¡¯(!)­z)exp(¡®(!)­z)exp(¯(!)­z)
= I;
so that we have U ¼ U¡1. Hence, we are capable of approximately producing the backward
evolution of the drift
Ub = U exp(!­zdt)U¡1 ¼ exp(¡!­zdt):
Now, following the proof in Theorem 6, we are able to synthesize evolutions of the form
exp(
P
k ck!k­x), exp(
P
k dk!k­y) and hence we have ensemble controllability. 2
With the ability to produce backward evolution of the drift Ub, we can further show the
ensemble controllability of the Bloch equations in the presence of both Larmor dispersion
and rf-inhomogeneity using bounded controls.
Theorem 9 Let D = [a;b] £ [c;d] ½ R £ R+. Let S(D) denote the set of all SO(3) valued
continuous functions de¯ned on D. An ensemble of bilinear control systems
_ X(t;!;²) =
h
!­z + ²u­y + ²v­x
i
X(t;!;²); X(0;!;²) = I;
where f(!;²) j ! 2 [a;b];² 2 [c;d]g, with
p
u2(t) + v2(t) · N 2 R+, 8t, is ensemble
controllable on S(D).
Proof. By the successive Lie bracketing of the set of matrices f!­z;²­y;²­xg, we can
synthesize directions
L1 = ad2k+1
!­z (²­y) = (¡1)k+1!2k+1²­x;
L2 = ad2k
!­z(²­x) = (¡1)k!2k²­x;
where k = 0;1;2;¢¢¢, and then
ad2l
²­y(L1) = (¡1)k+l+1!2k+1²2l+1­x; (2.31)
ad2l
²­y(L2) = (¡1)k+l!2k²2l+1­x; (2.32)x2.2 controllability, lie algebras and lie brackets 25
where l = 0;1;2;¢¢¢. Therefore, we are able to produce the evolution of the form
exp
½X
l
³X
k
ckl!k
´
²2l+1­x
¾
: (2.33)
Since ² 2 [c;d] ½ R+, the Euler angle ®(!;²) can then be approximated by a two dimen-
sional polynomial, i.e., ®(!;²) ¼
P
l p(!)²2l+1. Thus, by the appropriate choice of the
coe±cient ckl in (2.33) such that
X
k
ckl!k ¼ p(!);
we can approximately produce the evolution expf®(!;²)­xg. Similarly, we can approxi-
mately generate evolutions expf¯(!;²)­yg and expf°(!;²)­xg, and hence we have ensem-
ble controllability. 2.
In fact, it is possible to write down the explicit time-dependent control law that will
transfer M0 to ¡M0. This is achieved by the application of an analytical complex hyperbolic
secant pulse (Silver et al. (1985)). Let
m(t) = x(t) + iy(t);
­(t) = u(t) ¡ iv(t);
then the Bloch equations (1.5) can be written as a set of equations
_ m(t) = i!m + z­; (2.34)
_ z(t) = ¡
1
2
[m­¤ + m¤­]; (2.35)
where ¤ denotes the complex conjugate. Using the stereographic projection, we de¯ne
f(t) =
m(t)
1 + z(t)
: (2.36)
From (2.34), (2.35) and the relation mm¤ + z2 = 1, we obtain the Riccati equation
_ f = i!f +
1
2
­¤f2 +
­
2
:
This equation has an analytical solution for the driving function
­(t) = ­0 sech
h
¯(t ¡ t0)
i1+i¹
; (2.37)x2.3 ensemble controllability of linear systems 26
where ¹;­0;¯ 2 R. The square of the modulus of f in the limiting case when t ! 1 is
given by
j f j2
t!1=
cosh2 ¼(1
2¹) ¡ cos2 ¼p
cosh2 ¼( !
2¯) ¡ sin2 ¼p
; (2.38)
where p =
q
(­0
2¯)2 ¡ (
¹
2)2. Expressing z in terms of f using (2.36), we see that
z =
1¡ j f j2
1+ j f j2: (2.39)
Inserting (2.38) into (2.39), we get for ­0 ¸ ¹¯ and ¹ ¸ 2
z ¼ tanh
h
¼(
!
2¯
+
¹
2
)
i
tanh
h
¼(
!
2¯
¡
¹
2
)
i
: (2.40)
From (2.40), we have z ¼ ¡1 for ! 2 [¡¹¯;¹¯]. Thus, we can choose ¹¯ = B, and then
the complex hyperbolic secant pulse as in (2.37) also shows the existence of U.
Remark 5 Note that the adiabatic following approximation (Crisp (1973)) and the hy-
perbolic secant pulse (Silver et al. (1985)) work in the presence of rf inhomogeneity in the
system.
In magnetic resonance applications, such construction is regarded as a generalization
of both frequency-selective and B1-selective pulses, where the excitation pro¯le of these
pulses forms a prede¯ned pattern in !-² space (Kobzar et al. (2005)). Theorem 9 implies
the existence of such pattern pulses for any given measurable excitation pro¯les. So far in
this chapter, we have tried to make explicit the role of noncommutativity as a key aspect
of the dynamics that makes design of a compensating control possible. We introduced
the method of polynomial approximations for the design of pulse sequences for controlling
inhomogeneous quantum ensembles. We note again that the constructions given above do
not provide the most e±cient schemes for the compensation. However, they establish the
existence of a compensating pulse sequence in a transparent manner and illuminate the road
to the study of ensemble control. In the following, we extend this ideas to more general
control systems.
2.3 Ensemble Controllability of Linear Systems
We now investigate the subject of ensemble controllability in the context of linear control
systems and a class of nonlinear control systems. We begin with considering time invariantx2.3 ensemble controllability of linear systems 27
linear systems
_ x = Ax + Bu;
where A is an n £ n matrix, B is an n £ m matrix, and u 2 Rm.
Remark 6 An ensemble of linear control systems
dx(t;s)
dt
= Ax(t;s) + sBu(t);
where s 2 [s1;s2] ½ R, is not ensemble controllable.
Proof. By the variation of constants formula we have at time T
x(T;s) = eATx(0;s) + eAT
Z T
0
se¡A¿Bu(¿)d¿:
Since x(T;s) is a±ne in the control, a variation in s in general makes the system ensemble
uncontrollable. Ensemble controllability involves synthesizing higher powers of dispersion
parameters by successive Lie bracketing. This provides an alternative proof. Observe that
sBu =
m X
k=1
sukbk;
where bk is the kth column of B. We can think of bk as constant vector ¯elds that generate
translations. Since bk all commute, their Lie brackets do not generate terms carrying higher
powers of dispersion parameter s. Therefore, the system is not ensemble controllable. 2
Example 3 Consider a family of harmonic oscillators
d
dt
"
xs
ys
#
=
"
0 ¡!
! 0
#"
xs
ys
#
+ s
"
u
v
#
; (2.41)
where the parameter s 2 [1 ¡ ±;1 + ±], ± > 0. This system is not ensemble controllable.
2.3.1 General Time-Invariant Linear Single Input Systems
We now extend the notion of ensemble controllability to the time-invariant linear single
input systems and we derive the necessary condition for such systems to be ensemble
controllable.x2.3 ensemble controllability of linear systems 28
Theorem 10 Consider a family (A(s);b(s)) of linear single input controllable systems
_ x(t;s) = A(s)x(t;s) + b(s)u(t); (2.42)
where s 2 [s1;s2] ½ R, A(s) 2 Rn£n, b(s) 2 Rn£1, and u 2 R. The system is controllable
only if there are no repeated eigenvalues among all A(s) (see Remark 8).
Proof. Suppose two distinct A(s) have the common eigenvalues. We take two controllable
pairs (A1;b1) and (A2;b2). There exist two invertible matrices P1 and P2 such that A1 =
P1J1P¡1
1 and A2 = P2J2P¡1
2 , where
J1 = diag(J11;J12;:::;J1®);
J2 = diag(J21;J22;:::;J2¯);
are Jordan canonical forms, and the Jordan blocks
J1i =
2
6
6 6 6
6 6 6
6
4
¸i 1
¸i 1
... ...
¸i 1
¸i
3
7
7 7 7
7 7 7
7
5
2 Cni£ni; J2j =
2
6
6 6 6
6 6 6
6
4
¹j 1
¹j 1
... ...
¹j 1
¹j
3
7
7 7 7
7 7 7
7
5
2 Cmj£mj;
with n1 + n2 + ::: + n® = m1 + m2 + ::: + m¯ = n. Let A = A1 © A2 and b = (bT
1 ;bT
2 )T,
then the controllability grammian, whose column is of the form Akb;k = 0;1;:::;2n¡1, is
de¯ned as
W =
h
b Ab A2b ::: A2n¡1b
i
=
"
P1
P2
#
~ W;
where
~ W =
"
~ b1 J1~ b1 J2
1~ b1 ::: J2n¡1
1 ~ b1
~ b2 J2~ b2 J2
2~ b2 ::: J2n¡1
2 ~ b2
#
2 C2n£2n;
~ b1 = P¡1
1 b1, and ~ b2 = P¡1
2 b2. Without loss of generality, we assume ¸k = ¹l = ½, where
1 · k · ® and 1 · l · ¯. Let p =
Pk
i=1 ni, q =
Pl
j=1 mj and consider the rth column of
~ W,
Cr =
"
Jr¡1
1 ~ b1
Jr¡1
2 ~ b2
#
;x2.3 ensemble controllability of linear systems 29
for 1 · r · 2n. Observe that the ratio of the pth element of Jr¡1
1 ~ b1 to the qth element of
Jr¡1
2 ~ b2,
(Jr¡1
1 ~ b1)p
(Jr¡1
2 ~ b2)q
=
½r¡1(~ b1)p
½r¡1(~ b2)q
=
(~ b1)p
(~ b2)q
;
is independent of r for r = 1;2;:::;2n. Consequently, rank( ~ W) < 2n and hence W is not
full rank. Therefore, the system is not ensemble controllable. 2.
Remark 7 For the linear single input controllable system (A(s);b(s)), it is required that
rank(A(s)) ¸ n¡1, and the equality holds when A(s) contains at least one eigenvalue equal
to 0 since det(A(s)) = 0. However, the condition that there are no repeated eigenvalues
among all A(s) restricts the ensemble to contain at most one singular A(s).
Remark 8 The system as in (2.42) is ensemble controllable if the set of matrices fA(s)g
sharing the repeated eigenvalues among themselves is measure zero.
Theorem 11 Consider the control system
_ x =
X
i
ui(t)²i gi(x);
if the Lie algebra generated by fgig is nilpotent, then the system is not ensemble controllable.
Proof. Because fgig generates a nilpotent Lie algebra, the highest power of ²i in the iterated
brackets of f²kgkg, k = 1;2;:::; is ¯nite. Hence, the system is not ensemble controllable as
we cannot generate a desired higher power of the dispersion parameter. 2.
Example 4 Consider an ensemble of nonholonomic systems, as in (2.7), which takes the
form
d
dt
2
6
6
4
x1
x2
x3
3
7
7
5 = u1²
2
6
6
4
1
0
¡x2
3
7
7
5 + u2²
2
6
6
4
0
1
x1
3
7
7
5:
The system is not ensemble controllable with respect to the parameter ² since the con-
trol vector ¯elds f1 = @
@x1 ¡ x2
@
@x3 and f2 = @
@x2 + x1
@
@x3 generate a nilpotent algebra,
the Heisenberg algebra where [f1;f2] = f3, [f1;f3] = 0, and [f2;f3] = 0. Observe that
[²f1;²f2] = ¡2²2 @
@x3, which commutes with everything else.Chapter 3
Optimal Control of Ensembles
In this chapter, we study some problems in the optimal control of ensembles which are
important in practical applications. In particular, we analyze the problem of ¯nding the
pulse sequence with minimum energy that produces a desired excitation pro¯le as a func-
tion of the frequency dispersion !. We show how this problem is intimately related to the
design of ¯nite impulse response (FIR) ¯lter and the theory of minimum phase polynomi-
als. Another problem we consider is the minimum energy ensemble control of a family of
harmonic oscillators with variation in their frequencies. We show that the optimal solutions
are pertinent to the study of time-frequency limited signals and prolate spheroidal wave
functions (pswf).
3.1 Optimal Control of an Ensemble of the Bloch Equations
Problem 2 Consider a continuum of control systems
d
dt
2
6 6
4
x(t;!)
y(t;!)
z(t;!)
3
7 7
5 =
2
6 6
4
0 ¡! u(t)
! 0 ¡v(t)
¡u(t) v(t) 0
3
7 7
5
2
6 6
4
x(t;!)
y(t;!)
z(t;!)
3
7 7
5; (3.1)
where ! 2 [¡B;B], B 2 R+. Find u(t) and v(t) that steer these systems from the initial
state (1;0;0)T to within a ball of radius " around the ¯nal state (x(!);y(!);0)T at time T
and minimizes the cost functional
´ =
Z T
0
h
u2(t) + v2(t)
i
dt:
We solve this problem by restricting ourselves to piecewise constant controls of the
form u(j¢t) and v(j¢t), where j = 1;2;:::;n and j¢t = T. We approximate the target
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functions x(!) + iy(!) by a suitable polynomial
Pn
k=0 akz¡k, where z = e¡i!¢t. We will
¯nd the optimal u(j¢t) and v(j¢t) that synthesize this polynomial with minimum energy,
i.e.,
P
j u2(j¢t) + v2(j¢t) is minimized. Then, by taking the limits n ! 1 and ¢t ! 0,
we solve Problem 2.
The solution to (3.1) is a rotation M!(T) = RM!(0); where M! = (x;y;z)T and
R 2 SO(3). We work with SU(2) representation of these rotations, where a rotation by an
angle Á around the unit vector n = (nx;ny;nz) has a representation of the form
U =
"
® ¡¯¤
¯ ®¤
#
; (3.2)
where ® and ¯ are the Cayley-Klein parameters satisfying
® = cos
Á
2
¡ inz sin
Á
2
;
¯ = ¡i(nx + iny)sin
Á
2
;
and ®®¤ + ¯¯¤ = 1. The Bloch equations then take the form
_ U = ¡
i
2
"
! ¡iu + v
iu + v ¡!
#
U: (3.3)
The rotation U is simply represented by its ¯rst column (also termed spinor representation)
Ã =
"
®
¯
#
:
We ¯rst consider piecewise-constant controls u(t) and v(t). The net rotation under these
controls can be represented as successive rotations U = UnUn¡1 :::U1U0, where
Uj =
"
aj ¡b¤
j
bj a¤
j
#
;
and aj, bj are the Cayley-Klein parameters for the jth interval. De¯ning the multiplication
of the matrices Uj up to k by
"
®k ¡¯¤
k
¯k ®¤
k
#
=
"
ak ¡b¤
k
bk a¤
k
#
:::
"
a0 ¡b¤
0
b0 a¤
0
#
;
the e®ect of the controls can then be calculated by propagating the spinor
"
®k
¯k
#
=
"
ak ¡b¤
k
bk a¤
k
#"
®k¡1
¯k¡1
#
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with the initial condition
"
®0
¯0
#
=
"
1
0
#
:
The duration ¢t, over which the controls u and v are constant, can be chosen small enough
such that the net rotation can be decomposed into two sequential rotations since
e(!­z+u­y+v­x)¢t ¼ e(u­y+v­x)¢t e!­z¢t:
Under this assumption, we can write the rotation Uk as a rotation around the z-axis by an
angle !¢t followed by a rotation about the applied control ¯elds by an angle Ák in SU(2)
representation,
Uk =
"
Ck ¡S¤
k
Sk Ck
#"
z1=2 0
0 z¡1=2
#
; (3.5)
where
Ck = cos
Ák
2
; Sk = ¡ieiµk sin
Ák
2
;
Ák =
q
u2
k + v2
k ¢t; µk = tan¡1 vk
uk
; (3.6)
z = e¡i!¢t:
Plugging (3.5) into (3.4), we get the recursion relation of the spinor
"
®k
¯k
#
= z
1
2
"
Ck ¡S¤
kz¡1
Sk Ckz¡1
#"
®k¡1
¯k¡1
#
:
De¯ning Pk = z¡k=2®k and Qk = z¡k=2¯k, the recursion may then be reduced to
"
Pk
Qk
#
=
"
Ck ¡S¤
kz¡1
Sk Ckz¡1
#"
Pk¡1
Qk¡1
#
(3.7)
with the initial condition
"
P0
Q0
#
=
"
1
0
#
: (3.8)
This is the well-know Shinnar-Le Roux algorithm (SLR) (Shinnar and Leigh (1989), Roux
(1988)). From the recursion (3.7) and the initial condition (3.8), the spinor at the nth timex3.1 optimal control of an ensemble of the bloch equations 33
step can be represented as the (n ¡ 1)-order polynomials in z,
Pn(z) =
n¡1 X
k=0
pkz¡k;
Qn(z) =
n¡1 X
k=0
qkz¡k;
where
jPn(z)j2 + jQn(z)j2 = 1: (3.9)
The parameter z encodes the dispersion parameter !. The desired ¯nal states of an en-
semble of systems in (2.23), described by Cayley-Klein parameters, are two functions of z,
and hence of !. We can now design two polynomials Pn(z) and Qn(z) such that we can ap-
proximate any desired smooth functions F®(z) and F¯(z) satisfying jF®(z)j2+jF¯(z)j2 = 1,
which characterizes the desired spinor as a function of z. Now we can work backwards and
compute the uk's and vk's that will produce Pn(z) and Qn(z). Note by multiplying both
sides of (3.7) by the inverse of the rotation matrix, we get
"
Pk¡1
Qk¡1
#
=
"
CkPk + S¤
kQk
(¡SkPk + CkQk)z
#
; (3.10)
We have a backward recursion where we use the knowledge of coe±cients of Pk(z) and
Qk(z) to compute Pk¡1(z) and Qk¡1(z) (Shinnar and Leigh (1989), Roux (1988)). Because
Pk¡1(z) and Qk¡1(z) are lower order polynomials, the leading term in Pk¡1(z) and the
low-order term in Qk¡1(z) must drop out
CkPk;k¡1 + S¤
kQk;k¡1 = 0; (3.11)
¡SkPk;0 + CkQk;0 = 0; (3.12)
where Pk;m denotes the coe±cient of z¡m term in Pk(z). These two equations are equivalent
as may be seen by expanding (3.9) as a polynomial,
Pn(z) =
n¡1 X
m=0
"
m X
i=0
Pn;iP¤
n;m¡i + Qn;iQ¤
n;m¡i
#
z¡m = 1;
and noting that all but the constant term are zero. The coe±cient of z¡(k¡1) in Pk(z) gives
Pk;k¡1P¤
k;0 + Qk;k¡1Q¤
k;0 = 0:x3.1 optimal control of an ensemble of the bloch equations 34
With this relation either equation (3.11) or (3.12) may be derived from the other. Choosing
(3.12) and combining it with (3.6), we get
Qk;0
Pk;0
=
¡ieiµk sin
Ák
2
cos
Ák
2
: (3.13)
This gives the rotation angle
Ák = 2tan¡1
¯
¯ ¯
Qk;0
Pk;0
¯
¯ ¯: (3.14)
Combining (3.13) and (3.14), we obtain the phase of the controls
µk = ]
³iQk;0
Pk;0
´
:
The controls are then
uk =
Ák
¢t
sinµk;
vk =
Ák
¢t
cosµk:
These expressions for the controls coupled with the inverse recursion in (3.10) construct
the piecewise constant controls uk and vk that guarantee polynomial approximation Pn(z)
and Qn(z) of the target function F®(z) and F¯(z).
In particular, if we choose
¯n(z) = zn=2Qn(z) ¼ ¡isin
Á
2
;
®n(z) = zn=2Pn(z) ¼ cos
Á
2
;
we obtain a broadband rotation over all ! around the x axis by angle Á, and similarly by
choosing ¯n(z) ¼ sin
Á
2 and ®n(z) ¼ cos
Á
2, we obtain an approximation to a broadband
rotation around the y axis by angle Á.
Note that from the recursion given in (3.7), we get the parameter
p0 =
n Y
k=1
cos
Ák
2
:
For small angles Ák, p0 can be written
p0 ¼
n Y
k=1
(1 ¡
Á2
k
8
) ¼ 1 ¡
1
8
n X
k=1
Á2
k
= 1 ¡
(¢t)2
8
n X
k=1
(u2
k + v2
k); (3.15)x3.2 optimal control of an ensemble of harmonic oscillators 35
where we employed (3.6). We can see from (3.15) that p0 is maximized when the control
amplitude is minimized. Because the polynomial with the maximum p0 is the minimum-
phase polynomial (Oppenheim and Schafer (1975)), the minimum-phase Pn(z) corresponds
to a minimum control energy. The minimum phase Pn(z) is easily found by noting that a
minimum-phase polynomial is an analytic signal (Papoulis (1977)). Analytic signals have
the property that their log-magnitude and phase are a Hilbert transform pair. Hence, the
minimum-phase Pn(z) is
Pn(z) = jPn(z)jexp
h
iHflogjPn(z)jg
i
;
where Hf¢g is the Hilbert transform operator.
3.2 Optimal Control of an Ensemble of Harmonic Oscillators
We ¯rst look at the minimum energy ensemble control problem without constraints on the
control signals.
3.2.1 Unconstrained Optimization Problem
Problem 3 Consider an ensemble of harmonic oscillators with a variation in their natural
frequencies
d
dt
"
x!
y!
#
=
"
0 ¡!
! 0
#"
x!
y!
#
+
"
u
v
#
; (3.16)
where ! 2 [¡B;B]. Design controls u(t) and v(t) that steer all of the systems from an initial
state (x!(0);y!(0))T to within a ball of radius ² around the ¯nal state (x!(T);y!(T))T at
time T and minimize
Ju =
Z T
0
h
u2(t) + v2(t)
i
dt:
Recall Example 3 where we consider a family of harmonic oscillators with a variation
in the applied control signal. We showed that the system is not ensemble controllable.
However, here we will show ensemble controllability for a continuum of harmonic oscillators
with a variation in their frequencies as in (3.16). Before proceeding with Problem 3, we
¯rst introduce the following useful facts.
De¯nition 4 The normed space of all bounded linear operators from the normed space X
into the normed space Y is denoted B(X;Y ).x3.2 optimal control of an ensemble of harmonic oscillators 36
Theorem 12 (Minimum Norm) Let G and H be Hilbert spaces and let A 2 B(G;H)
with range closed in H. Then, the vector x of minimum norm satisfying Ax = y is given
by x = A¤z where z is any solution of AA¤z = y and A¤ is the adjoint operator of A
(Luenberger (1969), 161-162).
Let
p!(t) = x!(t) + iy!(t);
®(t) = u(t) + iv(t);
where i =
p
¡1. The system (3.16) can then be written as
_ p!(t) = i!p!(t) + ®(t):
By the variation of constants formula, we have at time T
p!(T) = ei!Tp!(0) +
Z T
0
ei!(T¡¿)®(¿)d¿; (3.17)
for all ! 2 [¡B;B]. This gives
Z T
0
e¡i!¿®(¿)d¿ = e¡i!Tp!(T) ¡ p!(0): (3.18)
Let G = L2 [0;T] and H = L2 [¡B;B] be the spaces of complex-valued square-integrable
functions on [0;T] and [¡B;B], respectively. De¯ning the linear operator L : G ! H by
L(¢) =
Z T
0
e¡i!¿(¢)d¿; (3.19)
we then have from (3.18) and (3.19) that
L
¡
®(¿)
¢
= »(!); (3.20)
where
»(!) = e¡i!Tp!(T) ¡ p!(0): (3.21)
Now, we de¯ne the inner products of functions on Hilbert spaces G and H by
hg j hiG =
Z T
0
gy(t)h(t)dt;
hp j q iH =
Z B
¡B
py(!)q(!)d!;x3.2 optimal control of an ensemble of harmonic oscillators 37
where y is the complex conjugate. Let L¤ denote the adjoint operator associated with L.
By de¯nition, we have for f in H
D
f(!)
¯ ¯ ¯L(®(¿))
E
H
=
D
L¤(f(!))
¯ ¯ ¯®(¿)
E
G
:
This implies
Z B
¡B
fy(!)L(®(¿))d! =
Z B
¡B
fy(!)
Z T
0
e¡i!¿®(¿)d¿d!
=
Z T
0
·Z B
¡B
³
ei!¿f(!)
´y
d!
¸
®(¿)d¿:
Hence, we obtain
L¤(¢) =
Z B
¡B
ei!¿(¢)d!: (3.22)
Observe that L is bounded since
k L
¡
f(¿)
¢
kH = k
Z T
0
e¡i!¿f(¿)d¿ kH
· k
³p
T k f kG
´
kH
=
p
2BT k f kG :
Then by Theorem 12, the function ®(¿) of minimum norm satisfying (3.20) is given by
®(¿) = L¤¡
z(!)
¢
; (3.23)
where z(!) satis¯es
W
¡
z(!0)
¢
= »(!); (3.24)
and the operator W(!;!0), which has dependence on ! and !0, is de¯ned by
W(¢) = LL¤(¢) =
Z B
¡B
ei(!0¡!)T ¡ 1
i(!0 ¡ !)
(¢)d!0
for !;!0 2 [¡B;B]. W can be further written as
W(¢) =
Z B
¡B
2¼eiT
2 (!0¡!)
hsin
¡T
2(! ¡ !0)
¢
¼(! ¡ !0)
i
(¢)d!0: (3.25)
A simple change of variables converts (3.25) into
W(¢) =
Z 1
¡1
2¼ei T
2 (B­0¡B­)
hsin
¡
c(­ ¡ ­0)
¢
¼(­ ¡ ­0)
i
(¢)d­0; (3.26)x3.2 optimal control of an ensemble of harmonic oscillators 38
in which c = BT
2 , ­ = !
B, ­0 = !0
B , and ­;­0 2 [¡1;1]. Notice that the term inside the
bracket in (3.26) is the kernel of the following integral equation:
Z 1
¡1
sin[c(­ ¡ ­0)]
¼(­ ¡ ­0)
Ãn(­0;c)d­0 = ¹n(c)Ãn(­;c); (3.27)
where the nth eigenfunction Ãn(­;c) is the well-known prolate spheroidal wave function
(pswf ), and ¹n(c) is the associated eigenvalue (Percival (1993), Flammer (1957), D.Slepian
and Pollak (1961a,b, 1962)). Consequently, the nth eigenfunction and the corresponding
eigenvalue for W as in (3.26) can be easily represented in terms of Ãn and ¹n by
Án = e¡i! T
2 Ãn;
¸n = 2¼¹n:
Since the Ãn's are orthogonal and complete on L2[¡1;1], so are the Án's. W can then be
spectral decomposed by the set of complete orthonormal eigenfunctions, denoted as f~ Áng,
representing in the Dirac notation as
W =
1 X
n=0
¸n j~ Ánih~ Ánj;
where
~ Án = e¡i! T
2 Ãn
k Ãn k
:
Therefore, the solution to (3.24) takes the form
z(!) =
1 X
n=0
1
¸n
j~ Ánih ~ Ánj»(!)i:
Finally, we show that the series of the expression of z(!) can be truncated to zN(!) such
that »N(!) ! »(!), i.e., limN!1
R B
¡B k »N(!)¡»(!) k2 d! = 0, where »N(!) = W
¡
zN(!0)
¢
.
Then, according to (3.23) we obtain the control law which is the best approximation of the
minimum energy control law that satis¯es Problem 3.
Lemma 1 For
zN(!) =
N X
n=0
1
¸n
j~ Ánih ~ Ánj»(!)i; (3.28)
k Wz(!) ¡ WzN(!) k2! 0 as N ! 1.x3.2 optimal control of an ensemble of harmonic oscillators 39
Proof. By the orthonormality of j~ Áni, we get
»N(!) =
N X
n=0
j~ Ánih ~ Ánj»(!)i:
Let an = h ~ Ánj»(!)i. Then, the error between two functions, in L2 sense, is
k »(!) ¡ »N(!) k2=
1 X
N+1
j an j2 : (3.29)
Since
1 X
n=0
j an j2 =
1 X
n=0
h»(!)j ~ Ánih ~ Ánj»(!)i
= h»(!)j»(!)i
< 1;
by the completeness of j~ Áni that
P1
n j ~ Ánih ~ Ánj = 1 and the boundedness of »(!), the error
in (3.29) can be made as small as desired by making N su±ciently large.
It follows from (3.22), (3.23) and (3.28) that
®N(¿) =
Z B
¡B
ei!¿
N X
n=0
1
¸n
j~ Ánih ~ Ánj»(!)id!; (3.30)
which will steer the initial function p!(0) to B²
¡
p!(T)
¢
at time T. 2
We have shown ensemble controllability for (3.16), however, the situation is di®erent
when either u(t) or v(t) is not available.
Remark 9 An ensemble of systems as in (3.16) is not ensemble controllable if either u(t) ´
0 or v(t) ´ 0.
Proof. Suppose now v(t) = 0 and the initial state (x!(0);y!(0)) = (0;0) for all !. Let
~ X! = x! ¡ x¡!;
~ Y! = y! + y¡!:
The system described in (3.16) can then be transformed to
d
dt
"
~ X!
~ Y!
#
=
"
0 ¡!
! 0
#"
~ X!
~ Y!
#
;
"
~ X!(0)
~ Y!(0)
#
=
"
0
0
#
:
Since the above system is autonomous, it stays at the origin for all t, i.e., ( ~ X!(t); ~ Y!(t)) =
(0;0). Thus, the system is not ensemble controllable. 2x3.2 optimal control of an ensemble of harmonic oscillators 40
Simulation Results
We now show a simulation result of Problem 3 for B = 20, X!(0) = (1;0), and X!(1) =
(0;0). As shown in (3.30), the ensemble control law ®N(t) is synthesized from the set of
eigenfunctions f~ Áng and the associated eigenvalues f¸ng. For numerical implementations,
we introduce the discrete prolate spheroidal sequences (dpss's), denoted as fvt;k(N;W)g,
which are de¯ned via the solution to the following equation (Percival (1993); D.Slepian and
Pollak (1978))
N¡1 X
t0=0
sin
£
2¼W(t ¡ t0)
¤
¼(t ¡ t0)
vt0;k(N;W) = ¸k(N;W)vt;k(N;W);
where 0 < W < 1
2 and t = 0;1;:::;N ¡1. It is equivalent to saying that ¸k(N;W) are the
eigenvalues of the N £ N matrix A whose (t;t0)th element is
(A)t;t0 =
sin
£
2¼W(t ¡ t0)
¤
¼(t ¡ t0)
; t;t0 = 0;1;:::;N ¡ 1; (3.31)
and that the N elements of the corresponding eigenvectors for this matrix are in fact
subsequences of length N of the dpss's. Note that ¸k(N;W) are distinct, real, and ordered
non-zero eigenvalues such that
1 > ¸0(N;W) > ¸1(N;W) > ::: > ¸N¡1(N;W) > 0;
and the dpss's are real-valued. Now, we show how to compute ®N(t). We have T = 1,
p!(0) = 1, p!(1) = 0, and then, by (3.21), »(!) = ¡1 is a constant function. According
to the analysis above, pswf's can be represented in terms of dpss's by the discretization of
the sinc kernel in (3.27) as A as in (3.31), where W = TB
2¼(N¡1). Note that N must be large
enough to satisfy W < 1
2. Here we take N = 1001. The orthonormal dpss's, fvt;k(N;W)g,
of length N and their corresponding eigenvalues can be generated using Matlab. The
resultant control law is illustrated in Figure 3.1(a), and we can see that the ¯nal states of
all systems converge to a ball around the origin. The trajectories for ! = ¡20, ! = 0,
and ! = 10 are shown in Figure 3.1(b). Observe that a strong impulse, k ®N(0) k= 296,
is implemented initially. However, practical applications make it desirable to design the
control law with bounded amplitude. It leads to the following problem.
3.2.2 Constrained Convex Optimization Problem
In practice, the problem of particular interest is when the control amplitude is limited or
comparable to the bandwidth that one wants to cover.x3.2 optimal control of an ensemble of harmonic oscillators 41
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Figure 3.1: The simulation results of Problem 3 for N = 1001, T = 1, and B = 20. (a) The
control law and the ¯nal states for all systems. (b) The trajectories for ! = ¡20, ! = 0
and ! = 10.
Problem 4 Given a ¯xed time T, ¯nd u(t) and v(t) satisfying
p
u2(t) + v2(t) · Amax
for all t, which simultaneously steer an ensemble of systems in (3.16) from an initial state
X!(0) = (1;0) as close as possible, in L2 sense, to the origin X!(T) = (0;0) at time T.
Main Ideas
This problem can be formulated as the following minimization problem
min
®
Z B
¡B
k p!(T) ¡ 0 k2 d!; (3.32)
s:t: u2(t) + v2(t) · A2
max; (3.33)
where p!(T) depends on ® (see (3.17)). It follows from (3.17) and (3.32) that the problem
can be further simpli¯ed as to minimize the following cost functional
J =
Z B
¡B
k
Z T
0
e¡i!¿®(¿)d¿ + 1 k2 d!;
subject to the constraint (3.33). By ¯rst integrating over !, we get
J =
Z T
0
Z T
0
2sin[B(¿ ¡ ¾)]
¿ ¡ ¾
®(¿)®y(¾)d¿d¾ +
Z T
0
2sin(B¿)
¿
®(¿)d¿
+
Z T
0
2sin(B¾)
¾
®y(¾)d¾ + 2B:x3.2 optimal control of an ensemble of harmonic oscillators 42
Observe that the imaginary part of the double integration in the expression for J vanishes
by antisymmetry, i.e.
Z T
0
Z T
0
2sin[B(¿ ¡ ¾)]
¿ ¡ ¾
h
v(¿)u(¾) ¡ u(¿)v(¾)
i
d¿d¾ = 0:
Moreover, the sinc kernel is positive de¯nite since
Z T
0
Z T
0
2sin[B(¿ ¡ ¾)]
¿ ¡ ¾
v(¿)v(¾)d¿ d¾ =
Z B
¡B
k
Z T
0
e¡i!¿v(¿)d¿ k2 d! > 0: (3.34)
According to these observations, we can always minimize J by the appropriate choice of
u(t) disregarding v(t), because
J ¸
Z T
0
Z T
0
2sin[B(¿ ¡ ¾)]
¿ ¡ ¾
u(¿)u(¾)d¿d¾ +
Z T
0
4sin(B¿)
¿
u(¿)d¿ + 2B:
Without loss of generality, we assume Amax = 1 and B = 1 such that the ratio Amax=B = 1.
The original problem described in (3.32) and (3.33) can now be recapitulated as follows:
min
u
Z T
0
Z T
0
sin(¿ ¡ ¾)
¿ ¡ ¾
u(¿)u(¾)d¿d¾ +
Z T
0
2sin(¿)
¿
u(¿)d¿ (3.35)
s:t: u2(t) · 1: (3.36)
Proposition 1 Let S =:
n
(u;v)
¯
¯ ¯u2(t) + v2(t) · A2
max
o
. A local minimum of the cost
function J over S is the global minimum.
Proof. First, observe that S is a convex set. Furthermore, the cost function J is quadratic
in ® with positive de¯nite Hessian (see (3.34)). 2
In the following, an iterative algorithm is developed to optimize the cost function J,
and as a result of Proposition 1 the algorithm will converge to the global minimum.
Iterative Algorithm
By the iterative method, we mean to improve the objective function step by step until it
achieves the optimum. For numerical consideration, we take the mathematical program-
ming model described in (3.35) and (3.36) as a discrete quadratic optimization problem of
the form
min
X
XtAX + 2XtQ (3.37)
s:t: x2
i · 1; i = 1;2;:::;n; (3.38)x3.2 optimal control of an ensemble of harmonic oscillators 43
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Figure 3.2: (a) The optimal control laws for T = 1, T = ¼, T = 5¼, and T = 10¼. (b) The
distance between the ¯nal state and the origin of 51 harmonic oscillators for T = 1, T = ¼,
T = 5¼, and T = 10¼.
where
X =
2
6 6
6 6 6
4
x1
x2
. . .
xn
3
7 7
7 7 7
5
; A =
2
6 6
6 6 6
4
sin(t1¡t1)
t1¡t1
sin(t1¡t2)
t1¡t2 :::
sin(t1¡tn)
t1¡tn
sin(t2¡t1)
t2¡t1
sin(t2¡t2)
t2¡t2 :::
sin(t2¡tn)
t2¡tn
. . .
. . .
...
. . .
sin(tn¡t1)
tn¡t1
sin(tn¡t2)
tn¡t2 :::
sin(tn¡tn)
tn¡tn
3
7 7
7 7 7
5
; Q =
2
6 6
6 6 6
4
sin(t1)
t1
sin(t2)
t2
. . .
sin(tn)
tn
3
7 7
7 7 7
5
;
t1 = 0 and tn = T. With these de¯nitions, (3.37) can be further written as
Jd =
n X
i=1
h
aiix2
i +
X
j6=i
aijxixj + 2qixi
i
;
where aij is the ijth entry of A. To minimize Jd iteratively, we ¯rst guess an initial control
vector X0 satisfying (3.38), which produces the initial cost J0
d. Then, we start by updating
a chosen pivot stage xi 2 X0 (usually from i = 1) and keep the others ¯xed. The cost
incurred from xi is
Ji = aiix2
i +
X
j6=i
2aijxixj + 2qixi;
since A is symmetric. By the ¯rst order su±cient condition, Ji is minimized when
xi = ¡
P
j6=i aijxj + qi
aii
:
In order to satisfy (3.38), we choose
x¤
i = sign(xi) ¢ min(jxij; 1):x3.2 optimal control of an ensemble of harmonic oscillators 44
The above procedure will be repeated for all i = 1;:::;n and denoted as an iteration,
indexed by k, with the cost Jk
d. The algorithm is terminated when there is no improvement
for the objective function, i.e. Jk
d ¡ Jk+1
d ! 0. We now show some simulation results of
Problem 4 for various values of T, where we assume Amax = 1 and B = 1.
We take 51 harmonic oscillators (n = 51) with their frequencies uniformly distributed
in [¡1;1]. By the iterative algorithm, we obtain optimal control laws of square wave forms
illustrated in Figure 3.2(a). Figure 3.2(b) shows the L2 distance between the ¯nal state
and the origin of harmonic oscillators after the application of the designed control laws. It
is seen that these distances are decreasing when T is increasing. This then raises another
intriguing question about the ensemble controllability under bounded control, i.e., given a
large enough amount of time T, can we steer an ensemble of systems from an initial state
to within a ball of raidus ² around the ¯nal state when the control amplitude is limited?Chapter 4
Numerical Algorithms for
Designing Compensating Pulse
Sequences
In Chapter 2, we have established the existence of compensating pulse sequences which can
compensate for both Larmor dispersion and rf inhomogeneity in the Bloch equations. In
this chapter, we present numerical algorithms for ¯nding e±cient sequences that achieve
a desired level of compensation. Finding e±cient pulses that can compensate for the dis-
persion in the parameters characterizing the evolution of a quantum system and that are
immune to experimental imperfections is an important issue in coherent spectroscopy and
quantum information processing. In many cases of practical interest, one wants to ¯nd a
pulse sequence that prepares the ¯nal state as some desired function of the parameters. An
important example is slice selective excitation and inversion pulses in MRI (Silver et al.
(1985), Rourke (1992)). In solid state NMR spectroscopy of powders, one wants to design
anisotropy compensated experiments for the structural study of membrane proteins since
an ensemble of spins could show large dispersions (anisotropies) in their natural frequen-
cies, strength of the rf ¯elds, and strength of the couplings between spin pairs (Khaneja
et al. (2006)). The problem of designing excitations that can compensate for dispersions
in the dynamics has been well studied in NMR spectroscopy and extensive literature exists
on the subject of composite pulses that can correct for the dispersion in the system dy-
namics (Levitt and Freeman (1979), Levitt (1983, 1986), Tycko (1983), Tycko et al. (1985),
Shaka and Freeman (1983), Garwood and Ke (1991)). However, the question of ¯nding the
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shortest or minimum energy pulse sequences that achieve the desired level of compensation
is only beginning to be addressed in the area of quantum control and NMR spectroscopy
(Khaneja et al. (2005), Kobzar et al. (2005)).
4.1 Optimal Control Based Gradient Ascent Algorithms
In this section, we introduce gradient ascent algorithms for the design of compensating
pulse sequences. This methodology is primarily used to design broadband and selective
pulse sequences with respect to the o®set and rf amplitude in the presence of prescribed
amplitude constraints.
4.1.1 Theory
Recall the Bloch equations with dispersions in both frequency and rf amplitude as in (2.28).
Our goal here is to develop the pulse which achieves the prede¯ned excitation pattern as a
function of o®set and rf amplitude. Thus, we optimize rf pulses such that the cost function,
J = ¡
X
!
X
²
k Mf(!;²) ¡ Md(!;²) k2;
is maximized, where Mf is the ¯nal magnetization vector following a given pulse, and Md
is the desired target vector. First, we assume for simplicity that the chosen evolution time
T is discretized in N equal steps of duration ¢t = T=N, and during each step the controls
u and v are constant, i.e., during the jth step the controls are given by uj and vj. Let
Hj(!k;²l) = !k­z + ²luj­y + ²lvj­x =
2
6
6
4
0 ¡!k ²luj
!k 0 ¡²lvj
¡²luj ²lvj 0
3
7
7
5;
where !k and ²l are uniformly spaced in [¡B;B] and [1 ¡ ±;1 + ±], respectively. The time
evolution of each system during a time step j is then given by the propagator
Uj(!k;²l) = exp
n
Hj(!k;²l)¢t
o
: (4.1)
The ¯nal state for the system with !k and ²l at time T is
j Mfi = UN(!k;²l):::Uj+1(!k;²l)Uj(!k;²l)Uj¡1(!k;²l):::U1(!k;²l) j M0i;
where j M0i, which may also depend on (!k;²l), is the initial state. Let
UL(!k;²l) = UN(!k;²l)UN¡1(!k;²l):::Uj+1(!k;²l);
UR(!k;²l) = Uj¡1(!k;²l)Uj¡2(!k;²l):::U1(!k;²l);x4.1 optimal control based gradient ascent algorithms 47
then we have
J = ¡
X
k
X
l
D
ULUj(!k;²l)URM0 ¡ Md(!k;²l)
¯ ¯
¯ULUj(!k;²l)URM0 ¡ Md(!k;²l)
E
:
Let's see how the cost function J changes when we slightly perturb the controls uj and vj
at time step j, provided UL and UR are ¯xed. The change of J in ±uj to ¯rst order in ¢t
is given by
@J
@uj
= ¡2
X
k
X
l
D
UL ²l­y¢tURM0
¯ ¯
¯ULUj(!k;²l)URM0 ¡ Md
E
: (4.2)
Similarly,
@J
@vj
= ¡2
X
k
X
l
D
UL ²l­x¢tURM0
¯ ¯
¯ULUj(!k;²l)URM0 ¡ Md
E
: (4.3)
Observe that J is increased by ®( @J
@uj)2 + ®( @J
@vj)2 as we choose
~ uj = uj + ®
@J
@uj
; (4.4)
~ vj = vj + ®
@J
@vj
; (4.5)
where ® is a small step size. If the control amplitude is bounded, then we update these
controls according to
u¤
j = min( ~ A;A)cos(µj); (4.6)
v¤
j = min( ~ A;A)sin(µj); (4.7)
where ~ A =
q
~ u2
j + ~ v2
j, µj = tan¡1(
~ vj
~ uj), and A is the bound of the control amplitude. This
forms the basis of the following algorithm:
1. Guess initial controls uj and vj, where j = 1;:::;N, and calculate the initial cost J0.
2. Calculate UL(!k;²l) and UR(!k;²l) for all k and l at time step j.
3. Evaluate @J
@uj and @J
@vj. Then, update controls uj and vj according to (4.4), (4.5) or
(4.6), (4.7).
4. With these as the new controls, go to step 1 and j = j + 1. When j = N, calculate
the new cost ~ J and go to step 5.
5. If ¢J = ~ J ¡J0 > ±, where ± is a chosen threshold value, then go to step 1, Otherwise,
stop.x4.2 compensating pulses 48
Note that, in principle, the choice of starting uj and vj can be completely random. However,
an educated guess might lead to faster convergence. Clearly, since the algorithm is based
on a gradient ascent procedure, there is no guarantee that it will converge to a global
maximum.
4.2 Compensating Pulses
In this section, some examples of widely-used compensating pulses are shown to demon-
strate the robustness of the proposed optimization algorithm. The trajectories of the spin
systems and the corresponding pulses are illustrated.
4.2.1 Broadband Excitation and Inversion Pulse Sequences
Broadband excitation and inversion pulses are widely used in many NMR experiments.
They correspond to the transfer M0 = (0;0;1)T ! Md = (1;0;0)T and M0 = (0;0;1)T !
Md = (0;0;¡1)T, respectively. To design theses pulses, we consider in the algorithm
Hj(!k) = !k­z+uj­y+vj­x. To ¯x ideas, we take the bandwidth of the Larmor dispersion
B = 1. In the algorithm, each pulse was digitized in the time step ¢t = 0:025. For each
¢t, the controls uj and vj were optimized. For example, for T = 1, this resulted in a total
number of 80 optimization parameters. For each value of T, the gradient °ow algorithm was
started with initial sequences uj = Asin(j¢t) and vj = Acos(j¢t), where j = 1;:::;N.
Figure 4.1 and 4.2 show the optimized broadband excitation and inversion pulses, u(t) and
v(t), and the corresponding optimal trajectories.
In these optimizations, the maximum rf amplitude was not limited but constraints on
the rf amplitude can be easily incorporated into the algorithm as shown in (4.6) and (4.7).
Note that for each value of T, many optimal solutions exist and the pulse sequences found
by the algorithm depend on the initial random sequence.
This optimal control based numerical algorithm could also help us to compute the
shortest pulse sequences for certain desired level of compensation by increasing the pulse
duration as shown in Figure 4.3, where we consider the ratio of the maximum allowable
amplitude to the bandwidth Amax
B = 1
4.
Remark 10 In demanding applications, the scale of the control amplitude A is comparable
to the bandwidth that one wants to cover, i.e., A » B. Hence, in the numerical algorithm,
it is helpful to normalize B = 1 and A is determined by the ratio B
A.x4.2 compensating pulses 49
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Figure 4.1: Broadband excitation pulse. (a) The trajectories for 11 spins with frequencies
uniformly sampled in [¡1;1] following the resulting broadband excitation pulse as shown
in (d). The pulse duration is T = 3. (b) The optimal trajectories of the z-component for
all spins. (c) The x-value of the resulting ¯nal states for all spins.
4.2.2 Compensating for RF Inhomogeneity
Another practical consideration in magnetic resonance applications is rf inhomogeneity
where di®erent spatial positions in the sample experience di®erent strengths of the applied
rf ¯eld, since the rf coil generates an inhomogeneous ¯eld. This phenomenon causes a
decreased signal-to-noise ratio and a subsequent reduction in the measurement accuracy.
For instance, the e®ect of poor rf homogeneity on MRI images not only a®ects the appear-
ance of the images, but also produces di±culty in automated segmentation and in certain
quanti¯cation methods (Clare et al. (2001)). While improved rf coil design is the ¯rst line
in reducing such artifacts, compensation methods can signi¯cantly improve the quality ofx4.2 compensating pulses 50
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Figure 4.2: Broadband inversion pulse. (a) The trajectories for 11 spins with !k 2 [¡1;1]
uniformly spaced following the resulting broadband inversion pulse as shown in (d). The
pulse duration is T = 3. (b) The optimal trajectories of the z-component for all spins. (c)
The computed z-value of the resulting ¯nal states of all spins.
images. Here, we consider in the algorithm Hj(²l) = ²l[uj­y +vj­x]. Figure 4.4 shows the
optimized compensating pulses and the corresponding optimal trajectories
4.2.3 Selective Sequences
Many magnetic resonance experiments require the design of selective pulse sequences such
that only some nuclear spins are excited while others are left una®ected (Silver et al. (1985),
Rourke (1992), Pauly et al. (1991)). For example, selective excitation pulses are used in
MRI to isolate a speci¯c slice through the subject. In NMR spectroscopy, the selective
pulses are used to mitigate the signal being produced by the water.x4.2 compensating pulses 51
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Figure 4.3: Optimal broadband excitation e±ciency increases with pulse duration, where
we consider Amax
B = 1
4.
Simple examples of selective pulses with respect to the frequency and to the rf amplitude
are illustrated in Figure 4.5(a) and 4.5(b), respectively. The panels in the left hand side
of Figure 4.5 represent the trajectories of spins following the optimized selective pulses, as
shown in the right-hand panels. Two trajectories are shown to represent ideas of selectivity.
In Figure 4.5(a), the spin (blue) with frequency !k = ¡0:6667 starts with (0;0;1)T and
then comes back to the origin at T = 15, while another spin (red) with frequency !k = 1
is steered to (1;0;0)T. Similarly in Figure 4.5(b), the spin (blue) experiencing a weaker
rf ¯eld, ²l = 0:5, is driven to (0;0;¡1)T at T = 8, and another one (red) experiencing a
stronger rf ¯eld, ²l = 1:2, comes back to the origin.
4.2.4 Pattern Sequences
In many cases of practical interest, one wants to ¯nd a pulse sequence that prepares the
¯nal state as some desired function of the parameters. An important example is frequency-
selective pulses in the presence of rf inhomogeneity, where the excitation pro¯le of these
pulses forms a prede¯ned pattern in !-² space (Kobzar et al. (2005)), such as the one shown
in Figure 4.6. In this example, we want to design a pattern pulse sequence such that the
systems with (!;²) coordinates lying in the blue region are steered from e3 to e1 and thex4.2 compensating pulses 52
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Figure 4.4: Compensating pulses for rf inhomogeneity. (a) The trajectories of 11 spins
with dispersion parameter ²l uniformly sampled in [0:6;1:4] following the resulting pulses
as shown in (d). The pulse duration is T = 1. (b) The trajectories of the z-component for
all spins. (c) The z-value of the resulting ¯nal states of all spins.
others are driven from e3 back to e3, where
e1 =
2
6
6
4
1
0
0
3
7
7
5; e3 =
2
6
6
4
0
0
1
3
7
7
5:
Figure 4.7(b) shows the resulting optimized pattern sequence using our numerical algorithm,
and Figure 4.7(a) shows the trajectories for 9 spins, with the (!;²) coordinates
2
6
6
4
(¡0:5;0:6) (0;0:6) (0:5;0:6)
(¡0:5;1:0) (0;1:0) (0:5;1:0)
(¡0:5;1:4) (0;1:4) (0:5;1:4)
3
7
7
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from the initial state M0(!k;²l) = e3 to the target state
Md(!k;²l) =
2
6 6
4
e3 e3 e3
e1 e1 e1
e3 e3 e3
3
7 7
5;
where k;l = 1;2;3, following the optimized pattern sequence. It can be seen that the
trajectories of these 9 spins following the optimized pattern sequence form three groups
(depicted by three arrows), because they experience di®erent rf ¯elds with respect to ²1 =
0:6, ²2 = 1 and ²3 = 1:4. In each group, three spins dephase out since they have distinct
frequencies, !1 = ¡0:5, !2 = 0 and !3 = 0:5. At T = 2, one group is excited to e1 and the
others are driven back to e3.
We emphasize again that the algorithm is based on a gradient search, so there is no
guarantee that it will converge to a global minimum. However, at each step the algorithm
moves in the direction of increasing performance, so we can be assured that it converges
to control amplitudes that are extremal points of the desired performance function. To
expedite the process of this convergence, we can adopt standard conjugate gradient meth-
ods. In addition, the discretization of ¢t should be chosen to ensure that the ¯rst-order
approximation of the gradients given in (4.2) and (4.3) is satis¯ed. In the presented exam-
ples, the chosen number of pulse parameters was su±ciently large to achieve the desired
performance, but we have not explored in detail the minimal number of pulse sequence
parameters necessary to achieve the desired level of compensation. In practice, this may be
done by increasing the number of pulse sequence parameters until the convergence of the
performance index is reached.
Traditional approaches to the design of composite pulses, including simulations of mag-
netization trajectories (Levitt and Freeman (1979), Freeman et al. (1980)), geometric ar-
guments based on rotation operators (Levitt and Freeman (1981), Levitt (1982a,b)), and
iterative schemes (Levitt and Ernst (1983)), su®er from problems such as phase distortion.
Compared to these methods, our numerical algorithm derived according to the principles
of optimal control theory resolves this problem, because it provides an open-loop control
law (pulse sequence) which depends only on the initial and desired states.x4.2 compensating pulses 54
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Figure 4.5: (a) Frequency-selective pulses. The two spins start with (0 ;0;1)T. The (blue)
one with frequency !k = ¡0:6667 comes back to the origin at T = 15 and another one
(red) with frequency !k = 1 is steered to (1;0;0)T. (b) B1-selective pulses. Starting with
(0;0;1)T, the spin (blue) experiencing a weaker rf ¯eld, ²l = 0:5, is driven to (0;0;¡1)T at
T = 8, and the red one seeing a stronger rf ¯eld, ²l = 1:2, comes back to the origin.x4.2 compensating pulses 55
-0.5  0.5 
0.6 
1.4
Ԁ
ӭ
Figure 4.6: The excitation pro¯le, where ! 2 [¡0:5;0:5] and ² 2 [0:6;1:4]. The blue region
represents the state e1 and the while region denotes e3.
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Figure 4.7: (a) The trajectories of 9 spins, starting with M0 = (0;0;1), form three groups
because they experience di®erent rf ¯elds associated with ²1 = 0:6, ²2 = 1 and ²3 = 1:4. In
each group, three spins dephase out since they have distinct frequencies, !1 = ¡0:5, !2 = 0
and !3 = 0:5. At time T = 2, one group is excited to e1 and others are driven back e3. (b)
The optimized pattern pulse sequences.Chapter 5
Ensemble Control of Coupled Spin
Dynamics in the Presence of
Relaxation
The problem of relaxation is ubiquitous in all applications involving coherent control of
quantum mechanical phenomenon. The interaction of a quantum system with its envi-
ronment makes the evolution nonunitary and relaxes the system back to some equilibrium
state. In experiments, this leads to the loss of signal and subsequently to information.
Minimizing relaxation losses for quantum systems poses a fundamental challenge and forms
the basis for a new class of control problems. For instance, what is the maximum sensi-
tivity one can expect in a multidimensional NMR experiment, or what is the maximum
entanglement that can be synthesized in an open quantum system? Recent work in the
areas of NMR spectroscopy and quantum control has shown that many of these problems
can be understood using tools from control theory. This has resulted in the development of
relaxation-optimized pulse sequences which achieve the maximum possible coherence trans-
fer in coupled spin dynamics in the presence of relaxation. The major limitation of these
relaxation-optimized pulse sequences is that they give the optimal performance only when
the Larmor frequencies of the coupled spin pairs are known, i.e., these sequences are nar-
rowband sequences. In this chapter, we study another class of ensemble control problems
involving the optimal control of coupled spin dynamics in the presence of relaxation and
dispersion in the natural frequencies of the spins. This work leads to the development of
relaxation-optimized pulse sequences that work for a broad range of frequencies of coupled
56x5.1 control of dissipative quantum dynamics 57
spin pairs and makes the sequences applicable for multidimensional experiments in protein
NMR spectroscopy.
The main control problem we want to address in this chapter is stated as follows.
Problem 5 Consider a control system
_ X(t;!) = A(t;!)X(t;!); (5.1)
where
X(t;!) =
2
6
6 6 6
6 6 6
6 6 6
4
z1(t;!)
x1(t;!)
y1(t;!)
y2(t;!)
x2(t;!)
z2(t;!)
3
7
7 7 7
7 7 7
7 7 7
5
; A(t;!) = ¼
2
6
6 6 6
6 6 6
6 6 6
4
0 ¡v(t) u(t) 0 0 0
v(t) ¡ka ¡! ¡J ¡kc 0
¡u(t) ! ¡ka ¡kc J 0
0 J ¡kc ¡ka ! ¡u(t)
0 ¡kc ¡J ¡! ¡ka v(t)
0 0 0 u(t) ¡v(t) 0
3
7
7 7 7
7 7 7
7 7 7
5
:
Here, ka and kc are relaxation rates, J is the coupling constant, and the parameter ! 2
[¡B;B], B 2 R+, and u(t), v(t) are controls whose amplitudes can be made much larger
than B, i.e., ju(t)j;jv(t)j À B. Find u(t) and v(t) that steer this continuum of systems
from X0 = (1;0;0;0;0;0)T ! XF = (0;0;0;0;0;´) maximizing
J =
Z B
¡B
´2(!)d!:
This chapter is organized as follows. In the following section we recapitulate the ba-
sics of quantum mechanics and the dissipation in open quantum systems. In Section 5.2,
we introduce the cross-correlated relaxation-optimized pulse (CROP) sequences (Khaneja
et al. (2003a)) and its special case, relaxation-optimized pulse elements (ROPE) (Khaneja
et al. (2003b)), for transferring coherence between coupled spin pair when the frequency of
this spin pair is known. Then, in Section 5.3, we present the broadband transfer schemes
for CROP and ROPE as well as the resulting broadband relaxation-optimized polarization
transfer experiments (Khaneja et al. (2004); Frueh et al. (2005)). We then show how meth-
ods of dynamic programming can be used to compute various parameters characterizing
these broadband pulse sequences.
5.1 Control of Dissipative Quantum Dynamics
In practice, the quantum system of interest interacts with its environment, which results
in signal loss and imposes fundamental limitations on our ability to coherently controlx5.1 control of dissipative quantum dynamics 58
quantum mechanical phenomena. In this section, we summarize the basics of the control of
closed and open quantum systems (Khaneja and Glaser (2003)). We then study an isolated
two-spin system in the presence of relaxation, which is the main system for our study in
this chapter.
5.1.1 Control of Closed and Open Quantum Systems
According to the postulates of quantum mechanics, the evolution of the state of a closed
quantum system, represented by a vector jÃi, is unitary and is governed by SchrÄ odinger
equation (~ = 1)
djÃ(t)i
dt
= ¡iH(t)jÃ(t)i;
where H(t) is the Hamiltonian of the system. Consider the ¯nite dimensional quantum
systems, we can split the Hamiltonian as
H = Hd +
m X
j=1
uj(t)Hj;
where Hd is the part of the Hamiltonian that is internal to the system called the drift or
free evolution Hamiltonian, and
Pm
j=1 uj(t)Hj is the part of the Hamiltonian that can be
externally changed. We call Hj the control or RF Hamiltonian and uj(t) is the control ¯eld.
Here, we will focus on optimal control of nuclear spin ensembles in NMR spectroscopy. The
state of an ensemble of quantum mechanical systems is represented by its density matrix.
Given an ensemble of quantum systems with the state vectors given by jÃki, k = 1;:::;N,
respectively, the density matrix ½ is de¯ned as
½ =
1
N
N X
k=1
jÃkihÃkj;
where hÃkj is the conjugate transpose of the vector jÃki. The density matrix of a closed
quantum system then evolves as
_ ½ = ¡i[H(t);½];
where [ ; ] is the matrix commutator. We will refer to the eigenvectors of Hd as the energy
eigenstates.
For open quantum systems, the evolution of the system is no longer unitary. The density
matrix of the system at any time t is related to the initial state ½(0) by a trace preservingx5.1 control of dissipative quantum dynamics 59
map (Kraus (1983))
½(t) =
X
k
Ek(t)½(0)E
y
k(t);
such that
P
k E
y
k(t)Ek(t) = I (The operators Ek are termed as Kraus operators). In general,
it is not possible to write an evolution equation in time for the Kraus operators and hence
the density matrix. However, in many practical applications of interest, the environment
(lattice) can be approximated as an in¯nite thermostat, whose own state never changes.
Under this assumption, also called Markovian approximation, it is possible to write the
evolution of the density matrix of the system (master equation) alone in the Lindblad form
(Lindblad (1976))
_ ½ = ¡i[H(t);½] + L(½); (5.2)
where the term L(½) is linear in ½ and models the relaxation or dissipation. Note that
H(t) is the system Hamiltonian and generates unitary evolution. All nonunitary relaxation
dynamics is accounted for by L. The general form of L(½) is
L(½) =
X
®
J®
·
V® ½V y
® ¡
1
2
V y
®V® ½ ¡
1
2
½V y
®V®
¸
; (5.3)
where the coe±cients J® contain the information about physical relaxation parameters (life-
times, relaxation rates) and V® are superoperators representing various relaxation mecha-
nisms (Once a basis is chosen, V® are just ¯nite dimensional matrices).
Relaxation phenomenon is broadly classi¯ed into two categories. Adiabatic relaxation
(decoherence) and non-adiabatic relaxation (dissipation). Let ½D be a density matrix which
is diagonal in the energy eigenstates. All the superoperators V¯ in (5.3) such that
·
V¯ ½DV
y
¯ ¡
1
2
V
y
¯V¯ ½D ¡
1
2
½DV
y
¯V¯
¸
= 0 (5.4)
constitute the adiabatic relaxation or the decoherence terms. This mode of the relaxation
does not e®ect the population of the energy eigenstates as no energy is exchanged between
the environment and the system, but phase correlations between energy eigenstates are
destroyed (represented by the o® diagonal terms in the density matrix when expressed
in energy eigenstates). The superoperators V¯ for which Equation (5.4) is not satis¯ed
constitute non-adiabatic mode of the relaxation in the system and bring the populations
to equilibrium, while destroying the o® diagonal terms in the density matrix. Energy is
exchanged between the system and the lattice.x5.1 control of dissipative quantum dynamics 60
5.1.2 Control of Isolated Two-Spin System in Presence of Relaxation
The system of major interest in this chapter is an isolated pair of heteronuclear spin-1
2
(spins that belong to di®erent nuclear species), denoted I (e.g., 1H) and S (e.g., 13C or
15N), with indirect interaction between them (mediated by the surrounding electrons). For
such a system, the Hamiltonian Hd is give by
Hd(t) = H0 + Hrf(t); (5.5)
where H0 is the static Hamiltonian and Hrf describes the e®ect of the applied radio-
frequency (rf) magnetic ¯eld. More details about Hrf will be given latter. The static
Hamiltonian is a sum of two terms
H0 = HZ + Hind;
where HZ is the Zeeman Hamiltonian for the spins I and S,
HZ = !IIz + !SSz;
and I® = ¾®­1, S¯ = 1­¾¯, with ®, ¯ 2 fx;y;zg. The matrices ¾x, ¾y, ¾z are the standard
pauli matrices and 1 is the two dimensional identity matrix. Hind is the Hamiltonian for
the indirect interaction between I and S. The general form of Hind for two spins is
Hind =
X
®;¯
J®;¯ 2I®S¯;
where I®S¯ = ¾® ­ ¾¯. The only e®ective part of this interaction in liquids is its average
over all relative orientations of the spins in space. In isotropic liquids it is of the form
Hind = 2¼J
©
IxSx + IySy + IzSz
ª
;
where J is the scalar coupling constant. In the weak-coupling limit (J ¿ j!I ¡ !Sj), the
indirect interaction Hamiltonian is simpli¯ed to the form (Goldman (1988))
Hind = 2¼JIzSz:
For heteronuclear spins I and S, the weak-coupling condition is always satis¯ed. Thus, the
deterministic Hamiltonian for our system is
H0 = !IIz + !SSz + 2¼JIzSz:x5.1 control of dissipative quantum dynamics 61
In a doubly rotating frame chosen speci¯cally for the spin pair I and S, i.e., the transfor-
mations
U(t) = exp(iHZt) = exp
h
i(!IIz + !SSz)t
i
;
and
¾(t) = U(t)½(t)Uy(t);
where ½ evolves according to (5.2), then ¾(t) evolves as (Liouville-von Neumann equation)
d¾
dt
= ¡i¼J [2IzSz + Hr
rf;¾] + L(¾);
where
Hr
rf = !x(t)Ix + !y(t)Iy
representing the control Hamiltonian in the de¯ned doubly rotating frame, and !x;!y are
the applied control ¯elds (rf magnetic ¯elds). L is the relaxation superoperator correspond-
ing to DD, CSA, and DD-CSA relaxation mechanisms.
We now look at the various dissipation mechanisms for this system. In liquid solutions,
the most important relaxation mechanisms are due to dipole-dipole interaction (DD) and
the relaxation caused by chemical shift anisotropy (CSA) of spins I and S as well as
their interference e®ects (e.g., DD-CSA cross correlation terms). Any magnetic nucleus in
a molecule generates an instantaneous magnetic dipolar ¯eld that is proportional to the
magnetic moment of the nucleus. As the molecule tumbles in solution, this ¯eld °uctuates
and constitutes a mechanism for relaxation of nearby spins resulting from DD interaction.
Chemical shifts are re°ections of the electronic environment that modify the local magnetic
¯elds experienced by di®erent nuclei. These local ¯elds are anisotropic; consequently, the
components of the local ¯elds vary as the molecule reorients as a result of molecular motion
and lead to CSA relaxation mechanism. Cross-Correlated relaxation refers to interference
e®ects between these two relaxation mechanisms. The Lindblad operator which captures
these decoherence mechanisms takes the form,
L(½) = kDD[2IzSz;[2IzSz;½]] + kI
CSA[Iz;[Iz;½]] + kS
CSA[Sz;[Sz;½]]
+kI
DD=CSA[2IzSz;[Iz;½]] + kS
DD=CSA[2IzSz;[Sz;½]]: (5.6)
The rates kDD, kI
CSA, kS
CSA represent autocorrelated relaxation rates due to DD relaxation,
CSA relaxation of spin I and of spin S, respectively, and the rates kI
DD=CSA and kS
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represent cross-correlation rates of spins I and S. These relaxation rates depend on various
physical parameters, such as gyromagnetic ratios of the spins, the internuclear distance, the
CSA tensors, the strength of the magnetic ¯eld, and the correlation time of the molecular
tumbling (Ernst et al. (1987)).
In the next section, we introduce relaxation-optimized pulse sequences, which corre-
spond to the optimal control problem of ¯nding the maximum e±ciency for the transfers
between two states,
Iz ¡! 2IzSz; (5.7)
under relaxation. This transfer is of central importance for two-dimensional NMR spec-
troscopy.
5.2 Relaxation-Optimized Pulse Sequences
We introduce two relaxation-optimized pulse sequences, cross-correlated relaxation-optimized
pulse (CROP) sequences and relaxation-optimized pulse elements (ROPE) (Khaneja et al.
(2003a,b)), which derive fundamental limits on how close an ensemble of spins can be driven
from its initial state to a desired target state in the presence of relaxation.
5.2.1 CROP and ROPE Sequences
The problem of ¯nding the maximum e±ciency for the transfer as in (5.7) under the evolu-
tion equation described in (5.6) can be formulated as the following optimal control problem
(Khaneja and Glaser (2003)).
Problem 6 Let
X(t) =
2
6
6 6 6
6 6
6 6 6
6
4
z1(t)
x1(t)
y1(t)
y2(t)
x2(t)
z2(t)
3
7
7 7 7
7 7
7 7 7
7
5
=
2
6
6 6 6
6 6
6 6 6
6
4
hIzi(t)
hIxi(t)
hIyi(t)
h2IySzi(t)
h2IxSzi(t)
h2IzSzi(t)
3
7
7 7 7
7 7
7 7 7
7
5
;
where hI®i(t) = TrfI®½(t)g and h2I®Szi(t) = Trf2I®Sz ½(t)g, with ® 2 fx;y;zg, represent
the expectation value of the operator I® and 2I®Sz at time t, respectively, and
ka = kDD + kI
CSA;
kc = kI
DD=CSA;x5.2 relaxation-optimized pulse sequences 63
denote the net autocorrelated and cross-correlated relaxation rates of spin I, respectively.
Here, the rates ka and kc are a factor of ¼ smaller than in conventional de¯nitions of the
rates, e.g., ka = 1=(¼T2), where T2 is the transverse relaxation time in the absence of cross-
correlation e®ects (Khaneja et al. (2003b)). Consider a control system _ X(t) = A(t)X(t),
where
A(t) = ¼
2
6 6 6
6 6 6
6 6 6
6
4
0 ¡v(t) u(t) 0 0 0
v(t) ¡ka 0 ¡J ¡kc 0
¡u(t) 0 ¡ka ¡kc J 0
0 J ¡kc ¡ka 0 ¡u(t)
0 ¡kc ¡J 0 ¡ka v(t)
0 0 0 u(t) ¡v(t) 0
3
7 7 7
7 7 7
7 7 7
7
5
:
Here u(t) and v(t) are controls corresponding to the rf ¯eld, and J represents the strength of
Hamiltonian coupling. Starting with X(0) = (1;0;0;0;0;0)T, what is the largest achievable
value of z2 and what are the corresponding u(t) and v(t) which achieve this transfer?
The maximum achievable value of z2, denoted as ´, is given by
´ =
p
1 + ³2 ¡ ³; (5.8)
where
³ =
s
k2
a ¡ k2
c
J2 + k2
c
:
The optimal transfer scheme (CROP) has two constants of motion (see Figure 5.1A). If l1(t)
and l2(t) denote the 2D vectors (hIxi(t);hIyi(t)) and (h2IxSzi(t);h2IySzi(t)), respectively,
then throughout the optimal transfer process the ratio
jl2(t)j
jl1(t)j
= ´;
is maintained constant. Furthermore, the angle ° between l1 and l2 is constant throughout
at the value
°¤ = tan¡1 1 ¡ ´2
(1 + ´2)cotµ
;
where µ = tan¡1 ¡J
kc . These constants determine explicitly the amplitude and phase of the
rf ¯eld for all t (Khaneja et al. (2003a)). In Figure 5.2A and 5.2B, the optimal rf amplitudex5.3 broadband relaxation-optimized pulse sequences 64
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Figure 5.1: The constants of motion of the CROP sequence. (A) Schematic repre-
sentation of the magnetization vector r1 = (hIxi;hIyi;hIzi) and the antiphase vector
r2 = (h2IxSzi;h2IySzi;h2IzSzi) in the common frame spanned by the standard Carte-
sian unit vectors i, j, and k. The vectors l1 and l2 are the projections of r1 and r2 into
the transverse plane, and ° is the angle between l1 and l2. (B) For the optimal CROP
trajectory (Khaneja et al. (2003a)), the unit vectors e1 and e2 in the direction of r1 and
r2 are orthogonal and together with e3 = e1 £ e2 de¯ne a speci¯c moving frame along the
optimal trajectory. (C) The pulse element R1(t) consists of a ¼ rotation of spin I around e1,
which leaves r1 invariant and inverts r2 (dashed arrow) and a ¼ rotation of spin S around
an arbitrary axis in the transverse plane, which also leaves r1 invariant and brings r2 back
to its initial position (solid arrow). Hence, R1 neither changes the ratio jl2j=jl1j nor the
angle °, which are both constants of motion for the optimal CROP trajectory.
and phase of a CROP sequence is shown as a function of time for the case kc=ka = 0:75
and ka = J.
In the limiting case when ka > 0 and kc = 0 (no cross-correlated relaxation), the optimal
e±ciency ´ is equal to
p
1 + k2
a=J2 ¡ ka=J < 1 and the optimal angle °¤ is ¼=2. The
corresponding controls u(t) and v(t) are the relaxation-optimized pulse elements (ROPE)
(Khaneja et al. (2003b)). Note that in this case, the transfer is only through the J coupling.
5.3 Broadband Relaxation-Optimized Pulse Sequences
The optimal transfer schemes of CROP and ROPE are designed for a single spin pair
with known resonance frequencies. Therefore, the above methods cannot be directly used
in spectroscopic applications with many spin pairs possessing a dispersion of Larmor fre-
quencies as described in Problem 5. In the limiting cases where cross-correlation rates
are either much smaller or much larger than the spin-spin coupling, modifying the nar-
rowband relaxation-optimized pulses into broadband transfer schemes is straightforward
through conventional refocusing techniques. However, in experiments where both coupling
and cross-correlation rates are comparable, the use of conventional refocusing methods for
making relaxation-optimized sequences broadband signi¯cantly reduces the transfer e±-x5.3 broadband relaxation-optimized pulse sequences 65
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Figure 5.2: Ideal (A, B) and approximate (C, D) implementations of an on-resonance
CROP sequence for ka = J and kc=ka = 0:75. Panel A shows the ideal rf amplitude
A(t) = ¡°IBI
1(t)=(2¼) (where °I is the gyromagnetic ratio of spins I) in units of the
coupling constant J and panel C shows a schematic representation of an approximate
CROP sequence consisting of 8 hard pulses of °ip angle ® = 21:5±. Panels B and D show
the phases '(t) of the ideal CROP sequence and its hard pulse approximation.
ciencies, as these methods eliminate either the spin-spin couplings or the cross-correlation
e®ects. In this section, we develop the broadband transfer schemes that can achieve the
e±ciency of relaxation-optimized sequences. We present these methods and the resulting
broadband relaxation-optimized polarization transfer experiments.
5.3.1 Speci¯c Trajectory Adapted Refocusing (STAR)
In this subsection, we develop speci¯c trajectory adapted refocusing methods, where refo-
cusing is performed in a moving coordinate system attached to an optimal trajectory, to
make the above principle of relaxation-optimized transfer applicable for a broad frequency
range, making these methods suitable for the spectroscopy of large proteins. A straightfor-
ward method of converting the smooth pulse shapes (as in Figure 5.2A) into a broadband
transfer scheme can be realized by the following steps:
(i) Given the optimal amplitude A(t) and phase '(t), of the on-resonance pulse (see
Figure 5.2A and 5.2B), we can approximate the smooth pulse shape as a sequencex5.3 broadband relaxation-optimized pulse sequences 66
of hard pulses with small °ip angles ®k separated by evolution periods of duration
¢k (compare Figure 5.2C). These are DANTE (delays alternating with nutations for
tailored excitation)-type sequences (Morris and Freeman (1978)). The °ip angle ®k
at time t is just
R t+¢k
t A(¿)d¿, with the phase given by 'k = '(t) (compare Figure
5.2D). The delays ¢k could be chosen in many ways. For example, they all may be
equal or can be chosen so that the °ip angles ®k are equal (compare Figure 5.2C).
(ii) Insertion of ¼ pulses in the center of delays to refocus the transverse components of
the spins makes the pulse sequence broadband (Reiss et al. (2003)) (see Figure 5.3
A-C).
Note that this method of making relaxation optimized pulses broadband is only ap-
plicable if one is using either just the couplings (as in insensitive nuclei enhanced by
polarization transfer (INEPT), Morris and Freeman (1979), or ROPE transfer) or just
the cross-correlation e®ects (as in standard cross relaxation-induced polarization transfer
(CRIPT), Bruschweiler and Ernst (1991), Dalvit (1992); or CROP transfer for J = 0) as
the transfer mechanism. For example, ROPE, which only use transfer through couplings,
can be made broadband in a straightforward way as explained above. Simultaneous ¼ ro-
tations applied to spins I and S in the middle of the evolution periods refocus the chemical
shift evolution while retaining the coupling terms (see Figure 5.3B). Note, however, that
such a pair of ¼ rotations will eliminate any DD-CSA cross-correlation e®ects that might
be present (Riek et al. (1999)). We have developed rigorous control theoretic methods
based on the principle of dynamic programming (Bellman (1957)) to construct the broad-
band relaxation-optimized pulse elements (BB-ROPE) in terms of a sequence of pulses and
delays in the section 5.4.
On the other hand, if J is very small or kc is close to ka (in which case transfer using
cross-correlation e®ects is very e±cient (see Equation (5.8)), it is desirable to use relaxation-
optimized sequences which only use cross-correlation e®ects for transfer (special case of
CROP when J = 0). Such a relaxation optimized transfer is characterized by a smooth
rotation Iz ! Ix and vice versa (¡2IxSz ! 2IzSz). Again such a transfer can be made
broadband as explained above. In this case the refocusing ¼ pulses are applied only to
spin I in the center of delays (see Figure 5.3C). By such pulses, cross-correlation e®ects are
retained but coupling evolution is eliminated (Riek et al. (1999)).
Therefore the advantage of the CROP sequence (which simultaneously uses both J cou-
plings and cross-correlation e®ects) would be lost in using this conventional strategy to makex5.3 broadband relaxation-optimized pulse sequences 67
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Figure 5.3: Di®erent methods for refocusing chemical shifts. (A) Architecture of broadband
relaxation-optimized pulse sequences, consisting of N periods of duration ¢k (shown in B-
D in more detail) and hard rf pulses with °ip angles ®k and phases 'k. (B) Chemical shift
refocusing scheme preserving transfer through J coupling but eliminating transfer through
the cross-correlated relaxation rate kc. (C) Chemical shift refocusing scheme preserving
transfer through kc but eliminating transfer through J. (D) STAR echo scheme preserving
transfer through both kc and J. In B-D, ¯lled bars represent 180± rotations around an axis
in the x-y plane, and empty bars represent 180± rotations around the tilted axes
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these sequences broadband. The key observation for making CROP transfer broadband is
that in the on-resonance CROP transfer scheme, the magnetization vector
r1(t) = hIxi(t) i + hIyi(t) j + hIzi(t) k
always remains perpendicular (see Figure 5.1A and 5.1B) to the net antiphase vector
r2(t) = h2IxSzi(t) i + h2IySzi(t) j + h2IzSzi(t) k;
where i, j, and k are the standard Cartesian unit vectors. Let e1, e2 denote unit vectors in
the direction of r1 and r2 and let e3 = e1 £ e2 denote the unit normal pointing out of the
plane spanned by e1 and e2.
Let R1(t) denote a ¼ rotation of spin I around e1(t) and a simultaneous ¼ rotation
of spin S around an arbitrary axis in the transverse plane. Observe that R1(t) ¯xes the
vectors r1(t) and r2(t) (see Figure 5.1C). Similarly, let R2(t) denote a ¼ rotation around
e2(t) and a simultaneous ¼ rotation of spin S around an arbitrary axis in the transverse
plane. R2(t) inverts r1(t) and r2(t), i.e., r1(t) ! ¡r1(t) and r2(t) ! ¡r2(t). We also de¯ne
R3(t) as a ¼ rotation around e3(t) which also results in r1(t) ! ¡r1(t) and r2(t) ! ¡r2(t).
Note that these rotations are special because they change neither the ratio jl2j=jl1j nor the
angle ° between the transverse components l1 and l2.
We now show how the rotations R1 and R3 can be used to produce a broadband CROP
(BB-CROP) sequence. Given the implementation of the on resonance CROP (Figure 5.2A
and 5.2B) as a sequence of pulses and delays (Figure 5.2C and 5.2D), the chemical shift
evolution during a delay ¢ can be refocused by the sequence (see Figure 5.3D)
¢
4
R3
¢
4
R1
¢
4
R3
¢
4
: (5.9)
The rotations R1(t) and R3(t) are de¯ned by using the optimal trajectory and keep changing
from one delay to another, as the vectors r1(t) and r2(t) evolve, which we refer to as STAR.
To analyze how this refocusing works, at time instant t we consider the coordinate system
de¯ned by e1(t), e2(t) and e3(t) (Figure 5.1B). The unit vector along z can be written as
ae1(t) + be2(t) + ce3(t). The chemical shift evolution generator Iz can be expressed as
Iz = aIe1 + bIe2 + cIe3;
and the evolution for time ¢
4 under the chemical shift takes the form expf¡i!(aIe1 +bIe2 +
cIe3)¢
4 g. Assuming that the R3 rotation is fast, so that there is negligible chemical shiftx5.3 broadband relaxation-optimized pulse sequences 69
evolution (and negligible relaxation) during the R3, the sequence ¢
4 R3
¢
4 produces the net
evolution
exp
h
¡ i!(aIe1 + bIe2 + cIe3)
¢
4
i
R3 exp
h
¡ i!(aIe1 + bIe2 + cIe3)
¢
4
i
= R3
n
R¡1
3 exp
h
¡ i!(aIe1 + bIe2 + cIe3)
¢
4
i
R3
o
exp
h
¡ i!(aIe1 + bIe2 + cIe3)
¢
4
i
= R3 exp
h
¡ i!(¡aIe1 ¡ bIe2 + cIe3)
¢
4
i
exp
h
¡ i!(aIe1 + bIe2 + cIe3)
¢
4
i
:
For delays ¢ ¿ 1
!, the e®ective evolution can be approximated by R3 expf¡i!cIe3
¢
2 g. Now
the rotation R1 can be used to refocus the remaining chemical shift evolution caused by
Ie3, by the complete STAR echo sequence as in (5.9). The e®ective evolution during the
period ¢ is
R1 exp
n
i!cIe3
¢
2
o
exp
n
¡ i!cIe3
¢
2
o
¼ R1;
i.e., chemical shift evolution is eliminated. Note, we assume that the frame fe1;e2;e3g does
not evolve much during the four ¢
4 periods so that the two R3 rotations are approximately
the same. Under this STAR sequence, the general coupling evolution expf¡i2¼JIzSzg and
the general Liouvillian evolution (containing cross-correlation e®ects) is not completely
preserved. In spite of this, the evolution of r1(t) and r2(t) for the CROP trajectory is
unaltered, because, for this speci¯c trajectory, the magnitude of the transverse components
l1(t) and l2(t) and the angle ° between them is not changed by application of these tailored
refocusing pulses. Since all evolution is con¯ned to transverse operators, the e±ciency of
the BB-CROP is unaltered by application of STAR pulses.
5.3.2 Practical Considerations
Rotations of 180± around tilted axes as required by the operations (R1 and R3) of the
STAR echo method can be realized in practice by o®-resonance pulses. For example, a
180± rotation around an axis forming an angle µ with the x axis can be implemented by a
pulse with an rf amplitude º1 and o®set ºo® = º1 tanµ with a pulse duration ¿p = 1=(2ºe®),
where º2
e® = º2
1 +º2
o®. At the start of the pulse, we assume that both the on-resonance and
o®-resonance rotating frames are aligned. In the o®-resonance rotating frame the axis of
rotation does not move. After the pulse, the o®-resonant rotating frame has acquired an
angle of Áo® = 2¼ºo®¿ relative to the on-resonance frame. For a pulse sequence speci¯ed
in the on-resonance rotating frame, this can be taken into account by adding the phase
Áo® acquired during a given o®-resonant 180± pulse to the nominal phases of all following
pulses on the same rf channel. Alternative implementations of rotations around tilted axesx5.4 dynamic programming method 70
by composite on-resonance pulses would be longer and could result in larger relaxation
losses during the pulses.
Under the assumption of ideal impulsive 180± rotations (with negligible pulse duration
and negligible rf inhomogeneity), the STAR approach realizes a broadband transfer of
polarization that achieves the optimal e±ciency as given in Khaneja et al. (2003a). However,
spectrometers are limited in terms of their maximum rf amplitude and homogeneity of the
rf ¯eld. Therefore, in practice, pulses have ¯nite widths and hence evolution (especially
relaxation) becomes important during the pulse duration. The e®ect becomes pronounced
as the number of 180± pulses is increased in order to keep the refocusing periods ¢k short
for a better approximation to the on-resonance CROP pulse. We observe that after a point
the loss caused by relaxation during pulse periods overshadows the gain in e±ciency one
would expect by ¯ner and ¯ner approximations of the ideal CROP trajectory. Furthermore,
dephasing due to rf inhomogeneity increases as the number of 180± pulses is increased.
Therefore, one is forced to ¯nd a compromise between the loss caused by a large number of
180± pulses versus: (i) the loss of e±ciency caused by a coarser discretization of the CROP,
and (ii) reduced bandwidth of frequencies that can be refocused by an increased duration
of the refocusing periods. When the number of refocusing periods becomes small, it is
important to ¯nd a good way to discretize the CROP pulse so as to maximize the e±ciency
of coherence transfer that can be achieved by a pulse sequence with a prescribed number of
evolution periods. We have developed the rigorous control theoretic methods based on the
principle of dynamic programming (Bellman (1957)), in the following section, to e±ciently
achieve this discretization. This method helps us to compute optimal approximations of
CROP sequences as a series of a small number of pulses and delays very e±ciently. These
theoretical results have been experimentally realized demonstrating signi¯cant enhancement
in the sensitivity of multidimensional NMR experiments of large molecules (Khaneja et al.
(2004); Frueh et al. (2005)). This has been a long-standing problem in the ¯eld of coherent
spectroscopy.
5.4 Dynamic Programming Method
We now explain the method of dynamic programming for ¯nding the optimal sequence
of pulses and delays that best approximates relaxation-optimized pulse sequences. The
method is best illustrated by considering the simpler case when there is no cross-correlation
in the system. In the absence of cross-correlation, the relaxation-optimized transfer ofx5.4 dynamic programming method 71
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Figure 5.4: Representation of the system variables r1;r2, the angles ¯1;¯2, and of the control
parameters u1 = cos¯1;u2 = cos¯2 in terms of the expectation values hIxi;hIzi;h2IySzi,
and h2IzSzi.
Iz ! 2IzSz is characterized by gradual rotation of the operator Iz ! Ix, followed by the
rotation 2IySz ! 2IzSz (Khaneja et al. (2003b)). The system follows the equation
d
dt
2
6 6 6
6 6
4
hIzi
hIxi
h2IySzi
h2IzSzi
3
7 7 7
7 7
5
= ¼
2
6 6 6
6 6
4
0 u 0 0
¡u ¡ka ¡J 0
0 J ¡ka ¡v
0 0 v 0
3
7 7 7
7 7
5
2
6 6 6
6 6
4
hIzi
hIxi
h2IySzi
h2IzSzi
3
7 7 7
7 7
5
:
Let r1 be the magnitude of in-phase terms, i.e. r2
1 = hIxi2 + hIzi2. Let ¯1 be the angle r1
makes with the transverse plane, i.e. ¯1 = cos¡1 hIxi
r1 . Let r2 measure the magnitude of the
total antiphase terms, i.e. r2
2 = h2IySzi2 + h2IzSzi2 and let ¯2 = cos¡1 h2IySzi
r2 (see Figure
5.4). Using rf ¯elds, we can exactly control the angle ¯1 and ¯2 and these are thought
of as control parameters as also shown in Figure 5.4. During the evolution of relaxation-
optimized pulse sequence (Khaneja et al. (2003b)) one of the ¯1 and ¯2 is zero, so we assume
(¯1;¯2) 2 ([0; ¼
2];0) [ (0;[0; ¼
2]).
Now, suppose we only have one evolution period, consisting of a pulse and delay, at our
disposal. We can compute this optimal pulse and delay so that at the end of the evolution
period, r2 is maximized. Starting with r1, r2 as de¯ned and a given choice of ¯1, ¯2 and ¿,
the values of r1(¿) and r2(¿) at the end of the period ¿ are
r2
1(¿) = e¡2¼ka¿ [r1 cos¯1 cos(¼J¿) ¡ r2 cos¯2 sin(¼J¿)]
2 + (r1 sin¯1)2;
r2
2(¿) = e¡2¼ka¿ [r2 cos¯2 cos(¼J¿) + r1 cos¯1 sin(¼J¿)]
2 + (r2 sin¯2)2: (5.10)x5.4 dynamic programming method 72
We write this as
¡
r1(¿);r2(¿)) = f(r1;r2;¯1;¯2;¿
¢
. We can maximize the expression in
(5.10) and ¯nd the optimal value of ¯1, ¯2, ¿ as well as the largest achievable value r2(¿).
This value depends only on the initial value r1 and r2, and we call it V1(r1;r2), the optimal
return function at stage 1 starting from r1, r2. This optimal return function represents the
best we can do starting from a given value of r1 and r2 given only one evolution period.
Given two evolution periods, then by de¯nition
V2(r1;r2) = max
¯1;¯2;¿
V1
¡
f(r1;r2;¯1;¯2;¿)
¢
:
The basic idea is, because we have computed V1 for various values of r1 and r2, we can use
it to compute V2. We then have in general
Vn(r1;r2) = max
¯1;¯2;¿
Vn¡1
¡
f(r1;r2;¯1;¯2;¿)
¢
:
Thus, the dynamic programming proceeds backward. We ¯rst compute the optimal return
functions V1 followed by V2 and so on. Computing Vk(r1;r2) also involves computing the
best value of the control parameters ¯1, ¯2, ¿ to choose for a give value of state r1, r2 at
stage k. We denote this optimal choice as ¯¤
1(r1;r2;k), ¯¤
2(r1;r2;k), ¿¤(r1;r2;k), indicating
that the optimal control depends on the state r1, r2 and the stage k.
In practice, the algorithm is implemented by sampling the [0;1] £ [0;1] square in the
r1 ¡ r2 plane uniformly into say 100 points. Each of these points corresponds to a dif-
ferent value of (r1;r2). By maximizing the expression in (5.10), we can compute the op-
timal ¯1, ¯2, ¿ for each of these points. This would give us ¯¤
1(r1;r2;1), ¯¤
2(r1;r2;1),
¿¤(r1;r2;1) as well as V1(r1;r2). Now to ¯nd V2(r1;r2) at these points, we sample the con-
trol space (¯1;¯2) 2 ([0; ¼
2];0) [ (0;[0; ¼
2]) and ¿ 2 [0; 1
2J] uniformly and compute the value
f(r1;r2;¯1;¯2;¿) for all of these samples ¯1, ¯2, ¿ and choose the one that has the largest
value V1
¡
f(r1;r2;¯1;¯2;¿)
¢
. This then is the best choice of control parameters if there
are two evolution periods to go. We also then obtain V2(r1;r2) = V1
¡
f(r1;r2;¯¤
1;¯¤
2;¿¤)
¢
.
We can continue this way and compute Vn(r1;r2). Now to construct the optimal pulse se-
quence consisting of N evolution periods, we just look at the value ¯¤
1(1;0;N), ¯¤
2(1;0;N),
¿¤(1;0;N) and evolve the system according to these parameters and get r1 and r2 at
the beginning of the stage N ¡ 1. But we also know ¯¤
1(r1;r2;N ¡ 1), ¯¤
2(r1;r2;N ¡ 1),
¿¤(r1;r2;N ¡1) which is then used to evolve the system for one more step and so on. From
the sequence ¯¤
1(r1;r2;k), ¯¤
2(r1;r2;k), ¿¤(r1;r2;k), k = 1;:::;N, the optimal °ip angles
can be immediately determined.
We used the above described dynamic programming algorithm for N = 5 and ka=J = 1,
to approximate ROPE (Khaneja et al. (2003b)) by ¯ve evolution periods. The phase andx5.4 dynamic programming method 73
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Figure 5.5: The expectation values of the operators hIzi;hIxi;h2IySzi and h2IzSzi as a
function of time (in units of 1=J) during the ¯ve-period relaxation optimized pulse sequence
(ROPE) obtained by using dynamic programming. The three phases of the ROPE pulse
sequence are depicted.
°ip angles of the pulses preceding the delay periods and the durations of the delay periods
are summarized in Table 5.1. The evolution of the various operators during the pulse
sequence are depicted in Figure 5.5. It is easy to identify the three phases of optimal
ROPE pulse. In phase 1, the operator Iz is transferred to the transverse plane. In phase
2, the magnetization is completely on the transverse plane, and ¯nally in phase 3, the
transverse antiphase magnetization is converted to longitudinal two spin order.
The problem of relaxation is ubiquitous in all applications involving coherent control of
quantum mechanical phenomenon. The work on minimum decoherence control of quantum
ensembles, as presented in this chapter, forms a new class of control problems. In recent
Table 5.1: Parameters of a ROPE pulse sequence consisting of ¯ve evolution periods for
ka=J = 1.
Flip angle (degree) Phase Delay (1=J)
18.95 y 0.1974
30.8 y 0.1180
63.7 y 0.0923
63.0 x 0.1180
28.0 x 0.19
18.6 x 0x5.4 dynamic programming method 74
years, spin dynamics in liquid and solid state NMR have been used for the purpose of
information processing (Gershenfeld and Chuang (1997), Cory et al. (1997), Ladd et al.
(2000)). The work introduced above is expected to impact this emerging ¯eld since the loss
of coherence in system dynamics due to unwanted couplings to the environment results in
a major challenge in building scalable quantum information processing devices. A conse-
quence of this work will be the development of relaxation optimized control methods for
manipulating the dynamics of networks of coupled spins.Bibliography
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