Bow-tie or hourglass structure is a common architectural feature found in biological and technological networks. A bow-tie in a multi-layered structure occurs when intermediate layers have much fewer components than the input and output layers. Examples include metabolism where a handful of building blocks mediate between multiple input nutrients and multiple output biomass components, and signaling networks where information from numerous receptor types passes through a small set of signaling pathways to regulate multiple output genes. Little is known, however, about how bow-tie architectures evolve. Here, we address the evolution of bow-tie architectures using simulations of multi-layered systems evolving to fulfill a given input-output goal. We find that bow-ties spontaneously evolve when two conditions are met: (i) the evolutionary goal is rank deficient, where the rank corresponds to the minimal number of input features on which the outputs depend, and (ii) The effects of mutations on interaction intensities between components are described by product rule -namely the mutated element is multiplied by a random number. Product-rule mutations are more biologically realistic than the commonly used sum-rule mutations that add a random number to the mutated element. These conditions robustly lead to bow-tie structures. The minimal width of the intermediate network layers (the waist or knot of the bow-tie) equals the rank of the evolutionary goal. These findings can help explain the presence of bow-ties in diverse biological systems, and can also be relevant for machine learning applications that employ multi-layered networks.
Introduction
Many natural and engineered systems show a bow-tie architecture (1, 2) . A bow-tie (also termed hourglass) architecture is a feature of multi-layered networks in which the intermediate layer has significantly fewer components than the input and output layers. The intermediate layer is called the "waist" (3), "knot" (1) or "core" (4) of the bow-tie and in generegulatory networks the 'input-output' (5) or 'selector' gene (6) . Bow-ties mean that the network is capable of processing a variety of inputs, converting them into a small set of universal building blocks and then reusing these building blocks to construct a wide range of outputs (see Fig. 1 ).
A bow-tie architecture is found for example in metabolic networks (1, (7) (8) (9) , where the large range of nutrients consumed by the organism is decomposed into a very small set of basic molecules (such as the twelve precursors of central metabolism including pyruvate, G6P, F6P, PEP, AKG, ACCOA (1, 10) ) from which the organism builds again all of its biomass including carbohydrates, nucleic acids and proteins. In the central dogma, a huge range of genes can be converted into their corresponding proteins via the same 20 amino acid intermediates. In mammalian signal transduction, a set of less than 10 pathways mediates information transfer between hundreds of possible input signals and the resulting expression changes in thousands of genes (10-13) -the same pathways are co-opted in different cell types to connect different inputs and outputs. The human visual system consists of multiple layers of signal processing, where hundreds of millions of photoreceptors in the retina fan in to only about one million ganglion cells (14) whose axons form the optic nerve. These in turn fan out to parallel processing pathways in the visual cortex that detect pattern, color, depth and movement (15) 1 . Some developmental gene regulatory networks have bow-tie structures in which a single intermediate gene ('input-output' or 'selector' gene) combines information from multiple patterning genes (the input layers) and then initiates a self-contained developmental program by regulating an array of output genes (5, 6) . Studies of other biological signaling networks such as epidermal receptor signaling (16) , GPCR signaling (17), signaling in both the innate (18, 19) and the adaptive immune system also documented bow-tie organizations (4, 20) .
Objects manufactured by humans do not evolve in the biological sense, however the ongoing process of technological innovation is thought to have shared features a with evolution (21, 22). Many non-biological networks show bow-tie architectures as well. This includes the world wide web (23), internet protocols (3), production pipelines and some economic systemssee Table 1 . Bow-ties in technology have, in a sense, evolved. For example, whereas in the past each machine had its own energy source (river for mill, fire for stove), in today's power grid a universal intermediate -220V 50Hz AC electricity -connects multiple input energy sources (coal, oil, solar etc.) to multiple output appliances (1) .
Bow-tie evolution in the context of internet protocol networks was studied by Akhshabi and Dovrolis (3) . Their model assumed that the node connectivity monotonously decreases between layers, namely protocols at the input layer are general in terms of their function (have many connections each), and become more and more specific towards the output layer (in which they often have only a single connection). Bow-tie structures are then a direct outcome of this inhomogeneity in properties between layers. Such assumptions are relevant for technological applications, but are not relevant in the biological context. We thus sought a biologically plausible mechanism.
We were inspired by recent advances in understanding the evolution of a different feature that is common to various biological networks -modularity. Using simulations, several studies showed that evolution under modular goals with rules that tend to eliminate connections spontaneously lead to modular structure (24, 26, (33) (34) (35) . This led us to ask whether one can find situations in which evolution spontaneously leads to bow-tie architectures.
Here, we study the evolution of bow-tie architecture using several simple models of multi-layered networks and biologically plausible evolutionary scenarios. We find that bow-ties evolve when two conditions are met: (i) the evolutionary goal has deficient rank; (ii) The effects of mutations on interaction intensities between components are described by a product rulenamely the mutated element is multiplied by a random number. Product-rule mutations are more biologically realistic than the commonly used sum-rule mutations that add a random number to the mutated element (36-42). For a detailed discussion of product-mutations, their biological relevance and their evolutionary effect, the reader is referred to an earlier work (24). We further show that the narrowest possible waist in the bow-tie is equal to the rank of the goal. We demonstrate this in simulations of evolution in several model systems.
Results

Simulations of multi-layered network models evolving towards input-output goals
We begin with the simplest model of a multi-layered network, namely a linear model, and then turn to non-linear models. Related models have been useful for understanding multilayered biological networks in diverse contexts (28, 33, 41, 43-52). We study feed-forward networks, namely connections are only possible between a node and any node at the next layer. Connections within layers or backward connections are not allowed. In the model, the interaction intensities between every two consecutive network layers are represented by a matrix. Thus, a network is described by L matrices
A , where the number of layers (including input layer) is 1 L  (Fig. 1) . The input-output relationship of the network is given by the product of these matrices, which represents the total transfer of signals from the first (input) to the last (output) layer.
We evolve these networks to fulfill a goal -a prescribed input-output relation given by a matrix G . The dimension of the goal matrix G corresponds to the number of system inputs and outputs output input DD  , The fitness of a network equals the distance between G and the product of the matrices (2) (1)
To evolve the networks, we use a standard evolutionary simulation framework (32, 53-55). Briefly, the simulation starts with a population of N networks, each described by L matrices. At each generation the networks are duplicated and mutated with some probability resulting in modified interaction intensities. A mutation means a change to an element of one of the matrices. Fitness is then evaluated for each structure in comparison to a goal. N individuals are then selected to form the next generation of the population, such that fitter individuals are more likely to be selected. This process is repeated, until high fitness evolves (see Methods section for more details).
Guided by studies on the evolution of modularity, we tested evolutionary situations which are biased to reduce or eliminate interactions. Such a mechanism is a product-rule mutation scheme in which elements of the matrices are multiplied by a random number drawn from a normal distribution (1, ) N  (as opposed to a sum-rule mutation where a random 6 number is added instead of multiplied) (24). Product-rule mutations are a more realistic description of the way that DNA mutations affect biochemical parameters than sum-rule mutations (36-42). Biological mutations are more likely to decrease existing interactions than to create novel ones that did not exist before (56-58). This property is captured by product-rule mutations (but not by sum-rule) (24). With this mechanism, evolution finds networks satisfying the goal which are highly sparse -that is, networks with a small number of significant interactions (24, 41). As controls, we also simulated evolution with sum-rule mutations (in which a random number is added to matrix elements).
Bow-tie architectures evolve when the goal is rank deficient
We tested evolution towards goals described by matrices with different ranks. The rank r is the number of linearly independent rows in the matrix. The rank of the goal matrix is full, if all rows of the matrix are independent. If some of the rows are dependent, the matrix has deficient rank -a rank smaller than the full rank. Deficient rank means that the input-output transformation maps inputs to a limited subspace of outputs, of dimension r . Below, we discuss the implications of this concept also for nonlinear systems. As an example of a 33  matrix with rank 1 r  consider the following matrix whose two last rows are given by a constant multiplying the first row:
The reason for testing rank-deficient matrices arises from the observation that they can be decomposed into a product of (generally non-square) matrices
, whose smallest dimension equals the rank of the goal, namely min ( )
Because the rank of the goal matrix is smaller than its dimension rD  , this decomposition is equivalent to a narrow waist, whose width is equal to the goal matrix rank r . As a simple example consider the 33  goal above. It is decomposable into a product of a column vector by a row vector: 
This decomposition represents a 3-layer network, whose intermediate layer has only one active node -namely has a bow-tie structure (see left scheme in Fig. 1B 1  L layers of nodes, whereas each matrix represents the interaction intensities between all nodes in two adjacent layers. If and only if G has deficient rank, it can be decomposed into a product of matrices having dimensions smaller than the goal dimensions. This means that the matrices represent a network with intermediate layers that consist of fewer active nodes than the number of inputs and outputs to the network. Otherwise, if the matrix has full rank, each layer must have a number of active nodes which is at least as large as the rank, making a bow-tie impossible in a case of full rank. This argument follows from the fact that matrix multiplication cannot increase rank, i.e. The narrowest layer in the network is termed the waist (3). The waist is narrow because of the low rank that allows compressing the inputs down to fewer nodes, and then computing the outputs based on those nodes. While in principle such deficient decompositions exist for every rank-deficient matrix, they constitute only a small fraction of all possible decompositions.
The existence of bow-tie representations still does not guarantee that evolution can find them among the infinite number of possible solutions. We therefore evolved networks towards rank-deficient goals, with and without the product-rule mutation scheme described above. We studied goals of dimension D  6-8 consisting of L  4-6 matrices, tested 4-8 different goals for each dimension, and evolved networks towards each goal in 100-3000 repeated simulations, each starting from different random initial conditions. We found that deficient-rank goal together with product-rule mutations gave rise to networks that satisfy the goal and show bowtie architectures. Full rank goals always led to evolved networks that satisfied the goal but had no bow-tie architecture at all, namely all layers had exactly the same number of nodes as the input and output layers. Rank-deficient goals with a different mutational scheme (sum rule mutations) could sometimes lead to architectures in which intermediate layers had fewer nodes than the input and output layers, but these were mostly not as narrow as the goal rank, regardless of run-time. . We simulated their evolution towards goals of different ranks between 1 and full rank (  r [1] [2] [3] [4] [5] [6] . We repeated the simulation 700 times for each goal starting from different random matrix initial conditions. We then analyzed the number of active nodes at each layer. Since in a numerical simulation we do not obtain exact zeroes, but rather very small values, we defined active nodes as nodes who, if removed (incoming and outgoing interactions of the node set to zero) have a larger than 0.1% relative effect on fitness (see Methods).
We find that the number of active nodes is smallest on average at the middle layer (Fig.  3) . The number of active nodes at this waist is most often equal to the rank of the goal (Fig. 2) , and never lower than this rank. The first and last layers are constrained to have exactly D active nodes by the definition of the problem. Not all runs however reached the most parsimonious configuration possible: they sometimes (~20%, see Table S1 ) showed more active nodes than the rank of the goal. For comparison, if the mutational mechanism is not biased to decrease interactions (i.e. sum-mutations) 94%-97% of the runs ended with mid-layer which had more elements than the rank of the goal (Table S1 ). We show a representative example of a network configuration obtained in simulation in Fig. 1C .
We tested the sensitivity of this mechanism for bow-tie evolution to model parameters. A bow-tie was obtained under a wide range of values of selection intensity, mutation size, mutation rate and population size that spanned 1.3 decades (mutation rate) to 2 decades (mutation size) (Fig. 6 , see SI Appendix for more details). We also tested the sensitivity of the structure obtained to the evolutionary goal by comparing simulation results with different goals having the same rank. We find that the location and width of the waist are insensitive to the choice of the goal (see Fig. S9 in SI Appendix).
We tested the location of the waist in simulations of multi-layered networks with equal number of inputs and outputs (
). While in principle the waist could reside at any layer between the input and output layers, in practice, it falls most often in the middle layer. Intuitively, this can be explained by symmetry considerations: The mutational mechanism works uniformly on all layers to eliminate connections. While the dimensions of the goal matrix constrain the number of active nodes at the network boundary layers (input and output), connections near the middle layer are least "protected" and thus mostly prone to removal, resulting in the network waist being on average in the middle layer.
"Noisy rank" also leads to bow-tie architecture
We next tested the effect of adding random noise to the rank-deficient goal matrix. This produced matrices that are 'almost rank deficient': full rank, but with some of the eigenvalues close to zero. The noise strength is given by the difference between the norms of the noisy and clean goals divided by the norm of the clean goal (see Methods). We find that for noise strength up to about 1%, bow-tie architecture with middle layers whose width equals the goal rank were reached in most simulation runs, just as in the absence of noise. Thus, our evolutionary simulation is robust to small perturbations to exactly rank-deficient goals -see Fig. 4 for illustration and compare to Fig. 2 with no noise. The median waist size increased above the clean rank when noise intensity increased above 1% (see Figs. S14-S15 for the dependence of bow-tie on the noise level). We also find that adding noise to the evolved matrices, simulating biological noise in network components, does not affect the results as long as noise is not too large (data not shown).
Nonlinear information transmission
Finally, we asked whether the present mechanism would apply in a nonlinear network model. While goal rank is a straightforward measure of dimensionality in linear systems, the concept of rank is more elusive when it comes to nonlinear systems. Yet, one can intuitively think that a similar concept could exist there too. To test this hypothesis we employed a wellstudied problem of image analysis using a widely used molde: percepton nonlinear neural networks (60, 61). In this problem each node integrates over weighted inputs and produces an output which is passed through a non-linear transfer function,
A and
T are the weights matrix and corresponding set of thresholds in the l -th layer, and
u is the set of inputs propagated from the previous layer (see Methods).
We evolved the networks towards a goal of identifying features in a 22  retina with Boolean pixel values ( Table S1 in SI Appendix). For comparison, simulations with a mutation rule that was not biased to eliminate interactions (sum-rule) were much less likely to lead to networks with a narrow waist (this was observed in only 45% of runs). Detailed statistics over 500 runs of network structures obtained with either mutational scheme is presented in Fig. S12 .
Discussion
We studied the evolution of bow-ties in layered networks. We find that bow-ties evolve spontaneously when two conditions are met: the goal has deficient rank and the effect of mutations on interactions is well-approximated by a product-rule. The size of the narrowest layer -the waist of the bow-tie -is bounded from below by the rank of the goal. We find the evolution of narrow waists in a wide range of evolutionary parameters, in both linear and nonlinear multi-layered network models.
The concept of rank is defined clearly in the case of matrix-like goals and linear transfer functions. In more complex situations, such as the nonlinear retina problem and gene regulatory networks, the rank corresponds to the minimal number of input features on which the outputs depend. One may hypothesize that in the case of probabilistic time dependent signaling in cells and nervous systems, rank may be related to the information theory measure of information source entropy. This is the minimal number of bits which is sufficient to encode the source (62). A natural information source ("input") -such as biological signals -is often redundant. Its compression (source coding) can shorten the description length while still preserving all the necessary information ("waist"). In analogy to the goal rank, the shortest possible description equals the source entropy. The present results can supply an operational definition of the goal rank in a layered nonlinear system -the minimal evolved waist under the present assumptions (63-69).
The present findings suggest that the proposed evolutionary mechanism leading to bowties is robust to small perturbations to exactly rank-deficient goals. This ability to distinguish dominant from negligible matrix eigenvalues is useful in analysis of high-dimensional datasets. It is proposed that bow-ties may be a natural dimensionality reduction mechanism of biological systems. For example, a recent study characterized the response repertoire of apoptotic signaling and found that the seemingly large space of inputs reduces to only a handful of significant 'biological axes' (70).
Bow-tie structures are also common in multi-layered artificial neural networks used for classification and dimensionality reduction problems. While there are parallels in the functional role of bow-ties there with the biological bow-ties which are the focus of this study, these neural networks are designed a priori to have this structure. Multi-layered neural networks often use an intermediate (hidden) layer whose number of nodes is smaller than the number of input and output nodes (25, 71). There, the role of the hidden layer is to capture the significant features of the inputs. The favorable usage of bow-tie structures in neural networks suggests that often the number of important features is lower than the number of inputs (60). The transformation between input and hidden layer was shown to map the data into a space in which discrimination is easier (72, 73) . Recently, detailed mappings of signaling networks suggested a similar role for small molecules in GPCR signaling of mammalian immune cells (17). There, a narrow intermediate network layer works as a classifier that can match the corresponding output to a large set of different inputs.
Taken together, our results suggest a first mechanism for the evolution of bow-tie architectures in biology and a way to quantitate the rank of the evolutionary goals under which they evolved.
Materials and Methods: Evolutionary simulation
Simulation was written in Matlab (53-55). All source codes, data and analysis scripts are freely available in a permanent online archive at XXX (upon paper acceptance). We initialized the population of matrices by drawing their 2  N LD terms from a uniform distribution. Population size was set to 100  N . Each "individual" consists of a set of L matrices. In each generation the population was duplicated. One of the copies was kept intact, and elements of the other copy had a probability p to be mutated -as we explain below. Fitness of each of the 2N individuals was evaluated by
|| ||  denotes the sum of squares of elements (74) . The best possible fitness is zero, achieved if
Otherwise, fitness values are negative. In the figures we show the absolute value of mean population fitness, which is the distance from maximal fitness. We constructed the goal matrices from combinations of zero and 10 terms. We tested goals of different ranks and different internal structures and found no sensitivity for goal details other than its rank (see SI Appendix).
N individuals are selected out of the 2N population of original and mutated ones, based on their fitness (see below). This mutation-selection process was repeated until the simulation stopping condition was satisfied (either a preset number of generations or when mean population fitness was within 0.01 of the optimum).
Mutation:
We mutated individual elements in the matrix. We set mutation rate such that on average 20% of the population members were mutated at each generation, so the probability of each matrix element to be mutated was 2
. LD
This relatively low mutation rate enables beneficial mutants to reproduce on average at least 5 generations before an additional mutation occurs.
We randomly picked the matrix elements to be mutated. Mutation values were drawn from a Gaussian distribution (unless otherwise stated). The mutated matrix element was then multiplied by the random number:
. In simulations we used  in the range 0.01-1. Maximal achievable fitness and the time-scale to convergence depend on the mutation frequency and size, as demonstrated in our sensitivity test (see SI Appendix).
Selection methods:
We used tournament selection with group size 4 s  (see (55) chap. 9). In a previous work we tested 2 other selection methods (truncation-selection (elite) (53) and proportionate reproduction with Boltzmann-like scaling (41, 50, 75)) and found that all three methods gave qualitatively very similar results with only a difference in time scales.
Noisy goals
In order to test the effect of noisy rank we added a low amount of noise to the goals used in the previous simulations. We used goals with ranks 1, 2 and 3 whose terms were either 10 or 0 and then added a uniformly distributed noise in the range [0, 0.1] (  0.029). We define the noise level as the absolute value of the difference between the norms of the noisy and clean goals 12 divided by the norm of the clean goal:
where G is the 'clean goal' and * G is the noisy one. As norm we took the sum of squares of all matrix terms. At every repeat of the simulation we added a different noise realization with the same statistics. The noise (and thus the evolutionary goal) was fixed throughout any given run. The noise intensity was calculated separately for each run. The values presented are averaged over all runs considered in the analysis.
Data analysis:
Repeated simulations were run using the same parameters, where at every single run the Matlab random seed was initialized to a different value. Consequently, each run starts from different initial conditions and uses different mutational realizations. In the analysis, we checked whether the runs converged. Only runs that gave results within 0.01 from the optimum were considered in the analysis. We then analyzed in each run the number of active nodes in the layer (see below). In the figures we show either the median number or histogram of active nodes per layer. 
FF between all nodes located at the same layer. A node whose relative effect on fitness is less than 0.1% is considered inactive.
Retina problem
We tested the evolution of bow-tie network in this non-linear problem which resembles standard neural network studies (34, 60, 76). We defined a problem with 4 inputs and 4 outputs and 2 internal processing layers consisting of 4 nodes each. The inputs represent a 4-pixel retina, where each pixel could be either black or white, as described in the results section.
The evolutionary simulation followed a similar procedure to the linear problem described above. Mutation, selection, and data analysis methods were similar to the ones used in the linear problem as described above. The main difference is that the output of each layer was not a linear function of the inputs as before, but rather a non-linear function Only runs that reached fitness within 4 
10
 of the optimum were considered in the analysis. The fitness was defined as the difference between the network output and the desired output, in similarity to the linear model and then averaged over all possible input/output pairs.
The retina simulation was written in Wolfram Mathematica. We initialized the population of matrices and corresponding thresholds by drawing their N × LD(D +1) terms from a uniform distribution in the range [-2,+2]. Population size was set as N =100. In each generation the population was duplicated. One of the copies was kept intact, and elements of the other copy had a per-term probability p  0.2 to be mutated. The mutation was implemented through multiplying the mutated term by a random number drawn from a normal distribution with mean 1 and std 0.5 (thus a probability of about q  0.02 to change sign).
To determine active nodes in this case, we begin by setting each weight to zero in its turn
A  leaving all other terms intact. This procedure was not applied to the threshold values ,
T , because a node may be left in the network, even if no inputs are propagated through it from an upper layer. In these cases the role of such a node is to introduce a constant bias set by its threshold. We then calculate the fitness value of the modified network F and define the difference compared to the original fitness value: ||    F F F . We compare DF / F between all weights located at the same layer. A network interaction whose relative effect on fitness is less than 4 
 was set to zero. A node whose entire set of outgoing weights was set to zero was considered inactive. 1 l  . Node layer 1 is the input signal, and node layer 1 L  is the output. In general, every node could be connected to every node in the next layer -as in the rightmost scheme. A bow-tie is a situation in which in one or more of the middle layers some nodes are disconnected from the rest of the network. This forms a narrow layer, termed "waist" -as exemplified in the left and middle schemes. A bow-tie architecture is captured by interaction matrices in which some rows/ columns are zero. The number of non-zero rows/ columns corresponds to the width of the waist layer. (C) An example of bow-tie networks (simulation results): An example of simulation results with L =4 interaction layers (5 node layers), demonstrating a bow-tie of width 1 at the middle layer. The network structure is shown on the left (only active nodes shown) and the interaction intensities are shown on the right using a color code (white -no interaction, blackstrong interaction).
Fig. 2 -Product-rule mutations and goal which is not full rank can lead to bow-tie architecture.
We show simulation results of networks with 4 L  (5 layers of nodes) and 6 nodes in each layer ( 6 D  ). We performed 4 different sets of repeated simulations with goals of different ranks =1,2,3 or 6. We illustrate the histograms of layer width for each set of runs. Each column in this figure shows simulation results for a different goal, and each row shows a different network layer. The number of active nodes in middle layers varies depending on the goal. The minimal number of nodes in intermediate layers ("waist") is bounded from below by the rank of the goal. The waist width could be higher than the rank, because not all runs reach the most minimal configuration, but it cannot be lower. For example, it can be as low as 1 if the goal rank equals 1 (left column), but it is always 6 if the goal is full rank, demonstrating that no bow-tie can evolve with a full-rank goal. Simulation parameters: 3000 repeats for rank 1 and 2, 1500 repeats for rank 3 and 700 repeats for rank 6. Only runs that reached a fitness value less than 0.01 from the optimum were considered in the analysis. Product mutations were drawn from a We show simulation results when the goal consisted of a matrix of deficient rank (1, 2 or 3) to which some level of noise was added (see Methods), so mathematically speaking goals had full rank, such that some of the eigenvalues were relatively small. Remarkably, here too a bow-tie architecture evolved, however the width of the waist was not as narrow as if the goal had exact noiseless deficient rank (compare to Fig. 2 ). For each goal rank we calculated layer activity statistics based on 1500 different runs (each having a different goal, but with same noise statistics). Noise level here was 1% (averaged over all runs analyzed) for all ranks. This result demonstrates that the evolutionary process can expose a deficient goal rank even when noise is added, as is expected to be the case in realistic systems. Other parameters are the same as in Fig. 2 . The retina has four inputs (one for each pixel, that can be either black or white), four outputs and two internal processing layers. The retina is evolved so that its outputs detect whether there is (i) an object on the left side (at least one pixel in the left column is black), (ii) on the right side (at least one pixel in the right column is black), (iii) left AND right objects, (iv) left OR right objects, correspondingly. Inset: in contrast to previous problems, here each node performs a nonlinear transformation of the sum of weighted inputs: Apparently, two bits of information are sufficient to fully describe the four required outputs in this model. Indeed, the network evolved so that it has only two active nodes in the second layer (red circles). Real data is fed to upper layers ("encoder").
"bottleneck"
Reconstructed data which is the product of the lower layers ("decoder"). 
Sensitivity to parameters
Evolutionary simulations results depend on a number of key parameters. Here we tested the sensitivity of our simulation results: the emergence of bow-tie structures with narrow intermediate layer, best population fitness reached and fitness temporal trajectories and to the following simulation parameters:
1. Selection intensity (size of tournament) 2. Mutation size 3. Mutation rate 4. Population size.
All parameters affect both the speed of fitness convergence and the final fitness value achieved to some extent. Bow-tie width was found insensitive to the selection intensity and weakly sensitive to population size. It showed some dependence on mutation size and rate. Yet, bowties did evolve under a broad range of values for all these parameters.
Parameters for all runs: 
Here we detail the values tested for these parameters and the default value used otherwise. Default population size was 100. In runs testing population size effects we tested the values 50, 100, 250, 500.
In the following we illustrate examples of temporal fitness trajectories (population mean) and histograms of layer width with different parameter values.
Selection intensity
Selection intensity had a negligible effect on the bow-tie structure, and was mainly affecting the speed of convergence to better fitness (see Figs. S1, S2). The stronger is the selection (larger tournament size), the closer is the fitness to the optimum at a given number of generations. Note that the figures show the absolute value of fitness (which is the distance from the optimum) -so the curves are monotonously decreasing. 
Mutation size and rate
Examining the effect of mutation size and rate on temporal fitness trajectories, one notices two phases: fast convergence at the first phase followed by slow convergence at the second phase. The larger is the mutation size / rate the faster is the fitness convergence in the initial phase, but it is then "stuck" at a fitness value which is further from the optimum in the second phase. This can be thought of as a "noise floor" defined by the mutations (see Figs. S3 and S5 ).
Generally, all values of mutation size and rate tested show a bow-tie architecture. The smaller is the mutation size (the higher the mutation rate) , the closer is the width of the bow-to the minimal size possible. In this case the rank of the goal was 2, which defines the minimum -see Figs. S4, S6. population size Population size also showed different effects on the two phases of fitness trajectories, in similarity to mutation size and rate. The larger is the population, the slower is the fitness convergence at the first phase. The second phase was highly variable and at different repeats of the simulation different population sizes reached the best fitness (Fig. S7 ).
Bow-tie width showed a weak dependence on population size.
In the smallest population size tested (N=50) the bow-tie obtained was not as narrow as the goal rank allows. However, between the other 3 population size values tested (100, 250, 500) there only little difference (Fig. S8 ). 
The emergence of bow-tie is insensitive to the internal goal structure (as long as the rank remains intact)
We compared the network structure obtained with different goal matrices that have the same rank but different internal structure. In particular we were interested whether the number of zeroes can affect the structure obtained. We found that the steepness of active node decline towards the waist can be affected. However the width and location of the waist layer are insensitive to the exact number of zeroes in the goal -See Fig. S9 for illustration. Matrices used as goals were: 
Layer width is insensitive to the internal goal structure, as long as the rank doesn't change. Simulation results showing layer width statistics for goals that all have rank 4, but different number of zero terms, where all other parameters remain intact. Statistics is based on 500 different runs for each goal structure. Only runs that converged to fitness value within 0.01 from the optimum were considered (# runs analyzed = {488 498 390 497}, correspondingly). Simulation parameters: D=6, L=8. Simulations were run for 100,000 generations.
Sum-mutations are less likely to lead to narrow bow-tie structures compared to product-mutations
We show for control the results of a similar evolutionary simulation in which sum-mutations were used instead of product mutations (and all other simulation parameters are intact). The sum-rule is the commonly used addition of a normally distributed random number to a randomly chosen element of the matrices, which represents a mutation in the intensity of a single interaction between network components,
In contrast, under product-rule mutations, an element of the matrix is multiplied by a random number drawn from a normal distribution with mean 1:
comprehensive comparison of sum and product mutation rules the reader is referred to an earlier work (24). Here we compare the distributions of connection intensities obtained under these two mutational schemes in our problem (Fig. S10) . Product-mutations result in a distribution that has broader tails towards both high and low-values, which explains why more connections vanish and more nodes become inactive under product-mutations.
We analyze the number of nodes per network layer over repeats of the simulation. Ranks of the goals tested were 1 and 2. While under product-mutations a waist of width 1 evolved in the middle layer in most runs, here under sum-mutations its width was typically 3-4 (see Fig S11 and Table S1 below for summary of simulation results).
Similarly, in the nonlinear retinal problem network structure obtained under sum-mutations did not have as narrow a waist as with product-mutations (see Fig S12 for statistics of network structures under the two mutational schemes).
Fig S10: Sum mutation connection intensities exhibit a much narrower distribution compared to product mutations -note that the x axis is the logarithm of the absolute value of connection intensities. Histograms were produced by taking all matrix terms from 100 independent runs for each mutation type. Parameters: D=6, L=4, which results in 14,400 terms in each case. Red line designates the log of the median for each distribution. Fig S11: Sum-rule mutations do not lead to a narrow bow-tie for rank-deficient goals, as product-mutations do. We show here layer width statistics for goals of rank 1 (left column) and 2 (right column). Statistics is based on 360 repeats for each goal. Simulation was run for 100,000 generations each time. All runs converged to fitness value within 0.01 from the optimum. Table S1 : Fraction of runs that did not reach a bow-tie configuration with a layer as narrow as the goal rank under either product or sum mutations for both linear and nonlinear models.
(*) -Runs were considered in the analysis only if they reached within 0.01 (or less) than the optimal fitness possible.
(**) -In the case of rank equal to 6 all network configurations must have 6 nodes at each row. Since this is also the dimension of matrices, it is not possible to have a number of nodes which is larger than the rank.
A bow-tie evolves even if the product-mutations can change interaction sign
We tested the evolutionary simulation with product mutations that were drawn from a broader normal distribution N(1,0.5) that has probability of 2% to change the sign of the mutated element. Here too bow-ties evolved. For detailed statistics of simulation results with goals having ranks 1, 2, 3 see Fig S13 below.
Fig S13: Bow-ties evolve even when the mutations have a significant probability to change the interaction sign.
Here we drew product-mutations from a broader distribution N(1,0.5), from which 2% of the mutations would change the sign of the mutated element. We show here layer width statistics for goals of ranks 1, 2 and 3. Other simulation parameters are intact. Specifically the per-term mutation rate is 0.0014. Statistics is based on 425 independent runs for each rank. Runs were stopped when the fitness reached within 0.01 of the optimum. All runs reached this limit. 
Bow-tie dependence on noise level added to the goal
We tested the ability of the evolutionary mechanism to filter out noise added to the goal, by varying the noise level. In Fig S14 we illustrate the width of the bow-tie obtained vs. the noise level added to a goal whose "clean rank" was 1. See noise level definition in the Methods Section (main text).
The noise was drawn from normal distributions with different standard deviation values (0.1, 0.2, 0.5, 1). Noise terms were drawn independently for each repeat of the simulation, such that the evolutionary goal was slightly different for each run (but didn't change during the course of the run). Results are based on 780 independent runs for each noise level. 
