Abstract. The similarity computation has an important influence on the performance of the personalized recommendation system. Due to the sparsity of the data in the recommendation system, the traditional similarity measurement method can not achieve the desired results. Sparse scoring similarity measurement method based on the Bhattacharyya measure has achieved good results. In this paper, the score similarity measure is introduced. Then, a method to improve the similarity measure based on the Bhattacharyya measure is presented. Taking into account all the items of the two users' score, and according to the score to distinguish between the user is really interested in the project.
Introduction
Recommendation system has become an indispensable part of the current e-commerce field. Recommendation algorithm is the most important part of the system. Collaborative filtering algorithm is the most successful algorithm in the recommendation system [1, 2] . Its advantage is independent of the domain and have a higher accuracy. Collaborative filtering algorithms can be divided into two categories: model based approach and neighbor based approach.
In the model Based approach, a model is learned from the training data using machine learning and other techniques, and the model is used to predict the score [3, 4] . The main advantage of this approach is that once the model is set up, it is no longer needed to access all user data [5, 6] . Neighbor based approach is relatively simple, direct, and has no learning phase. So this approach receives feedback from new users to provide a direct response [7] .
Similarity Measurement in Recommendation Systems
In the personalized recommendation algorithm, the distance between two users or two items and their correlation coefficient are used to measure the degree of similarity of them. The distance also can be regarded as the correlation between them. In order to improve the recommendation accuracy of neighbor based collaborative filtering algorithm, many researchers have introduced different methods to solve the problem of data sparsity and cold start problem in the last few years [1] . In reference [8] , two types of similarity are introduced to alleviate the problem of sparse scoring data, thus, local and global neighbors are combined to predict the score [9] . Kim proposed a similarity measure method to solve the cold start problem [10] . However, this method uses the traditional similarity measure method to predict the score. Bobadilla proposed many methods to solve these shortcomings of the traditional measurement methods [11] . Reference [12] proposed a method based on the singular value, which combines the MSD related percentage and the percentage of non-related percentage. Reference [13] presents the use of a digital score (information) of two users and the distribution of ratings to calculate similarity. These methods also suffer from the problem of less common score items. As a result, they are not suitable for sparse data.
Bhattacharyya Measure
In order to make use of the scores in the non co rated items, Bhattacharyya distance is introduced for personalized recommendation technology and to calculate user similarity. It was verified to be applicable for sparse rating data set.
In statistics, Bhattacharyya distance is used to compute the similarity between two continuous or discrete probability distributions [14] . The calculation method is closely related to the Bhattacharyya coefficient. It can be used to measure the correlation between the two groups of samples. It is widely used in the field of signal processing, image processing and pattern recognition [15] . It is used to calculate the similarity between two probability distributions. If p 1 (x) and p 2 (x) are two continuous probability distributions, the distance between them (BC) can be calculated using the following formula.
(1) If p 1 (x) and p 2 (x) are two discrete distributions, the distance between them can be calculated using the following formula:
2) The similarity measure method based on the distance uses local and global scoring information. Local information is calculated using the correlation between the user ratings, and the global information is extracted from the similarity between items. Global information using the PAP distance to calculate the distance to calculate the distance of the two distributions [16] , it can solve the problem of sparse data in the recommendation system.
Sparse Scoring Similarity Measure Based on Bhattacharyya Measure
BCF method in the calculation of the similarity between the two users, not only the use of a common project on the score, but the use of all the scores of two users. BCF combines local and global similarity to obtain the final similarity. Assuming I U and I V are the user U and V evaluation of the project collection. There may not be a common score between them. The similarity between them is determined by the BC coefficient of the overall similarity of the score project and the local similarity between the two items. Local similarity plays an important role in providing local user information. Local similarity provides positive correlation and negative correlation. The following formula can calculate the local similarity between the two scores. 
where r is the median score, I U is the user U score of the project set, r Uk is the user U of the project k score.
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In order to provide a greater importance to these projects, the Jacc similarity is added to the s(U,V), adjustment of the formula is as follow. BCF can be a very good work in sparse environment score, but due to the method in computing similarity local time, considering all of the items of the two user score, and did not distinguish between according to the score to distinguish users are really interested in the project. Starting from this point of view, the BCF method was improved, and further improve the accuracy of the method recommended, due to the improvement of the method, a substantial reduction in the amount of computation required, so the improved method can not only reduce BCF recommend error, also can reduce the time complexity of the BCF. User in to the project to score if to the project played a much lower than the average rating scores, it indicates that the users of the project is not like; if the fight to project a much higher than average rating score, it indicates that the users of the project was very fond of, the two expressed users of the project a strong level of interest (like or don't like). But if the user has played a close to the user's average score to a project, this time can not reflect the extent of the user's interest, the user may not be too concerned about. When using this kind of project to calculate the similarity, it will blur the user's interest preferences, so we only consider the part of the project score to calculate the similarity between users.
Improved Algorithm
Step 1: The user score and the average score of the user to do the difference and take the absolute value, get the score difference.
here, R ij is the jth items of user rating vector 12 ( , ,..., )
 is the mean value of the user rating.
* ij R is the user i score with the average difference between the maximum of the jth items of the score, and is the jth of the vector * * * * 12 ( , ,..., )
Step 2: According to the size of the difference in order to remove the K score before the difference.
Step 3: When calculating loc(r Ui ，r Vj ), BCF calculates the similarity between the two target users of all the scoring items. We only use the absolute value of the maximum corresponding to the project to calculate the similarity between the two target users. 
The improved BCF method (short as BCFN), the similarity between them is calculated by the BC coefficient of the overall similarity of the score project and the improvement of the local similarity between the two items to determine. 
BC(i, j) to calculate the two projects i, j global similarity, loc*() to calculate the local similarity of the two scores improved.
Improved local similarity provides local user information which is more in line with the user's interest. The following formula can calculate the local similarity between the two scores. 
Among them r is the average score, I U is the user U evaluation of the object set, r Uk is the user U on the object k score, which score and the user I average score of the largest k object collection.
When BCF is used to calculate the similarity of the same project, BC(i, j) =1, at this time to the local similarity of the greatest importance. When the original calculation of two completely different projects is, BC(i, j) =0, this time to the local similarity of the smallest importance. At this time in order to provide a greater importance to these projects, the Jacc similarity is added to the S(U, V), the adjusted formula is as follows. , where m is the number of users, n is the number of items, k is constant and is the number of the score difference of the algorithm.
Summary
Sparse score based on Bhattacharyya distance similarity measure method can better work in the sparse rating data. However, it in the local user similarity computing method, there is no distinction between user in different degrees of interest. We found that deviate from the average score the score to represent the user's personal interest. Therefore, the user average score difference of the larger project score is calculated using the user's local similarity, and to improve the original method of similarity measure.
