It is a recurrent issue in astronomical data analysis that observations are incomplete maps with missing patches or intentionally masked parts. In addition, many astrophysical emissions are non stationary processes over the sky. All these effects impair data processing techniques which work in the Fourier domain. Spectral matching ICA (SMICA) is a source separation method based on spectral matching in Fourier space designed for the separation of diffuse astrophysical emissions in Cosmic Microwave Background observations. This paper proposes an extension of SMICA to the wavelet domain and demonstrates the effectiveness of wavelet-based statistics for dealing with gaps in the data.
INTRODUCTION
The detection of Cosmic Microwave Background (CMB) anisotropies on the sky has been over the past three decades a subject of intense activity in the cosmology community. The CMB, discovered in 1965 by Penzias and Wilson, is a relic radiation emitted some 13 billion years ago, when the Universe was about 370 000 years old. Small fluctuations of this emission, tracing the seeds of the primordial inhomogeneities which gave rise to present large scale structures as galaxies and clusters of galaxies, were first discovered in the observations made by COBE [1] and further investigated by a number of experiments among which Archeops [2] , Boomerang [3] , Maxima [4] and WMAP [5] .
The precise measurement of these fluctuations is of utmost importance to Cosmology. Their statistical properties (spatial power spectrum, Gaussianity) strongly depend on the cosmological scenarios describing the properties and evolution of our Universe as a whole, and thus permit to constrain these models as well as to measure the cosmological parameters describing the matter content, the geometry, and the evolution of our Universe [6] .
Accessing this information, however, requires disentangling in the data the contributions of several distinct astrophysical sources, all of which emit radiation in the frequency range used for CMB observations [7] . This problem of component separation, in the field of CMB studies, has thus been the object of many dedicated studies in the past.
To first order, the total sky emission can be modeled as a linear superposition of a few independent processes. The observation of the sky in direction (θ , ϕ) with detector d is then a noisy linear mixture of N c components:
where s j is the emission template for the jth astrophysical process, herein referred to as a source or a component. The coefficients A d j reflect emission laws while n d accounts for noise. When N d detectors provide independent observations, this equation can be put in vector-matrix form:
where X and N are vectors of length N d , S is a vector of length N c , and A is the N d × N c mixing matrix.
Given the observations of such a set of independent detectors, component separation consists in recovering estimates of the maps of the sources s j (ϑ , ϕ). Explicit component separation has been investigated first in CMB applications by [8] , [7] , and [9] . In these applications, recovering component maps is the primary target, and all the parameters of the model (mixing matrix A d j , noise levels, statistics of the components, including the spatial power spectra) are assumed to be known and are used to invert the linear system. Recent research has addressed the case of an imperfectly known mixing matrix. It is then necessary, to estimate it (or at least some of its entries) directly from the data. For instance, Tegmark et al. assume power law emission spectra for all components except CMB and SZ, and fit spectral indices to the observations [10] .
More recently, blind source separation or independent component analysis (ICA) methods have been implemented specifically for CMB studies. The work of Baccigalupi et al. [11] , further extended by Maino et al. [12] implements a blind source separation method exploiting the non Gaussianity of the sources for their separation, which permits to recover the mixing matrix A and the maps of the sources. Accounting for spatially varying instrumental noise in the observation model is investigated by Kuruoglu et al in [13] , as well as the possible inclusion of prior information about the distributions of the components using a generic Gaussian mixture model.
Snoussi et al. [14] propose a Bayesian approach in the Fourier domain assuming known spectra for the components as well as possibly non-Gaussian priors for the Fourier coefficients of the components. A fully blind, maximum likelihood approach is developed in [15] and [16] , with the new point of view that spatial power spectra are actually the main unknown parameters of interest for CMB observations. A key benefit is that parameter estimation can then be based on a set of band-averaged spectral covariance matrices, considerably compressing the data size.
Working in the frequency domain offers several benefits but the non locality of the Fourier transform creates some difficulties. In particular, one may wish to avoid the averaging induced by the non locality of the Fourier transform when dealing with strongly non-stationary components or noise. In addition, in many experiments, only an incomplete sky coverage is available. Either the instrument observes only a fraction of the sky or, some regions of the sky must be masked due to localized strong astrophysical sources of contamination: compact radio-sources or galaxies, strong emitting regions in the galactic plane. These effects can be mitigated in a simple manner thanks to the localization properties of wavelets.
Blind component separation (and in particular estimation of the mixing matrix), as discussed by Cardoso [17] , can be achieved in several different ways. The first of these exploits non-Gaussianity of all, but possibly one, components. The component separation method of Baccigalupi [11] and Maino [12] belongs to this set of techniques. In CMB data analysis, however, the main component of interest (the CMB itself) has a Gaussian distribution and the observed mixtures suffer from additive gaussian noise, so that better performance can be expected from methods based on Gaussian models. A second set of techniques exploits spectral diversity and works in the Fourier domain. It has the advantage that detector-dependent beams can be handled easily, since the convolution with a point spread function in direct space becomes a simple product in Fourier space. SMICA follows this approach in the context of noisy observations. Finally, a third set of methods exploits non-stationarity. It is adapted to situations where components are strongly non-stationary in real space.
It is natural to investigate the possible benefits of exploiting both non-stationarity and spectral diversity for blind component separation using wavelets. Indeed wavelets are powerful tools in revealing the spectral content of nonstationary data. Although blind source separation in the wavelet domain has been previously examined, the setting here is different. We should mention, for instance, the separation method in [19] which is based on the non-Gaussianity of the source signals but after a sparsifying wavelet transform and the Bayesian approach in [20] which adopts a similar point of view although with a richer source model accounting for correlations in the wavelet representation.
The paper is organized as follows. In section 2, we first recall the principle of Spectral Matching ICA. Then, after a brief reminder of some properties of theà trous wavelet transform, we discuss in section 3 the extension of SMICA to component separation in wavelet space in order to deal with non-stationary data. Considering the problem of incomplete data as a model case of practical significance for the comparison of SMICA and its extension wSMICA, numerical experiments and results are reported in section 4.
SMICA
Spectral matching ICA, or SMICA for short, is a blind source separation technique which, unlike most standard ICA methods, is able to recover Gaussian sources in noisy contexts. It operates in the spectral domain and is based on spectral diversity: it is able to separate sources provided they have different power spectra. This section gives a brief account of SMICA. More details can be found in [16] ; first applications to CMB analysis are in [16, 21] .
Model and cost function
For a second-order stationary N d -dimensional process, we denote by R X (ν) the N d × N d spectral covariance matrix at frequency ν, that is, the (i, i)-th entry of R X (ν) is the power spectrum of the i-th coordinate of X while the off-diagonal entries of R X (ν) contain the cross-spectra between the entries of X. If X follows the linear model of equation (2) with independent additive noise, then its spectral covariance matrix is structured as
with R S (ν) and R N (ν) being the spectral covariance matrices of S and N respectively. The assumption of independence between the underlying components implies that R S (ν) is a diagonal matrix. We shall also assume independence of the noise processes between detectors: matrix R N (ν) also is a diagonal matrix.
In the definition of R X (ν), we have not explicitly defined the frequency ν. This is because SMICA can be applied for the separation of components in many contexts: each observation X d can be a time series (one-dimensional), an image (two-dimensional random fields), a random field on the sphere (as in full-sky CMB studies). In each case, the appropriate notions of frequency, stationarity and power spectrum should be used.
SMICA estimates all (or a subset of) the model parame-
by minimizing a measure of 'spectral mismatch' between sample estimates R X (ν) (defined below) of the spectral covariance matrices and their ensemble averages which depend on the parameters according to equation (3) . More specifically, an estimate θ = { R S (ν q ), R N (ν q ), A} is obtained as θ = argmin θ φ (θ ) where the measure of spectral mismatch φ (θ ) is defined by
Here, {ν q |1 ≤ q ≤ Q} is a set of frequencies, {α q |1 ≤ q ≤ Q} is a set of positive weights, and D(·, ·) is a measure of mismatch between two positive matrices. This approach is a particular instance of moment matching. As such, if consistent estimates R X (ν q ) of the spectral covariance matrices R X (ν q ) are available and if the model is identifiable, then any reasonable choice of the weights α q and of the divergence measure D(·, ·) should lead to consistent estimates of the parameters. However, this does not mean that these choices should be arbitrary: in our standard implementation, we make specific choices (described next) in such a way that minimizing φ (θ ) is identical to maximizing the likelihood of θ in a model of Gaussian stationary processes. Hence, these choices guarantee a good statistical efficiency when the underlying processes are well modeled as Gaussian stationary processes. When this is not the case, though, the performance of SMICA may not be as good as (but not necessarily worse than) the performance of other methods designed to capture other aspects of the statistical distribution of the data, such as non Gaussian features, for instance.
Given a data set, denote X(ν) its discrete Fourier transform at frequency ν and denote {F q |1 ≤ q ≤ Q} a set of Q frequency domains with F q centered around frequency ν q . Spectral covariance matrices are estimated non parametrically by
where n q denotes the number of Fourier points X(ν) in the spectral domain F q . We always use symmetric domains in the sense that frequency ν belongs to F q if and only if −ν also does. This symmetry guarantees that R X (ν q ) is always a real valued matrix when X itself is a real valued process. In its standard form, the SMICA technique uses positive weights α q = n q and a divergence D defined as
which is the Kullback-Leibler divergence between two mvariate zero-mean Gaussian distributions with covariance matrices R 1 and R 2 . These choices stem from the Whittle approximation according to which eachX(ν) has a zero-mean normal distribution with covariance matrix R X (ν) and is uncorrelated withX(ν ′ ) for ν = ν ′ . In this case, it is easily checked that −φ (θ ) evaluated with α q = n q and D = D KL is (up to a constant) the log-likelihood for T data samples. This is actually true when the spectral domains are shrunk to just one DFT point (n q =1 for all q); when the spectral domains F q are chosen to contain several (usually many) DFT points, then −φ (θ ) is the log-likelihood, in the Whittle approximation, of the Gaussian stationary model with constant power spectrum over each domain F q . This approximation is at small statistical loss when the spectrum is smooth enough to show little variation over each spectral domain.
The major gain of assuming constant spectrum over each F q is the resulting reduction of the data set to a small number of covariance matrices. This may be a crucial benefit in applications like astronomical imaging where very large data sets are frequent.
Regarding our application to CMB analysis, the hypothesized isotropy of the distribution of the sources leads to integrate over spectral domains with the corresponding symmetry. For sky maps small enough to be considered as flat, the spectral decomposition is the two-dimensional Fourier transform and the 'natural' spectral domains are rings centered on the null frequency. For larger maps where curvature cannot be neglected, the spectral decomposition is over spherical harmonics and the natural spectral domains contain all the modes associated to a set of scales [21] .
Parameter optimization
Minimizing the spectral mismatch φ (θ ) can be achieved using any optimization technique. However, φ being a likelihood criterion in disguise, one can also resort to the EM algorithm. This is detailed in [16] in the case of spatially white noise i.e. R N (ν) actually not depending on ν. Actually, this latter algorithm was slightly modified in order to deal with the case of colored noise N in (2). Another useful enhancement was to allow for constraints to be set on the model parameters so that prior information such as bounds on some entries of the mixing matrix A could be included. Details are given in appendix A.
The EM algorithm is straightforwardly implemented and does not require any tuning. It can quickly drive the spectral mismatch down to small values but is often unable to complete the optimization. Slow EM finishing is inherent to noisy models [22] and we have found it necessary to implement a mixed ad hoc strategy based on alternating EM steps and BFGS steps [16] .
We have also found that initialization is critical: criterion (4) is probably multi-modal for many data sets. This issue is not addressed in this paper though, since our prime interest is in the study of the statistical performances of different estimators of the model parameters θ . In the simulations reported below, the minimization of φ (θ ) is initialized at the true mixing matrix and with spectral covariance matrices estimated from the initial separate source and noise maps.
Component map estimation
When running SMICA, power spectral densities for the sources and detector noise are obtained along with the estimated mixing matrix. They are used in reconstructing the source maps via Wiener filtering in Fourier space: a Fourier mode X(ν) in frequency band ν ∈ F q is used to reconstruct the maps according to
In the limiting case where noise is small compared to signal components, the Wiener filter reduces to
Note however that the above Wiener filter is optimal only in front of stationary Gaussian processes. For weak, pointlike sources such as galaxy clusters seen via the SunyaevZel'dovich effect (defined in section 4.1), much better reconstruction can be expected from non linear methods.
SPECTRAL MATCHING IN WAVELET SPACE
The SMICA method for spectral matching in Fourier space has already shown significant success for CMB spectral estimation in multidetector experiments. It is in particular able to identify and remove residuals of poorly known correlated systematics and astrophysical foreground emissions contaminating CMB maps. However, SMICA suffers from several practical difficulties when dealing with real data. Indeed, actual components are known to depart slightly from the ideal linear mixture model (2) . The mixing matrix (in particular those columns of A which correspond to galactic emissions) is known to depend somewhat on the direction of observation or on spatial frequency. Measuring the dependence A(ϑ , ϕ) is of interest for future experiments as Planck, and can not be achieved directly with SMICA. Further, the components are known to be both correlated and non stationary. For instance, galactic dust emissions are strongly peaked towards the galactic plane. A non local spectral representation (via Fourier coefficients or via spherical harmonics) mixes contributions from high galactic sky, nearly free of foreground contamination, and contributions from within the galactic plane. Noise levels themselves may be quite non stationary, with high SNR regions observed for a long time and low SNR regions poorly observed.
When there are sharp edges on the maps or gaps in the data, corresponding to unobserved or masked regions, spectral estimation using the smooth periodogram of equation (5) is not the most satisfactory procedure. Although apodizing windows may help cope with edge effects in Fourier analysis, they are not very straightforward to use in the case of arbitrarily shaped maps with arbitrarily shaped gaps, such as those encountered in the Archeops experiment [2] .
Clearly, the spectral analysis of gapped data requires tools different from those used to process full data sets, if only because the hypothesized stationarity of the data is greatly disturbed by the missing samples. Common such methods often amount to using standard spectral estimators after the gaps were filled with estimates of the missing samples. However, the data interpolation stage is critical and cannot be completed without prior assumptions on the data. Another idea, applicable to CMB analysis, is to process gapped data as if they were complete but to correct afterwards the spectral estimates from the bias induced by the gaps [23] . We preferred to rely on methods intrinsically dedicated to the analysis of non-stationary data such as the wavelet transform, widely used to reveal variations in the spectral content of time series or images, as they permit to single out regions in direct space while retaining localization in the frequency domain. We see next how to reformulate (4) in the wavelet domain in order to deal with missing data. Note that, in the following, the locations of the missing samples are assumed to be known.
Wavelet transform
The experiments described further down make use of the undecimatedà trous algorithm with the 2D cubic B3 spline [24] as scaling function, for implementing a wavelet transform. Although, depending on the data analysis problem, it is possible that a different choice can lead to better results, for our specific application, theà trous wavelet transform has several favorable properties. First, it is a shift invariant transform, the wavelet coefficient maps on each scale are the same size as the initial image, and the wavelet and scaling functions have small compact supports on the data map. Hence missing patches in the observed maps are easily handled. Second, the 2D wavelet and scaling functions are nearly isotropic which is best for the analysis of an isotropic gaussian field such as the CMB, or of data sets such as maps of galaxy clusters, which contain only isotropic features. The undecimated isotropicà trous wavelet transform has been shown to be well suited to the analysis of astrophysical data where translation invariance is desirable and where the emphasis is seldom on data compression [24] . Further, with this choice of scaling function, the so called scaling equation is satisfied and therefore fast implementations of the decomposition and reconstruction steps of theà trous transform are available [24] .
Given a 2D data set c 0 (k, l), theà trous algorithm produces recursively a set of detail maps w i (k, l) on a dyadic resolution scale and a smooth approximation c J (k, l) [24] .
We note that the lowest resolution J max is obviously limited by the data map size. The transform is readily inverted by
which is a simple addition of the smooth array with the detail maps.
Spectral matching in wavelet space: wSMICA
In order to define a sensible wavelet version of SMICA, we first rewrite the SMICA criterion (4) in terms of covariance matrices in the initial domain, where for instance the gaps are best described, rather than in the Fourier domain. Consider a batch of T data samples X t=1,T where t is an appropriate index depending on the dimension of the data, and the set of Q ideal band pass filters F q associated with the non-overlapping frequency domains F q used in SMICA. Denoting by X q (t) the data filtered through F q , we define sample covariance matrices
obtained by averaging in the original domain. Owing to the unitary property of the discrete Fourier transform, one has
where n q was defined as the number of Fourier modes in spectral band F q . These matrices are estimates of R T,X (q) = E(X q (t)X q (t) † ), the covariance matrix of X q (t). Again, according to model (3), the covariance matrices are again structured as
where R T,S (q) and R T,N (q) are defined similarly to R T,X (q). Hence, minimizing the SMICA objective function (4) is then equivalent to minimizing
with respect to the new set of parameters θ = (A, R T,S (q), R T,N (q)).
Let us now consider using another set of filters in place of the ideal band pass filters used by SMICA. In dealing with non stationary data or, as a special case, with gapped data, it is especially attractive to consider finite impulse response (FIR) filters. Indeed, provided the response of such a filter is short enough compared to data size T and gap widths, most of the samples in the filtered signal will be unaffected by the presence of gaps. Using exclusively these samples yields estimated covariance matrices which are not biased by the missing data, at the cost of a slight increase of variance due to discarding some data samples. In the following, we use filters ψ 1 , ψ 2 , . . . , ψ J , φ J (see figure 1 ) and the waveletà trous algorithm.
Consider again a batch of T regularly spaced data samples X t=1,T . Possible gaps in the data are simply described with a mask µ i.e. an array of zeroes and ones of the same size as the data X t=1,T with ones corresponding to samples outside the gaps. Denoting W 1 ,W 2 , . . . ,W J and C J the wavelet scales and the smooth approximation of X, obtained with thè a trous transform and µ 1 , . . . , µ J+1 the masks for the different scales determined from the original mask µ knowing the different filter lengths, wavelet covariances are estimated as follows:
where l i is the number of non zero samples in µ i . With source and noise covariances R W,S (i), R W,N (i) defined in a similar way, the covariance model in wavelet space becomes
Our wavelet-based version of SMICA consists in minimizing the wSMICA criterion:
with respect to θ = (A, R W,S (i), R W,N (i)) for some sensible choice of the weights α i .
The weights in the spectral mismatch (16) should be chosen to reflect the variability of the estimate of the corresponding covariance matrix. Examining first equation (13), we see weights which are proportional to n q , i.e. to the number of DFT points used in computing the sample covariance matrix, because this is in fact the number of uncorrelated values ofX(ν) entering in the estimation ofR X (ν q ). It is also proportional to the size of the frequency domain over whicĥ R X (ν q ) is evaluated. Since wSMICA uses wavelet filters with only limited overlap, we choose to use the same strategy as in SMICA since the latter amounts to using ideal band pass filters. In other words, when no data points are missing, the weights for wSMICA are taken proportional to the size of the frequency domains covered at each scale. This is
in the one-dimensional case and
in the two-dimensional case.
In the case of data with gaps, we must further take into account that some wavelet coefficients are discarded. Let β i denote the fraction of wavelets coefficients which are unaffected by the gaps at scale i. The number of effective points is reduced by this fraction and one should use the weights:
in the two-dimensional case. The fraction 1 − β i of discarded points depends on scale i (even with theà trous algorithm) because the length of the wavelet filter itself depends on i. However, it is roughly scale independent, if the missing data are large patches of much bigger size than the length of the wavelet filters used at any scale in the wavelet decomposition.
Before closing, we note that the different wavelet filter outputs W i (t) are correlated due to the overlap between frequency responses (figure 1). Optimal inference should take this correlation into account but we have chosen not to do so and rather to stick to a simple criterion like (16) which ignores the correlations between sample covariance matrices. No big loss is expected from this choice because the wavelet bands do not overlap very much.
NUMERICAL EXPERIMENTS

Simulation of realistic maps
We have simulated observations consisting of m = 6 mixtures of n = 3 components namely CMB, galactic dust and SZ emissions for which templates were obtained as described in [16] . See figure 2 for typical realizations.
Dust emission is the greybody emission of small dust particles in our own galaxy. The intensity of emission is strongly concentrated towards the galactic plane, although cirrus clouds at high galactic latitudes are present as well. The dust emission law is of the form ν α B ν (T dust ) where α ≃ 1.7, B ν (T ) is the blackbody emission law and T dust ≃ 17 K is the typical dust temperature in the interstellar medium.
The Sunyaev Zel'dovich effect (SZ) is a small distortion of the CMB blackbody emission law caused by inverse Compton scattering of CMB photons on free electrons in hot ionized gas, present mostly in clusters of galaxies. The energetic electron, in the interaction, gives a fraction of its energy to the scattered CMB photon, shifting its frequency to a higher value. As a result, the SZ effect causes a shift in CMB photon energy distribution, depleting the occupation of low energy levels and populating high energy levels. The net effect, to first order, is a small additive emission, negative at frequencies below 217 GHz, and positive at frequencies above. A review on SZ effect can be found in [25] . Table 1 : Entries of A, the mixing matrix used in our simulations.
White Gaussian noise is added to the mixtures according to model (2) in order to simulate instrumental noise. While the relative noise standard deviations between channels are set according to the nominal values of the Planck HFI, we also experiment with five global noise levels at −20, −6, −3, 0 and +3 dB from nominal values. Table 2 gives the typical energy fractions that are contributed by each of the n = 3 original sources and noise, to the total energy of each of the m = 6 mixtures, considering Planck nominal noise variance. In fact, because SMICA and wSMICA actually work on spectral bands, a much better indication of signal to noise ratio in these simulations is given by figure 4 whch shows how noise and source energy contributions distribute with respect to frequency in the six mixtures. Finally, in order to investigate the impact of gaps in the data, and the benefits of using wSMICA in place of SMICA to deal with these gaps, the mask shown on figure 5 was applied onto the mixture maps. The case where no data is missing was also considered as a reference case. Spectral matching with wSMICA is conducted using the output of the five wavelet filters ψ 1 , . . . , ψ 5 associated to higher frequency details. For the sake of comparison, SMICA is run using five bands in Fourier space which are similar to the dyadic bands imposed by the wavelet transform, as shown on figure 1. This latter choice of frequency bands is made to ease comparison between SMICA and wSMICA.
Experiments with noise-free mixtures
Preliminary experiments were conducted in the case of vanishing instrumental noise variance. In this case, the blind component separation problem is 'equivariant', entailing that the quality of separation on a given mixture does not depend at all on the mixing matrix A but only on the particular realization of the sources and on the algorithm used for separation. More specifically, in the case of SMICA and wSMICA, separation performance depends on the spectral diversity of the components and on the ability of both objective functions to exploit this diversity. Hence, the noise-free experiments in this section are indicative of the spectral diversity of the components, of the ability of (w)SMICA to capture it, and of the robustness of the (w)SMICA with respect to missing data.
Note that in a noise-free model, the spectral matching objective boils down to an objective of joint diagonalization of the covariance matrices, as shown in [18] . Hence, spectral matching can be implemented using an efficient dedicated algorithm [26] .
The estimated components are related to the true one according to
where I is the product of the mixing matrix used in simulations and of the separating matrix obtained by joint diagonalization. It also includes any normalization needed for the components and their estimates to have total energy in all bands equal to 1. With this normalization, the square of any off-diagonal term I i j is directly related to the residual level of contamination by component j in the recovered component i. Since performance in separating noise-free mixtures is independent of the mixing matrix, the choice of A in the simulations is irrelevant: it does not change the distribution of I . In practice, our noise-free experiments are conducted without any mixing, i.e. we take A to be the 3 × 3 identity matrix. The following steps were repeated 1000 times:
• Randomly pick one of each component maps out of the available 200 CMB maps, 30 dust maps and 1500 SZ maps.
• Compute covariance matrices in the five wavelet or Fourier bands, both with and without masking part of the maps.
• Normalize each source so that its total energy over the five bands is equal to one.
• Estimate a separating matrix by joint diagonalization of the covariance matrices.
These noise-free experiments are complemented using 'surrogate' data in order to assess the effect of any nonGaussianity or non-stationarity in the source templates. We repeat the simulations on Gaussian stationary maps generated with the same spectra as the CMB, Dust and SZ components. The resulting distribution of I then only reflects the ability of (w)SMICA to exploit the spectral diversity of the components independently of the other aspects of their distribution.
The histograms on figure 6 are for the off diagonal term corresponding to the residual corruption of CMB by Gaussian Dust in the second set of experiments (using surrogate data). In tables 3 and 4, the results obtained with the synthetic component maps are given as well as those obtained with the surrogate Gaussian maps, in terms of the standard deviations of the off-diagonal entries I i j defined by (21) .
When working on surrogate Gaussian maps without masks, using covariance matrices in Fourier space or in wavelet space gives similar performances. It is also satisfactory, when covariances in wavelet space are used with surrogate Gaussian maps, that each computed standard deviation only slightly increases when a mask is applied on the data. Indeed, as a consequence of incomplete coverage, there are less samples from which to estimate the covariances. This increase is also observed when covariance matrices in Fourier space are used with the surrogate Gaussian maps but it can be as high as five-fold and it does not affect all the coefficients equally. Although this can again be attributed to the reduced data size, the lowered spectral diversity between components, because of the correlations and smoothing induced Figure 6 : Histograms of the off diagonal term of I , defined in equation (21), corresponding to the residual corruption of "CMB" by "Dust" while separating Gaussian maps generated with the same power spectra as the astrophysical components, by joint diagonalization of covariance matrices in Fourier (left) and wavelet (right) space, with (black, which appears grey when seen through white ) and without (white) masking part of the the data. The dark widest histogram on the left highlights the impact of masking on source separation based on Fourier covariance matrices. Table 3 : Standard deviations of the off-diagonal entries I i j defined by (21) obtained while separating realistic component maps by joint diagonalization of covariance matrices in Fourier space, with (M) or without masking (NM) part of the data, or applying an apodizing Hanning window (Han). Components 1, 2 and 3 respectively stand for CMB, Dust and SZ. The numbers in italic were obtained with Gaussian maps and the underlined numbers correspond to the histograms in figure 6 .
in Fourier space by the mask, is also part of the explanation. In fact, as shown on figure 4, CMB and dust spatial power spectra are somewhat similar, i.e. show low spectral Table 4 : Standard deviations of the off-diagonal entries I i j defined by (21) obtained while separating realistic component maps by joint diagonalization of covariance matrices in wavelet space, with (M) and without masking (NM) part of the data. Components 1, 2 and 3 respectively stand for CMB, Dust and SZ. The numbers in italic were obtained with Gaussian maps and the underlined numbers correspond to the histograms in figure 6 . diversity, and further smoothing can only degrade the performance of the source separation algorithm based on Fourier covariances. In the case of realistic component maps, we note first that the comparison of the performance of component separation using wavelet-based covariance matrices with and without mask again agrees with the different data sizes, which is not the case with covariances in Fourier space. Next, whether covariance matrices are computed in Fourier space or in wavelet space, we note that the terms coupling CMB and Dust are again much higher than with surrogate data, even on complete maps. This is probably to be attributed to the non-stationarity and/or non-Gaussianity of the Dust component. Another point is that the CMB and Dust templates as in figure 2 exhibit sharp edges compared to SZ and this inevitably disturbs spectral estimation using a simple DFT. To assess this effect, simulations were also conducted where the covariances in Fourier space were computed after an apodizing Hanning window was applied on the complete data maps. The results reported in table 3, to be compared to table 4, do indicate a slightly positive effect of windowing, but still the separation using wavelet-based statistics appears better. To further complete this preliminary study, we conducted similar experiments using JADE [28] , an ICA algorithm based on fourth order statistics. This algorithm does not use spectral information at all. As discussed earlier, such a method is not expected to work well on CMB data and the results reported in table 5 do show lower performance in comparison to tables 3 and 4.
Realistic experiments
The results of the previous section show that, in the noiseless case, using wavelet-based covariance matrices provides a simple and efficient way to cancel the bad impact that gaps Table 5 : Standard deviations of the off-diagonal entries I i j defined by (21) obtained while separating realistic component maps using JADE, with (M) and without masking (NM) part of the data. Components 1, 2 and 3 respectively stand for CMB, Dust and SZ.
actually have on the performance of estimation using Fourier based statistics. We move on to investigating the effect of additive noise on SMICA and wSMICA. Picking at random one of each component maps out of the available 200 CMB maps, 30 dust maps and 1500 SZ maps, 1000 sets of six synthetic mixture maps were generated as previously described, for each of the 5 noise levels chosen. Then, component separation was conducted using the spectral matching algorithms SMICA and wSMICA both with and without part of the maps being masked. A typical run of SMICA or wSMICA in the setting considered here (i.e. 300 by 300 maps, 6 mixtures, 3 sources, 5 wavelet scales, no constraints on the mixing matrix) takes only a few seconds on a 1.25 Ghz Mac G4 when coded in IDL. The same optimization techniques are used for SMICA and wSMICA since the two criteria have the same form.
Each run of SMICA and wSMICA on the data returns estimates A f and A w of the mixing matrix. These estimates are subject to the indeterminacies inherent to the instantaneous linear mixture model (2) . Indeed, in the case where optimization is over all parameters θ , any simultaneous permutation of the columns of A and of the lines of S leaves the model unchanged. The same occurs when exchanging a scalar possibly negative factor between any column in A and the corresponding line in S. Therefore, columnwise comparison of A f and A w to the original mixing matrix A requires first fixing these indeterminacies. This is done 'by hand' after A f and A w have been normalized columnwise.
The results we report next focus on the statistical properties of A f and A w as estimated from the 1000 runs of the two competing methods in the several configurations retained. In fact, the correct estimation of the mixing matrix in model (2) is a relevant issue for instance when it comes to dealing with the cross calibration of the different detectors. Figures 7, 8  and 9 show the results obtained, using the quadratic norm Closer to our source separation objective, a more significant way of assessing the quality of A f and A w as estimators of the mixing matrix A, would be to use the following interference to signal ratio:
where the σ j are the source variances and
with R N the noise covariance. The plots on figures 10, 11 increasing noise.
We note again that the performance of wSMICA behaves as expected when noise increases and if part of the data is missing. However this is not always the case with SMICA. Finally this set of simulations, conducted in a more realistic setting with respect to ESA's Planck mission, again confirms the higher performance, over Fourier analysis, that we indeed expected from the use of wavelets. The latter are able to correctly grab the spectral content of partly masked data maps and from there allow for better component separation.
CONCLUSION
This paper has presented an extension of the Spectral Matching ICA algorithm to the wavelet domain, motivated by the need to deal with components which exhibit spatial correla- tions and are non stationary. Maps with gaps are a particular instance of practical significance. Substituting covariance matching in Fourier space by covariance matching in wavelet space makes it possible to cope with gaps of any shape in a very straightforward manner. Mainly, it is the finite length of the wavelet filters used here that allows the impact of edges and gaps on the estimated covariances and hence on component separation to be lowered. Optimally choosing the FIR filter-bank regarding a particular application is a possible further enhancement.
Our numerical experiments, based on realistic simulations of the astrophysical data expected from the Planck mission, confirm the benefits of correctly processing existing gaps. Clearly, other possible types of non-stationarities in the collected data such as spatially varying noise or component variance, etc. could be dealt with very simply in a similar fashion using the wavelet extension of SMICA.
Regarding future work, a few points are in order. First, we note that possible correlations between the components are not accounted for in SMICA or wSMICA as presented here. However, it is not difficult in principle to handle such known or suspected correlations by adding off diagonal parameters in the model spectral covariances of the sources. Still, in the case of CMB analysis from high frequency observations which contain only one galactic component (Dust) as in our simulations, spatial correlations between components should not be a problem.
We note that the proposed wavelet based approach, as implemented with the standardà trous wavelet transform, offers little flexibility in the spectral bands available for wS-MICA while the Fourier approach gives complete flexibility in this respect. But it is possible, even straightforward, to use other transforms such as theà trous wavelet packet transform, or the continuous wavelet transform, or in fact any set of linear filters, preferably FIR filters. This in turn raises the question of optimally choosing this set of filters, keeping in mind that higher resolution in Fourier space requires longer filters which is not desirable in the case of incomplete or non-stationary data. In fact, the optimal selection of bands Figure 13 : First and second row: estimated component maps obtained with SMICA and wSMICA respectively. These estimates result from applying a Wiener filter in each frequency band or wavelet scale based on the optimized model parameters (see section 2.3). Third row: the initial source templates after applying the optimal Wiener filter obtained with SMICA i.e. the same as the top row but leaving out noise and residual contaminations. Bottom row: maps estimated using JADE [28] . The initial source maps are shown figure 2.
is clearly a meaningful question both for SMICA and wS-MICA.
We also note that in the CMB application, the components have quite different statistical properties: some are expected to be very close to Gaussian (like the CMB) whereas others are strongly non Gaussian (like SZ). The non Gaussianity of some components does not affect the consistency of our estimator but, for a given spectrum, it does affect the distribution of the estimates although this impact is not easily predicted. It is clear, however, that ignoring the strong non Gaussianity of some components is a loss of information. Devising a method able, with reasonable complexity, to exploit jointly non gaussianity (as in traditional ICA techniques) and spectral information (as in Fourier or wavelet SMICA) appears as a difficult challenge.
A. APPENDIX : EM ALGORITHM WITH CONSTRAINTS ON THE MIXING MATRIX
Considering Q separate frequency bands of size n q with ∑ n q = 1, the EM functional derived for the instantaneous mixing model (2) with independent Gaussian stationary sources S and noise N is: The maximization step of the EM algorithm seeks then to maximize Φ(θ , θ ) with respect to θ and the optimal θ is used as the value for θ at the next EM step, and so on until satisfactory convergence is reached. Explicit expressions are easily derived for the optimal θ in the white noise case where an interesting decoupling occurs between the re-estimating equations for noise variances, source variances and the mixing matrix [15] .
Linear equality constraints
When A is subject to linear constraints, the joint maximization of the EM functional with respect to all model parameters is no longer easily achieved in general. In fact, one cannot simply decouple the re-estimating rules for the noise parameters and the mixing matrix and these have to be optimized separately. We give next the modified re-estimating equations for the mixing matrix and the source variances in the case of constant noise (i.e. θ = (A, R S,1 , . . . , R S,Q ) ). 
Again, this can be re-written as :
where: 
Here "vect" builds a column vector with the entries of a matrix taken along its rows. Now let us consider linear constraints on the mixing matrix, specified as follows :
where C is a matrix with as many columns as constraints, and the columns of C are the same size as A . The maximum of the EM functional with respect to θ subject to the specified linear constraints is then reached for:
and R S,q = diag(R ss q )
where "diag" returns a diagonal matrix with the same diagonal entries as its input argument.
In the free noise case, things are quite similar except that the noise covariance matrices R N,q do not factor out as nicely. The EM functional is again expressed as :
where in this case: 
Then, the maximum of the EM functional with respect to θ subject to the specified linear constraints is again reached for:
These expressions of the re-estimates of the mixing matrix can become algorithmically very simple when for instance the linear constraints to be dealt with affect separate lines of A, or even simpler when the constraints are such that the entries of A are affected separately.
