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Abstract
The principal argument for subsidizing foreign investment is the assumed spillover of
technology to local ﬁrms. Yet researchers report mixed results on spillovers. To exam-
ine the phenomenon in a systematic way, we collected 3,626 estimates from 57 empirical
studies on between-sector spillovers and reviewed the literature quantitatively. Our re-
sults indicate that model misspeciﬁcations reduce the reported estimates, but that journals
select relatively large estimates for publication. The underlying spillover to suppliers
is positive and economically signiﬁcant, whereas the spillover to buyers is insigniﬁcant.
Greater spillovers are received by countries that have underdeveloped ﬁnancial systems
and that are open to international trade. Greater spillovers are generated by investors that
come from distant countries and that have only slight technological advantages over local
ﬁrms.
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Nontechnical Summary
In this paper we investigate how foreign direct investment affects the productivity of domestic
ﬁrms. Anecdotal evidence indicates that local suppliers may learn from the interactions with
foreign investors, even if neither investors nor suppliers are particularly knowledge-intensive.
For example, in a recent interview conducted by the authors of this paper, the chief executive
ofﬁcer of a Czech printing house describes how the company beneﬁted from contacts with a
Japanese investor. The investor, doing business in electronics, was seeking a local contractor
to print millions of instruction manuals for the European market. After the Czech company
had won the contract, the representatives of the Japanese investor inspected the company and
requested quality improvements in the production process. The representatives had gained ex-
perience from their contacts with suppliers in Japan, and they asked for no compensation for
the advice. The Czech printing house, in turn, applied the improvements in other areas of
production.
Many researchers have empirically examined the effect of foreign presence on domestic pro-
ductivity, but their results vary. The question remains open whether the heterogeneity follows
from the different methodologies used by researchers or from the structural (sector- or country-
speciﬁc) differences. Moreover, if the results that are statistically signiﬁcant or consistent with
the theory are preferentially selected for publication, as is often the case in economics research
(De Long and Lang, 1992; Card and Krueger, 1995; Stanley, 2005), the overall impression from
the literature may be biased toward a stronger positive effect. The most convenient way how
to address these issues is to collect all reported estimates and examine them quantitatively: the
method is called meta-analysis. Taking advantage of almost 60 studies conducted on the topic,
we code the methodology used by researchers and the properties of examined countries into
explanatory variables and examine the correlation between the variables and the magnitude of
the reported estimates. In contrast with the earlier meta-analyses (G¨ org and Strobl, 2001; Meyer
and Sinani, 2009) this paper concentrates on customer-supplier linkages instead of the effects
of foreign presence on the domestic ﬁrms in the same sector.
Ourresultssuggestthatpositiveestimatesarepreferentiallyselectedforpublication, andthatthe
commonly known errors in measurement methods reduce the reported estimates. Net of publi-
cation and misspeciﬁcation biases, the underlying impact on domestic suppliers is positive and
signiﬁcant, amounting to an 11% increase in domestic productivity following a 10-percentage-
point increase in foreign presence in customer sectors. Other things equal, the greatest beneﬁts
are generated by investors coming from a far-off country that is not excessively more developed
than the host country. Such investors are most worth attracting: they will arguably use more
local inputs because importing from the home country costs a lot and the quality of local inputs
sufﬁces. The greatest beneﬁts are received by host countries that are open to international trade
and that have underdeveloped ﬁnancial systems; on the other hand the degree of protection
of intellectual property rights is insigniﬁcant for the magnitude of the productivity increase.
Furthermore, fewer beneﬁts are received by domestic ﬁrms in service sectors compared with
manufacturing sectors, and fewer beneﬁts are generated by fully owned foreign afﬁliates com-
pared with joint ventures with domestic ﬁrms.Meta-Analysis of FDI Spillovers 3
1. Introduction
Few topics in international economics have been examined as extensively as technology trans-
fer from foreign afﬁliates to domestic ﬁrms, and the amount of empirical research in this area
is still growing at an exponential rate, with more than a score of studies published in the last
two years alone. The topic is so attractive because the assumed externality associated with the
transfer, “technology spillover,” constitutes the principal rationale for government subsidies to
foreign direct investment (FDI). Many policy makers who encourage inward FDI expect that
domestic ﬁrms in the same sectors can beneﬁt from know-how brought by foreigners, that ﬁrms
in supplier sectors can beneﬁt from direct knowledge transfers from foreigners, and perhaps
also that ﬁrms in customer sectors can beneﬁt from higher-quality intermediate inputs produced
by foreigners. While foreign afﬁliates will try to prevent the transfer of technology to their com-
petitors, foreigners have incentives to provide assistance to domestic suppliers since they want
to ensure a high quality and on-time delivery of inputs. Thus the recent literature particularly
emphasizes the between-sector linkages (Javorcik, 2004a; Blalock and Gertler, 2008). The per-
job value of spillovers stirred up by linkages can be compared with the amount of government
subsidies, as Haskel et al. (2007) do; hence, for policy recommendations precise estimates of
spillovers are required.
But even if we could not estimate the general effect, we can still explore the determinants that
drive spillovers. Indeed, most of the recent research focuses on the heterogeneity in spillovers
due to the different characteristics of the host countries, domestic ﬁrms, and foreign investors.
The theoretical model of Rodriguez-Clare (1996) implies that spillovers to supplier sectors rise
with the transportation costs between the foreign afﬁliate and its headquarters; Javorcik and
Spatareanu(2010)corroboratesthispropositionusingdatafromRomania. ForLithuania, Javor-
cik (2004a) ﬁnds that fully owned foreign afﬁliates create less beneﬁcial linkages than projects
with joint domestic and foreign ownership. Using data from Indonesia, Blalock and Simon
(2009) emphasize the role of the absorption capacity of domestic ﬁrms on spillovers. In a theo-
retical model and calibration exercise, Alfaro et al. (2010) identify the level of development of
the ﬁnancial system of the host country as a major spillover determinant.
To take a step beyond single-country case studies and examine the sources of heterogeneity in
a systematic way, we employ the meta-analysis methodology (Stanley, 2001). Meta-analysis,
the quantitative method of research synthesis, has been commonly used in economics for two
decades (Card and Krueger, 1995; Smith and Huang, 1995; Ashenfelter et al., 1999). Recent
applications of meta-analysis in international economics include Disdier and Head (2008) on
the effect of distance on trade, Cipollina and Salvatici (2010) on reciprocal trade agreements,
and Havranek (2010) on the trade effect of the euro. Meta-analysis is more than a literature
survey: it sheds light on the determinants of the examined phenomenon that are difﬁcult to
investigate in primary studies because of data limitations. In comparison with previous meta-
analyses on productivity spillovers (G¨ org and Strobl, 2001; Meyer and Sinani, 2009), this paper
concentrates on between-sector instead of within-sector spillovers. We also include more es-
timates to investigate the full variability in the literature: 3,626 compared with 25 and 121.
Finally, the previous meta-analyses used the reported t-statistics to evaluate the statistical sig-
niﬁcance of spillovers, whereas this paper uses an economic measure of spillovers and employs
new synthesis methods.
We seek answers to three main questions. First, what is the unconditional spillover effect? It
would be helpful to determine whether the literature indicates some general effect, or whether
all positive results are country- or sector-speciﬁc. Novel meta-analysis methods allow us to4 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
estimate the underlying economic effect net of publication selection (the possible preference
for signiﬁcant or positive results) and misspeciﬁcation biases. Second, is FDI from certain
countries systematically more beneﬁcial for domestic ﬁrms? Primary studies on spillovers do
notusuallyhaveaccesstodetailedinformationonthenationalityofforeigninvestors. Themeta-
analysis approach is convenient as it can exploit the results for all 47 countries examined in the
literature: Using inward FDI stocks as weights, we construct variables reﬂecting the differences
between the host country of FDI and its source countries. Third, do some host countries receive
greater spillovers? We create country-speciﬁc variables capturing macroeconomic determinants
of spillovers and control for the aspects of data, methods, and study quality.
The remainder of the paper is structured as follows: Section 2 describes how spillovers are
estimated and how we collected the estimates. Section 3 examines the underlying effect beyond
publication bias. Section 4 investigates structural and method heterogeneity in the literature.
Section 5 concludes. Appendix A provides meta-analyses for individual studies and countries,
and Appendix B lists all the studies used in the meta-analysis.
2. The Spillover Estimates Data Set
Studies on technology spillovers from FDI usually examine the correlation between the pro-
ductivity of domestic ﬁrms and their linkages with foreign afﬁliates.1 With an allusion to the
production chain, the linkages are usually classiﬁed into horizontal (within-sector: from FDI
to local competitors) and vertical (between-sector); vertical linkages are further bifurcated into
downstream (backward: from FDI to local suppliers) and upstream (forward: from FDI to local
buyers). Most researchers use data from one country and estimate a variant of the following







0 Forwardjt +Cijt +uijt; (1)
where i, j, and t denote ﬁrm, sector, and time subscripts, C denote a vector of either sector- or
ﬁrm-speciﬁc control variables, and  is the vector of the corresponding regression coefﬁcients.
The variable Horizontal is the ratio of foreign presence in ﬁrm i’s own sector, Backward is the
ratio of ﬁrm i’s output sold to foreign afﬁliates, and Forward is the ratio of ﬁrm i’s inputs pur-
chased from foreign afﬁliates. Because ﬁrm-level data on linkages with foreign afﬁliates are
usually unavailable the vertical linkages are computed at the sector level: Backward becomes
the ratio of foreign presence in downstream sectors, Forward becomes the ratio of foreign pres-
ence in upstream sectors; the weight of each upstream or downstream sector is determined by
the input-output table of the country.
The relative homogeneity of FDI spillover regressions allows us to meta-analyze the economic
effect of spillovers. Since the response variable is in logarithm and linkage variables are ra-




0 can be interpreted as the semi-elasticities and
thus constitute the natural common metric for the spillover literature. In meta-analysis, semi-
elasticity was previously used by Rose and Stanley (2005) and Feld and Heckemeyer (2009).
In our case semi-elasticity is convenient for interpretation since it approximates the percentage
increase in the productivity of domestic ﬁrms following an increase in the foreign presence of
one percentage point:
e0  (% change in productivity)=(change in foreign presence); f. presence 2 [0;1]: (2)
1 See Smeets (2008) for a survey of the broader literature on knowledge spillovers from FDI, and Keller (2009) for
a survey on international technology diffusion.Meta-Analysis of FDI Spillovers 5
For instance, the estimate eb = 0:1 implies that a 10-percentage-point increase in foreign pres-
ence is associated with a 1% increase in the productivity of domestic ﬁrms in upstream sec-
tors. The estimates are directly comparable across studies that use the log-level speciﬁcation.2
Within this framework, however, researchers use different methodologies and data sets, which
cause substantial differences in results. We address these differences in Section 4 by including
variables capturing method and structural heterogeneity.
The term “spillover” is overused in the literature; both horizontal and vertical semi-elasticities
in (1) also capture effects other than technological externalities. As for horizontal linkages,
the entry of foreign companies can lead to greater competition in the sector. Greater competi-
tion can either increase (through reducing inefﬁciencies) or decrease (through reducing market
shares)theproductivityofdomesticﬁrms. Neithercaserepresentsatechnologytransfer, andthe
coefﬁcient eh
0 thus captures the net effect of technology spillovers and competition on productiv-
ity. As for vertical linkages, in the supplier-customer relationship the recipient of technology is
clearly identiﬁable, and foreigners may be able to internalize the beneﬁts (Blalock and Gertler,
2008;Keller,2009). Anecdotalevidencesuggeststhatcompensationsmayindeedoccur, though
usually in an indirect form. For instance, in transition countries multinational companies are
known to be hard bargainers: the discounted price of inputs that they often require likely reﬂects
the future assistance and considerable prestige associated with such orders. For simplicity, we
follow the convention to call productivity semi-elasticities “spillovers.” The key takeaway is
that even positive and economically signiﬁcant estimates of semi-elasticities do not necessarily
call for governments to subsidize FDI.
A vast majority of the recent studies on FDI spillovers concentrate on vertical linkages, and
vertical linkages are also the main focus of this paper. The two meta-analyses on horizontal
spillovers, however, could not have used the recently developed meta-analysis methods. For
thisreason, additionallywepresentapartialmeta-analysisofhorizontalspillovers. Inthepartial
meta-analysis, we include only those semi-elasticities that are estimated in the same regression
with vertical spillovers.
We employed the following strategy for literature search: After reviewing the references of
literature surveys (G¨ org and Greenaway, 2004; Smeets, 2008; Meyer and Sinani, 2009) and a
fewrecentempiricalstudies, weelaboratedabaselinesearchquerythatwasabletocapturemost
of the relevant studies. The baseline search in EconLit yielded 108 hits.3 Next, we searched
three other Internet databases (Scopus, RePEc, and Google Scholar) and added studies that
were missing from the baseline search. Finally, we investigated the RePEc citations of the most
inﬂuential study, Javorcik (2004a). The three steps provided 183 prospective studies, which
were all examined in detail. The last study was added on 31 March 2010.
Studies that failed to satisfy one or more of the following criteria were excluded from the meta-
analysis. First, the study must report an empirical estimate of the effect of vertical linkages
on the measure of the productivity of domestic ﬁrms. Second, the study must deﬁne vertical
linkages as a ratio. Third, the study must report information on the precision of estimates
(standard errors or t-statistics), or authors must be willing to provide it. Most of the identiﬁed
studies, although related to the FDI spillover literature, did not estimate vertical spillovers. We
excluded a few studies that estimated vertical spillovers but did not deﬁne linkages as a ratio
2 Estimates from studies that deﬁne foreign presence on the interval [0, 100] are normalized.
3 The ﬁnal query took the following form: (fdi* or “foreign direct investment*” or multinational* or transnational*)
and (spillover* or externalit*) and (vertical or backward or forward or inter-industry or supplier*).6 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
and thus could not be used to compute semi-elasticity (for example, Kugler, 2006; Bitzer et al.,
2008). We often had to ask the authors for sample means of linkage variables or for clariﬁcation
of their methodology: about 20% of the studies could be included thanks to cooperation from
the authors.4 No study was excluded on the basis of language, form, or place of publication;
we follow Stanley (2001) and rather err on the side of inclusion in all aspects of data collection.
We therefore also use studies written in Spanish and Portuguese, Ph.D. dissertations, articles
from local journals, working papers, and mimeographs; and control for study quality in the
analysis. The ﬁnal sample consists of studies that are listed in Appendix B. The complete
list of excluded studies with reasons for exclusion is available in an online appendix at meta-
analysis.cz/spillovers.
Following the recent trend in meta-analysis (Disdier and Head, 2008; Doucouliagos and Stan-
ley, 2009; Cipollina and Salvatici, 2010), we use all estimates reported in the studies. If we
arbitrarily selected the “best” estimate from each study, we could introduce an additional bias,
and if we used the average reported estimate, we would discard a lot of information. Because
the coding of the literature involved the manual collection of thousands of estimates with dozens
of variables reﬂecting study design, both of us collected all data independently to eliminate er-
rors. The simultaneous data collection took three months and the resulting disagreement rate,
deﬁned as the ratio of data points that differed between our data sets, was 6.7% (of more than
200,000 data points). After we had compared the data sets, we reached a consensus for each
discordant data point. The retrieved data set with details on coding for each study is available
in the online appendix.
A few difﬁcult issues of coding are worth discussing. To begin with, some studies (3.7% of the
observations; for instance, Girma and Wakelin, 2007) use the so-called regional deﬁnition of
vertical spillovers. Researchers using the regional deﬁnition approximate vertical linkages by
the ratio of foreign ﬁrms in the region, without using input-output tables. Such an approach does
not distinguish between backward and forward linkages. Because the results are interpreted as
vertical productivity spillovers from FDI, we include them in the analysis but create a dummy
variable for this aspect of the methodology. Next, many researchers use more variables for the
same type of spillover in one regression. For example, Javorcik (2004a) separately examines the
effect of fully owned foreign afﬁliates and the effect of investments with joint foreign and do-
mestic ownership. Since the distinction between those coefﬁcients is economically important,
we use both of them and create dummies for afﬁliates with full foreign ownership, partial own-
ership, and for more estimates of the same type of spillover taken from one regression. Finally,
somestudiesreport coefﬁcientsthatcannotbe directlyinterpretedassemi-elasticities. Thiscon-
cerns, most notably, speciﬁcations different from the log-level (1.7% of the observations); for
these different speciﬁcations we evaluated semi-elasticity at sample means. Other studies use
the interactions of linkage variables with other variables, typically absorption capacity (7.2%
of the observations). Instead of omitting those estimates, we evaluate the marginal effects of
foreign presence at sample means and control for this aspect in the multivariate analysis.5
4 We are grateful to Joze Damijan, Ziliang L. Deng, Adam Gersl, Galina Hale, Chidambaran Iyer, Molly Lesher,
Marcella Nicolini, Pavel Vacek, and Katja Zajc-Kejzar for sending additional data, or explaining the details of their
methodology, or both.
5 For example, if the spillover regression is speciﬁed in the following form: lnProductivityijt = eb
1Backwardjt+
eb
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Theresultingdatasetincludes3,626estimatesofsemi-elasticitytakenfrom57studies, ofwhich
27 are articles published in refereed journals, 2 are book chapters, and 28 are other publications
including working papers and dissertations. The median number of estimates taken from one
study is 45, and for each estimate we codiﬁed 55 variables reﬂecting study design. To put
these numbers into perspective, consider Nelson and Kennedy (2009), who review 140 meta-
analyses conducted in economics. They report that a median analysis includes 92 estimates
(the maximum is 1,592) taken from 33 primary studies and uses 12 explanatory variables (the
maximum is 41).
The oldest study in our sample was published in 2002 and the median study in 2008: in other
words, a half of the studies was published in the last three years, which suggests that vertical
spillovers from FDI are a lively area of research. The whole sample receives approximately
400 citations per year in Google Scholar, which further indicates the popularity of FDI spillover
regressions. The median time span of the data used by the primary studies is 1996–2002, and
all the studies combined use almost six million observations from 47 countries. While we
cannot exploit the variability of these primary observations, we beneﬁt from the work of 107
researchers that have analyzed these data thoroughly. The richness of the data sets and methods
employed enables us to systematically examine the heterogeneity in results and to establish
robust evidence for the effect of foreign presence on domestic productivity.
Several estimates of semi-elasticity do remarkably differ from the main population and remain
so even after a careful re-checking of the data; a similar observation applies to the precision
of the estimates (the inverse of standard error). Such extreme values, most of which come
from working papers and mimeographs, might lead to volatile results and degrade the graphical
analysis. To account for outliers, some other large meta-analyses use the Grubbs test (Disdier
and Head, 2008; Cipollina and Salvatici, 2010). But because we use precision to ﬁlter out
publication bias, outlying values in precision could also invalidate the results. Thus, to detect
outliers jointly in semi-elasticity and its precision, we use the multivariate method of Hadi
(1994). By this procedure, run separately for each type of spillover, 4.87% of the observations
are identiﬁed. It is worth noting that some researchers argue for using all observations in meta-
analysis (Doucouliagos and Stanley, 2009). Nevertheless, under the assumption that better-
ranked outlets publish more reliable results, the estimates identiﬁed here as outliers are of lower
quality compared to the rest of the sample,6 and although in the remainder of the paper we
report the results for the data set without outliers, the inclusion of outliers does not affect the
inference. These additional results are available on request.
The simple mean of the estimates of backward spillovers reaches 0.41 and is signiﬁcantly differ-
ent from zero at the 5% level, suggesting that an increase in foreign presence of 10 percentage
points is associated with an increase in the productivity of domestic ﬁrms in upstream sectors
of 4.1%, an economically important value. For forward spillovers the average is insigniﬁcant,
and for horizontal spillovers it is statistically signiﬁcant but economically negligible ( 0:04).
Nevertheless, these preliminary results should be treated with caution since they do not account
for different study quality, within-study dependence, and, most notably, publication bias.
6 Studies that produce outliers have a signiﬁcantly lower impact factor compared with the rest of the sample:
the p-value of the t-test is 0.02 when the recursive RePEc impact factor is used. The advantage of the RePEc
ranking is that it also includes working paper series; nevertheless, the results are similar when we use the Journal
Citation Report (Thompson) impact factor, Scientiﬁc Journal Ranking (Scopus) impact factor, or eigenfactor score
(www.eigenfactor.org).8 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
3. Consequences of Publication Bias
Most narrative reviews of empirical literature only consider studies published in high-quality
journals. We begin the analysis with a set of such studies to illustrate how the restriction of
the sample may, under realistic conditions, lead to biased conclusions concerning the strength
of the examined phenomenon. We deﬁne high-quality journals for spillover literature as the
leading outlets in international economics (Journal of International Economics), international
business (Journal of International Business Studies), and development economics (Journal of
Development Economics). Naturally, one study published in the American Economic Review
is also included in the subset, increasing the number of identiﬁed studies to seven. The selected
journals have the highest impact factor in the sample, and if we added the journal with the next
highest impact factor (The World Economy) the inference would be similar.7
Table 1: Qualitative Results of Studies Published in High-Quality Journals
Study Journal Backward Forward Horizontal
Javorcik (2004a) American Economic Review + ? ?
Bwalya (2006) Journal of Development Economics +  
Kugler (2006) Journal of Development Economics +a +a ?
Blalock and Gertler (2008) Journal of International Economics + ?
Javorcik and Spatareanu (2008) Journal of Development Economics +b  
Liu (2008) Journal of Development Economics +c ? +c
Blalock and Simon (2009) Journal of International Business Studies + ?
Liu et al. (2009) Journal of International Business Studies + +  
Note: +,  , and ? denote the ﬁnding of positive, negative, and insigniﬁcant spillover effects.
a The author does not discriminate between backward and forward spillovers.
b Positive effect reported only for investments with joint foreign and domestic ownership.
c Positive long-run effect, negative short-run effect.
Table 1 summarizes the qualitative results of studies published in high-quality journals. We
add Kugler (2006) to the table since the study is frequently cited in the literature, even if its
quantitative results are incomparable with studies in our sample. The evidence for positive and
signiﬁcant backward spillovers is unequivocal, but no such consensus emerges for forward and
horizontal spillovers: some researchers report positive effects of forward linkages and negative
effects of horizontal linkages; others ﬁnd insigniﬁcant effects. Taking a simple average of all
estimates reported in high-quality journals conﬁrms this qualitative observation. The average
semi-elasticity reaches 1.14 for backward spillovers, 0.54 for forward spillovers, and  0:13
for horizontal spillovers, all signiﬁcant at the 5% level. Most of the studies concentrate on
backward spillovers and provide estimates of forward and horizontal spillovers only as a bonus.
The practice reﬂects the recent view that domestic ﬁrms supplying foreign afﬁliates are the most
likely beneﬁciaries of technology transfer and that the effect on competitors and buyers is less
important.8
The simple average will be a biased estimate of the “true” spillover if some results are more
likely than others to be selected for publication. Publication selection bias, which has long
been recognized as a serious issue in empirical economics research (De Long and Lang, 1992;
7 Javorcik and Spatareanu (2010), forthcoming in the Journal of Development Economics and presenting results
consistent with other studies published in high-quality journals, became available online after we had terminated
the literature search. A working-paper version is included in our sample.
8 Keller and Yeaple (2009) use novel methods to show that horizontal linkages do signiﬁcantly increase the produc-
tivity of domestic ﬁrms, at least in the USA. We exclude the study because it does not estimate vertical spillovers.Meta-Analysis of FDI Spillovers 9
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Card and Krueger, 1995; Ashenfelter and Greenstone, 2004; Stanley, 2005), arises from the
preference of editors, referees, or authors themselves for results that are statistically signiﬁcant
or consistent with the theory. Publication bias is likely to be stronger in areas with less theory
competition, where a particular sign of estimates is inconsistent with any major theory; this
hypothesis is supported empirically by Doucouliagos and Stanley (2008). Selection for sig-
niﬁcance ampliﬁes this bias and creates a bias of its own every time the underlying effect is
different from zero because the estimates with the wrong sign are less likely to be statistically
signiﬁcant.
The consequences of publication selection differ at the study and literature levels. For a well-
known example, consider the effect of currency unions on within-union trade: it may be ben-
eﬁcial for an individual study to discard negative estimates since they are likely to result from
model misspeciﬁcation (or, in other words, there is no major theory consistent with the negative
effect of common currency on trade). If, however, all researchers discard negative estimates, but
some reportlarge positive estimates that are also dueto misspeciﬁcation, theaverage impression
from the literature will be biased towards a greater positive effect. This is precisely what the
recent meta-analyses ﬁnd (Rose and Stanley, 2005; Havranek, 2010). Publication bias affects
both narrative and quantitative literature surveys, but the quantitative methods can identify the
bias and estimate the true effect beyond.
While in the ﬁrst meta-analysis of spillovers from FDI G¨ org and Strobl (2001) identiﬁed pub-
lication bias among horizontal spillovers, in the last decade the selection for signiﬁcance or
positive signs has been more likely among backward spillovers. The change is due to increased
theory competition for horizontal spillovers after the skeptical study of Aitken and Harrison
(1999) was published, and to the last decade’s consensus that backward spillovers are more
important than forward and horizontal, following Javorcik (2004a) and Blalock and Gertler
(2008). We ﬁrst examine publication bias among studies published in high-quality journals,
because outlets with higher standards require (or may be expected to require by authors) more
intensive polishing, which could result in stronger publication bias.
A common method of detecting publication bias is an informal examination of the so-called
funnel plot (Stanley and Doucouliagos, 2010). The funnel plot depicts the estimated semi-
elasticity on the horizontal axis against the precision of the estimate on the vertical axis. While
the most precise estimates are close to the true effect, the less precise are more dispersed; hence
the cloud of estimates should resemble an inverted funnel. In the absence of publication bias
the funnel is symmetrical since all imprecise estimates have the same chance of being reported.
The funnel plots for the estimates taken from high-quality journals are presented in the top panel
of Figure 1. For backward spillovers, we detect strong publication bias: imprecise negative
estimates of backward spillovers are almost entirely missing. According to the top portion of
the funnel the simple average, 1.14, clearly exaggerates the true effect, which seems to be small
and hardly economically important; the average of the 10% of the most precise estimates is
merely 0.05. On the other hand, forward and horizontal spillovers show only slight traces of
publication bias: the right tail of the funnel for forward spillovers and the left tail for horizontal
spillovers are somewhat heavier, but this can be due to sampling error. Although such visual
tests are useful, they are inevitably subjective, and a more formal examination is thus necessary.
When the literature is free of publication bias the estimates of semi-elasticities are randomly
distributed around the true population effect, e0. If, however, some estimates end in the ﬁle
drawer because they are insigniﬁcant or have an unexpected sign, the reported estimates will beMeta-Analysis of FDI Spillovers 11
correlated with their standard errors (Card and Krueger, 1995; Ashenfelter et al., 1999):
ei = e0 + 0  Se(ei) + ui; uijSe(ei)  N(0;
2); (3)
where 0 measures the strength of publication bias. For instance, if a statistically signiﬁcant
effect is required, an author who has few observations may run a speciﬁcation search until the
estimate becomes large enough to offset the high standard errors. Speciﬁcation (3) can be inter-
preted as a test of the asymmetry of the funnel plot; it follows from rotating the axes of the plot
and inverting the values on the new horizontal axis. A signiﬁcant estimate of 0 then provides
formal evidence for funnel asymmetry. Because speciﬁcation (3) is likely heteroscedastic (the
explanatory variable is a sample estimate of the standard deviation of the response variable; the
heteroscedasticity is also apparent from the funnel plots), in practice it is usually estimated by
weighted least squares (Stanley, 2005, 2008):
ei=Se(ei) = ti = e0  1=Se(ei) + 0 + i; ijSe(ei)  N(0;
2): (4)
Speciﬁcation (4), often called the “meta-regression,” likewise has a convenient interpretation:
if the true semi-elasticity (e0) is zero and if only positive and signiﬁcant estimates are reported,
the estimated coefﬁcient for publication bias (0) will approach two, the most commonly used
critical value of the t-statistic. It follows that the estimates of 0 that are close to two signal
serious selection efforts. Monte Carlo simulations and many recent meta-analyses suggest that
this parsimonious test is also effective in ﬁltering out publication bias and estimating true semi-
elasticity (Stanley, 2008).
Since we use more estimates from each study, it is important to take into account that esti-
mates within one study are likely to be dependent (Disdier and Head, 2008). Therefore, (4) is
likely to be misspeciﬁed. A common remedy is to employ the mixed-effects multilevel model,
which allows for unobserved between-study heterogeneity (Doucouliagos and Laroche, 2009;
Doucouliagos and Stanley, 2009):
tij = e0  1=Se(eij) + 0 + j + ij; jjSe(eij)  N(0; ); ijjSe(eij);j  N(0;); (5)
where i and j denote estimate and study subscripts. The overall error term (ij) consists of
study-level random effects (j) and estimate-level disturbances (ij), and its variance is addi-
tive because both components are assumed to be independent: Var(ij) =   + , where  
denotes within-study variance and  between-study variance. When   approaches zero the
beneﬁt of using the mixed-effect multilevel estimator instead of simple ordinary least squares
(OLS) becomes negligible. To put the magnitude of these variance terms into perspective the
within-study correlation is useful:   Cor[tij;ti0jjSe(eij);Se(ei0j)] =  =( +). It represents
the degree of dependence of the estimates reported within the same study, or equivalently, the
degree of between-study heterogeneity.
The mixed-effects multilevel model is analogous to the random-effects model commonly used
in panel-data econometrics. The terminology, however, follows hierarchical data modeling: the
model is called “mixed-effects” since it contains a ﬁxed (e0) as well as a random part (j). For
the purposes of meta-analysis the multilevel framework is more suitable because it takes into
account the unbalancedness of the data (the restricted maximum likelihood estimator is used
instead of generalized least squares) and allows for nesting multiple random effects (author-,
study-, or country-level), and is thus more ﬂexible (Nelson and Kennedy, 2009).12 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
Table 2: Test of Publication Bias and True Effect, Studies in High-Quality Journals
Backward Forward Horizontal





-0.615 1.513 -0.591 -0.399
(0.583) (0.487) (1.235) (1.071) (0.533) (0.563)
1/Se (effect) 0.0302 -0.0482 0.367

-0.360 0.0113 0.00715
(0.0272) (0.0363) (0.218) (0.158) (0.0129) (0.00970)
Observations 143 143 66 66 112 112
Studies 7 7 3 3 7 7
Note: Standard errors in parentheses. Response variable: t-statistic of the estimate of semi-elasticity.




denote signiﬁcance at the 1% and 10% levels.
Table 2 presents the results of the test of publication bias and the true effect for studies published
in high-quality journals. Because we have few such studies (especially for forward spillovers),
the study-level random effect will hardly be normally distributed; hence, as a robustness check,
we report OLS with standard errors clustered at the study level.9 The results conﬁrm that publi-
cationbiasispresentamongtheestimatesofbackwardspillovers. Althoughinthemixed-effects
model the estimate of 0 is signiﬁcant only at the 10% level (p-value = 0.055), the evidence for
publication bias is solid considering that this test is known to have relatively low power (Stan-
ley, 2008) and that OLS reports an estimate that is signiﬁcant at the 1% level. The magnitude of
publication bias is high (1.12 for mixed effects and 1.96 for OLS), which implies a substantial
selection for signiﬁcance or positive signs in high-quality journals. The estimated true effect
of backward linkages, net of publication selection, is insigniﬁcant. As for forward and back-
ward spillovers, the estimated true effects are also insigniﬁcant, and we ﬁnd no evidence of
publication bias.
The meta-regression analysis shows how the estimated effect of backward linkages decreases
from a large and signiﬁcant value (the overall impression from Table 1 or the simple average) to
a small and insigniﬁcant value when publication selection bias is ﬁltered out from high-quality
journals. An important ﬁnding is that the selection is more prominent among the results that
are deemed to be more important (backward spillovers) than among the bonus results (forward
and horizontal spillovers). Since the important results determine the main message of the study,
they are more likely to be polished.
While estimates from studies published in high-quality journals are our most reliable observa-
tions, we need to include more studies to diminish the sampling error. The funnel plots for the
full sample of studies are depicted in the bottom panel of Figure 1 and are clearly symmetrical.
The meta-regression results, reported in Column 1 of Table 3, suggest that all types of spillover
are free of publication bias. When we consider only estimates from studies published in refer-
eed journals (Column 2), publication bias is detected for backward spillovers, and its magnitude
is only slightly lower than in high-quality journals. A question remains open whether the se-
lection is caused by the preference of journals or by the preference of authors. Nevertheless,
since there is no publication bias in the literature as a whole, the results indicate that a majority
9 Although we also try clustering at the author and country level, the results are similar, as well as for nested
models with country-, author-, and study-level random effects, and are therefore not reported. Likelihood-ratio
tests suggest that the nested effects are insigniﬁcant, and we thus use study-level random effects (or study-level
clustering) for all regressions in this paper. A Stata program is available in the online appendix.Meta-Analysis of FDI Spillovers 13
of researchers do not expect signiﬁcant and positive estimates to be more publishable and do
not polish working papers in that respect. Indeed, the average reported estimate of backward
spillovers reaches 0.88 in journal articles, but merely 0.22 in unpublished papers.
Table 3: Test of Publication Bias and True Effect, All Studies
Mixed-effects multilevel Robust
Backward Spillovers All Published Homogeneous All
Intercept (bias) -0.0255 1.083

-1.481 1.509









(0.0241) (0.0295) (0.0380) (0.0188)
Within-study correlation 0.38 0.64 0.51
Observations 1311 370 568 56
Studies 55 26 39 56
Mixed-effects multilevel Robust
Forward Spillovers All Published Homogeneous All
Intercept (bias) 0.729 -0.437 1.657 -0.287









(0.0287) (0.0454) (0.0288) (0.00960)
Within-study correlation 0.37 0.77 0.79
Observations 1030 241 591 45
Studies 44 19 30 45
Mixed-effects multilevel Robust
Horizontal Spillovers All Published Homogeneous All
Intercept (bias) 0.363 0.512 0.818 0.800
(0.295) (0.498) (0.500) (0.784)
1/Se (effect) 0.00466 0.0137 0.000549 0.00624
(0.00722) (0.00837) (0.0127) (0.00739)
Within-study correlation 0.25 0.61 0.33
Observations 1154 305 471 52
Studies 52 27 37 52
Note: Standard errors in parentheses. Response variable: t-statistic of the estimate of semi-elasticity.
Robust = the simple random-effects meta-analysis is run for each study separately; then, using an MM-estimator, the meta-regression is run
on the results. All = all estimates. Published = only estimates from studies published in refereed journals. Homogeneous = only estimates for






denote signiﬁcance at the 1%, 5%, and 10% levels.
For all types of spillovers the within-study correlation is approximately two times higher among
journal articles than among unpublished papers, which suggests that journal articles are more
heterogeneous. Perhaps the greater heterogeneity arises from the greater originality that is re-
quired from a publishable manuscript. In any case the within-study correlation is substantial for
all speciﬁcations (0.25–0.79), and the hypothesis of no between-study heterogeneity is rejected
at the 1% level by likelihood-ratio tests in favor of the mixed-effects model.
As a robustness check, we consider only one estimate representing each study. Instead of ar-
bitrarily selecting the “best” estimates, we approximate the representative estimates by the so-
called simple random-effects meta-analysis. The simple meta-analysis weights each estimate by
itsprecisionandaddsanestimate-levelrandomeffecttoaccountforwithin-studyheterogeneity;
the procedure is robust, and hence we also include the observations previously identiﬁed as out-14 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
liers.10 Since some studies provide only a few estimates, simple meta-analysis is more suitable
for summarizing individual studies than is the meta-regression, because the meta-regression
needs more degrees of freedom. The representative estimates for each study are reported in Ta-
ble A1. Consequently, the meta-regression is run on the representative estimates using a robust
MM-estimator (Verardi and Croux, 2009). The results are consistent with the mixed-effects
model.
The estimated semi-elasticity beyond publication bias is consistently positive and signiﬁcant
across all speciﬁcations for vertical spillovers, but the semi-elasticity for horizontal spillovers
is consistently insigniﬁcant. For inferences concerning the magnitude of spillovers we pre-
fer a more homogeneous subset that consists only of estimates which come from ﬁrm-level
panel-data studies, which use the standard deﬁnition of spillover variables, and for which no
computation of the marginal effect was needed (Column 3 of Table 3). The preferred estimate
suggests that a 10-percentage-point increase in foreign presence is associated with a 3% in-
crease in the productivity of domestic ﬁrms in upstream sectors, an effect four times smaller
than the simple average of estimates published in high-quality journals. For domestic ﬁrms in
downstream sectors the increase in productivity is only 0.7%.
Therefore, when we use all available studies and account for publication bias and unobserved
heterogeneity, backward spillovers are found to be economically important, forward spillovers
to be statistically signiﬁcant but small, and horizontal spillovers to be insigniﬁcant. Since these
effects are averaged across all countries and methods, we need multivariate analysis to explain
the vast differences in the reported effects. The reported effects may be systematically inﬂu-
enced by misspeciﬁcations or other quality aspects. In the next section, focusing only on back-
ward spillovers as the most important channel of technology transfer, we relax the assumption
that all heterogeneity across studies is unobservable and describe the determinants of spillovers.
4. What Explains Heterogeneity
The recent literature on productivity spillovers emphasizes that the beneﬁts of FDI depend on
the characteristics of host countries, individual recipient ﬁrms, and foreign investment (Crespo
and Fontoura, 2007; Smeets, 2008; Meyer and Sinani, 2009). We label such differences in
reported estimates “structural heterogeneity” to distinguish them from the heterogeneity that
is caused by the use of different methods. Concerning cross-country structural heterogeneity,
Figure 2 depicts the differences in the estimates of backward spillovers reported for European
countries. The ﬁgure is based on the simple random-effects meta-analysis run separately for
each country; the numerical results are summarized in Table A2. It is readily apparent that the
effects of backward linkages are substantially heterogeneous. While at this point it is difﬁcult
to draw general conclusions, the ﬁgure, in line with Bitzer et al. (2008), suggests that Central-
Eastern European countries may beneﬁt relatively more from foreign investment.
Although a lot of these differences are likely to be caused by the different methods used, we
ﬁnd heterogeneity even among the results of studies employing the same method to examine
more than one country (for instance, Gersl et al., 2007) or among countries examined by many
studies. The results for Romania and the Czech Republic provide an illustrative example. Since
researchers often choose transition countries to investigate FDI spillovers, for both countries
we have eight studies employing a large variety of methods. The estimated semi-elasticity
10 The random-effects meta-analysis is a weighted average with the weight of the ith estimate from the jth study
equal to 1=[Se2(eij) + ^ j], where eij  N(ej0;j).Meta-Analysis of FDI Spillovers 15
Figure 2: Cross-Country Heterogeneity in Backward Spillovers
eb > 0.1




for Romania reaches 0.27, but for the Czech Republic it is negative and reaches  0:15, both
signiﬁcant at the 5% level. On the other hand, to visualize the high degree of heterogeneity
due to different methodologies, Figure A1 shows a box plot of studies on China. Clearly both
structural and method heterogeneity play an important role in the spillover literature and have
to be accounted for in a multivariate framework. While it is the structural heterogeneity that
is of principal interest, ignoring the differences in method and publication characteristics could
lead to misleading results because some countries are only examined by one study.
Table 4 presents the descriptions and summary statistics of variables that may inﬂuence the re-
ported magnitude of spillovers. We divide them into ﬁve blocks: variables explaining structural
heterogeneity represent the real determinants, data characteristics represent the properties of the
data used, speciﬁcation characteristics represent the basic design of the tested models, estima-
tion characteristics represent the econometric strategy, and publication characteristics represent
the differences in quality not captured by the data and method variables.16 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
Table 4: Description of Regression Variables
Variable Description Mean Std. dev.
t-statistic The t-statistic of the estimate of semi-elasticity. The response variable. 0.803 4.997
1=Se The precision of the estimate of semi-elasticity. 5.465 6.640
Structural heterogeneity
Distance The logarithm of the country’s FDI-stock-weighted distance from its
source countries of FDI (kilometers).
7.769 0.621
Technology gap The logarithm of the country’s FDI-stock-weighted gap in GDP per
capita with respect to its source countries of FDI (USD, constant prices
of 2000).
9.816 0.419
Openness The trade openness of the country: (exports + imports)/GDP. 0.704 0.330
Financial devel-
opment
The development of the ﬁnancial system of the country: (domestic credit
to private sector)/GDP.
0.614 0.428
Patent rights The Ginarte-Park index of patent rights of the country. 2.993 0.800
Fully owned =1 if only fully owned foreign investments are considered for linkages. 0.069 0.253
Partially owned =1 if only investments with joint domestic and foreign ownership are
considered for linkages.
0.070 0.256
Services =1 if only ﬁrms from service sectors are included in the regression. 0.046 0.209
Data characteristics
Cross-sectional =1 if cross-sectional data are used. 0.079 0.269
Aggregated =1 if sector-level data for productivity are used. 0.033 0.178
Time span The number of years of the data used. 7.090 3.788
Firms The logarithm of [(the number of observations used)/(time span)]. 7.598 2.040
Average year The average year of the data used (2000 as a base). -1.053 3.798




Forward =1 if forward spillovers are included in the regression. 0.655 0.475
Horizontal =1 if horizontal spillovers are included in the regression. 0.866 0.341
Employment =1 if employment is the proxy for foreign presence. 0.142 0.349
Equity =1 if equity is the proxy for foreign presence. 0.060 0.238
All ﬁrms =1 if both domestic and foreign ﬁrms are included in the regression. 0.252 0.435
Absorption =1 if the speciﬁcation controls for absorption capacity using technology
gap or R&D spending.
0.070 0.256
Competition =1 if the speciﬁcation controls for sector competition. 0.272 0.445
Demand =1 if the speciﬁcation controls for demand in downstream sectors. 0.075 0.263
Regional =1 if vertical spillovers are measured using the ratio of foreign ﬁrms in
the region as a proxy for foreign presence.
0.037 0.188
Lagged =1 if the coefﬁcient represents lagged foreign presence. 0.127 0.334
More =1 if the coefﬁcient is not the only estimate of backward spillovers in
the regression.
0.459 0.499




One step =1 if spillovers are estimated in one step using output, value added, or
labor productivity as the response variable.
0.429 0.495
Olley-Pakes =1 if the Olley-Pakes method is used for the estimation of TFP. 0.187 0.390
OLS =1 if OLS is used for the estimation of TFP. 0.107 0.309
GMM =1 if the system GMM estimator is used for the estimation of spillovers. 0.089 0.285
Random =1 if the random-effects estimator is used for the estimation of
spillovers.
0.031 0.174
Pooled OLS =1 if pooled OLS is used for the estimation of spillovers. 0.157 0.364
Year ﬁxed =1 if year ﬁxed effects are included. 0.854 0.353
Sector ﬁxed =1 if sector ﬁxed effects are included. 0.494 0.500
Differences =1 if the regression is estimated in differences. 0.456 0.498
Translog =1 if the translog production function is used. 0.076 0.266
Log-log =1 ifthe coefﬁcientis taken froma speciﬁcationdifferent fromlog-level. 0.017 0.128
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Table 4: Description of Regression Variables (cont.)
Variable Description Mean Std. dev.
Publication characteristics
Published =1 if the study was published in a refereed journal. 0.288 0.453
Impact The recursive RePEc impact factor of the outlet. Collected in April
2010.
0.238 0.453
Study citations The logarithm of [(Google Scholar citations of the study)/(age of the
study) + 1]. Collected in April 2010.
1.160 1.110
Native =1 if at least one co-author is native to the investigated country. 0.712 0.453
Author citations The logarithm of (the number of RePEc citations of the most-cited co-
author + 1). Collected in April 2010.
3.114 2.480
US-based =1 if at least one co-author is afﬁliated with a US-based institution. 0.397 0.489
Publication date The year and month of publication (January 2000 as a base). 7.865 1.637
Structural heterogeneity The structural block includes ﬁve variables that are computed at
the host-country level and three dummy variables that reﬂect the characteristics of FDI and
domestic ﬁrms. For the country-speciﬁc variables, we select values from 1999, the median year
of the data used in primary studies. This approach can be supported by three reasons: First,
because of data limitations it is not feasible to construct the variables as study-speciﬁc averages
over the data periods of the individual studies. Second, all the studies were published between
2002 and 2010, and most of them use short and similar data periods. Third, we are interested
in the relative differences between countries. When studies pool together data for multiple
countries in one spillover regression (there are two such studies), we use population-weighted
values for all variables.
Our main aim is to test the implications of the theoretical model by Rodriguez-Clare (1996),
which indicates that positive backward spillovers are more likely to occur when the costs of
communication between the foreign afﬁliate and its headquarters are high and when the source
and host country of FDI are not too different in terms of the variety of intermediate goods
produced. As suggested by Rodriguez-Clare (1996), communication costs can be approximated
by the distance between the host and source countries of FDI, and country similarity can be
approximated by the difference in the level of development. Both implications have an intuitive
interpretation: On the one hand, investors from distant countries are likely to use more local
inputs since it is expensive for them to import inputs from home countries; on the other hand,
investorsfrommuchmoredevelopedcountriesarelikelytouselesslocalinputssincelocalﬁrms
are often unable to produce intermediate goods that would comply with the quality standards
of the investors. A higher share of local inputs indicates more linkages with local ﬁrms and a
greater potential for technology transfer.
To create a variable that would reﬂect the distance between the host country and its source
countries of FDI, we need each country’s geographic breakdown of inward FDI stocks, but
such information is not always directly available. Hence, we use breakdowns of outward FDI
positions of OECD countries provided by the OECD’s International Direct Investment Statistics
to reconstruct the breakdowns of inward FDI for all 47 countries that have been examined in the
spillover literature. In 1999, OECD countries accounted for more than 85% of the world stock
of outward FDI. We additionally obtain breakdowns from the statistical ofﬁces of the next three
most important source countries of FDI: Hong Kong, Taiwan, and Singapore, which increases
the total coverage to 95%. It is necessary to take into account that some authors already separate18 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
the linkage effects of investors of different nationalities; for example, many studies on China
separate ethnic Chinese investors (Hong Kong, Macao, Taiwan) from Western investors. Hence,
we use three different breakdowns for China: the ﬁrst for all investors, the second for Western
investors, and the third for ethnic Chinese.
The data on distances come from the CEPII database (www.cepii.org) and are computed fol-
lowing the great circle formula. The distance variable is then calculated using FDI breakdowns
as weights. For example, if 70% of inward FDI stock in Mexico originated in the USA, 20%
in Germany, and 10% in Japan, the average distance of foreign afﬁliates in Mexico from their
headquarters would be 0:7  1,600 + 0:2  9,500 + 0:1  11,000 = 4,120 kilometers. We employ
a similar approach to calculate the average technology gap of host countries with respect to
the stock of inward FDI, measuring the development of the country as GDP per capita. The
source of the data, similar to all remaining country-speciﬁc variables with the exception of
patent rights, is the World Bank’s World Development Indicators.
Another important determinant of spillovers is the international experience of domestic ﬁrms,
whichweapproximatebythetradeopennessofthecountry. Firmswithinternationalexperience
may beneﬁt more from backward linkages since they are used to trading with foreign ﬁrms and,
for example, have employees with the necessary language skills. Such ﬁrms have a higher
capacity to absorb spillovers; on the other hand, since they are already exposed to foreign
ﬁrms in international markets they may have less potential to learn from foreign investors. But
ﬁrms exposed to international competition are also more likely to produce intermediate goods
required by foreign afﬁliates, and hence, in line with Rodriguez-Clare (1996), may beneﬁt from
greater spillovers.
As a major precondition of positive spillovers, many researchers stress the ﬁnancial develop-
ment of the host country (Javorcik and Spatareanu, 2009; Alfaro et al., 2010): if domestic ﬁrms
have difﬁculty obtaining credit, they react rigidly to the demand of foreign afﬁliates, and the
sluggish response can result in fewer linkages. On the other hand, if the inﬂow of FDI eases
the existing credit constraints of domestic ﬁrms by bringing in scarce capital (Harrison et al.,
2004), better credit terms reﬂect in higher productivity, and the beneﬁts of FDI are more im-
portant in countries with tougher credit constraints. We approximate the development of the
ﬁnancial system by the ratio of private debts to GDP.
Since countries with weak protection of intellectual property rights are likely to attract rela-
tively low-technology investors (Javorcik, 2004b), the potential for technology transfer in these
countries is likely to be lesser. If a smaller technology gap, however, contributes to more link-
ages because of the greater similarity between foreign and domestic ﬁrms then the effect will be
opposite. Additionally, weak protection of intellectual property enables domestic ﬁrms to copy
foreign technology with less cost. To approximate the protection of intellectual property, we
choose the Ginarte-Park index of patent rights; the source of the data is Walter G. Park’s web-
site11 and Javorcik (2004b). The index is calculated once every ﬁve years, and values for 1999
are unavailable. Because Javorcik (2004b) computed the 1995 index for most of the originally
missing transition countries that we need, we use the values for 1995. If we replace them by
values for 2000 the results will remain similar.
The other structural variables are dummies capturing the degree of foreign ownership used to
deﬁne foreign presence or the investigated sector of the domestic economy. Many researchers
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argue that fully owned foreign afﬁliates create fewer spillovers compared with joint foreign
and domestic projects (Javorcik and Spatareanu, 2008) since joint projects will arguably use
technology that is more accessible to domestic ﬁrms. Some authors estimate spillovers sepa-
rately for service sectors, which allows us to test the hypothesis that ﬁrms in services, compared
with manufacturing ﬁrms, are less likely to beneﬁt from linkages. Firms in services may lack
international experience since they exhibit lower export propensity.
Data characteristics Following G¨ org and Strobl (2001) we include dummy variables for
cross-sectional data and aggregation at the sector level, even though more than 90% of the
estimates comefrom ﬁrm-levelpanel-data studies. Because thesize of datasets usedby primary
studies varies substantially, we control for the number of years and ﬁrms to ﬁnd out whether
smallerstudiesreportsystematicallydifferentoutcomes. Weincludetheaverageyearofthedata
period to control for possible structural changes in the effects of FDI. Finally, because a large
part of studies on European countries use data from the same source (the Amadeus database),
we include a corresponding dummy variable.
Speciﬁcation characteristics The variables capturing method heterogeneity are roughly di-
vided into speciﬁcation and estimation characteristics. Concerning speciﬁcation characteristics,
we construct dummies for the inclusion of the other spillover variables in the same regression
(forward and horizontal), the proxy for foreign presence (most studies use share in output, oth-
ers in employment or equity), the subset of ﬁrms used for the estimation of spillovers (whether
all ﬁrms or only domestic are included), the inclusion of important control variables (sector
competition and demand in downstream sectors), the control for absorption capacity, and the
use of a lagged, instead of a contemporaneous, linkage variable.
Estimation characteristics Although the majority of studies use total factor productivity
(TFP) as the measure of productivity, some estimate spillovers in one step using output, value
added, or labor productivity as the response variable. When computing TFP, most authors take
into account the endogeneity of input demand and use the Levinsohn-Petrin or Olley-Pakes
method, but 10% of all estimates are computed using OLS. In the second step, TFP is regressed
on the linkage variable, and the estimation is usually performed using ﬁrm ﬁxed effects. We
create dummies for random effects and pooled OLS as well as for the inclusion of year and
sector ﬁxed effects. Approximately a half of the regressions are estimated in differences. A
general-method-of-moments (GMM) estimator is employed by 9% of the regressions, and the
translog production function instead of the Cobb-Douglas function is employed by 8% of them.
Publication characteristics To control for the different quality of studies, we include a
dummy for publication in refereed journals, the recursive RePEc impact factor of the outlet (the
results are similar when different impact factors are used), the number of Google Scholar cita-
tions of the study discounted by study age (citations from Thompson or RePEc provide much
less variation), and the number of RePEc citations of the co-author who is most frequently cited.
We also include a dummy variable for studies where at least one co-author is “native” to the
examined country. We consider authors to be native if they either were born in the examined
country or obtained an academic degree there. We hypothesize that such researchers are more
familiar with the data at hand, which could contribute to the quality of analysis. To account
for any systematic difference between the results of researchers afﬁliated in the USA (for our
sample it usually means highly ranked institutions) and elsewhere, we add a dummy for stud-
ies where at least one co-author is afﬁliated with a US-based institution. Finally, publication
date (year and month) is included to capture the publication trend: possibly the advances in
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Although we have additionally codiﬁed other variables reﬂecting data and methodology (among
others the degree of aggregation of the linkage variable and the number of input-output tables
used), the variation in these variables is too low to bring any useful information.
To investigate the pattern of heterogeneity in the spillover literature, we add the explanatory
variables listed in Table 4 into (3), and again divide the resulting equation by the standard error
to correct for heteroscedasticity and add the random-effects component to account for within-
study dependence. The multivariate meta-regression then takes the following form (Doucoulia-
gos and Stanley, 2009; Cipollina and Salvatici, 2010):
tij = 0 + e0=Se(eij) + x
0
ij=Se(eij) + j + ij; (6)
where xij = (x1ij;:::;xpij) is the vector of explanatory variables,  = (1;:::;p) is
the vector of the corresponding regression coefﬁcients, and the exogeneity assumptions are
jjSe(eij);xij  N(0; ) and ijjSe(eij);xij;j  N(0;). Here e0 is conditional on x; that
is, it represents the true effect in the reference case (xij = 0).
The high degree of unbalancedness of the data makes reliable testing of the exogeneity as-
sumptions difﬁcult.12 Hence, as a speciﬁcation check, meta-analysts usually employ OLS with
clustered standard errors (Disdier and Head, 2008; Doucouliagos and Laroche, 2009). In the
previous section, however, we have shown that the within-study dependence in our data is sub-
stantial and thus that OLS is misspeciﬁed. The principal problem with OLS is that it gives each
estimate the same weight, which causes studies reporting lots of estimates to become overrepre-
sented. The mixed-effects multilevel model, on the other hand, gives each study approximately
the same weight if the within-study dependence is high (Rabe-Hesketh and Skrondal, 2008, p.
75). For all speciﬁcations in our analysis, the signiﬁcance of within-study dependence is con-
ﬁrmed by likelihood-ratio tests at the 1% level. Yet large differences between the estimates
based on OLS and on mixed effects may signal a violation of the exogeneity assumptions, and
we therefore report both models, although the mixed-effects model is preferred.
We begin by including all explanatory variables into the regression; this general model is not
reported, but is available on request. The only substantial correlations appear between the struc-
tural country-speciﬁc variables, and all variance inﬂation factors are lower than 10, suggesting
only slight multicollinearity. To obtain a more parsimonious model, we employ the Wald test
and exclude the control (data, method, and publication) variables that are jointly insigniﬁcant at
the 10% level, but keep all structural variables. The results for structural variables are reported
in Table 5; the signiﬁcant control variables are included in all regressions (the results for con-
trol variables are reported in Table A3). All structural variables are included in the speciﬁcation
reported in Column 1; the speciﬁcations in Columns 2 and 3 omit some of them to avoid the
relatively high correlations (the highest one reaches 0.68), but the coefﬁcients do not change a
lot. The results are similar even if the effects of the country-speciﬁc variables are examined one
by one in separate regressions.
There are two structural variables that are individually insigniﬁcant, and they are also jointly in-
signiﬁcantwiththepreviouslyexcludedcontrolvariables. Omittingalljointlyinsigniﬁcantvari-
ables yields our preferred “speciﬁc” model; that is, the model without redundant variables. The
12 Fixed effects in the panel-data sense are generally inappropriate for meta-analysis since some studies report only
one usable estimate; additionally, ﬁxed effects make it impossible to examine the effect of study-level explanatory
variables. As Nelson and Kennedy (2009, p. 358) put it: “The advantages of random-effects estimation [in meta-
analysis] are so strong that this estimation procedure should be employed unless a very strong case can be made
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speciﬁc model is then re-estimated using OLS with standard errors clustered at the study level.
Although three structural variables become less signiﬁcant using OLS (their p-values range be-
tween 0.1 and 0.2), the coefﬁcients for all structural and control variables retain the same sign,
which indicates that the mixed-effects model is correctly speciﬁed. Moreover, two of the three
less signiﬁcant structural variables become signiﬁcant at standard levels when country-level
clustering is used. The pseudo R2s of about 0.4 show that a lot of heterogeneity still remains
unexplained. But such values are common for meta-analysis because of the microeconomic
nature of the data (see, for instance, Disdier and Head, 2008). All of the qualitative results are
robust to the inclusion of outliers.
Table 5: Structural Heterogeneity in Backward Spillovers
Mixed-effects multilevel OLS
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(0.0602) (0.0603) (0.0566) (0.0946)











(0.0766) (0.0771) (0.0772) (0.0765) (0.350)
Pseudo R2 0.39 0.36 0.38 0.40 0.46
Observations 1308 1308 1311 1311 1311
Studies 55 55 55 55 55
Note: Standard errors in parentheses. Response variable: t-statistic of the estimate of semi-elasticity.
All explanatory variables are divided by the standard error of the estimate of semi-elasticity.
OLS = ordinary least squares with clustered standard errors. The intercept, precision, and variables controlling for methodology, data, and
quality are included in all speciﬁcations (these results are reported in Table A3).

denotes signiﬁcance at the 1% level.
Our most important ﬁnding concerns the effects of the nationality of foreign investors on the
magnitude of backward spillovers. The distance between the host and source country of FDI
hasarobustlypositiveandsigniﬁcanteffect, whichsuggeststhatinvestorsfromfar-offcountries
create more beneﬁcial linkages. We thus corroborate the ﬁndings of Javorcik and Spatareanu
(2010), who report that American and Asian investors in Romania generate greater spillovers
than European investors. Furthermore, our results indicate that a high technology gap between
foreign afﬁliates and domestic ﬁrms impedes technology transfer. Since, however, a very low
or even negative technology gap may leave little room for technology transfer, we also test
for a possible quadratic relationship between spillovers and the technology gap. Contrary to
the recent meta-analysis on horizontal spillovers by Meyer and Sinani (2009), who use host-
country-level data for GDP as a proxy of the technology gap and do not account for the dif-
ference between the host and source country, the quadratic term is insigniﬁcant and the linear
speciﬁcation ﬁts the data better.22 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
We ﬁnd that ﬁrms in countries open to international trade beneﬁt more from FDI, which cor-
responds to Meyer and Sinani (2009). Thus both horizontal and vertical spillovers seem to be
especially important for ﬁrms with international experience. On the other hand, the ﬁnancial
development of the host country has a negative effect on spillovers, which supports the view that
foreign afﬁliates help domestic ﬁrms ease credit constraints. Indeed, according to the survey
evidence reported by Javorcik and Spatareanu (2009) for the Czech Republic, a quarter of sup-
pliers of foreign afﬁliates claimed that the supplier status helped them to gain more ﬁnancing.
The results suggest that the degree of protection of intellectual property rights is insigniﬁcant
for the magnitude of spillovers. Better patent rights can attract more investors using advanced
technology, but they also increase the costs of imitating foreign technology, and thus shrink the
beneﬁts. On the other hand, the degree of foreign ownership of investment projects is important.
The dummy variable for investments with full foreign ownership is consistently negative and
signiﬁcant, suggesting that projects with full foreign ownership generate lower spillovers than
projects with partial ownership (according to the speciﬁc model the semi-elasticity is lower
by about 0.22). The coefﬁcient for the variable capturing partial ownership is positive but
insigniﬁcant; the insigniﬁcance is, however, largely due to the connection with the variable
capturing full foreign ownership. When we drop the variable for full foreign ownership from the
regression (Column 2 of Table 5) the p-value corresponding to the variable for partial ownership
decreases to 0.13. These ﬁndings are consistent with the negative effect of the technology gap
on spillovers: fully owned foreign afﬁliates are likely to use more advanced technology, which
increases the technology gap. Likewise, the smaller effect on domestic ﬁrms in service sectors
is consistent with the importance of international experience for the adoption of spillovers.
Seventeen variables reﬂecting the characteristics of the data, speciﬁcation, estimation, and qual-
ity are signiﬁcant, suggesting that results depend on study design in a systematic way. The
results are affected by the level of aggregation, age, and source of the data. The omission of
the standard control variables (sector competition, downstream demand), the deﬁnition of the
response variable, and the method of computing TFP matter. Furthermore, we ﬁnd an upward
trend in the results: other things equal, the use of new data increases the reported semi-elasticity
by 0.03 each year. Concerning quality characteristics, unpublished studies report estimates that
are systematically lower by 0.28 compared with published studies. Studies with no co-author
native to the investigated country report estimates lower by a remarkable 0.46.
The results of the multivariate meta-regression can be used to estimate the underlying semi-
elasticity conditional on study design. Since the majority of researchers consider some aspects
of study design misspeciﬁcations, we plug the preferred values of method dummies into the spe-
ciﬁc model. This approach is called the “best-practice” estimation. The best practice, however,
is subjective as different researchers may prefer different methodologies. For simplicity, we
deﬁne the best practice following Javorcik (2004a), the study published in the American Eco-
nomic Review: Javorcik (2004a) uses ﬁrm-level data, computes TFP by a method that accounts
for the endogeneity of input demand, estimates the regression in differences, and controls for
sector ﬁxed effects, sector competition, and demand in downstream sectors.
Furthermore, we extend the deﬁnition of the best practice to represent the “ideal” study. We
prefer studies published in refereed journals and studies with a co-author native to the inves-
tigated country. We plug in the sample maximums for study citations, author citations, and
average year of the data. Other variables, including all structural variables, are set to their sam-
ple means. In other words the best-practice estimate is conditional on some characteristics of
data, methodology, and quality, but unconditional on the characteristics of host countries andMeta-Analysis of FDI Spillovers 23
FDI. The best-practice estimate of the underlying semi-elasticity, e0, reaches 1.07 and is signif-
icant at the 1% level with the 95% conﬁdence interval (0.79, 1.35). The whole procedure yields
similar results when outliers are included (1.12) or when OLS is used (1.06).
Therefore, taking into account publication bias and observable differences in data, methods, and
quality, our preferred estimate implies that a 10-percentage-point increase in foreign presence
is associated with an increase in the productivity of domestic ﬁrms in supplier sectors of almost
11%: a large, economically important effect. The estimate further increases to 1.24 if we
plug in the sample maximum of publication date. The use of output instead of TFP as the
response variable (e.g., Blalock and Gertler, 2008) lowers the estimate from 1.07 to a still highly
signiﬁcant 0.72. When all variables reﬂecting quality characteristics are set to their sample
means, the best-practice estimate declines from 1.07 to 0.73. When additionally average data
characteristics are considered, the estimate further diminishes to 0.62. Finally, when average
methods are also plugged in, the estimate shrinks to 0.02 and loses signiﬁcance at conventional
levels. A mirror image of the best practice estimation (the only exception is that ﬁrm-level data
are still considered) even gives a signiﬁcantly negative estimate,  0:74.
Our analysis thus suggests that negative estimates are largely due to misspeciﬁcations. Indeed,
the best-practice estimates are positive and signiﬁcant for all countries in the sample even if
we consider the effect of fully owned foreign afﬁliates on domestic ﬁrms in service sectors.
The average estimate published in high-quality journals, compared with the average estimate
in lesser journals or in working papers, is closer to our deﬁnition of best practice in all aspects
of methods and data, which indicates that some of the journal preference for positive results is
caused by the selection of higher-quality studies. It does not explain, though, the asymmetry of
reported results.
A similar multivariate analysis, available on request, shows that no country-speciﬁc variable
matters for the degree of forward spillovers, and that the best-practice estimate of forward
spillovers is insigniﬁcant. These ﬁndings corroborate the view that backward linkages are more
important than forward linkages.
Table 6: Backward Spillovers and Differences Between the Host and Source Country
Source country of FDI
Host country of FDI United States Germany South Korea
Mexico 0.921 (0.144) 1.559 (0.172) 2.122 (0.254)
Romania 1.320 (0.162) 1.015 (0.154) 1.812 (0.208)
China 0.928 (0.205) 1.009 (0.185) 0.819 (0.171)
Note: Standard errors in parentheses.
Estimates are based on best practice and are all signiﬁcant at the 1% level.
To illustrate the economic signiﬁcance of the effects of distance and the technology gap on
spillovers, consider the example of three source countries of FDI (the United States, Germany,
and South Korea) and three host countries (Mexico, Romania, and China) reported in Table 6.
The estimates are based on best practice and show that the same investment has different effects
in different host countries. In Mexico the greatest spillovers are generated by Korean FDI fol-
lowed by German FDI; investments from the nearby USA generate the least spillovers. Since
Mexico has a similar technology gap with respect to the USA and Germany, the difference be-
tween the estimated spillover effects, 0.64, is largely due to different distances. Likewise, the24 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
distance from Mexico to Germany is similar to the distance from Mexico to Korea, and the
difference in spillovers, 0.57, is due to different technology gaps. When both effects are put
together, one dollar of FDI from Korea creates more than twice as many beneﬁts for domes-
tic Mexican ﬁrms than one dollar of FDI from the USA. A similar interplay of distance and
the technology gap can be observed for Romania and China. It follows that, under realistic
conditions, the origin of FDI is economically important for the effect on domestic ﬁrms.
5. Conclusion
In a meta-analysis of data from 47 countries we ﬁnd robust evidence consistent with technology
transfer from foreign investors to domestic ﬁrms in supplier sectors (backward spillovers), but
no economically important effect on ﬁrms in customer sectors (forward spillovers) or in the
same sector (horizontal spillovers). Similar to G¨ org and Strobl (2001), we detect publication
bias in the literature: positive or signiﬁcant estimates are more likely to be selected for publica-
tion, especially in high-ranked journals. This upward bias is present only among the estimates
of backward spillovers from journal articles; unpublished studies and estimates of forward and
horizontal spillovers exhibit no selection. On the other hand, misspeciﬁcations tend to bias the
results downwards.
The analysis brings three policy-relevant results. First, our preferred estimate suggests that a 10-
percentage-point increase in foreign presence is associated with an increase in the productivity
of domestic ﬁrms in supplier sectors of 11%. Such a strong spillover is consistent with subsidies
for FDI. For example, if Haskel et al. (2007) used this estimate to calculate the per-job value of
spillovers, the result would exceed the per-job value of recent subsidies. Nevertheless, policy
makers should exercise caution because the estimates capture more than externalities: studies
on FDI spillovers do not account for possible compensations for the transfer of technology.
An exception is Blalock and Gertler (2008), who additionally examine the inﬂuence of foreign
presence on domestic proﬁts and conﬁrm the positive externality.
Second, greater spillovers are generated by FDI from distant countries with slight technological
advantages over domestic ﬁrms. The results are in line with the theoretical model of Rodriguez-
Clare (1996) and, in the case of distance, corroborate the ﬁndings of Javorcik and Spatareanu
(2010). When investors come from distant countries, it is more expensive for them to import
intermediate inputs from home; when the technology gap is not too large, local suppliers are
able to produce inputs of sufﬁcient quality. In both cases, investors are likely to create more
linkages with domestic ﬁrms. It follows that subsidy programs, if in operation, are best targeted
at such investors.
Third, greater spillovers are received by countries that are open to international trade and that
have underdeveloped ﬁnancial systems. As for openness, ﬁrms used to trading with foreign
ﬁrms will create linkages with investors more easily; the result corresponds with the ﬁndings
of Meyer and Sinani (2009) for horizontal spillovers. As for ﬁnancial development, if foreign
presence helps domestic ﬁrms alleviate their credit constraints (Harrison et al., 2004), a less
developed ﬁnancial system implies a higher potential to beneﬁt from FDI. In addition, fewer
spillovers are generated by fully owned foreign afﬁliates compared with joint ventures, and
fewer spillovers are received by domestic ﬁrms in services compared with manufacturing.
Meta-analysis can only ﬁlter out misspeciﬁcations that have been overcome by a sufﬁcient num-
ber of researchers. If a misspeciﬁcation is shared by the entire literature and inﬂuences theMeta-Analysis of FDI Spillovers 25
estimates in a systematic way, meta-analysis will give biased results. This problem is impor-
tant for the point estimate of the spillover effect while less so for the investigation of spillover
determinants. Several researchers have emphasized that the traditional deﬁnition of linkage
variables in spillover regressions is valid only under speciﬁc conditions. Concerning backward
spillovers, Barrios et al. (2009) construct an alternative measure of linkages using, for exam-
ple, input-output tables for investors’ home countries to account for different sourcing behavior.
Vacek (2010) constructs ﬁrm-level linkage variables that reﬂect the actual ratio of the output of
domestic ﬁrms sold to foreign afﬁliates. Concerning horizontal spillovers, Keller and Yeaple
(2009) use an instrumental-variable estimator and take into account that foreign afﬁliates are
active in more than one sector. All of these studies ﬁnd that using the new measures results
in stronger evidence of positive spillovers. These improvements, however, have so far been
sparsely applied, and their examination in a meta-regression analysis is left for further research.26 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
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Appendix A: Supplementary Material
Table A1: Meta-Analyses for Individual Studies
Backward Forward Horizontal
Study Effect SE Effect SE Effect SE N
Articles published in refereed journals




0.051 -0.023 0.079 20





Blake et al. (2009) 0.065 0.040 0.002 0.006 -0.044

0.012 21
Blalock and Gertler (2008) 0.087
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0.009 -0.009 0.007 10
Blalock and Simon (2009) 0.02 0.014 0.013

0.007 24
Bwalya (2006) 1.108 0.734 -0.188

0.067 22
Crespo et al. (2009) 0.058 0.149 -0.003 0.060 0.335 0.218 9
Gersl (2008) 1.389 0.926 0.962
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0.569 -0.152 0.203 12







Girma and Gong (2008) -0.083 0.112 0.185
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0.736 75
Halpern and Murak¨ ozy (2007) 1.464

0.131 -0.411 0.747 -0.223
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2.469 6
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
0.423 -0.065 0.068 153
Gonc ¸alves (2005) 0.668

0.120 2














Hale et al. (2010) 0.095

0.041 0.047 0.036 160










Lesher and Miroudot (2008) -0.341






















0.457 -0.073 0.166 45
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Table A1: Meta-Analyses for Individual Studies (cont.)
Backward Forward Horizontal
Study Effect SE Effect SE Effect SE N
Merlevede and Schoors (2007) 0.097 0.170 0.476

0.160 -0.044 0.046 60
Merlevede and Schoors (2009) 0.692 1.003 0.181 2.263 2.251

0.706 42




0.293 0.016 0.043 184
Nguyen et al. (2008b) 0.097 0.103 -0.487 0.320 -0.024 0.069 20



























Tong and Hu (2007) 0.228 0.415 0.228 0.415 -0.185 0.325 8
Vacek (2007a) 0.048 0.060 -0.003 0.038 0.013 0.012 48
Vacek (2007b) 0.526

0.044 -0.001 0.014 92
Note: Spillover effects are estimated by the simple random-effects meta-analysis run separately for each study.






denote signiﬁcance at the 1%, 5%, and 10% levels.
Figure A1: Box Plot of Backward Spillovers in China Shows Method Heterogeneity
−4 −2 0 2 4 6 8
Estimate of semi−elasticity
Wang and Zhao (2008)
Tong and Hu (2007)
Tang (2008)
Qiu et al. (2009)
Liu et al. (2009)
Liu (2008)
Lin et al. (2009)
Liang (2008)
Hale et al. (2010)
Girma and Gong (2008)
Chang et al. (2007)
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Table A2: Meta-Analyses for Individual Countries
Backward Forward Horizontal
Country Effect SE Effect SE Effect SE N
Bosnia and Herzegovina 0.553 1.317 -0.268 0.362 8
Bulgaria -0.333 0.564 -0.501





















0.051 -0.023 0.079 20
Croatia 0.160 0.108 0.020 0.040 8
Czech Republic -0.15

0.063 0.005 0.026 -0.036

0.014 332





0.139 -0.023 0.024 148
India -0.044 0.338 0.050 0.125 6
Indonesia 0.052

0.011 0.002 0.004 34







0.023 0.079 0.085 6
Latvia -0.819




































0.165 -0.442 0.413 0.032 0.027 20
Slovenia 0.127

































Vietnam 0.079 0.049 -3.059

0.281 -0.038 0.040 243
Zambia 1.108 0.734 -0.188

0.067 22
Advanced OECD countriesa -0.341











Note: Spillover effects are estimated by the simple random-effects meta-analysis run separately for each country.
Meta-analyses for countries for which we have less than ﬁve estimates are not reported, but are available on request.
Outlying observations are included.






denote signiﬁcance at the 1%, 5%, and 10% levels.
a Austria, Belgium, Finland, France, Germany, Luxembourg, Netherlands, Norway, Sweden.
b Albania, Georgia, Kazakhstan, Serbia.32 Tom´ aˇ s Havr´ anek and Zuzana Irˇ sov´ a
Table A3: Control Variables of the Multivariate Meta-Regression
Mixed-effects multilevel OLS
Full Subset 1 Subset 2 Speciﬁc Speciﬁc
Intercept 0.397 0.242 0.339 0.385 0.670






























































































































































































(0.0270) (0.0239) (0.0252) (0.0261) (0.0351)
Pseudo R2 0.39 0.36 0.38 0.40 0.46
Observations 1308 1308 1311 1311 1311
Studies 55 55 55 55 55
Note: Standard errors in parentheses. Response variable: t-statistic of the estimate of semi-elasticity.
All explanatory variables are divided by the standard error of the estimate of semi-elasticity.
OLS = ordinary least squares with clustered standard errors. Variables capturing structural heterogeneity are included in all speciﬁcations






denote signiﬁcance at the 1%, 5%, and 10% levels.Meta-Analysis of FDI Spillovers 33
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