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Re´sume´
Nous montrons que le polygone de Newton d’une e´quation aux q-diffe´rences
line´aire ne de´pend que du module aux q-diffe´rences correspondant. Nous interpre´tons
les classiques re´sultats de factorisation convergente de Adams-Birkhoff-Guenther
en termes d’existence d’une filtration canonique par les pentes. De plus, le gradue´
associe´ posse`de d’excellentes proprie´te´s fonctorielles (d’ou` son intereˆt pour la clas-
sification) et tensorielles (d’ou` son intereˆt pour la the´orie de Galois).
Abstract
We show that the Newton polygon of a linear q-difference equation depends
only on the corresponding q-difference module. We interpret the classical results
of convergent factorisation of Adams-Birkhoff-Guenther in terms of the existence
of a canonical filtration. Moreover, the associated graded module has excellent
functorial (resp. tensorial) properties, whence its interest for classification (resp.
for Galois theory).
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Introduction
Soit q un nombre complexe de module |q| > 1. L’e´tude locale de l’e´quation aux
q-diffe´rences line´aire:
(0) a0(z) f(q
nz) + a1(z) f(q
n−1z) + · · ·+ an(z) f(z) = 0,
fait intervenir un polygone de Newton (voir [1],[2]). Nous montrons que celui-
ci est en fait un objet intrinse`que: il peut eˆtre de´fini en fonction du module
aux q-diffe´rences associe´. Il posse`de en outre de bonnes proprie´te´s fonctorielles,
abe´liennes et tensorielles. Dans le cas formel, il donne lieu a` une de´composition du
module aux q-diffe´rences associe´ en somme directe de modules purs (a` une seule
pente), comme dans le cas classique des e´quations diffe´rentielles complexes (voir
[12], [13]).
Dans le cas convergent, apparait un phe´nome`ne spe´cifique aux q-diffe´rences:
le lemme d’Adams garantit l’existence de solutions convergentes associe´es a` la
premie`re pente. Birkhoff et Guenther en ont de´duit dans [5] une factorisation
canonique convergente de tout ope´rateur aux q-diffe´rences. Ces re´sultats ont e´te´
repris, ame´liore´s et utilise´s par Marotte et Zhang (voir [11]). Nous en donnons une
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interpre´tation en termes d’existence, pour tout module aux q-diffe´rences, d’une fil-
tration canonique par les pentes avec des quotients purs.
Birkhoff fondait de grands espoirs sur la factorisation canonique pour la for-
mation d’invariants transcendants (voir loc. cit.). Nous montrons que le foncteur
“gradue´ associe´” posse`de en effet d’excellentes proprie´te´s fonctorielles, abe´liennes
et tensorielles, qui ont permis (avec d’autres outils plus puissants) d’achever le
programme de Birkhoff (voir [15]).
Ces meˆmes proprie´te´s, proches de celles axiomatise´es par Saavedra dans [16],
permettent e´galement de passer de la the´orie de Galois des e´quations fuchsiennes,
de´veloppe´e par voie analytique dans [18], a` la the´orie de Galois locale des e´quations
irre´gulie`res (voir [19]).
Organisation de cet article
Dans la premie`re section, nous reprenons et mettons en forme des re´sultats clas-
siques dus, pour l’essentiel, a` Adams et a` Birkhoff. Ces e´nonce´s ont e´te´ exhume´s
apre`s un long sommeil par Changgui Zhang: voir [11] et [22] (en particulier le para-
graphe 5), ou` l’on trouvera e´galement des variantes des formulations ci-dessous.
Ces re´sultats vont par paire: cas convergent-cas formel. Les principaux e´nonce´s
sont les the´ore`mes de factorisation: propositions 1.2.4 et 1.2.5 et (surtout) le
the´ore`me 1.2.8.
Dans la deuxie`me section, apre`s de brefs rappels sur le formalisme des modules
aux q-diffe´rences, nous montrons le caracte`re intrinse`que du polygone de Newton
(the´ore`me 2.2.6). L’ingre´dient principal est l’utilisation du the´ore`me de Jordan-
Ho¨lder, selon la me´thode de Katz dans [10], II.2.2. Nous de´crivons ensuite le
comportement du polygone de Newton vis a` vis des ope´rations line´aires.
L’e´tude au 3.1 du sous-module de rang maximum de pente donne´e est la
deuxie`me e´tape cruciale. Le the´ore`me 3.1.1 est une traduction du lemme d’Adams.
On en de´duit facilement l’existence de la filtration canonique (the´ore`me 3.1.6), qui
est une traduction du the´ore`me de factorisation de Birkhoff-Guenther. Les ex-
cellentes proprie´te´s de la filtration et du gradue´ associe´ vis a` vis des ope´rations
line´aires sont donne´es en 3.2 et 3.3.
Nous esquissons enfin en 3.4 des applications de ces re´sultats a` la classification
et a` la the´orie de Galois; celles-ci feront l’objet de publications ulte´rieures.
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Nous avons reporte´ dans l’appendice l’application a` la re´solution des the´ore`mes
de factorisation, qui n’est pas logiquement ne´cessaire a` nos re´sultats (the´ore`mes
A.3.4 et A.4.1). Outre la description tre`s de´taille´e des algorithmes, la principale
diffe´rence avec les re´fe´rences mentionne´es ci-dessus est que nous n’utilisons que
des solutions uniformes sur C∗, ce qui est important pour d’autres parties de la
the´orie (voir [18] et [19]).
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Conventions ge´ne´rales
Le corps de base K est l’un des suivants:
M(C) ⊂ C({z}) ⊂ C((z)).
Ce qui suit s’appliquera donc en particulier aux e´quations rationnelles, i.e. a` co-
efficients dans C(z). Notons que dans le cas (que nous appellerons “classique”)
des e´quations diffe´rentielles, on ne conside`re pas habituellement le corps de base
M(C). La raison pour le traiter a` part ici est la proprie´te´ des e´quations aux q-
diffe´rences a` coefficients rationnels de “propager la me´romorphie”.
Le corpsK est muni de la valuation discre`te v0 (valuation z-adique). On notera
O l’anneau de valuation correspondant, de corps re´siduel O/zO = C. Le corps K
est e´galement muni d’un automorphisme:
σq : f(z) 7→ f(qz).
On conside`rera de plus une extension (L, σq) du “corps aux q-diffe´rences” (K,σq),
ou` l’on cherchera les solutions d’e´quations. On supposera en particlulier que l’on
1Les re´sultats pre´sente´s ici ont e´te´ annonce´s dans une note parue aux C.R.A.S. en janvier
2002. Le texte comportait une petite erreur, corrige´e ici (section 2.2).
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peut y re´soudre les e´quations σqf = zf , σqf = cf , c ∈ C∗ et σqf = f +1. Dans la
the´orie des e´quations diffe´rentielles, ceci introduit automatiquement des fonctions
multivalue´es, d’ou` la ne´cessite´ d’agrandir le corps de base. Nous re´ussirons a` tout
faire avec des fonctions uniformes, mais σq “propage les poˆles”, ceux des solutions
forment des demi-spirales logarithmiques (engendre´es par q±N) et il nous faudra
tout de meˆme agrandir le corps de base.
• SiK =M(C), on prendra en ge´ne´ralL =M(C∗). Les e´quations e´le´mentaires
seront re´solues a` l’aide de la fonction Theta de Jacobi, et des fonctions qui en
de´rivent. Modifiant le´ge`rement les notations de [17], nous poserons Θq(z) =
θq(−z/q), ou` θq(z) =
∑
n∈Z
(−1)nq−n(n−1)/2zn. Nous poserons e´galement
lq(z) = zθ
′
q(z)/θq(z) et, pour tout complexe non nul c, eq,c(z) = θq(z)/θq(c
−1z),
de sorte que σq(Θq) = zΘq, σq(lq) = lq + 1 et σq(eq,c) = ceq,c.
• Si K = C({z})), on prendra L = M(C∗, 0), le corps des germes en 0 de
fonctions me´romorphes sur C∗. Les e´quations e´le´mentaires seront re´solues a`
l’aide des germes en 0 des fonctions pre´ce´dentes.
• Si K = C((z)) (“cas formel”), L sera obtenu par adjonction de symboles
permettant de re´soudre les e´quations σqf = zf , σqc = zf (pour tout c ∈ C∗)
et σqf = f+1, astreints a` des relations alge´briques comme par exemple dans
[13]. Dans ce cas, L ne sera pas ne´cessairement un corps.
Sous ces conditions, on constate que l’on peut en fait re´soudre dans L toute
e´quation d’ordre 1, avec ou sans second membre (respectivement: appendice ou
1.1.7).
Les constantes de notre the´orie sont les e´le´ments invariants par σq. Il est facile
de ve´rifier que le corps des constantes CK de K est C dans tous les cas. Celui de
L est encore CL = C dans le cas formel (voir [13]). Dans le cas dit “convergent”
(i.e. dans les deux premiers cas), on peut ve´rifier qu’il s’identifie au corpsM(Eq)
des fonctions elliptiques relatif a` la courbe elliptique Eq = C
∗/qZ (voir [17]).
Nous aurons besoin des extensions ramifie´es Kl de K pour l ∈ N∗: elles sont
de´finies de fac¸on naturelle a` l’aide de variables zl telles que z
l
l = z; on les suppose
de plus compatibles, c’est a` dire que zllm = zm. On introduit de meˆme une famille
compatible de racines de q: qll = q et q
l
lm = qm. Il suffit pour cela de fixer τ ∈ C
tel que q = e−2ıπτ , puis de prendre ql = e
−2ıπτ/l.
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On notera enfin Dq = K
〈
σ, σ−1
〉
l’alge`bre de O¨re des polynoˆmes de Laurent
non commutatifs, caracte´rise´e par les relations:
∀x ∈ K, ∀k ∈ Z , σkx = σkq (x)σ
k.
Un tel polynoˆme P ∈ Dq mode´lise donc l’ope´rateur aux q-diffe´rences P (σq), d’ou`
une ope´ration de Dq sur L. On utilisera principalement des polynoˆmes entiers,
c’est a` dire dont tous les monoˆmes sont a` degre´s positifs. Avec ces conventions,
l’e´quation (0) s’e´crit:
(1) P.f =
def
P (σq)(f) = a0 σ
n
q f + · · ·+ an f = 0 , a0, . . . , an ∈ K , a0an 6= 0.
Dans cette e´quation, l’ope´rateur aux q-diffe´rences P est le polynoˆme (entier)
a0 σ
n + · · ·+ an de Dq. La fonction inconnue f est recherche´e dans L.
On ve´rifie facilement que l’anneau Dq est euclidien (a` gauche et a` droite).
Soit P =
∑
α≤i≤β
aiσ
i un e´le´ment de Dq. On appellera degre´ absolu de P l’entier
naturel deg(P ) = β − α si aαaβ 6= 0 (et −∞ si P = 0). Il est imme´diat que
deg(PQ) = deg(P ) + deg(Q). On appellera valuation z-adique de P l’entier
v0(P ) = min(v0(aα), . . . , v0(aβ)) (donc +∞ si P = 0). Une variante du lemme de
Gauss permet de montrer que v0(PQ) = v0(P ) + v0(Q).
1 Polygone de Newton, factorisation, solutions
1.1 Le polygone de Newton d’une e´quation aux q-diffe´rences
Polygone de Newton
Soit P =
∑
ai σ
i ∈ Dq un ope´rateur aux q-diffe´rences non nul. On de´finit son
polygone de Newton N(P ) comme l’enveloppe convexe dans R2 de l’ensemble:
{(i, j) ∈ Z2 / j ≥ v0(ai)}.
C’est aussi, par de´finition, le polygone de Newton de l’e´quation aux q-diffe´rences
P.f =
∑
ai σ
i
qf = 0. On peut d’ailleurs se restreindre aux ai non nuls.
Cette de´finition de´pend e´videmment du choix de la valuation v0. Dans le cas
d’e´quations a` coefficients dansKl (obtenues par ramification, par exemple en 1.1.4,
etc ...) c’est la valuation zl-adique qui sera employe´e.
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1.1.1 Terminologie. - La frontie`re de N(P ) est forme´e de deux demi-droites
verticales et de k ≥ 1 vecteurs de coordonne´es (r1, d1), . . . , (rk, dk) ∈ N∗ × Z, et
de pentes µ1 =
d1
r1
, . . . , µk =
dk
rk
∈ Q. On suppose celles-ci range´es par ordre
de´croissant: µ1 > · · · > µk. Les lettres r, d sont choisies par analogie avec des
notions de rang et de degre´ (de fibre´s vectoriels, par exemple). La premie`re pente
est µk (donc, la plus petite).
On notera S(P ) = {µ1, . . . , µk} l’ensemble des pentes de P . La fonction de
Newton de P est la fonction rP : Q → N de support S(P ) et telle que µi 7→ ri
pour i = 1, . . . , n. On a donc:
rP =
k∑
i=1
riδµi ,
ou` δµ de´signe la fonction de Kronecker (indicatrice de {µ}).
1.1.2 Remarque. - On prendra garde que les de´finitions ci-dessus sont adapte´es
a` notre convention |q| > 1. Pour la meˆme raison, une partie des re´sultats (voir en
particulier 1.2.9 et 3.1.3) de´pend de l’ordre des pentes.
1.1.3 Lemme. - La correspondance entre fonctions de Newton et polygones de
Newton est une bijection additive.
Preuve. - Il est facile de construire la fonction de Newton r a` partir du polygone
de Newton N et re´ciproquement. L’addition e´tant associative et commutative des
deux coˆte´s, il suffit, pour prouver l’additivite´, de la ve´rifier dans le cas d’une somme
δµ + r, ou` µ minore le support de r. Mais, dans ce cas, c’est un exercice facile de
ge´ome´trie affine. ✷
Manipulations e´le´mentaires sur les pentes
Si l’on multiplie (a` gauche ou a` droite) l’ope´rateur P par aσk, ou` a ∈ K∗ , k ∈ Z,
le polygone de Newton N(P ) subit une translation de vecteur (k, v0(a)). En par-
ticulier, en ramenant P a` la forme (1) avec a0 = 1, on cale l’origine du premier
vecteur en (0, 0). Dore´navant, nous supposerons que P = σn + a1 σ
n−1 + · · ·+ an
est entier unitaire (par commodite´, nous conservons la notation a0 = 1).
1.1.4 Ramification z = zll , q = q
l
l . - Les pentes sont multiplie´es par l. En
particulier, en prenant pour l un multiple commun des ri (par exemple n!), on se
rame`ne au cas ou` les pentes sont entie`res. Cette ope´ration revient a` une extension
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de corps aux q-diffe´rences, soit encore a` une extension du corps de base de l’alge`bre
Dq. Elle est donc compatible avec les ope´rations de Dq.
1.1.5 Changement de fonction inconnue f = ug. - Soit u un e´le´ment inversible
de L tel que σqu = αu , α ∈ K∗. On a alors Pf = 0⇔ P [u]g = 0, avec:
P [u] =
def
u−1Pu =
n∑
i=0
ai
σn−iq (u)
u
σn−i =
(
n−1∏
i=0
σiq(α)
)
n∑
i=0
ai
σiq(α) · · ·σ
n−1
q (α)
σn−i.
Les pentes de P [u] sont donc µ1 − v0(α), . . . , µk − v0(α). On peut ainsi ramener
une pente entie`re a` 0: si µi ∈ Z, on prend u = Θµiq (voir les conventions ge´ne´rales,
dans l’introduction).
1.1.6 Symboles de transformation de jauge. - On peut remarquer que, d’apre`s
la troisie`me formule de 1.1.5, P [u] peut eˆtre de´fini en fonction de α seul. On prouve
alors directement:
• Que P 7→ P [u] est un automorphisme de Dq. Il est en effet clair qu’il est C-
line´aire; la multiplicativite´ peut donc eˆtre ve´rifie´e sur le produit (aσi).(bσj) =
aσiq(b)σ
i+j . Notons πi(α) =
σiq(u)
u = ασq(α) · · ·σ
i−1
q (α), de sorte que:(
(aσi).(bσj)
)[u]
= aσiq(b)πi+j(α)σ
i+j
(aσi)[u](bσj)[u] = (aπi(α)σ
i).(bπj(α)σ
j)
= aσiq(b)πi(α)σ
i
q(πj(α))σ
i+j
Il s’agit donc de ve´rifier que πi(α)σ
i
q(πj(α)) = πi+j(α), ce qui est imme´diat
(c’est un cocycle).
• Que P [uv] =
(
P [u]
)[v]
. Cela se rame`ne, par des calculs encore plus simples,
a` ve´rifier que πi(αβ) = πi(α)πi(β), ce qui est e´vident.
Nous garderons cependant la notation avec le “symbole” u, plus suggestive car
elle rappelle qu’il s’agit en fait d’une transformation de jauge. La seule re`gle est
que ces transformations agissent comme des automorphismes inte´rieurs.
1.1.7 Choix canonique des symboles. - Tout e´le´ment α de K∗ s’e´crit de manie`re
unique α = czµβ, ou` c ∈ C∗, µ ∈ Z et β(0) = 1. Pour re´soudre l’e´quation
σqu = αu, nous prendrons u = eq,cΘ
µ
q v, ou` v(z) =
∏
k≥1
β(q−kz); on ve´rifie en effet
facilement que v ∈ K∗ (aussi bien dans le cas formel que dans le cas convergent).
On notera eq,α l’e´le´ment u ainsi obtenu; c’est un e´le´ment inversible de L.
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Equation caracte´ristique, exposants
On suppose ici que S(P ) ⊂ Z. On va de´finir l’e´quation caracte´ristique et les
exposants attache´s a` la i-e`me pente µ = µi de P . D’apre`s 1.1.5, la i-e`me pente de
P [eq,zµ ] = a′0σ
n + · · ·+ a′n vaut 0. Il existe donc des indices α < β dans {0, . . . , n}
tels que, notant l = v0(P
[eq,zµ ]):

v0(a
′
α) = v0(a
′
β) = l
∀i ∈ {0, . . . , n} , v0(a′i) ≥ l
∀i ∈ {0, . . . , α− 1} ∪ {β + 1, . . . , n} , v0(a′i) > l
On a donc ri = β − α. On introduit: Q = z−lP [eq,z
µ ] = b0σ
n + · · ·+ bn, dont les
coefficients sont donc dans l’anneau de valuation O de K. Plus pre´cise´ment, en
posant:
Q =
def
b0(0) σ
n + · · ·+ bn(0)
= bα(0) σ
n−α + · · ·+ bβ(0) σ
n−β
∈ C[σ, σ−1]
(qui est donc un polynoˆme commutatif), on a Q ≡ Q (mod zO
〈
σ, σ−1
〉
) et
bα(0)bβ(0) 6= 0. L’e´quation Q = 0 (ainsi que le polynoˆme Q lui-meˆme) est appele´e
e´quation caracte´ristique attache´e a` la pente µ de P ; on peut la conside´rer comme
de´finie a` un facteur ασk pre`s, α ∈ C∗, k ∈ Z. On la notera P
(µ)
, ou simplement
P dans le cas de la pente µ = 0. Si µ 6∈ S(P ), l’e´quation caracte´ristique est une
constante non nulle. En ge´ne´ral:
P
(µ)
=
(
z−v0(P
[eq,zµ ])P [eq,zµ ]
)
z=0
.
On voit donc, dans tous les cas, que rP (µ) est e´gal au degre´ absolu deg(P
(µ)
) de
l’e´quation caracte´ristique.
1.1.8 Lemme. - L’e´quation caracte´ristique est multiplicative:
∀P1, P2 ∈ Dq , ∀µ ∈ Q , P1P2
(µ)
= P1
(µ)
P2
(µ)
.
Preuve. - En effet, c’est une conse´quence imme´diate des proprie´te´s de la valuation
et du degre´ absolu dans Dq et de 1.1.6. ✷
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1.1.9 The´ore`me. - Le polygone de Newton est additif. Pre´cise´ment, P1 et P2
e´tant des ope´rateurs aux q-diffe´rences comme ci-dessus:
rP1P2 = rP1 + rP2 ,
N(P1P2) = N(P1) +N(P2).
Preuve. - On de´duit la premie`re e´galite´ du lemme 1.1.8 et du fait que rP (µ) =
deg(P
(µ)
); la deuxie`me e´galite´ est alors conse´quence du lemme 1.1.3. ✷
Les racines non nulles de l’e´quation caracte´ristique attache´e a` la pente µ de P
sont appele´s les exposants attache´s a` cette pente. Tout complexe non nul s’e´crit
de manie`re unique:
c = qǫ(c)c avec ǫ(c) ∈ Z et 1 ≤ |c| < |q|.
Nous identifierons l’ensemble quotient Eq = C
∗/qZ (qui est une courbe elliptique)
a` la couronne fondamentale {z ∈ C∗ / 1 ≤ |z| < |q|}, qui en est un syste`me de
repre´sentants dans C∗, et le repre´sentant c a` la classe de c modulo qZ. Nous dirons
qu’un exposant c attache´ a` la pente µ est non re´sonnant si ǫ(c) est maximal pour
sa classe de congruence, autrement dit, si aucun cql, l ∈ N∗, n’est un exposant
(attache´ a` cette pente).
1.1.10 Manipulations e´le´mentaires sur l’e´quation caracte´ristique et sur les ex-
posants. - Les proprie´te´s suivantes de´coulent imme´diatement de 1.1.4, 1.1.5 et
1.1.6.
1. Si σqu = z
lu, l’e´quation caracte´ristique attache´e a` la pente µ de P est e´gale
a` l’e´quation caracte´ristique attache´e a` la pente µ− l de P [u].
2. Si σqu = cu , c ∈ C∗, et si l’on note Q(σ) l’e´quation caracte´ristique attache´e
a` la pente µ de P , l’e´quation caracte´ristique attache´e a` la pente µ de P [u]
est Q(cσ). On peut donc toujours ramener un exposant donne´ a` 1 par une
telle transformation de jauge..
3. Dans ce dernier cas, quitte a` utiliser encore une transformation de jauge avec
u = zl , l ∈ Z, on peut meˆme supposer 1 non re´sonnant.
1.1.11 Remarque. - La ramification ne change pas le calcul des exposants.
Cependant, ceux-ci ne sont intrinse`quement de´finis qu’a` un facteur de qZ pre`s, donc
fournissent des invariants dans la courbe elliptique Eq, et celle-ci est remplace´e,
par ramification, par une courbe isoge`ne. Ce point sera pre´cise´ en 2.2.4.
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1.2 Factorisations formelle et convergente d’un ope´rateur
aux q-diffe´rences
En principe, la re´solution de l’e´quation (1) et la factorisation de l’ope´rateur aux q-
diffe´rences P sont e´troitement imbrique´es. Comme c’est surtout de la factorisation
que nous avons besoin, l’essentiel des re´sultats de re´solution a e´te´ reporte´ dans
l’appendice.
Facteur droit associe´ a` un exposant non re´sonnant
D’apre`s 1.1.10, on peut ramener, par l’interme´diaire de transformations de jauge
simples, toute pente µ a` 0 et tout exposant c attache´ a` cette pente a` 1. On peut
meˆme supposer que 1 est non re´sonnant, autrement dit, qu’aucun qk , k ∈ N∗
n’est un exposant attache´ a` la pente 0.
1.2.1 Lemme. - Supposons que 0 est une pente de P et que 1 est un exposant
non re´sonnant attache´ a` cette pente. L’e´quation (1) admet alors une unique solu-
tion se´rie formelle f telle que f(0) = 1.
Preuve. - Comme pre´ce´demment, on peut supposer N(P ) cale´ de sorte que
la pente nulle soit sur l’axe des abcisses. Les coefficients ai admettent donc un
de´veloppement en se´rie:
∀i ∈ {0, . . . , n} , ai =
∑
j≥0
ai,jz
j .
L’e´quation caracte´ristique attache´e a` la pente 0 est donc: P = a0,0 σ
n+ · · ·+an,0.
On e´crit f =
∑
m≥0
fmz
m l’inconnue. Alors:
P.f =
∑
l≥0
glz
l,
ou` l’on a pose´:
gl =
(
l∑
m=0
Fl−m(q
m)fm
)
, Fj(X) =
n∑
i=0
an−i,jX
i.
Ce polynoˆme est constitue´ des coefficients qui contribuent a` la tranche d’ordonne´e
j dans l’inte´rieur du polygone de Newton. Ainsi F0 = P , d’ou` F0(1) = 0 et
F0(q
m) 6= 0 pour m ≥ 1 (puisque 1 est exposant non re´sonnant). On trouve les
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coefficients par re´currence en identifiant les gl a` 0. Comme F0(1) = 0, f0 est arbi-
traire et, comme F0(q
m) 6= 0 pour m ≥ 1, les fm sont de´termine´s inductivement
de manie`re unique. ✷
1.2.2 Lemme. - Supposons que 0 est une pente de P . Soit c un exposant non
re´sonnant de multiplicite´ m ≥ 1 attache´ a` la pente 0. On a alors une factorisation:
P = Q.(σ − c).u−1m · · · (σ − c).u
−1
1 ,
ou` u1, . . . , um sont des se´ries formelles telles que ui(0) = 1. De plus, le polygone
de Newton de Q s’obtient en diminuant de m la longueur de la pente horizontale
de celui de P : rQ = rP −mδ0, et les e´quations caracte´ristiques correspondantes
ve´rifient: P = (X − c)mQ
Preuve. - Traitons d’abord le cas ou` c = 1. Soit u1 = f , la se´rie formelle
obtenue au lemme 1.2.1. L’ope´rateur aux q-diffe´rences P admet une factorisation:
P = P1.(σ − 1).u
−1
1 ,
ou` l’on a pose´:
P1 =
n−1∑
j=0
(
−
j∑
i=0
an−i σ
i
q(u1)
)
σj .
Ceci se ve´rifie par le calcul suivant, valable sans hypothe`se sur u1:
P1(σ − 1) = −
∑
0≤i≤j≤n−1
an−i σ
i
q(u1)(σ
j+1 − σj)
=
n−1∑
j=0
j∑
i=0
an−i σ
i
q(u1)σ
j −
n∑
j=1
j−1∑
i=0
an−i σ
i
q(u1)σ
j
= anu1 +
n−1∑
j=1
an−j σ
j
q(u1)σ
j −
n−1∑
i=0
an−i σ
i
q(u1)σ
n
=

 n∑
j=0
an−j σ
j

u1 − n∑
i=0
an−i σ
i
q(u1)σ
n
= Pu1 − (P (σq)u1)σ
n.
Le polygone de Newton de P1 s’obtient en diminuant de 1 la longueur de la
pente horizontale de celui de P : rQ = rP − δ0, et les e´quations caracte´ristiques
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correspondantes ve´rifient: P = (X − 1)P1. Il suffit alors d’ite´rer le processus pour
obtenir la factorisation:
P = Q.(σ − 1).u−1m · · · (σ − 1).u
−1
1 ,
ou` u1, . . . , um sont des se´ries formelles telles que ui(0) = 1. De plus, le polygone
de Newton de Q s’obtient en diminuant de m la longueur de la pente horizontale
de celui de P , autrement dit, rQ = rP −mδ0. Les e´quations caracte´ristiques cor-
respondantes ve´rifient: P = (X − 1)mQ.
Dans le cas d’un exposant c quelconque (non re´sonnant), soit u = eq,c (1.1.7).
Alors P [u] ve´rifie les hypothe`ses du premier cas. On e´crit donc:
P [u] = R.(σ − 1).u−1m · · · (σ − 1).u
−1
1 .
On applique a` cette e´galite´ la transformation de jauge de symbole u−1, qui com-
mute au produit, qui n’affecte pas les fonctions ui et qui transforme σ − 1 en
c−1σ − 1. On obtient alors la factorisation voulue en prenant Q = c−mR[u
−1]. Le
reste suit. ✷
1.2.3 Proposition. - Soit µ une pente entie`re de P . Soit c un exposant non
re´sonnant de multiplicite´ m attache´ a` la pente µ. On a alors une factorisation:
P = Q.(z−µσ − c).u−1m · · · (z
−µσ − c).u−11 ,
ou` u1, . . . , um sont des se´ries formelles telles que ui(0) = 1. De plus, le polygone
de Newton de Q s’obtient en diminuant de m la longueur de la pente de valeur µ
de celui de P : rQ = rP −mδµ, et les e´quations caracte´ristiques correspondantes
ve´rifient: P
(µ)
= (X − c)mQ
(µ)
.
Preuve. - Soit u = eq,zµ (1.1.7). Alors P
[u] ve´rifie les hypothe`ses du lemme
1.2.2. On e´crit donc:
P [u] = R.(σ − c).u−1m · · · (σ − c).u
−1
1 .
On applique a` cette e´galite´ la transformation de jauge de symbole u−1, et l’on
invoque 1.1.6. ✷
Factorisation formelle d’un ope´rateur aux q-diffe´rences
Il y a divers e´nonce´s possibles, en voici un:
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1.2.4 Proposition. - Soit µ une pente entie`re de P . Soient c1, . . . , cp les ex-
posants attache´s a` la pente µ, et m1, . . . ,mp leurs multiplicite´s respectives. On
suppose les ci indexe´s de telle sorte que, si
cj
ci
= ql , l ∈ N∗, alors i < j (les
exposants les moins re´sonnants sont factorise´s a` droite les premiers). On a alors
une factorisation P = QR, ou` µ 6∈ S(Q) et ou` R = R1 · · ·Rp, avec:
∀i ∈ {1, . . . , p} , Ri = (z
−µσ − ci).u
−1
i,mi
· · · (z−µσ − ci).u
−1
i,1 ,
les ui,j e´tant des se´ries formelles telles que ui,j(0) = 1. On, de plus, rR =
(m1 + · · ·+mp)δµ et R
(µ)
=
p∏
i=1
(X − ci)mi .
Preuve. - Il suffit d’appliquer re´pe´titivement la proposition 1.2.3. ✷
On peut donner des conditions plus souples. Pour la re´solution (formelle ou
convergente), il sera au contraire commode d’eˆtre plus rigide et de conside´rer une
classe d’exposants a` la fois (modulo qZ). On obtient de la meˆme manie`re:
1.2.5 Proposition. - Soit µ une pente entie`re de P . Soient c1, . . . , cp les ex-
posants d’une meˆme classe modulo qZ attache´s a` la pente µ, et m1, . . . ,mp leurs
multiplicite´s respectives. On suppose les ci indexe´s de telle sorte que ǫ(c1) < · · · <
ǫ(cp) (les exposants les moins re´sonnants sont factorise´s les premiers). On a alors
une unique factorisation P = QR, ou` aucun exposant attache´ a` la pente µ de Q
n’est congru aux ci modulo q
Z et ou` R = R1 · · ·Rp, avec:
∀i ∈ {1, . . . , p} , Ri = (z
−µσ − ci).u
−1
i,mi
· · · (z−µσ − ci).u
−1
i,1 ,
les ui,j e´tant des se´ries formelles telles que ui,j(0) = 1. On, de plus, rR = (m1 +
· · ·+mp)δµ et R
(µ)
=
p∏
i=1
(X − ci)mi .
✷
Factorisation convergente d’un ope´rateur aux q-diffe´rences
Les re´sultats qui pre´ce`dent, ainsi que leur application a` la re´solution formelle (ap-
pendice) sont dus a` Adams. Mais l’e´nonce´ le plus caracte´ristique de la the´orie, le
lemme d’Adams, est l’existence de solutions convergentes associe´es a` la premie`re
pente ([1], [2]). Il se prouve le plus aise´ment via la factorisation analytique, bien
que celle-ci ait e´te´ obtenue ulte´rieurement (voir [5]).
Nous prenons ici pour corps de base K =M(C) ou K = C({z}). Nous dirons
alors qu’une se´rie (resp. une factorisation) est convergente si elle de´finit un e´le´ment
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de K (resp. si tous les facteurs sont a` coefficients dans K).
1.2.6 Lemme. - On reprend d’abord les hypothe`ses du lemme 1.2.1, en sup-
posant de plus que 0 est la premie`re pente, i.e. la plus petite. La se´rie formelle f
obtenue comme solution est alors convergente.
Preuve. - Nous commenc¸ons par le cas ou` K = C({z}). Avec les conventions
de 1.2.1, la premie`re pente vaut 0, les suivantes sont > 0 et:{
degP = degF0 = n
∀j ∈ {1, . . . , n} , degFj ≤ n
Ce qui suit est alors une application de la me´thode des se´ries majorantes. Des
conditions sur les degre´s et du fait qu’aucun F0(q
l) , l ≥ 1 ne s’annule, on tire:
∃A > 0 : ∀l ∈ N∗ ,
∣∣F0(ql)∣∣ ≥ A|q|ln.
De la convergence des coefficients a0, . . . , an, on tire:
∃B,C > 0 : ∀i ∈ {0, . . . , n}, ∀j ∈ N , |ai,j | ≤ BC
j ,
d’ou` l’on de´duit (avec la condition sur les degre´s):
∀j ∈ N∗, ∀l ∈ N ,
∣∣Fj(ql)∣∣ ≤ (n+ 1)BCj |q|ln.
Il vient, pour l ≥ 1:
|fl| ≤
(n+ 1)B
(
C|q|(l−1)n|fl−1|+ · · ·+ C
l|q|(l−l)n|f0|
)
A|q|ln
.
On pose gl =
|q|ln|fl|
Cl
et D = (n+1)BA , et l’on a:{
g0 = 1
∀l ≥ 1 , gl ≤ D(g0 + · · ·+ gl−1)
On montre alors par re´currence que gl ≤ (D + 1)l, d’ou`:
∀l ≥ 0 , |fl| ≤
(
C(D + 1)
|q|n
)l
.
On a donc bien f ∈ C({z}).
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Supposons maintenant queK =M(C). Nous appliquons le principe, e´galement
caracte´ristique des e´quations aux q-diffe´rences, selon lequel “l’e´quation fonction-
nelle propage la me´romorphie”. Nous re´e´crivons l’e´quation (1) sous la forme:
f(z) = −
n∑
i=1
ai(q
−nz)
a0(q−nz)
f(q−iz).
Si f est de´finie et me´romorphe dans un disque de centre 0 et de rayon r > 0, et
qu’elle y ve´rifie cette e´quation, la meˆme formule permet de la prolonger en une
fonction me´romorphe sur le disque de centre 0 et de rayon |q|r, qui y ve´rifie la
meˆme e´quation. On obtient ainsi (puisque |q| > 1) un prolongement a` C tout
entier. ✷
1.2.7 Lemme. - On reprend les hypothe`ses de 1.2.2, en supposant de plus que
µ est la premie`re pente. Les factorisations obtenues sont convergentes.
Preuve. - En effet, seul le calcul de P1 dans la premie`re e´tape est non formel,
et il est clair qu’il fournit un polynoˆme en σ a` coefficients convergents. ✷
1.2.8 The´ore`me (Birkhoff-Guenther). - On reprend les hypothe`ses de 1.2.4 et
1.2.5, en supposant de plus que µ est la premie`re pente. Les factorisations obtenues
en 1.2.4 et 1.2.5 sont convergentes.
Encore une fois, il suffit de rassembler les morceaux. ✷
1.2.9 Remarque. - Le rayon de convergence garanti par la preuve de 1.2.6 est
|q|
C(D+1) : le nume´rateur de´pend de q seul, le de´nominateur de l’e´quation seule.
Notons par ailleurs que cette preuve est le seul point qui de´pend de l’hypothe`se
|q| > 1 (voir aussi la remarque 3.1.3).
2 Polygone de Newton d’un module aux q-diffe´rences
2.1 Equations, syste`mes, modules
Les objets
Nous de´crivons ici diffe´rents mode`les de l’e´quation aux q-diffe´rences scalaire d’ordre
n et leurs relations. Nous partons de l’e´quation (1), dans laquelle nous supposons
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a0 = 1. Notons, pour f ∈ L:
Xf =


f
σqf
...
σn−1q f

 .
Alors f est solution de l’e´quation (1) si et seulement siXf est solution de l’e´quation
(ou syste`me) line´aire de rang n:
(2) σqX = AX,
ou` l’inconnue X est un vecteur et ou` la matrice du syste`me est:
A =


0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
...
...
...
0 0 0 . . . 1 0
0 0 0 . . . 0 1
−an −an−1 −an−2 . . . −a2 −a1


∈ GLn(K).
Re´ciproquement, il de´coulera indirectement du lemme du vecteur cyclique (cf. in-
fra 2.1.1 et 2.1.11) que tout syste`me (2) est e´quivalent (au sens explique´ plus loin)
a` un syste`me provenant d’une e´quation scalaire (1).
On peut e´crire le syste`me (2) sous forme d’e´quation au point fixe: ΦA(X) = X ,
ou` l’on a de´fini ΦA : X 7→ A−1 (σqX). L’ope´rateur ΦA est σq-line´aire autrement
dit, il est additif et ∀λ,X : ΦA(λX) = σq(λ)ΦA(X) 2. Ceci conduit a` de´finir un
module aux q-diffe´rences sur le corps aux q-diffe´rences (K,σq) comme un couple
(M,Φ), ou`M est un K-espace vectoriel de dimension finie et Φ un automorphisme
σq-line´aire de M . Par le choix d’une base de M , tout tel module s’identifie a` un
module de la forme (Kn,ΦA) avec A ∈ GLn(K).
De meˆme qu’un couple (V, φ) forme´ d’un K-espace vectoriel V et d’un endo-
morphisme (resp. d’un automorphisme) K-line´aire φ de V peut eˆtre conside´re´
comme un module sur l’anneau principal K[X ] (resp. K[X,X−1]), de meˆme un
module aux q-diffe´rences (M,Φ) peut eˆtre conside´re´ comme un module a` gauche
2Cette repre´sentation est analogue a` la repre´sentation des solutions du syste`me diffe´rentiel
dX
dz
= AX comme e´le´ments du noyau de la connexion ∆ : X 7→ dX
dz
− AX. La semi-line´arite´
correspond a` la formule de Leibnitz.
17
sur l’anneau Dq (cf. les conventions ge´ne´rales): si P =
∑
aiσ
i ∈ Dq et x ∈ M ,
on pose P.x = P (Φ)(x) =
∑
aiΦ
i(x). Le fait que dimK(M) < ∞ e´quivaut au
fait que le Dq-module M est de longueur finie. Les modules aux q-diffe´rences sont
donc exactement les Dq-modules a` gauche de longueur finie. Par abus de langage,
on appellera rang d’un Dq-module a` gauche de longueur finie, ou du module aux
q-diffe´rences correspondant, la dimension du K-espace vectoriel sous-jacent.
Soit F ∈ GLn(K). Si l’on poseX = FY dans (2), on est conduit a` une e´quation
σqY = BY , avec B = (σqF )
−1
AF , que l’on conside`rera comme e´quivalente a` (2).
On notera en conse´quence A ∼ (σqF )
−1
AF . Cela e´quivaut a` l’isomorphie des
Dq-modules associe´s (voir la description intrinse`que des morphismes en 2.1.3). A
titre d’exemple, si l’on part de l’e´quation d’ordre 1: σqf = af , a ∈ K∗, on
obtient le module (K, a−1σq). C’est aussi le Dq-module monoge`ne Dq/DqP , ou`
P = σ − a−1. On voit facilement que tout module de rang 1 est de cette forme.
De plus, l’e´quation σqf = af est e´quivalente a` l’e´quation σqf = bf si et seulement
si ∃u ∈ K∗ : ba =
σq(u)
u .
2.1.1 Lemme du vecteur cyclique. - Soit (M,Φ) un module aux q-diffe´rences de
rang n sur K. Alors il existe x ∈ M tel que (x,Φ(x), . . . ,Φn−1(x)) est une base
de M .
Preuve. - Une preuve analytique, due a` Birkhoff, est donne´e dans [17] et une
preuve alge´brique plus ge´ne´rale, inspire´e de Katz, est donne´e dans [8]. ✷
On dira que (x,Φ(x), . . . ,Φn−1(x)) est une base cyclique et que x est un vecteur
cyclique. On peut alors e´crire Φn(x)+a1Φ
n−1(x)+ · · ·+anx = 0; le polynoˆme non
commutatif P = σn+a1σ
n−1+ · · ·+an ∈ Dq annule le ge´ne´rateur x du Dq-module
a` gauche M . De l’euclidianite´ de Dq on tire que DqP est meˆme l’ide´al annulateur
de x:
2.1.2 Corollaire. - Tout module aux q-diffe´rences est isomorphe a` un module de
la forme Dq/DqP , ou` P est entier unitaire, autrement dit, de la forme ci-dessus. ✷
On verra en 2.1.11 comment en de´duire qu’un tel module provient d’une e´quation
d’ordre n; il faut cependant prendre garde que ce n’est pas l’e´quation P.f =
0 mais l’e´quation duale, comme on le voit dans l’exemple ci-dessus (e´quation
d’ordre 1). Ceci sera de´taille´ en 2.1.11. Plus ge´ne´ralement, soit y un e´le´ment
du module aux q-diffe´rences M . Il existe un plus grand entier p tel que la famille
(y,Φ(y), . . . ,Φp−1(y)) est libre sur K; le sous-espace vectoriel qu’elle engendre est
stable par Φ et Φ−1, il admet donc une structure de module aux q-diffe´rences. La
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relation line´aire Φp(y) + b1Φ
p−1(y) + · · · + bpy = 0 de´termine l’unique polynoˆme
entier unitaire de degre´ minimum Q = σp+ b1σ
p−1+ · · ·+ bp tel que Q(Φ)(y) = 0:
on l’appellera le polynoˆme (annulateur) minimal de y. L’ide´al a` gauche annulateur
dans Dq de y est DqQ et le module engendre´ par y est isomorphe a` Dq/DqQ. La
suite exacte correspondante sera examine´e plus loin (cf. 2.2.2).
Les morphismes
2.1.3 Morphismes de modules aux q-diffe´rences. - Heuristiquement, un morphisme
du syste`me σqX = AX de rang n vers le syste`me σqY = BY de rang p devrait eˆtre
une transformation de jauge X 7→ Y = FX qui envoie les solutions du premier
vers les solutions du second. On le de´finit donc comme une matrice F ∈Mp,n(K)
telle que (σqF )A = BF . De manie`re plus intrinse`que, un morphisme de (M,Φ)
vers (N,Ψ) est une application K-line´aire f :M → N telle que Ψ ◦ f = f ◦Φ (un
choix de bases redonne la description pre´ce´dente). Il est clair que cela e´quivaut
pre´cise´ment a` la Dq-line´arite´ pour l’application correspondante entre Dq-modules
a` gauche. La composition et les morphismes identite´s sont de´finis de manie`re
e´vidente.
2.1.4 Proposition. - On obtient ainsi une cate´gorie abe´lienne DiffMod(K,σq),
dans laquelle tout objet M s’inse`re dans une suite exacte:
0→ Dq → Dq →M → 0.
Preuve. - En effet, la cate´gorie DiffMod(K,σq) est la sous-cate´gorie pleine de
la cate´gorie DqMod des modules a` gauche sur l’anneau Dq forme´e des modules
de longueur finie. Par ailleurs, si M = Dq/DqP , la fle`che Dq → Dq dans la suite
exacte ci-dessus n’est autre que la multiplication a` droite par P . ✷
2.1.5 Objet unite´ et foncteurs solutions. - L’e´quation triviale σqf = f a pour
mode`le le module aux q-diffe´rences (K,σq), soit le Dq-module a` gauche Dq/Dq(σ−
1). C’est l’unite´ pour la structure tensorielle introduite en 2.1.6 et on le note
(traditionnellement) 1. On de´finit les deux foncteurs repre´sente´s par 1:
Γ(M) =
def
Hom(1,M)
Γ∨(M) =
def
Hom(M,1)
Prenons pour M un module aux q-diffe´rences admettant les deux descriptions:
(M,Φ) = (Kn,ΦA) et Dq/DqP (notations du de´but de 2.1). On a alors les iden-
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tifications naturelles:
Γ(M) = {x ∈M / Φ(x) = x} = {X ∈ Kn / σqX = AX}
Γ∨(M) = {f ∈ K / P.f = 0}
Ces deux foncteurs sont exacts a` gauche. Le foncteur Γ est covariant, c’est le
foncteur des cosolutions, le foncteur Γ∨ est contravariant, c’est le foncteur des
solutions (ceci pour respecter ce qui semble eˆtre devenu l’usage standard en the´orie
des D-modules). On peut aussi conside´rer Γ comme un foncteur “sections globales”
(cette intuition est renforce´e par l’interpre´tation faisceautique donne´e dans [15]).
Constructions tensorielles
Les constructions qui suivent et les preuves de leurs proprie´te´s sont de´taille´es dans
[13] et [18]. La terminologie tannakienne est celle de [6] et de [7].
2.1.6 Produit tensoriel et Hom interne. - Soient (M,Φ) et (N,Ψ) deux mod-
ules aux q-diffe´rences. Il y a un unique automorphisme σq-line´aire de M ⊗K N
tel que x ⊗ y 7→ Φ(x) ⊗ Ψ(y). Il en fait un module aux q-diffe´rences. De meˆme,
l’automorphisme σq-line´aire de HomK(M,N) de´fini par f 7→ Ψ ◦ f ◦ Φ−1 en fait
un module aux q-diffe´rences. On a donc deux bifoncteurs, le produit tensoriel et
le “Hom interne”, que l’on notera Hom.
2.1.7 Lemme. - Ces deux foncteurs sont exacts, et on a la proprie´te´ d’adjonction:
Hom(M ⊗N,P ) = Hom(M,Hom(N,P )).
De plus, 1 est une unite´ pour le produit tensoriel. Le foncteur de passage au dual:
M∨ = Hom(M,1) est exact et compatible avec le produit tensoriel. ✷
On voit que le C-espace vectoriel Hom(M,N) est en fait forme´ des sections
globales (ou cosolutions) de Hom(M,N). En particulier, le K-espace vectoriel
sous-jacent au dual de (M,Φ) est le dual du K-espace vectoriel M et le dual de
(Kn,ΦA) est (K
n,ΦB), ou` B est la contragre´diente
tA−1 de A.
2.1.8 Proposition. - La cate´gorie DiffMod(K,σq) est une cate´gorie tensorielle
rigide C-line´aire. ✷
Notons qu’il n’est pas facile d’obtenir un foncteur fibre de´fini sur C (voir [13]
pour la voie alge´brique, [18] pour la voie analytique dans le cas fuchsien).
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Dualite´
Les calculs qui suivent sont inspire´s du lemme de Gabber (cf. [10], I.1.5). Soit
(M,Φ) un module aux q-diffe´rences admettant la base cyclique (e0, . . . , en−1). On
a donc, pour 0 ≤ i ≤ n− 2, Φ(ei) = ei+1 et Φ(en−1) = −ane0 − · · · − a1en−1, ou`
P = σn+ a1σ
n−1+ · · ·+ an est le polynoˆme minimal de e0. D’apre`s 2.1.6 et 2.1.7,
le dual de (M,Φ) est (M∨,Φ∨), ou` M∨ est le dual de M et Φ∨ la contragre´diente
tΦ−1 de Φ. Soit (e∨0 , . . . , e
∨
n−1) la base duale de la base (e0, . . . , en−1). On notera
〈u, v〉 l’application d’une forme line´aire u a` un e´le´ment v.
2.1.9 Lemme. - Soient i, j ∈ {0, . . . , n− 1}. Alors:
(i)
〈
(Φ∨)
−1
(e∨i ), ej
〉
=
{
si j ≤ n− 2 : δi,j+1
si j = n− 1 : −σ−1q (an−i)
(ii) (Φ∨)
−1
(e∨i ) =
{
si i = 0 : −σ−1q (an)e
∨
n−1
si i ≥ 1 : e∨i−1 − σ
−1
q (an−i)e
∨
n−1
(iii) e∨i =
{
si i = 0 : −anΦ∨(e∨n−1)
si i ≥ 1 : Φ∨(e∨i−1)− an−iΦ
∨(e∨n−1)
Preuve. - La premie`re assertion se prouve en remarquant que, par de´finition
du dual, on a la formule ge´ne´rale: 〈Φ∨(u),Φ(v)〉 = σq(〈u, v〉), d’ou` 〈u, v〉 =
σ−1q (〈Φ
∨(u),Φ(v)〉). On applique cette dernie`re e´galite´ a` u = (Φ∨)−1 (e∨i ) et
v = ej , ce qui donne:〈
(Φ∨)
−1
(e∨i ), ej
〉
= σ−1q (〈e
∨
i ,Φ(ej)〉)
= σ−1q
({
si j ≤ n− 2 : 〈e∨i , ej+1〉 = δi,j+1
si j = n− 1 : 〈e∨i ,−ane0 − · · · − a1en−1〉 = −an−i
)
d’ou` l’on tire bien la formule annonce´e.
Pour la deuxie`me assertion, on part de la formule ge´ne´rale ∀u ∈ M∨ , u =
n−1∑
j=0
〈u, ej〉 e∨j , que l’on applique a` u = (Φ
∨)
−1
(e∨i ):
(Φ∨)
−1
(e∨i ) =
n−1∑
j=0
〈
(Φ∨)
−1
(e∨i ), ej
〉
e∨j
= −σ−1q (an−i)e
∨
n−1 +
{
si i = 0 : 0
si i ≥ 1 : e∨i−1
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La troisie`me assertion vient alors imme´diatement. ✷
2.1.10 Proposition. - Sous les hypothe`ses ci-dessus, e∨n−1 est un vecteur cyclique
de M∨, de polynoˆme minimal P∨ = σn + b1σ
n−1 + · · · + bn, ou` (en posant, par
commodite´, a0 = 1):
∀i ∈ {1, . . . , n} , bi =
σn−i−1q (an−i)
σn−1q (an)
.
Preuve. - D’apre`s le point (iii) du lemme 2.1.9, le plus petit sous-espace de M∨
stable par Φ∨ et contenant e∨n−1 est M
∨, donc e∨n−1 est un vecteur cyclique, dont
il reste a` de´terminer le polynoˆme minimal. On de´duit e´galement du lemme, par
re´currence:
∀i ∈ {0, . . . , n− 1} : e∨i = −
i∑
j=0
σi−jq (an−j) (Φ
∨)
i−j+1
(e∨n−1),
d’ou` Q(σq)(e
∨
n−1) = 0, avec Q = 1 +
n−1∑
j=0
σi−jq (an−j)σ
n−j ∈ Dq. En divisant ce
polynoˆme (entier) par son coefficient dominant σn−1q (an), on obtient le polynoˆme
minimal entier unitaire P∨ annonce´. ✷
2.1.11 Lien entre solutions et cosolutions. On va maintenant e´lucider le lien
entre les deux mode`les de l’e´quation (1). On peut supposer celle-ci e´crite sous la
forme P.f = 0, ou` P = σn + a1σ
n−1 + · · · + an. Notons PM le module obtenu
par transformation de (1) en syste`me. C’est donc Kn muni de l’automorphisme
σq-line´aire X 7→ A−1 (σqX), ou` A est la matrice de´crite au de´but de 2.1. No-
tons d’autre part MP le module Dq/DqP . Son ope´rateur Φ est la multiplica-
tion par σ modulo P . Une base cyclique est donc forme´e des classes modulo P :
1, σ, . . . , σn−1. La matrice de Φ dans cette base est tA. Ce module est donc iso-
morphe a` Kn muni de l’automorphisme σq-line´aire X 7→ B−1 (σqX), ou` B = tA−1
est la contragre´diente de A. Ainsi, les mode`les PM et MP de (1) sont duaux l’un
de l’autre (2.1.7), ce qui explique pourquoi les solutions de (1) peuvent eˆtre vues
au choix comme solutions de l’un ou cosolutions de l’autre. On en de´duit aussi
que tout module aux q-diffe´rences est isomorphe a` un module PM , autrement dit
qu’il provient d’une e´quation.
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2.2 De´finition intrinse`que du polygone de Newton
De´vissage et triangularisation
Voici quelques premie`res pre´cisions sur la structure des modules aux q-diffe´rences
dans les cas formel et convergent. Seules les proprie´te´s ne´cessaires a` la de´finition
du polygone de Newton sont indique´es ici (voir cependant la remarque 2.2.4).
Notons K∗σq le groupe quotient de K
∗ par le sous-groupe {σq(u)u / u ∈ K
∗}.
2.2.1 Lemme: classes de modules de rang 1. - L’application qui, a` a ∈ K∗
associe le module Mσ−a induit une bijection de K
∗
σq sur l’ensemble des classes
d’isomorphie de modules aux q-diffe´rences de rang 1 sur K .
Preuve. - Il de´coule du lemme du vecteur cyclique (2.1.1) que tout objet M
de DiffMod(K,σq) s’e´crit sous la forme MP = Dq/DqP avec P entier unitaire
(l’anneau Dq n’e´tant pas commutatif, on ne peut cependant pas caracte´riser l’ide´al
DqP comme ide´al annulateur de M et en de´duire l’unicite´ de P ). Par ailleurs, le
rang du module M (c’est a` dire sa dimension sur K, cf. le de´but de 2.1) est un in-
variant d’isomorphie (car toute bijection Dq-line´aire est K-line´aire) et MP a pour
rang le degre´ de P . Donc MP est de rang 1 si et seulement si P = σ − a, a ∈ K∗.
De plus, la description donne´e au de´but de 2.1.1 entraine que tout P ′ tel que
MP ≃MP ′ est, dans ce cas, de la forme P
′ = σ− a′, ou` ∃u ∈ K∗ : a
′
a =
σq(u)
u . ✷
2.2.2 Lemme: suites exactes et polynoˆmes minimaux. - Toute suite exacte dans
DiffMod(K,σq) est isomorphe a` une suite exacte de la forme:
(3) 0→ Dq/DqQ→ Dq/DqP → Dq/DqR→ 0,
ou` P,Q,R sont des polynoˆmes non commutatifs entiers unitaires tels que P = QR.
Preuve. - Soient P,Q,R des polynoˆmes non commutatifs entiers unitaires
tels que P = QR. Alors DqP ⊂ DqR, d’ou` la surjection canonique Dq/DqP →
Dq/DqR → 0. L’anneau Dq e´tant inte`gre, le noyau DqR/DqP = DqR/DqQR est
canoniquement isomorphe, via l’application line´aire a` gauche F 7→ FR, a` Dq/DqQ.
On obtient donc une suite exacte de la forme indique´e. Re´ciproquement, on de´duit
facilement de 2.1 que toute suite exacte dans DiffMod(K,σq) s’identifie a` une
suite exacte (3). ✷
Tout objetM de la cate´gorie abe´lienne DiffMod(K,σq) e´tant, par hypothe`se,
de longueur finie, il admet un de´vissage:
{0} =M0 ⊂M1 ⊂ · · · ⊂Mr =M,
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ou` tous les quotients Si =Mi/Mi−1 sont simples. D’apre`s le the´ore`me de Jordan-
Ho¨lder, les classes d’isomorphie des modules Si sont bien de´termine´es dans leur
ensemble, c’est a` dire a` permutation pre`s, et en conservant leurs multiplicite´s. Le
rang de M est la somme des rangs des Si. Tout objet de rang 1 est donc simple.
Nous dirons que le module M est triangularisable si, pour l’un des de´vissages ci-
dessus (et donc pour tous), tous les quotients Si =Mi/Mi−1 sont de rang 1. Cela
revient exactement a` dire que la matrice A qui apparait dans la description sous
la forme (Kn,ΦA) peut eˆtre choisie triangulaire supe´rieure.
2.2.3 The´ore`me. - Soit M un module aux q-diffe´rences sur l’un des corps aux
q-diffe´rences (K,σq) mentionne´s dans les conventions ge´ne´rales. Il existe une ex-
tension (Kl, σql) de (K,σq) obtenue par ramification z = z
l
l , q = q
l
l (cf. 1.1.4) telle
que le module Ml = Kl ⊗K M obtenu par extension des scalaires est triangularis-
able.
Preuve. - En effet, c’est une conse´quence imme´diate des re´sultats de 1.2 et du
lemme 2.2.2 (comparer a` [12]). ✷
2.2.4 Remarque. - Le groupe K∗σq est isomorphe au terme droit de la suite
exacte:
0→ C∗K → K
∗ → K∗ → K∗σq → 0,
dans laquelle la fle`che centrale est l’application u 7→
σq(u)
u . Les classes d’isomorphie
de modules aux q-diffe´rences de rang 1 sur K forment un groupe pour le produit
tensoriel, et la bijection obtenue en 2.2.1 est un isomorphisme (voir la preuve
du the´ore`me 2.3.1). Notons Cl le groupe des classes de modules de rang 1 sur
(Kl, σql) (donc C1 ≃ K
∗
σq ) et C∞ la limite inductive des Cl. A tout module aux
q-diffe´rences M on peut associer une combinaison line´aire formelle d’e´le´ments de
C∞ a` coefficients dans N; cette application est additive pour les suites exactes.
On peut de´terminer pre´cise´ment la structure de C∞. Ses e´le´ments portent a` la fois
l’information sur les pentes et sur les exposants 3. La construction du polygone
de Newton ne retient que l’information sur les pentes.
Construction du polygone de Newton
Notons v0 la valuation z-adique sur les corps qui nous inte´ressent. Notre but est
d’attribuer la pente v0(a) a` l’e´quation σqf = af et d’identifier celle-ci au module
3Dans le cas de pentes non entie`res, l’information “galoisienne” est cependant perdue: il vaut
en fait mieux conside´rer le groupe Div(Cl) des combinaisons line´aires formelles d’e´le´ments de
Cl invariantes par Gal(Kl/K).
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Dq/Dq(σ− a), donc au second mode`le (celui des solutions et non celui des cosolu-
tions) 4.
2.2.5 L’algorithme. - La me´thode employe´e est inspire´e de Katz (cf [10], II.2).
On part d’un module aux q-diffe´rencesM sur (K,σq). On va construire la fonction
de Newton rM : Q→ N de M (cf. 1.1.1).
1. Quitte a` ramifier, on peut supposer M triangularisable.
2. Chaque module simple Si qui intervient dans la de´composition de M est de
rang 1, donc de la forme Mσ−ai , l’e´le´ment ai e´tant de´termine´ a` un facteur
σq(u)
u pre`s; en particulier, la valuation µi = v0(ai) est bien de´termine´e. On
attribue a` Si la fonction de Newton rSi = δµi : autrement dit, le polygone
de Newton de Si a une seule pente, de valeur µi et de multiplicite´ 1.
3. On attribue a` M la fonction de Newton rM somme des rSi . D’apre`s le
the´ore`me de Jordan-Ho¨lder, celle-ci est bien de´termine´e (i.e. ne de´pend pas
du de´vissage choisi).
4. Si l’on a duˆ ramifier au niveau l, on divise toutes les pentes calcule´es par l.
Comme la ramification au niveau l multiplie les valuations par l, le choix du
niveau de ramification n’influe pas sur le re´sultat final.
Cette de´finition du polygone de Newton est tautologiquement additive pour
les suites exactes (voir le lemme 1.1.3). Par construction, si MP est de rang 1,
son polygone de Newton est e´gal a` celui du polynoˆme non commutatif P . D’apre`s
1.1.9 et 2.2.2, cela est encore vrai si MP est triangularisable. Enfin, d’apre`s 1.1.2
et le dernier point de l’algorithme, cela reste vrai en toute ge´ne´ralite´.
2.2.6 The´ore`me et de´finition. - On peut associer a` tout module aux q-diffe´rences
M un polygone de Newton N(M) de´fini par la fonction de Newton associe´e rM ,
de manie`re que:
(i) Le polygone de Newton d’un polynoˆme non commutatif entier unitaire P est
celui de MP : N(MP ) = N(P ).
(ii) Le passage au polygone de Newton est additif pour les suites exactes. ✷
2.2.7 Exemple: premie`re pente d’un e´le´ment. - Reprenant les notations qui
suivent 2.1.2, notons Q = σp + b1σ
p−1 + · · ·+ bp le polynoˆme annulateur minimal
4Ce point est important et la confusion entre les deux mode`les a entraine´ la pre´sence d’e´nonce´s
inexacts dans ma note de C.R.A.S. sur ce sujet.
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de y ∈ M . La premie`re pente de Q est aussi la premie`re pente du sous-module
Dqy de M . Notons la µ(y). On ve´rifie facilement qu’elle vaut:
µ(y) = min
1≤i≤n
v0(bi)
i
.
2.3 Proprie´te´s fonctorielles, abe´liennes et tensorielles
Proprie´te´s du polygone de Newton
Nous exprimerons surtout ces proprie´te´s a` l’aide de la fonction de Newton.
2.3.1 The´ore`me. - (i) Le polygone de Newton est additif pour les suites exactes.
Pre´cise´ment, si la suite de modules aux q-diffe´rences:
0→M ′ →M →M ′′ → 0
est exacte, on a:
rM = rM ′ + rM ′′ et N(M) = N(M
′) +N(M ′′).
(ii) Le polygone de Newton est multiplicatif par rapport au produit tensoriel. Pre´cise´ment,
si M1 et M2 sont des modules aux q-diffe´rences :
∀µ ∈ Q : rM1⊗M2(µ) =
∑
µ1+µ2=µ
rM1(µ1)rM2(µ2).
(iii) Le polygone de Newton du dual d’un module aux q-diffe´rencesM est syme´trique
de celui de M ; pre´cise´ment, sa fonction de Newton est donne´e par la formule:
∀µ ∈ Q : rM∨ (µ) = rM (−µ).
Preuve. - La premie`re assertion a de´ja` e´te´ vue au 2.2. Pour la seconde assertion
(ou` l’on a bien affaire a` une somme finie de termes non nuls), on ve´rifie d’abord la
formule dans le cas ou` M1 et M2 sont de rang 1: elle vient alors, par application
de la de´finition (2.2.5, point 2), de l’e´galite´:
(Dq/Dq(σ − a1))⊗ (Dq/Dq(σ − a2)) = Dq/Dq(σ − a1a2),
que l’on ve´rifie facilement. Le cas de deux modules triangularisables s’en de´duit
graˆce a` (i) et a` l’exactitude du produit tensoriel (cf. 2.1.7). Le cas ge´ne´ral vient
alors de 2.2.3, du comportement du polygone de Newton par ramification (cf.
1.1.2) et de la compatibilite´ du produit tensoriel avec l’extension des scalaires
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(donc avec la ramification). Pour la troisie`me assertion, on raisonne de la meˆme
manie`re a` partir de l’e´galite´:
(Dq/Dq(σ − a))
∨
= Dq/Dq(σ − a
−1).
✷
2.3.2 Remarque. - Ces proprie´te´s s’expriment agre´ablement a` l’aide de la se´rie
ge´ne´ratrice :
RM (T ) =
∑
µ∈Q
rM (µ)T
µ,
qui est un polynoˆme ramifie´. On verra en 3.3 que l’on peut en fait l’interpre´ter
comme la se´rie de Hilbert-Samuel d’un espace vectoriel gradue´ par Q.
Comme en 1.1.1, on introduit l’ensemble S(M) des pentes du module aux q-
diffe´rences M : c’est le support de sa fonction de Newton rM . Ce qui suit est
imme´diat:
2.3.3 Corollaire. - (i) Si la suite de modules aux q-diffe´rences:
0→M ′ →M →M ′′ → 0
est exacte, on a:
S(M) = S(M ′) ∪ S(M ′′).
(ii) Si M1 et M2 sont des modules aux q-diffe´rences:
S(M1 ⊗M2) = S(M1) + S(M2).
(iii) L’ensemble des pentes du dual de M est donne´ par la formule:
S(M∨) = −S(M).
✷
Notons en particulier les tre`s utiles conse´quences suivantes:
2.3.4 Corollaire. - (i) Soit N un quotient de M , par exemple, l’image f(M)
de M par un morphisme. Alors S(N) ⊂ S(M).
(ii) Soient M ′ et M ′′ des sous-modules de M . Alors S(M ′) , S(M ′′) ⊂ S(M) et
S(M ′ +M ′′) = S(M ′) ∪ S(M ′′). Si de plus S(M ′) ∩ S(M ′′) = ∅, leur somme est
directe.
(iii) Si S(M) ∩ S(N) = ∅, tout morphisme de M dans N est nul. ✷
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Modules purs, modules fuchsiens
Un module pur de pente µ est un module M tel que S(M) = {µ}. Notons que
la question difficile, a` ce stade, est de savoir si un module M tel que µ ∈ S(M)
admet un sous-module de pente µ (sous-entendu: non trivial), autrement dit, si
l’on peut “casser les pentes” de son polygone de Newton. Ce sera l’objet de la
section 3.1.
2.3.5 Proposition. - (i) Tout sous-module, tout module quotient, toute image
par un morphisme d’un module pur de pente µ sont soit triviaux, soit des modules
purs de pente µ.
(ii) Toute extension de modules purs de pente µ en est un.
(iii) Si µ ∈ S(M), la somme N des sous-modules purs de pente µ de M est soit
nulle, soit le plus grand sous-module pur de pente µ de M . Les sous-modules ainsi
associe´s aux diffe´rentes pentes µ ∈ S(M) sont en somme directe.
(iv) Le dual d’un module pur de pente µ est un module pur de pente −µ.
(v) Le produit tensoriel de deux modules purs de pentes µ et ν est un module pur
de pente µ+ ν.
Preuve. - Cela de´coule imme´diatement de 2.3.3 et 2.3.4. ✷
Un module fuchsien est un module pur de pente 0. Le lien avec les autres
caracte´risations des e´quations fuchsiennes et des syste`mes fuchsiens est explicite´
dans l’appendice de [17] et dans [18]. Leur roˆle est crucial dans l’e´tude ge´ne´rale
des e´quations aux q-diffe´rences.
2.3.6 The´ore`me. - La sous-cate´gorie pleine de la cate´gorie DiffMod(K,σq)
forme´e des modules fuchsiens est stable par passage aux sous-quotients, aux exten-
sions, au produit tensoriel, au dual et aux Hom internes. C’est donc une cate´gorie
tensorielle rigide C-line´aire
Il faut simplement noter que le Hom interne s’exprime a` l’aide du produit
tensoriel et du dual:
Hom(M,N) =M∨ ⊗N.
Tout le reste est conse´quence imme´diate de 2.3.5. ✷
Il est de´montre´ dans [13] et dans [18] que cette cate´gorie est tannakienne sur
C. Notons que, dans le the´ore`me ci-dessus, le plus complique´ est de prouver qu’un
sous-module d’un module fuchsien est fuchsien (le cas du quotient s’en de´duisant
par dualite´).
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2.3.7 Formes canoniques. - Tout module pur de pente entie`re µ est le produit
tensoriel du module de rang 1 (ne´cessairement pur) et de pente µ : (K, z−µσq) =
Dq/Dq(σ − zµ) par un module fuchsien. Des formes canoniques pour les modules
fuchsiens sont de´crites dans [17]. Le proble`me des formes canoniques pour les
modules purs de pente non entie`re est inte´ressant et plus complique´. Il sera aborde´
dans [19].
3 La filtration canonique par les pentes et le gradue´
associe´
3.1 La filtration canonique par les pentes
Le plus grand sous-module pur de pente µ
Soit µ ∈ S(M). On notera (uniquement dans ce paragraphe) M [µ] le plus grand
sous-module pur de pente µ de M , dont l’existence a e´te´ e´tablie en 2.3.5,(iii).
Il de´coule d’ailleurs de 2.3.5 et 2.3.1 qu’il est invariant par tout automorphisme
du module aux q-diffe´rences M d’une part, que son rang est a priori majore´ par
rM (µ) d’autre part.
3.1.1 The´ore`me. - Soit µ une pente du module M , suppose´e quelconque dans
le cas formel, maximale (µ = maxS(M)) dans le cas convergent. Alors M admet
un sous-module M [µ] pur de pente µ et de rang maximum rM (µ).
Preuve. - On suppose dans un premier temps que S(M) ⊂ Z; en particulier,
M est triangularisable (2.2.3). On e´crit M = MP avec P entier unitaire. On a
donc µ ∈ S(M) = S(P ). D’apre`s 1.2.4 ou 1.2.5 (cas formel) et 1.2.8 (cas con-
vergent), il y a une factorisation P = QR, ou` Q et R sont entiers unitaires et
S(Q) = {µ} , S(R) = S(P ) − {µ}. Le degre´ de Q est rP (µ) = rM (µ). Le sous-
module MQ de M =MP (2.2.2) est donc pur de pente µ et de rang rM (µ). C’est
donc M [µ] et ce dernier a bien le rang maximum dans ce cas.
On prend maintenant M quelconque. Il existe un entier naturel non nul l
tel que S(M) ⊂ 1lZ. Notons (K
′, σq′ ) l’extension (Kl, σql) de´ja` utilise´e en 2.2.3.
Soit M ′ = K ′ ⊗K M le module obtenu par extension des scalaires et notons
µ′ = lµ: c’est une pente de M ′, la plus grande dans le cas convergent; de plus,
S(M ′) = lS(M) ⊂ Z. D’apre`s le premier cas e´tudie´, M ′[µ
′]
a le rang maximum,
soit rM ′ (µ
′) = rM (µ). Le groupe de Galois de K
′ sur K est cyclique, engendre´ par
l’automorphisme γ : f(z′) 7→ f(jz′), ou` l’on a note´ z′ la variable ramifie´e zl et ou` j
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est une racine primitive l-e`me de l’unite´. L’automorphisme K-line´aire γ⊗ IdM de
M ′ commute a` σ′, c’est donc un automorphisme de module aux q′-diffe´rences,qui
laisse M ′
[µ]
invariant d’apre`s les remarques pre´ce´dentes. Par descente galoisienne
(cf. par exemple [21], chap. 11.1), il existe un unique sous-espace vectoriel M1 du
K-espace vectorielM tel queM ′
[µ′]
= K ′⊗KM1. Il est alors facile de voir queM1
est en fait le sous-module M [µ] et que celui-ci a bien pour rang le rang maximum
rM (µ) = rM ′ (µ
′). ✷
De l’additivite´ du polygone de Newton pour les suites exactes on tire alors le
3.1.2 Corollaire. - Le sous-module M [µ] est tel que S(M/M [µ]) = S(M)−{µ}.
✷
Le lemme d’Adams permet donc de casser les pentes dans le cas convergent.
3.1.3 Remarque: q−1-diffe´rences. - Ici, |q| > 1 (cf. la remarque 1.2.9) et l’ordre
des pentes intervient. Le module (M,Φ) sur le corps aux diffe´rences (K,σq) per-
met de de´finir le module (M,Φ−1) sur le corps aux diffe´rences (K,σp), ou` p = q
−1.
Celui-ci mode´lise l’e´quation (1), vue comme e´quation aux p-diffe´rences. Les pentes
de ces deux modules (et de ces deux e´quations) sont deux a` deux oppose´es. Avec
les notations du the´ore`me 3.1.1, le module aux p-diffe´rences (M,Φ−1) admet un
sous-module pur associe´ a` la pente −µ (donc, dans le cas convergent, sa plus petite
pente); ce sous-module est forme´ des meˆmes e´le´ments que M [µ].
3.1.4 Un exemple scinde´. - Nous conside´rons l’ope´rateur:
P = (zσ − 1)(σ − 1) = zσ2 − (1 + z)σ + 1.
Les pentes sont 0 et −1. La factorisation ci-dessus fournit un sous-module de
pente 0 de M = MP et le the´ore`me 3.1.1 un sous-module de pente −1. On a
donc M = M [0] ⊕M [−1]. On le ve´rifie en fabriquant un syste`me fondamental de
solutions. On re´soud tout d’abord (σ− 1)f = 0, qui donne f1 = 1; puis le syste`me
(σ − 1)f = g , (zσ − 1)g = 0, qui donne g(z) = eq,z−1 et f2 =
∑
k≥1
σ−kq g, qui
converge.
3.1.5 Un exemple avec solution divergente. - Nous conside´rons l’ope´rateur:
P = (σ − 1)(zσ − 1) = qzσ2 − (1 + z)σ + 1.
Les pentes sont 0 et −1. La factorisation ci-dessus, qui est la factorisation canon-
ique, fournit un sous-module de pente −1 deM =MP , en accord avec le the´ore`me
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3.1.1: c’est M [−1]; le quotient est pur de pente 0 (c’est l’unite´ 1), mais la suite
exacte n’est pas scinde´e. On le ve´rifie en fabriquant un syste`me fondamental de
solutions. On re´soud tout d’abord (zσ − 1)f = 0, qui donne f1(z) = eq,z−1 .
puis le syste`me (zσ − 1)f = g , (σ − 1)g = 0, qui donne g(z) = 1 et f2(z) =
−
∑
k≥0
qk(k−1)/2zk, qui diverge (c’est un q-analogue de la se´rie d’Euler).
La filtration canonique
SoitM un module aux q-diffe´rences. On nume´rote ses pentes: S(M) = {µ1, . . . , µk}.
Dans le cas formel, l’ordre est arbitraire; dans le cas convergent, on suppose que
µ1 > · · · > µk.
3.1.6 The´ore`me. - Dans le cas convergent, Il existe une unique tour de sous-
modules: {0} = M0 ⊂ M1 ⊂ · · · ⊂ Mk = M telle que, pour 1 ≤ i ≤ k, le module
quotient Mi/Mi−1 est pur de pente µi. Les rangs de ces quotients sont alors les
rM (µi).
Preuve. - Cela vient tout seul en ite´rant 3.1.1 et 3.1.2. ✷
3.1.7 The´ore`me. - Dans le cas formel, M admet une unique de´composition en
somme directe de modules purs. Ceux-ci sont purs de pentes µ1, . . . , µk et leurs
rangs sont les rM (µi).
Preuve. - Cela de´coule de 3.1.1 et de 2.3.5. ✷
3.1.8 La filtration canonique: notations. - Tout ce qui suit est conse´quence
triviale des deux re´sultats pre´ce´dents et vise seulement a` les mettre en forme pour
la suite. Soit µ ∈ Q quelconque (pas ne´cessairement une pente de M).
On noteM≥µ ou F≥µ(M) (resp. M>µ ou F>µ(M)) le plus grand sous-module
de M dont toutes les pentes sont ≥ µ (resp. > µ). On a donc:
S(M≥µ) = S(M) ∩ [µ; +∞[ et son rang vaut
∑
µi≥µ
rM (µi),
S(M>µ) = S(M) ∩ ]µ; +∞[ et son rang vaut
∑
µi>µ
rM (µi).
Les F≥µ(M) forment la filtration canonique (descendante) par les pentes de M ,
dont les proprie´te´s seront e´tudie´es en 3.2.
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On note M (µ) = M≥µ/M>µ: c’est {0} si µ n’est pas une pente de M , un
module pur de pente µ et de rang rM (µ) si µ est une pente de M .
On note enfinQ<µ(M) (resp. Q≤µ(M) le quotientM/F≥µ(M) (resp. M/F>µ(M)).
Les couples (F≥µ(M), Q<µ(M)) et (F>µ(M), Q≤µ(M)) cassent donc en deux le
polygone de Newton.
Pentes et croissance des ite´re´s
Soit (M,Φ) un module aux q-diffe´rences. Il est possible de caracte´riser les e´le´ments
x ∈ M≥µ en termes de vitesse de croissance z-adique de la suite des ite´re´s de x
par Φ, dans l’esprit du crite`re de Jurkat (voir [9], 11.6).
3.1.9 Valuations et re´seaux. - Rappelons que O de´signe l’anneau de valuation
du corps value´ K (pour la valuation v0) et que son corps re´siduel est
O
zO = C.
Soit Λ un re´seau du K-espace vectoriel de dimension finie V (autrement dit, Λ est
un sous O-module libre de V de rang dimK(V )). Pour tout x ∈ V , notons:
vΛ(x) = sup{k ∈ Z / x ∈ z
kΛ}
= min(v0(x1), . . . , v0(xn)),
ou` x1, . . . , xn sont les coordonne´es de x dans une base quelconque du O-module
Λ. Pour tout re´seau Λ′, vΛ′ − vΛ est une application borne´e de V − {0} dans Z.
3.1.10 Proposition. - Soit (M,Φ) un module aux q-diffe´rences de premie`re
pente µ et de dernie`re pente ν, et soit x un vecteur cyclique de M . Alors, pour
tout re´seau Λ de M :
vΛ(Φ
k(x)) = µk +O(1) , k ∈ N
vΛ(Φ
−k(x)) = −νk +O(1) , k ∈ N.
Preuve. - La remarque 3.1.3, permet de de´duire imme´diatement la deuxie`me
formule de la premie`re. Prouvons celle-ci. Quitte a` ramifier, on peut supposer
µ entie`re. Notons Ψ = z−µΦ, de sorte que la premie`re pente du module aux
q-diffe´rences (M,Ψ) vaut 0 et que x en est un vecteur cyclique. De la formule
ge´ne´rale
∀α ∈ K , (αΦ)k = ασq(α) · · ·σ
k−1
q (α)Φ
k,
on tire que vΛ(Ψ
k(x)) = vΛ(Φ
k(x)) − µk. On est donc ramene´ a` montrer que
vΛ(Ψ
k(x)) est borne´ lorsque k parcourtN. D’apre`s 3.1.9, cette assertion ne de´pend
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pas du choix du re´seau Λ. Nous prendrons:
Λ =
n−1∑
i=0
OΨi(x).
Soit P = σn+a1σ
n−1+ · · ·+an le polynoˆme minimal de x (pour Ψ). On a, d’apre`s
2.2.7, min
1≤i≤n
v0(ai) = 0. En particulier, a1, . . . , an ∈ O et l’on voit que Ψ(Λ) ⊂ Λ.
On en de´duit que Ψ(zΛ) ⊂ zΛ, puis que Ψ induit un endomorphisme Ψ du C-
espace vectoriel Λ = ΛzΛ . Le vecteur x = x (mod zΛ) est cyclique pour Ψ, dont le
polynoˆme minimal est P = σn + a1(0)σ
n−1 + · · ·+ an(0). Par hypothe`se, il existe
un ai(0) 6= 0 (1 ≤ i ≤ n), et l’on en de´duit facilement que, pour tout entier naturel
k, Ψ
k
(x) 6= 0, autrement dit, Ψk(x) ∈ Λ− zΛ, autrement dit, vΛ(Ψ
k(x)) = 0. ✷
On fixe maintenant a ∈]0; 1[ (par exemple, inspire´ de la the´orie des nombres,
a = 1|q|). A toute valuation vΛ sur un K-espace vectoriel V est attache´e une valeur
absolue ultrame´trique sur V de´finie par:
‖ x ‖Λ= a
vΛ(x).
De plus, deux telles valeurs absolues sont e´quivalentes.
3.1.11 Corollaire. - Soit (M,Φ) un module aux q-diffe´rences et soit x ∈ M .
Alors, pour tout re´seau Λ:
∀µ ∈ Q , x ∈M≥µ ⇔‖ Φk(x) ‖Λ= O(a
µk) , k ∈ N.
Preuve. - En effet, x ∈ M≥µ e´quivaut a` µ(x) ≥ µ. Or, de la proposition 3.1.10,
on tire que ‖ Φk(x) ‖Λ= akµ(x)+O(1). La conclusion est imme´diate. ✷
On prouve de meˆme:
3.1.12 Corollaire. - Soit (M,Φ) un module aux q-diffe´rences et soit x un vecteur
cyclique de M . Alors, le module M est fuchsien si et seulement si Φk(x) est borne´
lorsque k parcourt Z (au sens de n’importe laquelle des valeurs absolues ci-dessus).
De plus, dans ce cas, pour tout y ∈M , Φk(y) est borne´ lorsque k parcourt Z. ✷
3.2 Proprie´te´s fonctorielles, abe´liennes et tensorielles
Tout ce qui suit repose sur des raisonnements par “abstract nonsense” a` partir du
principe suivant, qui est une paraphrase de 3.1.6:
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Soit (G≥µ(M))µ∈Q une filtration descendante d’un module aux q-diffe´rences
M telle que les sauts non triviaux G≥µ(M)/G>µ(M) (ne´cessairement en nombre
fini puisque M est de rang fini) soient purs de pente l’indice µ du saut. Alors c’est
la filtration canonique.
Proprie´te´s fonctorielles et abe´liennes
3.2.1 Lemme. - (i) Soit M ′ un sous-module de M . Alors:
∀µ ∈ Q , F≥µ(M ′) = F≥µ(M) ∩M ′.
(ii) Soit M ′′ un module quotient de M . Alors:
∀µ ∈ Q , F≥µ(M ′′) = image de F≥µ(M) dans M ′′.
Preuve. - En effet, dans chaque cas, le membre de droite est le terme ge´ne´ral
d’une filtration a` laquelle on peut appliquer le principe e´nonce´ plus haut. ✷
3.2.2 Proposition. - Tout morphisme de modules aux q-diffe´rences est strict
relativement aux filtrations canoniques. Autrement dit, si f est un morphisme de
M dans N :
∀µ ∈ Q , f(M≥µ) = f(M) ∩N≥µ.
Preuve. - Cela de´coule imme´diatement du lemme. ✷
3.2.3 Corollaire. - Les F≥µ et les F>µ sont des endofoncteurs de la cate´gorie
DiffMod(K,σq). ✷
Les proprie´te´s spe´cifiquement abe´liennes (comportement vis a` vis des suites
exactes) viennent de la proposition et apparaitront plus clairement en 3.3, avec
l’e´tude du foncteur “gradue´ associe´”.
Proprie´te´s tensorielles
On part d’un produit tensorielM =M1⊗M2. On a donc S(M) = S(M1)+S(M2)
(cf. 2.3.3).
3.2.4 Proposition. - La filtration canonique sur le produit tensoriel M1 ⊗M2
est donne´e par la formule:
F≥µ(M1 ⊗M2) =
∑
µ1+µ2≥µ
F≥µ11 (M1)⊗ F
≥µ2
2 (M2).
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Preuve. - Pour µ ∈ Q, on pose:
G≥µ(M) =
∑
µ1+µ2≥µ
M≥µ11 ⊗M
≥µ2
2 .
Il est clair que les (G≥µ(M))µ∈Q forment une filtration descendante de M dont
les sauts ont lieu aux pentes de M .
Notons d’autre part:
Hµ(M) =
∑
µ1+µ2≥µ
(
M≥µ11 ⊗M
>µ2
2 +M
>µ1
1 ⊗M
≥µ2
2
)
On voit queHµ(M) ⊂ G≥µ(M), l’inclusion e´tant stricte si et seulement si µ est une
pente de M . Soient µ′ > µ deux pentes conse´cutives de M . Alors, si µ1+ µ2 ≥ µ,
on voit que M>µ11 ⊗M
≥µ2
2 ⊂ H
µ′(M) puis, par syme´trie et en additionnant, que
Hµ(M) ⊂ G≥µ
′
(M). Par conse´quent, Hµ(M) = G>µ(M).
On a deux surjections naturelles:⊕
µ1+µ2≥µ
M≥µ11 ⊗M
≥µ2
2 → G
≥µ(M)→ 0
et ⊕
µ1+µ2≥µ
(
M≥µ11 ⊗M
>µ2
2 +M
>µ1
1 ⊗M
≥µ2
2
)
→ G>µ(M)→ 0,
d’ou`, par passage au quotient, une surjection:
⊕
µ1+µ2≥µ
M≥µ11 ⊗M
≥µ2
2
M≥µ11 ⊗M
>µ2
2 +M
>µ1
1 ⊗M
≥µ2
2
→
G≥µ(M)
G>µ(M)
→ 0.
Or, de la formule ge´ne´rale :
A′
A
⊗
B′
B
=
A′ ⊗B′
A⊗B′ +A′ ⊗B
,
on de´duit l’isomorphisme canonique:
M≥µ11 ⊗M
≥µ2
2
M≥µ11 ⊗M
>µ2
2 +M
>µ1
1 ⊗M
≥µ2
2
=M
(µ1)
1 ⊗M
(µ2)
2 ,
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autrement dit, on a une surjection:
⊕
µ1+µ2=µ
M
(µ1)
1 ⊗M
(µ2)
2 →
G≥µ(M)
G>µ(M)
→ 0,
qui entraine que G≥µ(M)/G>µ(M) est pur de pente µ. ✷
3.2.5 Remarque. - Ces proprie´te´s de la filtration sont analogues a` celles ax-
iomatise´es par Saavedra dans dans [16] (en mieux puisque nous filtrons par des
sous-objets) et oppose´es a` celles axiomatise´es par Yves Andre´ dans [3].
3.3 Le gradue´ associe´
On re´colte ici presque gratuitement les fruits du travail de´ja` fait.
Modules mode´re´ment irre´guliers
3.3.1 La cate´gorie DiffModmi(K,σq). - On appellera mode´re´ment irre´gulier un
module aux q-diffe´rences somme directe de modules purs. Cette terminologie est
inspire´e de l’expression “mode´re´ment ramifie´” en arithme´tique et en ge´ome´trie
alge´brique. La proprie´te´ d’eˆtre mode´re´ment irre´gulier est conserve´e par exten-
sion des scalaires. On notera DiffModmi(K,σq) la sous-cate´gorie pleine de
DiffMod(K,σq) forme´e des modules mode´re´ment irre´guliers et, pour tout entier
naturel non nul l (niveau de ramification suffisant pour triangulariser), on notera
DiffModmi,l(K,σq) la sous-cate´gorie pleine dont les objets ont toutes leurs pentes
dans 1lZ. La cate´gorie DiffModmi(K,σq) est naturellement gradue´e par Q. Les
morphismes sont de degre´ 0. La cate´gorie est stable par sous-quotient et con-
structions tensorielles (mais pas par extensions). C’est donc une sous-cate´gorie
tannakienne de DiffMod(K,σq). Ces proprie´te´s sont encore valables pour cha-
cune des sous-cate´gories DiffModmi,l(K,σq). La projection M ❀ M
(µ) sur la
composante de degre´ (ou pente) µ est un foncteur exact.
3.3.2 Fonction et polynoˆme de Hilbert-Samuel. - On peut associer a` tout
module mode´re´ment irre´gulier M =
⊕
M (µ) sa fonction de Hilbert-Samuel µ 7→
rM (µ) = dimK(M
(µ)) (qui est aussi sa fonction de Newton) et son polynoˆme de
Hilbert-Samuel :
RM (T ) =
∑
µ∈Q
rM (µ)T
µ,
(qui est un polynoˆme ramifie´). La formation de ce dernier est additive pour les
suites exactes et multiplicative pour le produit tensoriel. La dualisation se traduit
36
par T ← T−1. En combinaison avec 3.3.4, ces proprie´te´s “expliquent” (ou en-
richissent) les proprie´te´s de la fonction de Newton obtenues en 2.3.1.
Proprie´te´s fonctorielles,abe´liennes et tensorielles
Si M est un module aux q-diffe´rences, rappelons que l’on note M (µ) = F
≥µ(M)
F>µ(M) le
facteur de pente µ de M et que celui-ci est non nul si et seulement si µ est une
pente de M ; dans ce cas, il est pur de pente µ et de rang rM (µ). Nous noterons:
gr(M) =
⊕
µ∈Q
M (µ) =
⊕
µ∈S(M)
M (µ)
le gradue´ associe´ a` la filtration canonique de M ; c’est un module mode´re´ment
irre´gulier. D’apre`s 3.2.2, tout morphisme f : M → N envoie F≥µ(M) dans
F≥µ(N) et F>µ(M) dans F>µ(N), donc induit f (µ) : M (µ) → N (µ) donc aussi
gr(f) : gr(M)→ gr(N).
3.3.3 The´ore`me. - On de´finit ainsi un foncteur C-line´aire exact de la cate´gorie
abe´lienne DiffMod(K,σq) dans sa sous-cate´gorie pleine DiffModmi(K,σq). Ce
foncteur est une re´traction de l’inclusion.
Preuve. - L’exactitude est une conse´quence classique du fait que tous les mor-
phismes sont stricts (cf 3.2.2). ✷
3.3.4 The´ore`me. - Le foncteur gr est compatible au produit tensoriel et fide`le.
Preuve. - D’apre`s [16], IV.2.1, il de´coule de 3.2.4 que le foncteur qui associe a`
M le K-espace vectoriel sous-jacent a` gr(M) posse`de les proprie´te´s indique´es. Le
fait que gr lui-meˆme posse`de ces proprie´te´s est alors trivial. ✷
3.3.5 Remarque. - D’apre`s 3.1.7, dans le cas formel, DiffModmi(K,σq) =
DiffMod(K,σq) et ce foncteur est isomorphe au foncteur identite´.
3.4 Applications a` la classification et a` la the´orie de Galois
Il s’agit ici d’esquisses; pour les preuves de´taille´es, voir les re´fe´rences indique´es.
Applications a` la classification
La filtration par les pentes et le gradue´ associe´ sont un des outils de la classification
analytique locale par voie transcendante des e´quations aux q-diffe´rences line´aires
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a` coefficients rationnels. Celle-ci est expose´e dans l’article en pre´paration [15]. La
partie alge´brique, que nous re´sumons ici (c’est la plus facile), est accessible dans
[20].
D’apre`s 3.3, la classification formelle se rame`ne a` celle des modules purs et la
classification locale “analytique modulo formelle” se rame`ne a` la classification a`
gradue´ donne´. Soient P1, . . . , Pk des modules purs de rangs r1, . . . , rk et de pentes
µ1 > · · · > µk. On pose:
F(P1, . . . , Pk) = {classes d’isomorphies de couples (M, g)},
ou` les couples (M, g) sont forme´s d’un module M et d’un isomorphisme g :
gr(M) → P1 ⊕ · · · ⊕ Pk et (M, g) est isomorphe a` (M
′, g′) s’il existe un iso-
morphisme de modules u : M → M ′ tel que g = g′ ◦ gr(u). La description de
F(P1, . . . , Pk) se rame`ne a` des calculs de classes d’extensions. On prouve:
1. Que le foncteur “sections globales” Γ est exact a` gauche, que les Γi(M) =
Exti(1,M) sont les foncteurs de´rive´s du foncteur Γ et que Exti(M,N) =
Γi(M∨ ⊗N).
2. Que les Exti, i ≥ 2 sont nuls et que les Exti, i = 0, 1 sont de dimension finie.
On de´finit alors la caracte´ristique d’Euler-Poincare´ χ(M) = dimΓ0(M) −
dimΓ1(M), qui est additive pour les suites exactes. Dans le cas d’objets de rang 1,
Γ0 et Γ1 s’interpre`tent respectivement comme un noyau et un conoyau d’ope´rateur
aux q-diffe´rences et la caracte´ristique d’Euler-Poincare´ comme un indice, ce qui
permet des calculs exacts. On peut alors, en analogie avec [5], donner a` un module
a` pentes entie`res une forme normale polynomiale et en de´duire, pour F(P1, . . . , Pk),
une structure de varie´te´ alge´brique affine de dimension
∏
1≤i<j≤k
rirj(µi − µj).
Une nouvelle me´thode de resommation discre`te permet d’uniformiser cette
varie´te´ a` l’aide de fonctions elliptiques a` poˆles controˆle´s et une the´orie adapte´e
des de´veloppements asymptotiques en fournit une interpre´tation en termes du
faisceau de Malgrange, ici de´fini sur la courbe elliptique Eq.
Applications a` la the´orie de Galois
Ces re´sultats figurent dans l’article en pre´paration [19]. Ils concernent le cas con-
vergent, le cas formel e´tant plus simple (voir [13]). On se restreint ici au cas “non
ramifie´”. Notons DiffMod1(K,σq) la sous-cate´gorie pleine de DiffMod(K,σq)
forme´e des objets a` pentes entie`res. C’est une sous-cate´gorie tannakienne, sta-
ble par extensions. On de´duit aise´ment de [18] que le groupe de Galois G
(0)
mi,1 de
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DiffModmi,1(K,σq) est e´gal a` C
∗ × G
(0)
f , ou` G
(0)
f est le groupe de Galois local
fuchsien, qui est isomorphe a`:
Homgr(C
∗/qZ,C∗)×C.
D’apre`s 3.3.3,3.3.4 et [7], le groupe de Galois G
(0)
irr,1 de DiffMod1(K,σq) est le
produit semi-direct d’un groupe unipotent et de G
(0)
mi,1. Le groupe unipotent est
forme´ des automorphismes galoisiens dont l’effet ne se voit pas sur le gradue´, c’est a`
dire ceux qui ont vocation a` eˆtre conside´re´s comme des Stokes. Conjecturalement,
il y a une description en termes de fibre´s sur la courbe elliptique pour laquelle la
filtration canonique correspond a` la filtration de Harder-Narasimhan.
A Solutions formelles et solutions convergentes
Dans toute cette section, les pentes µ seront des entiers. D’apre`s ce qui pre´ce`de,
nous sommes conduits a` nous inte´resser a` l’e´quation avec second membre:
z−µσqf − cf = g
laquelle se rame`ne, apre`s transformation de jauge de symbole eq,czµ (1.1.7), a`
l’e´quation:
σqf − f = g.
Si l’on adopte l’analogie habituelle avec le cas diffe´rentiel:
σq − 1
q − 1
←→ z
d
dz
,
on est conduit a` conside´rer cette re´solution comme une q-inte´gration. Comme dans
le cas diffe´rentiel, la constante 1 n’est pas q-inte´grable et ne´cessite l’introduction
du q-logarithme.
A.1 q-inte´gration
Soit π0 le projecteur du C espace vectoriel C((z)) qui associe a` toute se´rie de
Laurent formelle son terme constant. Les sous-espaces vectorielsM(C) et C({z})
sont stables, d’ou`, quelque soit le corps K, une de´composition:
K = C⊕K•, ou` K• = (Ker π0) ∩K.
L’endomorphisme C-line´aire σq − 1 de K est nul sur la premie`re composante et
laisse stable la seconde.
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A.1.1 Lemme. - L’endomorphisme σq − 1 induit un automorphisme de K•.
Preuve. - En effet, on peut poser (dans C((z))•):
Iq

∑
i6=0
aiz
i

 =∑
i6=0
ai
qi − 1
zi,
de´finissant un inverse. Il est clair que celui-ci pre´serve, le cas e´che´ant, la me´romorphie
pre`s de 0 ou sur C. ✷
On introduit donc maintenant un e´le´ment lq de L tel que σqlq = lq + 1 (voir
dans l’introduction les conventions ge´ne´rales). On note de plus, pour tout entier
naturel k:
l(k)q =
(
lq
k
)
=
1
k!
k−1∏
i=0
(lq − i),
et l
(k)
q = 0 pour k < 0, de sorte que (calcul facile):
∀k ∈ Z , σql
(k)
q = l
(k)
q + l
(k−1)
q .
A.1.2 Lemme. - Les l
(k)
q , k ≥ 0, sont line´airement inde´pendants sur K;
autrement dit, lq est transcendant et :
K[lq] =
⊕
k≥0
Kl(k)q .
Preuve. - Soit en effet une relation:
l(k+1)q = a0 l
(0)
q + · · ·+ ak l
(k)
q , les ai ∈ K,
avec k ≥ 0 le plus petit possible; il est donc en fait ≥ 1 puisque lq 6∈ K. En
appliquant σq − 1, a` cette relation, on trouve:
l(k)q ≡ (σqak − ak)l
(k)
q (mod Kl
(0)
q + · · ·+Kl
(k−1)
q ).
Par minimalite´, on en de´duit que σqak − ak = 1, ce qui est impossible. ✷
A.1.3 Proposition. - On a, pour tout entier naturel non nul k, une suite exacte:
0→ C→ Kk[lq]
σq−1
−→ Kk−1[lq]→ 0.
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Preuve. - Ici, Kk[X ] de´signe l’ensemble des polynoˆmes de degre´ ≤ k. Ecrivons
f = f0l
(0)
q + · · ·+ fkl
(k)
q et g = g0l
(0)
q + · · ·+ gk−1l
(k−1)
q des e´le´ments respectifs de
Kk[lq] et de Kk−1[lq]. Par identification, l’e´quation (σq − 1)f = g e´quivaut a`:
∀i ≥ 0 , gi = σqfi − fi + σqfi+1.
La re´soudre revient a` re´soudre le syste`me:

σqf0 − f0 + σqf1 = g0
...
σqfi − fi + σqfi+1 = gi
...
σqfk−1 − fk−1 + σqfk = gk−1
σqfk − fk = 0
On voit, en commenc¸ant par le bas, que fk ∈ C et meˆme (avant-dernie`re e´quation)
que c’est ne´cessairement π0(gk−1). On a alors la re´solution ite´rative:
fk = π0(gk−1)
...
fi = π0(gi−1) + Iq(gi − σqfi+1)
...
f0 = une constante arbitraire + Iq(g0 − σqf1)
✷
A.2 Equations d’ordre 1 avec second membre
On se restreint dore´navant a` la sous-alge`bre S de L engendre´e par les fonctions
e´le´mentaires:
S = K[(eq,czµ)(c,µ)∈C∗×Z, lq].
Notons provisoirement C(S) l’ensemble des “caracte`res”:
C(S) = {u ∈ S − {0} / ∃c ∈ C∗ : σqu = cu}.
On a une de´composition 5 :
S =
∑
µ∈Z
Sµ, ou` Sµ =
∑
u∈C(S)
uΘµqK[lq].
5Cette de´composition posse`de d’inte´ressantes proprie´te´s alge´briques, partiellement aborde´es
dans [13] (cas formel) et [17] (cas convergent).
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La formule, imme´diatement ve´rifie´e:
σqu = cu⇒ (dz
νσ − 1)(uΘµqF ) = uΘ
µ
q (cdz
µ+νσ − 1)F
implique que l’endomorphisme Φd,ν = dz
νσ− 1 du C-espace vectoriel S laisse sta-
ble chaque sous-espace uΘµqK[lq]. De plus, l’isomorphisme F 7→ uΘ
µ
qF de K[lq]
dans uΘµqK[lq] conjugue l’action de Φcd,µ+ν sur le premier avec l’action de Φd,ν
sur le deuxie`me. Notre but, dans ce paragraphe, est de pre´ciser l’image et le noyau
de ces endomorphismes, et, en particulier, de de´montrer le the´ore`me A.2.4.
A.2.1 Lemme. - Soit (c, µ) ∈ C∗ × Z. Il est clair que K est stable par Φc,µ.
(i) Si (c, µ) 6= (1, 0), la restriction de Φc,µ a` K est injective.
(ii) Elle est de plus surjective dans chacun des cas suivants:
1. µ = 0 et c 6= 1.
2. µ < 0.
3. µ > 0 et K = C((z)).
Preuve. - Si µ = 0, e´crivant f =
∑
k>>−∞
fkz
k et g =
∑
k>>−∞
gkz
k, on obtient
l’e´quivalence:
(cσ − 1)f = g ⇔ ∀k ∈ Z , (cqk − 1)fk = gk,
qui suffit a` montrer (i) et (ii) dans ce cas (c’est l’hypothe`se c 6= 1 qui garantit que
cqk − 1 ne s’annule pas).
Si µ 6= 0, posons µ = mǫ, avec m = |µ| et ǫ = ±1. La de´composition:
C((z)) =
⊕
0≤i<m
ziC((zm))
induit des de´compositions similaires de C({z}) et de M(C). La formule (facile a`
ve´rifier):
(czµσ − 1)ziF (zm) = zi(cqizmǫF (qmzm)− F (zm))
montre que chaque composante est stable. Ecrivant alors Z = zm, Q = qm,
C = cqi, f(z) = ziF (zm) et g(z) = ziG(zm), on obtient l’e´quivalence:
(czµσ − 1)f = g ⇔ CZǫF (QZ)− F (Z) = G(Z).
Autrement dit, on s’est ramene´ au cas ou` µ = ±1, ce que l’on suppose maintenant.
On reprend les notations f =
∑
k>>−∞
fkz
k et g =
∑
k>>−∞
gkz
k.
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Si µ = −1, on obtient les e´quivalences:
(cz−1σ − 1)f = g ⇔ ∀k ∈ Z , cqk+1fk+1 − fk = gk
⇔ ∀k ∈ Z , ck+1qk(k+1)/2fk+1 − c
kqk(k−1)/2fk = c
kqk(k−1)/2gk
⇔ ∀k ∈ Z , ckqk(k−1)/2fk =
∑
i<k
ciqi(i−1)/2gi
Ceci montre que Φc,−1 est bijectif dans le cas formel. Dans le cas convergent, la
relation
|ckfk| ≤
∑
i<k
|cigi|
entraine que la se´rie f(cz) est domine´e par la se´rie g(cz)1−z , ce qui conclut encore.
Si µ = +1, on obtient les e´quivalences:
(czσ − 1)f = g ⇔ ∀k ∈ Z , cqk−1fk−1 − fk = gk
⇔ ∀k ∈ Z ,
fk−1
(c/q)k−1qk(k−1)/2
−
fk
(c/q)kqk(k+1)/2
=
gk
(c/q)kqk(k+1)/2
⇔ ∀k ∈ Z ,
fk
(c/q)kqk(k+1)/2
= −
∑
i<k
gi
(c/q)iqi(i+1)/2
Ceci montre que Φc,1 est bijectif dans le cas formel. ✷
Dans le cas convergent avec µ > 0, on ne peut pas en ge´ne´ral conclure, les
coefficients fk pouvant eˆtre tre`s rapidement croissants. Par exemple, si c = 1 et
g = −1, on trouve, pour k > 0, fk = q
k(k−1)/2. C’est un q-analogue de la se´rie
d’Euler.
On va maintenant e´tudier l’action de Φc,µ sur K[lq]. Le cas ou` (c, µ) = (1, 0)
a fait l’objet du A.1. Le cas ou` (c, µ) = (1, 0) s’y rame`ne car l’automorphisme
F 7→ zlF de K[lq] conjugue Φc,µ avec Φqlc,µ.
A.2.2 Corollaire. - On suppose (c, µ) 6= (1, 0). Les conclusions sont les meˆmes:
la restriction de Φc,µ a` K[lq] est injective; elle est de plus surjective, sauf dans le
cas convergent si µ > 0.
Preuve. - Ecrivant f =
∑
i≥0
f (i)l
(i)
q et g =
∑
i≥0
g(i)l
(i)
q (qui sont des sommes finies),
on obtient l’e´quivalence:
(czµσ − 1)f = g ⇔ ∀i ≥ 0 , (czµσ − 1)f (i) = g(i) − czµσqf
(i+1).
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Ce syste`me se re´soud ite´rativement, en commenc¸ant par la fin, a` l’aide du lemme
A.2.1. ✷
A.2.3 Corollaire. - On conside`re la restriction de Φd,ν a` uΘ
µ
qK[lq], ou` σqu = cu.
(i) Si cd = ql, l ∈ Z, et si µ + ν = 0, cet endomorphisme est surjectif de noyau
CuΘµq z
−l.
(ii) Si cd 6= 1 et µ+ν = 0, ou bien si cd est quelconque et µ+ν < 0, l’endomorphisme
est bijectif.
(iii) Meˆme conclusion dans le cas formel si µ+ ν > 0.
Preuve. - C’est imme´diat par conjugaison (voir le de´but de A.2). ✷
Nous synthe´tisons maintenant les re´sultats les plus importants:
A.2.4 The´ore`me. - L’endomorphisme Φd,ν de Sµ est surjectif si µ + ν ≤ 0, et
aussi si µ+ ν > 0 dans le cas formel. ✷
A.3 Re´solution formelle
A.3.1 De´finition. - Soient f1, . . . , fm des e´le´ments de L. Leur q-Wronskien (ou
Casoratien, ou Pochhammerien) est:
Wq(f1, . . . , fm) = det


f1 . . . fj . . . fm
...
...
...
...
...
σiqf1 . . . σ
i
qfj . . . σ
i
qfm
...
...
...
...
...
σm−1q f1 . . . σ
m−1
q fj . . . σ
m−1
q fm


Rappelons (cf. l’introduction) que l’on note CL = L
σq le sous-corps des con-
stantes de L. Dans ces conditions, on a le:
A.3.2 Lemme. - Le q-Wronskien Wq(f1, . . . , fm) est non nul si et seulement si
les fi sont line´airement inde´pendants sur CL.
Preuve. - Ce lemme est de´montre´ dans [8]. ✷
Si les fi sont solutions d’une e´quation aux q-diffe´rences, nous dirons simple-
ment dans ce cas que ces solutions sont inde´pendantes. Notre but est de construire
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une famille maximale de solutions inde´pendantes de l’e´quation (1).
A.3.3 Lemme. - Le nombre de solutions inde´pendantes de (1) ne peut exce´der
n, l’ordre de l’e´quation.
Preuve. - Soient en effet f1, . . . , fn+1 des solutions de (1). Les lignes Li =
(σiqf1, . . . , σ
i
qfn+1) sont alors lie´es par la relation a0Ln+ · · ·+anL0 et l’on conclut
graˆce au lemme A.3.2. ✷
A.3.4 The´ore`me. -Dans le cas formel, on peut construire n solutions inde´pendantes.
Preuve. - Elle se fait par re´currence sur l’ordre de l’ope´rateur P ; l’algorithme
correspondant est re´cursif. On exploite naturellement les re´sultats sur la factori-
sation de 1.2 et ceux sur les e´quations du premier ordre avec second membre de A.1.
Si n = 1, on peut e´crire P = a(z−µσ − c)u−1, et ueq,cΘµq est une solution non
nulle.
Si P est d’ordre n = m+1 ≥ 2, on e´crit P = a(z−µσ−c)u−1Q, ou` Q est d’ordre
m. Par hypothe`se de re´currence, il y a m solutions inde´pendantes f1, . . . , fm de
Q. D’apre`s le the´ore`me A.2.4, il existe f ∈ L tel que Qf = ueq,cΘµq . Il est clair
que f, f + f1, . . . , f + fm sont solutions de P .
Par multiline´arite´ alterne´e du de´terminant le q-Wronskien de f, f + f1, . . . , f +
fm est e´gal a` celui de f, f1, . . . , fm. On manipule les lignes de ce dernier on
remplace Lm par b0Lm + · · · + bmL0, 0u` Q = b0σm + · · ·+ bm. Cela multiplie le
de´terminant par b0. Mais cela remplace aussi la dernie`re ligne par (Qf,Qf1, . . . , Qfm) =
(Qf, 0, . . . , 0). Le coefficient Qf vaut ueq,cΘ
µ
q , qui est inversible, et son cofacteur
est le q-wronskien de (f1, . . . , fm). On obtient ainsi la formule:
Wq(f, f + f1, . . . , f + fm) =
1
b0
ueq,cΘ
µ
qWq(f, f1, . . . , fm).
Il est donc non nul, ce qui ache`ve la preuve. ✷
A.4 Re´solution analytique
On se place ici dans le cas convergent. Si l’on reprend la factorisation P =
a(z−µσ − c)u−1Q exploite´e en A.3, on constate que l’on n’a la garantie d’une
factorisation convergente que si toutes les pentes de Q sont ≤ µ (1.2.8). Mais, si
l’une d’elles est < µ, le the´ore`me A.2.4 ne s’applique pas. Ainsi, la me´thode de
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A.3 ne s’applique a` la re´solution convergente que si S(P ) = {µ}, autrement dit,
si P est pur. On ne peut donc espe´rer trouver n solutions inde´pendantes en ge´ne´ral.
A.4.1 The´ore`me (lemme d’Adams). - Soit µk la premie`re pente de P . L’e´quation
(1) admet alors rP (µk) solutions convergentes inde´pendantes.
Preuve. - On de´duit en effet de A.3 une factorisation P = QR avec R pur de
pente µk et d’ordre rP (µk). On applique alors a` R la me´thode de A.3 (on est dans
la cas (i) du the´ore`me A.2.4). ✷
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