





1.1. Latar Belakang 
Di seluruh dunia, rongga mulut merupakan satu dari sepuluh lokasi tubuh 
yang paling sering terserang kanker. Kanker mulut menempati peringkat ketiga 
sesudah kanker lambung dan leher rahim (Sudiono, 2007). Secara fisik, kanker 
(tumor) adalah jaringan abnormal yang dikenali dengan adanya pertumbuhan 
jaringan atau organ yang tidak terorganisir, pada umumnya membentuk suatu 
massa yang jelas. Tumor dapat timbul pada gusi manusia. Disamping tumor, dapat 
pula timbul kista pada gusi manusia yang bentuknya menyerupai tumor (pada citra 
panoramik), dapat dilihat pada Gambar 1.1.  
(a)                                                             (b) 
Gambar 1.1 (a) Lesi kista (tanda panah) dan (b) lesi tumor (tanda panah) pada 
citra panoramik gigi.   
 
Menurut dokter gigi, penentuan kista dan tumor melalui citra panoramik 
sulit dibedakan secara kasat mata, tergantung pengetahuan dan pengalaman dokter 
gigi serta hasil analisis radiolog. Perbedaan persepsi ini beresiko terhadap 
penanganan penyakit pada pasien. Dua-duanya berbentuk oval atau bundar. 
Perbedaannya adalah tumor berisi jaringan sedangkan kista berisi cairan sehingga 
untuk memastikan kista atau tumor biasanya dilakukan dengan proses biopsi.  
Kurangnya gejala klinis yang jelas, terutama pada stadium awal, membuat 
penentuan diagnosis secara klinis kurang dapat diandalkan. Kurangnya 




kesalahan dalam diagnosa yang meningkatkan kemungkinan kesalahan dalam 
pengobatan (Theodorou et al., 2007). Diagnosa terhadap lesi seperti kista atau 
tumor dapat lebih jelas dengan menggunakan citra panoramik digital yang mana 
dapat diproses dengan ilmu pengolahan citra dan machine learning, sehingga 
informasi tambahan dapat diperoleh dengan cepat. Perkembangan ilmu 
pengolahan citra dengan bantuan komputer memungkinkan untuk mendeteksi 
perbedaan kista dan tumor ini dengan mencari fitur spesifik yang ada baik pada 
kista maupun tumor. Fitur spesifik yang telah diperoleh dapat dijadikan data 
pelatihan pada machine learning sehingga nantinya sistem mampu menentukan 
jenis lesi apakah kista atau tumor.  Dengan demikian resiko kesalahan penentuan 
kista atau tumor dapat diminimalisir karena dapat ditentukan secara akurat 
berdasarkan fitur-fitur spesifik dari kista dan tumor yang diperoleh dengan 
bantuan komputer (computer aided diagnosis system). 
 
1.2.    Rumusan dan Batasan Masalah 
Dengan demikian permasalahan yang harus dipecahkan dalam penelitian ini 
adalah : 
 Bagaimana mendapatkan daerah lesi yang tepat atau Region of Interest 
(ROI) dari citra panoramik gigi manusia.  
 Bagaimana mengekstraksi fitur citra panoramik gigi manusia untuk 
keperluan klasifikasi tumor atau kista. 
 Bagaimana mengklasifikasi kista atau tumor pada citra panoramik gigi 
manusia menggunakan metode Support Vector Machine (SVM). 
      Penelitian ini dibatasi pada penggunaan citra panoramik gigi manusia dan 
penyakit yang dideteksi adalah kista dan tumor. 
 
1.3.    Tujuan dan Manfaat Penelitian 
      Adapun tujuan yang ingin dicapai dalam penelitian ini adalah: 
 Menganalisis metode segmentasi citra panoramik gigi manusia yang 
tepat dalam mengklasifikasi kista atau tumor. 
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 Menganalisis hasil ekstraksi fitur citra panoramik gigi manusia untuk 
keperluan klasifikasi kista atau tumor. 
 Menganalisis karakteristik dari kista dan tumor untuk dapat dipakai pada 
tahapan pembelajaran machine learning pada metode SVM.  
 Menganalisis penggunaan kernel pada metode SVM dalam 
mengklasifikasi kista dan tumor pada citra panoramik gigi manusia. 
 Mengevaluasi kinerja dari metode SVM dengan menggunakan Area 
Under Receiver Operating Characteristic Curve (AUC). 
 
     Adapun manfaat yang diharapkan dari penelitian ini adalah mendapatkan 
metode klasifikasi kista dan tumor pada citra panoramik gigi manusia. 
 
1.4.    Kontribusi Penelitian 
Mengacu kepada agenda riset nasional 2010-2014  dan bidang prioritas 
nasional yang bersifat strategis dan prioritas kajian penelitian unggulan strategis 
nasional 2011-2012 bidang kesehatan menempati prioritas kedua setelah bidang 
ketahanan pangan (Ditjen DIKTI, 2011), sehingga kontribusi keilmuan penelitian 
ini diharapkan: 
 Mampu memberikan kemudahan kepada dokter gigi untuk melakukan 
pendeteksian dini dan pemberian informasi tentang kista dan tumor pada 
citra panoramik gigi manusia. 
 Mengembangkan dan menerapkan aplikasi e-Health utamanya pada e-
Dentistry. 
 Meningkatkan kualitas penelitian dan jumlah publikasi ilmiah dalam 
bidang biomedik. 
 
1.5.    Susunan Penulisan Disertasi 
Disertasi ini terdiri dari enam bab. Bab 1 adalah pendahuluan yang 
menjelaskan latar belakang, rumusan dan batasan masalah, tujuan dan manfaat 
penelitian, kontribusi penelitian dan susunan penulisan disertasi. Kajian yang 




tentang kista dan tumor, segmentasi, ekstraksi fitur, klasifikasi dan evaluasi 
kinerja dari metode segmentasi maupun metode klasifikasi. Bab 3 menguraikan  
metode segmentasi citra panoramik gigi manusia yang digunakan dalam penelitian 
ini. Ekstraksi fitur lesi kista dan tumor yang diterapkan dalam penelitian ini 
dijelaskan pada Bab 4. Bab 5 membahas tentang metode klasifikasi dan evaluasi 
kinerja dari metode klasifikasi tersebut. Bab 6 adalah kesimpulan penelitian dan 
saran dari peneliti.  
Peta jalan penelitian ini dapat dilihat pada Gambar 1.2, yaitu dimulai dari 
proses pre processing citra panoramik gigi manusia sebelum proses  segmentasi 
lesi kista dan lesi tumor untuk mendapatkan Region of Interest (ROI), ekstraksi 
fitur dan klasifikasi serta evaluasi dari metode yang digunakan, sedangkan 
kedudukan penelitian sampai saat ini digambarkan dalam bentuk diagram fishbone 





















                      Gambar 1.2. Peta jalan penelitian 
Pre processing citra panoramik gigi manusia  
Segmentasi citra panoramik gigi manusia dengan model kontur aktif 
(semi otomatis) dan segmentasi manual oleh radiolog untuk 
mendapatkan daerah lesi kista dan tumor  (ROI=Region of Interest) 
Ekstraksi fitur ROI kista dan tumor dari  citra panoramik gigi manusia  
Klasifikasi  kista dan tumor dari  citra panoramik gigi manusia  















































KAJIAN PENGOLAHAN CITRA X-RAY PANORAMIK GIGI  
     Pada dasarnya, suatu sistem pengklasifikasian citra medik terdiri dari empat 
tahap yaitu preprocessing, segmentasi, ekstraksi dan seleksi fitur, serta klasifikasi. 
Sistem ini disebut Computer-aided diagnosis (CAD) yang telah dipelajari untuk 
meminimisasi efek keterlibatan operator dalam  mendiagnose daerah lesi sehingga 
meningkatkan sensitivitas dan specificity (Cheng et al., 2010). Preprocessing   
bertujuan untuk meningkatkan kualitas citra, segmentasi akan memisahkan objek 
dari latar belakang sehingga terbentuk daerah lesi sesuai fitur dari kista dan tumor. 
Daerah tersebut disebut dengan ROI (Region of Interest). Tahapan dari ekstraksi 
fitur adalah untuk menemukan karakteristik dari kista dan tumor sehingga sistem 
mampu membedakan lesi apakah kista atau tumor. Fitur yang dihasilkan dapat 
banyak sekali dan kompleks sehingga diperlukan tahapan penyeleksian fitur yang 
penting dan berguna saja. Berdasarkan pilihan fitur, maka daerah yang dicurigai 
dapat diklasifikasikan kedalam kista atau tumor.  
2.1.   Teori Kista dan Tumor 
     Kista adalah sebuah rongga yang ditutupi oleh lapisan epitel, dimana rongga 
tersebut berisi cairan atau material setengah cairan, yang tumbuh secara abnormal 
di dalam salah satu rongga atau substansi suatu organ. Kista lebih sering terjadi di 
rahang daripada di tulang, karena terjadinya kista lebih banyak disebabkan oleh 
pencabutan gigi yang tidak bersih. Kista termasuk lesi yang radiolusen dan ciri 
klinis dari kista adalah terjadi pembengkakan, kurang sakit (kecuali jika kista 
telah memasuki tahap infeksi kedua), sehingga penderita kadang tidak menyadari 
ada kelainan di dalam mulutnya sampai pembengkakan mencapai ukuran tertentu 
sehingga mengganggu fungsi dan estetis. Hal ini dimungkinkan oleh karena tidak 
adanya keluhan rasa sakit pada penderita. Karakteristik kista adalah bentuknya 
yang seragam, tipis, berbatas jelas, berbentuk oval atau bundar seperti balon. 




pengklasifikasian berbagai jenis kista tergantung pada bentuk kista yang terjadi, 
yaitu inflammatory dan developmental.  
 
Gambar 2.1 Posisi kista odontogenik yang berkaitan dengan gigi dan 
sekitarnya. (Ireland, 2006) 
Yang termasuk kedalam jenis inflammatory adalah radicular cyst dan  residual 
cyst.  Sedangkan jenis developmental terbagi lagi atas odontogenic cyst 
(dentigerous cyst, eruption cyst dan keratocyst) dan nonodontogenic cyst 
(nasopalatine cyst dan nasolabial cyst). Gambar 2.1 menunjukkan posisi dan 
bentuk dari berbagai jenis kista pada rahang. 
  Tumor adalah jaringan abnormal, pertumbuhan jaringan atau organ tidak 
terorganisasi, umumnya membentuk suatu massa yang jelas. Tumor terbagi atas 
tumor jinak (benign) dan malignant (ganas). Tumor jinak merupakan 
pertumbuhan baru yang tidak terkoordinasi yang pada umumnya memiliki 
karakteristik tumbuh secara lambat dan menyebar dengan perluasan langsung dan 
tidak disertai metastasis. Secara histologis tumor jinak cenderung menyerupai 
jaringan asal dan memiliki potensi pertumbuhan yang tidak terbatas.  
Ciri klinis dari tumor jinak adalah onset/permulaan yang tersembunyi dan 
membahayakan, tidak sakit, tidak bermetastasis dan tidak mengancam nyawa 
kecuali mengganggu organ vital dengan adanya perluasan secara langsung,   
berbentuk oval atau bundar dan bertepi halus, lesi yang radiolusen atau radiopak. 
Tumor jinak terdeteksi secara klinis dengan pembesaran dari rahang atau 
diketahui pada saat pemeriksaan radiograf (kelihatan kerusakan pada tulang 
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rahang).  Tumor menimbulkan tekanan yang besar pada struktur disebelahnya, 
yang mengakibatkan perpindahan posisi dari gigi (lihat Gambar 2.2). Hal ini 
menyebabkan penghancuran tulang secara simultan sepanjang tepi dalam dari 
cortex dan membentuk formasi tulang baru sepanjang bagian luar dari permukaan 
cortex (lihat Gambar 2.3). Tumor juga dapat menyebabkan pergeseran 
keseluruhan gigi yang ada didekatnya (Gambar 2.4).  Diagnosa terhadap lesi 
seperti kista atau tumor dapat lebih jelas terlihat dengan menggunakan citra X-ray 
panoramik, sehingga informasi tambahan dapat diperoleh dengan cepat.  
X-ray gigi adalah gambar dari gigi, tulang, dan jaringan lunak disekitarnya untuk 
membantu menemukan masalah dalam gigi, mulut dan rahang, sedangkan citra X-
ray panoramik gigi dapat menunjukkan daerah  yang lebih luas, yaitu rahang, gigi, 
sinus, daerah hidung, dan masalah gigi seperti kelainan tulang, kista, tumor, 
infeksi, patah tulang dan karies gigi. 
 
Gambar 2.2 Tumor yang tumbuh umumnya berbentuk bulat atau oval. Mereka 






Gambar 2.3 Tulang yang menjadi tempat tumor tumbuh akan membesar sebagai 
akibat dari pemodelan kembali tulang korteksnya (White and 
Pharoah, 2008) 
 
Gambar 2.4 Tumor biasanya tumbuh perlahan, mengakibatkan pergeseran gigi-
gigi disekitarnya (White and Pharoah, 2008) 
 
2.2.   Pre Processing Citra Panoramik Gigi Manusia 
     Citra X-ray panoramik gigi manusia yang diperoleh dari mesin panoramik 
tidak dapat langsung digunakan sebagaimana diinginkan karena kualitasnya 
belum memenuhi standar untuk kebutuhan pengolahan. Citra tersebut mempunyai 
variasi intensitas yang kurang seragam akibat pencahayaan yang tidak merata, 
atau lemah dalam hal kontras sehingga objek sulit untuk dipisahkan dari latar 
belakangnya. Citra dengan kualitas demikian memerlukan langkah-langkah 
perbaikan atau pre processing. Tujuannya adalah meningkatkan kualitas citra, 
dalam hal ini menggunakan proses normalisasi citra dan proses filter Gaussian. 
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2.2.1. Normalisasi Citra Panoramik Gigi Manusia 
      Proses normalisasi linier dapat dilakukan dengan teknik contrast stretching 
yaitu mencoba memperbaiki citra dengan membuat dynamic-range dari intensitas 
gray-level citra sehingga memiliki range yang sama. Teknik ini melakukan 
pemetaan linear dari nilai intensitas piksel masukan untuk dirubah menjadi suatu 
intensitas gray-level pada range yang telah ditentukan. Proses normalisasi yang 
dilakukan dalam penelitian ini adalah proses min-max linear normalization 








                                                                                     (2.1) 
dimana: 
f1 adalah nilai intensitas baru 
f0 adalah nilai intensitas asli 
0-255 adalah range dari intensitas yang diinginkan 
fmax – fmin adalah range intensitas dari citra asli 
2.2.2.   Filter Gaussian 
     Dalam penelitian ini dipilih filter Gaussian karena dianggap noise yang muncul 
disebabkan oleh keterbatasan sensor dari penggunaan mesin panoramik gigi. Filter 
Gaussian adalah salah satu filter linear dengan nilai pembobotan untuk setiap 
anggotanya dipilih berdasarkan bentuk fungsi Gaussian dan digunakan untuk 
menghilangkan noise yang bersifat sebaran normal yang banyak dijumpai pada 
citra hasil proses digitasi menggunakan kamera karena merupakan fenomena 
alamiah akibat sifat pantulan cahaya dan kepekaan sensor cahaya pada kamera itu 
sendiri. Noise secara alamiah juga mempunyai sebaran Gaussian, sehingga secara 
teoritis akan menjadi netral manakala dilawan dengan fungsi lain yang juga 
mempunyai sebaran Gaussian. Untuk pengolahan citra digital yang merupakan 
bidang dua dimensi, zero mean dari fungsi Gaussian dalam dua dimensi (Ahmad, 










                                                                                    (2.2) 
Persamaan (2.2) ini selanjutnya digunakan sebagai formula untuk menghitung 




akan dibentuk. Besarnya efek penghalusan oleh filter yang dibangun dengan 
persamaan Gaussian akan sama pada semua arah. Semakin besar nilai  berarti 
makin lebar bentuk filter Gaussian sehingga semakin kuat pula efek 
penghalusannya. Ini digunakan sebagai variabel untuk mengatur kekuatan filter 
antara menghilangkan noise dan menjaga detail-detail citra agar tidak terhapus 
(efek penghalusan yang kuat atau lemah).  
 
 2.3.   Segmentasi Lesi Kista dan Tumor 
     Segmentasi adalah dekomposisi dari sebuah citra terhadap komponen-
komponennya. Tujuan dari segmentasi adalah memisahkan suatu daerah pada 
citra dengan daerah lainnya. Hasil dari proses segmentasi adalah memisahkan 
objek dari latar belakangnya dan membentuk ROI. ROI ini akan dipakai untuk 
mendapatkan fitur dari lesi hasil segmentasi. Salah satu metode segmentasi adalah 
model kontur aktif (active contour) (Hamarneh et al., 2000; Kass et al., 1988). 
Kontur aktif, atau snakes, adalah model yang digunakan untuk mencari batas objek 
dari citra dalam bentuk kurva yang mana kurva tersebut dihasilkan oleh komputer 
dan bergerak  sepanjang batas batas objek pada citra. Model kontur aktif ini sering 
digunakan dalam visi komputer dan analisis citra untuk mendeteksi dan 
menemukan  objek sesuai bentuknya. Dengan demikian  kontur aktif dapat 
digunakan untuk segmentasi objek, khususnya lesi pada citra medis. Model kontur 
aktif atau snake dikembangkan oleh Kass, Witkin, dan Terzopoulos (Kass et al., 
1988). Sebuah snake adalah sebuah kurva parametrik yang didefinisikan dalam 
domain citra dan diinisialisasi secara manual oleh sekumpulan titik kontrol pada 
kurva terbuka atau tertutup.  
 1,0))(),(()(  ssysxsv                                                                      (2.3) 
Snake diasosiasikan dengan sebuah fungsi energi yang mana fungsi tersebut 
digunakan untuk memindahkan snake sepanjang kurva dari citra. Untuk setiap 
titik kontrol, energi akan dihitung ulang untuk semua titik dalam daerah dan titik 
yang meminimalisasi fungsi energi digunakan untuk mengubah titik kontrol. 
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Setelah prosedur pengubahan selesai diharapkan snake telah mendeteksi sebuah 
tepi yang dikontruksi dari interpolasi titik-titik kontrol. Fungsi  energi yang telah 
diminimalisasi didefinisikan sebagai: 
 dssvEsvEE imagesnake  
1
0
int ))(())((                                                                 (2.4) 
















                                                             (2.5) 
dimana α dan β adalah parameter terukur yang masing-masing mengontrol 
tegangan/tarikan dan kekakuan dari snake, v’(s) dan v’’(s) melambangkan turunan 
pertama dan turunan kedua dari v(s) terhadap s.  Bagian kedua dari persamaan 
(2.4) adalah energi eksternal dari citra. Bentuk umum dari energi citra adalah : 
21 ),( yxfEimage                                                                                     (2.6) 
).,(2 yxfEimage                                                                (2.7) 
f(x,y) pada persamaan (2.6) adalah fungsi tingkat keabuan (intensitas) sedang 
f(x,y) pada persamaan (2.7) adalah fungsi biner dari intensitas citra. Sebuah 
snake yang meminimalisir E harus memenuhi persamaan Euler.  
0)()( '''''  imageEsvsv                                                                         (2.8) 
yang dapat dilihat sebagai persamaan kesetimbangan gaya. 
0int  imageFF                                                                                        (2.9) 
Gaya internal Fint mencegah pemanjangan dan lekukan, sementara gaya eksternal 
Fimage menarik snake menuju ke tepi citra yang diinginkan. Untuk menemukan 
solusi persamaan (2.8), snake dibuat dinamis dengan menganggap v sebagai 
fungsi waktu t dan s, v(s,t). Solusi diperoleh dengan mencari posisi snake untuk 




imaget Etsvtsvtsv  ),(),(),(
'''''                                                         (2.10) 
Untuk membuat snake berguna, diperlukan fungsi energi yang dapat menarik 
mereka ke fitur terpenting pada citra. Terdapat tiga fungsi energi yang dapat 
menarik sebuah snake kepada garis, tepi, dan perhentian. Kombinasi ketiga energi 
ini  menghasilkan energi citra yang didefinisikan sebagai: 
 termtermedgeedgelinelineimage EwEwEwE                                                 (2.11) 
Dengan mengatur nilai dari wline, wedge, dan wterm, perilaku dari snake dapat 
dibentuk dalam batasan yang sangat luas.  
Eline adalah fungsi garis yang didefinisikan sebagai: 
Eline = f(x,y)                                                                                          (2.12) 
Eedge adalah fungsi tepi yang didefinisikan sebagai: 
2
),( yxfEedge                                                 (2.13) 




















                                           (2.14) 
  adalah sudut kemiringan,  n = (cos  ,sin ) dan  n = (-sin  ,cos ) adalah 
vektor  satuan yang sejajar dan tegak lurus terhadap arah kemiringan.  
Dengan mengkombinasikan nilai Eedge dan Eterm, dapat dihasilkan snake yang 
tertarik pada tepi atau berhenti bergerak. 
 
2.4.   Ekstraksi Fitur Lesi Kista dan Tumor 
     Fitur adalah informasi unik yang dimiliki oleh sebuah citra. Salah satu 
kegunaan fitur adalah menentukan karakteristik dari sebuah citra sehingga citra 
tersebut dapat diklasifikasi sesuai karakteristiknya. Salah satu bentuk ekstraksi 
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fitur yang umum digunakan adalah analisis tekstur. Tekstur adalah sifat-sifat atau 
karakteristik yang dimiliki oleh suatu daerah yang cukup besar sehingga secara 
alami sifat-sifat tadi dapat berulang dalam daerah tersebut. Dalam penelitian ini 
tekstur diartikan sebagai distribusi spasial dari derajat keabuan di dalam 
sekumpulan piksel-piksel yang bertetangga. Jadi tekstur tidak dapat didefinisikan 
untuk sebuah piksel. Tekstur dari citra panoramik diekstrak menggunakan analisis 
tekstur secara statistik. Fitur dari tekstur dihitung berdasarkan distribusi statistik 
dari intensitas piksel terhadap posisi antar piksel dan direpresentasikan dalam 
sebuah matriks. Bergantung pada jumlah piksel dalam setiap kombinasi, metode 
ekstraksi berdasarkan tekstur dikelompokkan dalam tiga cara yaitu ekstraksi orde 
pertama, ekstraksi orde kedua dan ekstraksi orde tinggi. 
2.4.1. Ekstraksi Orde Pertama 
     Ekstraksi orde pertama merupakan metode pengambilan ciri yang didasarkan 
pada karakteristik histogram citra. Histogram menunjukkan probabilitas 
kemunculan nilai derajat keabuan piksel pada suatu citra. Dari nilai-nilai pada 
histogram yang dihasilkan, dapat dihitung beberapa parameter ciri orde pertama, 
yaitu mean, standard deviasi, smoothness, third moment, uniformity dan entropy 
(Gonzalez et al., 2004).  











                                                                                        (2.15) 
dimana fu adalah suatu nilai intensitas keabuan, p(fu) menunjukkan nilai 
histogramnya (probabilitas kemunculan intensitas tersebut pada citra), dan L 
adalah nilai tertinggi dari intensitas. 



















R                                                                                           (2.17) 












uu fpmf                                                                             (2.18) 










ufpU                                                                                         (2.19) 
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2.4.2. Ekstraksi Orde Kedua (Gray Level Co-occurrence Matrix) 
     Pada beberapa kasus, ekstraksi orde pertama tidak lagi dapat digunakan untuk 
mengenali perbedaan antar citra. Pada kasus seperti ini, dibutuhkan pengambilan 
ciri statistik orde dua dan disebut juga dengan Gray Level Co-occurrence Matrix 
(GLCM). Salah satu teknik untuk memperoleh ciri statistik orde dua adalah 
dengan menghitung probabilitas hubungan ketetanggaan antara dua piksel pada 
jarak dan orientasi sudut tertentu (Haralick et al., 1973). Pendekatan ini bekerja 
dengan membentuk sebuah matriks kookurensi dari data citra, dilanjutkan dengan 
menentukan ciri sebagai fungsi dari matriks antara tersebut. Kookurensi berarti 
kejadian bersama, yaitu jumlah kejadian satu level nilai piksel bertetangga dengan 
satu level nilai piksel lain dalam jarak (d) dan orientasi sudut () tertentu. Jarak 
dinyatakan dalam piksel dan orientasi dinyatakan dalam derajat. Orientasi 
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dibentuk dalam empat arah sudut dengan interval sudut 45, yaitu 0, 45, 90, 
dan 135, sedangkan jarak antar piksel biasanya ditetapkan sebesar 1 piksel. 
Matriks kookurensi merupakan matriks bujur sangkar dengan jumlah elemen 
sebanyak kuadrat jumlah level intensitas piksel pada citra. Setiap titik (i,j) pada 
matriks kookurensi berorientasi  berisi peluang kejadian piksel bernilai i 
bertetangga dengan piksel bernilai j pada jarak d serta orientasi  dan (180-). 
Ilustrasi pembuatan matriks kookurensi diperlihatkan pada Gambar 2.5. 
1 1 2 2  Gray-
Level 
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1 1 2 2  1 4 2 0 
3 3 1 1  2 0 2 0 
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 (ii)     (b)   
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Level 
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 (iii)     (c)   
         
1 1 2 2  Gray-
Level 
1 2 3 
1 1 2 2  1 3 1 1 
3 3 1 1  2 1 1 0 
3 3 1 1  3 1 0 1 
 (iv)     (d)   
Gambar 2.5 Contoh matriks citra dengan tiga tingkat keabuan (i)(ii)(iii)(iv), hasil 
kookurensi pada jarak d=1 (a) arah 0, (b) arah 45, (c) arah 90, (d) 
arah 135  
Setelah memperoleh matriks kookurensi tersebut, dapat dihitung ciri statistik orde 
dua yang merepresentasikan citra yang diamati. Sebelum tekstur dapat dihitung, 
perhitungan memerlukan normalisasi matriks yaitu nilai probabilitas setiap piksel 


















jip                                                                                   (2.21) 
dimana i adalah nomor baris dan j adalah nomor kolom pada matriks kookurensi. 
Haralick et al (Haralick et al., 1973) mengusulkan berbagai jenis ciri tekstural 
yang dapat diekstraksi dari matriks kookurensi. 
Dalam penelitian ini dipakai 5 ciri statistik orde dua, yaitu Contrast, Correlation, 
Energy, Homogeneity dan Entropy.  
Contrast menunjukkan ukuran penyebaran (momen inersia) elemen-elemen 
matriks citra. Jika letaknya jauh dari diagonal utama, maka nilai kekontrasannya 
besar. 
Secara visual, nilai kekontrasan adalah ukuran variasi antar derajat keabuan suatu 










jipjiContrast                                                                       (2.22) 
Energy menunjukkan ukuran konsentrasi pasangan intensitas pada matriks 










jipEnergy                                                                                 (2.23) 
Nilai energy makin membesar bila pasangan piksel yang memenuhi syarat matriks 
intensitas kookurensi terkonsentrasi pada beberapa koordinat dan mengecil bila 
letaknya menyebar.  
Homogeneity menunjukkan kehomogenan citra yang berderajat keabuan sejenis. 
Citra homogen akan memiliki nilai homogeneity yang besar. Nilai homogeneity 

















Correlation menunjukkan ukuran ketergantungan linear derajat keabuan citra 



































































                                                       (2.25) 
Entropy menunjukkan ukuran ketidakaturan bentuk. Harga entropy besar untuk 
citra dengan transisi derajat keabuan merata dan bernilai kecil jika struktur citra 










jipjipEntropy                                                                 (2.26) 
Dalam persamaan (2.21) sampai dengan persamaan (2.26), notasi p 
melambangkan probabilitas, yang bernilai mulai 0 hingga 1, yaitu nilai elemen 
dalam matriks kookurensi, sedangkan i dan j melambangkan pasangan intensitas 
yang berdekatan, yang dalam matriks kookurensi masing-masing menjadi nomor 
baris dan nomor kolom. 
2.4.3. Ekstraksi Orde Tinggi (Gray Level Run-Length Matrix) 
     Selain menggunakan matriks GLCM, Galloway (Galloway, 1975) telah 
mengusulkan penggunaan matriks run-length untuk mengekstraksi fitur tekstur 
yang saat ini sudah umum digunakan. Run adalah istilah yang digunakan untuk 
menunjukkan suatu urutan arah pencarian piksel yang memiliki nilai intensitas 




hal tersebut selanjutnya run length adalah jumlah piksel (jarak)  yang dilewati dari 
Pixel of Interest (PoI) menuju piksel dengan nilai intensitas yang sama (dalam 
arah pencarian horizontal maupun vertical). Metode Gray Level Run Length 
Matrix (GLRLM) merupakan salah satu cara untuk mendapatkan fitur statistik 
orde tinggi dengan cara yang lebih mudah. 
     Nilai statistik Run-length dapat menunjukkan tingkat kekasaran dari suatu 
tekstur pada arah tertentu. Tekstur yang halus cenderung lebih banyak memiliki 
short runs dengan intensitas tingkat keabuan yang mirip, sedangkan tekstur kasar 
memiliki lebih banyak long run dengan intensitas tingkat keabuan yang berbeda 
secara signifikan (Galloway, 1975). Seperti halnya pada matriks GLCM, ekstraksi 
fitur berdasarkan matriks GLRLM juga memiliki orientasi sudut arah pencarian 
piksel tetangga, yaitu sudut 0, 45, 90 dan 135.  
Contoh matriks citra dengan empat tingkat derajat keabuan ditunjukkan pada 
Gambar 2.6 dan Gambar 2.7 adalah hasil proses dengan GLRL sesuai arah sudut 
pencarian piksel tetangga.  
     Adapun beberapa fitur yang dapat diperoleh melalui matriks GLRLM antara 
lain Short Runs Emphasis (SRE), Long Runs Emphasis (LRE), Gray Level Non-
uniformity (GLN), Run Percentage (RP), Run Length Non-uniformity (RLN), Low 
Gray Level Run Emphasis (LGRE) dan High Gray Level Run Emphasis (HGRE)  
(Xu et al., 2004) 














                                                                            (2.27) 
SRE ini sangat tergantung pada terjadinya short runs dan diharapkan bernilai 
besar untuk tekstur halus. 














                                                                      (2.28) 
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LRE ini sangat tergantung pada terjadinya long runs dan diharapkan bernilai besar 
untuk tekstur dengan struktur kasar. 
         0 1 2 3 
         0 2 3 3 
         2 1 1 1 
         3 0 3 0 
Gambar 2.6  Contoh matriks citra dengan empat derajat keabuan (0-3) 
 
  
 Run-Length    i i i  Run-Length 
  1 2 3 4    1 2 3 4 
Gray Level 
0 4 0 0 0  
Gray Level 
0 4 0 0 0 
1 1 0 1 0  1 4 0 0 0 
2 3 0 0 0  2 0 0 1 0 
3 3 1 0 0  3 3 1 0 0 
  (a)    (b) 
  i i i 
i  
Run-Length    i i i  Run-Length 
  1 2 3 4    1 2 3 4 
Gray Level 
0 2 1 0 0  
Gray Level 
0 4 0 0 0 
1 4 0 0 0  1 4 0 0 0 
2 3 0 0 0  2 3 0 0 0 
3 3 1 0 0  3 5 0 0 0 
 (c)   (d) 
Gambar 2.7 Hasil matriks GLRL pada empat arah pencarian (a) 0; (b) 45; (c) 
90; (d) 135 























GLN                                                                        (2.29) 
GLN bernilai kecil jika nilai tingkat keabuan bernilai sama di seluruh citra. 
RP mengukur homogenitas dan distribusi runs dari sebuah citra dalam arah 



















RP diharapkan bernilai terbesar ketika length of runs bernilai 1 untuk semua 
tingkatan abu-abu dalam arah tertentu. 























RLN                                                                        (2.31) 
RLN diharapkan bernilai kecil jika run lengths bernilai sama di seluruh citra. 
LGRE mengukur distribusi dari nilai tingkat keabuan rendah (low gray level 














                                                                         (2.32) 
LGRE diharapkan bernilai besar untuk citra dengan nilai tingkat keabuan rendah. 















                                                                    (2.33) 
HGRE bernilai besar untuk citra dengan nilai tingkat keabuan yang tinggi. 
2.5.   Metode Klasifikasi Support Vector Machine (SVM) 
     Setelah fitur diekstraksi dan dipilih maka fitur terpilih akan dimasukkan ke 
sebuah pengklasifikasi untuk mengkategorikan lesi kista atau tumor. Berdasarkan 
fitur yang dipilih, daerah yang dicurigai akan diklasifikasikan oleh berbagai 
metoda klasifikasi. Metode klasifikasi yang dipakai pada penelitian ini adalah 
SVM.  SVM adalah metode machine learning yang bekerja atas prinsip Structural 
Risk Minimization (SRM) dengan tujuan menemukan hyperplane terbaik yang 
memisahkan dua buah class pada input space. Metode yang pertama kali 
dikemukakan pada tahun 1992 oleh seorang ilmuwan dari Rusia bernama 
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Vladimir Vapnik ini telah banyak diaplikasikan dan menunjukkan keberhasilan 
terutama dalam bidang ilmu bioinformatika (Nugroho et al., 2003). 
     Konsep umum SVM pada dasarnya merupakan kombinasi harmonis dari teori-
teori komputasi yang telah ada puluhan tahun sebelumnya, seperti margin 
hyperplane dalam ruang vektor berdimensi d adalah affine subspace berdimensi d-
1 yang membagi ruang vektor tersebut ke dalam dua bagian, yang masing-masing 
berkorespodensi pada class yang berbeda (Boser et al., 1992; Luts et al., 2010), 
kernel diperkenalkan oleh Aronszajn tahun 1950, dan demikian juga dengan 
konsep-konsep pendukung yang lain. Akan tetapi hingga tahun 1992, belum 
pernah ada upaya merangkaikan komponen-komponen tersebut (Vapnik, 1995). 
     Konsep SVM dapat dijelaskan secara sederhana sebagai usaha mencari 
hyperplane terbaik yang berfungsi sebagai pemisah dua buah class pada input 
space. Gambar 2.8 memperlihatkan beberapa pola dari anggota dua buah class 
yaitu: +1 dan -1. Pola yang tergabung pada class -1 disimbolkan dengan warna 
merah (kotak), sedangkan pola pada class +1, disimbolkan dengan warna kuning 
(lingkaran). Problem klasifikasi dapat diterjemahkan dengan usaha menemukan 
garis (hyperplane) yang memisahkan antara kedua kelompok tersebut. Berbagai 
alternative garis pemisah (discrimination boundaries) ditunjukkan pada Gambar 
2.8(a). Hyperplane pemisah terbaik antara kedua class dapat ditemukan dengan 
mengukur margin hyperplane tersebut dan mencari titik maksimalnya.  
 
(a)                                                                  (b) 
Gambar 2.8 SVM menemukan hyperplane terbaik yang memisahkan dua class 




Margin adalah jarak antara hyperplane tersebut dengan pola terdekat dari masing-
masing class. Pola yang paling dekat ini disebut sebagai support vector. Garis 
solid pada Gambar 2.8(b) menunjukkan hyperplane yang terbaik, yaitu yang 
terletak pada tengah-tengah kedua class, sedangkan titik merah dan kuning yang 
berada dalam lingkaran hitam adalah support vector.  Usaha untuk mencari lokasi 
hyperplane ini merupakan inti dari proses pembelajaran pada SVM. 
Data yang tersedia dinotasikan sebagai dix 

, sedangkan label masing-masing 
dinotasikan   liyi ,.....,2,1untuk1,1  , yang mana l adalah banyaknya data. 
Diasumsikan kedua class -1 dan +1 dapat terpisah secara sempurna oleh 
hyperplane berdimensi d, yang didefinisikan sebagai: 
0. bxw

                                                                                              (2.34) 
Pola ix

 yang termasuk class -1 (sampel negatif) dapat dirumuskan sebagai pola 
yang memenuhi pertidaksamaan 
1. bxw i

                                                                                            (2.35) 
Sedangkan pola ix

 yang termasuk class +1 (sampel positif) dapat dirumuskan 
sebagai pola yang memenuhi pertidaksamaan 
1. bxw i

                                                                                            (2.36)   
Margin terbesar dapat ditemukan dengan memaksimalkan nilai jarak antara 




. Hal ini dapat dirumuskan sebagai 
Quadratic Programming (QP) problem, yaitu mencari titik minimal persamaan 







                                                                                               (2.37) 
  ibwxy ii  ,01.

                                                                               (2.38) 
Problem ini dapat dipecahkan dengan berbagai teknik komputasi, di antaranya 













                       (2.39) 
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i adalah Lagrange multiplier yang bernilai 0 atau positif (i  0). Nilai optimal 
dari persamaan (2.40) dapat dihitung dengan meminimalkan A terhadap w

 dan b 
dan memaksimalkan A terhadap i.  Dengan memperhatikan sifat bahwa pada titik 
optimal kemiringan A=0, persamaan (2.40) dapat dimodifikasi sebagai 


























                                                         (2.40) 
Dari hasil perhitungan ini diperoleh i yang kebanyakan bernilai positif. Data 
yang berkorelasi dengan i yang positif inilah yang disebut sebagai support 
vector. 
    Pada umumnya masalah dalam domain dunia nyata (real world problem) jarang 
yang bersifat linear separable. Kebanyakan bersifat non linear. Untuk 
menyelesaikan problem non  linear, SVM dimodifikasi dengan memasukkan 
fungsi Kernel. Dalam non linear SVM, pertama-tama data x  dipetakan oleh 
fungsi )(x  ke ruang vektor yang berdimensi lebih tinggi. Pada ruang vektor yang 
baru ini, hyperplane yang memisahkan kedua class tersebut dapat 
dikonstruksikan. Hal ini sejalan dengan teori Cover yang menyatakan “Jika suatu 
transformasi bersifat non linear dan dimensi dari feature space cukup tinggi, 
maka data pada input space dapat dipetakan ke feature space yang baru, dimana 
pola-pola tersebut pada probabilitas tinggi dapat dipisahkan secara linear” 
2.5.1. SVM Untuk Data Non Linear 
     Untuk mengklasifikasikan data yang tidak dapat dipisahkan secara linear, 
formula SVM harus dimodifikasi. Oleh karena itu, kedua bidang pembatas pada 
persamaan (2.38) harus diubah sehingga lebih fleksibel (untuk kondisi tertentu) 




  ibwxy iii  ,1. 

                                                                           (2.41) 















                                                                     (2.42) 
Parameter C dipilih untuk mengontrol tradeoff antara margin dan kesalahan 
klasifikasi. Nilai C yang besar berarti akan memberikan penalti yang lebih besar 
terhadap kesalahan klasifikasi tersebut.  
     Metode lain untuk menyelesaikan permasalahan data non linear dalam SVM 
adalah dengan cara memetakan data ke ruang dimensi lebih tinggi (ruang fitur 
atau feature space) (Boser et al., 1992), dengan data pada ruang tersebut dapat 
dipisahkan secara linear, dengan menggunakan transformasi : d  H. 
Dengan demikian algoritma pelatihan tergantung dari data melalui dot product 
dalam H. Sebagai contoh )().( ji xx  . Jika terdapat fungsi kernel K, sedemikian 
rupa hingga )().(),( jiji xxxxK  , dengan demikian dalam algoritma pelatihan 
hanya memerlukan fungsi kernel K, tanpa harus mengetahui transformasi  
secara pasti.  


















)().()(                                                                  (2.43) 
      Feature space biasanya mempunyai dimensi yang lebih tinggi, hal ini 
mengakibatkan komputasi pada feature space mungkin sangat besar. Untuk 
mengatasi hal ini, maka digunakan “kernel trick” atau )().(),( jiji xxxxK  , 









),()(                                                                      (2.44) 
dengan xi adalah support vector.  
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Berbagai jenis fungsi kernel dirangkum dalam Tabel 2.1. 
                Tabel 2.1  Kernel yang umum dipakai dalam SVM  
Jenis Kernel Definisi 
Polynomial p






















Sigmoid ).tanh(),(   jiji xxxxK  
               Sumber:(Nugroho et al., 2003) 
 
2.6.   Evaluasi Kinerja 
     Unjuk kerja suatu sistem verifikasi dapat diukur berdasarkan nilai kesalahan 
yang terjadi dan dapat pula diukur dari seberapa tingkat kesuksesan pengenalan 
suatu sistem (specificity). Salah satu metode yang dapat dipakai untuk 
menghitung nilai kesalahan dan nilai kesuksesan  suatu sistem adalah Receiver 
Operating Characteristic (ROC) dan nilai kinerjanya dapat diukur melalui 
perhitungan daerah dibawah kurva ROC yang disebut dengan Area Under the 
Receiver Operating Characteristics Curve (AUC).   
2.6.1. Receiver Operating Characteristic (ROC) 
      Kurva ROC pertama kali digunakan para insinyur elektro dan teknisi radar 
selama perang dunia kedua untuk mendeteksi benda-benda musuh di medan 
pertempuran, selanjutnya hal ini dikenal sebagai teori deteksi sinyal. Analisis 
ROC selanjutnya berkembang dan telah digunakan dalam bidang kedokteran, 
radiologi, serta pada beberapa bidang lainnya selama beberapa dekade. Analisis 
ROC secara lebih lanjut telah diperkenalkan pada bidang yang relatif baru seperti 
machine learning dan data mining (Fawcett, 2006). 
Kurva ROC paling sering  digunakan untuk mengevaluasi  pengklasifikasi karena 
mempunyai kemampuan evaluasi secara menyeluruh dan cukup baik (Cheng et 
al., 2010).   
Misalkan ada suatu problem pengklasifikasi dengan dua kelas. Anggap setiap 
pasang data I memetakan satu set elemen {p,n} sebagai label kelas positif dan 




kelas yang diprediksikan. Untuk membedakan kelas yang sebenarnya dengan 
kelas yang diprediksi, maka kelas yang diprediksi disimbolkan dengan {Y,N}. 
Pemetaan akan menghasilkan empat keluaran yaitu true positive (TP), true 
negative (TN), false positive (FP) dan false negative (FN). Data positif yang 
terindikasi benar disebut dengan  True Positive (TP), data positif yang terindikasi 
salah disebut dengan False Positive (FP), data negatif yang terindikasi benar 
disebut dengan True Negative (TN) dan data negatif yang terindikasi salah disebut 
dengan False Negative (FN). Keempat nilai ini membentuk sebuah matriks yang 
disebut dengan confusion matrix. Bentuk dari confusion matrix diperlihatkan pada 










Gambar 2.9  Bentuk dari confusion matrix (Fawcett, 2006) 
Beberapa parameter pengukur kinerja ditunjukkan dengan Persamaan (2.45) 
sampai dengan Persamaan (2.49). 
N
FP
ratef p                                                                                             (2.45)   
P
TP








































                                                                                  (2.49) 
      Kurva ROC merupakan grafik perbandingan antara  sensitivity (tp rate (TPR)) 
pada sumbu vertikal yaitu proporsi data positif yang teridentifikasi dengan benar 
dan specificity (fp rate (FPR)) pada sumbu horizontal yaitu proporsi data negatif 
yang teridentifikasi salah sebagai positif pada suatu model klasifikasi (Fawcett, 
2006; Lasko et al., 2005).  Perbandingan bentuk-bentuk  kurva ROC untuk 
keperluan diagnostik diperlihatkan pada Gambar 2.10. Kurva ROC menunjukkan 
trade off antara tingkat dimana suatu model dapat mengenali data positif secara 
akurat dan tingkat dimana model tersebut salah mengenali data negatif sebagai 
data positif.  Koordinat (0,1) pada kurva ROC (lihat Gambar 2.10) mewakili nilai 
dari tp rate 100% (tidak terdapat false negative) atau fp rate 100 % (tidak terdapat 
false positive). Titik (0,1) disebut juga klasifikasi yang sempurna. Selanjutnya 
hubungan antara TPR dan FPR untuk kebanyakan prosedur analisis citra medis 
adalah antara titik ideal dan garis no predictive value  ditunjukkan pada Gambar 
2.10.  
Karakteristik dari digitisasi citra objek yang diteliti berhubungan erat dengan 
kualitas citra yang dihasilkan. Hal tersebut telah terbukti dapat mempengaruhi 
bentuk kurva hubungan antara TPR dan FPR pada setiap analisis medis berbasis 
citra digital (Sprawls, 1995). 
2.6.2. Area Under the ROC Curve (AUC) 
      Kurva ROC adalah gambaran dua dimensi dari kinerja suatu pengklasifikasi. 
Suatu metode yang umum digunakan untuk menghitung nilai kinerja dari 
pengklasifikasi adalah dengan menghitung  luas daerah dibawah kurva ROC, 
disebut dengan AUC. Karena AUC adalah luas kurva dari suatu persegi empat, 
maka nilainya selalu berada diantara 0 dan 1.  Untuk suatu kurva ROC yang 
memadai, maka letaknya selalu berada di daerah sebelah atas dari garis diagonal 






              Gambar 2.10   Perbandingan bentuk-bentuk  kurva ROC untuk keperluan 
diagnostik (Sprawls, 1995). 
Gambar 2.11 memperlihatkan contoh dari dua buah kurva ROC, A dan B. Karena 
pengklasifikasi B mempunyai luas daerah yang lebih besar dari pengklasifikasi A, 
maka pengklasifikasi B mempunyai kinerja yang lebih baik dari pengklasifikasi 
A. Tabel kategori pengklasifikasi menurut nilai AUC dapat dilihat pada Tabel 2.2.  
Jika nilai AUC diatas 0.90, maka kinerja sistem diklasifikasikan sebagai 
‘Excellent’. Jika nilai AUC berada diantara 0.80 dan 0.90, maka kinerja sistem 
adalah ‘Good’.  
Tabel 2.2 Tabel kategori pengklasifikasi berdasarkan nilai AUC 
Nilai AUC  Diklasifikasikan sebagai 
0.90 – 1.00 Excellent 
0.80 – 0.90 Good 
0.70 - 0.80 Fair 
0.60 – 0.70 Poor 
0.50 – 0.60 Fail 
                 Sumber: (Mohanty et al., 2011) 
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False positive rate 
Untuk nilai AUC yang berada diantara 0.70 sampai 0.80, maka kinerja sistem 
adalah ‘Fair’ dan nilai AUC yang berada diantara 0.60 sampai 0.70 
diklasifikasikan sebagai ‘Poor’. Jika nilai AUC berada di bawah 0.60, maka 
sistem dianggap gagal mengklasikasi objek. 
 
 
Gambar 2.11 Perbandingan dua buah kurva ROC, A dan B untuk membedakan 





























SEGMENTASI CITRA X-RAY PANORAMIK GIGI 
Bab ini membahas tahapan pertama dari penelitian ini yaitu tahapan 
segmentasi citra X-Ray panoramik gigi manusia. Tahapan ini diawali dengan pre 
processing yang bertujuan untuk menormalisasi citra X-Ray panoramik gigi 
manusia agar mempunyai intensitas yang seragam, dilanjutkan dengan segmentasi 
yang dilakukan secara manual oleh radiolog dan segmentasi menggunakan model 
kontur aktif (snake).  Segmentasi secara manual dilakukan sebagai pembanding 
validasi kinerja dari model kontur aktif ini. Proses validasi menggunakan metode 
ROC dengan menghitung nilai akurasi dan menggambarkan grafik kurva ROC. 
Segmentasi adalah dekomposisi dari sebuah citra terhadap komponen-
komponennya. Tujuan dari segmentasi adalah memisahkan suatu daerah pada 
citra dengan daerah lainnya. Hasil dari proses segmentasi adalah membagi citra 
kedalam wilayah yang mempunyai kesamaan ciri.  
Pada penelitian ini digunakan metode segmentasi dengan model kontur 
aktif (Snake) dan segmentasi secara manual. Pemilihan model kontur aktif ini 
karena konturnya dapat  bergerak secara dinamis dalam sebuah citra untuk 
menemukan sebuah daerah yang minima yaitu tepi dari objek. Kontur yang 
dimaksud merupakan sebuah kurva parametrik spline yang sekaligus dianggap 
sebagai kurva yang membatasi lesi kista dan tumor.  
Segmentasi manual oleh radiolog dimaksudkan sebagai indikator pengukur 
keberhasilan segmentasi dengan model kontur aktif ini dan dinyatakan dengan 
parameter akurasi dan penggambaran kurva ROC. 
 Tahapan proses segmentasi seperti yang ditunjukkan pada Gambar 3.1, 
terdiri dari pre processing citra, segmentasi dengan model kontur aktif dan 
segmentasi manual dan validasi hasil segmentasi.  
3.1. Pre Processing Citra Panoramik Gigi Manusia 
     Tahapan pre-processing diperlukan dalam proses ini karena tidak semua 
citra yang diperoleh dari mesin X-ray panoramik gigi manusia mempunyai 






Gambar 3.1 Tahapan metode segmentasi untuk lesi kista dan tumor 
hal kontras sehingga objek sulit untuk dipisahkan dari latar belakangnya. Untuk 
meningkatkan kualitas citra maka pada penelitian ini dilakukan proses normalisasi 
citra dan proses filter Gaussian. Proses normalisasi dimaksudkan untuk 
menyeragamkan variasi intensitas citra dan filter Gaussian menghilangkan noise 
akibat keterbatasan sensor pada mesin X-ray panoramik gigi manusia. 
3.1.1. Normalisasi Citra Panoramik Gigi Manusia 
Proses normalisasi linier dapat dilakukan dengan teknik contrast stretching 
yaitu mencoba untuk memperbaiki citra dengan membuat dynamic-range dari 
intensitas gray-level citra sehingga semua citra memiliki range yang sama. 
Teknik ini melakukan pemetaan linear dari nilai intensitas piksel masukan 
untuk dirubah menjadi suatu intensitas gray-level pada range yang telah 
ditentukan. Proses normalisasi yang dilakukan adalah proses min-max linear 
normalization dengan formula perhitungan (Gonzalez et al., 2004) sebagai 
berikut:  
Validasi hasil segmentasi menggunakan ROC 
dan menghitung nilai akurasi 
Kurva ROC dan nilai akurasi 
Segmentasi manual oleh 
radiolog.  
Segmentasi menggunakan 











                                                                                      (3.1) 
dimana: 
f1 adalah nilai intensitas baru 
f0 adalah nilai intensitas asli 
0-255 adalah range dari intensitas yang diinginkan 
fmax – fmin adalah range intensitas dari citra asli 
Gambar 3.2 memperlihatkan contoh hasil proses normalisasi dari citra asli (a) ke 




(a)                                                            (b) 
Gambar 3.2 (a) Citra asli  (b) Citra hasil normalisasi 
 
 
3.1.2. Filter Gaussian 
     Filter Gaussian adalah salah satu filter linear dengan nilai pembobotan untuk 
setiap anggotanya dipilih berdasarkan bentuk fungsi Gaussian dan digunakan 
untuk menghilangkan  noise yang bersifat sebaran normal yang banyak dijumpai 
pada citra hasil proses digitasi menggunakan mesin karena merupakan fenomena 
alamiah akibat sifat pantulan cahaya dan kepekaan sensor cahaya pada mesin itu 
sendiri.  Noise secara alamiah juga mempunyai sebaran Gaussian, sehingga secara 
teoritis akan menjadi netral manakala dilawan dengan fungsi lain yang juga 
mempunyai sebaran Gaussian. Fungsi sebaran Gaussian yang dipakai dalam 














Nilai  pada Persamaan (3.2) digunakan sebagai parameter penghalusan citra pada 
semua arah. Nilai  yang digunakan dalam penelitian ini adalah 0,5.  
Contoh hasil penghalusan citra dengan filter Gaussian diperlihatkan pada Gambar 
3.3. 
 
Gambar 3.3  Gambar citra hasil proses dengan filter Gaussian 
 
3.2.  Segmentasi Dengan Model Kontur Aktif (Snake) 
      Kontur aktif, atau snakes, adalah model yang digunakan untuk mencari batas 
objek dari citra dalam bentuk kurva yang mana kurva tersebut dihasilkan oleh 
komputer dan bergerak sepanjang batas batas objek pada citra. Model kontur aktif 
ini sering digunakan dalam visi komputer dan analisis citra untuk mendeteksi dan 
menemukan objek sesuai bentuknya. Dengan demikian kontur aktif (snakes) dapat 
digunakan untuk segmentasi objek, khususnya lesi pada citra medis. Penelitian ini 
menggunakan model kontur aktif (snakes) untuk segmentasi lesi pada citra 
panoramik gigi manusia. Tujuannya adalah menuntun ahli klinis dalam 
menemukan lesi yang berpotensi kista dan tumor untuk analisis lebih lanjut yaitu 
klasifikasi kista dan tumor pada citra panoramik gigi manusia.  
Adapun prosedur proses dengan model kontur aktif ini adalah sebagai berikut: 
1. Inisialisasi awal titik kontrol secara manual sepanjang kurva parametrik spline 
yang diprediksi sebagai lesi kista dan tumor, dituliskan sebagai: 
]1,0[))(),(()(  ssysxsv                                                                    (3.3) 
Spline merupakan model polinomial yang tersegmen (piecewise polynomial). 
Dalam penelitian ini dipakai polinomial berorder 2, sehingga kurva yang 
dibentuk akan tersegmen secara kuadratik berdasarkan urutan titik-titik 
inisialisasi. Untuk lesi kista dan tumor yang berbentuk oval atau bundar, cukup 
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dengan empat titik awal kontrol, sedang untuk lesi kista dan tumor yang 
berlekuk, titik-titik awal kontrol harus lebih banyak menuruti seberapa banyak 
batas lekukan. Contoh penentuan titik awal kontrol untuk bentuk kurva bundar 
diperlihatkan pada Gambar 3.4 dan untuk yang berlekuk diperlihatkan pada 
Gambar 3.5. 
 
Gambar 3.4  Inisialisasi titik awal kontrol dengan empat titik untuk lesi 
berbentuk oval atau bundar. 
 
 
Gambar 3.5  Inisialisasi titik awal kontrol sesuai banyaknya lekukan untuk 
lesi yang memiliki batas berlekuk. 
 
2. Penentuan parameter pembentukan kurva parametrik  
Sebuah fungsi energi Esnake yang diminimisasi digunakan untuk menentukan 
bentuk kurva parametrik spline berdasarkan titik-titik kontrol hasil inisialisasi 
awal. Dengan menggunakan persamaan (2.4) sampai dengan persamaan (2.14) 
dan mengatur nilai-nilai α, β, ,  wline, wedge  dan  wterm  dapat diperoleh bentuk 
snake yang tertarik ke tepi objek atau berhenti bergerak. Parameter  mengatur  




pergerakan kurva, Kappa mengatur  nilai energi citra. W(Eline), w(Eedge), 
w(Eterm) mengatur  bobot dari komponen energi garis, tepi dan perhentian. 
Dengan menguji coba nilai  parameter α dari 0 sampai 2, β dari 0 sampai 2, 
dari 0,1 sampai 35,  wline dari -0,2 sampai 0,3 , wedge dari 0,1 sampai 1,2 dan 
wterm dari 1 sampai 3 diperoleh nilai parameter terbaik untuk α = 1,5; β = 1,5;  
= 30; wline = 0,1; wedge = 1,00 dan wterm = 2,00, diperlihatkan pada Gambar 3.6.  
Nilai parameter tersebut dapat dipakai untuk semua data set citra panoramik.  
 
 
Gambar 3.6 Penentuan nilai parameter kurva dari model kontur aktif pada citra 
panoramik gigi manusia. 
Citra yang dipakai dalam penelitian ini sebanyak 24 citra meliputi berbagai tipe 
kista (primordial cyst, radicular cyst, calcifying odontogenic cyst, stafine cyst) dan 
tipe tumor (ameloblastoma, adenomatoid odontogenic tumor, odontoma, central 
giant cell granuloma).  
Gambar 3.7 mewakili contoh hasil pencarian objek dengan model kontur aktif 
untuk lesi tumor dan  Gambar 3.8 mewakili contoh hasil pencarian objek untuk 




Gambar 3.7  Contoh hasil pencarian objek dengan model kontur aktif pada central 




Gambar 3.8 Contoh hasil pencarian objek dengan model kontur aktif pada 
radicular cyst. 
 
Penentuan posisi titik awal kontrol dan penentuan nilai parameter segmentasi 
mempengaruhi hasil penentuan objek (ROI). Jika titik kontrol awal terlalu jauh 
dari ROI maka tepi yang dicari juga mengalami kesalahan. Hal ini terjadi karena 
tidak ada lagi perbedaan intensitas disekitar titik kontrol sehingga tidak terjadi  
minimisasi energi. Kurva terhubung akibat polinomial tersegmen saja. Gambar 
3.9 memperlihatkan hasil pencarian objek jika titik awal kontrol diletakkan jauh 
dari ROI. Begitu juga dengan penentuan nilai parameter dari fungsi energi yang 
dipakai pada model kontur aktif ini. Parameter  akan mempengaruhi jumlah 




lekukan kurva jika dihubungkan dengan parameter  dan β yang masing-masing 
mengatur kekakuan dan tarikan kurva. 
 
 
Gambar 3.9 Hasil pencarian objek untuk posisi titik awal kontrol yang jauh dari 
tepi objek. 
 
Gambar 3.10 memperlihatkan hasil pencarian objek jika parameter snake tidak 
sesuai. 
 
Gambar 3.10  Hasil pencarian objek untuk penentuan parameter yang tidak sesuai 
(α=0,2 , β=0,8 dan =0,5) 
 
3.3. Validasi Hasil Segmentasi  
      Validasi hasil segmentasi diperlukan untuk menunjukkan seberapa besar 
kinerja model kontur aktif ini. Validasi ini diperoleh dengan membandingkan 





Gambar 3.11 Hasil segmentasi manual oleh radiolog untuk central giant cell 
granuloma. 
 
Hasil segmentasi manual oleh radiolog diperlihatkan pada Gambar 3.11 untuk lesi 
tumor dan Gambar 3.12 untuk lesi kista. 
 
 
Gambar 3.12 Hasil segmentasi manual oleh radiolog untuk tipe radicular cyst. 
Adapun tahapan validasi adalah sebagai berikut: 
- Mengambil ROI dengan ukuran dan posisi yang sama antara hasil 
segmentasi dengan Snake dan hasil segmentasi secara manual. 
- Binerisasi citra hasil pengambilan ROI dengan menghitamkan daerah latar 
belakang citra (yang bukan objek) dan memberi warna putih untuk daerah 
objek. 
- Membandingkan piksel per piksel antara kedua citra biner tersebut. Jika 




jika keduanya berwarna putih dikategorikan sebagai nilai true positive 
(TP). Jika citra hasil segmentasi dengan snake berwarna hitam dan citra 
hasil segmentasi berwarna putih dikategorikan sebagai false negative (FN) 
sedangkan sebaliknya dikategorikan sebagai false positive (FP). 
Perhitungan nilai-nilai TP, TN, FP dan FN ini didasarkan pada bentuk 
confusion matrix pada Gambar 2.9.  
- Menghitung nilai fpr, tpr, akurasi, specificity dan sensitivity dari kedua 
citra tersebut dengan menggunakan persamaan (2.45) sampai dengan 
persamaan (2.49). 
Contoh bentuk  validasi untuk lesi kista dengan membandingkan Gambar 3.8 dan 









(a)                                          (b)                                          (c) 
Gambar 3.13 Perhitungan parameter ROC untuk radicular cyst: (a) ROI dari hasil 
segmentasi dengan model kontur aktif; (b) ROI dari segmentasi 
manual; (c) Perbedaan hasil kedua segmentasi menghasilkan nilai 
akurasi 0,9989 (99,89%)  
Contoh bentuk validasi untuk lesi tumor dengan membandingkan Gambar 3.7 dan 
Gambar 3.11, diperlihatkan pada Gambar 3.14. 
Hasil perhitungan keseluruhan citra diberikan pada Tabel 3.1. Nilai rata-rata 
akurasi dari ke-24 citra ini adalah 0,9967 (99,67%). Hasil perhitungan untuk 
Gambar 3.13 dapat dilihat pada Citra 1 di Tabel 3.1 dan hasil perhitungan untuk 
Gambar 3.14 adalah citra 7 pada Tabel 3.1.  
Nilai hasil perhitungan pasangan parameter fpr dan tpr pada Tabel 3.1 untuk 24 
citra ini dipakai untuk menggambarkan kurva ROC dan diperlihatkan pada 
Gambar 3.15 dengan kategori discrete classifier.  
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(a)                                       (b)                                        (c) 
Gambar 3.14 Perhitungan parameter ROC untuk central giant cell granuloma: (a) 
ROI dari hasil segmentasi dengan model kontur aktif; (b) ROI dari 
segmentasi manual; (c) Perbedaan hasil kedua segmentasi 
menghasilkan nilai akurasi 0,9926 (99,26%)  
 
Tabel 3.1   Nilai dari TP, TN, FN, FP, fpr, tpr, specificity, sensitivity dan akurasi 
menggunakan ukuran metode ROC. 
Citra TP TN FN FP fpr tpr specificity sensitivity akurasi 
1 1056 163676 36 152 0.0009 0.9670 0.9991 0.9670 0.9989 
2 9231 154455 437 707 0.0046 0.9548 0.9954 0.9548 0.9931 
3 2574 178388 173 405 0.0023 0.9370 0.9977 0.9370 0.9968 
4 5333 156429 197 312 0.0020 0.9644 0.9980 0.9644 0.9969 
5 1997 163835 33 209 0.0013 0.9837 0.9987 0.9837 0.9985 
6 10248 154705 93 761 0.0049 0.9910 0.9951 0.9910 0.9948 
7 12699 164205 706 617 0.0037 0.9473 0.9963 0.9473 0.9926 
8 703 163535 36 114 0.0007 0.9513 0.9993 0.9513 0.9991 
9 748 164915 0 411 0.0025 1.0000 0.9975 1.0000 0.9975 
10 796 162739 22 213 0.0013 0.9731 0.9987 0.9731 0.9986 
11 458 164171 269 22 0.0001 0.6300 0.9999 0.6300 0.9982 
12 6603 156051 500 351 0.0022 0.9296 0.9978 0.9296 0.9948 
13 205 182662 185 32 0.0002 0.5256 0.9998 0.5256 0.9988 
14 434 163817 46 91 0.0006 0.9042 0.9994 0.9042 0.9992 
15 6118 150745 764 361 0.0024 0.8890 0.9976 0.8890 0.9929 
16 3507 158527 390 200 0.0013 0.8999 0.9987 0.8999 0.9964 
17 2028 163706 376 50 0.0003 0.8436 0.9997 0.8436 0.9974 
18 2064 161117 199 390 0.0024 0.9121 0.9976 0.9121 0.9964 
19 8172 154957 572 687 0.0044 0.9346 0.9956 0.9346 0.9923 
20 4627 158514 370 259 0.0016 0.9260 0.9984 0.9260 0.9962 
21 3742 161772 388 172 0.0011 0.9061 0.9989 0.9061 0.9966 
22 1158 163068 79 83 0.0005 0.9361 0.9995 0.9361 0.9990 
23 679 164878 58 192 0.0012 0.9213 0.9988 0.9213 0.9985 
24 2240 164030 233 193 0.0012 0.9058 0.9988 0.9058 0.9974 



























Gambar 3.15 Kurva ROC dari data pada Tabel 3.1. 
Tampak pada Gambar 3.15, titik-titik kurva ROC berada pada sudut kiri atas. 
Berdasarkan dasar teori pada Gambar 2.10 maka Gambar 3.15 menunjukkan 
kinerja model kontur aktif (Snake) adalah sempurna dengan nilai tpr yang tinggi 




EKSTRAKSI FITUR CITRA X-RAY PANORAMIK GIGI 
      Bab ini membahas tahapan ekstraksi fitur citra X-ray panoramik gigi manusia 
yang diawali dengan menyeragamkan ukuran citra menjadi 4040 piksel. Citra 
dengan ukuran seragam ini diekstraksi berdasarkan tekstur. Pada penelitian ini 
dipakai tiga metode ekstraksi berbasis tekstur yaitu metode statistik orde pertama, 
GLCM (Gray Level Co-occurence Matrix) dan GLRLM (Gray Level Run Length 
Matrix).  
      Fitur adalah informasi unik yang dimiliki oleh sebuah citra. Salah satu 
kegunaan fitur adalah menentukan karakteristik dari sebuah citra sehingga citra 
tersebut dapat diklasifikasi sesuai karakteristiknya. Fitur dari lesi kista dan lesi 
tumor pada penelitian ini menggunakan fitur berbasis tekstur. Informasi tekstur 
mampu membedakan dua wilayah yang berdekatan, atau dua objek yang tumpang 
tindih atau sifat dari permukaan objek pada citra yang diteliti (Ahmad, 2005). 
Tekstur dipakai dengan dasar bahwa lesi kista berisi cairan sedang lesi tumor 
berisi jaringan sehingga tekstur dari cairan dan jaringan pasti  berbeda. Perbedaan 
inilah yang dipakai sebagai dasar untuk membedakan lesi kista dan lesi tumor. 
Tiga puluh tiga jenis fitur berdasarkan tekstur digunakan dalam penelitian ini 
sebagai dasar klasifikasi, yaitu enam fitur berasal dari ekstraksi statistik orde 
pertama, 20 fitur  berasal dari ekstraksi statistik orde kedua (GLCM) dan 7 fitur 






(a)                                                                      (b) 




Sebanyak 133 citra panoramik gigi manusia diekstraksi  untuk mendapatkan 33 
fitur spesifik. Ke 133 citra ini terdiri dari 53 citra yang mengandung lesi kista dan 
80 citra yang mengandung lesi tumor.   
ROI yang telah diperoleh dengan metode segmentasi manual yang telah dijelaskan 
pada bab 3, di normalisasi ukurannya menjadi 4040 piksel.  Penentuan ukuran 
yang seragam untuk semua citra disebabkan sifat dari tekstur bahwa tekstur yang 
sama bila dilihat dengan dua skala yang berbeda akan terlihat seperti dua tekstur 
yang berbeda (Ahmad, 2005). Nilai 4040 piksel ini adalah nilai terbesar lesi 
yang dapat diperoleh untuk 133 citra lesi yang ada.  
ROI dari lesi kista dan tumor dengan ukuran 4040 piksel diperlihatkan pada 
Gambar 4.1. Secara lengkap parameter ekstraksi dengan tiga metoda ini 















Gambar 4.2 Proses Ekstraksi Statistik Orde Pertama, GLCM dan GLRLM 
Gambar 4.2 memperlihatkan berbagai fitur berbasis tekstur yang dapat diekstrak 
dari metode statistik orde pertama, GLCM dan GLRLM. Dari metode statistik 
ROI dari lesi kista dan tumor 
dengan ukuran 4040 piksel 
Ekstraksi statistik 
orde pertama 




















jarak d=1 dan sudut 
orientasi sebesar 
0,45,90 dan 135 
Metode GLRLM 











orde pertama diperoleh enam fitur yaitu mean, standard deviasi, smoothness, third 
moment, uniformity dan entropy. Dua puluh fitur diperoleh dari metode GLCM 
yaitu contrast, correlation, energy, homogeneity, entropy masing-masing pada 
jarak d=1 dan sudut orientasi sebesar 0, 45, 90 dan 135. Dari metode GLRLM 
diperoleh tujuh fitur yaitu SRE, LRE, GLN, RP, RLN, LGRE dan HGRE. 
4.1. Ekstraksi Statistik Orde Pertama 
      Pengambilan fitur pada statistik orde pertama berdasarkan pada karakteristik 
intensitas dari histogram citra.  
Tahapan proses ekstraksi statistik orde pertama ini adalah sebagai berikut: 
1. Buat histogram citra dari 133 ROI lesi kista dan lesi tumor dengan ukuran 
4040 piksel 
2. Rubah nilai  histogram kedalam bentuk probabilitas dengan range nilai 
dari 0 sampai 1. 
3. Hitung parameter fitur dari proses ekstraksi, yaitu  mean, standard deviasi, 
smoothness, third moment, uniformity dan entropy dengan menggunakan 
persamaan (2.15) sampai dengan persamaan (2.20).   
Tabel 4.1 Sampel Data Hasil Ekstraksi Statistik Orde Pertama Lesi Kista dan 





Moment Uniformity Entropy 
Kista-1 213.2888 1.7993 0.9473 0.0037 0.0185 6.0266 
Kista-2 152.4863 3.3309 0.9709 0.2343 0.0110 6.7591 
Kista-3 13.7650 0.5712 0.8510 0.0042 0.0682 4.2028 
Kista-4 148.8675 2.6743 0.9640 -0.0334 0.0112 6.6973 
Kista-5 25.3994 2.5339 0.9620 0.2139 0.1246 4.5977 
Kista-6 86.5188 0.5163 0.8377 -0.0001 0.0532 4.3852 
Kista-7 131.0400 2.8115 0.9657 0.2369 0.0117 6.6639 
Tumor-1 252.3044 0.5630 0.8492 -0.0072 0.4087 2.4463 
Tumor-2 171.2831 3.4579 0.9719 -0.0250 0.0086 7.0271 
Tumor-3 248.8625 0.4383 0.8142 -0.0009 0.0701 4.0012 
Tumor-4 250.7769 1.1882 0.9224 -0.0993 0.4602 2.4005 
Tumor-5 250.2631 0.9320 0.9031 -0.0288 0.4089 2.7634 
Tumor-6 169.0569 3.2863 0.9705 0.2748 0.0102 6.8129 
Tumor-7 165.5519 3.6734 0.9735 -0.3893 0.0095 6.9868 
Tumor-8 85.0038 2.0996 0.9545 0.2063 0.0185 6.0576 





Hasil ekstraksi fitur orde pertama ini secara lengkap diberikan pada lampiran 
laporan disertasi ini. Tabel 4.1 menunjukkan sampel data hasil ekstraksi fitur 
statistik orde pertama lesi kista dan tumor citra panoramik gigi manusia.  
Data fitur hasil ekstraksi dihitung nilai minimum dan nilai maksimumnya masing-
masing untuk lesi kista maupun lesi tumor dan hasilnya ditunjukkan pada Tabel 
4.2.  





Lesi Kista Lesi Tumor 
Min. Max. Min. Max. 
Mean 13.7650 213.2888 85.0038 252.3044 
Standard deviation 0.5163 3.3309 0.4383 3.6734 
Smoothness 0.8377 0.9709 0.8142 0.9735 
Third moment -0.0334 0.2369 -0.6272 0.2748 
Uniformity 0.0110 0.1246 0.0086 0.4602 
Entropy 4.2028 6.7591 2.4005 7.0271 
 
Terlihat dari data pada Tabel 4.2, bahwa ada data yang tumpang tindih antara lesi 
kista dan lesi tumor sehingga klasifikasi secara linear menjadi sulit dilakukan. 
Terdapat  kisaran nilai yang hampir sama antara lesi kista dan lesi tumor untuk 
fitur standar deviasi (kisaran nilai lesi kista adalah dari 0,5163 sampai dengan 
3,3309 dan kisaran nilai lesi tumor adalah dari 0,4383 sampai dengan 3,6734) dan 
fitur smoothness (kisaran nilai lesi kista adalah dari 0,8377 sampai dengan 0,9709 
dan kisaran nilai lesi tumor adalah dari 0,8142 sampai dengan 0,9735). Perbedaan 
kisaran nilai cukup besar untuk  fitur  mean (kisaran nilai lesi kista adalah dari 
13,7650 sampai dengan 213,2888 dan kisaran nilai lesi tumor adalah dari 85,0038 
sampai dengan 252,3044),  third moment  (kisaran  nilai  lesi   kista   adalah   dari 
-0,0334 sampai dengan 0,2369 dan kisaran nilai lesi tumor adalah dari -0,6272 
sampai dengan 0,2748), uniformity (kisaran nilai lesi kista adalah dari 0,0110 
sampai dengan 0,1246 dan kisaran nilai lesi tumor adalah dari 0,0086 sampai 
dengan 0,4602) dan entropy (kisaran nilai lesi kista adalah dari 4,2028 sampai 
dengan 6,7591 dan kisaran nilai lesi tumor adalah dari 2,4005 sampai dengan 
7,0271).  Dengan demikian tetap ada perbedaan pada nilai maksimum dan nilai 
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minimum parameter hasil ekstraksi statistik orde pertama ini sehingga klasifikasi 
non linear yaitu dengan memakai bidang pemisah bukan garis lurus masih dapat 
dilakukan. Perbedaan ini lebih jelas terlihat pada grafik Gambar 4.3.  
 
 
Gambar 4.3 Grafik range nilai fitur smoothness, third moment, dan uniformity. 
 
Grafik perbandingan tiga nilai fitur yaitu smoothness, third moment dan 
uniformity diperlihatkan pada Gambar 4.3. Ada perbedaan nilai yang cukup 
signifikan pada parameter third moment yaitu antara -0,0334 dan -0,6272. 
Demikian juga pada parameter uniformity yaitu antara 0,1246 dan 0,4602. 
Walaupun pada parameter smoothness tidak terjadi perbedaan signifikan yaitu 
antara 0,8377 dan 0,8142 serta 0,9709 dan 0,9735. Dengan demikian klasifikasi 
tetap dapat dilakukan karena ada nilai nilai parameter (third moment dan 
uniformity) yang perbedaannya cukup signifikan.  
 
4.2. Ekstraksi Statistik Orde Kedua (GLCM) 
      Ciri ekstraksi statistik orde dua ini adalah menghitung probabilitas hubungan 
ketetanggaan antara dua piksel pada jarak dan orientasi sudut tertentu, sehingga 
metode ini disebut juga dengan Gray Level Co-occurence Matrix (GLCM). Pada 
penelitian ini dibentuk matriks kookurensi dengan ukuran 88, jarak d=1 piksel, 
sudut orientasi  = 0, 45, 90, 135 dan dengan menggunakan persamaan (2.21) 









citra panoramik gigi manusia. Dua puluh nilai fitur terbentuk dari hasil 
perhitungan ini, yaitu contrast, correlation, energy, homogeneity, entropy masing-
masing dengan sudut orientasi  = 0, 45, 90, 135 dan jarak d=1.  
Tahapan proses ekstraksi dengan metode GLCM adalah sebagai berikut: 
1. Buat matriks kookurensi.  
2. Normalisasi nilai tiap elemen pada matriks kookurensi dengan  
menggunakan Persamaan (2.21) sehingga nilai hasil normalisasi dapat 
diperlakukan sebagai fungsi probabilitas karena jumlah seluruh elemen 
menjadi bernilai satu. 
3. Menghitung sifat-sifat tekstur yaitu contrast, correlation, energy, 
homogeneity dan entropy menggunakan persamaan (2.22) sampai dengan 
persamaan (2.26) berdasarkan hasil normalisasi nilai pada matriks 
kookurensi tersebut.      
Untuk menghindari pembentukan matriks kookurensi yang terlalu besar dan dapat 
menyebabkan proses perhitungan menjadi lambat, biasanya ukuran matriks 
kookurensi dibatasi. Untuk mendapatkan ukuran matriks kookurensi yang efisien 
(tidak kehilangan informasi tetapi tidak memperlambat proses) maka pada 
penelitian ini dicari ukuran matriks kookurensi yang cocok. Percobaan dilakukan  
dengan ukuran 44, 88, 1616, 3232, 6464, 128128 dan 256256 hanya 
untuk satu citra dengan jarak d=1 piksel dan arah 0. Hasil pembentukan matriks 
kookurensi untuk ukuran (a) 44; (b) 88; (c) 1616 diperlihatkan pada Gambar 
4.4. Untuk ukuran matriks 44, banyak informasi yang hilang, walaupun sedikit 
elemen matriks yang nilainya 0. Terlihat pada Gambar 4.4(a), untuk pasangan 
intensitas tingkat keabuan 3 dan 3 mencapai nilai sampai dengan 1266. Nilai ini 
terlalu besar untuk suatu informasi yang seharusnya mengandung 256 tingkat 
keabuan. Untuk ukuran matriks 1616 terlihat bahwa banyak elemen matriks yang 
nilainya 0 yaitu sebanyak 141 elemen matriks. Untuk ukuran matriks 88, ada 
sebanyak 42 elemen matriks yang nilainya 0. Dengan demikian dapat dikatakan 
bahwa dengan bertambahnya ukuran matriks kookurensi, maka makin banyak 
elemen matriks yang bernilai 0 (tidak mengandung informasi) padahal ukuran 
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matriks ini tidak mempengaruhi nilai akurasi pada saat klasifikasi. Dari segi 
waktu, makin besar ukuran matriks maka makin lama prosesnya padahal banyak 
elemen yang bernilai 0. Dengan demikian dipilih ukuran matriks 88 piksel untuk 
ke 133 citra yang ada. 
  
Gray-
level 1 2 3 4 
1 76 20 0 0 
2 20 694 59 0 
3 0 59 1266 104 
4 0 0 104 718 
(a) 
Gray-
level 1 2 3 4 5 6 7 8 
1 8 13 0 0 0 0 0 0 
2 13 94 34 0 0 0 0 0 
3 0 34 198 60 0 0 0 0 
4 0 0 60 296 59 0 0 0 
5 0 0 0 59 438 86 0 0 
6 0 0 0 0 86 454 92 0 
7 0 0 0 0 0 92 616 85 
8 0 0 0 0 0 0 85 158 
(b) 
Gray-
level 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 2 5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 5 14 11 3 0 0 0 0 0 0 0 0 0 0 0 0 
3 1 11 26 12 4 1 0 0 0 0 0 0 0 0 0 0 
4 0 3 12 38 29 4 1 0 0 0 0 0 0 0 0 0 
5 0 0 4 29 56 31 7 0 0 0 0 0 0 0 0 0 
6 0 0 1 4 31 72 43 7 0 0 0 0 0 0 0 0 
7 0 0 0 1 7 43 92 54 10 0 0 0 0 0 0 0 
8 0 0 0 0 0 7 54 84 44 5 0 0 0 0 0 0 
9 0 0 0 0 0 0 10 44 94 63 6 0 0 0 0 0 
10 0 0 0 0 0 0 0 5 63 174 71 12 0 0 0 0 
11 0 0 0 0 0 0 0 0 6 71 126 62 10 0 0 0 
12 0 0 0 0 0 0 0 0 0 12 62 130 72 15 1 0 
13 0 0 0 0 0 0 0 0 0 0 10 72 150 73 15 0 
14 0 0 0 0 0 0 0 0 0 0 0 15 73 182 89 10 
15 0 0 0 0 0 0 0 0 0 0 0 1 15 89 168 50 
16 0 0 0 0 0 0 0 0 0 0 0 0 0 10 50 70 
(c) 
    Gambar 4.4  (a) Pembentukan matriks kookurensi dengan ukuran 44 piksel 
(b) Pembentukan matriks kookurensi dengan ukuran 88 piksel 




Selain ukuran matriks, arah vektor pembentukan matriks juga dapat 
mempengaruhi hasil ekstraksi. Dalam penelitian ini dipakai keseluruhan arah yang 
ada pada metode GLCM ini, yaitu 0, 45, 90 dan 135.  Setelah matriks 
kookurensi terbentuk maka langkah selanjutnya adalah menormalisasi nilai-nilai 
elemen matriks tersebut dengan persamaan (2.21) menjadi fungsi probabilitas 
sehingga jumlah nilai semua elemen matriks sama dengan 1. Contoh hasil 
normalisasi matriks kookurensi dengan ukuran 88 piksel, d=1 dan arah = 0 
diperlihatkan pada Gambar 4.5. 
Gray-
level 1 2 3 4 5 6 7 8 
1 0.0026 0.0042 0 0 0 0 0 0 
2 0.0042 0.0301 0.0109 0 0 0 0 0 
3 0 0.0109 0.0635 0.0192 0 0 0 0 
4 0 0 0.0192 0.0949 0.0189 0 0 0 
5 0 0 0 0.0189 0.1404 0.0276 0 0 
6 0 0 0 0 0.0276 0.1455 0.0295 0 
7 0 0 0 0 0 0.0295 0.1974 0.0272 
8 0 0 0 0 0 0 0.0272 0.0506 
Gambar 4.5  Hasil normalisasi matriks kookurensi dengan ukuran 88 piksel 
Normalisasi nilai pada elemen matriks diperlukan untuk menghindari nilai yang 
terlalu besar atau terlalu kecil. Terlihat pada Gambar 4.5, nilai semua elemen 
matriksnya menjadi berkisar antara 0 sampai dengan 1. Berdasarkan hasil 
normalisasi, dihitung fitur contrast, correlation, energy, homogeneity dan entropy 
masing-masing dengan sudut orientasi 0, 45, 90 dan 135. Hasil ekstraksi 
GLCM ini secara lengkap diberikan pada lampiran laporan disertasi ini.  
Tabel 4.3 menunjukkan sampel data hasil ekstraksi fitur GLCM lesi kista dan 
tumor citra panoramik gigi manusia. Nilai nilai dari Tabel 4.3 dirangkum menjadi 
nilai-nilai minimum dan nilai-nilai maksimum pada Tabel 4.4.  
Tabel 4.4 menunjukkan  nilai minimum dan nilai maksimum fitur hasil ekstraksi 
GLCM untuk  lesi kista dan tumor.  Terlihat dari Tabel 4.4 bahwa semua nilai 
fitur yang dihasilkan GLCM antara lesi kista dan lesi tumor terjadi tumpang 
tindih, dan perbedaan nilai yang kecil terjadi pada fitur contrast, correlation, 
homogeneity dan entropy, sedang perbedaan nilai yang cukup signifikan terjadi 
pada fitur energy.  
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Tabel 4.3 Sampel Data Hasil Ekstraksi Fitur dengan metode GLCM 
Citra Sudut Contrast Correlation Energy Homogeneity Entropy 
Kista-1 0 0.1205 0.9649 0.1706 0.9397 1.6517 
Kista-2 0 2.5917 -0.2779 0.1006 0.6214 0.6704 
Kista-3 0 2.8718 -0.1313 0.0717 0.5811 0.3948 
Kista-4 0 2.1058 -0.1302 0.1002 0.6419 0.0000 
Tumor-1 0 0.9147 0.5098 0.1753 0.7838 1.3601 
Tumor-2 0 0.8853 0.3403 0.2428 0.8146 0.0000 
Tumor-3 0 0.1365 0.9653 0.5141 0.9377 0.2825 
Tumor-4 0 2.8603 0.2307 0.0802 0.6799 0.1005 
Tumor-5 0 0.3487 0.7632 0.7107 0.9300 0.0780 
Kista-1 45 0.2249 0.9312 0.1403 0.8876 1.8616 
Kista-2 45 1.1749 0.4247 0.0996 0.6803 1.0018 
Kista-3 45 1.5858 0.3769 0.0735 0.6269 0.6726 
Kista-4 45 0.9816 0.4760 0.1070 0.7003 0.0687 
Tumor-1 45 0.5904 0.6801 0.1615 0.7762 1.4700 
Tumor-2 45 0.7712 0.4212 0.2324 0.7886 0.0048 
Tumor-3 45 0.2807 0.9204 0.4988 0.9021 0.2517 
Tumor-4 45 1.6252 0.5535 0.0776 0.6677 0.1878 
Tumor-5 45 0.1644 0.8790 0.7251 0.9424 0.0928 
Kista-1 90 0.2103 0.9361 0.1459 0.8949 1.8318 
Kista-2 90 2.4949 -0.2247 0.0983 0.6262 0.6991 
Kista-3 90 2.6532 -0.0548 0.0727 0.5922 0.4587 
Kista-4 90 2.0962 -0.1240 0.1019 0.6462 0.0000 
Tumor-1 90 0.9179 0.5114 0.1762 0.7886 1.3485 
Tumor-2 90 0.8974 0.3667 0.2541 0.8189 0.0047 
Tumor-3 90 0.1929 0.9455 0.5084 0.9198 0.2665 
Tumor-4 90 2.5038 0.3171 0.0898 0.7064 0.1009 
Tumor-5 90 0.3083 0.7954 0.7085 0.9364 0.0792 
Kista-1 135 0.2571 0.9217 0.1339 0.8723 1.8878 
Kista-2 135 1.0362 0.4928 0.1040 0.6954 1.0033 
Kista-3 135 1.5799 0.3796 0.0736 0.6298 0.6784 
Kista-4 135 1.0480 0.4403 0.1049 0.6941 0.0583 
Tumor-1 135 0.5753 0.6896 0.1633 0.7773 1.4630 
Tumor-2 135 0.7009 0.4725 0.2386 0.8034 0.0202 
Tumor-3 135 0.2485 0.9292 0.5018 0.9077 0.2535 
Tumor-4 135 1.6088 0.5574 0.0769 0.6652 0.2007 






Tabel 4.4 Nilai minimum dan nilai maksimum fitur hasil ekstraksi dengan GLCM 
Fitur 
Lesi Kista Lesi Tumor 
Min. Max. Min. Max. 
Sudut orientasi  = 00, jarak d = 1 
Contrast 0.1205 2.8718 0.1365 2.8603 
Correlation -0.2779 0.9888 -0.2903 0.9653 
Energy 0.0527 0.4895 0.0706 0.7107 
Homogeneity 0.5730 0.9397 0.6090 0.9377 
Entropy 0.0000 1.8815 0.0000 1.7850 
Sudut orientasi  = 450, jarak d = 1 
Contrast 0.2249 2.2715 0.1644 1.9244 
Correlation 0.2610 0.9741 0.2457 0.9391 
Energy 0.0498 0.4670 0.0616 0.7251 
Homogeneity 0.5518 0.8927 0.6037 0.9424 
Entropy 0.0687 2.0012 0.0048 1.8431 
Sudut orientasi  = 900, jarak d = 1 
Contrast 0.1673 2.6532 0.1353 2.6551 
Correlation -0.2247 0.9842 -0.2566 0.9550 
Energy 0.0602 0.4771 0.0714 0.7085 
Homogeneity 0.5922 0.9181 0.6177 0.9450 
Entropy 0.0000 1.9115 0.0047 1.6324 
Sudut orientasi  = 1350, jarak d = 1 
Contrast 0.1795 2.3064 0.2163 1.8725 
Correlation 0.2499 0.9860 0.2186 0.9464 
Energy 0.0491 0.4632 0.0626 0.7185 
Homogeneity 0.5573 0.9103 0.6085 0.9349 




Kisaran nilai untuk fitur contrast (=0) dari lesi kista adalah dari 0,1205 sampai 
dengan 2,8718 sedang dari lesi tumor adalah dari 0,1365 sampai dengan 2,8603. 
Tidak ada perbedaan nilai yang besar antara lesi kista dan lesi tumor ini untuk 
=0 dan =90, tetapi ada perbedaan nilai untuk  =45 dan =135. Untuk lebih 
jelasnya dapat dilihat pada grafik Gambar 4.6.    
 
Gambar 4.6 Grafik range nilai fitur contrast untuk lesi kista dan tumor 
 
      Gambar 4.6 menunjukkan bahwa nilai contrast antara lesi kista dan tumor 
hampir sama pada sudut orientasi 0 (kisaran nilai untuk lesi kista adalah dari 
0,121 sampai dengan 2,872 dan untuk lesi tumor adalah dari 0,137 sampai dengan 
2,860) dan 90 (kisaran nilai untuk lesi kista adalah dari 0,167 sampai dengan 
2,653 dan untuk lesi tumor adalah dari 0,135 sampai dengan 2,655). Ini berarti 
secara kasat mata lesi kista dan lesi tumor sulit dibedakan. Tetapi pada sudut 
orientasi 45 (kisaran nilai untuk lesi kista adalah dari 0,225 sampai dengan 2,272 
dan untuk lesi tumor adalah dari 0,164 sampai dengan 1,924) dan 135 (kisaran 
nilai untuk lesi kista adalah dari 0,179 sampai dengan 2,306 dan untuk lesi tumor 
adalah dari 0,216 sampai dengan 1,872) masih ada perbedaan sehingga lesi kista 
dan lesi tumor masih dapat di klasifikasikan secara non-linear. 
Demikian pula untuk fitur correlation, tidak ada perbedaan nilai yang besar. 
Secara lebih jelas diperlihatkan pada Gambar 4.7. 
 
 







Gambar 4.7 Grafik range nilai fitur Correlation untuk lesi kista dan tumor 
      Gambar 4.7 menunjukkan tingkat korelasi yang hampir mendekati nilai positif 
1. Hal ini menunjukkan bahwa lesi kista dan tumor memiliki tingkat korelasi 
positif antar piksel tetangga dengan keseluruhan piksel dalam citra. Dari nilai 
korelasi ini terlihat bahwa tidak terdapat perbedaan data yang signifikan antara 
lesi kista dan lesi tumor baik pada sudut orientasi 0 (kisaran nilai untuk lesi kista 
adalah dari -0,278 sampai dengan 0,989 dan untuk lesi tumor adalah dari -0,290 
sampai dengan 0,965), 45 (kisaran nilai untuk lesi kista adalah dari 0,261 sampai 
dengan 0,974 dan untuk lesi tumor adalah dari 0,246 sampai dengan 0,935), 90 
(kisaran nilai untuk lesi kista adalah dari -0,225 sampai dengan 0,984 dan untuk 
lesi tumor adalah dari -0,257 sampai dengan 0,955) maupun 135 (kisaran nilai 
untuk lesi kista adalah dari 0,250 sampai dengan 0,986 dan untuk lesi tumor 
adalah dari 0,219 sampai dengan 0,946) yang menjadikan nilai akurasi hasil 
klasifikasi untuk metode GLCM ini hanya 61,54%.  
Untuk fitur energy terdapat perbedaan nilai kisaran antara lesi kista dan lesi tumor 
yang cukup besar untuk semua sudut orientasi sehingga klasifikasi dapat 
dilakukan. Secara lebih jelas, perbedaan kisaran nilai-nilai ini diperlihatkan pada 




Gambar 4.8  Grafik range nilai fitur Energy untuk lesi kista dan tumor 
 
      Gambar 4.8 menunjukkan energy yang diperoleh nilainya lebih kecil dari 1. 
Hal ini menunjukkan bahwa intensitas piksel bertetangga pada citra mempunyai 
tingkat keseragaman yang dipastikan tidak konstan. Terdapat perbedaan data 
antara lesi kista dan lesi tumor baik untuk sudut orientasi 0 (kisaran nilai untuk 
lesi kista adalah dari 0,053 sampai dengan 0,490 dan untuk lesi tumor adalah dari 
0,071 sampai dengan 0,711), 45 (kisaran nilai untuk lesi kista adalah dari 0,050 
sampai dengan 0,467 dan untuk lesi tumor adalah dari 0,062 sampai dengan 
0,725), 90 (kisaran nilai untuk lesi kista adalah dari 0,060 sampai dengan 0,477 
dan untuk lesi tumor adalah dari 0,071 sampai dengan 0,708) maupun 135 
(kisaran nilai untuk lesi kista adalah dari 0,049 sampai dengan 0,463 dan untuk 
lesi tumor adalah dari 0,063 sampai dengan 0,719) sehingga klasifikasi dapat 
dilakukan. 
Gambar 4.9 menunjukkan rata-rata nilai fitur homogeneity mendekati nilai satu. 
Hal ini berarti bahwa lesi kista dan tumor sama-sama memiliki distribusi piksel 
yang mendekati distribusi elemen piksel pada posisi diagonalnya dengan nilai 






Gambar 4.9  Grafik range nilai fitur Homogeneity untuk lesi kista dan tumor 
 
Dari nilai fitur homogeneity  ini terlihat bahwa tidak terdapat perbedaan data yang 
signifikan antara lesi kista dan lesi tumor baik pada sudut orientasi 0 (kisaran 
nilai untuk lesi kista adalah dari 0,573 sampai dengan 0,940 dan untuk lesi tumor 
adalah dari 0,605 sampai dengan 0,938), 45 (kisaran nilai untuk lesi kista adalah 
dari 0,552 sampai dengan 0,893 dan untuk lesi tumor adalah dari 0,604 sampai 
dengan 0,942), 90 (kisaran nilai untuk lesi kista adalah dari 0,592 sampai dengan 
0,918 dan untuk lesi tumor adalah dari 0,618 sampai dengan 0,945) maupun 135 
(kisaran nilai untuk lesi kista adalah dari 0,557 sampai dengan 0,910 dan untuk 
lesi tumor adalah dari 0,609 sampai dengan 0,935) yang menjadikan nilai akurasi 
hasil klasifikasi untuk metode GLCM ini hanya 61,54%.  
Gambar 4.10 menunjukkan nilai entropy antara lesi kista dan tumor hampir sama. 
Ini berarti lesi kista dan tumor memiliki variasi struktur ketidakaturan yang sama, 
bahkan ada lesi yang nilai entropynya adalah 0 untuk sudut orientasi =0 (lesi 
kista dan lesi tumor) dan =90 (untuk lesi tumor). Dari nilai fitur entropy  ini 
terlihat bahwa tidak terdapat perbedaan data yang signifikan antara lesi kista dan 
lesi tumor baik pada sudut orientasi 0 (kisaran nilai untuk lesi kista adalah dari 
0,000 sampai dengan 1,882 dan untuk lesi tumor adalah dari 0,000 sampai dengan 
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1,785), 45 (kisaran nilai untuk lesi kista adalah dari 0,069 sampai dengan 2,001 
dan untuk lesi tumor adalah dari 0,005 sampai dengan 1,843), 90 (kisaran nilai 
untuk lesi kista adalah dari 0,000 sampai dengan 1,912 dan untuk lesi tumor 
adalah dari 0,005 sampai dengan 1,632) maupun 135 (kisaran nilai untuk lesi 
kista adalah dari 0,058 sampai dengan 1,998 dan untuk lesi tumor adalah dari 
0,020 sampai dengan 1,838) yang menjadikan nilai akurasi hasil klasifikasi untuk 
metode GLCM ini hanya 61,54%.  
 
 
Gambar 4.10 Grafik range nilai fitur Entropy untuk lesi kista dan tumor 
 
Secara keseluruhan nilai fitur yang dapat di ekstraksi dari metode GLCM ini tidak 
mencerminkan adanya perbedaan data yang signifikan terutama untuk fitur 
correlation, homogeneity dan entropy yang menjadikan nilai akurasi hasil 
klasifikasi hanya mencapai 61,54%.  
4.3. Ekstraksi Statistik Orde Tinggi (GLRLM) 
     Orde tinggi menggunakan matriks run-length untuk mengekstraksi fitur tekstur 
yang saat ini sudah umum digunakan (Galloway, 1975). Metode penggunaan run-
length ini disebut dengan Gray Level Run Length Matrix (GLRLM). Nilai statistik 
run-length menunjukkan tingkat kekasaran dari suatu tekstur pada arah tertentu. 




sampai dengan persamaan (2.33) dapat diperoleh nilai fitur SRE, LRE, GLN, RP, 
RLN, LGRE dan HGRE.  
Adapun tahapan proses ekstraksi dengan metode GLRLM adalah sebagai berikut: 
1. Buat matriks normalisasi nilai intensitas keabuan dengan delapan perbedaan 
tingkat intensitas keabuan. Pemilihan 8 perbedaan tingkat intensitas ini 
berdasarkan hasil percobaan dengan berbagai perbedaan tingkat intensitas 
karena memiliki waktu proses yang efisien dan tidak mengurangi nilai akurasi 
dari hasil klasifikasi. 
2. Menghitung nilai run untuk tiap tiap intensitas keabuan elemen per elemen 
pada matriks normalisasi dan memasukkan nilai hasil run kedalam matriks run 
length dengan 8 perbedaan tingkat intensitas keabuan.  
3. Menghitung sifat-sifat tekstur yaitu SRE, LRE, GLN, RP, RLN, LGRE dan 
HGRE menggunakan persamaan (2.27) sampai dengan persamaan (2.33). 
Contoh hasil pada tahapan proses pertama dan kedua untuk 8 perbedaan tingkat 
intensitas keabuan diperlihatkan pada Gambar 4.11 dan untuk 16 perbedaan 
tingkat intensitas keabuan pada Gambar 4.12. Nilai i adalah nilai tingkatan 
intensitas keabuan hasil proses pertama dan nilai j adalah jumlah run untuk tiap 
nilai tingkatan intensitas keabuan. Tampak pada Gambar 4.11 bahwa jumlah run 
tertinggi adalah 16 untuk tingkat intensitas 4 dan sisa run semuanya adalah 0. 
Untuk Gambar 4.12, jumlah run tertinggi adalah 11 untuk tingkat intensitas 
keabuan 15 sehingga makin tinggi tingkatan intensitas keabuan makin banyak 
elemen matriks run length yang isinya adalah nol (tidak berisi informasi) dan 
memperlambat proses. Perbedaan jumlah baris pada matriks dengan tingkat 
intensitas keabuan sebanyak 8 dan tingkat intensitas keabuan sebanyak 16 adalah 
5 baris matriks (baris 11 dan baris 16). Jika ditinjau dari segi waktu berarti sistem 
dapat menghemat 5 baris proses untuk tiap citra. Tidak ada perbedaan nilai 
akurasi baik untuk 8 perbedaan tingkat intensitas keabuan maupun 16 perbedaan 
tingkat intensitas keabuan dan 32 perbedaan tingkat intensitas keabuan yaitu sama 





        i 
j      
1 2 3 4 5 6 7 8 9 
1 5 4 13 19 24 20 35 24 21 
2 3 10 8 15 18 23 27 24 7 
3 0 2 2 7 12 16 22 14 3 
4 0 3 1 7 9 8 10 11 1 
5 0 2 5 6 7 9 8 9 1 
6 0 1 1 2 2 3 2 2 1 
7 1 0 2 1 2 3 1 7 3 
8 0 0 1 0 2 2 1 2 1 
9 0 0 2 0 0 1 2 2 0 
10 0 0 0 0 0 0 1 1 2 
11 0 0 0 0 0 0 0 4 0 
12 0 0 0 0 0 2 0 0 0 
13 0 0 0 0 0 0 0 1 0 
14 0 0 0 0 0 0 0 0 0 
15 0 0 0 0 0 0 0 0 0 
16 0 0 0 1 0 0 0 0 0 
17 0 0 0 0 0 0 0 0 0 
18 0 0 0 0 0 0 0 0 0 
19 0 0 0 0 0 0 0 0 0 
20 0 0 0 0 0 0 0 0 0 
21 0 0 0 0 0 0 0 0 0 
22 0 0 0 0 0 0 0 0 0 
23 0 0 0 0 0 0 0 0 0 
24 0 0 0 0 0 0 0 0 0 
25 0 0 0 0 0 0 0 0 0 
26 0 0 0 0 0 0 0 0 0 
27 0 0 0 0 0 0 0 0 0 
28 0 0 0 0 0 0 0 0 0 
29 0 0 0 0 0 0 0 0 0 
30 0 0 0 0 0 0 0 0 0 
31 0 0 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 
33 0 0 0 0 0 0 0 0 0 
34 0 0 0 0 0 0 0 0 0 
35 0 0 0 0 0 0 0 0 0 
36 0 0 0 0 0 0 0 0 0 
37 0 0 0 0 0 0 0 0 0 
38 0 0 0 0 0 0 0 0 0 
39 0 0 0 0 0 0 0 0 0 
40 0 0 0 0 0 0 0 0 0 
Gambar 4.11  Contoh hasil perhitungan matriks run length untuk delapan 
perbedaan tingkat intensitas keabuan 
Dari segi jumlah elemen matriks juga berpengaruh pada lamanya proses pada 
sistem. Untuk perbedaan tingkatan intensitas sebanyak 8, jumlah elemen 




perbedaan tingkatan intensitas sebanyak 16 maka jumlah elemen matriksnya 
adalah sebanyak 40 x 17 = 680 elemen matriks.  
      i 
j 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1 13 6 11 17 24 23 33 34 40 28 39 51 43 53 51 37 13 
2 1 3 4 8 8 9 6 11 13 20 19 19 31 29 24 17 7 
3 0 0 2 1 3 3 5 3 5 11 11 1 9 8 10 6 2 
4 0 1 0 1 1 0 1 5 2 2 6 1 3 0 5 1 0 
5 1 0 0 0 0 2 3 3 0 3 2 0 1 1 5 6 0 
6 0 0 0 0 0 1 1 1 0 0 0 1 0 1 0 3 2 
7 0 0 0 0 0 0 0 0 1 0 1 2 0 1 1 1 1 
8 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Gambar 4.12  Contoh hasil perhitungan matriks run length untuk enam belas 
perbedaan tingkat intensitas keabuan 
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Jadi ada penghematan waktu untuk mengolah 680 – 360 = 320 elemen matriks per 
citra. Berarti makin tinggi perbedaan tingkatan intensitas keabuan maka makin 
banyak elemen matriks yang nilainya 0. Dari hasil percobaan untuk perbedaan 
tingkatan intensitas keabuan sebesar 32, nilai run tertinggi adalah 5 pada tingkat 
intensitas keabuan 24. Jadi ada selisih 6 baris jika dibandingkan dengan perbedaan 
tingkatan intensitas keabuan 16 dan selisih 11 baris jika dibandingkan dengan 
perbedaan tingkatan intensitas keabuan 8.  Dengan demikian dipilih perbedaan 
tingkatan intensitas keabuan sebesar 8. 
Hasil ekstraksi GLRLM ini secara lengkap diberikan pada lampiran laporan 
disertasi ini. 
Tabel 4.5 menunjukkan sampel data hasil ekstraksi fitur GLCM lesi kista dan 
tumor citra panoramik gigi manusia.  
Tabel 4.5  Sampel Data Hasil Ekstraksi Fitur dengan metode GLRLM 
Citra SRE LRE GLN RP RLN LGRE HGRE 
Kista-1 0.8017 1.9790 247.9191 0.7725 745.6715 0.0814 21.5769 
Kista-2 0.7959 5.2646 230.9786 0.6425 606.2179 0.0261 46.5710 
Kista-3 0.3754 64.9530 80.7618 0.1994 52.6865 0.3054 9.1975 
Kista-4 0.8014 3.2812 273.6864 0.6956 665.1024 0.0797 19.0099 
Kista-5 0.2193 68.4803 39.3656 0.1744 31.6523 0.2584 23.5197 
Kista-6 0.4135 109.3407 50.0183 0.1706 52.4799 0.1611 16.0842 
Kista-7 0.8226 3.0599 220.6820 0.7194 727.7228 0.0528 30.2589 
Tumor-1 0.5682 20.6043 181.7579 0.3744 192.2788 0.0338 63.9416 
Tumor-2 0.4590 167.2160 37.0880 0.1563 54.7440 0.0795 46.8160 
Tumor-3 0.7997 3.8607 220.0251 0.6731 641.1950 0.0627 26.3166 
Tumor-4 0.6356 182.9587 50.6198 0.1513 91.6777 0.0452 55.1322 
Tumor-5 0.5938 5.4014 278.0305 0.5325 308.6103 0.1098 12.5282 
Tumor-6 0.7408 2.8501 221.4735 0.6838 564.0622 0.0513 31.0101 
Tumor-7 0.3392 20.1080 85.8251 0.2894 78.5076 0.0564 30.1058 
Tumor-8 0.4476 9.8512 91.0248 0.4031 163.3566 0.1718 20.6279 
Tumor-9 0.6833 5.6788 201.1298 0.5488 380.9476 0.0264 49.1811 
 
Hasil pada Tabel 4.5 dirangkum pada Tabel 4.6 yang menunjukkan  nilai 
minimum dan nilai maksimum fitur hasil ekstraksi GLRLM untuk  lesi kista dan 





Tabel 4.6 Nilai minimum dan nilai maksimum fitur hasil ekstraksi dengan 
GLRLM 
Fitur Lesi Kista Lesi Tumor 
Min. Max. Min. Max. 
SRE 0.2193 0.8226 0.3392 0.7997 
LRE 1.9790 109.3407 2.8501 182.9587 
GLN 39.3656 273.6864 37.0880 278.0305 
RP 0.1431 0.7725 0.1513 0.6838 
RLN 22.8428 745.6715 54.7440 641.1950 
LGRE 0.0261 0.3054 0.0264 0.1718 
HGRE 9.1975 46.5710 12.5282 63.9416 
 
Tampak pada Tabel 4.6 bahwa ekstraksi fitur dengan metode GLRLM juga 
didapatkan kisaran (range) nilai yang saling tumpang tindih antara lesi kista dan 
lesi tumor pada tiap jenis fitur yang diamati, tetapi nilai minimum dan maksimum 
dari nilai fitur-fitur tersebut tidak sama sehingga klasifikasi non linear tetap dapat 
dilakukan. Terdapat perbedaan kisaran nilai yang  cukup signifikan pada fitur 
SRE (kisaran nilai untuk lesi kista adalah dari 0,2193 sampai dengan 0,8226 dan 
untuk lesi tumor adalah dari 0,3392 sampai dengan 0,7997), LRE (kisaran nilai 
untuk lesi kista adalah dari 1,9790 sampai dengan 109,3407 dan untuk lesi tumor 
adalah dari 2,8501 sampai dengan 182,9587), RP (kisaran nilai untuk lesi kista 
adalah dari 0,1431 sampai dengan 0,7725 dan untuk lesi tumor adalah dari 0,1513 
sampai dengan 0,6838), RLN (kisaran nilai untuk lesi kista adalah dari 22,8428 
sampai dengan 745,6715 dan untuk lesi tumor adalah dari 54,7440 sampai dengan 
641,1950), LGRE (kisaran nilai untuk lesi kista adalah dari 0,0261 sampai dengan 
0,3054 dan untuk lesi tumor adalah dari 0,0264 sampai dengan 0,1718) dan 
HGRE (kisaran nilai untuk lesi kista adalah dari 9,1975 sampai dengan 46,5710 
dan untuk lesi tumor adalah dari 12,5282 sampai dengan 63,9416) sedangkan 
kisaran nilai yang hampir sama terjadi pada fitur GLN (kisaran nilai untuk lesi 
kista adalah dari 39,3656 sampai dengan 273,6864 dan untuk lesi tumor adalah 
dari 37,0880 sampai dengan 278,0305). Hal ini lebih jelas terlihat pada grafik 
Gambar 4.13 dan Gambar 4.14. 




Gambar 4.13  Grafik range nilai SRE, RP dan LGRE untuk lesi kista dan tumor 
 
Terlihat pada Gambar 4.13, bahwa nilai SRE pada lesi kista berada pada kisaran 
0.219 sampai dengan 0.823 sedang lesi tumor berada pada kisaran 0.339 sampai 
dengan 0.800. Jadi ada perbedaan nilai kisaran untuk lesi kista dan lesi tumor baik 
pada nilai SRE maupun nilai RP (kisaran nilai untuk lesi kista adalah dari 0,143 
sampai dengan 0,773 dan untuk lesi tumor adalah dari 0,151 sampai dengan 
0,684) dan nilai LGRE (kisaran nilai untuk lesi kista adalah dari 0,026 sampai 
dengan 0,305 dan untuk lesi tumor adalah dari 0,026 sampai dengan 0,172). 
Dengan demikian data ini dapat dipakai untuk tahapan klasifikasi lesi kista dan 
lesi tumor pada citra X-ray panoramik gigi manusia.  
Grafik nilai range fitur LRE, GLN, dan HGRE diperlihatkan pada Gambar 4.14. 
Terlihat pada Gambar 4.14, bahwa nilai LRE pada lesi kista berada pada kisaran 
1.979 sampai dengan 109.341 sedang lesi tumor berada pada kisaran 2.850 sampai 
dengan 182.959. Jadi ada perbedaan nilai kisaran untuk lesi kista dan lesi tumor 
untuk nilai LRE. Demikian pula ada perbedaan nilai kisaran untuk fitur  HGRE 
(kisaran nilai untuk lesi kista adalah dari 9,198 sampai dengan 46,571 dan untuk 
lesi tumor adalah dari 12,528 sampai dengan 63,942). Untuk fitur GLN nilai 
kisarannya hampir sama (kisaran nilai untuk lesi kista adalah dari 39,366 sampai 





Gambar 4.14  Grafik range nilai LRE, GLN dan HGRE untuk lesi kista dan tumor 
 
Dengan demikian data ini dapat dipakai untuk tahapan klasifikasi lesi kista dan 
lesi tumor pada citra X-ray panoramik gigi manusia karena masih ada perbedaan 
nilai kisaran yang besar untuk fitur LRE dan HGRE, walaupun untuk fitur GLN 







KLASIFIKASI LESI KISTA DAN TUMOR PADA CITRA X-
RAY PANORAMIK GIGI MANUSIA 
      Bab ini membahas tahapan klasifikasi kista dan tumor pada citra X-ray 
panoramik gigi manusia. Metode klasifikasi yang digunakan adalah SVM 
(Support Vector Machine). Sebagai validasi kinerja dari metode SVM dipakai 
parameter AUC (Area Under the ROC Curve).  
Pemilihan metode SVM disini karena data fitur hasil ekstraksi berbasis tekstur 
bersifat tidak linear dan metode SVM dengan bantuan kernel dapat dipakai untuk 
menyelesaikan persoalan non-linear ini. Metode multilayer perceptron networks 
(MLP) juga mampu mewujudkan non-linear function, tetapi memiliki kelemahan 
pada sisi local minima dan tingginya dimensi weight-space sedangkan neural 
network memerlukan representasi data secara eksplisit (Nugroho et al., 2003).  
Penelitian terdahulu dengan menggunakan metode Jaringan Syaraf Tiruan (JST) 
Backpropagation didapatkan nilai akurasi rata-rata tertinggi adalah 76,667% 
(Angkoso, 2011). Hasil ini lebih rendah dibandingkan dengan metode SVM yang 
mencapai nilai akurasi rata-rata tertinggi sebesar 79,85%. 
 Konsep SVM dapat dijelaskan secara sederhana sebagai usaha mencari 
hyperplane terbaik yang berfungsi sebagai pemisah dua buah class pada input 
space. Proses untuk mendapatkan hyperplane tersebut terbagi atas dua proses, 
yaitu proses pelatihan dan proses pengujian. Pada proses klasifikasi pelatihan, 
variable hyperplane untuk setiap pengklasifikasi (classifier) yang didapat akan 
disimpan dan nantinya akan digunakan sebagai data tiap pengklasifikasi dalam 
proses pengujian, dengan kata lain proses klasifikasi pelatihan adalah untuk 
mencari support vector, alpha dan bias dari data input (dalam hal ini digunakan 
quadratic programming). Hasil proses pelatihan ini membentuk model 
pembelajaran. Proses pengujian menggunakan model pembelajaran ini untuk 
memprediksi hasil klasifikasi. Tahapan pelatihan ini diperlihatkan pada Gambar 




















(b) Tahapan pengujian 
Gambar 5.1   Proses klasifikasi dengan metode SVM 
Sebanyak 133 data citra (53 citra kista dan 80 citra tumor) hasil ekstraksi fitur 
dipakai sebagai data input yang terbagi dua, yaitu 94 citra (38 citra kista dan 56 
citra tumor) sebagai data pelatihan dan 39 citra (15 citra kista dan 24 citra tumor)  
sebagai data uji. Adapun pemilihan data untuk pelatihan dan data untuk pengujian 
dilakukan secara acak dengan metode third hold out cross validation. Karena hasil 
ekstraksi fitur yang telah dijelaskan pada bab 4 bersifat non-linear (ada data yang 
tumpang tindih antara lesi kista dan lesi tumor), maka proses klasifikasi yang 
dipakai adalah klasifikasi non-linear yang dilakukan dengan dua tahap, yaitu:  
1. Data dipetakan dari ruang fitur yang sebenarnya d ke ruang baru yang 


























terdistribusikan dan dapat dipisahkan secara linear. Dalam bentuk matematis, 
dituliskan sebagai: 
qdqd  :                                                               (5.1) 
2. Klasifikasi dilakukan pada ruang baru tersebut secara linear 
Pemakaian Kernel Trick K(xi,xj)=(xi).(xj) memungkinkan kita untuk tidak 
perlu menghitung fungsi pemetaan    secara eksplisit. Berbagai jenis kernel 
dicoba dalam penelitian ini. Hasil perhitungan dengan berbagai jenis kernel 
diperlihatkan pada Tabel 5.1 dan grafik nilai akurasi ini diperlihatkan pada 
Gambar 5.1. 
Tabel 5.1  Nilai akurasi yang dihasilkan dengan berbagai jenis kernel 
Jenis kernel Akurasi 
Quadratic 71,79% 
Polinomial berderajat 3 74,36% 
Polinomial berderajat 4 69,23% 
Polinomial berderajat 5 74,36% 
Polinomial berderajat 6 64,10% 
Polinomial berderajat 7 64,10% 
Polinomial berderajat 8 66,67% 
Polinomial berderajat 9 66,67% 
Polinomial berderajat 10 64,10% 
Gaussian dengan  = 1 64,10% 
Gaussian dengan  = 10 74,36% 
Gaussian dengan  = 100 76,92% 
Gaussian dengan  = 1000 76,92% 
Gaussian dengan  = 2000 82,05% 
Gaussian dengan  = 3000 84,62% 
Gaussian dengan  = 4000 87,18% 
Gaussian dengan  = 5000 84,62% 





Untuk pemakaian jenis kernel quadratic diperoleh nilai akurasi sebesar 71,79%. 
Untuk jenis kernel polinomial berderajat 3 sampai 10 diperoleh nilai akurasi yang 
bervariasi dari 64,10% sampai dengan 74,36% dan akurasi tertinggi untuk kernel 
polinomial ini ada pada polinomial berderajat 3 dan 5 yaitu sebesar 74,36%. 
Untuk jenis kernel Gaussian dengan berbagai variasi nilai , diperoleh nilai 
akurasi yang bervariasi dari 64,10% sampai dengan 87,18% dan akurasi tertinggi 
ada pada kernel Gaussian dengan nilai =4000 yaitu 87,18%. Sehingga secara 
keseluruhan hasil percobaan dengan berbagai jenis kernel diperoleh nilai akurasi 
tertinggi ada pada kernel Gaussian dengan nilai =4000 yaitu 87,18%. Dengan 
demikian kernel yang dipilih adalah kernel Gaussian dengan nilai =4000.  
 
Gambar 5.2  Nilai akurasi hasil klasifikasi dengan berbagai jenis kernel 
Hal ini diperjelas pada grafik Gambar 5.2 dimana nilai akurasi tertinggi diperoleh 





















xxK                                                                         (5.2) 
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Selain pemilihan kernel yang cocok untuk proses klasifikasi, pemilihan nilai 
parameter C juga mempengaruhi hasil klasifikasi. Nilai C ditentukan dengan 
mencoba beberapa nilai dan dievaluasi efeknya terhadap akurasi yang dicapai oleh 
SVM. Semakin besar nilai C, berarti penalti terhadap kesalahan menjadi semakin 
besar sehingga proses pelatihan menjadi lebih ketat. Dalam penelitian ini dipilih 
nilai C sebesar 10000.  Nilai C=10000 menghasilkan akurasi yang lebih tinggi 
dibandingkan dengan nilai C = 1000 dan nilai C = 100000. 
Setelah pemilihan jenis kernel dan penentuan nilai parameter yang cocok untuk 
SVM, maka proses klasifikasi dilakukan sebanyak 20 kali, masing-masing untuk 
data input sebagai berikut: 
- Enam fitur hasil ekstraksi dengan metode statistik orde pertama (FO) 
- Dua puluh fitur hasil ekstraksi dengan metode GLCM 
- Tujuh fitur hasil ekstraksi  dengan metode GLRLM 
- Dua puluh enam fitur hasil  ekstraksi  dengan kombinasi metode FO dan 
metode GLCM 
- Tiga belas fitur hasil ekstraksi dengan kombinasi metode FO dan metode 
GLRLM, yang selanjutnya disebut metode IMHETEK. 
- Dua puluh tujuh fitur hasil ekstraksi dengan kombinasi metode GLCM dan 
metode GLRLM 
- Tiga puluh tiga fitur hasil ekstraksi dengan kombinasi metode FO, metode 
GLCM dan metode GLRLM, yang selanjutnya disebut metode IMHETEKS. 
Akurasi dipakai sebagai indikator pengukur hasil klasifikasi dengan  metode SVM 






                                               (5.3) 
TP (True Positive) menunjukkan citra teridentifikasi secara tepat sesuai 
dengan kelasnya (positif). FP (False Positive) merupakan citra yang seharusnya 
teridentifikasi dengan tepat pada kelasnya ternyata dalam proses klasifikasi salah 
dalam mengidentifikasi. TN (True Negative) merupakan citra yang bukan anggota 
kelas tersebut teridentifikasi tepat bukan anggota kelas tersebut (negatif). FN 




tersebut teridentifikasi sebagai anggota kelas tersebut. Dalam penelitian ini dibagi 
menjadi dua kelas, yaitu kelas kista sebagai kelas positif (+1) dan tumor sebagai 
kelas negatif (-1). Untuk data yang tidak seimbang (53 citra lesi kista dan 80 citra 
lesi tumor), nilai akurasi kurang dapat mencerminkan kinerja dari SVM, maka 
dipakai tambahan parameter yaitu  AUC untuk validasi kinerja dari metode SVM 
ini. Untuk mendapatkan nilai AUC perlu dibentuk dahulu kurva ROC yang 
berasal dari nilai fp rate (FPR) dan nilai tp rate (TPR). Kurva ROC diperoleh 
dengan menghubungkan koordinat titik (TPR,FPR), sedang AUC dihitung 
berdasarkan gabungan luas trapezium titik-titik (TPR,FPR) yang terbentuk pada 
kurva ROC tersebut.  Kurva ROC selalu diawali dengan koordinat (0,0) dan 
berakhir di koordinat (1,1). Contoh sampel data hasil perhitungan TP, TN, FN, 
FP, akurasi dan AUC diperlihatkan pada Tabel 5.2.  
     Tabel 5.2 Sampel hasil klasifikasi  dengan metode SVM 
Percobaan TP TN FN FP Akurasi AUC 
FO-1 11 22 2 4 0.8462 0.9361 
FO-2 10 15 9 5 0.6410 0.7694 
FO-3 7 19 5 8 0.6667 0.7639 
GLCM-1 0 24 0 15 0.6154 0.8528 
GLCM-2 0 24 0 15 0.6154 0.8667 
GLCM-3 0 24 0 15 0.6154 0.6472 
GLRLM-1 3 24 0 12 0.6923 0.8722 
GLRLM-2 6 16 8 9 0.5641 0.6278 
GLRLM-3 7 23 1 8 0.7692 0.7778 
FO-GLCM-1 12 21 3 3 0.8462 0.9278 
FO-GLCM-2 12 13 11 3 0.6410 0.8167 
FO-GLCM-3 10 16 8 5 0.6667 0.7556 
IMHETEK-1 10 21 3 5 0.7949 0.9444 
IMHETEK-2 9 17 7 6 0.6667 0.7556 
IMHETEK-3 11 23 1 4 0.8718 0.9194 
GLCM-GLRLM-1 6 24 0 9 0.7692 0.8417 
GLCM-GLRLM-2 2 19 5 13 0.5385 0.6444 
GLCM-GLRLM-3 3 24 0 12 0.6923 0.8139 
IMHETEKS-1 12 22 2 3 0.8718 0.9278 
IMHETEKS-2 8 19 5 7 0.6923 0.7278 




Hasil pada Tabel 5.2 dirangkum pada Tabel 5.3 yang memperlihatkan nilai 
minimum dan nilai maksimum akurasi serta nilai minimum dan nilai maksimum 
AUC hasil klasifikasi dari masing-masing percobaan yaitu FO, GLCM, GLRLM, 
FO dan GLCM, IMHETEK, GLCM dan GLRLM, IMHETEKS.  
Grafik perbandingan nilai akurasi maksimum diperlihatkan pada Gambar 5.3 dan 
grafik perbandingan nilai AUC maksimum diperlihatkan pada Gambar 5.4. 
Hasil nilai akurasi dan AUC dari seluruh hasil percobaan dengan data dari hasil 
ekstraksi  metode FO, GLCM, GLRLM, gabungan FO dan GLCM, IMHETEK, 
gabungan GLCM dan GLRLM serta IMHETEKS dilampirkan pada laporan 
disertasi ini.  
Tabel 5.3 Perbandingan nilai akurasi dan AUC pada semua data hasil ekstraksi 
fitur yang diterapkan pada SVM. 
Metode 
Akurasi AUC 
Min. Max. Min. Max. 
FO 64.10% 84.62% 0.7639 0.9361 
GLCM 61.54% 61.54% 0.6472 0.8667 
GLRLM 56.41% 76.92% 0.6278 0.8722 
FO + GLCM     64.10% 84.62% 0.7556 0.9278 
IMHETEK 66.67% 87.18% 0.7556 0.9444 
GLCM + GLRLM  53.85% 76.92% 0.6444 0.8417 
IMHETEKS 69.23% 87.18% 0.7278 0.9278 
Rata-rata 62.27% 79.85% 0.7032 0.9024 
 
Dari Tabel 5.3 terlihat bahwa nilai akurasi tertinggi dicapai oleh data fitur hasil 
ekstraksi dengan metode Imhetek yaitu sebesar 87,18%. Hasil yang sama dicapai 
oleh data fitur hasil ekstraksi dengan metode Imheteks yaitu 87,18% juga. Nilai 
terendah akurasi adalah 61,54% yaitu berasal dari data fitur hasil ekstraksi dengan 
metode GLCM.  Nilai AUC tertinggi diperoleh dari data fitur hasil ekstraksi 
dengan metode Imhetek yaitu sebesar 0,9444 sedang nilai AUC terendah 
diperoleh dari data fitur hasil ekstraksi dengan gabungan metode GLCM dan 
GLRLM yaitu sebesar 0,8417.   Nilai rata-rata akurasi minimum adalah 62,27% 
dan rata-rata nilai akurasi maksimum adalah 79,85% sedang nilai rata-rata 
minimum AUC adalah 0,7032 dan nilai rata-rata maksimum AUC adalah 0,9024.  
Dengan mengacu pada Tabel 2.2 dapat dikatakan bahwa proses klasifikasi dengan 




dipakai sebagai pengklasifikasi lesi kista dan lesi tumor pada citra X-ray 
panoramik gigi manusia. Untuk lebih jelasnya, perbandingan nilai akurasi 
maksimum diperlihatkan pada grafik Gambar 5.3.  
 
Gambar 5.3  Grafik perbandingan nilai akurasi antar metode ekstraksi fitur 
Terlihat dari Gambar 5.3, nilai akurasi terendah adalah pada data fitur hasil 
ekstraksi fitur dengan metode  GLCM (warna merah pada Gambar 5.3), yaitu 
hanya 61.54%. Hal ini sejalan dengan data GLCM pada Tabel 5.2, dimana data 
fitur hasil ekstraksi dengan metode GLCM tidak dapat mengidentifikasi kista 
sama sekali (nilai TP = 0). Hal ini diperkuat dengan grafik pada Gambar 4.6 dan 
Gambar 4.7, dimana perbedaan nilai fitur pada lesi kista dan lesi tumor sedikit 
sekali.  
Nilai akurasi tertinggi diperoleh dari data fitur hasil ekstraksi dengan metode 
Imhetek, juga dari data fitur hasil ekstraksi dengan metode Imheteks, yaitu 
87,18% (warna hijau pada Gambar 5.3).  Ini menunjukkan bahwa data fitur hasil 
ekstraksi dengan metode GLCM tidak akan mempengaruhi hasil klasifikasi 
dengan metode SVM ini.  Jadi data fitur hasil ekstraksi dengan metode GLCM 
dapat tidak dipakai dalam proses klasifikasi ini.  
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Grafik Gambar 5.4 memperlihatkan nilai kinerja dari SVM yaitu berupa nilai 
AUC maksimum yang diperoleh dari semua  percobaan (metode ekstraksi fitur 
FO, GLCM, GLRLM, gabungan metode FO dan GLCM, metode IMHETEK, 
gabungan metode GLCM dan GLRLM, metode IMHETEKS).  
 
Gambar 5.4  Grafik perbandingan nilai AUC antar metode ekstraksi fitur. 
Dari Gambar 5.4 terlihat bahwa nilai AUC tertinggi diperoleh dari data fitur hasil 
ekstraksi dengan metode IMHETEK yaitu 0,9444 (warna hijau pada Gambar 5.4)  
sedangkan nilai AUC terendah berasal dari data fitur hasil ekstraksi dengan 
gabungan metode GLCM dan GLRLM yaitu 0,8417 (warna merah pada Gambar 
5.4). Nilai kedua terendah adalah 0,8667 (warna kuning pada Gambar 5.4) yang 





Tabel 5.4 Contoh hasil perhitungan nilai TPR dan FPR untuk kombinasi metode 
FO, GLCM  dan GLRLM 
IMHETEK GLCM + GLRLM IMHETEKS 
FPR TPR FPR TPR FPR TPR 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
0.0000 0.0417 0.0000 0.0417 0.0000 0.0417 
0.0000 0.0833 0.0000 0.0833 0.0000 0.0833 
0.0000 0.1250 0.0000 0.1250 0.0000 0.1250 
0.0000 0.1667 0.0000 0.1667 0.0000 0.1667 
0.0000 0.2083 0.0000 0.2083 0.0000 0.2083 
0.0000 0.2500 0.0000 0.2500 0.0000 0.2500 
0.0000 0.2917 0.0000 0.2917 0.0000 0.2917 
0.0000 0.3333 0.0000 0.3333 0.0000 0.3333 
0.0000 0.3750 0.0000 0.3750 0.0000 0.3750 
0.0000 0.4167 0.0667 0.3750 0.0000 0.4167 
0.0000 0.4583 0.0667 0.4167 0.0000 0.4583 
0.0000 0.5000 0.0667 0.4583 0.0000 0.5000 
0.0000 0.5417 0.1333 0.4583 0.0000 0.5417 
0.0000 0.5833 0.1333 0.5000 0.0000 0.5833 
0.0000 0.6250 0.1333 0.5417 0.0000 0.6250 
0.0000 0.6667 0.1333 0.5833 0.0000 0.6667 
0.0000 0.7083 0.1333 0.6250 0.0000 0.7083 
0.0000 0.7500 0.2000 0.6250 0.0667 0.7083 
0.0000 0.7917 0.2667 0.6250 0.1333 0.7083 
0.0000 0.8333 0.2667 0.6667 0.1333 0.7500 
0.0667 0.8333 0.3333 0.6667 0.1333 0.7917 
0.1333 0.8333 0.3333 0.7083 0.1333 0.8333 
0.2000 0.8333 0.3333 0.7500 0.1333 0.875 
0.2000 0.8750 0.3333 0.7917 0.2000 0.8750 
0.2667 0.8750 0.3333 0.8333 0.2000 0.9167 
0.3333 0.8750 0.3333 0.8750 0.2667 0.9167 
0.3333 0.9167 0.3333 0.9167 0.3333 0.9167 
0.4000 0.9167 0.4000 0.9167 0.4000 0.9167 
0.4000 0.9583 0.4000 0.9583 0.4667 0.9167 
0.4000 1.0000 0.4667 0.9583 0.4667 0.9583 
0.4667 1.0000 0.4667 1.0000 0.5333 0.9583 
0.5333 1.0000 0.5333 1.0000 0.5333 1.0000 
0.6000 1.0000 0.6000 1.0000 0.6000 1.0000 
0.6667 1.0000 0.6667 1.0000 0.6667 1.0000 
0.7333 1.0000 0.7333 1.0000 0.7333 1.0000 
0.8000 1.0000 0.8000 1.0000 0.8000 1.0000 
0.8667 1.0000 0.8667 1.0000 0.8667 1.0000 
0.9333 1.0000 0.9333 1.0000 0.9333 1.0000 
1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 




Sejalan dengan hasil perhitungan untuk nilai akurasi, maka pada hasil perhitungan 
nilai AUC juga menunjukkan bahwa metode GLCM memiliki nilai AUC yang 
lebih rendah dari metode lainnya. Ini menunjukkan bahwa metode GLCM dapat 
tidak dipakai dalam proses klasifikasi lesi kista dan lesi tumor pada citra X-ray 
panoramik gigi manusia. Namun hasil perhitungan secara keseluruhan 
menunjukkan bahwa kinerja SVM masih menunjukkan kategori ‘excellent’ dan 
‘good’ (lihat Tabel 2.2). 
Grafik kurva ROC diperlihatkan pada Gambar 5.5 dan hasil perhitungan pasangan 
nilai {FPR,TPR} diberikan pada Tabel 5.4 untuk data fitur hasil ekstraksi dengan 
metode IMHETEK, gabungan metode GLCM dan GLRLM,  metode 
IMHETEKS. 
 
Gambar 5.5  Grafik kurva ROC untuk data fitur hasil ekstraksi dengan gabungan  
metode IMHETEK, gabungan metode GLCM dan GLRLM, dan 
metode IMHETEKS.  
 
Gambar 5.5 memperlihatkan kurva ROC untuk data fitur hasil ekstraksi 
dengan metode IMHETEK, gabungan metode GLCM dan GLRLM, metode  
IMHETEKS yang mewakili hasil perhitungan AUC terbesar, dan terkecil.  Data 




yaitu sebesar 0,9444. Nilai paling rendah diperoleh dari data fitur hasil ekstraksi 
dengan gabungan metode  GLCM dan GLRLM yaitu sebesar 0,8417 yang 
berdasarkan Tabel 2.2 masih dikategorikan sebagai ‘good’. Semua kurva ROC 
berada di sebelah atas diagonal utama yang menunjukkan bahwa metode SVM 
sebagai pengklasifikasi dapat dipakai untuk mengklasifikasi lesi kista dan lesi 























6.1.  Kesimpulan 
     Penelitian tentang klasifikasi kista dan tumor pada citra X-ray panoramik gigi 
manusia diawali dengan tahapan pre processing citra panoramik sehingga 
mendapatkan sebaran intensitas yang seragam untuk semua citra X-ray panoramik 
gigi manusia. Tahapan selanjutnya adalah tahapan segmentasi yang dilakukan 
secara semi otomatis dengan model kontur aktif (snake). Segmentasi semi 
otomatis dengan model kontur aktif dapat dilakukan dengan menentukan terlebih 
dahulu titik awal inisialisasi dan parameter model kontur aktif. Pada penelitian ini 
nilai parameter yang berlaku untuk semua data citra percobaan adalah α = 1,5; β = 
1,5; wline = 0,1; wedge = 1,00 dan wterm = 2,00. Validasi hasil segmentasi model 
kontur aktif dengan segmentasi manual dari radiolog menghasilkan nilai akurasi 
rata-rata sebesar 99,67%.  
     Tahapan selanjutnya adalah ekstraksi fitur berbasis tekstur dari hasil 
segmentasi dengan memakai tiga metode ekstraksi yaitu metode statistik orde 
pertama (FO), GLCM dan GLRLM serta gabungan ketiga metode tersebut yaitu 
gabungan FO dan GLCM, FO dan GLRLM (IMHETEK), GLCM dan GLRLM, 
FO dan GLCM serta GLRLM (IMHETEKS). Hasil ekstraksi fitur berbasis tekstur 
ini menghasilkan nilai akurasi tertinggi 87,18% yang diperoleh dari data fitur hasil 
ekstraksi dengan metode IMHETEK serta dari data fitur hasil ekstraksi dengan 
metode IMHETEKS. Nilai akurasi terendah yaitu 61,54% berasal dari data fitur 
hasil ekstraksi dengan metode GLCM sehingga metode GLCM bisa tidak dipakai 
sebagai penghasil data fitur pada  pengklasifikasi lesi kista dan lesi tumor ini. 
      Selanjutnya data hasil ekstraksi fitur digunakan sebagai masukan pada mesin 
pengklasifikasi yaitu metode SVM. Kinerja dari metode SVM sebagai 
pengklasifikasi berada pada kategori ‘excellent’ dengan nilai rata-rata maksimum 
adalah 0,9024 dan nilai rata-rata maksimum akurasi adalah 79,85%, sehingga 
metode SVM dapat dipakai sebagai metode klasifikasi tumor dan kista pada citra 
X-ray panoramik gigi manusia. Nilai AUC tertinggi adalah 0.9444 diperoleh dari 






6.2.  Penelitian Lanjutan 
     Penelitian tentang klasifikasi tumor dan kista pada citra X-ray panoramik gigi manusia 
dapat dikembangkan baik dari sisi segmentasi maupun dari sisi metode ekstraksi. Apabila 
fitur unik dapat dimunculkan dengan lebih akurat, maka bukan saja dapat dipakai untuk 
klasifikasi tetapi juga untuk segmentasi. Segmentasi pada penelitian ini hanya sampai 
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