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THE CONVEXITY OF INCLUSIONS AND GRADIENT’S
CONCENTRATION FOR LAME´ SYSTEMS WITH PARTIALLY
INFINITE COEFFICIENTS
YUANYUAN HOU, HONGJIE JU, AND HAIGANG LI
Abstract. It is interesting to study the stress concentration between two ad-
jacent stiff inclusions in composite materials, which can be modeled by the
Lame´ system with partially infinite coefficients. To overcome the difficulty
from the lack of maximum principle for elliptic systems, we use the energy
method and an iteration technique to study the gradient estimates of the solu-
tion. We first find a novel phenomenon that the gradient will not blow up any
more once these two adjacent inclusions fail to be locally relatively strictly con-
vex, namely, the top and bottom boundaries of the narrow region are partially
“flat”. This is contrary to our expectation. In order to further explore the
blow-up mechanism of the gradient, we next investigate two adjacent inclusions
with relative convexity of order m and finally reveal an underlying relationship
between the blow-up rate of the stress and the order of the relative convexity
of the subdomains in all dimensions.
1. Introduction and main results
The convexity plays a central role in many questions in analysis. The purpose of
this paper is mainly to investigate the significant role of the relative convexity be-
tween two adjacent inclusions in the blow-up analysis of the stress in high-contrast
fiber-reinforced composite materials, where the inclusions are frequently spaced
very closely and even touching. This work is motivated by issue of material failure
initiation, where it is well known that high concentration phenomenon of mechan-
ical loads in the extreme loads will be amplified by the composite microstructure,
for example, the narrow region between two adjacent inclusions. However, in this
paper we first find a novel phenomenon, contrary to our expectation. Whenever
the narrow region has certain partially “flat” top and bottom boundaries (see Fig-
ure 1), we prove that the gradient of the solutions to Lame´ systems with partially
infinite coefficients, is bounded by some positive constant, independent of the dis-
tance between the inclusions, rather than blows up as one might expect. In order
to further explore the blow-up mechanism of the stress, we next investigate two
adjacent inclusions with relative convexity of order m, and finally reveal an un-
derlying relationship between the blow-up rate of the stress and the order of the
relative convexity of the subdomains in all dimensions. This shows that the relative
convexity between inclusions is critical for the stress concentration phenomenon in
composite materials.
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Figure 1. Two adjacent inclusions with partially “flat” boundaries.
For strictly convex inclusions, especially for circular inclusions, there have been
many important works on the gradient estimates for solution to a class of divergence
form elliptic equations and systems with discontinuous coefficients, arising from the
study of composite media. For two adjacent disks in dimension two with ε apart,
Keller [31] was the first to use analysis to estimate the effective properties of particle
reinforced composites. In [8], Babusˇka, Andersson, Smith, and Levin numerically
analyzed the initiation and growth of damage in composite materials, where the
Lame´ system is assumed. Bonnetier and Vogelius [16] and Li and Vogelius [37]
proved the uniform boundedness of |∇u| regardless of ε provided that the coefficients
stay away from 0 and ∞. Li and Nirenberg [36] extended the results in [37] to
general divergence form second order elliptic systems including systems of linear
elasticity.
On the other hand, in order to investigate the high-contrast conductivity problem
and establish the relationship between |∇u| and the distance ε, Ammari, Kang, and
Lim [3] studied two close-to-touching disks whose conductivity degenerate to ∞ or
0, a lower bound on |∇u| was constructed there showing blow-up of order ε−1/2 in
dimension two. Subsequently, it has been proved by many mathematicians that the
generic blow-up rate of |∇u| is ε−1/2 in dimension d = 2, |ε log ε|−1 in dimension
d = 3, and ε−1 in dimensions d ≥ 4. See Ammari, Kang, Lee, Lee and Lim [6],
Bao, Li and Yin [9, 10], as well as Lim and Yun [39, 40], Yun [43–45], Lim and
Yu [38]. The corresponding boundary estimates when one inclusion close to the
boundary was established in [6, 35]. Further, more detailed, characterizations of
the singular behavior of gradient of u have been obtained by Ammari, Ciraolo,
Kang, Lee and Yun [4], Ammari, Kang, Lee, Lim and Zribi [7], Bonnetier and
Triki [14,15], Gorb and Novikov [24] and Kang, Lim and Yun [27,28]. However, for
the linear elasticity case, because of the lack of maximum principle, an essential tool
to deal with the scalar case, there is no progress until Bao, Li and Li’s work [12,13].
They developed an iteration technique with respect to the energy estimate and
obtained the pointwise upper bound of the gradient of solution to the Lame´ system
with partially infinite coefficients, and showed the same blow-up rate as the scalar
case. The boundary estimates was studied in [11] by Bao, Ju and Li. Recently,
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Kang and Yu [29] by using the layer potential techniques and the singular functions
obtained a lower bound of the gradient of solution in dimension two showing that
the blow-up rate obtained in [12] is optimal. For more related work on elliptic and
parabolic equations and systems from composites, see [5,17,20–23,26,30,32–34,41]
and the references therein.
As we have mentioned before, in all of the above known work, the strict convexity
of the inclusions (or at least the strictly relative convexity of two adjacent inclusions)
is assumed. Interestingly, when the inclusions are only convex but not strictly
convex (see Figure 1), we prove that |∇u| is uniformly bounded with respect to ε
once the area of the flat boundaries is positive, which implies that blow-up will not
occur any more. To the best of our knowledge, this is a new phenomenon in the
blow-up analysis of fiber-reinforced composite. The corresponding result for perfect
conductivity problem may refer to [25].
To describe the problem and results, we first fix our domain and notations.
Let D be a bounded open set in Rd (d ≥ 2) that contains a pair of (touching)
subdomains D01 and D
0
2 with C
2,α (0 < α < 1) boundaries and far away from ∂D.
We assume that D01 and D
0
2 are convex but not strictly convex, and have a common
flat boundary Σ′, such that
∂D01 ∩ ∂D02 = Σ′ ⊂ Rd−1,
and
D01 ⊂ {(x′, xd) ∈ Rd|xd > 0}, D02 ⊂ {(x′, xd) ∈ Rd|xd < 0}.
Here we use superscript prime to denote the (d − 1)-dimensional domains and
variables, such as Σ′ and x′. We also assume that Σ′ is a bounded convex domain
in Rd−1, which can contain an (d − 1)-dimensional ball. We set the center of the
mass of Σ′ to be the origin. We also assume that the C2,α norms of ∂D01, ∂D
0
2
and ∂D are bounded by some positive constant. By translating D01 by a positive
number ε along the positive direction of xd-axis, while D
0
2 is fixed, we obtain D
ε
1,
that is,
Dε1 := D
0
1 + (0
′, ε).
When there is no possibility of confusion, we drop superscripts and denote
D1 := D
ε
1, D2 := D
0
2.
Set
Σ := Σ′ × (0, ε), and Ω := D \D1 ∪D2.
We assume that Ω and D1 ∪ D2 are occupied, respectively, by two different
isotropic and homogeneous materials with different Lame´ constants (λ, µ) and
(λ1, µ1). Then the elasticity tensors for the background and the inclusion can
be written, respectively, as C0 and C1, with
C0ijkl = λδijδkl + µ(δikδjl + δilδjk),
and
C1ijkl = λ1δijδkl + µ1(δikδjl + δilδjk),
where i, j, k, l = 1, 2, · · · , d and δij is the kronecker symbol: δij = 0 for i 6= j,
δij = 1 for i = j.
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Let u = (u1, u2, · · · , ud)T : D → Rd denote the displacement field. For a given
vector valued function ϕ = (ϕ1, ϕ2, · · · , ϕd)T , we consider the following Dirichlet
problem for the Lame´ system:{
∇ · ((χΩC0 + χD1∪D2C1)e(u)) = 0, in D,
u = ϕ, on ∂D,
(1.1)
where χΩ is the characteristic function of Ω ⊂ Rd,
e(u) =
1
2
(∇u+ (∇u)T )
is the strain tensor. Assume that the standard ellipticity condition holds for (1.1),
that is,
µ > 0, dλ+ 2µ > 0, µ1 > 0, dλ1 + 2µ1 > 0.
For ϕ ∈ H1(D;Rd), it is well known that there exists a unique solution u ∈
H1(D;Rd) to the Dirichlet problem (1.1), which is also the minimizer of the energy
functional
J1[u] :=
1
2
∫
Ω
(
(χΩC0 + χD1∪D2C1)e(u), e(u)
)
dx
on
H1ϕ(D;Rd) :=
{
u ∈ H1(D;Rd) ∣∣ u− ϕ ∈ H10 (D;Rd)} .
Introduce the linear space of rigid displacement in Rd:
Ψ := {ψ ∈ C1(Rd;Rd) | ∇ψ + (∇ψ)T = 0}.
Using e1, · · · , ed to denote the standard basis of Rd, then{
ei, xjek − xkej
∣∣ 1 ≤ i ≤ d, 1 ≤ j < k ≤ d }
is a basis of Ψ. Denote this basis of Ψ as
{
ψα | α = 1, 2, · · · , d(d+1)2
}
. For fixed
λ and µ satisfying µ > 0 and dλ + 2µ > 0, denote uλ1,µ1 as the solution of (1.1).
Then similarly as in the Appendix of [12], we also have
uλ1,µ1 → u in H1(D;Rd), as min{µ1, dλ1 + 2µ1} → ∞,
where u is a H1(D;Rd) solution of
Lλ,µu := ∇ · (C0e(u)) = 0, in Ω,
u|+ = u|−, on ∂Di, i = 1, 2,
e(u) = 0, in Di, i = 1, 2,∫
∂Di
∂u
∂ν0
∣∣∣
+
· ψα = 0, i = 1, 2, α = 1, 2, · · · , d(d+1)2 ,
u = ϕ, on ∂D,
(1.2)
where ϕ ∈ C2(∂D;Rd) is a given function,
(Lλ,µu)k = µ∆uk + (λ+ µ)∂xk(∇ · u), k = 1, · · · , d,
and
∂u
∂ν0
∣∣∣
+
:= (C0e(u))~n = λ(∇ · u)~n+ µ(∇u+ (∇u)T )~n,
and ~n is the unit outer normal of Di, i = 1, 2. Here and throughout this paper the
subscript ± indicates the limit from outside and inside the domain, respectively.
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The existence, uniqueness and regularity of weak solutions to (1.2) can be proved
by the argument with a minor modification on assumption on the subdomain in
the Appendix of [12]. In particular, the H1 weak solution to (1.2) is in C1(Ω;Rd)∩
C1(D1 ∪ D2;Rd). The solution is also the unique function which has the least
energy in appropriate functional spaces, characterized by
I∞[u] = min
v∈A
I∞[v], I∞[v] :=
1
2
∫
Ω
(C0e(v), e(v))dx,
where
A :=
{
v ∈ H1ϕ(D;Rd)
∣∣∣ e(v) = 0 in D1 ∪D2} .
Now we further assume that there exists a constant R, independent of ε, such
that B′2R ⊃ Σ′ and the top and bottom boundaries of the narrow region between
∂D1 and ∂D2 can be represented as follows. The corresponding partial boundaries
of ∂D1 and ∂D2 are, respectively,
xd = ε+ h1(x
′) and xd = h2(x′), for x′ ∈ B′2R, (1.3)
with
h1(x
′) = h2(x′) ≡ 0, for x′ ∈ Σ′. (1.4)
Moreover, in view of the assumptions of ∂D1 and ∂D2, h1 and h2 satisfy
ε+ h1(x
′) > h2(x′), for x′ ∈ B′2R \ Σ′, (1.5)
∇x′h1(x′) = ∇x′h2(x′) = 0, for x′ ∈ ∂Σ′, (1.6)
∇2x′(h1 − h2)(x′) ≥ κ0Id−1, for x′ ∈ B′2R \ Σ′, (1.7)
and
‖h1‖C2,α(B′2R) + ‖h2‖C2,α(B′2R) ≤ κ1, (1.8)
where κ0, κ1 are positive constants, Id−1 is the (d − 1) × (d − 1) identity matrix.
Set the narrow region between ∂D1 and ∂D2 as
Ωr :=
{
(x′, xd) ∈ Rd
∣∣ h2(x′) < xd < ε+ h1(x′), |x′| < r} , for 0 < r ≤ 2R.
We assume that for some δ0 > 0,
δ0 ≤ µ, dλ+ 2µ ≤ 1
δ0
. (1.9)
Throughout the paper, unless otherwise stated, we use C to denote some positive
constant, whose values may vary from line to line, depending only on d, κ0, κ1, R, δ0,
and an upper bound of the C2,α norms of ∂D1, ∂D2 and ∂D, but not on ε. We call
a constant having such dependence a universal constant. Under the assumptions
as above, we have the following gradient estimates in all dimensions. In order to
present our idea clearly, with particular emphasis on the fact that |Σ′| > 0 implies
the boundedness of |∇u|, our first main result is restricted in dimension d = 2.
Theorem 1.1. Suppose that D1, D2 ⊂ D ⊂ R2 be defined as above and (1.3)–(1.8)
hold. Let u ∈ H1(D;R2) ∩ C1(Ω;R2) be the solution to (1.2). Then for x ∈ ΩR,
|∇u(x1, x2)|
≤ C
(
ε
|Σ′|+√ε
1
ε+ dist2(x1,Σ′)
+
ε
|Σ′|3 + ε
|x1|
ε+ dist2(x1,Σ′)
)
‖ϕ‖C2(∂D),
(1.10)
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and
‖∇u‖L∞(Ω\ΩR) ≤ C‖ϕ‖C2(∂D). (1.11)
Remark 1.2. From (1.10), we can conclude that
(a) If |Σ′| > 0, where |Σ′| denotes the area of Σ′, then for sufficiently small ε
(say, < |Σ′|), |∇u| will be bounded in ΩR, that is,
|∇u(x1, x2)| ≤ C‖ϕ‖C2(∂D), for x ∈ ΩR.
This implies that there is no blow-up to occur whenever |Σ′| > 0. It
means that this flat microstructure can not cause stress concentration. For
smoothness of the linear laminates can refer to [18,19].
(b) If Σ′ = {0′}, then |Σ′| = 0, (1.10) becomes, for x ∈ ΩR,
|∇u(x1, x2)| ≤ C
( √
ε
ε+ |x1|2 +
|x1|
ε+ |x1|2
)
‖ϕ‖C2(∂D) ≤ C√
ε+ |x1| ‖ϕ‖C2(∂D),
which is exactly the main result in [12] and shows that this upper bound
attain its maximum on the shortest segment P1P2
|∇u(0, x2)| ≤ C√
ε
‖ϕ‖C2(∂D), ∀ − ε < xd < ε.
Next, we extend Theorem 1.1 to higher dimension d ≥ 3. In order to emphasize
the role of |Σ′| in the blow-up analysis and avoid the complicated calculation, we
assume that Σ′ = B′R0(0
′), for some R0 < R. Actually, if we assume that Σ′ is
symmetric about each xi, i = 1, · · · , d − 1, then a long remark is given after the
proof of Theorem 1.3. More general cases are left to the interested readers.
Theorem 1.3. Suppose that D1, D2 ⊂ D ⊂ Rd, d ≥ 3, be defined as above and
(1.3)–(1.8) hold. Let u ∈ H1(D;Rd)∩C1(Ω;Rd) be the solution to (1.2). Then For
d ≥ 3, under the additional assumption that Σ′ is symmetric about xi respectively,
i = 1, · · · , d− 1, then for x ∈ ΩR, if d = 3,
|∇u(x′, x3)|
≤ C
(
ε
|Σ′|+ ε| log ε|
1
ε+ dist2(x′,Σ′)
+
ε
|Σ′|2 + ε
|x′|
ε+ dist2(x′,Σ′)
)
‖ϕ‖C2(∂D),
(1.12)
if d ≥ 4,
|∇u(x′, xd)|
≤ C
(
ε
|Σ′|+ ε
1
ε+ dist2(x′,Σ′)
+
ε
|Σ′| d+1d−1 + ε
|x′|
ε+ dist2(x′,Σ′)
)
‖ϕ‖C2(∂D);
(1.13)
and
‖∇u‖L∞(Ω\ΩR) ≤ C‖ϕ‖C2(∂D). (1.14)
Comparing boundedness of |∇u| in Theorem 1.1 and 1.3 with the blow-up results
in [12, 13] where we assume the relative convexity between inclusions is of order 2,
and the blow-up rate is proved to be, respectively, 1√
ε
in dimension d = 2, 1ε| log ε|
in dimension d = 3, and 1ε in higher dimensions d ≥ 4, a nature question is raised
as follows: what does exactly determine the blow-up rate?
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In order to further explore the blow-up mechanism of the gradient and answer
this question, we using the following example to reveal the relationship between
the blow-up rate of the stress and the order of the relative convexity of the two
adjacent inclusions. Under the same assumptions on h1 and h2 as before except
for the flatness condition (1.6) and (1.7), we assume that the relative convexity
between D1 and D2 is of order m, m ≥ 2, namely,
(h1 − h2)(x′) = κ0|x′|m, m ≥ 2, for x′ ∈ B′2R, (1.15)
and
|∇hi(x′)| ≤ C|x′|m−1, |∇2hi(x′)| ≤ C|x′|m−2, i = 1, 2, for x′ ∈ B′2R. (1.16)
This example gives an essentially complete answer to the above question.
Theorem 1.4. Suppose that D1, D2 ⊂ D ⊂ Rd (d ≥ 2) be defined as above,
satisfying (1.3)–(1.5), (1.15)–(1.16) and (1.8). Let u ∈ H1(D;Rd) ∩ C1(Ω;Rd) be
the solution to (1.2). Then we have
‖∇u‖L∞(Ω) ≤ C

ε−1‖ϕ‖C2(∂D), if 2 ≤ m < d− 1,
1
ε| log ε|‖ϕ‖C2(∂D), if m = d− 1,
1
εmin{1−
1
m
, d−1
m
} ‖ϕ‖C2(∂D), if d− 1 < m < d+ 1,
1
| log ε|ε1− 1m
‖ϕ‖C2(∂D), if m = d+ 1,
ε−
d
m ‖ϕ‖C2(∂D), if m > d+ 1.
Remark 1.5. Actually, we have the following pointwise upper bounds for x ∈ ΩR,
|∇u(x)| ≤ C

1
ε+|x′|m ‖ϕ‖C2(∂D), if 2 ≤ m < d− 1,(
1
| log ε|(ε+|x′|m) +
|x′|
ε+|x′|m + 1
)
‖ϕ‖C2(∂D), if m = d− 1,(
ε1−
d−1
m
ε+|x′|m +
|x′|
ε+|x′|m + 1
)
‖ϕ‖C2(∂D), if d− 1 < m < d+ 1,(
ε1−
d−1
m
ε+|x′|m +
|x′|
| log ε|(ε+|x′|m) + 1
)
‖ϕ‖C2(∂D), if m = d+ 1,(
ε1−
d−1
m
ε+|x′|m +
ε1−
d+1
m |x′|
ε+|x′|m + 1
)
‖ϕ‖C2(∂D), if m > d+ 1.
(1.17)
Remark 1.6. We now draw some conclusions from (1.17) in order:
(a) When m = 2, from the first three lines in (1.17), we can find the maximum
attain in the shortest segment between ∂D1 and ∂D2, P1P2, moreover the
blow-up rate are ε−1/2 if d = 2, (ε| log ε|)−1 if d = 3, and ε−1 if d ≥ 4,
respectively, as obtained in [12,13].
(b) From the second line in (1.17), | log ε| shows that d = m + 1 is a critical
dimension with respect to the convexity. That is the reason why the blow-
up rate is (ε| log ε|)−1 if d = 3 and m = 2.
(c) The last line in (1.17) is an important improvement of theorem 5.1 in [12],
where we only can see the blow-up rate of |∇u| is ε 1m−1, which tends to ε−1
as m→ +∞. However, from last line in (1.17), we can obtain the blow-up
rate is ε−
m
d , which tends to 1 as m→ +∞. This is exactly the reason why
|∇u| is bounded in Theorem 1.1 and 1.3 whenever |Σ′| > 0.
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This improvement is due to our estimates of |Cα1 − Cα2 | ≤ Cε1−
d+1
m ,
α = d+ 1, · · · , d(d+1)2 , for m > d+ 1. For more details, see Proposition 5.4.
(d) Moreover, for any fixed dimension d, if m ≥ d + 1 then we will find that
the maximum of the upper bounds will attain at |x′|1/m, not at the origin
x′ = 0′ any more. Thus, as m increases, it is easy to see that |x′|1/m will
be more and more away from the origin and goes to 1 as m → +∞. This
means that the stress concentration may diffuse as the relative convexity
between D1 and D1 is weakened when m increases.
All in all, we finally reveal the important role of the relative convexity between
D1 and D2 playing in the concentration mechanism of the stress. These results
may be valuable to make a composite material.
The rest of this paper is organized as follows. In Section 2, we first give some
elementary properties for the Lame´ system and a decomposition of the solution
to (1.2), and then establish the gradient estimates for a general boundary value
problem. For the sake of readability and presentation, with particular emphasis on
the fact that the flatness between ∂D1 and ∂D2 leads to the boundedness of |∇u|,
we restrict ourselves in dimension d = 2 in Section 3 and give the proof of Theorem
1.1. For higher dimensions d ≥ 3, the proof of Theorem 1.3 is given in Section
4. To investigate the relationship between the blow-up rate of the stress and the
order of the relative convexity of D1 and D2, we prove Theorem 1.4 in Section 5.
In the Appendix, we make use of the iteration technique developed in [12, 13] to
give sketches of the proofs of Theorem 2.1 and 5.1 for general Dirichlet boundary
problem (2.9) with different assumptions on ∂D1 and ∂D2.
2. Preliminary
In this section, we begin by recalling some basic properties of the tensor C in
Subsection 2.1, then decompose the solution u into several vαi in Subsection 2.2,
which are solutions of a class of Dirichlet boundary value problems. At the same
time, a family of free constant Cαi are introduced. Thus, the proof of the main
theorem is reduced to the estimates of |∇vαi | and Cαi . For the sake of simplicity, we
consider a general boundary value problem in subsection 2.3 to obtain the estimates
of |∇vαi | in various cases in a unified way. Thus, the rest sections of this paper can
be mainly devoted to the estimates of Cαi .
2.1. Properties of the tensor C. We first recall some properties of the tensor C,
mainly from book [42] of Oleinik, Shamaev, and Yosifian. For the isotropic elastic
material, let
C := (Cijkl) = (λδijδkl + µ(δikδjl + δilδjk)), µ > 0, dλ+ 2µ > 0.
The components Cijkl satisfy the following symmetry condition:
Cijkl = Cklij = Cklji, i, j, k, l = 1, 2, · · · , d. (2.1)
We will use the following notations:
(CA)ij =
d∑
k,l=1
CijklAkl, and (A,B) ≡ A : B =
d∑
i,j=1
AijBij ,
for every pair of d× d matrices A = (Aij), B = (Bij). Clearly,
(CA,B) = (A,CB).
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If A is symmetric, then, by the symmetry condition (2.1), we have that
(CA,A) = CijklAklAij = λAiiAkk + 2µAkjAkj .
Thus C satisfies the following ellipticity condition: For every d× d real symmetric
matrix η = (ηij),
min{2µ, dλ+ 2µ}|η|2 ≤ (Cη, η) ≤ max{2µ, dλ+ 2µ}|η|2, (2.2)
where |η|2 = ∑ij η2ij . In particular,
min{2µ, dλ+ 2µ}|A+AT |2 ≤ (C(A+AT ), (A+AT )). (2.3)
It is well known that for any open set O and u, v ∈ C2(O;Rd),∫
O
(C0e(u), e(v))dx = −
∫
O
(Lλ,µu) · v +
∫
∂O
∂u
∂ν0
∣∣∣
+
· v. (2.4)
2.2. Decomposition of u. As in [12,13], we decompose the solution u(x) of (1.2)
as follows
u(x) =
d(d+1)
2∑
α=1
Cα1 v
α
1 (x) +
d(d+1)
2∑
α=1
Cα2 v
α
2 (x) + v3(x), x ∈ Ω, (2.5)
where vαi ∈ C2(Ω;Rd), i = 1, 2, α = 1, 2, · · · , d(d+1)2 , and v3, respectively, satisfying
Lλ,µvαi = 0, in Ω,
vαi = ψα, on ∂Di, i = 1, 2,
vαi = 0, on ∂Dj ∪ ∂D, j 6= i,
(2.6)
and 
Lλ,µv3 = 0, in Ω,
v3 = 0, on ∂D1 ∪ ∂D2,
v3 = ϕ, on ∂D.
(2.7)
Then by (2.5), we have
∇u(x) =
d(d+1)
2∑
α=1
Cα1∇vα1 (x) +
d(d+1)
2∑
α=1
Cα2∇vα2 (x) +∇v3(x)
=
d(d+1)
2∑
α=1
(Cα1 − Cα2 )∇vα1 (x) +
d(d+1)
2∑
α=1
Cα2∇(vα1 + vα2 )(x) +∇v3(x), x ∈ Ω.
(2.8)
Thus, the proofs of our theorems are reduced to the establishment of the following
two kinds of estimates:
(i) Estimates of |∇vαi |, i = 1, 2, α = 1, · · · , d(d+1)2 , and |∇v3|;
(ii) Estimates of |Cαi |, i = 1, 2, α = 1, · · · , d(d+1)2 , and |Cα1 −Cα2 |, α = 1, · · · , d(d+1)2 .
We notice that decomposition (2.8) is a little different with that in [12,13]. Here
we also need to estimate the differences of |Cα1 −Cα2 |, α = d+ 1, · · · , d(d+1)2 , which
is new and important part for our main results. These two kinds of estimates are
connected. Estimates (ii), especially that of |Cα1 − Cα2 |, heavily depend on how
good estimates we can obtain for Estimates (i).
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2.3. A general boundary value problem. First, by theorem 1.1 in [34], we
know that |∇v3| is bounded. Because vαi is the unique solution to the Dirichlet
boundary problem on Ω, in order to obtain the estimates of |∇vαi | under a unified
framework, we consider the following general Dirichlet boundary value problem:
Lλ,µv := ∇ · (C0e(v)) = 0, in Ω,
v = ψ(x), on ∂D1,
v = 0, on ∂D2 ∪ ∂D,
(2.9)
where ψ(x) = (ψ1(x), ψ2(x), · · · , ψd(x))T ∈ C2(∂D1;Rd) is a given vector-valued
function. Thus, if we have obtained estimate of |∇v|, then taking ψ = ψα, α =
1, 2, · · · , d(d+1)2 , respectively, we can obtain that of |∇vα1 | immediately. By the same
way, we can also have that of |∇vα2 |.
Making use of the idea in [12,13], we decompose v as follows:
v = v1 + v2 + · · ·+ vd,
where vl = (v
1
l , v
2
l , · · · , vdl )T , l = 1, 2, · · · , d, with vjl = 0 for j 6= l, and vl satisfy
the following boundary value problem, respectively,
Lλ,µvl := ∇ · (C0e(vl)) = 0, in Ω,
vl = (0, · · · , 0, ψl, 0, · · · , 0)T , on ∂D1,
vl = 0, on ∂D2 ∪ ∂D.
(2.10)
Thus,
∇v =
d∑
l=1
∇vl. (2.11)
Then it suffices to estimate |∇vl| one by one.
To this end, we now introduce a scalar auxiliary function v¯ ∈ C2(Rd) such that
v¯ = 1 on ∂D1, v¯ = 0 on ∂D and
v¯(x) =
xd − h2(x′)
ε+ h1(x′)− h2(x′) , in Ω2R, (2.12)
and
‖v¯‖C2(Ω\ΩR) ≤ C. (2.13)
We now extend ψ ∈ C2(∂D1;Rd) to ψ ∈ C2(Ω;Rd) such that ‖ψl‖C2(Ω\ΩR) ≤
C‖ψl‖C2(∂D1), for l = 1, 2, · · · , d. We can find a cutoff function ρ ∈ C2(Ω) such
that
0 ≤ ρ ≤ 1, ρ = 1 on Ω2R, ρ = 0 on Ω \ Ω3R, and |∇ρ| ≤ C on Ω.
Define
v˜l(x) = (0, · · · , 0,
[
ρ(x)ψl(x′, ε+ h1(x′)) + (1− ρ(x))ψl(x′, ε+ h1(x′))
]
v¯(x), 0, · · · , 0)T , x ∈ Ω.
(2.14)
Thus,
v˜l(x) = (0, · · · , 0, ψl(x′, ε+ h1(x′))v¯(x), 0, · · · , 0)T , x ∈ Ω2R, (2.15)
and in view of (2.13),
‖v˜l‖C2(Ω\ΩR) ≤ C‖ψl‖C2(∂D1). (2.16)
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Denote
δ(x′) := ε+ h1(x′)− h2(x′), ∀ (x′, xd) ∈ Ω2R,
and
d(x′) := dΣ′(x′) = dist(x′,Σ′).
By a direct calculation, we obtain that for k = 1, · · · , d− 1,
|∂xk v¯(x)| ≤
Cd(x′)
ε+ d2(x′)
, ∂xd v¯(x) =
1
δ(x′)
, x ∈ Ω2R. (2.17)
Due to (2.17), for l = 1, 2, · · · , d, and k = 1, 2, · · · , d− 1, we have
|∂xk v˜l(x)| ≤
Cd(x′)|ψl(x′, ε+ h1(x′))|
ε+ d2(x′)
+ C‖∇ψl‖L∞ , x ∈ Ω2R, (2.18)
and
|∂xd v˜l(x)| =
|ψl(x′, ε+ h1(x′))|
δ(x′)
, x ∈ Ω2R. (2.19)
Then, we have locally piontwise gradient estimates as follows:
Theorem 2.1. Assume that hypotheses (1.4)–(1.8) are satisfied, and let v ∈ H1(Ω;Rd)
be a weak solution of problem (2.9). Then for sufficiently small 0 < ε < 1/2,
|∇(vl − v˜l)(x)| ≤ C|ψ
l(x′, ε+ h1(x′))|√
δ(x′)
+ C‖ψl‖C2(∂D1), ∀ x ∈ ΩR. (2.20)
Consequently, by (2.18), (2.19) and (2.20), we have, for x ∈ ΩR,
|ψl(x′, ε+ h1(x′))|
C(ε+ d2(x′))
≤ |∇vl(x′, xd)| ≤ C|ψ
l(x′, ε+ h1(x′))|
ε+ d2(x′)
+ C‖ψl‖C2(∂D1),
(2.21)
and finally,
|∇v(x′, xd)| ≤ C
ε+ d2(x′)
∣∣∣ψ(x′, ε+ h1(x′))∣∣∣+ C‖ψ‖C2(∂D1), ∀x ∈ ΩR,
and
‖∇v‖L∞(Ω\ΩR) ≤ C‖ψ‖C2(∂D1).
Actually, for more general Dirichlet boundary value problems:
Lλ,µv := ∇ · (C0e(v)) = 0, in Ω,
v = ψ(x), on ∂D1,
v = ψ˜(x), on ∂D2,
v = 0, on ∂D,
where ψ(x) ∈ C2(∂D1;Rd) and ψ˜(x) ∈ C2(∂D2;Rd) are given vector-valued func-
tions, with a slight modification necessary, we have
Corollary 2.2. Under the same assumptions as in Theorem 2.1, we have, for
x ∈ ΩR,
|∇v(x′, xd)| ≤ C
ε+ d2(x′)
∣∣∣ψ(x′, ε+ h1(x′))− ψ˜(x′, ε+ h2(x′))∣∣∣
+ C‖ψ‖C2(∂D1) + C‖ψ˜‖C2(∂D2),
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and
‖∇v‖L∞(Ω\ΩR) ≤ C
(
‖ψ‖C2(∂D1) + ‖ψ˜‖C2(∂D2)
)
.
Because the reason resulting in the boundedness of |∇u| of problem (1.2) is
mainly from the estimates of |Cα1 −Cα2 |, α = 1, 2, · · · , d(d+1)2 , we move the proof of
Theorem 2.1 to the Appendix.
3. Proof of Theorem 1.1
In order to present our idea clearer, with particular emphasis on the fact that
the flatness between ∂D1 and ∂D2 leads to the boundedness of |∇u|, we restrict
ourselves in this section in dimension d = 2. The proof of Theorem 1.1 relies heavily
on the estimates |Cα1 − Cα2 |, α = 1, 2, 3, in Subsection 3.2, besides that of |∇vαi |,
which is the key to determine whether |∇u| blows up or not. So the main difference
is from the estimates in Lemma 3.4, the proof is given in Subsection 3.4. First, we
have
3.1. Estimates of |∇vαi |. For problem (2.6) in dimension d = 2, taking
ψ = ψα, and v˜
α
1 := v¯ψα, α = 1, 2, 3.
and applying Theorem 2.1, we have
Corollary 3.1. Assume as in Theorem 1.1, let vαi , i = 1, 2, α = 1, 2, 3, be the weak
solutions of (2.6), respectively. Then for sufficiently small 0 < ε < 1/2, we have
|∇(vαi − v˜αi )(x1, x2)| ≤
C√
ε+ d2(x1)
, i, α = 1, 2, x ∈ ΩR; (3.1)
|∇(v3i − v˜3i )(x1, x2)| ≤
C|x1|√
ε+ d2(x1)
, i = 1, 2, x ∈ ΩR. (3.2)
Consequently, by using (2.18) and (2.19),
1
C (ε+ d2(x1))
≤ |∇vαi (x)| ≤
C
ε+ d2(x1)
, i, α = 1, 2, x ∈ ΩR; (3.3)
|∇v3i (x)| ≤
C(ε+ |x1|)
ε+ d2(x1)
, i = 1, 2, x ∈ ΩR; (3.4)
and
|∇vαi (x)| ≤ C, i = 1, 2; α = 1, 2, 3, x ∈ Ω \ ΩR. (3.5)
Especially, by (2.18) and (3.1),
|∂x1vαi (x)| ≤
C√
ε+ d2(x1)
, i, α = 1, 2, x ∈ ΩR. (3.6)
Since the estimates for |∇vαi |, even for |∇u|, in Ω \ ΩR can be obtained by the
standard interior and boundary estimates for elliptic systems, see [1, 2], we will
concentrate the estimate in the narrow region ΩR in the following.
Lemma 3.2.
|∇(vα1 + vα2 )(x)| ≤ C‖ϕ‖C2(∂D), α = 1, 2, 3, x ∈ Ω; (3.7)
and
|∇v3(x)| ≤ C‖ϕ‖C2(∂D), x ∈ Ω; (3.8)
Proof. This is an immediate consequence of Corollary 2.2. 
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In the following we will concentrate on the estimates of |Cα1 − Cα2 |.
3.2. Estimates of |Cα1 − Cα2 |, α = 1, 2, 3. Denote
aαβij := −
∫
∂Dj
∂vαi
∂ν0
∣∣∣
+
· ψβ , bβj :=
∫
∂Dj
∂v3
∂ν0
∣∣∣
+
· ψβ , α, β = 1, 2, 3.
Multiplying the first line of (2.6) and (2.7), respectively, by vβj , and applying inte-
gration by parts over Ω leads to
aαβij =
∫
Ω
(C0e(vαi ), e(v
β
j ))dx, b
β
j = −
∫
Ω
(C0e(v3), e(vβj ))dx.
It follows from the fourth line of (1.2), we have the following linear system of Cαi ,
∑3
α=1 C
α
1 a
αβ
11 +
∑3
α=1 C
α
2 a
αβ
21 = b
β
1 ,∑3
α=1 C
α
1 a
αβ
12 +
∑3
α=1 C
α
2 a
αβ
22 = b
β
2 ,
β = 1, 2, 3. (3.9)
For the sake of simplicity, let aij denote the 3 × 3 matrix (aαβij ). To estimate
|Cα1 − Cα2 |, α = 1, 2, 3, we only use the first three equations in (3.9):
a11C1 + a21C2 = b1. (3.10)
where
C1 = (C
1
1 , C
2
1 , C
3
1 )
T , C2 = (C
1
2 , C
2
2 , C
3
2 )
T , b1 = (b
1
1, b
2
1, b
3
1)
T .
(3.10) can be rewritten as
a11(C1 − C2) = p, (3.11)
where
p := b1 − (a11 + a21)C2.
In order to solve C1−C2, we need to estimate each element of a11 and p to obtain
a good control on a−111 and p by using the estimates of |∇vαi | and |∇v3| obtained in
Corollary 3.1 and Lemma 3.2. First,
Lemma 3.3.
|aαβ11 + aαβ21 | ≤ C‖ϕ‖C2(∂D), α, β = 1, 2, 3;
and
|bβ1 | ≤ C‖ϕ‖C2(∂D), β = 1, 2, 3.
Consequently,
|p| ≤ C‖ϕ‖C2(∂D). (3.12)
Proof. By definition and (3.8), we have
|bβ1 | =
∣∣∣∣∫
∂D1
∂v3
∂ν0
∣∣∣
+
· ψβ
∣∣∣∣ ≤ C‖ϕ‖C2(∂D).
Similarly, it follows from (3.7) that
|aαβ11 + aαβ21 | =
∣∣∣∣− ∫
∂D1
∂vα1
∂ν0
∣∣∣
+
· ψβ −
∫
∂D1
∂vα2
∂ν0
∣∣∣
+
· ψβ
∣∣∣∣
=
∣∣∣∣∫
∂D1
∂(vα1 + v
α
2 )
∂ν0
∣∣∣
+
· ψβ
∣∣∣∣
≤ C‖ϕ‖C2(∂D).
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On the other hand, by trace theorem and an adaption of the proof of Lemma
4.1 in [12], with minor modification, we can obtain that
|Cαi | ≤ C, i = 1, 2, α = 1, 2, 3;
Combining these estimates yields (3.12). 
Lemma 3.4. For d = 2, we have
1
C
( |Σ′|
ε
+
1√
ε
)
≤ aαα11 ≤ C
( |Σ′|
ε
+
1√
ε
)
, α = 1, 2; (3.13)
1
C
( |Σ′|3
ε
+ 1
)
≤ |a3311| ≤ C
( |Σ′|3
ε
+ 1
)
; (3.14)
|a1211| = |a2111| ≤ C
( |Σ′|√
ε
+ | log ε|
)
; (3.15)
|a1311| = |a3111| ≤ C
( |Σ′|2√
ε
+ 1
)
; (3.16)
|a2311| = |a3211| ≤ C
( |Σ′|2√
ε
+ 1
)
. (3.17)
Consequently,
1
C
( |Σ′|
ε
+
1√
ε
)2( |Σ′|3
ε
+ 1
)
≤ det a11 ≤ C
( |Σ′|
ε
+
1√
ε
)2( |Σ′|3
ε
+ 1
)
.
Here we remark that if Σ′ = {0′}, then these estimates has been obtained in [12],
except (3.15) becoming better a little bit. In order to stress the important role of
|Σ′| in the blow-up analysis of |∇u|, we first use Lemma 3.4 to solve |Cα1 − Cα2 |,
α = 1, 2, 3, and therefore obtain the estimate of |∇u|. The proof of Lemma 3.4 is
left to Subsection 3.4 below. The following proposition is important, especially the
estimate (3.19) for |C31 − C32 |.
Proposition 3.5. Let Cαi be defined in (2.5), i = 1, 2, α = 1, 2, 3. Then
|Cα1 − Cα2 | ≤
Cε
|Σ′|+√ε‖ϕ‖C2(∂D), α = 1, 2, (3.18)
and
|C31 − C32 | ≤
Cε
|Σ′|3 + ε‖ϕ‖C2(∂D). (3.19)
Proof. From (3.11), we have
a1111 a
12
11 a
13
11
a2111 a
22
11 a
23
11
a3111 a
32
11 a
33
11


C11 − C12
C21 − C22
C31 − C32
 =

p1
p2
p3
 . (3.20)
By Cramer’s rule, we see from (3.20),
C11 − C12 =
1
det a11
∣∣∣∣∣∣
p1 a
12
11 a
13
11
p2 a
22
11 a
23
11
p3 a
32
11 a
33
11
∣∣∣∣∣∣ , C21 − C22 = 1det a11
∣∣∣∣∣∣
a1111 p1 a
13
11
a2111 p2 a
23
11
a3111 p3 a
33
11
∣∣∣∣∣∣ ,
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and
C31 − C32 =
1
det a11
∣∣∣∣∣∣
a1111 a
12
11 p1
a21 a22 p2
a3111 a
32
11 p3
∣∣∣∣∣∣ .
That is,
C11 − C12 =
1
det a11
(
p1
∣∣∣∣a2211 a2311a3211 a3311
∣∣∣∣− p2 ∣∣∣∣a1211 a1311a3211 a33
∣∣∣∣+ p3 ∣∣∣∣a1211 a1311a2211 a2311
∣∣∣∣) ,
C21 − C22 =
1
det a11
(
−p1
∣∣∣∣a2111 a2311a3111 a3311
∣∣∣∣+ p2 ∣∣∣∣a1111 a1311a3111 a3311
∣∣∣∣− p3 ∣∣∣∣a1111 a1311a2111 a2311
∣∣∣∣) ,
C31 − C32 =
1
det a11
(
p1
∣∣∣∣a2111 a2211a3111 a3211
∣∣∣∣− p2 ∣∣∣∣a1111 a1211a3111 a3211
∣∣∣∣+ p3 ∣∣∣∣a1111 a1211a2111 a2211
∣∣∣∣) .
Put the estimates obtained in Lemma 3.4 and (3.12) into these formulae, we obtain
(3.18) and (3.19). 
Remark 3.6. (i) If Σ′ = {0′}, then |Σ′| = 0, thus we have
|Cα1 − Cα2 | ≤ C
√
ε‖ϕ‖C2(∂D).
This is exactly proposition 4.2 in [12].
(ii) Here the estimate of |C31 − C32 | is new and necessary.
With the lemma and proposition established we turn to the proof of Theorem
1.1.
3.3. Completion of the proof of Theorem 1.1.
Proof of Theorem 1.1. Using Corollary 3.1, Lemma 3.2, and Proposition 3.5, we
obtain for x ∈ ΩR,
|∇u(x)| ≤
3∑
α=1
|(Cα1 − Cα2 )∇vα1 (x)|+
3∑
α=1
|Cα2∇(vα1 + vα2 )(x)|+ |∇v3(x)|
≤
2∑
α=1
|(Cα1 − Cα2 )∇vα1 (x)|+
∣∣C31 − C32 ∣∣ ∣∣∇v31(x)∣∣+ C‖ϕ‖C2(∂D)
≤ C
(
ε
|Σ′|+√ε
1
ε+ d2(x1)
+
ε
|Σ′|3 + ε
|x1|
ε+ d2(x1)
)
‖ϕ‖C2(∂D) + C‖ϕ‖C2(∂D).
By the interior and boundary estimates for elliptic systems, see [1,2], we have (1.11).
This completes the proof of Theorem 1.1. 
3.4. Proof of Lemma 3.4. We now give the proof of Lemma 3.4 and pay attention
to the role of |Σ′| > 0.
Proof of Lemma 3.4. Step 1. Estimates of aαα11 , α = 1, 2.
We only estimate the case α = 1 for instance, since the case α = 2 is the same.
In view of (2.2), for α = 1,
a1111 =
∫
Ω
(C0e(v11), e(v11))dx ≤ C
∫
Ω
|∇v11 |2dx.
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We decompose the integral on the right hand side into three parts,∫
Ω
|∇v11 |2 =
∫
Σ
|∇v11 |2 +
∫
ΩR\Σ
|∇v11 |2 +
∫
Ω\ΩR
|∇v11 |2. (3.21)
For the first integral on the right hand side, by using (3.3), we have
|Σ′|
Cε
≤
∫
Σ′
∫ ε
0
1
Cε2
dx2dx1 ≤
∫
Σ
|∇v11 |2 ≤
∫
Σ′
∫ ε
0
C
ε2
dx2dx1 ≤ C|Σ
′|
ε
. (3.22)
The last integral of (3.21) is finite,∫
Ω\ΩR
|∇v11 |2 ≤ C, (3.23)
since clearly from (3.5). For the middle term of (3.21), recalling that Σ′ = (−R0, R0)
in dimension two, and d(x1) = |x1| −R0 on ΩR \ Σ, we have∫
ΩR\Σ
|∇v11 |2 ≤ C
∫
ΩR\Σ
dx
(ε+ d2(x1))2
≤ C
∫
B′R\Σ′
dx1
ε+ d2(x1)
= C
∫ R
R0
dr
ε+ (r −R0)2
= C
∫ R−R0
0
dr
ε+ r2
≤ C√
ε
,
which, together with (3.22) and (3.23), implies that
a1111 ≤ C
( |Σ′|
ε
+
1√
ε
)
.
On the other hand, to obtain the lower bound, we argue as follows. First,
a1111 =
∫
Ω
(C0e(v11), e(v11))dx ≥
1
C
∫
Ω
|e(v11)|2dx ≥
1
C
∫
ΩR
|∂x2(v11)1|2dx.
Notice that (v11)
1|∂D1 = v¯|∂D1 = 1, (v11)1|∂D2 = v¯|∂D2 = 0. By the definition of
v¯, the linearity of v¯(x1, x2) in x2 for any fixed x1 clearly implies that v¯(x1, ·) is
harmonic. Hence its energy is minimal, that is
∫ h1(x1)+ε
h2(x1)
|∂x2(v11)1|2dx2 ≥
∫ h1(x1)+ε
h2(x1)
|∂x2 v¯|2dx2 =
1
ε+ h1(x1)− h2(x1) .
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Now integrating from −R to R for x1, we obtain∫
ΩR
|∂x2(v11)1|2dx =
∫ R
−R
∫ h1(x1)+ε
h2(x1)
|∂x2(v11)1|2dx2dx1
≥
∫
B′R\ B′R0
∫ h1(x1)+ε
h2(x1)
|∂x2 v¯|2dx2dx1 +
∫ R0
−R0
∫ ε
0
|∂x2 v¯|2dx2dx1
≥ 1
C
∫
R0<|x1|<R
dx1
ε+ (|x1| −R0)2 +
∫ R0
−R0
∫ ε
0
1
Cε2
dx2dx1
≥ 1
C
( |Σ′|
ε
+
1√
ε
)
,
So we have (3.13).
Step 2. Estimate of a3311.
|a3311| =
∣∣∣∣∫
Ω
(C0e(v31), e(v31))dx
∣∣∣∣ ≤ C ∫
Ω
|∇v31 |2dx
≤ C
∫
ΩR
|x1|2
(ε+ d2(x1))2
dx+ C
≤ C
∫
Σ
|x1|2
ε2
dx+ C
∫
ΩR\Σ
((|x1| −R0) +R0)2
(ε+ (|x1| −R0)2)2 dx+ C
≤ C|Σ
′|3
ε
+ C
∫
B′R\Σ′
(|x1| −R0)2
ε+ (|x1| −R0)2 dx1 + CR
2
0
∫
B′R\Σ′
dx1
ε+ (|x1| −R0)2 + C
≤ C|Σ
′|3
ε
+
C|Σ′|2√
ε
+ C.
On the other hand, by the reasoning used for the lower bound of a1111,
|a3311| =
∣∣∣∣∫
Ω
(C0e(v31), e(v31))dx
∣∣∣∣ ≥ 1C
∫
Ω
|e(v31)|2dx ≥
1
C
∫
ΩR
|∂x3(v31)2|2dx.
Notice that (v31)
2|∂D1 = x1v¯|∂D1 = x1, (v31)2|∂D2 = x1v¯|∂D2 = 0, and recalling the
definition of v¯, x1v¯(x1, x2) is linear in x2 for fixed x1, so x1v¯(x1, ·) is also harmonic.
Hence its energy is minimal, that is,∫ h1(x1)+ε
h2(x1)
|∂x2(v31)2|2dx2 ≥
∫ h1(x1)+ε
h2(x1)
|∂x2(x1v¯)|2dx2 =
|x1|2
ε+ h1(x1)− h2(x1) .
Integrating on [−R,R] for x1, we obtain∫
ΩR
|∂x2(v31)2|2dx =
∫ R
−R
∫ h1(x1)+ε
h2(x1)
|∂x2(v31)2|2dx2dx1
≥
∫ R
R0
∫ h1(x1)+ε
h2(x1)
|∂x2(v31)2|2dx2dx1 +
∫ R0
0
∫ ε
0
|∂x2(v31)2|2dx2dx1
≥ 1
C
∫ R
R0
|x1|2
ε+ d2(x1)
dx1 +
∫ R0
0
∫ ε
0
|x1|2
Cε2
dx2dx1
≥ 1
C
( |Σ′|3
ε
+ 1
)
.
So, for ε > 0 small enough, we have (3.14).
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Step 3. Estimates of a1211 and a
21
11.
By the definition,
a1211 = a
21
11 = −
∫
∂D1
∂v11
∂ν0
∣∣∣
+
· ψ2
= −
∫
∂D1
λ(∇ · v11)n2 + µ
(
(∇v11 + (∇v11)T )~n
)
2
= −
∫
∂D1
λ
(
2∑
k=1
∂xk(v
1
1)
k
)
n2 + µ
2∑
l=1
(
∂x2(v
1
1)
l + ∂xl(v
1
1)
2
)
nl,
where
~n =
(h′1(x1),−1)√
1 + |h′1(x1)|2
.
Due to (1.6), we have
|n1| =
∣∣∣∣∣ h′1(x1)√1 + |h′1(x1)|2
∣∣∣∣∣ ≤ Cd(x1), and |n2| = 1√1 + |h′1(x1)|2 ≤ 1. (3.24)
Let
I12 :=
∫
∂D1∩BR
∂x1(v
1
1)
1n2, II12 :=
∫
∂D1∩BR
∂x2(v
1
1)
2n2,
and
III12 :=
∫
∂D1∩BR
(
∂x2(v
1
1)
1 + ∂x1(v
1
1)
2
)
n1.
It follows from (3.6) and (3.24) that
|I12| ≤
∫
∂D1∩BR
|∂x1(v11)1| ≤ C
∫
∂D1∩BR
1√
ε+ d2(x1)
≤C
(∫
Σ′
dx1√
ε
+
∫
B′R\Σ′
dx1√
ε+ d2(x1)
)
,
where ∫
B′R\Σ′
dx1√
ε+ d2(x1)
=
∫ R
R0
1√
ε+ (r −R0)2
dr ≤ C| log ε|. (3.25)
Thus,
|I12| ≤ C
( |Σ′|√
ε
+ | log ε|
)
.
Recalling the definition of v˜11 , we know (v˜
1
1)
2 = 0. So by (3.1), we have
|II12| =
∣∣∣∣∫
∂D1∩BR
∂x2(v
1
1)
2n2
∣∣∣∣
≤
∣∣∣∣∫
∂D1∩BR
∂x2(v˜
1
1)
2n2
∣∣∣∣+ ∣∣∣∣∫
∂D1∩BR
∂x2((v
1
1)
2 − (v˜11)2)n2
∣∣∣∣
≤
∫
Σ′
dx1√
ε
+ C
∫
B′R\Σ′
dx1√
ε+ d2(x1)
≤ C
( |Σ′|√
ε
+ | log ε|
)
,
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Similarly,
|III12| ≤C
∫
∂D1∩BR
d(x1)
ε+ d2(x1)
≤ C
∫
B′R\Σ′
dx1√
ε+ d2(x1)
≤ C| log ε|.
Therefore, together with the estimates of |I12| and |II12|, and the boundedness of
|∇v11 | on ∂D1 \BR, we obtain
|a1211| = |a2111| ≤ |λ||I12|+ |λ+ 2µ||II12|+ |µ||III12|+ C ≤ C
( |Σ′|√
ε
+ | log ε|
)
.
Step 4. Estimates of a1311 and a
31
11.
Recalling ψ3 = (−x2, x1)T , and making use of the boundedness of |∇v11 | on
∂D1 \BR, we have
a1311 = a
31
11 =−
∫
∂D1
∂v11
∂ν0
∣∣∣
+
· ψ3
=
∫
∂D1∩BR
(
λ
( 2∑
k=1
∂xk(v
1
1)
k
)
n1 + µ
2∑
l=1
(
∂x1(v
1
1)
l + ∂xl(v
1
1)
1
)
nl
)
x2
−
∫
∂D1∩BR
(
λ
( 2∑
k=1
∂xk(v
1
1)
k
)
n2 + µ
2∑
l=1
(
∂x2(v
1
1)
l + ∂xl(v
1
1)
2
)
nl
)
x1 +O(1)
=:I13 − II13 +O(1),
where, since x2 = ε+ h1(x1), and |x2| ≤ C(ε+ d2(x1)), it follows from (3.3) that
|I13| ≤ C
∫
B′R
|∇v11 ||x2|dx1 ≤ C,
and we divide II13 further,
II13 :=λ
∫
∂D1∩BR
∂x1(v
1
1)
1n2x1 + (λ+ 2µ)
∫
∂D1∩BR
∂x2(v
1
1)
2n2x1
+ µ
∫
∂D1∩BR
(
∂x2(v
1
1)
2 + ∂x1(v
1
1)
2
)
n1x1
= : λII113 + (λ+ 2µ)II
2
13 + µII
3
13.
From Corollary 3.1, and using (3.25) and |x2| ≤ C(ε+ d2(x1)) again, we have
|II113| ≤
∣∣∣∣∫
∂D1∩BR
∂x1(v
1
1)
1n2x1
∣∣∣∣
≤
∫
Σ′
C|x1|√
ε
+
∫
B′R\Σ′
C|x1|√
ε+ d2(x1)
≤ C|Σ
′|2√
ε
+
∫
B′R\Σ′
R0 + d(x1)√
ε+ d2(x1)
≤ C|Σ
′|2√
ε
+ C|Σ′|| log ε|+ C.
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In view of the fact that (v˜11)
2 = 0,
|II213| =
∣∣∣∣∫
∂D1∩BR
∂x2(v˜
1
1)
2n2x1 +
∫
∂D1∩BR
∂x2(v
1
1 − v˜11)2n2x1
∣∣∣∣
≤
∫
Σ′
C|x1|√
ε
+
∫
B′R\Σ′
C|x1|√
ε+ d2(x1)
≤ C|Σ
′|2√
ε
+ C|Σ′|| log ε|+ C,
The other fact that n1 = 0 on ∂D1 ∩ Σ clearly implies that
|II313| ≤ C
∫
B′R\Σ′
d(x1)|x1|
ε+ d2(x1)
≤ C
∫
B′R\Σ′
|x1|√
ε+ d2(x1)
≤ C|Σ′|| log ε|+ C.
Combining these estimates together yields
|II13| ≤ C|Σ
′|2√
ε
+ C.
So (3.16) is obtained.
Step 5. Estimates of a2311 and a
32
11.
By the definition,
a2311 = a
32
11 =−
∫
∂D1
∂v21
∂ν0
∣∣∣
+
· ψ3
=
∫
∂D1∩BR
(
λ
( 2∑
k=1
∂xk(v
2
1)
k
)
n1 + µ
2∑
l=1
(
∂x1(v
2
1)
l + ∂xl(v
2
1)
1
)
n2
)
x2
−
∫
∂D1∩BR
(
λ
( 2∑
k=1
∂xk(v
2
1)
k
)
n2 + µ
2∑
l=1
(
∂x2(v
2
1)
l + ∂xl(v
2
1)
2
)
nl
)
x1 +O(1)
= : I23 − II23 +O(1).
First, noting that |x2| ≤ C(ε+ d2(x1)), we have
|I23| ≤ C
∫
B′R
|x2|
ε+ d2(x1)
dx1 ≤ C. (3.26)
Next, denote
II123 :=
∫
∂D1∩BR
∂x1(v
2
1)
1n2x1, II
2
23 :=
∫
∂D1∩BR
∂x2(v
2
1)
2n2x1,
II323 :=
∫
∂D1∩BR
(
∂x2(v
2
1)
1 + ∂x1(v
2
1)
2
)
n1x1.
By using the fact that (v˜21)
1 = 0 on ∂D1 and (3.25), it is easy to see as before that
|II123| =
∣∣∣∣∫
∂D1∩BR
∂x1(v˜
2
1)
1n2x1 +
∫
∂D1∩BR
∂x1(v
2
1 − v˜21)1n2x1
∣∣∣∣
≤ C
∫
Σ′
|x1|√
ε
dx1 + C
∫
B′R\Σ′
|x1|√
ε+ d2(x1)
dx1
≤ C|Σ
′|2√
ε
+ C|Σ′|| log ε|+ C. (3.27)
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By n1 = 0 on ∂D1 ∩ Σ and (3.24),
|II323| ≤ C
∫
B′R\Σ′
d(x1)|x1|
ε+ d2(x1)
dx1 ≤ C
∫
B′R\Σ′
|x1|√
ε+ d2(x1)
dx1 ≤ C|Σ′|| log ε|+ C.
(3.28)
Finally, the term II223 is not immediate, we further divide it into three parts,
II223 =
∫
∂D1∩Σ
∂x2(v˜
2
1)
2n2x1 +
∫
∂D1∩BR\Σ
∂x2(v˜
2
1)
2n2x1 +
∫
∂D1∩BR
∂x2(v
2
1 − v˜21)2n2x1
=: II
2(1)
23 + II
2(2)
23 + II
2(3)
23 .
Here the first and third terms are still easy to handle. Noticing that Σ′ = (−R0, R0),
|II2(1)23 | =
∣∣∣∣∫
∂D1∩Σ
∂x2(v˜
2
1)
2n2x1
∣∣∣∣ = ∣∣∣∣∫
Σ′
x1
ε
dx1
∣∣∣∣ = 0,
and by using (3.1) and (3.25) again,
|II2(3)23 | ≤
∫
Σ′
C|x1|√
ε
dx1 +
∫
B′R\Σ′
C|x1|√
ε+ d2(x1)
dx1 ≤ C|Σ
′|2√
ε
+ C|Σ′|| log ε|+ C.
In the following, we use the Taylor expansions of h1− h2 to estimate the middle
term II
2(2)
23 .
|II2(2)23 | ≤
∣∣∣∣∣
∫
B′R\Σ′
x1
ε+ h1(x1)− h2(x1)dx1
∣∣∣∣∣
=
∣∣∣∣∣
∫ R
R0
x1
ε+ h1(x1)− h2(x1)dx1 +
∫ −R0
−R
x1
ε+ h1(x1)− h2(x1)dx1
∣∣∣∣∣ .
By the assumptions on h1 and h2, we have (h1 − h2)’s Taylor expansions at x1 =
±R0 as follows,
(h1 − h2)(x1) = c±(x1 ∓R0)2 + o
(
(x1 ∓R0)2
)
, where c± =
1
2
(h1 − h2)′′(±R0).
Thus,∫ R
R0
x1
ε+ h1(x1)− h2(x1)dx1 =
∫ R
R0
x1
ε+ c+(x1 −R0)2 dx1
+
∫ R
R0
x1o
(
(x1 −R0)2
)
[ε+ h1(x1)− h2(x1)][ε+ c+(x1 −R0)2]dx1,
and∫ −R0
−R
x1
ε+ h1(x1)− h2(x1)dx1 =
∫ −R0
−R
x1
ε+ c−(x1 +R0)2
dx1
+
∫ −R0
−R
x1o
(
(x1 +R0)
2
)
[ε+ h1(x1)− h2(x1)][ε+ c−(x1 +R0)2]dx1.
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By calculation, we have∣∣∣∣∣
∫ R
R0
x1
ε+ c+(x1 −R0)2 dx1 +
∫ −R0
−R
x1
ε+ c−(x1 +R0)2
dx1
∣∣∣∣∣
≤
∣∣∣∣ 12c+ − 12c−
∣∣∣∣ | log ε|+ C|Σ′|√ε + C,
and the remaiders are bounded by o(1/
√
ε). Hence
|II2(2)23 | ≤
∣∣∣∣ 12c+ − 12c−
∣∣∣∣ | log ε|+ C|Σ′|√ε + C.
So that
|II223| ≤
C|Σ′|2√
ε
+
(
C|Σ′|+
∣∣∣∣ 12c+ − 12c−
∣∣∣∣) | log ε|+ C.
We remark that if Σ′ = {0′}, then by the assumption that ∂D1 and ∂D2 are of
C2,α, we have c+ = c−, thus it is obvious that |II223| ≤ C. Therefore, the above
estimates of II223 is a new phenomenon due to |Σ′| > 0. So that for ε > 0 small
enough,
|II223| ≤
C|Σ′|2√
ε
+ C.
Combining with (3.26), (3.27) and (3.28) yields estimate (3.17).
The proof of Lemma 3.4 is finished. 
4. Proof of Theorem 1.3
To extend the result to general d ≥ 3 in this section we neeed to modify the
argument. Here again, we remark that it is worth paying attention to the role of
the flatness between ∂D1 and ∂D2 in the blow-up analysis of |∇u|.
4.1. Main Ingredients and Proof of Theorem 1.3. For problem (2.6) in higher
dimensions d ≥ 3, taking
ψ = ψα, and v˜
α
1 := v¯ψα, α = 1, 2, · · · ,
d(d+ 1)
2
,
in Theorem 2.1, we have
Corollary 4.1. Assume the above, let vαi , i = 1, 2, be the weak solutions of (2.6),
respectively. Then for sufficiently small 0 < ε < 1/2, we have
‖∇(vαi − v˜αi )‖L∞(Ω) ≤
C√
ε+ d2(x′)
, α = 1, 2, · · · , d; (4.1)
‖∇(vαi − v˜αi )‖L∞(Ω) ≤
C|x′|√
ε+ d2(x′)
, α = d+ 1, · · · , d(d+ 1)
2
; (4.2)
Consequently, by using (2.18),
1
C (ε+ d2(x′))
≤ |∇vαi (x)| ≤
C
ε+ d2(x′)
, i = 1, 2; α = 1, · · · , d, x ∈ ΩR; (4.3)
|∇x′vαi (x)| ≤
C√
ε+ d2(x′)
, i = 1, 2; α = 1, · · · , d, x ∈ ΩR; (4.4)
|∇vαi (x)| ≤
C(ε+ |x′|)
ε+ d2(x′)
, i = 1, 2; α = d+ 1, · · · , d(d+ 1)
2
, x ∈ ΩR; (4.5)
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|∇vαi (x)| ≤ C, i = 1, 2; α = 1, 2, · · · ,
d(d+ 1)
2
, x ∈ Ω \ ΩR; (4.6)
and
|∇(vα1 + vα2 )(x)| ≤ C‖ϕ‖C2(∂D), α = 1, 2, · · · ,
d(d+ 1)
2
, x ∈ Ω;
|∇v3(x)| ≤ C‖ϕ‖C2(∂D), x ∈ Ω.
where C is a universal constant, independent of |Σ′|.
For d ≥3, from the fourth line of (1.2), we have
∑ d(d+1)
2
α=1 C
α
1 a
αβ
11 +
∑ d(d+1)
2
α=1 C
α
2 a
αβ
21 = b
β
1 ,
∑ d(d+1)
2
α=1 C
α
1 a
αβ
12 +
∑ d(d+1)
2
α=1 C
α
2 a
αβ
22 = b
β
2 ,
β = 1, 2, · · · , d(d+ 1)
2
. (4.7)
Similarly as in Section 3, for simplicity, we use aij to denote the
d(d+1)
2 × d(d+1)2
matrix (aαβij ) and make use of the first
d(d+1)
2 equations in (4.7):
a11C1 + a21C2 = b1, (4.8)
where
Ci = (C
1
i , C
2
i , · · · , C
d(d+1)
2
i )
T , i = 1, 2, and b1 = (b
1
1, b
2
1, · · · , b
d(d+1)
2
1 )
T ,
to estimate
|Cα1 − Cα2 |, α = 1, · · · ,
d(d+ 1)
2
.
Now rewrite (4.8) as
a11(C1 − C2) = p, p := b1 − (a11 + a21)C2. (4.9)
In order to emphasize the role of |Σ′| in the blow-up analysis of |∇u| and avoid
complicated calculation, we here assume Σ′ is a ball in Rd−1. More general domain
is considered after the proof of Lemma 4.2.
Lemma 4.2. Suppose Σ′ = B′R0 . Then
for d = 3,
1
C
( |Σ′|
ε
+ | log ε|
)
≤ aαα11 ≤ C
( |Σ′|
ε
+ | log ε|
)
, α = 1, 2, 3;
(4.10)
for d ≥ 4, 1
C
( |Σ′|
ε
+ 1
)
≤ aαα11 ≤ C
( |Σ′|
ε
+ 1
)
, α = 1, 2, · · · , d;
(4.11)
and for d ≥ 3,
1
C
(
|Σ′| d+1d−1
ε
+ 1
)
≤ aαα11 ≤ C
(
|Σ′| d+1d−1
ε
+ 1
)
, α = d+ 1, · · · , d(d+ 1)
2
; (4.12)
|aαβ11 | = |aβα11 | ≤ C
( |Σ′|√
ε
+ |Σ′| d−2d−1 | log ε|+ 1
)
, α, β = 1, · · · , d; α 6= β; (4.13)
|aαβ11 | = |aβα11 | ≤ C
(
|Σ′| dd−1√
ε
+ |Σ′|| log ε|+ 1
)
, α = 1, · · · , d; β = d+ 1, · · · , d(d+ 1)
2
;
(4.14)
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|aαβ11 | = |aβα11 | ≤ C
(
|Σ′| d+1d−1√
ε
+ |Σ′| dd−1 | log ε|+ 1
)
, α, β = d+ 1, · · · , d(d+ 1)
2
; α 6= β.
(4.15)
From these estimates for each element of matrix (aαβ11 ) above, it is obvious that
a11 is invertible whenever |Σ′| > 0.
Lemma 4.3. Let Cαi be defined in (2.5), i = 1, 2, α = 1, 2, · · · , d(d+1)2 . Then Cαi
is bounded, and
|aαβ11 + aαβ21 | ≤ C‖ϕ‖C2(∂D), α, β = 1, · · · ,
d(d+ 1)
2
;
|bβ1 | ≤ C‖ϕ‖C2(∂D), β = 1, · · · ,
d(d+ 1)
2
.
Consequently,
|p| ≤ C‖ϕ‖C2(∂D). (4.16)
The proof is very similar with that of Lemma 3.3. we omit it. Using Lemma 4.2
and 4.3, we have
Proposition 4.4. Let Cαi be defined in (2.5), i = 1, 2, α = 1, 2, · · · , d(d+1)2 . Then
for d = 3, |Cα1 − Cα2 | ≤
Cε
|Σ′|+ ε| log ε| ‖ϕ‖C2(∂D), α = 1, 2, 3, (4.17)
for d ≥ 4, |Cα1 − Cα2 | ≤
Cε
|Σ′|+ ε‖ϕ‖C2(∂D), α = 1, 2, · · · , d, (4.18)
and for d ≥ 3,
|Cα1 − Cα2 | ≤
Cε
|Σ′| d+1d−1 + ε
‖ϕ‖C2(∂D). α = d+ 1, · · · , d(d+ 1)
2
. (4.19)
Now we are in position to prove Theorem 1.3.
Proof of Theorem 1.3. Since
|∇u(x)| ≤
d(d+1)
2∑
α=1
∣∣∣(Cα1 − Cα2 )∇vα1 (x)∣∣∣+
d(d+1)
2∑
α=1
∣∣∣Cα2∇(vα1 + vα2 )(x)∣∣∣+ |∇v3(x)|
≤
d∑
α=1
∣∣∣(Cα1 − Cα2 )∇vα1 (x)∣∣∣+
d(d+1)
2∑
α=d+1
∣∣∣(Cα1 − Cα2 )∇vα1 (x)∣∣∣+ C‖ϕ‖C2(∂D),
using Corollary 4.1, Lemma 4.3 and Proposition 4.4, we obtain (1.12) and (1.13)
for x ∈ ΩR. Estimate (1.14) can be obtained by standard theory of elliptic systems,
see e.g. [1, 2]. The proof of Theorem 1.3 is completed. 
4.2. Proof of Lemma 4.2.
Proof of Lemma 4.2. Step 1. Estimate aαα11 , α = 1, · · · , d(d+1)2 .
Firstly, for α = 1, · · · , d,
aαα11 =
∫
Ω
(C0e(vα1 ), e(vα1 ))dx ≤ C
∫
Ω
|∇vα1 |2dx.
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We decompose the integral on the right hand side into three parts as before,∫
Ω
|∇vα1 |2 =
∫
Σ
|∇vα1 |2 +
∫
ΩR\Σ
|∇vα1 |2 +
∫
Ω\ΩR
|∇vα1 |2. (4.20)
For the first term, by using (4.3),∫
Σ
|∇vα1 |2 ≤
∫
Σ′
∫ ε
0
C
ε2
dxddx
′ ≤ C|Σ
′|
ε
. (4.21)
For the last term of (4.20), by using (4.6),∫
Ω\ΩR
|∇vα1 |2 ≤ C. (4.22)
For the middle term of (4.20),∫
ΩR\Σ
|∇vα1 |2 ≤ C
∫
ΩR\Σ
dx
(ε+ d2(x′))2
≤ C
∫
B′R\Σ′
dx′
ε+ d2(x′)
≤ C
∫ R
R0
Crd−2
ε+ (r −R0)2 dr ≤ C
∫ R−R0
0
(t+R0)
d−2
ε+ t2
dt
≤ CRd−20
∫ R−R0
0
1
ε+ t2
dt+ C
∫ R−R0
0
td−2
ε+ t2
dt
≤ C

|Σ′| 12√
ε
+ | log ε|, d = 3,
|Σ′|
d−2
d−1√
ε
+ 1, d ≥ 4,
which, together with (4.21) and (4.22), implies that
aαα11 ≤ C
∫
Ω
|∇vα1 |2dx ≤ C
{ |Σ′|
ε + | log ε|, d = 3,
|Σ′|
ε + 1, d ≥ 4.
On the other hand,
aαα11 =
∫
Ω
(C0e(vα1 ), e(vα1 ))dx ≥
1
C
∫
Ω
|e(vα1 )|2dx
≥ 1
C
∫
Ω
|eαd(vα1 )|2dx ≥
1
C
∫
ΩR
|∂xd(vα1 )α|2dx.
By the reasoning as in Lemma 3.4, noticing that (vα1 )
α|∂D1 = v¯|∂D1 = 1, (vα1 )α|∂D2 =
v¯|∂D2 = 0, and recalling the definition of v¯, v¯(x′, xd) is linear in xd for any fixed x′,
so v¯(x′, ·) is harmonic, hence its energy is minimal, that is,
∫ h1(x′)+ε
h2(x′)
|∂xd(vα1 )α|2dxd ≥
∫ h1(x′)+ε
h2(x′)
|∂xd v¯|2dxd =
1
ε+ h1(x′)− h2(x′) .
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Integrating on B′R(0
′) for x′, we obtain
∫
ΩR
|∂xd(vα1 )α|2dx =
∫
B′R
∫ h1(x′)+ε
h2(x′)
|∂xd(vα1 )α|2dxddx′
≥
∫
B′R\Σ′
∫ h1(x′)+ε
h2(x′)
|∂xd(vα1 )α|2dxddx′ +
∫
Σ′
∫ ε
0
|∂xd(vα1 )α|2dxddx′
≥ 1
C
∫
B′R\Σ′
dx′
ε+ d2(x′)
+
∫
Σ′
∫ ε
0
1
Cε2
dxddx
′
≥ 1
C
{ |Σ′|
ε + | log ε|, d = 3,
|Σ′|
ε + 1, d ≥ 4.
Thus, (4.10) and (4.11) are obtained.
For α = d+ 1, · · · , d(d+1)2 , we have
aαα11 =
∫
Ω
(C0e(vα1 ), e(vα1 ))dx ≤ C
∫
Ω
|∇vα1 |2dx
≤ C
∫
ΩR
|x′|2
(ε+ d2(x′))2
dx+ C
≤ C
∫
Σ′
R20
ε
dx′ + C
∫
B′R\Σ′
(d(x′) +R0)2
ε+ d2(x′)
dx′ + C
≤ CR
d+1
0
ε
+ C
∫
B′R\Σ′
d2(x′)
ε+ d2(x′)
dx′ + CR20
∫
B′R\Σ′
dx′
ε+ d2(x′)
+ C
≤ C

|Σ′|2
ε + |Σ′|| log ε|+ 1, d = 3,
|Σ′|
d+1
d−1
ε + 1, d ≥ 4.
On the other hand, by observation, there exist some 1 ≤ j < d and 1 ≤ k < d
such that (v˜α1 )
j = xkv¯. For such j, we have
aαα11 =
∫
Ω
(C0e(vα1 ), e(vα1 ))dx ≥
1
C
∫
Ω
|e(vα1 )|2dx
≥ 1
C
∫
Ω
|ejd(vα1 )|2dx ≥
1
C
∫
ΩR
|∂xd(vα1 )j |2dx.
Since (vα1 )
j |∂D1 = xkv¯|∂D1 = xk, (vα1 )j |∂D2 = xkv¯|∂D2 = 0, and xkv¯(x′, xd) is linear
in xd for fixed x
′, so xkv¯(x′, ·) is harmonic, and hence it is a minimizer of the energy
functional,
∫ h1(x′)+ε
h2(x′)
|∂xd(vα1 )j |2dxd ≥
∫ h1(x′)+ε
h2(x′)
|∂xd(xkv¯)|2dxd =
x2k
ε+ h1(x′)− h2(x′) .
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Integrating on B′R(0
′) for x′, we obtain
∫
ΩR
|∂xd(vα1 )j |2dx =
∫
B′R
∫ h1(x′)+ε
h2(x′)
|∂xd(vα1 )j |2dxddx′
≥
∫
B′R\Σ′
∫ h1(x′)+ε
h2(x′)
|∂xd(vα1 )j |2dxddx′ +
∫
Σ′
∫ ε
0
|∂xd(vα1 )j |2dxddx′
≥ 1
C
∫
B′R\Σ′
x2kdx
′
ε+ d2(x′)
+
∫
Σ′
x2k
ε
dx′
≥ 1
C
(
|Σ′| d+1d−1
ε
+ 1
)
.
So, we have (4.12).
Step 2. Estimate aαβ11 for α, β = 1, · · · , d with α 6= β.
By the definition,
aαβ11 = a
βα
11 = −
∫
∂D1
∂vα1
∂ν0
∣∣∣
+
· ψβ
= −
∫
∂D1
λ(∇ · vα1 )nβ + µ
(
(∇vα1 + (∇vα1 )T )~n
)
β
= −
∫
∂D1∩BR
λ
(
d∑
k=1
∂xk(v
α
1 )
k
)
nβ + µ
d∑
l=1
(
∂xβ (v
α
1 )
l + ∂xl(v
α
1 )
β
)
nl +O(1)
=: −λIαβ − µIIαβ +O(1),
where
Iαβ :=
∫
∂D1∩BR
(
d∑
k=1
∂xk(v
α
1 )
k
)
nβ , IIαβ :=
∫
∂D1∩BR
d∑
l=1
(
∂xβ (v
α
1 )
l + ∂xl(v
α
1 )
β
)
nl,
and
~n =
(∇x′h1(x′),−1)√
1 + |∇x′h1(x′)|2
.
Due to (1.6), for k = 1, · · · , d− 1,
|nk| =
∣∣∣∣∣ ∂xkh1(x′)√1 + |∇x′h1(x′)|2
∣∣∣∣∣ ≤ Cd(x′), and |nd| = 1√1 + |∇x′h1(x′)|2 ≤ 1. (4.23)
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Then, for α = 1, · · · , d, β = 1, · · · , d− 1, it follows from (4.3) and (4.23) that
|Iαβ | ≤
∫
∂D1∩BR
∣∣∣∣∣
(
d∑
k=1
∂xk(v
α
1 )
k
)
nβ
∣∣∣∣∣
≤C
∫
B′R\Σ′
d(x′)
ε+ d2(x′)
dx′ ≤ C
∫
B′R\Σ′
dx′√
ε+ d2(x′)
≤C
∫ R
R0
rd−2√
ε+ (r −R0)2
dr ≤ C
∫ R−R0
0
(t+R0)
d−2
√
ε+ t2
dt
≤CRd−20
∫ R−R0
0
1√
ε+ t2
dt+ C
∫ R−R0
0
td−2√
ε+ t2
dt
≤C
(
|Σ′| d−2d−1 | log ε|+ 1
)
.
We devide IIαβ further into three parts,
IIαβ =
∫
∂D1∩BR
d−1∑
l=1
(
∂xβ (v
α
1 )
l + ∂xl(v
α
1 )
β
)
nl +
∫
∂D1∩BR
∂xβ (v
α
1 )
dnd +
∫
∂D1∩BR
∂xd(v
α
1 )
βnd
= : II1αβ + II
2
αβ + II
3
αβ .
Then
|II1αβ | =
∣∣∣∣∣
∫
∂D1∩BR
d−1∑
l=1
(
∂xβ (v
α
1 )
l + ∂xl(v
α
1 )
β
)
nl
∣∣∣∣∣
≤ C
∫
B′R\Σ′
d(x′)
ε+ d2(x′)
dx′ ≤ C
∫
B′R\Σ′
dx′√
ε+ d2(x′)
≤ C
(
|Σ′| d−2d−1 | log ε|+ 1
)
.
From (4.4) and (4.23),
|II2αβ | =
∣∣∣∣∫
∂D1∩BR
∂xβ (v
α
1 )
dnd
∣∣∣∣ ≤ ∫
B′R
C√
ε+ d2(x′)
dx′
≤ C
∫
Σ′
dx′√
ε
+ C
∫
B′R\Σ′
dx′√
ε+ d2(x′)
≤ C
( |Σ′|√
ε
+ |Σ′| d−2d−1 | log ε|+ 1
)
.
By the definition of v˜α1 , using the fact that (v˜
α
1 )
β = 0 if α 6= β, and (4.1),
|II3αβ | =
∣∣∣∣∫
∂D1∩BR
∂xd(v
α
1 )
βnd
∣∣∣∣
≤
∣∣∣∣∫
∂D1∩BR
∂xd((v
α
1 )
β − (v˜α1 )β)nd
∣∣∣∣
≤ C
∫
Σ′
dx′√
ε
+ C
∫
B′R\Σ′
dx′√
ε+ d2(x′)
≤ C
( |Σ′|√
ε
+ |Σ′| d−2d−1 | log ε|+ 1
)
.
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Hence
|IIαβ | ≤ C
( |Σ′|√
ε
+ |Σ′| d−2d−1 | log ε|+ 1
)
.
Therefore for α, β = 1, · · · , d with α 6= β, we have
|aαβ11 | = |aβα11 | ≤ |λ||Iαβ |+ |µ||IIαβ |+ C ≤ C
( |Σ′|√
ε
+ |Σ′| d−2d−1 | log ε|+ 1
)
.
Thus, (4.13) is obtained.
Step 3. Estimate of aαβ11 for α = 1, · · · , d, β = d+ 1, · · · , d(d+1)2 .
We take the case that α = 1, β = d+ 1 for instance. The other cases are similar.
Since ψd+1 = (−x2, x1, 0, · · · , 0)T , using the boundedness of |∇vα1 | on ∂D1 \ BR,
we have
a1 d+111 =−
∫
∂D1
∂v11
∂ν0
∣∣∣
+
· ψd+1
=
∫
∂D1∩BR
(
λ
( d∑
k=1
∂xk(v
1
1)
k
)
n1 + µ
d∑
l=1
(
∂x1(v
1
1)
l + ∂xl(v
1
1)
1
)
nl
)
x2
−
∫
∂D1∩BR
(
λ
( d∑
k=1
∂xk(v
1
1)
k
)
n2 + µ
d∑
l=1
(
∂x2(v
1
1)
l + ∂xl(v
1
1)
2
)
nl
)
x1 +O(1)
= : I1 d+1 − II1 d+1 +O(1),
where
I1 d+1 :=λ
∫
∂D1∩BR
( d∑
k=1
∂xk(v
1
1)
k
)
n1x2 + µ
∫
∂D1∩BR
d−1∑
l=1
(
∂x1(v
1
1)
l + ∂xl(v
1
1)
1
)
nlx2
+ µ
∫
∂D1∩BR
∂x1(v
1
1)
dndx2 + µ
∫
∂D1∩BR
∂xd(v
1
1)
1ndx2
= : λI11 d+1 + µ(I
2
1 d+1 + I
3
1 d+1 + I
4
1 d+1).
From (4.3) and (4.23), we have
|I11 d+1| =
∣∣∣∣∣
∫
∂D1∩BR
( d∑
k=1
∂xk(v
1
1)
k
)
n1x2
∣∣∣∣∣
≤
∫
B′R\Σ′
Cd(x′)|x2|
ε+ d2(x′)
dx′ ≤ C
∫
B′R\Σ′
|x2|√
ε+ d2(x′)
dx′.
In view of the fact that |x2| ≤ |x′| ≤ d(x′) +R0,∫
B′R\Σ′
|x2|√
ε+ d2(x′)
dx′ ≤
∫
B′R\Σ′
d(x′) +R0√
ε+ d2(x′)
dx′
≤ CR0
∫ R
R0
rd−2√
ε+ (r −R0)2
dr + C
≤ C(|Σ′|| log ε|+ 1).
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Similarly, by using (4.3) and (4.23), we have
|I21 d+1| =
∣∣∣∣∣
∫
∂D1∩BR
d−1∑
l=1
(
∂x1(v
1
1)
l + ∂xl(v
1
1)
1
)
nlx2
∣∣∣∣∣
≤
∫
B′R\Σ′
Cd(x′)|x2|
ε+ d2(x′)
dx′ ≤ C(|Σ′|| log ε|+ 1).
Making use of the fact (v˜11)
d = 0 and (4.1), we obtain
|I31 d+1| =
∣∣∣∣∫
∂D1∩BR
∂x1(v
1
1)
dndx2
∣∣∣∣
=
∣∣∣∣∫
∂D1∩BR
∂x1(v
1
1 − v˜11)dndx2
∣∣∣∣
≤
∫
Σ′
C|x′|√
ε
dx′ +
∫
B′R\Σ′
C|x′|√
ε+ d2(x′)
dx′
≤ C
(
|Σ′| dd−1√
ε
+ |Σ′|| log ε|+ 1
)
.
Similarly, we estimate I41 d+1.
|I41 d+1| =
∣∣∣∣∫
∂D1∩BR
∂xd(v
1
1)
1ndx2
∣∣∣∣
≤
∣∣∣∣∫
∂D1∩BR
∂xd(v˜
1
1)
1ndx2
∣∣∣∣+ ∣∣∣∣∫
∂D1∩BR
∂xd(v
1
1 − v˜11)1ndx2
∣∣∣∣
=: I
4(1)
1 d+1 + I
4(2)
1 d+1.
It is easy to obtain that
|I4(1)1 d+1| =
∣∣∣∣∫
∂D1∩BR
∂xd(v˜
1
1)
1ndx2
∣∣∣∣
=
∣∣∣∣∣
∫
∂D1∩Σ
x2nd
ε
+
∫
∂D1∩BR\Σ
x2nd
ε+ d2(x′)
∣∣∣∣∣
≤
∫
B′R\Σ′
|x′|
ε+ d2(x′)
dx′ ≤
∫
B′R\Σ′
R0
ε+ d2(x′)
dx′ +
∫
B′R\Σ′
dx′√
ε+ d2(x′)
≤ C
( |Σ′|√
ε
+ |Σ′| d−2d−1 | log ε|+ 1
)
,
and
|I4(2)1 d+1| =
∣∣∣∣∫
∂D1∩BR
∂xd(v
1
1 − v˜11)1ndx2
∣∣∣∣
≤
∫
Σ′
C|x′|√
ε
dx′ +
∫
B′R\Σ′
C|x′|√
ε+ d2(x′)
dx′ ≤ C
(
|Σ′| dd−1√
ε
+ |Σ′|| log ε|+ 1
)
.
Therefore,
|I41 d+1| ≤ C
(
|Σ′| dd−1√
ε
+ |Σ′|| log ε|+ 1
)
.
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The estimate of II1 d+1 is the same as I1 d+1. Combining these estimates, we have
|a1 d+111 | ≤ C
(
|Σ′| dd−1√
ε
+ |Σ′|| log ε|+ 1
)
.
So we have (4.14).
Step 4. Estimates of aαβ11 , α, β = d+ 1, · · · , d(d+1)2 with α 6= β.
We only estimate ad+1 d+211 with v˜
d+1
1 = (−v¯x2, v¯x1, 0, · · · , 0)T and ψd+2 =
(−x3, 0, x1, 0, · · · , 0)T for instance. The other cases are the same.
ad+1 d+211 =−
∫
∂D1
∂vd+11
∂ν0
∣∣∣
+
· ψd+2
=
∫
∂D1∩BR
(
λ
( d∑
k=1
∂xk(v
d+1
1 )
k
)
n1 + µ
d∑
l=1
(
∂x1(v
d+1
1 )
l + ∂xl(v
d+1
1 )
1
)
nl
)
x3
−
∫
∂D1∩BR
(
λ
( d∑
k=1
∂xk(v
d+1
1 )
k
)
n3 + µ
d∑
l=1
(
∂x3(v
d+1
1 )
l + ∂xl(v
d+1
1 )
3
)
nl
)
x1 +O(1)
= : Id+1 d+2 − IId+1 d+2 +O(1).
We divide it into two cases: (i) for d = 3, (ii) for d ≥ 4.
(i) For d = 3, in view of that |x3| = |ε+ h1(x′)| ≤ C(ε+ d2(x′)), it is easy to see
that
|I45| ≤ C
∫
B′R
|∇v41 ||x3|dx′ ≤ C.
Further divide
II45 :=λ
∫
∂D1∩BR
2∑
k=1
∂xk(v
4
1)
kn3x1 + µ
∫
∂D1∩BR
2∑
l=1
(∂x3(v
4
1)
l + ∂xl(v
4
1)
3)nlx1
+ (λ+ 2µ)
∫
∂D1∩BR
∂x3(v
4
1)
3n3x1
= : λII145 + µII
2
45 + (λ+ 2µ)II
3
45.
By (2.17), we know that
∂x1(v˜
4
1)
1 = ∂x1 v¯ · (−x2) = 0, ∂x2(v˜41)2 = ∂x2 v¯ · x1 = 0, x′ ∈ Σ′.
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Together with (4.2), we have
|II145| =
∣∣∣∣∣
∫
∂D1∩BR
2∑
k=1
∂xk(v
4
1)
kn3x1
∣∣∣∣∣
≤
∣∣∣∣∣
∫
∂D1∩BR\Σ
(
2∑
k=1
∂xk(v˜
4
1)
k
)
n3x1
∣∣∣∣∣+
∣∣∣∣∣
∫
∂D1∩BR
(
2∑
k=1
∂xk(v
4
1 − v˜41)k
)
n3x1
∣∣∣∣∣
≤
∫
B′R\Σ′
Cd(x′)|x′|2
ε+ d2(x′)
dx′ +
∫
B′R
C|x′|2√
ε+ d2(x′)
dx′
≤
∫
Σ′
C|x′|2√
ε
dx′ +
∫
B′R\Σ′
C|x′|2√
ε+ d2(x′)
dx′
≤ C|Σ
′|2√
ε
+ C|Σ′| 32 | log ε|+ C.
By (4.5) and (4.23), we have
|II245| =
∣∣∣∣∣
∫
∂D1∩BR
2∑
l=1
(∂x3(v
4
1)
l + ∂xl(v
4
1)
3)nlx1
∣∣∣∣∣
≤
∫
B′R\Σ′
Cd(x′)|x′|2
ε+ d2(x′)
dx′ ≤ C(|Σ′| 32 | log ε|+ 1).
Since ∂x3(v˜
4
1)
3 = 0,
|II345| =
∣∣∣∣∫
∂D1∩BR
∂x3(v
4
1)
3n3x1
∣∣∣∣
=
∣∣∣∣∫
∂D1∩BR
∂x3(v
4
1 − v˜41)3n3x1
∣∣∣∣
≤
∫
Σ′
C|x′|2√
ε
dx′ +
∫
B′R\Σ′
C|x′|2√
ε+ d2(x′)
dx′
≤ C|Σ
′|2√
ε
+ C|Σ′| 32 | log ε|+ C.
Combining these estimates, thus
|a4511| ≤
C|Σ′|2√
ε
+ C|Σ′| 32 | log ε|+ C.
(ii) For d ≥ 4, denote
Id+1 d+2 :=λ
∫
∂D1∩BR
d∑
k=1
∂xk(v
d+1
1 )
kn2x3 + µ
∫
∂D1∩BR
d−1∑
l=1
(
∂x1(v
d+1
1 )
l + ∂xl(v
d+1
1 )
1
)
nlx3
+ µ
∫
∂D1∩BR
∂x1(v
d+1
1 )
dndx3 + µ
∫
∂D1∩BR
∂xd(v
d+1
1 )
1ndx3
=:λI1d+1 d+2 + µ(I
2
d+1 d+2 + I
3
d+1 d+2 + I
4
d+1 d+2).
THE CONVEXITY OF INCLUSIONS AND GRADIENT’S CONCENTRATION 33
By (4.23),
|I1d+1 d+2| =
∣∣∣∣∣
∫
∂D1∩BR
d∑
k=1
∂xk(v
d+1
1 )
kn2x3
∣∣∣∣∣
≤
∫
B′R\Σ′
Cd(x′)|x′|2
ε+ d2(x′)
dx′ ≤ C(|Σ′| dd−1 | log ε|+ 1).
By (4.5) and (4.23),
|I2d+1 d+2| =
∣∣∣∣∣
∫
∂D1∩BR
d−1∑
l=1
(
∂x1(v
d+1
1 )
l + ∂xl(v
d+1
1 )
1
)
nlx3
∣∣∣∣∣
≤
∫
B′R\Σ′
Cd(x′)|x′|2
ε+ d2(x′)
dx′ ≤ C(|Σ′| dd−1 | log ε|+ 1).
Since (v˜d+11 )
d = 0, it follows that
|I3d+1 d+2| ≤
∣∣∣∣∫
∂D1∩BR
∂x1(v
d+1
1 − v˜d+11 )dndx3
∣∣∣∣
≤
∫
B′R
C|x′|2√
ε+ d2(x′)
dx′ ≤ C|Σ
′| d+1d−1√
ε
+ C|Σ′| dd−1 | log ε|+ C.
Similarly, using the symmetry,
|I4d+1 d+2| =
∣∣∣∣∫
∂D1∩BR
∂xd(v
d+1
1 )
1ndx3
∣∣∣∣
≤
∣∣∣∣∫
∂D1∩BR
∂xd(v˜
d+1
1 )
1ndx3
∣∣∣∣+ ∣∣∣∣∫
∂D1∩BR
∂xd(v
d+1
1 − v˜d+11 )1ndx3
∣∣∣∣
≤
∫
B′R\Σ′
C|x′|2
ε+ d2(x′)
dx′ +
∫
B′R
C|x′|2√
ε+ d2(x′)
dx′
≤ C|Σ
′| d+1d−1√
ε
+ C|Σ′| dd−1 | log ε|+ C.
Therefore,
|Id+1 d+2| ≤ C|Σ
′| d+1d−1√
ε
+ C|Σ′| dd−1 | log ε|+ C.
IId+1 d+2 is similar to Id+1 d+2. Then we have
|ad+1 d+211 | ≤
C|Σ′| d+1d−1√
ε
+ C|Σ′| dd−1 | log ε|+ C.
Thus, (4.15) is obtained.
The proof of Lemma 4.2 is completed. 
Remark 4.5. We would like to remark that our method can be used to deal with
more general cases, say Σ′ = {x′ ∈ Rd−1 | ∑d−1i=1 ( |xi|ai )m ≤ 1, ai > 0, m ≥ 2}. In
the following, we will present the idea below in the contex where the flat domain
Σ′ is an ellipse in dimension d = 3, and show the estimates in Lemma 4.2 still hold,
and so Theorem 1.3.
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Proof. We suppose that Σ′ is symmetric about x1, x2, respectively. Moreover, we
assume that for x′0 ∈ ∂Σ′,
(h1 − h2)(x′0) = 0, ∇x′(h1 − h2)(x′0) = 0,
and
(h1 − h2)(x′) = 1
2
(x′ − x′0)T (∇2x′(h1 − h2)(x′0))(x′ − x′0) + o((x′ − x′0)2).
We only estimate a5611 and a
14
11.
a5611 =−
∫
∂D1
∂v51
∂ν0
∣∣∣
+
· ψ6
=−
∫
∂D1
(
λ(∇ · v51)~n+ µ(∇v51 + (∇v51)T )~n
)
· (0,−x3, x2)T
=
∫
∂D1∩BR
(
λ
( 3∑
k=1
∂xk(v
5
1)
k
)
n2 + µ
3∑
l=1
(
∂x2(v
5
1)
l + ∂xl(v
5
1)
2
)
nl
)
x3
−
∫
∂D1∩BR
(
λ
( 3∑
k=1
∂xk(v
5
1)
k
)
n3 + µ
3∑
l=1
(
∂x3(v
5
1)
l + ∂xl(v
5
1)
3
)
nl
)
x2 +O(1)
= : I56 − II56 +O(1).
In view of that |x3| ≤ C(ε+ d2(x′)) for x′ ∈ B′R, we have
|I56| ≤ C
∫
B′R
|∇v51 ||x3|dx′ ≤ C.
Denote
II56 :=λ
∫
∂D1∩BR
(
2∑
k=1
∂xk(v
5
1)
k
)
n3x2 + µ
∫
∂D1∩BR
2∑
l=1
(∂x3(v
5
1)
l + ∂xl(v
5
1)
3)nlx2
+ (λ+ 2µ)
∫
∂D1∩BR
∂x3(v
5
1)
3n3x2
= : λII156 + µII
2
56 + (λ+ 2µ)II
3
56.
The estimates of II156 and II
2
56 are similar to II
1
45 and II
2
45, respectively, we only
need to estimate II356.
|II356| =
∣∣∣∣∫
∂D1∩BR
∂x3(v
5
1)
3n3x2
∣∣∣∣
≤
∣∣∣∣∫
∂D1∩Σ
∂x3(v˜
5
1)
3n3x2
∣∣∣∣+
∣∣∣∣∣
∫
∂D1∩BR\Σ
∂x3(v˜
5
1)
3n3x2
∣∣∣∣∣+
∣∣∣∣∫
∂D1∩BR
∂x3(v
5
1 − v˜51)3n3x2
∣∣∣∣
≤
∣∣∣∣∫
Σ′
Cx1x2dx
′
ε
∣∣∣∣+
∣∣∣∣∣
∫
B′R\Σ′
Cx1x2dx
′
ε+ h1(x′)− h2(x′)
∣∣∣∣∣+
∣∣∣∣∣
∫
B′R
C|x′|2dx′√
ε+ d2(x′)
∣∣∣∣∣
=: |II3(1)56 |+ |II3(2)56 |+ |II3(3)56 |.
Obviously,
|II3(1)56 | =
∣∣∣∣∫
Σ′
Cx1x2dx
′
ε
∣∣∣∣ = 0,
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R
R
D
C
B
A
Σ′
R0
x1
x2
Figure 2. Σ′ is an ellipse in dimension two.
and
|II3(3)56 | ≤
∫
B′R
C(R20 + d
2(x′))√
ε+ d2(x′)
dx′ ≤ C|Σ
′|2√
ε
+ C|Σ′| 32 | log ε|+ C.
Now we estimate II
3(2)
56 . Since Σ
′ is symmetric about x1, x2 respectively, we
assume that the corresponding partial boundaries of ∂Σ′ is g1(x1) and g2(x1). Ob-
viously, g2(x1) = −g1(x1). For fixed x1, the points of intersection to Σ′ and BR are
A,B,C,D, see Figure 2, then we have
II
3(2)
56 =
∫ R0
−R0
x1dx1
∫
AB∪CD
x2dx2
ε+ (h1 − h2)(x′) +
∫ −R0
−R
x1dx1
∫ √R2−x21
−
√
R2−x21
x2dx2
ε+ (h1 − h2)(x′)
+
∫ R
R0
x1dx1
∫ √R2−x21
−
√
R2−x21
x2dx2
ε+ (h1 − h2)(x′) .
By Taylor expansion, for x′ ∈ AB,
(h1−h2)(x1, x2) = hB(x1)(x2−g1(x1))2+o((x2−g1(x1))2), hB(x1) := 1
2
∂x2x2(h1−h2)(B),
and for x′ ∈ CD,
(h1−h2)(x1, x2) = hC(x1)(x2−g2(x1))2+o((x2−g2(x1))2), hC(x1) := 1
2
∂x2x2(h1−h2)(C).
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Then ∫
AB∪CD
x2
ε+ (h1 − h2)(x′)dx2
=
∫ A
B
x2dx2
ε+ hB(x1)(x2 − g1(x1))2 +
∫ C
D
x2dx2
ε+ hC(x1)(x2 − g2(x1))2
+
∫ A
B
x2
[
1
ε+ (h1 − h2)(x′) −
1
ε+ hB(x1)(x2 − g1(x1))2
]
dx2
+
∫ C
D
x2
[
1
ε+ (h1 − h2)(x′) −
1
ε+ hC(x1)(x2 − g2(x1))2
]
dx2
=: II
3(21)
56 + II
3(22)
56 + II
3(23)
56 + II
3(24)
56 .
We only deal with the integral on the segment AB, that on CD is the same.
II
3(21)
56 =
∫ √R2−x21
g1(x1)
x2
ε+ hB(x1)(x2 − g1(x1))2 dx2
=
∫ √R2−x21
g1(x1)
(x2 − g1(x1)) + g1(x1)
ε+ hB(x1)(x2 − g1(x1))2 dx2.
After direct calculation, we can obtain
II
3(21)
56 =
1
2hB(x1)
[
ln
(
ε+ hB(x1)(
√
R2 − x21 − g1(x1))2
)− log ε]
+
g1(x1)√
hB(x1)ε
arctan
√
hB(x1)(
√
R2 − x21 − g1(x1))√
ε
.
It is easy to see that
1
C
≤ hB(x1), hC(x1) ≤ C.
So
|II3(21)56 + II3(22)56 | ≤
Cg1(x1)√
ε
+ C| log ε|.
Note that |g1(x1)| ≤ C|x1|, we have∣∣∣∣∣
∫ R0
−R0
x1(II
3(21)
56 + II
3(22)
56 )dx1
∣∣∣∣∣ ≤ C
(∫ R0
−R0
|x1|2√
ε
dx1 +
∫ R0
−R0
|x1|| log ε|dx1
)
≤ C|Σ
′| 32√
ε
+ C|Σ′|| log ε|.
We remark that if Σ′ = {0′}, then it is easy to see that
II
3(21)
56 + II
3(22)
56 = 0.
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As for the terms II
3(23)
56 and II
3(24)
56 , similar to estimate II
2
23 in Step 5 of the proof
of Lemma 3.4, we have
|II3(23)56 | =
∣∣∣∣∣
∫ √R2−|x1|2
g1(x1)
x2
[
1
ε+ (h1 − h2)(x′) −
1
ε+ hB(x1)(x2 − g1(x1))2
]
dx2
∣∣∣∣∣
=
∣∣∣∣∣
∫ √R2−|x1|2
g1(x1)
x2o((x2 − g1(x1))2)
(ε+ (h1 − h2)(x′))(ε+ hB(x1)(x2 − g1(x1))2)dx2
∣∣∣∣∣
≤ C
∫ √R2−|x1|2
g1(x1)
o((x2 − g1(x1))3) + |g1(x1)|o((x2 − g1(x1))2)
(ε+ (x2 − g1(x1))2)2 dx2
≤ C
[
|g1(x1)|o
(
1√
ε
)
+ o (| log ε|)
]
,
which, together with |g1(x1)| ≤ C|x1|, implies that∫
Σ′
x1II
3(23)
56 dx1 = o
(
1√
ε
)
.
By the same technique, we can obtain that∫ √R2−x21
−
√
R2−x21
x2dx2
ε+ (h1 − h2)(x′) = o (| log ε|) .
Therefore, ∫ R
R0
x1dx1
∫ √R2−x21
−
√
R2−x21
x2dx2
ε+ (h1 − h2)(x′) = o (| log ε|) .
Combining these estimates above, we have
|II3(2)56 | ≤
{
C|Σ′| 32√
ε
+ C|Σ′|| log ε|+ C, |Σ′| 6= 0,
C, |Σ′| = 0.
Therefore, we have
|a5611| ≤
C|Σ′|2√
ε
+ C|Σ′| 32 | log ε|+ C.
Thus, we have the same estimate (4.15) for a5611.
As for a1411, we only need to estimate I
4(1)
14 as in Step 3 of the proof of Lemma 4.2
for d = 3,
|I4(1)14 | ≤
∣∣∣∣∣
∫
∂D1∩Σ
Cx2n3
ε
+
∫
∂D1∩BR\Σ
Cx2
ε+ h1(x′)− h2(x′)n3
∣∣∣∣∣
≤
∣∣∣∣∣
∫
B′R\Σ′
Cx2
ε+ h1(x′)− h2(x′)dx
′
∣∣∣∣∣ .
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Similar to II
3(2)
56 , we have
|I4(1)14 | =
∣∣∣∣∣
∫ R0
−R0
dx1
∫
AB∪CD
x2dx2
ε+ (h1 − h2)(x′) +
∫ −R0
−R
dx1
∫ √R2−x21
−
√
R2−x21
x2dx2
ε+ (h1 − h2)(x′)
+
∫ R
R0
dx1
∫ √R2−x21
−
√
R2−x21
x2dx2
ε+ (h1 − h2)(x′)
∣∣∣∣∣ .
Using the same procedure to estimate a5611, we have∣∣∣∣∣
∫ R0
−R0
dx1
∫
AB∪CD
x2
ε+ (h1 − h2)(x′)dx2
∣∣∣∣∣ ≤ C|Σ′|√ε + C|Σ′| 12 | log ε|+ C.
Similarly, we can obtain that∫ R
R0
dx1
∫ √R2−x21
−
√
R2−x21
x2dx2
ε+ (h1 − h2)(x′) = o (| log ε|) .
Combining these estimates above, we have
|I4(1)14 | ≤
{
C|Σ′| 32√
ε
+ C|Σ′|| log ε|+ C, |Σ′| 6= 0,
C, |Σ′| = 0.
Thus, we obtain the same upper bounds of a1411 as in Lemma 4.2. 
5. Two inclusions with relative convexity of order m
In this section, we assume that the relative convexity between D1 and D2 is of
order m, m ≥ 2, and reveal the relationship between the blow-up rate of |∇u| and
the order m of the relative convexity between D1 and D2 to explore the blow-up
mechanism of the stress in composite materials.
For d ≥ 2, under the assumptions of Theorem 1.4, we also denote
δ(x′) := ε+ h1(x′)− h2(x′), ∀ (x′, xd) ∈ ΩR.
Clearly, at this moment,
δ(x′) = ε+ κ0|x′|m. (5.1)
Similar to Theorem 2.1, we have
Theorem 5.1. Under the assumptions in Theorem 1.4, let v ∈ H1(Ω;Rd) be a
weak solution of problem (2.9). Then for sufficiently small 0 < ε < 1/2,
|∇v(x′, xd)| ≤ C
ε+ |x′|m
∣∣∣ψ(x′, ε+ h1(x′))∣∣∣+ C‖ψ‖C2(∂D1), ∀x ∈ ΩR, (5.2)
and
|∇v(x)| ≤ C‖ψ‖C2(∂D1) ∀x ∈ Ω \ ΩR.
The idea to prove Theorem 5.1 is the same as that for Theorem 2.1 with the
slight modifications necessary. We list the main differences in the Appendix.
We define v¯ by (2.12) as before. By a direct calculation, we obtain that for
k = 1, · · · , d− 1, and x ∈ ΩR,
|∂xk v¯(x)| ≤
C|x′|m−1
ε+ |x′|m , |∂xd v¯(x)| ≤
C
ε+ |x′|m , (5.3)
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Define v˜α1 := v¯ψα as before. For problem (2.6), taking the boundary data ψ = ψα
and applying Theorem 5.1, we have
Corollary 5.2. Assume the above, let vα1 , v
α
2 , v3 ∈ H1(Ω;Rd) be the weak solutions
of (2.6) and (2.7), respectively. Then for sufficiently small 0 < ε < 1/2 and i = 1, 2,
we have
|∇(vαi − v˜αi )(x′, xd)| ≤
C√
ε+ |x′|m , α = 1, · · · , d, for x ∈ ΩR, (5.4)
|∇(vαi −v˜αi )(x′, xd)| ≤
C|x′|√
ε+ |x′|m , α = d+1, · · · ,
d(d+ 1)
2
, for x ∈ ΩR. (5.5)
Consequently,
|∇vαi (x)| ≤
C
ε+ |x′|m , α = 1, · · · , d, x ∈ ΩR; (5.6)
|∇x′vαi (x)| ≤
C√
ε+ |x′|m , α = 1, · · · , d, x ∈ ΩR; (5.7)
|∇vαi (x)| ≤
C(ε+ |x′|)
ε+ |x′|m , α = d+ 1, · · · ,
d(d+ 1)
2
, x ∈ ΩR; (5.8)
|∇vαi (x)| ≤ C, α = 1, 2, · · · ,
d(d+ 1)
2
, x ∈ Ω \ ΩR; (5.9)
and
|∇(vα1 + vα2 )(x)| ≤ C‖ϕ‖C2(∂D), α = 1, 2, · · · ,
d(d+ 1)
2
, x ∈ Ω;
|∇v3(x)| ≤ C‖ϕ‖C2(∂D), x ∈ Ω.
Using these estimates for |∇vαi |, we have the following key estimates for aαβ11 .
Lemma 5.3. For d ≥ 2, we have
1
C
ρ1d−1,m(ε) ≤ aαα11 ≤ Cρ1d−1,m(ε), α = 1, · · · , d; (5.10)
1
C
ρ1d+1,m(ε) ≤ aαα11 ≤ Cρ1d+1,m(ε), α = d+ 1, · · · ,
d(d+ 1)
2
; (5.11)
|aαβ11 | = |aβα11 | ≤ Cρ22(d−1),m(ε), α, β = 1, · · · , d, α 6= β. (5.12)
|aαβ11 | = |aβα11 | ≤ Cρ22d,m(ε), α = 1, · · · , d, β = d+ 1, · · · ,
d(d+ 1)
2
. (5.13)
|aαβ11 | = |aβα11 | ≤ Cρ22(d+1),m(ε), α, β = d+ 1, · · · ,
d(d+ 1)
2
, α 6= β. (5.14)
where
ρ1k,m(ε) =

1, m < k,
| log ε|, m = k,
ε
k−m
m , m > k;
ρ2k,m(ε) =

1, m < k,
| log ε|, m = k,
ε
k−m
2m , m > k.
Using Lemma 5.3, we have the following improtant proposition, especially the
new estimate (5.16) for |Cα1 − Cα2 |, α = d+ 1, · · · , d(d+1)2 .
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Proposition 5.4. Let Cαi be defined in (2.5), i = 1, 2, α = 1, 2, · · · , d(d+1)2 . Then
Cαi are bounded, and if m ≥ d− 1, then, for α = 1, · · · , d,
|Cα1 − Cα2 | ≤
{
C
| log ε|‖ϕ‖C2(∂D), m = d− 1,
Cε1−
d−1
m ‖ϕ‖C2(∂D), m > d− 1;
(5.15)
and for α = d+ 1, · · · , d(d+1)2 ,
|Cα1 − Cα2 | ≤

C‖ϕ‖C2(∂D), d− 1 ≤ m < d+ 1,
C
| log ε|‖ϕ‖C2(∂D), m = d+ 1,
Cε1−
d+1
m ‖ϕ‖C2(∂D), m > d+ 1.
(5.16)
Proof. In view of the symmetry of aαβ11 , we write it as a block matrix
a11 =
(
A B
BT D
)
,
where
A =

a1111 · · · a1d11
...
. . .
...
ad111 · · · add11
 , B =

a1 d+111 · · · a1
d(d+1)
2
11
...
. . .
...
ad d+111 · · · ad
d(d+1)
2
11
 ,
D =

ad+1 d+111 · · · ad+1
d(d+1)
2
11
...
. . .
...
a
d(d+1)
2 d+1
11 · · · a
d(d+1)
2
d(d+1)
2
11
 .
Making use of the estimates obtained in Lemma 5.3, and thanks to Lemma 5.5
below, we can obtain (5.15) and (5.16). 
Lemma 5.5. [Lemma 6.2 in [13]] For m ≥ 1, let A, D be m×m invertible matrices
and B and C be m×m matrices satisfying, for some 0 < θ < 1 and γ > 1,
‖A−1‖ ≤ 1
θγ
, ‖B‖+ ‖C‖+ ‖D−1‖ ≤ 1
θ
.
Then there exists γ¯ = γ¯(m) > 1 and C(m) > 1, such that if γ ≥ γ¯(m)θ4 ,(
A B
C D
)
is invertible. Moreover,(
E11 E12
ET12 E22
)
:=
(
A B
C D
)−1
−
(
A−1 0
0 D−1
)
,
satisfies
‖E11‖ ≤ C(m)
θ5γ2
, ‖E12‖ ≤ C(m)
θ3γ
, ‖E22‖ ≤ C(m)
θ5γ
.
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Proof of Theorem 1.4. If m ≥ d+ 1, then by using Corollary 5.2, and Proposition
5.4, we obtain that for x ∈ ΩR,
|∇u(x)| ≤
d(d+1)
2∑
α=1
|Cα1 − Cα2 ||∇vα1 (x)|+
d(d+1)
2∑
α=1
|Cα2∇(vα1 + vα2 )(x)|+ |∇v3(x)|
≤
d∑
α=1
|Cα1 − Cα2 ||∇vα1 (x)|+
d(d+1)
2∑
α=d+1
|Cα1 − Cα2 ||∇vα1 (x)|+ C‖ϕ‖C2(∂D)
≤

C
(
ε1−
d−1
m
ε+|x′|m +
ε1−
d+1
m |x′|
ε+|x′|m + 1
)
‖ϕ‖C2(∂D), m > d+ 1,
C
(
ε1−
d−1
m
ε+|x′|m +
|x′|
| log ε|(ε+|x′|m) + 1
)
‖ϕ‖C2(∂D), m = d+ 1.
If d − 1 ≤ m < d + 1, then the elements aαβ11 , α, β = d + 1, · · · , d(d+1)2 are only
bounded. So we only can get the estimates for |Cα1 − Cα2 |, α = 1, 2, · · · , d. As
before, see [12, 13], besides using Corollary 5.2, Proposition 5.4, we need Lemma
5.5 to obtain the following estimates for x ∈ ΩR,
|∇u(x)| ≤
d∑
α=1
|Cα1 − Cα2 ||∇vα1 (x)|+
d∑
α=1
|Cα2∇(vα1 + vα2 )(x)|
+
2∑
i=1
d(d+1)
2∑
α=d+1
|Cαi ∇vαi (x)|+ |∇v3(x)|
≤
d∑
α=1
|Cα1 − Cα2 ||∇vα1 (x)|+ C
2∑
i=1
d(d+1)
2∑
α=d+1
|∇vαi (x)|+ C‖ϕ‖C2(∂D)
≤
C
(
ε1−
d−1
m
ε+|x′|m +
|x′|
ε+|x′|m + 1
)
‖ϕ‖C2(∂D), if d− 1 < m < d+ 1,
C
(
1
| log ε|(ε+|x′|m) +
|x′|
ε+|x′|m + 1
)
‖ϕ‖C2(∂D), if m = d− 1.
Thus, the proof of Theorem 1.4 is completed. 
Proof of Lemma 5.3. We just list the main differences since the reasoning is the
same.
Step 1. Estimates of aαα11 , α = 1, 2, · · · , d(d+1)2 .
First, for α = 1, · · · , d, in view of (2.2) and (5.6), we have
aαα11 =
∫
Ω
(C0e(vα1 ), e(vα1 ))dx ≤ C
∫
Ω
|∇vα1 |2dx
≤ C
∫ R
0
ρd−2
ε+ ρm
dρ+ C ≤

C, m < d− 1,
C| log ε|, m = d− 1,
Cε
d−1−m
m , m > d− 1.
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and
aαα11 =
∫
Ω
(C0e(vα1 ), e(vα1 ))dx ≥
1
C
∫
Ω
|e(vα1 )|2dx
≥ 1
C
∫
ΩR
|∂xd(vα1 )α|2dx ≥
1
C
∫
ΩR
|∂xd v¯|2dx
≥ 1
C
∫
|x′|<R
dx′
ε+ |x′|m ≥

1
C , m < d− 1,
1
C | log ε|, m = d− 1,
1
C ε
d−1−m
m , m > d− 1.
Estimate (5.10) is proved.
As for aαα11 , α = d+ 1, · · · , d(d+1)2 , we have
aαα11 =
∫
Ω
(C0e(vα1 ), e(vα1 ))dx ≤ C
∫
Ω
|∇vα1 |2dx
≤ C
∫
ΩR
|x′|2
(ε+ |x′|m)2 dx+ C
≤ C
∫ R
0
ρd
ε+ ρm
dρ+ C ≤

C, m < d+ 1
C| log ε|, m = d+ 1,
Cε
d+1−m
m , m > d+ 1.
On the other hand, similar to the proof of aαα11 in Lemma 4.2, we have
aαα11 ≥
1
C

1, m < d+ 1
| log ε|, m = d+ 1,
ε
d+1−m
m , m > d+ 1.
Thus, (5.11) holds true.
Step 2. Estimates of aαβ11 , α, β = 1, 2, · · · , d, α 6= β.
For α = 1, · · · , d, β = 1, · · · , d− 1 with α 6= β.
aαβ11 = a
βα
11 = −
∫
∂D1
∂vα1
∂ν0
∣∣∣
+
· ψβ
= −
∫
∂D1
λ
(
d∑
k=1
∂xk(v
α
1 )
k
)
nβ + µ
d∑
l=1
(
∂xβ (v
α
1 )
l + ∂xl(v
α
1 )
β
)
nl.
Denote
Iαβ :=
∫
∂D1∩BR
(
d∑
k=1
∂xk(v
α
1 )
k
)
nβ ,
and
IIαβ :=
∫
∂D1∩BR
d∑
l=1
(
∂xβ (v
α
1 )
l + ∂xl(v
α
1 )
β
)
nl
=
∫
∂D1∩BR
d−1∑
l=1
(
∂xβ (v
α
1 )
l + ∂xl(v
α
1 )
β
)
nl +
∫
∂D1∩BR
∂xβ (v
α
1 )
dnd +
∫
∂D1∩BR
∂xd(v
α
1 )
βnd
= : II1αβ + II
2
αβ + II
3
αβ ,
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where
~n =
(∇x′h1(x′),−1)√
1 + |∇x′h1(x′)|2
.
Due to (1.16), for k = 1, · · · , d− 1,
|nk| =
∣∣∣∣∣ ∂xkh1(x′)√1 + |∇x′h1(x′)|2
∣∣∣∣∣ ≤ C|x′|m−1, and |nd| = 1√1 + |∇x′h1(x′)|2 ≤ 1.
(5.17)
For α = 1, · · · , d, β = 1, · · · , d− 1, it follows from (5.6) and (5.17) that
|Iαβ | ≤
∫
∂D1∩BR
∣∣∣∣∣
(
d∑
k=1
∂xk(v
α
1 )
k
)
nβ
∣∣∣∣∣ ≤
∫
∂D1∩BR
C|x′|m−1
ε+ |x′|m dx
′ ≤
{
C, d ≥ 3,
C| log ε|, d = 2,
(5.18)
while
|II1αβ | ≤
∫
∂D1∩BR
∣∣∣∣∣
d−1∑
l=1
(
∂xβ (v
α
1 )
l + ∂xl(v
α
1 )
β
)
nl
∣∣∣∣∣ ≤
∫
B′R
C|x′|m−1√
ε+ |x′|m dx
′ ≤ C,
and
|II2αβ | ≤
∣∣∣∣∣
∫
B′R
∂xβ (v
α
1 )
dnd
∣∣∣∣∣ ≤
∫
B′R
Cdx′√
ε+ |x′|m ≤

C, m < 2(d− 1),
C| log ε|, m = 2(d− 1),
Cε
d−1
m − 12 , m > 2(d− 1).
By the definition of v˜α1 and (5.4),
|II3αβ | ≤
∣∣∣∣∫
∂D1∩BR
∂xd(v
α
1 )
βnd
∣∣∣∣
≤
∣∣∣∣∫
∂D1∩BR
(∂xd(v˜
α
1 )
β)nd
∣∣∣∣+ ∣∣∣∣∫
∂D1∩BR
|(∂xd(vα1 − v˜α1 )β)nd
∣∣∣∣
≤
∫
B′R
Cdx′√
ε+ |x′|m ≤

C, m < 2(d− 1),
C| log ε|, m = 2(d− 1),
Cε
d−1
m − 12 , m > 2(d− 1).
Here we used the fact that (v˜α1 )
β = 0 if α 6= β. Hence,
|IIαβ | ≤

C, m < 2(d− 1),
C| log ε|, m = 2(d− 1),
Cε
d−1
m − 12 , m > 2(d− 1).
This, together with (5.18), the boundedness of |∇vα1 | on ∂D1 \ BR, and the sym-
metry of aαβ11 = a
βα
11 , implies that for α, β = 1, · · · , d with α 6= β,
|aαβ11 | = |aβα11 | ≤ |λ‖Iαβ |+ |µ‖IIαβ |+ C ≤

C, m < 2(d− 1),
C| log ε|, m = 2(d− 1),
Cε
d−1
m − 12 , m > 2(d− 1).
Step 3. Estimate aαβ11 , α = 1, · · · , d, and β = d+ 1, · · · , d(d+1)2 .
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For α = 1, · · · , d, and β = d+1, · · · , d(d+1)2 , we take the case that α = 1, β = d+1
for instance. The other cases are the same. Since ψd+1 = (−x2, x1, 0 · · · , 0)T , then
using (5.7) and the boundedness of |∇vα1 | on ∂D1 \BR, we have
a1d+111 =−
∫
∂D1
∂v11
∂ν0
∣∣∣
+
· ψd+1
=
∫
∂D1
(
λ
( d∑
k=1
∂xk(v
1
1)
k
)
n1 + µ
d∑
l=1
(
∂x1(v
1
1)
l + ∂xl(v
1
1)
1
)
nl
)
x2
−
∫
∂D1
(
λ
( d∑
k=1
∂xk(v
1
1)
k
)
n2 + µ
d∑
l=1
(
∂x2(v
1
1)
l + ∂xl(v
1
1)
2
)
nl
)
x1.
Denote
I1d+1 :=λ
∫
∂D1∩BR
( d∑
k=1
∂xk(v
1
1)
k
)
n1x2 + µ
∫
∂D1∩BR
d−1∑
l=1
(
∂x1(v
1
1)
l + ∂xl(v
1
1)
1
)
nlx2
+ µ
∫
∂D1∩BR
∂x1(v
1
1)
dndx2 + µ
∫
∂D1∩BR
∂xd(v
1
1)
1ndx2
= : λI11d+1 + µI
2
1d+1 + µI
3
1d+1 + µI
4
1d+1,
and
II1d+1 :=λ
∫
∂D1∩BR
( d∑
k=1
∂xk(v
1
1)
k
)
n2x1 + µ
∫
∂D1∩BR
d−1∑
l=1
(
∂x2(v
1
1)
l + ∂xl(v
1
1)
2
)
nlx1
+ µ
∫
∂D1∩BR
∂x2(v
1
1)
dndx1 + µ
∫
∂D1∩BR
∂xd(v
1
1)
2ndx1
= : λII11d+1 + µII
2
1d+1 + µII
3
1d+1 + µII
4
1d+1.
From (5.6) and (5.17), we have
|I11d+1| =
∣∣∣∣∣
∫
∂D1∩BR
( d∑
k=1
∂xk(v
1
1)
k
)
n1x2
∣∣∣∣∣ ≤
∫
B′R
C|x′|mdx′
ε+ |x′|m ≤ C.
|I21d+1| is similar. As for |I31d+1|, from (5.4), we can obtain
|I31d+1| ≤
∣∣∣∣∫
∂D1∩BR
∂x1(v˜
1
1)
dndx2
∣∣∣∣+ ∣∣∣∣∫
∂D1∩BR
∂x1(v
1
1 − v˜11)dndx2
∣∣∣∣
≤ C
∫
B′R
|x′|dx′√
ε+ |x′|m ≤ C
∫ R
0
ρd−1√
ε+ ρm
dρ
≤

C, m < 2d,
C| log ε|, m = 2d,
Cε
2d−m
2m , m > 2d.
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Similarly, we can estimate I41d+1,
|I41d+1| ≤
∣∣∣∣∫
∂D1∩BR
∂xd(v˜
1
1)
1ndx2
∣∣∣∣+ ∣∣∣∣∫
∂D1∩BR
∂xd(v
1
1 − v˜11)dndx2
∣∣∣∣
≤ C
∣∣∣∣∣
∫
B′R
x2dx
′
ε+ κ0|x′|m
∣∣∣∣∣+
∫
B′R
C|x′|dx′√
ε+ |x′|m
≤ C
∫ R
0
ρd−1√
ε+ ρm
dρ ≤

C, m < 2d,
C| log ε|, m = 2d,
Cε
2d−m
2m , m > 2d.
Therefore,
|I1d+1| ≤

C, m < 2d,
C| log ε|, m = 2d,
Cε
2d−m
2m , m > 2d.
The estimate of II1d+1 is similar to that of I1d+1. Combining these estimates, we
have
|a1 d+111 | ≤

C, m < 2d,
C| log ε|, m = 2d,
Cε
2d−m
2m , m > 2d.
Step 4. Estimates of aαβ11 , α, β = d+ 1, · · · , d(d+1)2 with α 6= β.
For α, β = d+ 1, · · · , d(d+1)2 with α 6= β, we only estimate ad+1 d+211 with v˜d+11 =
(−v¯x2, v¯x1, 0, · · · , 0)T and ψd+2 = (−x3, 0, x1, 0, · · · , 0)T for instance. The other
cases are the same.
ad+1 d+211
=−
∫
∂D1
∂vd+11
∂ν0
∣∣∣
+
· ψd+2
=
∫
∂D1∩BR
(
λ
( d∑
k=1
∂xk(v
d+1
1 )
k
)
n1 + µ
d∑
l=1
(
∂x1(v
d+1
1 )
l + ∂xl(v
d+1
1 )
1
)
nl
)
x3
−
∫
∂D1∩BR
(
λ
( d∑
k=1
∂xk(v
d+1
1 )
k
)
n3 + µ
d∑
l=1
(
∂x3(v
d+1
1 )
l + ∂xl(v
d+1
1 )
3
)
nl
)
x1 +O(1)
=: Id+1 d+2 − IId+1 d+2 +O(1).
Step 4.1. For d = 3, in view of that |x3| ≤ C(ε+ |x′|m) on ∂D1, we have
|I45| ≤
∫
B′R
C|x′‖x3|
ε+ |x′|m dx
′ ≤ C.
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Denote
II45 :=λ
∫
∂D1∩BR
2∑
k=1
∂xk(v
4
1)
kn3x1 + (λ+ 2µ)
∫
∂D1∩BR
∂x3(v
4
1)
3n3x1
+ µ
∫
∂D1∩BR
2∑
l=1
(∂x3(v
4
1)
l + ∂xl(v
4
1)
3)nlx1 +O(1)
= : λII145 + (λ+ 2µ)II
2
45 + µII
3
45 +O(1),
From (5.3) and (5.5), we have
|II145| ≤
∣∣∣∣∣
∫
∂D1∩BR
2∑
k=1
∂xk(v
4
1)
kn3x1
∣∣∣∣∣
≤
∣∣∣∣∣
∫
∂D1∩BR
2∑
k=1
∂xk(v˜
4
1)
kn3x1
∣∣∣∣∣+
∣∣∣∣∣
∫
∂D1∩BR
2∑
k=1
∂xk(v
4
1 − v˜41)kn3x1
∣∣∣∣∣
≤
∫
B′R
C|x′|m+1
ε+ |x′|m dx
′ +
∫
B′R
C|x′|2√
ε+ |x′|m dx
′
≤
∫ R
0
ρ3√
ε+ ρm
dρ ≤ C

C, m < 8,
C| log ε|, m = 8,
Cε
8−m
2m , m > 8.
Since (v˜41)
3 = 0, we have
|II245| ≤
∣∣∣∣∫
∂D1∩BR
∂x3(v˜
4
1)
3n3x1
∣∣∣∣+ ∣∣∣∣∫
∂D1∩BR
∂x3(v
4
1 − v˜41)3n3x1
∣∣∣∣
≤
∫
B′R
C|x′|2√
ε+ |x′|m dx
′ ≤
∫ R
0
ρ3√
ε+ ρm
dρ
≤

C, m < 8,
C| log ε|, m = 8,
Cε
8−m
2m , m > 8.
In view of (5.17), we have
|II345| ≤
∣∣∣∣∣
∫
∂D1∩BR
2∑
l=1
(∂x3(v
4
1)
l + ∂xl(v
4
1)
3)nlx1
∣∣∣∣∣ ≤
∫
B′R
C|x′|m+1
ε+ |x′|m dx
′ ≤ C.
Combining these estimates yields
|a4511| ≤

C, m < 8,
C| log ε|, m = 8,
Cε
8−m
2m , m > 8.
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Step 4.2. For d > 3, denote
Id+1 d+2 =
∫
∂D1∩BR
[
λ
d∑
k=1
∂xk(v
d+1
1 )
kn1x3 + µ
d−1∑
l=1
(
∂x1(v
d+1
1 )
l + ∂xl(v
d+1
1 )
1
)
nlx3
]
+
∫
∂D1∩BR
µ∂x1(v
d+1
1 )
dndx3 +
∫
∂D1∩BR
µ∂xd(v
d+1
1 )
1ndx3
:= I1d+1 d+2 + I
2
d+1 d+2 + I
3
d+1 d+2.
Since |nl| ≤ C|x′|m−1 for l = 1, · · · , d− 1, we have
|I1d+1 d+2| ≤
∫
B′R
C|x′|m+1
ε+ |x′|m dx
′ ≤ C.
In view of (v˜d+11 )
d = 0, we have
|I2d+1 d+2| ≤
∣∣∣∣∫
∂D1∩BR
∂x2(v
d+1
1 − v˜d+11 )dndx3
∣∣∣∣
≤
∫
B′R
C|x′|2√
ε+ |x′|m dx
′
=
∫ R
0
Cρd√
ε+ ρm
dρ ≤

C, m < 2(d+ 1),
C| log ε|, m = 2(d+ 1),
Cε
2(d+1)−m
2m , m > 2(d+ 1).
Using the symmetry,∣∣∣∣∫
∂D1∩BR
∂xd(v˜
d+1
1 )
1ndx3
∣∣∣∣ =
∣∣∣∣∣
∫
B′R
x2x3
ε+ |x′|m dx
′
∣∣∣∣∣ = 0,
then
|I3d+1 d+2| ≤
∣∣∣∣∫
∂D1∩BR
∂xd(v
d+1
1 − v˜d+11 )1ndx3
∣∣∣∣
≤
∫
B′R
|x′|2√
ε+ |x′|m dx
′ ≤

C, m < 2(d+ 1),
C| log ε|, m = 2(d+ 1),
Cε
2(d+1)−m
2m , m > 2(d+ 1).
Therefore,
|Id+1 d+2| ≤

C, m < 2(d+ 1),
C| log ε|, m = 2(d+ 1),
Cε
2(d+1)−m
2m , m > 2(d+ 1).
Similarly, we have
|IId+1 d+2| ≤

C, m < 2(d+ 1),
C| log ε|, m = 2(d+ 1),
Cε
2(d+1)−m
2m , m > 2(d+ 1).
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As a conclusion, for d ≥ 3,
|ad+1 d+211 | ≤

C, m < 2(d+ 1),
C| log ε|, m = 2(d+ 1),
Cε
2(d+1)−m
2m , m > 2(d+ 1).
We finish the proof of Lemma 5.3. 
6. Appendix: The proof of Theorem 2.1 and 5.1
For the completeness, we give a sketch of the proof of Theorem 2.1 in Subsection
6.1 and that of Theorem 5.1 in Subsection 6.2, although the idea, especially the
iteration technique, is mainly from [12,13].
6.1. Proof of theorem 2.1. Recalling that
δ(x′) := ε+ h1(x′)− h2(x′), ∀ (x′, xd) ∈ ΩR,
and
d(x′) := dΣ′(x′) = dist(x′,Σ′).
By (1.7), we have
1
C
(ε+ d2(z′)) ≤ δ(z′) ≤ C(ε+ d2(z′)).
By a direct calculation, we obtain that for k, j = 1, · · · , d− 1, and x ∈ ΩR,
|∂xkxj v¯(x)| ≤
C
ε+ d2(x′)
, |∂xkxd v¯(x)| ≤
Cd(x′)
(ε+ d2(x′))2
, ∂xdxd v¯(x) = 0. (6.1)
Due to (2.17), and (6.1), for l = 1, 2, · · · , d, and k, j = 1, 2, · · · , d− 1, for x ∈ ΩR,
|∂xkxj v˜l(x)|
≤ C|ψ
l(x′, ε+ h1(x′))|
ε+ d2(x′)
+ C
(
d(x′)
ε+ d2(x′)
+ 1
)
‖∇ψl‖L∞ + C‖∇2ψl‖L∞ , (6.2)
|∂xkxd v˜l(x)| ≤
Cd(x′)
(ε+ d2(x′))2
|ψl(x′, ε+ h1(x′))|+ C
ε+ d2(x′)
‖∇ψl‖L∞ , (6.3)
∂xdxd v˜l(x) = 0. (6.4)
Here and throughout this section, for simplicity we use ‖∇ψ‖L∞ and ‖∇2ψ‖L∞ to
denote ‖∇ψ‖L∞(∂D1) and ‖∇2ψ‖L∞(∂D1), respectively.
Set
Ω̂s(z
′) :=
{
x ∈ Ω2R
∣∣ |x′ − z′| < s } , ∀ 0 ≤ s ≤ R.
It follows from (2.14) and (6.2)–(6.4) that for x ∈ ΩR, l = 1, 2, · · · , d,
|Lλ,µv˜l| ≤ C|∇2v˜l| ≤
(
C
ε+ d2(x′)
+
Cd(x′)
(ε+ d2(x′))2
)
|ψl(x′, ε+ h1(x′))|
+
C
ε+ d2(x′)
‖∇ψl‖L∞ + C‖∇2ψl‖L∞ , (6.5)
where C is independent of ε.
Let
wl := vl − v˜l, l = 1, 2, · · · , d. (6.6)
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Proof of Theorem 2.1. Step 1. Let vl ∈ H1(Ω;Rd) be a weak solution of (2.10).
We first prove that∫
Ω
|∇wl|2dx ≤ C‖ψl‖2C2(∂D1), l = 1, 2, · · · , d. (6.7)
For simplicity, we denote
w := wl, and v˜ := v˜l.
Thus, w satisfies {
Lλ,µw = −Lλ,µv˜, in Ω,
w = 0, on ∂Ω.
(6.8)
Multiplying the equation in (6.8) by w and applying integration by parts, we get∫
Ω
(
C0e(w), e(w)
)
dx =
∫
Ω
w (Lλ,µv˜) dx. (6.9)
Since w = 0 on ∂Ω, by the Poincare´ inequality,
‖w‖L2(Ω\ΩR) ≤ C‖∇w‖L2(Ω\ΩR). (6.10)
Note that the above constant C is independent of ε. Using the Sobolev trace
embedding theorem, ∫
|x′|=R,
h2(x
′)<xd<ε+h1(x′)
|w|ds ≤ C
(∫
Ω\ΩR
|∇w|2dx
) 1
2
. (6.11)
According to (2.18), we have∫
ΩR
|∇x′ v˜|2dx
≤ C
∫
|x′|<R
(ε+ h1(x
′)− h2(x′))
(
d2(x′)|ψl(x′, ε+ h1(x′))|2
(ε+ d2(x′))2
+ ‖∇ψl‖2L∞
)
dx′
≤ C‖ψl‖2C1(∂D1), (6.12)
where C depends only on d and κ0.
The first Korn’s inequality together with (2.3), (2.4), (2.16) and (6.10) implies∫
Ω
|∇w|2dx ≤ 2
∫
Ω
|e(w)|2dx
≤C
∣∣∣∣∫
ΩR
w(Lλ,µv˜)dx
∣∣∣∣+ C
∣∣∣∣∣
∫
Ω\ΩR
w(Lλ,µv˜)dx
∣∣∣∣∣
≤C
∣∣∣∣∫
ΩR
w(Lλ,µv˜)dx
∣∣∣∣+ C‖ψl‖C2(∂D1) ∫
Ω\ΩR
|w|dx
≤C
∣∣∣∣∫
ΩR
w(Lλ,µv˜)dx
∣∣∣∣+ C‖ψl‖C2(∂D1)
(∫
Ω\ΩR
|∇w|2
)1/2
,
50 Y.Y. HOU, H.J. JU, AND H.G. LI
while, due to (6.4), (6.11) and (6.12),∣∣∣∣∫
ΩR
w(Lλ,µv˜)dx
∣∣∣∣ ≤ C ∑
k+l<2d
∣∣∣∣∫
ΩR
w∂xkxl v˜dx
∣∣∣∣
≤C
∫
ΩR
|∇w‖∇x′ v˜|dx+
∫
|x′|=R,
h2(x
′)<xd<ε+h1(x′)
C|∇x′ v˜‖w|dx
≤C
(∫
ΩR
|∇w|2dx
) 1
2
(∫
ΩR
|∇x′ v˜|2dx
) 1
2
+ C‖ψl‖C1(∂D1)
(∫
Ω\ΩR
|∇w|2dx
) 1
2
≤C‖ψl‖C1(∂D1)
(∫
Ω
|∇w|2dx
) 1
2
.
Therefore, ∫
Ω
|∇w|2dx ≤ C‖ψl‖C2(∂D1)
(∫
Ω
|∇w|2dx
) 1
2
.
Step 2. Proof of∫
Ω̂δ(z′)
|∇w|2dx ≤ Cδd−1
(
|ψl(z′, ε+ h1(z′))|2 + δ(‖ψl‖2C2(∂D1) + 1)
)
, (6.13)
where δ = δ(z′) = ε+ h1(z′)− h2(z′), and
Ω̂t(z
′) :=
{
x ∈ Rd ∣∣ h2(x′) < xd < ε+ h1(x′), |x′ − z′| < t} .
The following iteration scheme we used is similar in spirit to that used in [12,34].
For 0 < t < s < R, let η be a smooth cutoff function satisfying η(x′) = 1 if
|x′ − z′| < t, η(x′) = 0 if |x′ − z′| > s, 0 ≤ η(x′) ≤ 1 if t ≤ |x′ − z′| ≤ s, and
|∇x′η(x′)| ≤ 2s−t . Multiplying the equation in (6.8) by wη2 and integrating by
parts leads to ∫
Ω̂s(z′)
(
C0e(w), e(wη2)
)
dx =
∫
Ω̂s(z′)
(
wη2
)Lλ,µv˜dx. (6.14)
By the first Korn’s inequality and the standard arguments, we have∫
Ω̂s(z′)
(C0e(w), e(η2w))dx ≥ 1
C
∫
Ω̂s(z′)
|η∇w|2dx− C
∫
Ω̂s(z′)
|∇η|2|w|2dx. (6.15)
For the right hand side of (6.14), in view of Ho¨lder inequality and Cauchy inequality,∣∣∣∣∣
∫
Ω̂s(z′)
(η2w)Lλ,µv˜dx
∣∣∣∣∣ ≤
(∫
Ω̂s(z′)
|w|2dx
) 1
2
(∫
Ω̂s(z′)
|Lλ,µv˜|2dx
) 1
2
≤ C
(s− t)2
∫
Ω̂s(z′)
|w|2dx+ C(s− t)2
∫
Ω̂s(z′)
|Lλ,µv˜|2dx.
This, together with (6.14) and (6.15), implies that∫
Ω̂t(z)
|∇w|2dx ≤ C
(s− t)2
∫
Ω̂s(z′)
|w|2dx+ C(s− t)2
∫
Ω̂s(z′)
|Lλ,µv˜|2dx. (6.16)
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We know that w = 0 on Γ−R, where Γ
−
R := {x ∈ R| xd = h2(x′), |x′| < R}. By
using (1.4)–(1.8) and Ho¨lder inequality, we obtain∫
Ω̂s(z′)
|w|2dx =
∫
Ω̂s(z′)
∣∣∣∣∣
∫ xd
h2(x′)
∂xdw(x
′, ξ)dξ
∣∣∣∣∣
2
dx
≤
∫
Ω̂s(z′)
(ε+ h1(x
′)− h2(x′))
∫ ε+h1(x′)
h2(x′)
|∇w(x′, ξ)|2dξ dx
≤ Cδ2(z′)
∫
Ω̂s(z′)
|∇w|2dx. (6.17)
It follows from (6.5) and the mean value theorem that∫
Ω̂s(z′)
|Lλ,µv˜|2dx
≤ |ψl(z′, ε+ h1(z′))|2
∫
Ω̂s(z′)
(
C
ε+ d2(x′)
+
Cd(x′)
(ε+ d2(x′))2
)2
dx
+ ‖∇ψl‖2L∞
∫
Ω̂s(z′)
(
C
ε+ d2(x′)
+
Cd(x′)
(ε+ d2(x′))2
)2
|x′ − z′|2dx
+ ‖∇ψl‖2L∞
∫
Ω̂s(z′)
(
C
ε+ d2(x′)
)2
dx+ Cδ(z′)sd−1‖∇2ψl‖2L∞
≤C|ψl(z′, ε+ h1(z′))|2
∫
|x′−z′|<s
dx′
(ε+ d2(x′))2
+ C‖∇ψl‖2L∞
∫
|x′−z′|<s
(
1
ε+ d2(x′)
+
s2
(ε+ d2(x′))2
)
dx′ + Cδ(z′)sd−1‖∇2ψl‖2L∞ .
(6.18)
We further divide into three cases to derive the iteration formula by using (6.16).
Case 1. For z′ ∈ Σ′−√ε := {x′ ∈ Σ′ | d(x′, ∂Σ′) >
√
ε} and 0 < s < √ε, where
δ(z′) = ε.
We here assume that B′√
ε
⊂ Σ′ (otherwise, start from Case 2), then∫
Ω̂s(z′)
|w|2 ≤ Cε2
∫
Ω̂s(z′)
|∇w|2. (6.19)
Denote
F (t) :=
∫
Ω̂t(z′)
|∇w|2.
It follows from (6.16) and (6.19) that
F (t) ≤
(
c1ε
s− t
)2
F (s), (6.20)
where c1 is a universal constant but independent of |Σ′|.
Let k =
[
1
4c1
√
ε
]
and ti = δ+ 2c1iε, i = 1, 2, · · · , k. Then by (6.20) with s = ti+1
and t = ti, we have
F (ti) ≤ 1
4
F (ti+1).
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After k iterations, using (6.7), we have
F (t0) ≤ (1
4
)kF (tk) ≤ Cεd−1.
Here we take εd−1 to keep consistent with Case 2 below. Therefore, for some
sufficiently small ε > 0, ∫
Ω̂δ(z′)
|∇w|2 dx ≤ Cεd−1.
Case 2. For z′ ∈ Σ′√
ε
\ Σ′−√ε, where Σ′√ε := {x′ ∈ B′R | dist(x′,Σ′) <
√
ε} and
0 < s <
√
ε, we have ε ≤ δ(z′) ≤ Cε.
By means of (6.17) and (6.18), we have∫
Ω̂s(z′)
|w|2dx ≤ Cε2
∫
Ω̂s(z′)
|∇w|2dx, (6.21)
and∫
Ω̂s(z′)
|Lλ,µv˜|2dx
≤ C|ψl(z′, ε+ h1(z′))|2 s
d−1
ε2
+ C‖∇ψl‖2L∞
sd−1
ε
+ Cε sd−1‖∇2ψl‖2L∞ . (6.22)
By (6.16), (6.21) and (6.22), for some universal constant c1 > 0, we get for
0 < t < s <
√
ε,
F (t) ≤
(
c1ε
s− t
)2
F (s) + C(s− t)2sd−1·( |ψl(z′, ε+ h1(z′))|2
ε2
+
‖∇ψl‖2L∞
ε
+ ε‖∇2ψl‖2L∞
)
. (6.23)
Let ti = δ + 2c1iε, i = 0, 1, · · · and k =
[
1
4c1
√
ε
]
+ 1, then
c1ε
ti+1 − ti =
1
2
.
Using (6.23) with s = ti+1 and t = ti, we obtain
F (ti) ≤ 1
4
F (ti+1) + C(i+ 1)
d−1εd−1·(|ψl(z′, ε+ h1(z′))|2 + ε(‖∇ψl‖2L∞ + ‖∇2ψl‖2L∞)) , i = 0, 1, 2, · · · , k.
After k iterations, making use of (6.7), we have, for sufficiently small ε,
F (t0) ≤
(1
4
)k
F (tk) + Cε
d−1
k∑
i=1
(1
4
)i−1
(i+ 1)d−1·(|ψl(z′, ε+ h1(z′))|2 + ε(‖∇ψl‖2L∞ + ‖∇2ψ1‖2L∞))
≤ (1
4
)k
F (
√
ε) + Cεd−1
(|ψl(z′, ε+ h1(z′))|2 + ε(‖∇ψl‖2L∞ + ‖∇2ψl‖2L∞))
≤ Cεd−1
(
|ψl(z′, ε+ h1(z′))|2 + ε‖ψl‖2C2(∂D1)
)
,
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here we used the fact that
(
1
4
)k ≤ ( 14) 14c1√ε ≤ εd−1 if ε sufficiently small. This
implies that
‖∇w‖2
L2(Ω̂δ(z′))
≤ Cεd−1
(
|ψl(z′, ε+ h1(z′))|2 + ε‖ψl‖2C2(∂D1)
)
.
Case 3. For z′ ∈ B′R \ Σ′√ε, and 0 < s < 23d(z′), we have Cd2(z′) ≤ δ(z′) ≤
(C + 1)d2(z′).
By using (6.17) and (6.18) again, we have∫
Ω̂s(z′)
|w|2dx ≤ Cd4(z′)
∫
Ω̂s(z′)
|∇w|2dx,∫
Ω̂s(z′)
|Lλ,µv˜|2dx ≤ C|ψl(z′, ε+ h1(z′))|2 s
d−1
d4(z′)
+ C‖∇ψl‖2L∞
sd−1
d2(z′)
+ Cd2(z′)sd−1‖∇2ψl‖2L∞ .
Thus, for 0 < t < s < 2d(z
′)
3 ,
F (t) ≤
(
c2d
2(z′)
s− t
)2
F (s) + C(s− t)2sd−1·( |ψl(z′, ε+ h1(z′))|2
d4(z′)
+
‖∇ψl‖2L∞
d2(z′)
+ d2(z′)‖∇2ψl‖2L∞
)
, (6.24)
where c2 is another universal constant. Taking the same iteration procedure as in
Case 1, setting ti = δ + 2c2id
2(z′), i = 0, 1, · · · and k =
[
1
4c2d(z′)
]
+ 1, by (6.40)
with s = ti+1 and t = ti, we have, for i = 0, 1, 2, · · · , k,
F (ti) ≤ 1
4
F (ti+1) + C(i+ 1)
d−1d2(d−1)(z′)·(|ψl(z′, ε+ h1(z′))|2 + d2(z′)(‖∇ψl‖2L∞ + ‖∇2ψl‖2L∞)) .
Similarly, after k iterations, we have
F (t0) ≤
(1
4
)k
F (tk) + C
k∑
i=1
(1
4
)i−1
(i+ 1)d−1d2(d−1)(z′)·(|ψl(z′, ε+ h1(z′))|2 + d2(z′)(‖∇ψl‖2L∞ + ‖∇2ψl‖2L∞))
≤ (1
4
)k
F (d(z′))
+ Cd2(d−1)(z′)
(|ψl(z′, ε+ h1(z′))|2 + d2(z′)(‖∇ψl‖2L∞ + ‖∇2ψ1‖2L∞))
≤Cd2(d−1)(z′)
(
|ψl(z′, ε+ h1(z′))|2 + d2(z′)‖ψl‖2C2(∂D1)
)
,
which implies that
‖∇w‖2
L2(Ω̂δ(z′))
≤ Cd2(d−1)(z′)
(
|ψl(z′, ε+ h1(z′))|2 + d2(z′)‖ψl‖2C2(∂D1)
)
.
Therefore, (6.13) is proved.
Step 3. Proof of that for l = 1, 2, · · · , d,
|∇wl(x)| ≤ C|ψ
l(x′, ε+ h1(x′))|√
δ(x′)
+ C‖ψl‖C2(∂D1), ∀ x ∈ ΩR. (6.25)
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By the rescaling argument, Sobolev embedding theorem, W 2,p estimate and
bootstrap argument, the same as in [12,13], we have
‖∇w‖L∞(Ω̂δ/2(z)) ≤
C
δ
(
δ1−
d
2 ‖∇w‖L2(Ω̂δ(z′)) + δ2‖Lλ,µv˜‖L∞(Ω̂δ(z′))
)
. (6.26)
By (6.5) and (6.13), we have
δ−
d
2 ‖∇w‖L2(Ω̂δ(z′)) ≤
C√
δ
|ψl(z′, ε+ h1(z′))|+ C‖ψl‖C2(∂D1),
and
δ‖Lλ,µv˜‖L∞(Ω̂δ(z′)) ≤
C√
δ
|ψl(z′, ε+ h1(z′))|+ C(‖∇ψl‖L∞ + ‖∇2ψl‖L∞).
Plugging these estimates above into (6.26) yields (6.25).
Consequently, by (2.18), (2.19) and (6.6), we have for sufficiently small ε and
x ∈ ΩR,
|ψl(x′, ε+ h1(x′))|
C(ε+ d2(x′))
≤ |∇vl(x′, xd)| ≤ C|ψ
l(x′, ε+ h1(x′))|
ε+ d2(x′)
+ C‖ψl‖C2(∂D1).
(6.27)
Step 4. The completion of the proof of Theorem thm2.1.
By using (6.27) and the decomposition of ∇v, (2.11),
|∇v(x)| ≤
d∑
l=1
|∇vl| ≤ C|ψ(x
′, ε+ h1(x′))|
ε+ d2(x′)
+ C‖ψ‖C2(∂D1), x ∈ ΩR.
Note that for any x ∈ Ω\ΩR, by using the standard interior estimates and boundary
estimates for elliptic systems (2.9) (see Agmon et al. [1] and [2]), we have
‖∇v‖L∞(Ω\ΩR) ≤ C‖ψ‖C2(∂D1).
The proof of Theorem 2.1 is completed. 
6.2. Proof of theorem 5.1. The proof is similar to the Theorem 2.1, we only list
the main differences. We define v¯ by (2.12) as before. By a direct calculation, we
obtain that for k, j = 1, · · · , d− 1, and x ∈ ΩR,
|∂xkxj v¯(x)| ≤
C|x′|m−2
ε+ |x′|m , |∂xkxd v¯(x)| ≤
C|x′|m−1
(ε+ |x′|m)2 , ∂xdxd v¯(x) = 0.
Define v˜l by (2.14) as before, then we have
|∂xk v˜l(x)| ≤
C|x′|m−1|ψl(x′, ε+ h1(x′))|
ε+ |x′|m + C‖∇ψ
l‖L∞ , (6.28)
|∂xd v˜l(x)| ≤
C|ψl(x′, ε+ h1(x′))|
ε+ |x′|m ; (6.29)
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and
|∂xkxj v˜l(x)|
≤ C|x
′|m−2|ψl(x′, ε+ h1(x′))|
ε+ |x′|m + C
( |x′|m−1
ε+ |x′|m + 1
)
‖∇ψl‖L∞ + C‖∇2ψl‖L∞ ,
|∂xkxd v˜l(x)| ≤
C|x′|m−1
(ε+ |x′|m)2 |ψ
l(x′, ε+ h1(x′))|+ C
ε+ |x′|m ‖∇ψ
l‖L∞ ,
∂xdxd v˜l(x) = 0.
Therefore, for x ∈ ΩR, l = 1, 2, · · · , d,
|Lλ,µv˜l| ≤ C|∇2v˜l| ≤
(
C|x′|m−2
ε+ |x′|m +
C|x′|m−1
(ε+ |x′|m)2
)
|ψl(x′, ε+ h1(x′))|
+
C
ε+ |x′|m ‖∇ψ
l‖L∞ + C‖∇2ψl‖L∞ , (6.30)
Similarly, let
wl := vl − v˜l, l = 1, 2, · · · , d. (6.31)
We only list the main differences.
Step 1. Similar to (6.12), we have∫
ΩR
|∇x′ v˜l|2dx
≤ C
∫
|x′|<R
(ε+ |x′|m)
( |x′|2(m−1)|ψl(x′, ε+ h1(x′))|2
(ε+ |x′|m)2 + ‖∇ψ
l‖2L∞
)
dx′
≤ C‖ψl‖2C1(∂D1), (6.32)
Similar to (6.7), we can obtain∫
Ω
|∇wl|2dx ≤ C‖ψl‖2C2(∂D1), l = 1, 2, · · · , d. (6.33)
Step 2. Proof of∫
Ω̂δ(z′)
|∇wl|2dx ≤ Cδd−1
(
|ψl(z′, ε+ h1(z′))|2 + δ(‖ψl‖2C2(∂D1) + 1)
)
. (6.34)
For simplicity, we denote
w := wl, and v˜ := v˜l.
Similar to (6.17), we have∫
Ω̂s(z′)
|w|2dx =
∫
Ω̂s(z′)
∣∣∣∣∣
∫ xd
h2(x′)
∂xdw(x
′, ξ)dξ
∣∣∣∣∣
2
dx
≤
∫
Ω̂s(z′)
(ε+ h1(x
′)− h(x′))
∫ ε+h1(x′)
h2(x′)
|∇w(x′, ξ)|2dξ dx
≤ C(ε+ (|z′|+ s)m)2
∫
Ω̂s(z′)
|∇w|2dx. (6.35)
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Similar to (6.18), we obtain∫
Ω̂s(z′)
|Lλ,µv˜|2dx
≤ |ψl(z′, ε+ h1(z′))|2
∫
Ω̂s(z′)
(
C|x′|m−2
ε+ |x′|m +
C|x′|m−1
(ε+ |x′|m)2
)2
dx
+ ‖∇ψl‖2L∞
∫
Ω̂s(z′)
(
C|x′|m−2
ε+ |x′|m +
C|x′|m−1
(ε+ |x′|m)2
)2
|x′ − z′|2dx
+ ‖∇ψl‖2L∞
∫
Ω̂s(z′)
(
C
ε+ |x′|m
)2
dx+ Cδ(z′)sd−1‖∇2ψl‖2L∞
≤C|ψl(z′, ε+ h1(z′))|2
∫
|x′−z′|<s
( |x′|2(m−2)
ε+ |x′|m +
|x′|2m−2
(ε+ |x′|m)3
)
dx′
+ C‖∇ψl‖2L∞
∫
|x′−z′|<s
( |x′|2(m−2)s2
ε+ |x′|m +
|x′|2m−2s2
(ε+ |x′|m)3 +
1
ε+ |x′|m
)
dx′
+ Cδ(z′)sd−1‖∇2ψl‖2L∞ . (6.36)
Case 1. For 0 ≤ |z′| ≤ m√ε, (i.e. ε ≤ δ(z′) ≤ Cε), and 0 < t < s < m√ε.
By means of (6.35) and (6.36), we have∫
Ω̂s(z′)
|w|2dx ≤ Cε2
∫
Ω̂s(z′)
|∇w|2dx, (6.37)
and∫
Ω̂s(z′)
|Lλ,µv˜|2dx
≤ C|ψl(z′, ε+ h1(z′))|2 ε
1− 2m
ε2
sd−1 + C‖∇ψl‖2L∞
sd−1
ε
+ Cε sd−1‖∇2ψl‖2L∞ .
(6.38)
Denote
F (t) :=
∫
Ω̂t(z)
|∇w|2dx.
By (6.16), (6.37) and (6.38), for some universal constant c1 > 0, we get for 0 < t <
s < m
√
ε,
F (t) ≤
(
c1ε
s− t
)2
F (s) + C(s− t)2sd−1·(
ε1−
2
m |ψl(z′, ε+ h1(z′))|2
ε2
+
‖∇ψl‖2L∞
ε
+ ε‖∇2ψl‖2L∞
)
. (6.39)
Let ti = δ + 2c1iε, i = 0, 1, · · · and k =
[
1
4c1 m
√
ε
]
+ 1, then
c1ε
ti+1 − ti =
1
2
.
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Using (6.39) with s = ti+1 and t = ti, we obtain
F (ti) ≤ 1
4
F (ti+1) + C(i+ 1)
d−1εd−1·(
|ψl(z′, ε+ h1(z′))|2ε1− 2m + ε(‖∇ψl‖2L∞ + ‖∇2ψl‖2L∞)
)
, i = 0, 1, 2, · · · , k.
After k iterations, making use of (6.33), we have, for sufficiently small ε,
F (t0) ≤
(1
4
)k
F (tk) + Cε
d−1
k∑
i=1
(1
4
)i−1
(i+ 1)d−1·(
|ψl(z′, ε+ h1(z′))|2ε1− 2m + ε(‖∇ψl‖2L∞ + ‖∇2ψ1‖2L∞)
)
≤ (1
4
)k
F ( m
√
ε) + Cεd−1
(
|ψl(z′, ε+ h1(z′))|2ε1− 2m + ε(‖∇ψl‖2L∞ + ‖∇2ψl‖2L∞)
)
≤ Cεd−1
(
|ψl(z′, ε+ h1(z′))|2ε1− 2m + ε‖ψl‖2C2(∂D1)
)
,
here we used the fact that
(
1
4
)k ≤ ( 14) 14c1 m√ε ≤ εd−1 if ε sufficiently small. This
implies that for 0 ≤ |z′| ≤ m√ε,
‖∇w‖2
L2(Ω̂δ(z′))
≤ Cεd−1
(
|ψl(z′, ε+ h1(z′))|2 + ε‖ψl‖2C2(∂D1)
)
.
Case 2. For m
√
ε ≤ |z′| < R, (that is, C|z′|m ≤ δ(z′) ≤ (C + 1)|z′|m), 0 < t <
s < 2|z
′|
3 .
By using (6.35) and (6.36) again, we have∫
Ω̂s(z′)
|w|2dx ≤ C|z′|2m
∫
Ω̂s(z′)
|∇w|2dx,
and∫
Ω̂s(z′)
|Lλ,µv˜|2dx
≤ C|ψl(z′, ε+ h1(z′))|2 s
d−1
|z′|m+2 + C‖∇ψ
l‖2L∞
sd−1
|z′|m + C|z
′|msd−1‖∇2ψl‖2L∞ .
Thus, for 0 < t < s < 2|z
′|
3 ,
F (t) ≤
(
c2|z′|m
s− t
)2
F (s) + C(s− t)2sd−1·( |ψl(z′, ε+ h1(z′))|2
|z′|m+2 +
‖∇ψl‖2L∞
|z′|m + |z
′|m‖∇2ψl‖2L∞
)
, (6.40)
where c2 is another universal constant. Taking the same iteration procedure as in
Case 1, setting ti = δ + 2c2i|z′|m, i = 0, 1, · · · and k =
[
1
4c2|z′|
]
+ 1, by (6.40) with
s = ti+1 and t = ti, we have, for i = 0, 1, 2, · · · , k,
F (ti) ≤ 1
4
F (ti+1) + C(i+ 1)
d−1|z′|m(d−1)·(|z′|m−2|ψl(z′, ε+ h1(z′))|2 + |z′|m(‖∇ψl‖2L∞ + ‖∇2ψl‖2L∞)) .
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Similarly, after k iterations, we have
F (t0) ≤
(1
4
)k
F (tk) + C
k∑
i=1
(1
4
)i−1
(i+ 1)d−1|z′|m(d−1)·(|z′|m−2|ψl(z′, ε+ h1(z′))|2 + |z′|m(‖∇ψl‖2L∞ + ‖∇2ψl‖2L∞))
≤ (1
4
)k
F (|z′|)
+ C|z′|m(d−1) (|z′|m−2|ψl(z′, ε+ h1(z′))|2 + |z′|m(‖∇ψl‖2L∞ + ‖∇2ψ1‖2L∞))
≤C|z′|m(d−1)
(
|z′|m−2|ψl(z′, ε+ h1(z′))|2 + |z′|m‖ψl‖2C2(∂D1)
)
,
which implies that, for m
√
ε ≤ |z′| < R,
‖∇w‖2
L2(Ω̂δ(z′))
≤ C|z′|m(d−1)
(
|ψl(z′, ε+ h1(z′))|2 + |z′|m‖ψl‖2C2(∂D1)
)
.
Therefore, (6.34) is proved.
Step 3. Proof of that for l = 1, 2, · · · , d,
|∇wl(x)| ≤ C|ψ
l(x′, ε+ h1(x′))|√
δ(x′)
+ C‖ψl‖C2(∂D1), ∀ x ∈ ΩR. (6.41)
Similar to (6.26), we have
‖∇w‖L∞(Ω̂δ/2(z)) ≤
C
δ
(
δ1−
d
2 ‖∇w‖L2(Ω̂δ(z′)) + δ2‖Lλ,µv˜‖L∞(Ω̂δ(z′))
)
. (6.42)
By (6.30) and (6.34), we have
δ−
d
2 ‖∇w‖L2(Ω̂δ(z′)) ≤
C√
δ
|ψl(z′, ε+ h1(z′))|+ C‖ψl‖C2(∂D1),
and
δ‖Lλ,µv˜‖L∞(Ω̂δ(z′)) ≤
C√
δ
|ψl(z′, ε+ h1(z′))|+ C‖ψl‖C2(∂D1).
Plugging these estimates above into (6.42) yields (6.41).
Consequently, by (6.28), (6.29) and (6.31), we have for sufficiently small ε and
x ∈ ΩR,
|∇vl(x′, xd)| ≤ C|ψ
l(x′, ε+ h1(x′))|
ε+ |x′|m + C‖ψ
l‖C2(∂D1). (6.43)
Now we prove Theorem 5.1.
Proof of Theorem 5.1. By using (6.43) and the decomposition of ∇v, (2.11),
|∇v(x)| ≤
d∑
l=1
|∇vl| ≤ C|ψ(x
′, ε+ h1(x′))|
ε+ |x′|m + C‖ψ‖C2(∂D1), x ∈ ΩR.
Note that for any x ∈ Ω\ΩR, by using the standard interior estimates and boundary
estimates for elliptic systems (2.9) (see Agmon et al. [1, 2]), we have
‖∇v‖L∞(Ω\ΩR) ≤ C‖ψ‖C2(∂D1).
The proof of Theorem 5.1 is completed. 
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