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Sum m ary
Population geneticists work with a nonrandom sample of 
the human genome. Conventional practice ensures that 
unusually variable loci are most likely to be discovered 
and thus included in the sample of loci. Consequently, 
estimates of average heterozygosity are biased upward. In 
what follows we describe a model of this bias. When the 
mutation rate varies among loci, bias is increased. This 
effect is only moderate, however, so that a model of invari­
ant mutation rates provides a reasonable approximation. 
Bias is pronounced when estimated heterozygosity is 
<~35% . Consequently, it probably affects estimates 
from classical polymorphisms as well as from restriction- 
site polymorphisms. Estimates from short-tandem-repeat 
polymorphisms have negligible bias, because of their high 
heterozygosity. Bias should vary not only among catego­
ries of polymorphism but also among populations. It 
should be largest in European populations, since these 
are the populations in which most polymorphisms were 
discovered. As this argument predicts, European estimates 
exceed those of Africa and Asia at systems with large bias. 
The magnitude of this European excess is consistent with 
the version of our model in which mutation rates vary 
across loci.
The P roblem
Students of human population genetics are seldom lucky 
enough to work with loci drawn at random from the 
genome. More often, we work with loci chosen for their 
variability. Our sample of loci is therefore unusually 
variable, and estimates of heterozygosity are biased up­
ward. This bias interferes with inference in various ways. 
It confounds comparisons of human heterozygosity with 
that of other species; it also confounds comparisons 
among human populations. Biased estimates of average 
heterozygosity also generate biased estimates of effective 
population size.
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Several mechanisms have introduced bias into the 
sample of human polymorphisms. Early work relied on 
blood groups, which are recognized by antigen-antibody 
reactions. Since reactions occur only between individu­
als who carry different alleles, polymorphic loci are most 
likely to be discovered and therefore included in the 
sample of loci. This inclusion introduces an ascertain­
ment bias, which inflates estimates of heterozygosity. 
Lewontin (1967) pointed out that this bias would have 
been largest in the earliest studies, since they compared 
only limited numbers of individuals: “Rare variants will 
be seen only as the number of bloods examined becomes 
larger and larger, so that at any particular time the sam­
ple of loci is biased toward polymorphic loci; but this 
bias will grow smaller as the number of bloods examined 
grows larger. Eventually, when all antigen-specifying 
loci are known, the bias would disappear” (Lewontin 
1967, p. 681). Lewontin used this argument to interpret 
the data in figure 1. There, “cumulative heterozygosity” 
in year x  refers to the average heterozygosity over loci 
that had been discovered by year x. Cumulative hetero­
zygosity declines with time, as Lewontin observed. Al­
though the graph is nearly flat just before 1962, subse­
quent years saw a continued decline (Nei and 
Roychoudhury 1974, 1982).
Ascertainment bias is also a problem in table 1, 
which uses various categories of data to compare het­
erozygosity estimates from different human popula­
tions. The columns are arranged from left to right 
in order of increasing European heterozygosity. Since 
these loci were nearly all ascertained using European 
subjects, the European estimates should have the 
largest bias (Bowcock et al. 1991; Cavalli-Sforza et 
al. 1994, pp. 141-42). That may explain the high 
European values in columns a and c-e. It is intriguing 
that the heterozygosity estimate for protein systems 
(column b) is also highest among Europeans, since 
many of these systems were ascertained not on the 
basis of variability but rather in an effort to estimate 
the overall heterozygosity level in humans (Harris and 
Hopkinson 1972). Indeed, the data set includes 18 
monomorphic loci. However, Nei and Roychoudhury 
suggest that “ it is also possible that monomorphic loci 
have not been reported as often as have polymorphic 
loci in recent research, the reason being that many 
investigators are primarily interested in polymor-
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Cumulative heterozygosity as a function of time (Lew-
phism” (Nei and Roychoudhury 1982, p. 8). If so, 
then ascertainment bias may account for the elevated 
European value in column b as well as those in col­
umns a and c-e.
The European excess disappears in columns f-h. To 
understand why, one must consider two opposing ef­
fects. First, there is sample size. Lewontin’s argument 
implies that by the 1950s ascertainment of classical poly­
morphisms had come to involve large samples. Modern 
molecular polymorphisms, on the other hand, are ascer­
tained using small samples. This distinction reflects their 
primary function— mapping disease genes. Since highly 
polymorphic loci are most useful in gene mapping, these 
polymorphisms are ascertained using a small number of 
subjects— usually no more than eight. Loci are ascer­
tained as polymorphic only if there is some polymor­
phism in these small samples (Mountain and Cavalli- 
Sforza 1994). These considerations suggest that ascer­
tainment samples were larger for classical polymor­
phisms (columns a -c  of table 1) than for molecular poly­
morphisms (columns d-h). Since bias is greatest when 
ascertainment samples are small, we might expect the 
greatest bias in molecular polymorphisms— columns d -  
h in the table— and predict a pattern unlike that in 
the table. If bias were most pronounced in molecular 
polymorphisms, the European estimates should be large 
in columns d -h  rather than in columns a-e.
In addition to this sample-size effect, there is also an 
effect of heterozygosity. Bias results when loci with low 
heterozygosity are excluded. But short-tandem-repeat 
(STR) loci are so extremely variable that few loci may 
be excluded. If so, ascertainment bias should be weak 
in STR loci. This argument is consistent with the pattern 
in table 1. It suggests that the high European heterozy­
gosity seen in columns a-e  reflects ascertainment bias, 
which is important in those columns because of their 
relatively low heterozygosity. Mountain and Cavalli- 
Sforza (1994) used computer simulation to show that 
this idea is plausible.
Yet several questions remain. First, it is not yet clear 
that the effect of heterozygosity on bias outweighs the 
effect of sample size— Mountain and Cavalli-Sforza did 
not consider the two effects separately. Neither is it clear 
that the crossover from high European values to high 
African values occurs at the right level of heterozygosity. 
After all, the RFLP and RSP loci (RFLPs consisting solely 
of restriction-site polymorphisms) in table 1 are much 
more heterozygous than the classical polymorphisms in 
columns a-c. Perhaps the heterozygosity effect would 
predict a crossover between columns c and d rather than 
between columns e and f. To answer such questions, we 
need a model relating heterozygosity to bias and to the 
size of samples used in ascertainment. In what follows,
T able 1
Average Heterozygosity
Population Blood Group3 Protein*5 Classical0 RFLP*1 RSP* STR-4f STR-28 STR-3h
Africa .164 .179 .163 .297 .322 .769 .807 .850
Asia .145 .164 .189 .327 .377 .681 .685 .820
Europe .179 .186 .202 .379 .432 .724 .730 .807
Note.—Largest entry in each column is underlined. Columns are in order of increasing European heterozy­
gosity.
a 32 blood groups (Nei et al. 1993). 
b 80 protein polymorphisms (Nei et al. 1993). 
c 110 classical polymorphisms (Bowcock et al. 1994). 
d 79 RFLPs (Bowcock et al. 1994).
e 30 RFLPs consisting solely of restriction site polymorphisms (Jorde et al. 1995^). 
f 30 tetranucleotide STRs (Jorde et al. 1995a).
g 30 dinucleotide STRs. The difference between Africa and Europe is significant (Bowcock et al. 1994). 
h 5 trinucleotide STRs (Watkins et al. 1995).
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we describe such a model and apply it to the data of 
figure 1 and table 1.
In building such a model, one must assume something 
about the statistical distribution from which mutation 
rates are drawn. Our model will assume that selective 
neutrality and stationary population size have prevailed 
long enough for the population to reach a mutation- 
drift equilibrium at each locus.
M odel
We imagine that research proceeds in two stages. In 
stage I, the ascertainment stage, a small number of sub­
jects are typed at a large number of loci to determine 
which loci are polymorphic. In stage II, a large number 
of subjects are typed at the polymorphic loci to estimate 
heterozygosity. Bias arises if the loci studied in stage II 
are more heterozygous than randomly chosen loci would 
have been. We refer to the sample of stage I as the 
“ascertainment sample.” In stage II, we calculate only 
the expected value of the estimate of heterozygosity. 
This step makes it unnecessary to deal explicitly with 
the sample size in stage II.
In stage I, we assume that loci are ascertained as poly­
morphic by typing a sample of z  statistically independent 
individuals (or 2z  independent genes). If the 2z  genes 
are identical, then the locus is deemed to be monomor- 
phic and is discarded. Otherwise, the locus is ascertained 
as polymorphic. We denote by the event that a given 
locus was ascertained as polymorphic by this method. 
Our assumption accepts a locus as polymorphic if even 
a single variant gene is found in the sample. Procedures 
that require more variants than this will induce a larger 
bias. Thus, our assumption provides a lower bound on 
the bias for samples of a given size. In addition to provid­
ing a lower bound, our assumption is also a fair descrip­
tion of recent practice. It provides only a crude approxi­
mation, however, to the procedures by which older 
polymorphisms were ascertained. In those cases it pro­
vides only a lower bound on the bias.
We assume that each locus has K  alleles and denote the 
vector of allele frequencies by x = (xu  x2, . . . ,  xK). We 
also assume that the mutational process is symmetric, so 
that each allele is equally likely to mutate to each of the 
K — 1 other alleles. These assumptions imply that the 
probability density p  of x is symmetric— the density of x 
is equal to that of every permutation of x. This symmetry 
applies not only to p, but also to the conditional density 
p i of x, given - A. Because of this symmetry, the conditional 
heterozygosity given A  can be written as
where E denotes the expectation operator. The first sec­
tion of the appendix shows that the expectation in this 
equation equals
, E[xf] -  £ [*? “ ] - I K ­
------------ 1 -  KEl^l------------ ' (2)
To proceed further, it is necessary to specify the prob­
ability distribution of x, and we rely for this purpose 
on the assumption of mutation-drift equilibrium. This 
assumption implies that x has a Dirichlet distribution 
with density (Ewens 1979, Eq. [5.108])
where T is the Gamma function (Abramowitz and 
Stegun 1964),
a s  Q/(K -  1) ,
0 s  4Nu .
Here, u is the mutation rate and N  the effective popu­
lation size. Conventionally, population geneticists 
have treated u as a constant. We employ this assump­
tion below in model A and then relax it in developing 
model B.
M odel A: Fixed u
We assume for the moment that all loci have the same 
mutation rate, u, and consequently have the same values 
of 0 = 4Nu and of a  = Q/(K -  1). This assumption 
implies that each of the K  marginal distributions are 
Beta distributions with parameters a  and (K -  l )a  and 
with mean 7*. When a  is small, most alleles have fre­
quencies near 0 or 1, and heterozygosity is low. When 
a  is large, most allele frequencies are near %  and hetero­
zygosity is high, approaching 1 -  7* as a  -► °°.
Substituting equations (11) and (13) (from the appen­
dix) into equations (2) and (1) leads to the conditional 
heterozygosity,
h ,= 1 — K
r(q + 2) Y(a + 2z + 2) T(a + 2)r(q + 2z)
T(Ka + 2) T(Ka + 2z + 2) r(a)T(Ka + 2z + 2)
X r«x) r(q + 2z) •
r(Ktx) r(Ka + 2 z)
h.,m 1
I.V '; i - (1) (4)
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z  =  6 2 = 500
Figure 2 Biased-against-unbiased heterozygosity under model A. The left and right panels show the bias when ascertainment samples 
are (z = 6) and (z = 500), respectively.
Meanwhile, unconditional heterozygosity is
h m 1 -  KE[x\]
= 1 -  (a + l)/(Ka + 1),
(5)
as shown in the last section of the appendix (Ewens 
1979, eq. [5.118]).
In the limit as K  -► oo these become
- ± -  -  ep(2z + 2,0) -  P(2z, 0 + 2) 
h,= 1 - — --------- , 9.+ 1------------  (6)1 -  0p(2z, 0)
h = -e + i (7)
Here, p(<z, b) =  r(<z)r(b)/T(tf + b) is the Beta function 
(Abramowitz and Stegun 1964).
These formulas are illustrated in figure 2, where the 
two panels plot biased heterozygosity (h ,) against unbi­
ased heterozygosity (h ), assuming ascertainment samples 
of z  =  6 and z  =  500, respectively. The left side of each 
panel, where heterozygosity is low, corresponds to small 
values of 0, whereas the right side corresponds to large 0. 
Ascertainment bias is measured by the vertical distance 
between h , and the dotted 45° line. Clearly, bias is pro­
nounced when heterozygosity is low and declines as het­
erozygosity increases. This finding is as expected, since 
nearly all loci are ascertained as polymorphic when het­
erozygosity is high. Bias results from discarding loci and 
is therefore negligible when few loci are discarded. A
similar result was obtained by Mountain (1994, p. 119), 
who found that bias decreases when the mutation rate 
is high.
M odel B: G am m a-D is trib u ted  u
To add realism, we now relax the assumption that 
the mutation rate is constant across loci. In the past, the 
distribution of mutation rates has been fit using both 
the lognormal distribution (Cavalli-Sforza and Bodmer 
1971, p. 105) and the gamma distribution (Nei et al. 
1976). The latter approach has good empirical support 
(Chakraborty et al. 1980) and will therefore be used 
here. We assume that the mutation rate, u, at each locus 
is drawn independently from a gamma distribution with 
density
g (u) = uc- \ c lu ) ce - ucl*fY(c) (8)
Here, u is the mean mutation rate, and c is a “shape 
parameter,” which equals the reciprocal of the square 
of the coefficient of variation of «. As c -► oo5 the gamma 
model converges to the model of constant mutation rate. 
Under model B, equations (11) and (13) must be re­
placed by their expectations with respect to g(u). We 
then obtain h from equation (5) and h { from equations
(2) and (1). These calculations are performed numeri­
cally, since we have been unable to get analytical results.
Nei et al. (1976) estimated that the shape parameter, 
c, lay somewhere between 1 and 2, so we study values 
in this range. Figure 3 compares models A and B. The 
dashed line is identical to the dashed line in the left panel 
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Figure 3 Model B compared with model A. Dashed line illus­
trates model A and is identical to the dashed line in the left panel of 
figure 2. Open circles show comparable results from model B, in which 
mutation rates follow a Gamma distribution with c = 2 and u varying 
from 10"7 to 10-2. Results for model B assume a population of size 
10,000. In both models, K = 2 and z = 6.
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with c =  2; the crosses show results for c =  1. These 
symbols do not fall on the dashed line, so it is clear that 
variation has an effect. This effect is larger when c is 
small (i.e., when the coefficient of variation is large). 
Yet none of the symbols fall far from the dashed line. 
If these parameter values are realistic, then model A 
provides a reasonable approximation to model B. This 
approximation is especially accurate at the extreme left 
and extreme right.
D iscussion
Our assumption of mutation-drift equilibrium may be 
violated either because of natural selection or because 
of changes in population size. These possibilities are of 
special concern with human data, since mtDNA pro­
vides evidence for a substantial population increase in 
the late Pleistocene (Harpending et al. 1993; Harpend­
ing 1994; Sherry et al. 1994; Rogers 1995). Thus, the 
results should be applied to real populations only with 
caution. We should also point out that our results do 
not imply bias at any particular locus. Instead, the re­
sults refer to a bias that arises because the sample of loci 
is not drawn at random from the genome. The sample of 
loci yields only a biased estimate of mean heterozygosity, 
even though the estimate at each locus may be unbiased.
The magnitude of this bias is remarkable. The left 
panel of figure 2 shows that when K = 2 and h , is in 
the neighborhood of .3, the bias under model A may be 
several times as large as the unbiased value, h. With
more than two alleles, the bias is even larger. Clearly, 
estimates in the neighborhood of .3 should be regarded 
with suspicion. On the other hand, the relative bias is 
negligible when h., exceeds ~.35 (with two alleles) or 
.5 (with multiple alleles). Bias decreases rapidly as h { 
increases from .3 to .5. As true heterozygosity ap­
proaches 0, biased heterozygosity approaches a limit 
that is well above 0 and is independent both of the 
number of alleles and of variation in mutation rates. As 
the figures indicate, this limit equals .2802 when z  =  6, 
and .1333 when z  =  500.
For a given value of unbiased heterozygosity, bias 
increases both with the number of alleles and also with 
the level of variation in u. For example, if z = 6 and 
the unbiased value is h =  .3, then the biased values are 
as seen in table 2. In both columns, bias increases rapidly 
as one moves from two to five alleles but eventually 
levels off. An infinite number of alleles yields essentially 
the same bias as five. Bias is greater under model B (in 
which u varies) than under model A (in which u is fixed).
Return now to figure 1 and note that there was little 
change in mean heterozygosity in the years immediately 
preceding 1962. This leveling off intrigued Lewontin 
(1967, p. 681). If ascertainment samples increased stead­
ily with time, then such a leveling off would be expected 
only when “all antigen-specifying loci were known” and 
the bias disappears. Thus, Lewontin suggested that the 
graph’s final values were nearly unbiased. We evaluate 
this conjecture in figure 4, which shows that biased het­
erozygosity does indeed decline as the size, z, of ascer­
tainment samples increases. (The figure uses model A  
with an infinite number of alleles and 0 = .1, but other 
assumptions yield qualitatively similar results.) Yet the 
slope is near zero when h , is still much larger than h. 
If sampling error were added to the points along this 
graph, we might easily conclude that h , were ap­
proaching an asymptote with a value near .16. Yet the 
unbiased value (h «  .09) is still far away. Clearly, we 
are not justified in inferring an absence of bias from an 
apparent asymptote such as that in figure 1.
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Figure 4 Heterozygosity as a function of the number of subjects 
used in ascertainment, h , is biased heterozygosity; h is unbiased heter­
ozygosity; and z is the number of subjects used in ascertainment. 
Calculations use model A, with K -* oo and with 0 = .1.
tween high European values and high African values 
occurs when estimates of European heterozygosity ex­
ceed ~.4. This value is slightly above the point at which 
bias becomes small in the two-allele model, but slightly 
below the analogous point in the five-allele model. Thus, 
the crossover is in reasonable agreement with model A 
when z  =  6.
The numbers in the first three columns of table 1 are 
too low for the model with z  =  6, suggesting that these 
polymorphisms were ascertained using much larger sam­
ples. (Incidentally, this suggestion does not imply an 
absence of bias, for bias can be substantial even when 
z  is large.)
In table 1, columns RFLP and RSP show greatest het­
erozygosity in Europe. Here, heterozygosity is high 
enough to be consistent with the model in which z  = 6. 
This consistency is comforting, since these polymor­
phisms were ascertained more or less as the model as­
sumes, and using small samples (Mountain and Cavalli- 
Sforza 1994). Since our assumptions about ascertain­
ment are fairly accurate here, the model provides quanti­
tative as well as qualitative information. We can use it 
to ask whether Europe’s excess heterozygosity was 
caused by ascertainment bias.
It is important to realize that ascertainment bias may 
contaminate all three estimates, not just that of Europe. 
Loci that are polymorphic in Europe are also likely to 
be polymorphic in Africa and Asia. Thus, African and 
Asian estimates may also be biased upward. The three 
biases, however, are probably unequal. Ascertainment 
using European subjects should provide more informa­
tion about polymorphism in Europe than elsewhere. 
Consequently, the upward bias should be largest in Eu­
rope (Mountain and Cavalli-Sforza 1994). The differ­
ence in these upward biases may account for the excess 
European heterozygosity in table 1.
We have no theory describing the difference between 
African and European biases. But since all three biases 
are in the same direction, the absolute differences be­
tween them are necessarily smaller than the largest 
bias— that of Europe. And we do have a theory for that. 
By placing a bound on the European bias, we also place a 
bound on the difference between African and European 
biases.
There are two alleles at each restriction site, so we set 
K  = 2. These loci were ascertained using samples of 
approximately eight individuals (Mountain and Cavalli- 
Sforza 1994), so we assume that z  =  6 in order to be 
conservative. We set h , equal to the estimate of Euro­
pean heterozygosity and solve equation (4) for 0. Substi­
tution into equation (5) then yields an estimate of h, 
the unbiased heterozygosity. The resulting estimates are 
shown in table 3. The first two rows are copied from 
table 1 and show the uncorrected estimates of European 
and African heterozygosity. The bottom two rows show 
corrected estimates of European heterozygosity, using 
models A (fixed u) and B (gamma-distributed u). In the 
row for model A, both values are larger than the corre­
sponding uncorrected estimate of African h t. Thus, as­
certainment bias cannot explain the data under model
A. But model B yields smaller estimates of h, one of 
which is smaller than the corresponding African h And 
b would be smaller still if we assumed that c <  1. Conse­
quently, we cannot exclude the possibility that the excess 
European heterozygosity is caused entirely by ascertain­
ment bias.
These results appear inconsistent with those of Moun­
tain and Cavalli-Sforza (1994), who conclude that the 
observed European excess is too large to have been 
caused by ascertainment bias. But their model differs 
from ours in several ways:
1) They allow for the subdivision of an ancestral pop­
ulation into several isolated continental populations. 
This enables them to compare the effect of ascertainment 
bias on the European and African populations sepa­
rately. Our approach, on the other hand, places only an 




European h , .379 .432
African h , .297 .322
European h (model A) .348 .427
European h (model B with c = 1) .288 .397
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therefore less likely to reject the hypothesis of ascertain­
ment bias.
2) They assume that the mutation rate does not vary 
across sites. This assumption is also made by our model
A, which cannot explain the European excess either. 
Thus, our results are consistent with theirs when we 
make the same assumption about mutations. Our model
B, however, shows that an invariant mutation rate can 
give misleading results.
3) They use a different model of the ascertainment 
process: They calculate allele frequencies from the entire 
population and accept loci as polymorphic if at least two 
alleles have frequencies >1% . This procedure, together 
with the assumptions that N  = 10,000 and u = 10-7 
(Mountain 1994, pp. 117-19) led in their simulations 
to a biased European heterozygosity of .379 ±  .015 
(Mountain and Cavalli-Sforza 1994, p. 6517). Our pro­
cedure, on the other hand, looks at a small “ascertain­
ment sample” and accepts loci if at least two alleles 
are found within this sample. To compare these two 
procedures, we used their simulation parameters (see 
above) to set 0 and then used our model to calculate 
biased heterozygosity, h ^ under various assumptions 
about the number of alleles and the size of the ascertain­
ment sample. In no case was our h t as large as their 
estimate. The maximal value under our model is ob­
tained with an ascertainment sample of one individual 
under the infinite-alleles model: h = .3349. This value is 
not far below the lower bound, .3496, of the confidence 
interval surrounding their estimate. Thus, there is no 
strong evidence that the two procedures produce differ­
ent biases. There is a weak indication, however, that 
their procedure introduces a greater bias, which would 
have reduced their chances of rejecting the hypothesis 
of ascertainment bias. Since they did reject this hypothe­
sis, the difference between our results must reflect as­
sumptions 1 and/or 2.
We turn finally to the heterozygosity estimates from 
STR loci (see table 1). These loci differ from all others in 
suggesting that heterozygosity is highest in Africa rather 
than Europe. Heterozygosity is extremely high in these 
data (>70% ) and figure 2 shows that this eliminates 
nearly all ascertainment bias. These results may still be 
artifacts of sampling error, for the high African value is 
significant in only one of the three columns, and that 
one significant result may be spurious. (It treats linked 
loci as statistically independent [Bowcock et al. 1994].) 
But if our model is even approximately correct, then the 
STR loci are probably not affected much by ascertain­
ment bias.
It is interesting that STR-3 loci yield estimates so simi­
lar to the other STRs, since each of the STR-3 loci can 
cause genetic disease (Jorde et al. 1995b). These loci 
also imply a pattern of population relationships that is
consistent with that implied by other sets of loci (Wat­
kins et al. 1995). Thus, although selection has certainly 
affected these loci, it has produced no obvious distortion 
in genetic distances or in average heterozygosity.
The high African values at STR loci cast doubt on 
the suggestion (Mountain and Cavalli-Sforza 1994) that 
European heterozygosity is elevated in RFLP loci be­
cause the European population is admixed. Admixture 
should elevate heterozygosity at STR loci, too, yet the 
data show no evidence of this. It seems likely that much 
of the European excess results from the ascertainment 
of polymorphisms in European populations.
On the other hand, other factors may also be at work:
1) We have not studied the effect of variation in mu­
tation rates on correlations between the bias observed 
in different groups. When mutation rates vary among 
loci, the loci that are ascertained as polymorphic will 
tend to have high mutation rates, inflating heterozygos­
ity estimates in all groups. When h.A is inflated in Europe, 
it will tend also to be inflated in Africa and Asia. When 
we account for this effect, it may turn out that ascertain­
ment bias cannot account for the observed group differ­
ences.
2) Our analysis is conservative in using the European 
bias to place an upper bound on the difference between 
African and European biases. If we could calculate this 
difference directly, as Mountain and Cavalli-Sforza do
(1994), we might reject the hypothesis of ascertainment 
bias.
C onclusions
The sample of human genetic loci is biased in favor 
of polymorphic loci, and estimates of average heterozy­
gosity are therefore biased upward. The apparent as­
ymptote in the graph of average heterozygosity against 
time (fig. 1) does not imply that classical polymorphisms 
yield unbiased estimates of average heterozygosity. Be­
cause the procedure used in ascertaining modern molec­
ular polymorphisms is fairly well described, one can 
calculate the bias that it introduces into estimates of 
heterozygosity. When estimated heterozygosity is below 
~.3, bias is large. As estimated heterozygosity increases, 
bias decreases and eventually becomes negligible. The 
point at which this occurs varies among models. With 
two alleles and a fixed mutation rate, bias is negligible 
when estimated heterozygosity exceeds ~.35. Because 
of their high heterozygosity, STR loci are essentially free 
of ascertainment bias. These loci are therefore uniquely 
useful for comparing populations. Race differences in 
estimated heterozygosity are larger than predicted by 
the version of our model that assumes all loci to have 
equal rates of mutation. When varying mutation rates 
are allowed, however, the magnitude of bias is consistent 
with observed race differences.
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Appendix
example, E[xJ is obtained by setting s, = 1 and setting 
Sj = 0 for all / =£ i; E[xfxfz\ is obtained by setting s, =  
2, Sj =  2z, and setting all the other sk equal to zero. For 
the Dirichlet distribution, the general moment is (Wilks 
1962, eq. [7.7.6] on p. 179)
m( s) =
T(Ka)
T(Ka  +  X sf)
t-t / r(q + Sj)\  
t \ \  r(a) ) '
(10)
D eriva tion  o f Expression fo r E [x? | A]
Bayes’s rule allows the conditional density of x to be 
written as
p.4(x) = PrM|x)p(x)/PrM) . (9)
Given x, the conditional probability of A  is
K
P rM x ) = 1 -  I  xfz .
i=i
The unconditional probability of <tA is therefore
Pr(^) = f  PrM|x)/?(x)dx 
Jo ,
= 1 -  KE[x\z\
where the second line follows from the symmetry of 
p . Substituting into equation (9) yields the conditional 
density of x. The conditional expectation of x\  is
% 5 M ]  =  f  x \p  ,(x)dx Jo
= E[xj] -  E[xjz+1] -  (K -  \ )E [x \x iz]
"  1 -  KE[x\z] ’
where we have once again made use of the symmetry of 
p . This verifies equation (2).
P roperties  o f th e  D irich le t D istribu tion
Moments are expectations of powers and products of 
powers of the K  allele frequencies. We will need formu­
las for such moments as E[x,], E[xf], and Elxfxf2], where 
the expectation is taken with respect to the Dirichlet 
density defined in equation (3). These moments are all 
special cases of the general moment,
m(s) s  E[x \'xs22 . . .  xs“] ,
where s =  (si, s2, . . . ,  sK) is a vector of integers. For
This gives
£[*n = r (K a )r (a  + r) T(Ka  4- r)T(a)
EW = J
r(JCa)r(a + r)r(a + s) 




The marginal distribution of x , , obtained by integrat­
ing over x2, • • •, x K- u  is
P l(X l) =
*?_1(1 ~Xt) ( K - l ) a - l
P(a, (K -  l)a) ’ (14)
which is a Beta density with parameters a  and (K -  l )a  
(Johnson and Kotz 1970).
The unconditional heterozygosity is
b -  1 -  KE[x\]
=  1 -  K
/ r(Ka)T(a + 2) 
\r(K<x + 2)r(a))•
Equation (5) is obtained by substituting the identity 
r(x  + i) =  r(x)*;(:x: H- 1) . . .  (x + * -  1) , 
which holds for any x  and any integer /.
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