Abstract: An exact algorithm is presented for determining the interval chromatic number of a weighted graph. The algorithm is based on enumeration and the Branch-and-Bound principle. Computational experiments with the application of the algorithm to random weighted graphs are given. The algorithm and its modifications are used for solving timetabling problems with lectures of different lengths.
Introduction
In order to model school timetabling problems with lectures of different lengths in terms of graph colouring the concept of vertex-composite graphs is introduced (Punter, 1976) . This concept is a version of an interval colouring of a weighted graph (Golumbic, 1980) . This idea is further elaborated (Clementson and Elphick, 1983; de Werra and Hertz, 1988) .
A graph is said to be weighted if a positive integer is associated with each vertex of the graph.
Many practical problems can be formulated as a colouring problem of such kind of graphs. For example, problems of scheduling jobs with different processing times and with no preemption allowed, where each job needs some resources for its processing. Specially, if the jobs are school-lectures and the resources are teachers, class rooms Laarhoven, 1989) have been executed, but the results were not encouraging ((~angalovi6, 1989) .
In this article we propose an exact algorithm for determining the chromatic number of a weighted graph. Then we discuss some numerical experiments. Finally, we use the algorithm for solving timetable problems with lectures of different lengths. We will denote by G = (V, E, e) an undirected finite simple graph, where V is an non-empty set of vertices, E is a set of edges, and c is a vector containing the weights. Each number ci of c is a positive integer associated with v, of V. The c, are called the vertex chromaticities.
Interval colouring of weighted graphs
A graph G has an interval k-colouring if c i distinct and consecutive integers --colours --from the set {1, 2 ..... k ) are assigned to each v, in such a way that no two adjacent vertices have a colour in common --a proper colouring.
An example of a weighted graph and an interval 7-colouring are given in Figure 1 and Table 1 , respectively.
The interval chromatic number x(G) is the smallest number k such that G has an interval k-colouring. The corresponding colouring is then called optimal.
In this article we denote by the chromatic number and colouring the interval version unless otherwise stated.
The colours assigned to a vertex are consecutive. Therefore, the colouring of G can be reduced to the determination of the first colour for each vertex: the initial colour.
It should be noted that, in the case when all the vertex chromaticities of G are equal --such a G 3 2 Figure 1 . Weighted graph is called a non-composite graph --the problem of finding x(G) is equivalent to the well-known chromatic number problem. In this problem only one colour is associated with each vertex of the graph (Randall Brown, 1972; Sakaki et al., 1976; Br61az, 1979; Krarup and de Werra, 1982; Kubale and Jackowski, 1985) . In this case determining the chromatic number is known to be NP-complete for k >/3 (Karp, 1972) . Therefore, in general the determination of X (G) is a NP-hard problem. The consequence is that a polynomial time algorithm for its solution is highly unlikely to exist. For this reason there are only heuristic algorithms developed for solving this problem.
Exact algorithm for chromatic number
There are a lot of exact algorithms for determining the value of x(G) for non-composite graphs. Most of them are based on the implicit enumeration --backtracking --approach (Kubale and Jackowski, 1985) .
Starting from the basic principles of such algorithms, we developed an exact algorithm for determining the chromatic number of a weighted graph. The algorithm consists of an enumeration procedure based on the branch-and-bound principle.
Reduction of dimensions
Sometimes the dimensions of G can be easily reduced as follows.
Let the Largest Common Divisor (LCD) of all c, be greater than 1 and G' be a graph obtained from G by dividing each c i through LCD. It can be proved that x(G) = LCD × x(G') and there is a connection between the optimal colouring of G and G' (Cangalovir, 1989) . Therefore, the determination of x(G) can be reduced to a smaller problem: finding x(G').
procedure is based on the branch-and-bound principle taking into account the LF-ordering (Cangalovir, 1989) .
For the example of Section 2 LBOUND is determined by the clique 1-2-4: LBOUND = 6.
Vertex ordering 3.4. Upper bound chromatic number
In order to determine an approximate value of x(G), Clementson and where S~ is the set of all the vertices adjacent to the vertex v,. For those vertices where c~ = cg, we suborder vi such that 3~ > 8j.
This LF vertex ordering is used in our algorithm. The order is fixed and it is not changed during the colouring process.
In the example from Section 2 LF gives 6, 7, 1, 4,2,3,5,8.
We mention that de Werra and Hertz have defined a so called Smallest Last vertex ordering (SL) for weighted graphs.
The average behaviour of our algorithm for both orderings has been investigated (Cangalovir, 1989) . The CPU-time for the determination of the lower and upper bound (see Sections 3.3 and 3.4) with SL was slightly better than with LF. In the enumeration part, however, there was no overall advantage for SL. Because LF is easier to implement, we choose that one.
Lower bound chromatic number
A lower bound LBOUND for x(G) is defined as LBOUND= max ~ c,,
where the maximum in the above expression is established over all the cliques, i.e. maximal complete subgraphs H of G. In our algorithm, LBOUND is determined by an exact procedure which represents a generalized version of a method suggested by Sakaki. The
Clementson and Elphick proposed a so called interchange sequential colouring heuristic for finding x(G). The heuristic colours the vertices of G successively according to a predestined order. It tries to associate with each vertex the smallest possible initial colour. An interchange procedure is used which allows to change colours for already coloured vertices in order to decrease the total number of used colours. The heuristic with the LF ordering (LFI) showed the best average behaviour.
We used LFI in our algorithm in order to determine an approximate value APPROX of x(G) and the corresponding colouring of the graph.
If APPROX = LBOUND, the x(G)= LBOUND. Otherwise, APPROX gives an initial value for the upper bound UBOUND of x(G).
For the example of Section 2, APPROX = 7 and the corresponding colouring is given in Table  1 above.
Initial partial colouring
The following two propositions can be posed ((~angalovir, 1989 
Proposition 2. If G is k-colourable, then there exists a k-colouring of G in which the initial colour of a vertex v i belongs to the set
Ix] is the smallest integer not smaller than x.
Starting from the above mentioned propositions, the following procedure of our algorithm can be defined.
First the procedure tries to find a clique of G which contains all the vertices v, with c~ > 1. If such a clique exists, its vertices are properly coloured by consecutive colours starting from 1. All remaining vertices are ordered by the LF ordering. According to Proposition 1 the obtained partial colouring is not changed in further steps of the algorithm.
If such a clique does not exists, all the vertices of G are ordered by the LF ordering. Then, the set of feasible initial colours for the first vertex vl --with respect to UBOUND --is determined. According to Proposition 2, this set is equal to FORWARDS terminates when either there exists an uncoloured vertex with an empty set of feasible initial colours or all the vertices have been coloured. In the last case a new complete colouring with the total number of colours COLNUM less than UBOUND has been found. Then a new value of UBOUND is COLNUM. If UBOUND = LBOUND, then x(G) = LBOUND.
In further steps of the algorithm, the branching at v 1 is performed only over the set (1). Finally, v 1 is coloured by the initial colour 1.
The described procedure is called INITIAL. In our algorithm it is applied before any enumerative procedure.
In our example a clique which contains all the vertices with c~ > 1 does not exist. The vertices are LF ordered. The set of feasible initial colours for the first vertex 6 is equal to (1, 2}.
6. Procedure FORWARDS
Starting from some sequence of already coloured vertices, this procedure colours the remaining vertices of the graph sequentially, according to the LF ordering with the colours less than the current UBOUND.
At each step of FORWARDS the sets of feasible initial colours for all the still uncoloured vertices are determined. Then, the first uncoloured vertex is coloured with the smallest feasible initial colour.
Let the first m vertices be coloured with a total number of colours less than UBOUND. Let F, be the set of feasible initial colours for some still uncoloured vertex vi, i ~ { m + 1 ..... n }. Then F, can be defined as the largest set which satisfies the following conditions: Exists such an i, then v~ is coloured with the smallest unutilized feasible initial colour and FOR-WARDS proceeds again. Otherwise, i = () and x(G) = UBOUND.
In Figure 2 a pseudo-code of Pascal represents a reflection of all the procedures in the algorithm CHROMA. The enumeration tree for determining x(G) by CHROMA is shown in Figure 3 . 
Numerical experiences
Random weighted graphs are used in order to investigate the average behaviour of the algorithm and to test its efficiency. Also the tightness of the bounds LBOUND and UBOUND can be approached.
A random weighted graph is defined as a graph on n vertices in which each of the possible edges occurs independently with a probability p (density of the graph), 0 < p < 1.
The chromaticity of each vertex v, is given by an independent truncated Poisson random variable with parameter q, q > 0, i.e. qm p{c =m}-(eq_l).rn!, m=0,1,2 .... (Clementson and Elphick, 1983) .
A Pascal program has been written which, for the triplet (n, p, q), generates five random weighted graphs and applies CHROMA to each of them. Further, the program calculates the minimal, the maximal and the average CPU-time of the algorithm (in seconds), the average number of backtrackings and the average value of X-LBOUND and APPROX-x.
We considered 45 groups for inputdata (n, p, q) in which n = 20(5)40, p = 0.2, 0.3, 0.4 and q = 1.0, 1.5, 2.0 (all in all 225 random weighted graphs).
The results obtained on a VAX11/750 are summarized in Table 2 . For all the groups the average CPU-time for LBOUND and APPROX was less than 1 second. Only the times for the enumeration procedure are mentioned.
For greater values of n and p the difference between the maximal and minimal values increased. Therefore, the behaviour of CHROMA is much more difficult to predict in these cases. If the maximal time is given by * * * it means that for the corresponding group of data there was at least one random graph with CPU-time larger than 10 minutes (time limit). For such graphs (4%) X was determined as the last value of UBOUND.
For some groups of data a jump in the average CPU-time and the number of backtrackings can be noticed --for example e = 30. The reason is a large gap between X and APPROX.
The values x-LBOUND and APPROX-x increase with larger p and n. For 87% of the groups x-LBOUND < 1. Even better, for 78% X-LBOUND < 0.5. It means that LBOUND, determined as in Section 3.3, represents a good lower approximation of X-However, APPROX is not so good: for 49% of the groups APPROX-x > 1. For 35% of the graphs LBOUND = APPROX. So, the enumeration procedure was not needed.
For 40% of the graphs X = LBOUND, but only for 3% X = APPROX.
The number of graphs for which LBOUND < X < APPROX increases with greater p and n, and equals 18%.
The variations in q does not seem to have any influence on these results. 
Problem definition
In the Operational Research literature (de Werra, 1985; Clementson and Elphick, 1983 ) the timetabling problem is described as follows:
-A set of classes who follow a fixed curriculum.
A set of teachers who give subjects to these classes.
-A set of time periods.
-A set of lectures which consists of specific combinations of teachers and classes. Each lecture has a length which expresses the number of schoolhours or periods required for its completion.
The problem is to find a feasible timetable such that all the lectures are assigned to the given set of periods and each teacher or class has at most one lecture at a time. If there are no other conditions involved, such a timetable can be constructed as an edge-colouring of a bipartite multigraph (Schreuder and van der Velde, 1984) .
In our problem the lectures can have different lengths and they should not be interrupted: the hours of one lecture are consecutive. Each teacher can teach in more than one class. The set of time periods consists of consecutive schoolhours for one day.
Let L,j be the sum of the lengths of all those lectures which a teacher j gives to a class i. Then a value LT can be defined as
where the maxima and the sums are established over all classes i and all teachers j. Obviously, the necessary condition for the existence of a feasible daily timetable is that the total number of periods per day (TP) is not smaller than LT.
With the daily timetable we can associate a weighted graph G. Each lecture is represented as a vertex with a weight equal to the length of the lecture. Two vertices are connected with an edge (adjacent) if the corresponding lectures have either a class or a teacher in common. G always represents the edge-graph of a bipartite graph. Finding a feasible daily timetable can be reduced to a colouring of G with no more than TP colours --a TP-feasible colouring. The initial colour of a vertex represents the initial schoolhour for the corresponding lecture.
A daily timetabling problem with 3 classes, 5 teachers and 7 consecutive schoolhours per day is given in Table 3 . The associated weighted graph is shown in Figure 4 .
Minimal duration timetable
The determination of a feasible daily timetable with minimal time duration can be reduced to finding x(G). If x(G) > TP, then a feasible daily timetable does not exist. Otherwise, a minimal duration timetable is determined by an optimal colouring of G. Therefore, if LT ~< TP such a timetable can be found by applying CHROMA to G.
However, to be more efficient, CHROMA should be slightly modified as follows.
After the reduction of dimensions (see Section 3.1), instead of using the procedure mentioned in All the other steps of CHROMA remain untouched.
For our example, TP = LT = 7. The enumeration tree, obtained by the modified algorithm, is represented in Figure 5 . A minimal duration timetable has been denoted by double lines.
Minimal free time timetable
If Y~jL,j < TP for at least one class i, then for each such a class there could exist free periods FT~ for a class i in a feasible daily timetable is equal to FT, = z, i where p, and z, are respectively the initial and the final schoolhour for class i. The problem is to find a feasible daily timetable for which the function max FT, i is minimum --a so called minimal free time timetable.
The determination of such a timetable can be reduced to a colouring problem as follows.
Let G, be a complete subgraph of G determined by all the vertices corresponding to a class i. For a colouring of G we define its range as the value equal to
where ~ is the initial colour of uj in the colouring. Now the timetable can be reduced to finding a TP-feasible colouring of G with minimal range. Proposition 2 from Section 3 can be extended to such a colouring problem ((~angalovi6, 1989) . 
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With the free time timetable we can not use the reduction of dimensions and Proposition 1.
The colouring problem which is the result of the transformation of the free time timetable can be solved by a modification of CHROMA called MINFT, see Figure 6 .
In INITIAL all the vertices of G are ordered by the LF ordering. Then, according to Proposition 3, the set of feasible initial colours for v 1 is determined as {1,2 ..... I TP-cl+x As ~ ~< TP-2 for each class i, then TP-1 is. an initial value of the upper bound UBRAN for the range of a colouring. If the first uncoloured vertex is adjacent to at least one of the vertices next in the ordering, then it is coloured with the smallest feasible initial colour. Otherwise, the vertex is coloured with a feasible initial colour for which the corresponding partial colouring has the minimal range (see also the remark at the end of this section).
If In Figure 7 the enumeration tree for finding such a timetable for our example by MINFT, is represented. The timetable is denoted by the double lines.
We mention that during MINFT the vertex 0 5 (representing class II and teacher N4) was not adjacent to any vertex next in the ordering. Therefore, it was coloured with colour 3 instead of its smallest unutilized colour. In this case, the range of the partial colouring of Ol, u 2 ..... u 5 was 0. If v 5 was coloured with 1 or 2, the range would be greater than 0.
Conclusions
The problem of finding the chromatic number of a weighted graph is NP-hard. Therefore, an exact algorithm based on implicit enumeration has been proposed in Section 3. The algorithm has exponential time complexity, and, consequently, it is applicable only to graphs with a rather small number of vertices, density and chromaticities. Fortunately, there are real-world problems of such a size which can be reduced to a colouring problem of a weighted graph of proper dimensions.
For example, the associated weighted graph of the daily timetable problems of Section 5 usually consists of several isolated subgraphs. Some of them are complete and, therefore, trivial to colour. The remaining ones have 20 to 30 nodes with weights not more than 3 (q= 0.02) and with a rather low density (p ~< 0.4). In these cases CHROMA and its modifications can be successfully applied as demonstrated in Table 4 .
Further, we mention that the translation of the minimal free time timetable problem to an interval colouring as defined in Section 2, could simplify MINFT. However, we think that without adding additional constraints like in Section 5.3, it can not be realized.
