two main hypotheses have been proposed to explain the neural representation of multiple objects in the primate visual system. Early visual areas could either use a "rate code," in which different figures are encoded by different firing rates, or a "synchrony code," in which neurons that represent the same object fire in synchrony. Two exciting recent studies have examined how multiple objects in the visual scene are segregated from their background. Gilad and Slovin (2015) suggest that separate objects are labeled by different levels of activity in V1. Martin and von der Heydt (2015) suggest that feedback from cells in higher visual areas influences the synchrony between cells in lower area: cells which receive feedback from a common source are more likely to fire synchronous spikes. The authors test this idea by measuring the synchrony between cells representing the borders of objects to study their connectivity. Both studies make use of recordings in the visual cortex of awake, behaving monkeys performing attention-demanding behavioral tasks. Gilad and Slovin (2015) measured the population response of V1 neurons with voltage-sensitive dye imaging (VSDI) to investigate whether a response amplitude code might be used to label multiple objects in the visual scene. Such a response amplitude code may be due to different firing rates for neurons that code for different objects. They presented monkeys with two motion-defined horizontal bars, and on some trials, the bars were connected with semicircular segments to form a single object. The monkeys were trained to report whether the bars were separated or connected (Gilad and Slovin, 2015, their Fig. 1 ). The bars were always presented at the same locations, and VSDI measurements of the cortical surface in V1 were made at the retinotopic locations corresponding to the centers of the top and bottom bars. Importantly, the connecting segments fell well outside the imaged region and the classic receptive fields of the recorded neurons. Surprisingly, responses of neurons representing the top bar were consistently higher and responses of neurons representing the bottom bar were consistently lower when the bars were separated than when they were connected. This phenomenon is referred to as figure-figure modulation (⌬FF, i.e., the difference in the mean population response between the top and bottom bar when the bars are separated vs connected). This modulation was found across many experimental manipulations, such as varying figure sizes, having a connector at one or two sides of the figure, and motion directions for the connectors that vary in their motion-direction agreement with the bars. In a subset of experiments, the saliency of the connected percept was varied by decreasing the difference in motion direction between the connected segments and the background. The results show an excellent correlation between the monkeys' ability to perform the task and ⌬FF: the monkeys' accuracy to determine whether the bars were connected was higher when ⌬FF (the difference in activity between the top and bottom bar) was larger (Gilad and Slovin, 2015, their Fig. 6 ). Indeed, ⌬FF could be used to predict the choice of the monkey on single trials. The results suggest a very robust modulation (⌬FF) between the cortical representations of top and bottom bars when they form separate objects.
Gilad and Slovin (2015) interpret ⌬FF to be a possible response amplitude code that could be used to label different objects in the visual scene. This exciting idea raises the questions of how the amplitude label is assigned to an object and how many unique amplitudes can be used to code multiple objects. In these experiments, the top bar was always presented closer to fixation than the bottom bar. The amplitude label might therefore be assigned based on the average eccentricity of the object, but this would pose a problem if multiple objects are placed at similar eccentricities in the visual field. Alternatively, the label might depend on how the animal directs its attention to the stimulus to solve the task. One interesting possibility discussed by Gilad and Slovin (2015) is that the monkeys solved the task by preferentially directing their attention to the top bar. Such a strategy could explain the consistent increase in response to the top bar relative to the bottom when the bars were disconnected. When the bars were connected, the modulation might spread from the top bar throughout the entire object, leading to an intermediate response amplitude over the cortical surface. Because an attentional signal would need time to spread from the top bar to the bottom bar, with longer bars requiring more time (Pooresmaeili and Roelfsema, 2014), a latency analysis could reveal whether modulation based on attention is plausible. Future research in which animals direct their attention toward or away from the figures would help to determine if the modulation observed is a label for different figures or whether it reflects attentional selection of one figure and suppression of all others.
Gilad and Slovin (2015) also investigated whether synchrony could be used as a label to differentiate between the two stimuli. Although synchrony, calculated as the correlation coefficient between the VSDI signals on single trials after subtracting the mean signal, significantly increased when the bars were connected compared with when they formed two separate objects, the synchrony difference was very small and was only present in a narrow time window (120 -160 ms). Moreover, it was less consistent over recording sessions and could not discriminate between conditions at the single-trial level. Gilad and Slovin (2015) therefore suggest that the amplitude difference is the best neural code for discriminating between separated and connected figures and the synchrony difference may hold additional, less consistent, figure information. However, the lack of finding a difference in synchrony between the conditions may be due to the recording techniques (VSDI vs spiking activity), because the synchrony may be present in high-frequency bands but not in the low-frequency bands that dominate the VSDI signal.
The role of spike synchrony in labeling objects was addressed in the study by Martin and von der Heydt (2015) in the context of an experiment that tested synchrony between pairs of neurons that code for the edges of objects. They examined the hypothesis that grouping of edges into a single coherent object is accomplished by feedback from "grouping cells" in higher visual areas to cells in lower visual areas that encode the borders of the object. A key prediction of this theory is that spatially separated cells in V1 and V2 that encode parts of the same object and have consistent borderownership preferences (i.e., border-ownership selectivity that points toward the interior of the object) should receive a common input from the same grouping cell (Martin and von der Heydt, 2015, their Fig.  1 ). This common input would increase the likelihood of the cells firing within a brief time window, leading to an increase in synchrony. Martin and von der Heydt (2015) therefore used synchrony as a diagnostic tool to test for common input. They also more generally tested whether synchrony is enhanced when cells respond to the same object compared with when they respond to different objects, as would be predicted by theories of binding-by-synchrony (von der Malsburg, 1981; Singer and Gray, 1995) . In this technically challenging experiment, they simultaneously recorded pairs of V1 and V2 neurons that had RFs on borders of the same figure (bound) or on two different figures (unbound) while the monkey directed its attention to the figure in the RF (attend) or away from the RF (ignore) (Martin and von der Heydt, 2015, their Fig. 2 ).
Martin and von der Heydt (2015) first identified the border-ownership selectivity of the two cells and classified this as either consistent, when they point toward each other (same grouping circuit cells), or inconsistent, when they pointed away from each other (different grouping circuit cells). They found that the spike synchrony (defined as the excess number of coincident spikes compared with that expected by chance in a time-window of 40 ms) between pairs of neurons with consistent borderownership selectivity was higher when the RFs fell on the same object (boundignore condition) than when they fell on two different objects (unbound-ignore condition). The increased synchrony in the same grouping circuit is in line with the hypothesis that grouping cells in higher visual areas enhance activity of cells with an RF on a figure in lower visual areas. Thus, synchrony reflects connectivity between cells in the same grouping circuit, and it is this connectivity that eventually leads to the enhancement of feature responses with binding and attention. The authors found only weak support for the binding-by-synchrony hypothesis. Synchrony was weakly increased when the cells responded to the same rather than different objects, but the increase was only 0.6 Hz on a background coincidence rate of ϳ40 Hz, which is unlikely to provide a meaningful code. One caveat that should be mentioned is that measures of synchrony are sensitive to differences in the mean firing rate of the cells, because the number of coincidences will increase as the firing rate increases. Given that the mean firing rate was higher in the bound than in the unbound condition, this could potentially lead to an artificial increase in measured synchrony in this condition. The authors addressed this concern by subtracting the mean firing rate of each condition in their calculation of synchrony, which provides a measure of protection against this problem, as long as the firing rate differences between conditions are not too extreme.
The grouping-cell theory predicts that synchrony resulting from common input should occur at near-zero timelags, because feedback projections have fast conduction velocities and should provide nearly simultaneous input to spatially separated cells. The peaks in the covariograms were relatively broad (ϳ40 ms), making it difficult to determine the precise lag of the synchrony. To test whether grouping cells might induce synchrony that is more precise than this 40 ms time window, the authors performed an analysis in which they shuffled the timing of the spikes within short time windows and recomputed synchrony. If the measured synchrony relied on the precision of spike-timing at timescales shorter than the window, it would be destroyed by shuffling the spikes, but if synchrony was only present at longer timescales, it would remain unaffected. The results showed that the precise timing of the spikes was critical for the measured synchrony when the spikes were shuffled within a 20 ms window, which indicates that synchrony was present at very brief timescales. Furthermore, the level of tight synchrony did not depend on the spatial separation or orientation tuning of the two cells, implying a feedbackbased mechanism.
Martin and von der Heydt (2015) also addressed the effect of attention on synchrony. The authors had previously proposed that grouping cells might provide an efficient target for attentional selection. By enhancing the activity of a grouping cell, attention could select all the features that belong to the same object through the feedback connections made by these cells. One might then hypothesize that attention would enhance synchrony between cells that receive the same grouping cell input. This was not what the authors found, however. For pairs with consistent border-ownership tunings, synchrony was decreased when the figure was attended (bound-ignore vs bound-attend), whereas for inconsistent pairs, synchrony was increased when the figure was attended. While this result remains puzzling given previous studies showing increases in spike-spike sycnchrony (Fries et al., 2008) and spike-field coherence with attention (Fries et al., 2001 ), the authors provide a possible interpretation: if attention acts via grouping cells it may enhance the activity of cells encoding the attended object and suppress nonattended distractors. The increased synchrony in the bound-ignore condition would then be a result of the common suppression received by cells encoding the nonattended object. This interesting proposal warrants further research. In summary, these two papers use challenging techniques to advance our understanding of how the visual system groups together parts of the same object and labels different objects in the scene. Both papers suggest that objects are labeled through enhanced firing, and that synchrony does not provide a reliable label. They raise interesting questions about the interaction between attention and grouping that should be pursued by future research and bring us closer to understanding the mechanisms by which the binding problem is solved by the primate visual system.
