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dimensional modules over the algebra k〈α,β〉/〈α2, β2, βα + qαβ〉
with q ∈ k∗ , for any d, and we describe any intersection of irre-
ducible components as the zero set of some ideal. We show that
any such intersection is irreducible. To our knowledge, this is the
ﬁrst time irreducible components are described by equations for
modules over an algebra which is neither representation ﬁnite nor
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1. Introduction
Throughout the paper k denotes a ﬁxed algebraically closed ﬁeld. A quiver Q consists of a ﬁnite
set of vertices Q 0, a ﬁnite set of arrows Q 1, and two maps t,h : Q 1 → Q 0 associating with each
arrow α its tail tα and its head hα. A representation X of Q is given by a family (X(i); i ∈ Q 0) of
ﬁnite dimensional k-vector spaces and a family (X(α) : X(tα) → X(hα);α ∈ Q 1) of k-linear maps.
The dimension vector dim X ∈ NQ 0 is given by dim X = (dim X(i); i ∈ Q 0). A morphism f : X → Y
between two representations X and Y is a family ( f (i) : X(i) → Y (i); i ∈ Q 0) of linear maps satisfying
f (hα)◦ X(α) = Y (α)◦ f (tα) for α ∈ Q 1. For d= (di; i ∈ Q 0) ∈ NQ 0 , we denote by rep(Q ,d) the aﬃne
space
rep(Q ,d) =
∏
α∈Q 1
Homk
(
kdtα ,kdhα
)= ∏
α∈Q 1
Mat(dhα × dtα,k).
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(g  X)(α) = ghα ◦ X(α) ◦ g−1tα , g = (gi; i ∈ Q 0) ∈ GL(d), α ∈ Q 1.
Note that GL(d)-orbits in rep(Q ,d) correspond to isomorphism classes.
Recall that the quiver algebra kQ has all oriented paths in Q as a basis, including a path of length
zero for every vertex, multiplication is given by juxtaposition of paths if possible and zero otherwise,
and a two-sided ideal I ⊆ kQ is admissible if (kQ+)N ⊆ I ⊆ kQ 2+ for some N , where kQ+ is the ideal
generated by the arrows of Q . If π = αr . . . α1 is a path in kQ from a vertex i to a vertex j and X is a
representation of Q , the linear map X(π) is the composition X(αr) . . . X(α1) : X(i) → X( j), and for a
linear combination ρ =∑λππ of paths from i to j, X(ρ) is deﬁned as X(ρ) =∑λπ X(π). Note that
any element in I can be decomposed as a sum of elements of I having the same starting and ending
point.
If I is an admissible ideal in kQ , we denote by rep(Q , I,d) the closed subset (with respect to the
Zariski topology)
rep(Q , I,d) = {X ∈ rep(Q ,d); X(ρ) = 0 for any ρ ∈ I}
of rep(Q ,d). The subvariety rep(Q , I,d) is stable under GL(d). In general rep(Q , I,d) is reducible. We
ﬁrst review some results on ideals in the polynomial ring k[rep(Q ,d)] whose zero sets are irreducible
components of rep(Q , I,d).
Let U be a representation of (Q , I), and choose a projective presentation⊕
Pik
ΦU−→
⊕
P jl −→ U −→ 0
for U . Here Pi denotes the projective cover of the one dimensional simple representation whose
support is the vertex i, and ΦU = (Φ jl,ik ) is a matrix with entries Φ jl,ik ∈ Hom(Pik , P jl ). Mapping this
presentation to some X ∈ rep(Q , I,d) yields an exact sequence
0 Hom(U , X)
⊕
Hom(P jl , X)
Hom(ΦU ,X) ⊕
Hom(Pik , X).
As the map Hom(ΦU , X) is isomorphic to the map X(ΦU ) = (X(Φ jl,ik )) with X(Φ jl,ik ) : X( jl) → X(ik),
we obtain from exactness that
rank X(ΦU ) =
(∑
d jl
)
− dimHom(U , X).
Let IU ,X ⊆ k[rep(Q , I,d)] be the ideal generated by all minors of the matrix Y (ΦU ) of size 1+∑d jl −
dimHom(U , X), Y ∈ rep(Q , I,d). Then we have by deﬁnition that the zero set V(IU ,X ) of the ideal
IU ,X is
V(IU ,X ) =
{
Y ∈ rep(Q , I,d); dimHom(U , X) dimHom(U , Y )}.
Recall from [7] that for any representations X, Y ∈ rep(Q , I,d) the relation X deg Y implies
X hom Y . These relations are deﬁned as follows:
X hom Y if dimHom(U , X) dimHom(U , Y ) for any representation U
and
X deg Y if Y ∈ GL(d)X,
where the closure is taken with respect to the Zariski topology.
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GL(d)X ⊆
⋂
{U }
V(IU ,X ).
G. Zwara proved in [8] that in case (Q , I) is of ﬁnite representation type, i.e. if (Q , I) admits only
ﬁnitely many indecomposables, up to isomorphism, the above inclusion is an equality. Moreover,
as rep(Q , I,d) contains only ﬁnitely many GL(d)-orbits in this case, an irreducible component of
rep(Q , I,d) is necessarily the closure GL(d)X of the orbit of some “generic” representation X . Sum-
marizing, [8] implies the following proposition.
Proposition 1.1. Let (Q , I) be of ﬁnite representation type and ﬁx d ∈ NQ 0 . An irreducible component C of
rep(Q , I,d) is given by
C =
⋂
{U }
V(IU ,X ) = V(IX ),
where X is generic in C and IX =∑U IU ,X .
Note that it is suﬃcient to let U range over all isomorphism classes of indecomposable represen-
tations, so that we obtain an explicit ﬁnite set of generators for the ideal IX .
If (Q , I) is not of ﬁnite type, irreducible components of rep(Q , I,d) need not to be orbit closures,
and polynomials obtained from rank conditions do not necessarily suﬃce to characterize them even
if there is a generic representation. The following famous example by Carlson illustrates the latter
point [7]: Let Q be the quiver with one vertex and two loops α and β , and choose I to be generated
by α2, β2, βα − αβ . Denote by S the unique one dimensional representation, by P the projective
injective representation given by
k4, P (α) =
⎛⎜⎝
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
⎞⎟⎠ , and P (β) =
⎛⎜⎝
0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0
⎞⎟⎠ ,
and by Mλ the representation given by
k2, Mλ(α) =
(
0 0
1 0
)
, and Mλ(β) =
(
0 0
λ 0
)
, for λ ∈ k∗.
Using suitable exact sequences, it is easy to see that
P ⊕ S2 deg rad P ⊕ P/ soc P deg Mλ ⊕ Mμ ⊕ S2
for any λ and μ ∈ k. As deg implies hom and as hom is insensitive to cancelling common direct
summands, we see that P hom Mλ ⊕ Mμ for any λ and μ ∈ k. But the variety ⋃λ,μ GL(4)(Mλ ⊕ Mμ)
cannot be contained in the irreducible variety GL(4)P as they are both of dimension 12. We conclude
that the polynomials in
∑
U IU ,P do not suﬃce in order to describe the irreducible component GL(4)P
of rep(Q , I,4).
Our main goal in this paper is to exhibit the “missing” polynomials, not only for GL(4)P , but for all
irreducible components of varieties of representations for the class of four dimensional selﬁnjective
quivers with relations (Q , Iq), where Q has one vertex and two loops α and β as above, and Iq is
generated by α2, β2, βα + qαβ,q ∈ k∗ , which includes Carlson’s example. Note that our ﬁndings only
hold for closed points; we do not know whether our ideals are reduced.
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triangular matrices in [1]. Degenerations for representations of (Q , I−1), which corresponds to a com-
mutative algebra, have been studied by Nüsken [6] in his Diploma thesis, which unfortunately has not
been published.
There are quivers with (nontrivial) relations of inﬁnite representation type for which irreducible
components of the variety of d-dimensional representations are still given by the polynomials ob-
tained from rank conditions. We state without proof that the above quiver Q with I generated by all
paths of length 2 is such an example. In the situation considered in this article, these polynomials
do not suﬃce. Here is an open question which seems interesting to us: Is there a nontrivial class of
polynomial equations strictly containing rank conditions satisﬁed on irreducible components – or on
orbit closures – of varieties of representations?
The paper is organized as follows: In Section 2 we describe the irreducible components of
rep(Q , Iq,d) for any d, in Section 3 we exhibit the “missing” equations and state our main results,
and Sections 4 and 5 are devoted to their proofs.
2. Irreducible components of (Q , Iq,d)
First we describe most indecomposable representations of (Q , Iq) by linking them to representa-
tions of the Kronecker quiver K = 1
α
β
2.
Note that the projective injective indecomposable P is the only indecomposable representation of
(Q , Iq) which does not take the value 0 on βα, and therefore all non-projective indecomposable rep-
resentations of (Q , Iq) are in fact representations of (Q , I), where I is generated by α2, β2, βα,αβ .
The functor F : rep(K ) → rep(Q , I) deﬁned by
(F Y )(α) =
(
0 0
Y (α) 0
)
and (F Y )(β) =
(
0 0
Y (β) 0
)
on the vector space Y (1) ⊕ Y (2) and by
F
(
f (1), f (2)
)= ( f (1) 0
0 f (2)
)
is easily seen to be dense, exact and faithful. Any indecomposable representation of (Q , I) is the im-
age under F of a unique indecomposable representation of K , up to isomorphism, except for the one
dimensional representation S , which is the image of both one dimensional representations of K . The
list of representatives of the isomorphism classes of indecomposable representations of K , established
by Kronecker in [5], see also [3], consists of
• the preprojective representations Pi , i ∈ N,
• the preinjective representations Ii , i ∈ N,
• the regular representations Hn,λ , n ∈ N\{0}, λ ∈ P1(k),
where
dim Pi = ( i i + 1 ) , dim Ii = ( i + 1 i ) , and dim Hn,λ = (n n ) ,
Pi(α) =
(
1i
0
)
, Pi(β) =
(
0
1i
)
, Ii(α) = (1i 0 ) , Ii(α) = (0 1i ) ,
and
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Hn,λ(α) = J (n,0), Hn,λ(β) = 1n for λ = ∞,
where 1 denotes the unit matrix of the appropriate format and J (n, λ) the Jordan block of size n with
eigenvalue λ. We set
• Q i = F (Pi), i ∈ N,
• Q−i = F (Ii), i ∈ N,
• Rn,λ = F (Hn,λ), n ∈ N\{0}, λ ∈ P1(k),
• Rλ = R1,λ .
These modules, together with P , form a complete list of indecomposables for (Q , Iq). If X is a direct
sum
X =
m⊕
k=1
Q ik ⊕
⊕
Rν(m,λ)(m,λ) ⊕ P s
we set
XQ =
m⊕
k=1
Q ik , XR =
⊕
Rμ(m,λ)(m,λ)
and call XQ and XR the non-regular and the regular part of X , respectively. Note that the usual
duality D = Homk(?,k) : rep(Q , Iq) → rep(Q , Iq′ ), q′ = 1q , sends Q i to Q−i and Rn,λ to Rn,λ .
We list the dimensions of the morphism spaces dimHom(Q i,?) for i ∈ Z, leaving the veriﬁcation
to the reader.
• dimHom(Q i, Q j) = 14 (dim Q i dim Q j + 2| j − i + 1| + 1), for j ∈ Z,
• dimHom(Q i, Rn,λ) = 14 (dim Q i dim Rn,λ + dim Rn,λ), for n ∈ N and λ ∈ P1(k), where Rn,λ denotes
the zero-module, if n = 0.
• dimHom(Q i, P ) = 14 (dim Q i dim P ).
For later use record that if X = P s ⊕ XR ⊕⊕mk=1 Q ik , we have
dimHom(Q i, X) = 14
(
dim Q i dim X + dim XR +
m∑
k=1
(
2|ik − i + 1| + 1
))
. (2.1)
Next we exhibit some exact sequences which will be used along with the dual sequences to obtain
degenerations. Recall from [7] that B deg A ⊕ C whenever there is an exact sequence
0 −→ A −→ B −→ C −→ 0.
Proposition 2.1. Fix λ ∈ P1(k). In rep(Q , Iq) there are the following exact sequences:
(1) 0 → Q i → Q i+r → Rr,λ → 0, where i, r  0,
(2) 0 → Q j → Rr,λ → Q i → 0, where i  0 j, r = j − i + 1,
(3) 0 → Q j → P i ⊕ Rr,λ → Q i → 0, where 0 < i  j + 1, r = j − i + 1,
(4) 0 → Rr,λ → Pr ⊕ Q i → Q i+r → 0, where i, r  0.
(5) 0 → Rr,qλ → Pr ⊕ Rt,λ → Rr+t,λ → 0, where r, t  0.
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act sequences of representations of K . In the remainder of the proof we use repeatedly that P is
projective as well as injective. The third sequence is the push out of the projective cover
0 −→ Q i−1 −→ P i −→ Q i −→ 0
along the map Q i−1 → Q j coming from the exact sequence
0 −→ Q i−1 −→ Q j −→ Rr,λ −→ 0.
The fourth sequence is the pull back of the projective cover
0 −→ Rr,λ −→ Pr −→ Rr,q−1λ −→ 0
along the map Q i+r → Rr,q−1λ coming from the exact sequence
0 −→ Q i −→ Q i+r −→ Rr,q−1λ −→ 0.
The ﬁfth sequence is the pull back of the projective cover
0 −→ Rr,qλ −→ Pr −→ Rr,λ −→ 0
along the map Rr+t,λ → Rr,λ coming from the exact sequence
0 −→ Rt,λ −→ Rr+t,λ −→ Rr,λ −→ 0,
which is again the image under F of an exact sequence of representations of K . 
Corollary 2.2. Fix λ ∈ P1(k). We have that P degenerates to Rλ ⊕ Rqλ, R2,0 , and R2,∞ for any q ∈ k∗ , and in
addition to R2,λ for q = 1.
Proof. The claim about Rλ ⊕ Rqλ is a direct consequence of the preceding proposition, part (5), choos-
ing r = 1, t = 0. In order to obtain the remaining assertions, we pull the sequence
0 −→ Rλ −→ P −→ Rλ −→ 0
back along the obvious surjection R2,λ → Rλ and obtain an exact sequence
0 −→ Rλ −→ P ⊕ Rλ −→ R2,λ −→ 0,
as P is projective. Then P degenerates to R2,λ by [7]. 
Let us recall the notion of direct sums of irreducible components [2] (with a slight modiﬁcation
by taking closures): If C1 ⊆ rep(Q , Iq,d1), . . . ,Cr ⊆ rep(Q , Iq,dr) are closed subsets, the direct sum
C1 ⊕ · · · ⊕ Cr is deﬁned to be the closure in rep(Q , Iq,d) of the image of the morphism
GL(d) × C1 × · · · × Cr −→ rep(Q , Iq,d)
which sends (g, X1, . . . , Xr) to g  (X1 ⊕ · · · ⊕ Xr), where d =∑ri=1 di . Note that the direct sum of
irreducible subsets is irreducible again. Now we are ready to classify the irreducible components of
rep(Q , Iq,d) for any positive d. We set
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• R= ⋃λ∈P1(k) GL(2)Rλ ,
• P= GL(4)P .
Theorem 2.3. The irreducible components of rep(Q , Iq,d) are
(1) Ps ⊕ Rt for s, t  0 if d = 4s + 2t is even,
(2) Ps ⊕Q i for s 0, i ∈ Z if d = 4s + 2|i| + 1 is odd.
Proof. Let C ⊆ rep(Q , Iq,d) be an irreducible component. If a representation X ∈ C contains P as a
direct summand, this will be true generically on C because admitting a surjection onto P is an open
condition and any such surjection splits. But then C contains P as a direct summand.
Thus we may assume C does not contain P. If d is odd, any representation in C will contain some
Q i as a direct summand, in fact generically for a constant value of i. As Q i has extensions with any
indecomposable except P by the preceding proposition, we must have C = Q i . Indeed, C is the union
of the closures of those orbits GL(d)X ⊆ C for which X does not belong to the closure of some other
orbit in C. For the same reason, if d is even, representations in C are generically regular. Adapting
the well-known fact that diagonalizable matrices form a dense subset of Mat(n × n,k), we see that
C= R d2 . 
For later use we record an important consequence of Proposition 2.1.
Corollary 2.4.We have the following degenerations and inclusions:
(1) Rm,λ deg
⊕n
l=1 Rml,λ , for any m =m1 + · · · +mn and any λ ∈ P1(k),
(2) Q i ⊕ R|t| ⊆ Ps ⊕Q i+t , for i, t ∈ Z, with 2|i| + 1+ 2|t| = 4s + 2|i + t| + 1,
(3) P s ⊕ Rt,0 deg Q i ⊕ Q j , for i  j ∈ Z, s, t ∈ N with 4s + 2t = 2(|i| + | j| + 1) and t = j − i + 1,
(4) Q i ⊕ R2t ⊆ Q i ⊕ Pt , for i ∈ Z and t ∈ N.
Proof. The ﬁrst statement is obtained by induction on n, the case n = 2 resulting from the short exact
sequence
0 −→ Rm1,λ −→ Rm,λ −→ Rm2,λ −→ 0.
To prove the second statement we assume that i  0 as the case i < 0 follows by duality. We ﬁrst
consider the case t + i  0. From Proposition 2.1, part (1) we obtain that Q i ⊕ R ⊆ Q i+1 for i  0 and
thus by induction that Q i ⊕ Rt ⊆ Q i+t for i  0, t  0. This is our assertion if t  0 as in this case
s = 0. If t < 0, we must have s = −t , and we need to prove Q i ⊕ R−t ⊆ P−t ⊕ Q i+t . This follows by
induction from Q i ⊕R⊆ P⊕Q i−1 for i > 0, which is in turn a consequence of Proposition 2.1, part (4).
In case t + i < 0 we have t < 0, s = i, and we prove
Q i ⊕ R−t ⊆ Q0 ⊕ R−t−i ⊕ Pi ⊆ Q i+t ⊕ Pi .
Both inclusions follow from Proposition 2.1 by induction, the ﬁrst one from part (4) as noted above,
the second one from the dual of (1).
The third claim follows from Proposition 2.1 by using the exact sequence (3) in case i > 0, its dual
in case j < 0 and the exact sequence (2) in case i  0 j.
Now we prove the last inclusion in case i  0; the case i < 0 follows by duality. By the third
statement we have the inclusions
Q i ⊕ Rt ⊆ Q i+t, Q i+t ⊕ Rt ⊆ Q i ⊕ Pt,
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Q i ⊕ R2t ⊆ Q i ⊕ Pt . 
3. The main results
We ﬁrst exhibit the “missing” equations, satisﬁed on irreducible components of even dimension.
We let Φq : k[u, v] → k[u, v] be the graded algebra automorphism of the polynomial ring in two
variables u, v given by ﬁxing u and sending v to qv; the grading is by total degree. For n  0, we
denote the subspace of homogeneous polynomials of degree n by Hn . If n = 2s+ t , s, t  0, we deﬁne
a polynomial map
Ψs,t : Hs × Ht −→ Hn
by Ψs,t(H, L) = H · Φq(H) · L. The image Cs,t ⊆ Pn of the induced morphism Ψs,t : Ps × Pt → Pn is
closed by elimination theory (compare [4], Corollary 14.2), and therefore the image Hs,t ⊆ Hn of Ψs,t ,
which is just the aﬃne cone over Cs,t , is closed as well.
In order to state our main theorem, we introduce the following notations: We set
[X, Y ] = dimHom(X, Y ), for any representations X, Y ,
and for a square matrix M of size 2r × 2r we denote by M˜ the r × r-block in the lower left corner
of M .
Theorem 3.1.
(1) Fix s, t  0, set d = 4s + 2t, and ﬁx λ1, . . . , λt ∈ P1(k). Then the irreducible component Ps ⊕ Rt of
rep(Q , Iq,d) is the set Ds,t of all representations X ∈ rep(Q , Iq,d) which satisfy the following two con-
ditions:
(a) [Qr, P s ⊕⊕tk=1 Rλk ] [Qr, X] for r ∈ Z with |r − 1| < d2 ,
(b) f (h  X) ∈ Hs,t for all h ∈ GL(d), where
f (Y ) = det(uY˜ (α) − vY˜ (β))
for any Y ∈ rep(Q , Iq,d).
(2) Fix s 0, j ∈ Z, and set d = 4s+ 2| j|+ 1. Then the irreducible component Ps ⊕Q j of rep(Q , Iq,d) is the
set Fs, j of all representations X ∈ rep(Q , Iq,d) which satisfy the condition:
(c) [Qr, P s ⊕ Q j] [Qr, X] for r ∈ Z with |r − 1| d−12 .
Remark 3.2.
• Note that [Qr, P s ⊕⊕tk=1 Rλk ] does not depend on the choice of λ1, . . . , λt .• Condition (a) for Q 1 is equivalent to rank(X(βα)) s as
d − s =
[
Q 1, P
s ⊕
t⊕
k=1
Rλk
]
 [Q 1, X] = d − rank
(
X(βα)
)
.
• Note that in odd dimension Theorem 3.1 gives an explicit ﬁnite set of generators for the ideal
describing the irreducible component Ps ⊕Q j . We have not been able to exhibit such a set in the
case of even dimension.
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(1) If 0 s1  · · · sn and t1, . . . , tn ∈ N with d = 4s1 + 2t1 = · · · = 4sn + 2tn we have
n⋂
l=1
(
Psl ⊕ Rtl)= Ps1 ⊕ (P∩ R2)sn−s1 ⊕ Rtn .
(2) If j1  · · · jn ∈ Z, s1, . . . , sn ∈ N with d = 4s1 + 2| j1| + 1 = · · · = 4sn + 2| jn| + 1 we have
n⋂
l=1
(
Psl ⊕Q jl
)= Ps ⊕ R jn− j12 ⊕Q jn+ j1
2
,
where s is given by equality of dimensions.
(3) Any (nontrivial) intersection of irreducible components of rep(Q , Iq,d) is irreducible.
4. Proof of Theorems 3.1 and 3.3 for even dimension
We begin by examining condition (b) in Theorem 3.1. If
Z = ZR 
⊕
λ∈P1(k),m1
Rν(m,λ)m,λ ,
where the multiplicities ν(m, λ) = 0 for almost all pairs (m, λ), we set
f Z = vν(∞)
∏
λ∈k
(u − λv)ν(λ),
where we denote by ν(λ) =∑mmν(m, λ) the total multiplicity of λ.
Lemma 4.1. Let X be a representation of even dimension d and h ∈ GL(d).
(1) If X contains a direct summand Q i we have f (h  X) = 0.
(2) If X  P s ⊕ Z and Z = ZR  ⊕λ∈P1(k),m1 Rν(m,λ)m,λ , there is a map ρ : GL(d) → Hs,0 such that
f (h  X) = ρ(h) f Z and ρ(g) = u2s for a suitable g ∈ GL(d).
Proof. In the ﬁrst case we have rank(uX(α) − v X(β)) < d2 , and therefore f (h  X) = 0 for any h.
In the second case, we begin by showing that f (g  X) = u2s f Z for a suitable g ∈ GL(d). For X = P ,
we choose the residue classes of 1, β,α,αβ as a basis. Then we have
P (α) =
⎛⎜⎝
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
⎞⎟⎠ and P (β) =
⎛⎜⎝
0 0 0 0
1 0 0 0
0 0 0 0
0 0 −q 0
⎞⎟⎠ ,
and clearly f (P ) = u2. If X = Rm,λ for some λ ∈ P1(k), we have
X(α) =
⎧⎪⎨⎪⎩
(
0m 0m
1m 0m
)
if λ = ∞,(
0m 0m
J (m,0) 0
)
if λ = ∞,m
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⎧⎪⎨⎪⎩
(
0m 0m
J (m,λ) 0m
)
if λ = ∞,(
0m 0m
1m 0m
)
if λ = ∞,
and then obviously f (X) = f Z . If X is isomorphic to P s ⊕ Z and Z = ZR is regular, we combine the
bases just exhibited, and thus we ﬁnd g ∈ GL(d) such that
(g  X)(α) =
(
0 0
A 0
)
, (g  X)(β) =
(
B 0
C −qB
)
with
A =
(
12s 0
0 Mα
)
, B =
(0s 0s 0
1s 0s 0
0 0 0
)
, C =
(
02s 0
0 Mβ
)
and det(uMα − vMβ) = f Z , and obviously we have f (g  X)(u, v) = u2s f Z .
In order to complete the proof, we choose h ∈ GL(d), and decompose
hg−1 =
(
S1 S2
S3 S4
)
,
(
hg−1
)−1 = ( T1 T2
T3 T4
)
,
where Si, T j are square matrices of size
d
2 , and note for further reference that S3T1 + S4T3 = 0.
Another computation gives that
f (h  X)(u, v) = det(uS4AT1 − v(S3BT1 + S4CT1 − qS4BT3)).
In case S4 and T1 are invertible, we obtain
f (h  X)(u, v) = det S4 det T1 det
(
uA − v(S−14 S3B + C − qBT3T−11 ))
= det S4 det T1 det
(
uA − v(C + DB + qBD))
with D = S−14 S3 = −T3T−11 . Now we decompose D as
D =
( D11 D12 D13
D21 D22 D23
D31 D32 D33
)
,
where the blocks in the two top rows have s lines each and D31, D32 have s columns, and compute
uA − v(C + DB + qBD) =
( u1s − vD12 0 0
−vD22 − qvD11 u1s − qvD12 −qvD13
−vD32 0 uMα − vMβ
)
.
Finally, we see that
f (h  X)(u, v) = det S4 det T1 det(u1s − vD12)det(u1s − qvD12) f Z (u, v)
belongs to Hs,0 · f Z if S4 and T1 are invertible, which implies the claim, as Hs,0 is closed. 
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Es,t =
{
X ∈ rep(Q , Iq,4s + 2t); X = XR , f X ∈ Hs,t
}
.
Lemma 4.2. For any s, t  0 with d = 4s + 2t > 0,
(1) Es,t is irreducible, and
(2) Es,t = (P∩ R2)s ⊕ Rt .
Note that in particular P∩ R2 = E1,0 is irreducible.
Proof. We deﬁne a morphism
τ : Mat(n × n,k) −→ Rn
by
τ (A)(α) =
(
0 0
1n 0
)
, τ (A)(β) =
(
0 0
A 0
)
.
Note that f (τ (A))(u,1) is just the characteristic polynomial χA ∈ k[u] of A. Any representation X ∈ Rn
which does not contain Rm,∞ as a direct summand for any m is isomorphic to some τ (A). As Es,t is
stable under GL(2n), the irreducibility of Es,t will be established if we can show that the set{
A ∈ Mat(n × n,k); χA ∈ Ps,t
}
is irreducible, where we set
Ps,t =
{
p =
s∏
k=1
(
(u − λk)(u − qλk)
) t∏
j=1
(u − μ j); λk,μ j ∈ k
}
.
A simple computation shows that the morphism σ : kn → Mat(n×n,k) given by sending the monic
polynomial p = un + γn−1un−1 + · · · + γ0 to
σ(p) =
⎛⎜⎜⎜⎝
0 −γ0
1
. . .
...
. . . 0
...
1 −γn−1
⎞⎟⎟⎟⎠
is a section for the morphism χ which sends a matrix to its characteristic polynomial. As the k[u]-
module deﬁned by σ(p) is cyclic, generated by the ﬁrst vector in the standard basis, the Jordan
normal form of σ(p) contains exactly one block per eigenvalue. Thus the orbit of σ(p) under GL(n)
acting by conjugation is dense in the ﬁber χ−1(p). Therefore, the inverse image χ−1(A) of any
irreducible subset A in the set of monic polynomials of degree n (identiﬁed with kn) is irreducible,
as it contains the irreducible set {
h  σ (p); h ∈ GL(n,k), p ∈ A}
as a dense subset. In particular, the irreducibility of Ps,t , which is obvious, implies that Es,t is irre-
ducible.
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any non-regular four dimensional representation in its closure. Thus the regular representations in
P ∩ R2 form a dense subset. But then the regular representations in (P ∩ R2)s ⊕ Rt form a dense
subset as well, and any regular representation in Ps ⊕ Rt belongs to Es,t by Lemma 4.1. This implies
(P∩ R2)s ⊕ Rt ⊆ Es,t .
To show the reverse inclusion we distinguish two cases.
If q = 1 the set
U =
{
X ∈ rep(Q , Iq,d); X 
d
2⊕
k=1
Rλk , λ1, . . . λ d
2
∈ k pairwise distinct
}
is open in R2s+t and has non-empty intersection with Es,t . Note that
U ∩ Es,t ⊆
{
h 
(
s⊕
k=1
(Rλk ⊕ Rqλk ) ⊕
t⊕
j=1
Rμ j
)}
⊆ (P∩ R2)s ⊕ Rt
by Corollary 2.2. As Es,t is irreducible, this intersection is dense.
If q = 1 the set
V ⊆ rep(Q , Iq,d)
consisting of representations isomorphic to
⊕s
k=1 R2,λk ⊕
⊕t
j=1 Rμ j , where λ1, . . . , λs , μ1, . . . ,μt are
pairwise distinct, is open and thus dense in Es,t . As V is a subset of (P∩ R2)s ⊕ Rt , we are done. 
Now Theorems 3.1 and 3.3 for even dimension are immediate consequences of the following
lemma.
Lemma 4.3. For d > 0, 0 s1  · · · sn and t1, . . . , tn ∈ N with d = 4s1 + 2t1 = · · · = 4sn + 2tn, we have
(1) Ps1 ⊕ (P∩ R2)sn−s1 ⊕ Rtn ⊆⋂nl=1(Psl ⊕ Rtl ),
(2)
⋂n
l=1(Psl ⊕ Rtl ) ⊆ Ds1,t1 ∩ Dsn,tn ,
(3) Ds1,t1 ∩ Dsn,tn ⊆ Ps1 ⊕ (P∩ R2)sn−s1 ⊕ Rtn .
Proof. The ﬁrst inclusion is obvious. The second is a consequence of Lemma 4.1: Any representation
X  P sl ⊕ XR with dim XR = 2tl belongs to Dsl,tl , and such representations form a dense subset of
Psl ⊕ Rtl . Clearly we have
n⋂
l=1
Dsl,tl = Ds1,t1 ∩ Dsn,tn .
For the proof of the third inclusion, we ﬁrst assume that X  P s ⊕ XR . Then we have that s  s1
by Remark 3.2 as X ∈ Ds1,t1 and f XR ∈ Hsn−s,tn by Lemma 4.1 as X ∈ Dsn,tn , and thus
X ∈ Ps ⊕ Esn−s,tn = Ps ⊕
(
P∩ R2)sn−s ⊕ Rtn
⊆ Ps1 ⊕ (P∩ R2)sn−s1 ⊕ Rtn .
In the remaining case we decompose X  P s ⊕ XR ⊕⊕2mk=1 Q ik with m > 0 and i1  · · · i2m . By
the following Lemma 4.4 we know that X deg P s
′ ⊕ Rt′,0, where t′ = 12 dim XR +
∑m
k=1(ik+m − ik + 1)
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to ﬁnish the proof we only need to show that s′  s1.
As X ∈ Ds1,t1 and |im| < d2 we have:
d · dim Q im+1 + 2t1 = 4
[
Q im+1, P s1 ⊕
t1⊕
k=1
Rλk
]
 4[Q im+1, X]
= d · dim Q im+1 + dim XR +
2m∑
k=1
(
2|ik − im| + 1
)
= d · dim Q im+1 + dim XR + 2
m∑
k=1
(ik+m − ik + 1)
= d · dim Q im+1 + 2t′
by formula (2.1), and thus t1  t′ and s′  s1 as desired. 
Lemma 4.4. For d > 0, X  P s ⊕ XR ⊕⊕2mk=1 Q ik ∈ rep(Q , Iq,d) with m > 0 and i1  · · · i2m, we have
P s
′ ⊕ Rt′,0 deg X,
where t′ = 12 dim XR +
∑m
k=1(ik+m − ik + 1) and 4s′ + 2t′ = d.
Proof. For k = 1, . . . ,m, we set t′k = ik+m − ik + 1. In case XR = 0 we have
P s
′ ⊕ Rt′,0 deg P s′ ⊕
m⊕
k=1
Rt′k,0 deg P
s ⊕
m⊕
k=1
(Q ik ⊕ Q ik+m )  X,
remembering from Corollary 2.4, parts (1) and (3) that
Rt′,0 deg
m⊕
k=1
Rt′k,0 and P
s′k ⊕ Rt′k,0 deg Q ik ⊕ Q ik+m .
In case XR = 0 we need one further step, using Corollary 2.4, part (2), which implies that
Q i′2m deg Q i2m ⊕ XR if i′2m = i2m +
dim XR
2
. 
5. Proof of Theorems 3.1 and 3.3 for odd dimension
Both theorems are immediate consequences of the following Lemma 5.1.
Lemma 5.1. Fix d > 0, j1  · · · jn ∈ Z, s1, . . . , sn ∈ N with d = 4s1 + 2| j1| + 1 = · · · = 4sn + 2| jn| + 1,
and set
j = j1 + jn
2
, t = jn − j1
2
, 4s + 2t + 2| j| + 1 = d.
Ch. Riedtmann et al. / Journal of Algebra 331 (2011) 130–144 143We have the following inclusions:
(1) Ps ⊕ Rt ⊕Q j ⊆
⋂n
l=1(Psl ⊕Q jl ),
(2)
⋂n
l=1(Psl ⊕Q jl ) ⊆ Fs1, j1 ∩ Fsn, jn ,
(3) Fs1, j1 ∩ Fsn, jn ⊆ Ps ⊕ Rt ⊕Q j .
Proof. In order to prove the ﬁrst inclusion, remember from Corollary 2.4, part (2), that
R| j− jl| ⊕Q j ⊆ Ps
′
l ⊕Q jl ,
for any l, where s′l is given by equality of dimensions. As
| j − jl| =
∣∣∣∣ j1 − jl2 + jn − jl2
∣∣∣∣ jl − j12 + jn − jl2 = t,
we see that
Ps ⊕ Rt ⊕Q j = Ps ⊕ Rt−| j− jl| ⊕ R| j− jl| ⊕Q j
⊆ Ps+s′l ⊕ Rt−| j− jl| ⊕Q jl
⊆ Psl ⊕Q jl .
The last inclusion comes from Corollary 2.4, part (4).
The second inclusion in our lemma just expresses that dimensions of Hom spaces cannot decrease
in orbit closures and that
n⋂
l=1
Fsl, jl = Fs1, j1 ∩ Fsn, jn .
Finally, we prove the third inclusion. We assume that X ∈ Fs1, j1 ∩ Fsn, jn , and we decompose X =
P s
′ ⊕ XR ⊕⊕2m−1k=1 Q ik , where m > 0 and i1  · · ·  i2m−1 ∈ Z. Using Lemma 4.4, we see that X ∈
Ps
′′ ⊕Rt′ ⊕Q im , where t′ = 12 dim XR +
∑m−1
k=1 (ik+m − ik +1) and s′′ is given by equality of dimensions.
We claim that | jl − im| t′ for any l ∈ {1, . . . ,n}. Indeed, as X ∈ Fsl, jl and |im| d−12 we have
d · dim Q im+1 + 2| jl − im| + 1 = 4
[
Q im+1, P sl ⊕ Q jl
]
 4[Q im+1, X]
= d · dim Q im+1 + dim XR +
2m−1∑
k=1
(
2|ik − im| + 1
)
= d · dim Q im+1 + dim XR + 1+ 2
m−1∑
k=1
(im+k − ik + 1)
= d · dim Q im+1 + 2t′ + 1
by formula (2.1), and thus | jl − im| t′ .
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t + | j − im| =
{
jn − im if j  im,
im − j1 if j < im.
Now we use Corollary 2.4, part (2), to obtain
Rt
′ ⊕Q im ⊆ Ps
′′′ ⊕ Rt′−| j−im| ⊕Q j ,
where s′′′ is given by equality of dimensions. Combining this with our previous result we see that
X ∈ Ps′′ ⊕ Rt′ ⊕Q im ⊆ Ps
′′+s′′′ ⊕ Rt′−| j−im| ⊕Q j
= Ps′′+s′′′ ⊕ Rt′−| j−im|−t ⊕ Rt ⊕Q j .
By Corollary 2.4, part (4), the latter set lies in Ps ⊕ Rt ⊕Q j , and we are done. 
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