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Abstract
We propose a novel regularization method, called
volumization, for neural networks. Inspired by
physics, we define a physical volume for the
weight parameters in neural networks, and we
show that this method is an effective way of regu-
larizing neural networks. Intuitively, this method
interpolates between anL2 andL∞ regularization.
Therefore, weight decay and weight clipping be-
come special cases of the proposed algorithm. We
prove, on a toy example, that the essence of this
method is a regularization technique to control
bias-variance tradeoff. The method is shown to do
well in the categories where the standard weight
decay method is shown to work well, including
improving the generalization of networks and pre-
venting memorization. Moreover, we show that
the volumization might lead to a simple method
for training a neural network whose weight is bi-
nary or ternary.
1. Introduction
Regularization plays a central role in machine learning re-
search. Deep learning systems, while hard to analyze ana-
lytically, also requires a combination of a series of regular-
ization techniques to work well (Goodfellow et al., 2016;
Kukacˇka et al., 2017). Popular regularization techniques in
deep learning include but are not limited to weight decay
(Krogh & Hertz, 1992b), dropout (Srivastava et al., 2014),
label smoothing (Mu¨ller et al., 2019) etc.. One of the oldest
yet the most popular approach is the weight decay, which
is also related to L2 regularization in the statistical learning
literature. Weight decay has been shown to work well in im-
proving the generalization and control overfitting of neural
networks trained with stochastic gradient descent (Zhang
et al., 2018b), and applies equally well to other optimizers
such as ADAM (Loshchilov & Hutter, 2017).
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Figure 1. Diagram of various subclasses of volumization(V,α),
the proposed regularization method with hyperparamter α and V .
When α > 0, V = 0, volumization is equalent to weight decay with
parameter 1 − α. When α = 0, V > 0, the method is equivalent
to performing a weight clipping at V and −V . When α > 0 and
V > 0, one obtains an interpolation between weight decay and
weight clipping. When α < 0 and v < 0, weights are reflected at
the virtual boundary ±V .
To motivate the proposed method, let us first review what
we now know about neural networks. First of all, neural net-
works are often overparametrized and this overparametriza-
tion has been observed to be beneficial, in terms of the ease
of training (Arora et al., 2018; Du et al., 2018) and the genar-
alization ability (Geiger et al., 2019; Belkin et al., 2018).
Coming with the overparametrization is the difficulty to
constrain and regularize a neural network. For example, it
is shown that modern neural networks can easily memorize
all the training data points when they are mislabeled, even
when (1) data augmentation such as random crop is used,
and (2) weight decay and dropout are applied (Zhang et al.,
2017). One potential remedy to this problem is the recently
discovered double-descent phenomenon (Belkin et al., 2018;
Nakkiran et al., 2019), which shows that when the presence
of label noise is mild (usually with corruption rate smaller
than 20%), overparametrization itself can provide robust-
ness to the model and no necessary measure needs to be
taken. However, recent studies and experiments on label
noise suggests that, when the noise rate is extreme, the neu-
ral network will still be negatively affected significantly by
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Algorithm 1 Volumization(V,α)
Input: weights at step t: wt ∈ Rd, its momentum mt ∈
Rd, optimizer G(w) ∶ R2d → R2d, volume parameter
V > 0, discount parameter α
wˆt+1, mˆt+1 = G(wt,mt) // optimizer step
if ∣wˆi,t+1∣ > V then
wi,t+1 = wˆi,t+1 + (1 − α)(V × sgn(wˆi,t+1) −
wˆi,t+1)ˆ
mi,t+1 = α × mˆi,t+1
end if
Figure 2. Illustration of volumization. Particles indicate the weight
and arrows indicate the update step. Dashed arrows are the parts
out of the interval [−V,V ] and will be volumized. When α < 0,
volumization behaves like reflection on the wall
label noise (Ziyin et al., 2020a; Zhang & Sabuncu, 2018;
Hendrycks et al., 2019). This calls for the need of a stronger
regularization method that can effectively limit the expressi-
tivity of a neural network when needed, since such method
does not exist yet. This paper aims at proposing a general
regularization method with wider applicability than weight
decay.
Contribution: The main contribution of this work is a gen-
eralized regularization method of weight decay, which (1)
can improve where weight decay is traditionally shown to
be effective, such as improving generalization of a model,
(2) can be used to deal with problems where weight decay
is ineffective, such as preventing memorization of overpa-
rameterized networks, and robustness to adversarial attacks,
and (3) can even control the weight parameter distribution
of neural networks, which is shown to have the potential
to perform neural network binary quantization, even in the
presence of extreme label noise.
2. The Proposed Method
One recently recognized way to effectively constrain the
expressivity of modern neural networks is to constrain the
largest eigenvalue of the weight matrices, since this directly
limits the Lipschitz constant of the network, which is an
important measure of the expressivity and the robustness
of the network (Virmaux & Scaman, 2018; Gouk et al.,
2018), and one straightforward way to achieve this is to
contrain the magnitude of every element in a weight matrix.
This is the basis for volumization. Formally, we propose to
confine all the weights within an interval [−V,V ] defined
by the volume parameter V . However, constraining the each
parameter directly might be an overkill when very strong
regularization is not needed, we introduce a “softening”
parameter α to introduce soft boundaries at V by decaying
parameters towards V at rate 1−α, we call V the “volume”,
and α “weight decay”.
The algorithms is given in Algo. 1. Notice that α can be
both positive and negative. When α > 0, the constraint is
soft; when α ≤ 0, the constraint is hard. While the optimal
solution for all α ≤ 0 is the same, we note α affects the
learning dynamics, and the learned model will potentially
converge to different solutions, in this work, we focuses on
studying the case when α ≥ 0, leaving the negative case
to future work. We note that this method may be plugged
into any commonly used optimizers, which can be defined
as a mapping function that takes a weight wt at time step t
and maps to a weight parameter at time step t + 1. We give
examples on volumized SGD and volumized ADAM in the
appendix.
A summary of the volumization in the V − α plane is given
in Figure 1, connecting volumization with other regulariza-
tionWe note that three parameter settings appear especially
interesting:
Elastic Wall (V > 0, α = −1) This is equivalent to having
a physical wall at ±V , and, treating the parameters
as particles, the collision between parameters and the
walls are elastic, with no energy loss. By standard
assumptions in statistical physics, the final solution
converges to the Boltzmann distribution ∼ exp[−`(w)]
in the volume [−V,V ] (Zhang et al., 2018a);
Weight Clipping (V > 0, α = 0) This is literally perform-
ing a parameter clipping at every optimization step
at ±V . In physical terms, this is equivalent to have
a completely inelastic collision between the wall and
the parameters, after which all the kinetic energy of
the parameters are lost, and this causes parameters to
concentrate at ±V ;
Weight Decay (V = 0, 0 < α < 1) This is equivalent to
weight decay, where 1 − α is equivalent to the stan-
dard weight decay parameter. The only difference is
that we also decay the momentum by 1 − α, but this
is often negligible since in practice the weight decay
strength is at the order of 10−4.
An alternative way to understand volumization is that it is
an interpolation between imposing a L∞ and L2 geometry
on the model parameters. See Figure 3. Notice that one
potential problem with this method is that different weight
matrices might require a different V , and so the number of
hyperparameters might grow with the depth of the network,
but this is not the case, since there exists a very natural
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Figure 3. Geometry of volumization. Plotted are the equi-potential
lines for three different parameter setting. One sees that, when
V = 0, the geometry is L2; when V = 1, the geometry is L∞, and
with V > 0, α > 0, the methods interpolates between the two.
definition of V for each layer. In particular, it is shown that
there is a critical point a such that one should initialize the
weights of neural networks uniformly in the region [−a, a],
where a = √6/h, where h is the width of the network (or
the number of fan-out channels) (He et al., 2015).
√
6/h is
the critical initialization in the sense that, when a ≠ √6/h,
the variance of the activations will either explode or van-
ish. More importantly, initializing at this critical a not only
improves optimization of networks, but also improves the
generalization of the learned model (He et al., 2016). This
suggests that, for each layer, V should be naturally defined
with reference to a. In this work, we parametrize V by
V = va. For example, setting v = 0.8 means that we set the
volume of every layer to be 0.8 times
√
6/h. In the experi-
ment section, we demonstrate that this indeed achieves good
result.
3. Volumization Can Improve Generalization
In this section, we study a linear perceptron and show that
volumization can improve generalization in a noisy setting.
The mechanism of V = 0, α > 0 is equivalent to weight
decay and has been intensively studied by previous works
(Krogh & Hertz, 1992a; Hastie et al., 2019) and so we focus
on the cases when V > 0, α = 0. We believe that the case
when both V, α ≠ 0 can be even more helpful to combating
noise, but we leave this to be demonstrated experimentally.
3.1. Warmup: General Framework and Preliminaries
In this section, we set the notation and introduce the prob-
lem by analyzing a regularization-less setting. As in a series
of previous works that have been shown very successful
(Gardner & Derrida, 1989; Krogh & Hertz, 1992a; Hastie
et al., 2019; Liang et al., 2020), we assume a teacher-student
setting, where we want to train a network fw, with weightw,
on a task whose target is produced by a teacher network fu.
Let {xi}i=1,...,N denote the dataset, and fu(xi) their cor-
responding labels. We define the empirical generalization
error to be:
`(w) = 1
2N
∑
i
[fw(xi) − fu(xi)]2 (1)
The generation error is defined as the expected value of this
over all samplings of dataset. I.i.d. noises are present in
the training set, such that the effect is that the labels are
shifted by a noise with variance σ2: fu(xi)→ fu(xi) + i.
Denoting the difference fw(xi) − fu(xi) as bi, the training
objective is then
˜`(w) = 1
2N
∑
i
[fw(xi) − fu(xi) − i]2 (2)
Now we make a simplification to allow for analytical analy-
sis of how our method works in the presence of label noise.
We consider a case where both fu and fw are linear net-
works parametrized by a linear transformation w ∈ Rd and
u ∈ Rd respectively, and we use non-bold letter with sub-
cript to denote each of the elements of these vectors, for
example, wi denotes the i-th element of w. Plugging in,
`(w) = 1
2N
∑
i
(wTxi − uTxi)2 (3)
the update rule of gradient descent (GD) is then
w˙T = − 1
N
∑
i
(wTxi − uTxi)xi (4)
Notice that we are taking the continuous time limit of GD
(also called gradient flow), and this has been shown to give
accurate approximation to the finite step GD algorithm (Mei
et al., 2019). Define the residual v ∶=w − u, and the corre-
lation matrix A = ∑i xixTi we obtain:
v˙T = − 1
N
vTA; (5)
when the data correlation matrix A is full rank, we know
that v → 0 with an exponential time scale ∼ e−λt where λ is
the smallest eigenvalue of A. As t→∞, we see that `→ 0,
achieving perfect generalization.
When the noise is present as in Equation 2, we may proceed
as before to obtain the update rule
v˙T = − 1
N
vTA − 1
N
∑
i
ix
T
i (6)
We diagonalizeA to obtain (the change in index i→ r refers
to this change in basis):
v˙r = − 1
N
Arvr − 1
N
∑
i
ixir (7)
where r denotes the diagonalized indices, and the solution
at t→∞ is
vr = − 1N ∑i ixir
Ar
(8)
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Thus the effect of noise can be modeled by a shift in the
parameters by a random variable proportional to . The
generalization error is then
Ex,i [ d∑
r
v2r] = dA2rσ2NA2r + o( dN ) = dσ
2
N
+ o( d
N
) , (9)
i.e., the generalization error is proportional to the strength
of the noise. This is a standard result that was also obtained
in other works using similar or different methods (Krogh &
Hertz, 1992b; Hastie et al., 2019).
3.2. Volumization in the Presence of Noise
To proceed, we make the assumption that the effect of label
is to shift the target variables u′k = uk + ηk. In this setting,
we show that volumization with reasonable V can always
reduce generalization error at the optimal minimum, denoted
by b2(V ), compared to without volumization (i.e. when
V →∞) at optimal solution, denoted by b2. Formally, we
prove:
Theorem 3.1. Let the teacher weights uk follow a uniform
distribution Unif(−a, a), and let the noises ηk follow a uni-
form distribution Unif(−σ,σ), and the wk be the learned
parameters using volumization algorithm with V ≥ 0 and
α = 0, then
Eη [1
d
∣∣w − u∣∣22] ≥ (1 − 27σ64a)σ23 . (10)
with equality achieved at V ∗ = a − σ/2. Moreover, when
the correlation matrix A = I , the the above equation is also
equal to the generalization error, and with optimal V being
V ∗.
The proof is given in the appendix, and A can be easily
made diagonal by preprocessing the dataset by the inverse
correlation matrix. One curious point is that the maximum
gain is obtained when the signal-to-noise ratio (SNR) is
around 1. One can also show that the generalizatoin error
can be reduced for a range of V :
Theorem 3.2. Let the problem be defined as in the previous
theorem, the optimal solution exists at V = a − σ
2
, then
b2(V ) ≤ b2 for nay V ∈ (a−σ, a+σ), where the equality is
only achieved when either σ = 0 or σ = a.
Intuitively, this proof is based on the idea using volumization
induces a bias in the model parameters, while controlling
the model variance, thus leading to a control over the bias-
variance tradeoff. The theoretical prediction in compared
to simulation in Figure 4. The simulation is obtained by
searching for grid-searching for the optimal V ∗ on the task
described in the experiment section. We see that in the
region σ ∈ (0,1.5), the theory gives perfect agreement with
simulation (note that in the derivation of the theory, we
assumed σ ≤ 1) To be complete, we also cite the the result
for the when V = 0, α > 0 (i.e., for weight decay):
(a) Uniform Noise (b) Cauchy Noise
Figure 4. (a) Comparison of the prediction in Theorem 3.2 with
simulation for a = 1. Constant model refers to a model with all
parameters being 0. While our theory assumes σ < 1, the calcu-
lated functional form agrees with experiment up to σ ≈ 1.5. (b)
Experiment when the noise obeys a σ-scaled standard Cauchy
distribution. This shows the effectiveness of volumization when
the noise is extreme. Here no regularization has a divergent er-
ror, while optimal weight decay converges to a constant model;
volumization, however, succeeds in learning this task.
Theorem 3.3. (Krogh & Hertz, 1992b) On the same prob-
lem, and let A = I , the generalization error of weight decay
is σ
2a2
3(σ2+a2) per parameter, at optimal weight decay parame-
ter 1 − α = σ2
a2
.
While this is of similar magnitude to volumization for the
example we studied, it converges to a constant model with
all parameters being 0 when the noise has unbounded vari-
ance. To illustrate this, we plot this (optimal weight decay)
versus simulated volumization in Figure 4 when the noise
obeys a σ-scaled standard Cauchy distribution, we see that
volumization with V > 0, α = 0 is the only method to learn
such a problem. This shows that volumization can help
with learning when the noise is extreme. For deep, non-
linear networks, the analysis is in general hard; we resort
to demonstrating the usefulness of volumization through
extensive experiments in this case.
3.2.1. CONTROLLING WEIGHT DISTRIBUTION
One additional effect results from the above analysis. Train-
ing with volumization with volume V results in a parameter
distribution with two peaks located at V and −V , and these
peaks attracts more density as we reduce V . This can be
used to control the distribution of weight parameters of neu-
ral networks. Volumization with small or zero α naturally
results a softly binarized network (binarized to −V and V ),
and during inference, one might also move the remaining pa-
rameters also to V and −V to achieve an exact binarization
of neural networks. We study this part in Section 5.4.
4. Some Useful Properties
One key property of the method when training with α ≥ 0
is that each element in the weight matrices are bounded
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Table 1. Top1/5 Accuracy of Fine-tuned EfficientNets on Tiny Im-
ageNet; The column “Best” indicates the best test accuracy score
and the colume Last indicates the average scores of last 10 epochs.
Model Regularization Top1 Accuracy Top5 AccuracyBest AVE Gap Best Last Gap
b0 WD 5 × 10−4 78.16 76.76 1.40 93.52 92.71 0.81Vol(1,0.99) 78.87 78.39 0.48 93.47 93.24 0.23
b1 WD 5 × 10−4 79.93 75.65 4.28 94.41 92.17 2.24Vol(1,0.99) 80.19 79.61 0.58 94.45 93.55 0.90
b2 WD 5 × 10−4 79.89 78.26 1.63 94.71 93.33 1.38Vol(1,0.99) 81.90 81.27 0.63 95.02 94.34 0.68
b3 WD 5 × 10−4 83.21 81.34 1.87 95.54 94.59 0.95Vol(1,0.99) 83.62 82.76 0.86 95.49 94.92 0.57
from above and below by ±V . A consequence is that the
eigenvalue of the learned matrix is bounded.
Proposition 4.1. Let V ≥ 0, and a weight matrix W ∈ Ra×b
have elements −V ≤Wij ≤ V , and let smax(W ) denote the
largest singular value of W , then smax(W ) ≤ V max(a, b).
This prompts us to choose V as a function of the size of
weight matrix so as to control the largest eigenvalue, and
motivates for a different V value for each layer. Moreover,
this fact can be used to bound the Lipshitz constant of a
trained neural network.
Proposition 4.2. let d be the depth of a network, and
define a feedforward neural network f(⋅) by f(x) =
W1σW2σ...σWdx, where σ is a 1 − Lipshitz activation
function, and each Wi ∈ Rai×bi is trained with volumization
parameter Vi = 1/max(ai, bi) and α ≥ 0, then f(⋅) is a
1 −Lipshitz function.
While the proof of these two results are elementary, they
can be of great practical and theoretical use. One famous
example is the training of a Wasserstein GAN / autoencoer
using the Kantorovich dual, where the optimization domain
is the set of all 1 − Lipshitz functions (Arjovsky et al.,
2017).
5. Experiments
In this section, we present experimental results on showing
the usefulness of volimization in (1) improving the general-
ization performance of modern large-scale model on large
image classification dataset; (2) improving robustness of
the trained models to label noise and adversarial attacks
and even achieving the state-of-the-art results, especially
when the noise level is extreme; (3) controlling the weight
distribution of neural networks, which can be directly used
to train binarized and ternarized networks.
The effect of volumization with hyperparameters is also
discussed, we denote the volumization case as Vol(v, α).
Unless otherwise specified, we take ADAM as the default
optimizer, the default learning rate is 10−4 and the batch
size is 128.
5.1. Improving Generalization
We demonstrate that volumization can improve generaliza-
tion by finetuning EfficientNets (from b0 to b3) (Tan &
Le, 2019), the state-of-the-art image classification network.
We initialize the network by the pre-trained weights from
ImageNet. We train EfficientNet-b{0-3} on the released
Tiny ImageNet (Wu et al., 2017) train and validation set,
respectively. Tiny ImageNet has 200 classes. Each class
has 500 training images, 50 validation images. We grid-
search the weight decay strength in the commonly used
range 5× 10−4 from {5× 10−3,5× 10−4,5× 10−5} by cross
validation in EfficientNet-b0 network. For volumization, we
pick volumization parameter (v, α) = (1,0.99). The hy-
perparameters are kept the same for all EfficientNet-b{0-3}
for simplicity, showing volumization does not need heavy
parameter-tuning to work. We train the network for 20
epochs by ADAM with weight decay or volumization and
report the best value (Best) and last 10 epoch average (Last)
of the test accuracy trajectory. We can see from the table 1
that for all EfficientNet-b{0-3}, volumization achieves bet-
ter top 1 Best and Last accuracy than weight decay. For
top 5 results, volumization is compatible to weight decay at
Best accuracy but has better performance at Last accuracy.
Moreover, the gap between Best and Last values indicates
the overfitting. Therefore, smaller gap indicates less over-
fitting and better generalization. Specifically, when model
is trained by volumization, it produces consistently smaller
gaps between the Best and Last value than weight decay.
5.2. Robustness to Label Noise
In this section, we show that the volumization can be more
robust to label noises than weight decay. Label noise
is an important topic in the recent machine learning re-
search. We also compare against the previous state-of-the-
art method (generalized cross entropy loss Lq (Zhang &
Sabuncu, 2018)) with similar computational complexity on
extreme noise rates. We use 2-layer DNN on MNIST (Le-
Cun et al., 1998), ResNet-18 (He et al., 2016) on CIFAR-
10 (Krizhevsky et al., 2009) and LSTMATT on IMDB
dataset (Maas et al., 2011). For the LSTMATT (Bahdanau
et al., 2014), we also use 300-dimensional pretrained GloVe
embedding (Pennington et al., 2014). We run all the cases
for 100 epochs and report the best and last 10 epoch aver-
age of test accuracy trajectory. We do not perform early
stopping in order to showcase the strength of each method
to prevent overfitting when no other measure against noisy
label is taken. v is chosen from {0.25,0.5,1,2}. We note
that when v is large, i.e. v = 2,4, the regularization of
volumization is weak. Experiments on Wider range of v
is included if needed. From both CIFAR10 and IMDB re-
sults, it is observed that volumization significantly improves
Best and Last score when label noise is large (CIFAR10-0.8,
IMDB-0.4). While for the cases with smaller label noise,
volumization’s performance is compatible to weight decay.
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(a) Grid search on CIFAR10 with ResNet18. We see that both the
peak accuracy and the last accurary are more sensitive to volume
than weight decay. Here, the best performance is achieved around
v = 0.25, α = 0.99; we note a closer gridsearch in this region will
result in even better performance.
(b) Training trajectory of ResNet18@CIFAR10 with label
noise. We see that smaller v leads to better robustness to the
negative effect of mislabeling. We see that the baseline drop
very quickly in performance after 20-th epoch due to learning
the mislabeled points. On the other hand, a good combination
of v and α results in a training trajectory that drops very slowly
or does not drop at all.
Figure 5. Grid Search and training trajectory on CIFAR10 with ResNet18.
Table 2. Detailed comparison between weight decay and volumiza-
tion under varying label noise conditions.Volbest and VolLast are
selected volumized cases by its best test accuracy and the average
test accuracy of last 10 epochs, respectively.
Model@Dataset Noise Regularization AccuracyRatio Best Last
DNN @ MNIST
0.4
No Reg. 96.50 89.65
WD 5 × 10−3 94.82 94.70
WD 5 × 10−4 96.23 95.92
WD 5 × 10−5 96.10 95.42
Vol(1, 0.9999) 96.18 95.40
0.8
No Reg. 87.04 35.88
WD 5 × 10−5 87.29 53.67
WD 5 × 10−4 86.51 61.26
WD 5 × 10−3 88.04 86.87
Vol(1, 0.99) 87.96 86.57
ResNet18 @ CIFAR10
0.4
No Reg. 78.16 54.84
WD 5 × 10−5 78.43 54.48
WD 5 × 10−4 78.32 54.20
WD 5 × 10−3 79.46 67.12
Vol(0.25, 0.5) 81.57 72.11
0.8
No Reg. 39.67 16.67
WD 5 × 10−5 36.91 16.30
WD 5 × 10−4 37.95 16.47
WD 5 × 10−3 27.69 18.59
Vol(0.25, 0.5) 45.56 38.16
LSTMATT @ IMDB
0.2
No Reg. 68.56 64.26
WD 5 × 10−5 73.43 68.08
WD 5 × 10−4 74.37 67.71
WD 5 × 10−3 69.47 66.30
Vol(0.25, 0.5) 73.58 65.65
0.4
No Reg. 57.18 55.30
WD 5 × 10−5 57.93 54.37
WD 5 × 10−4 60.99 55.38
WD 5 × 10−3 55.18 50.00
Vol(0.25, 0.5) 65.02 55.53
Our method is more similar to the loss function approach
that limits the expressivity of the model. Previously pro-
posed methods include Lq (Zhang & Sabuncu, 2018)), gam-
bler’s loss (Ziyin et al.; 2020a) etc.. In table 3, we compare
volumization with the Lq method in preventing label noise.
We focus on the case when the noise level is extreme, since
this is where volumization is observed to be the most effec-
tive. We see that volumization achieves the state-of-the-art
performance this level. Also shown are the performance of
quantization using volumization. See section 5.4 for more
Table 3. Comparison with the state-of-the-art label noise method
and the quantization experiments at extreme noise rate. We see that
the proposed method achieves the state-of-the-art performance at
this noise rate. What is surprising here is that quantization seems
to make the model even more robust to lanbel noise.
Model @ Dataset - Noise Ratio Method AccuracyBest Last
ResNet18 @ CIFAR10 - 0.8
Lq 47.50 22.58
Vol(0.25, 0.5) 45.56 38.16
- Binary 13.01 10.00
- Ternary 48.72 45.85
LSTMATT @ IMDB - 0.4
Lq 59.17 56.35
Vol(0.25, 0.5) 65.02 55.53
- Binary 63.56 62.31
- Ternary 63.05 60.20
detail.
5.2.1. HOW TO TUNE V AND α
It is also beneficial to study how using volumization changes
the training trajectories. Figure 6, 5b and 7 shows the
training trajectories on three datasets. To demonstrate
the connection of our volumization with weight decay,
weight cliping and elastic wall. We choose alpha from{−1,−0.5,0.,0.5,0.99,0.9999,1}. We note again that
when α is close to 1, the regularization is not significant and
close to weight decay. when α = 0, it is weight clipping
and when α = −1, it is elastic wall. Take DNN@MNIST
in Figure 6 as an example. In the first column of Figure 6,
we compare the effect of v given α = 0.99. Smaller v, i.e.
v < 1 indicates stronger regularization and the overfitting is
successfully prevented. Larger v has weaker regularization
effect. When label noise is large, i.e. 0.8, we see that only
smaller vs prevents overfitting. When label noise is small,
i.e. 0.4, however, the smaller vs cause the underfitting. In
the second column in Figure 6, we compare the effect of α
given v = 0.5. Volumization prevent overfitting for almost
all α under varying noise condition except α = 1, the no
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Figure 6. Test accuracy of DNN@MNIST with label noise
Figure 7. Test accuracy of LSTMATT@IMDB with label noise.
We observe that tuning v gives improvement in peak performance
by upto 10% absolute accuracy.
regularization case. When label noise is large, clear regu-
larization effect is observed when α < 1 even for α close
to 1 (the case where α = 0.99). For the α getting exponen-
tially closer to 1 (α = 0.9999), the regularization effect gets
weaker and approximates to the no regularization case.
Figure 5b presents the test accuracy trajectory of ResNet18
on CIFAR10. Proper v and α are important to make the
model resistant to label noise. We note that for the stronger
label noise conditions, i.e. noise ratio is 0.8, stronger regu-
larization should be applied. Compared to the case where
noise ratio is 0.4 and the primary hyperparameter v is cho-
Figure 8. FGSM and PGD-20 attack on 2-layer-DNN@MNIST
Figure 9. FGSM and PGD-20 attack on ResNet18@CIFAR10
sen to be 0.25, for noise ratio 0.8 case we should choose(v, α) = (0.2,0.5). Figure 7 demonstrated the test accu-
racy trajectory of LSTMATT on IMDB dataset. IMDB is a
binary classification task so the label noise ratio should be
smaller than 0.5 for this dataset. We choose noise ratio 0.2
for moderate label noise and 0.4 for large label noise. In this
dataset, we observed that volumization could significantly
improve the best performance of the trajectory. Similar to
previous observation, stronger label noise requires stronger
regularization.
Based on the observations above, we conclude that (v, α) ∈[0,+∞) × [−1,1) (in the region of interest in Figure 1)
controls the strength of the regularization and can improve
generalization. Smaller v and α indicates stronger regular-
ization effect and vise versa. Moreover, v appears to be more
sensitive and is considered the dominate hyperparameter for
volumization. α, at the same time, is not very sensitive in
most part of [−1,1), i.e. [−1,−0.99], and could be consid-
ered as a secondary hyperparameter for fine-grained turning.
5.3. Robustness to Adversarial Attack
We also find that training with volumization makes models
more robust to strong adversarial attack than weight decay.
This is related to Lipfhitz countinuity by the bounded eigen
value of weight matrics We perform simple Fast Gradient
Sign Method (FGSM) attack (Goodfellow et al., 2014) and
Projection Gradient Descent with 20 iterations (PGD-20)
attack (Madry et al., 2017) to 2-layer-DNN @ MNIST and
ResNet18 @ CIFAR10.
Figure 8 and Figure 9 compares weight decay and volumiza-
tion under different attack strength in MNIST and CIFAR10,
respectively. For MNIST case, volumization are more ro-
bust for adversarial attack than weight decay. Actually,
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weight decay shows similar results to learning without any
regularization. Moreover, the case Vol(0.25, 0.5) has sur-
prisingly consistent performance under both naive FGSM
and stronger PGD-20, while all weight decay case dropped
significantly with stronger attack.
For ResNet18 @ CIFAR10 case, we still observe that vo-
lumization makes the models more robust to adversarial
attacks, especially for adversarial examples with larger
strength. The weight decay cases perform even worse than
that without regularization for ResNet18 @ CIFAR10 and
decrease steadly under PGD-20 attack. Interestingly, volu-
mization are demonstrated to be “saturated” with the attack
strength epsilon larger than 0.09.
5.4. Controlling Parameter Distribution and Weight
Quantization
In this work, we show that the proposed method can also be
used for controlling the distribution of weights of a network,
and this can be directly used for quantizing neural networks,
especially to binarize and to ternarize. See Figure 10. We
see that, volumization functions as an attractive force that
pulls weight parameters towards V and −V at strength α.
For demonstration, we perform a weight-only quantization
(Guo, 2018) to ±V . To binarize, we quantize weight w → V
if w >= 0 and w → −V otherwise. To ternarize, we use the
following threshhold:
w → ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
V if w > V
2
0 if −V
2
≤ w ≤ V
2
V if w < −V
2
(11)
During training, we quantize every 2 epochs, and continue
training from this quantized network. While this quantiza-
tion scheme is simple and ad hoc, its performance is quite
good, resulting in a 32-fold reduction in memory without
incurring much drop in performance. One additional ben-
efit resulting from quantizing with volumization is that it
results naturally in a quantized network that is robust to the
presence of label noise in the dataset. We plan to develop
this quantization scheme in detail in a future work. See Fig-
ure 11 for training trajectory of such quantization scheme,
the quantized network achieves comparable performance to
the original.
Since volumization is robust to label noise, we expect that
this method can be used to quantize a network that is si-
multaneously robust to label noise. We perform this exper-
iment on the above mentioned setting on CIFAR-10 and
IMDB when the noise is extreme (0.8 for CIFAR-10, 0.4
for IMDB). See Table 3. We set V = 0.1, α = 0.95 in these
settings with lr = 2e−4. The proposed method does succeed
in quantizing such networks. What is actually surprising
is that such networks are benefited from the quantization
scheme and the robustness is further improved. Achieving
(a) V = 1.2 (b) V = 0.9 (c) V = 0.6 (d) V = 0.3
(e) V = 1.2 (f) V = 0.9 (g) V = 0.6 (h) V = 0.3
Figure 10. Controlling distribution of weight parameters of a two-
layer network on MNIST. (a-d): α = 0.99; (e-h): α = 0.9999.
All four networks performs similarly at 96% accuracy. We note
that, as V decreases, peaks appear at V and −V and becomes
higher, making these two points natural points of quantization.
Such peak do not appear when either α or V is large, meaning that
both are very important at controlling the distribution of weight
parameters.
(a) Ternarize (b) Binarize
Figure 11. Quantization of an LSTM network trained on the IMDB
dataset. We see that the proposed method achieves quantization
very smoothly, and the testing accuracy is also comparable to the
original network.
the state-of-the-art result on label noise problems at extreme
noise levels. To our best knowledge, this is the first method
for quantizing a neural network that defends against cor-
rupted labels at the same time. We plan to study this in
detail in a future work.
6. Conclusion
We propose volumization, a novel regularization for deep
neural networks as a generalization of weight decay. Volu-
mization is proved in mild assumptions and shown to im-
prove generalization better than weight decay in benchmark
dataset. We conducted extensive experiments including
noisy label classification and adversarial attack to verify
that volumization indeed has much wider applicability than
weight decay, and performs significantly better when noise
in learning is strong by preventing memorization of over-
parametrized neural networks. Moreover, We also showed
that volumized can be used as a method to control the distri-
bution of weight parameters, with quantization as a direct
application, and it becomes the first method to be able to
quantize neural networks and deal with label noise at the
same time. There are many potential future works that
the present work can lead to. We plan to extend the work
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on quantization to develop a binarization and ternarization
method that is applicable for industrial tasks. The volumiza-
tion technique (with the elastic wall hyperparameter) can
also be used to define a physical volume for neural networks,
which may enable more study of neural networks from a
theoretical physics point of view.
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Appendix
A. Volumized SGD and ADAM
In this section, we provide the pseudo-code for volumized SGD, Adam(Kingma & Ba, 2014), and LaProp (Ziyin et al.,
2020b). See Algorithm 2, 3, 4 respectively. We recommend using LaProp for its demonstrated better ability to initialize
training and its better stability.
Algorithm 2 volumized SGD
Input: x1 ∈ Rd, learning rate {λt}Tt=1, decay parameters 0 ≤ µ < 1. Set m0 = 0, n0 = 0.
gt = ∇θ`(θt−1)
mt = µmt−1 + gt
wt+1 = wt − λt ×mt
if ∣wt+1∣ > V then
wt+1 = wi,t+1 + (1 − α)(V × sgn(wt+1) −wt+1)
mt = α ×mt
end if
Algorithm 3 volumized Adam
Input: x1 ∈ Rd, learning rate {λt}Tt=1, decay parameters 0 ≤ µ < 1, 0 ≤ ν < 1, ≪ 1. Set m0 = 0, n0 = 0.
gt = ∇θ`(θt−1)
nt = νnt−1 + (1 − ν)g2t
mt = µmt−1 + (1 − µ)gt
wt+1 = wt − λt × gt√
nt/cn+mt/cm
if ∣wt+1∣ > V then
wt+1 = wi,t+1 + (1 − α)(V × sgn(wt+1) −wt+1)
mt = α ×mt
end if
Algorithm 4 volumized LaProp
Input: x1 ∈ Rd, learning rate {λt}Tt=1, decay parameters 0 ≤ µ < 1, 0 ≤ ν < 1, ≪ 1. Set m0 = 0, n0 = 0.
gt = ∇θ`(θt−1)
nt = νnt−1 + (1 − ν)g2t
mt = µmt−1 + (1 − µ) gt√
nt/cn+
wt+1 = wt − λtmt/cm
if ∣wt+1∣ > V then
wt+1 = wi,t+1 + (1 − α)(V × sgn(wt+1) −wt+1)
mt = α ×mt
end if
B. Grid Search of (v,α) and Default Parameters
We grid search the hyperparameters (v,α) on ResNet18 @ CIFAR10 under different label noise levels. Each (v,α) result
is the average score of three runs. Figure 12, Figure 13 and Figure 14 present the Best and Last score in the (v,α) phase
diagram under no label noise, noise ratio 0.4 and 0.8. For v = 0 case where volumization is actually weight decay, we
see from smaller α ≤ 0.99, i.e. larger weight decay strength limits the learning ability of the neural network. However, in
over-regularized α ≤ 0.99 cases, increasing the volume v will improve the performance significantly, and then converge to
the no regularization case. In all label noise condition, the most suitable hyperparameter (v,α) locates in where (0, α) over-
regularizes the neural network and (v,α) finds the proper regularization. This suggests that the generalization performance
is approximately convex in v, and our grid search indicates that v is easier to search for than the weight decay α, and v is
much more effective at constraining a neural network.
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Figure 12. Grid search Best and Last scores on ResNet18@CIFAR10 with no label noise
Figure 13. Grid search Best and Last scores on ResNet18@CIFAR10 with noise ratio 0.4
Figure 14. Grid search Best and Last scores on ResNet18@CIFAR10 with noise ratio 0.8
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(a) Grid search on MNIST with noise ratio 0.8 (b) Grid search on IMDB with noise ratio 0.4
Figure 15. Grid search Best and Last scores on IMDB and IMDB. We see that voluzamition has different effect on the two tasks. For
IMDB, the peak performance is improved by volumization, and for MNIST, the final performance is improved.
(a) volumized Laprop in MNIST (b) volumized Laprop in IMDB (c) volumized Laprop in CIFAR10
Figure 16. Grid search Best and Last scores optimized by volumized Laprop on MNIST, IMDB and CIFAR10 with the largest label noise
level. For MNIST and CIFAR10, the Last scores are improved, for IMDB, the Best scores are improved
In Figure 15a and 15b, we show the grid search on MNIST and IMDB. We notice that the effect of volumization seems
different on different datasets or architectures. For IMDB, the peak performance is improved by volumization, and for
MNIST, the final performance is improved. Interestingly, for two-layer-DNN @ MNIST, the v = 0, α = −1 case is also
learnable. This might be the result of the even time step symmetry.
C. Similar Property on Other Adaptive Optimizers
We also grid search the parameters (v,α) in aforementioned three cases using another adaptive optimizer Laprop (Ziyin
et al., 2020b).
Figure 16 demonstrated the grid search results. We could see the observation on Adam is invariant to the Laprop optimizer.
D. Proof of Theorems
We first note that the original solution ui is shifted to u′i = ui + ηi, where Ui ∼ Unif(−a, a), and ηi ∼ Unif(−σ,σ). The
variance for η is σ2/3.
By elementary probability theory, the support for u′i is on (−a − σ, a + σ), and the probability density of u′i is given by
f(u′) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
4aσ
u′ + a+σ
4aσ
if − a − σ ≤ ui ≤ −a + σ
1
2a
if − a + σ < ui < a − σ−1
4aσ
u′ + a+σ
4aσ
if − a − σ ≤ ui ≤ −a + σ (12)
for all i. When we use volumization of volume V , the parameter wi converges to u′i if u′i ∈ (−V,V ), and wi converges to
the boundary at ±V otherwise. If u′i ∈ (−V,V ), then the error from a single parameter wi is given by σ23N , and this happens
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with probability
Pr(u′ < V ) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
V
a
if V < a − σ
1 − 1
4aσ
(V − a − σ)2 if a − σ ≤ V ≤ a + σ
1 if V > a + σ (13)
When u′i ∉ (−V, V ), the contribution to the generalization error is then 1N (∣ui∣−V )2, when we take expectation over u, this
is equal to (a−V )2
12N
, and this happens with 1 minus the above probability.1
To summarize, the generalization error is2
b2(V ) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
V
a
σ2 + 1
a
(a − V )3 if V < a − σ
cV σ
2 + (1 − cV )(a − V )2 if a − σ ≤ V ≤ a + σ
σ2 if V > a + σ (14)
where cV = 1 − 14aσ (V − a − σ)2; we can notice that b2(a − σ) = b2(a + σ) = b2, and for V ∈ (a − σ, a + σ), b2(V ) < b2.
Using V in this range, we expect a gain in generalization performance. Formally, we can prove the following inequality for
a − σ < V < a + σ:
b2(V ) = cV σ2 + (1 − cV )(a − V )2 < b2 (15)
To show this, we note that 0 ≤ ∣V − a∣ ≤ σ, and so
b2(V ) ≤ cV σ2 + (1 − cV )σ2 (16)= σ2/3 (17)
with equality only if V = a ± σ, which is not in the range under consideration, and we are done.
We now take derivative w.r.t V and set to 0 in the region V ∈ (a − σ, a + σ) to obtain
− σ
2a
(y − σ) + 1
2aσ
(y − σ)y2 + 1
2aσ
(y − σ)2y = 0 (18)
where we defined y = V − a. This has two solutions at V = a − b
2
, which is the global minimum, and V = a + b, which is a
local maximum. Thus, the optimal solution V = a − b
2
yields generalization error
b2(a − σ
2
) = (1 − 27σ
64a
)σ2
3
< σ2
3
(19)
for σ ≤ a.
Of course, we may also take the limit σ2 → 0 from above to obtain the generalization error in the absence of noise. The
error is
b2(V ) = ⎧⎪⎪⎨⎪⎪⎩
1
a
(a − V )3 if V ≤ a
0 if V > a (20)
Interestingly enough, when V is chosen to limit the complexity of the model beyong necessity, the effect to generalization
error is only affect by a term of order O(a2), and when a is far smaller than 1, the negative effect is very small.
1from this point on, we drop the dummy factor 12N since the text becomes clearer without them.
2notice that we are treating b2 as a function of V .
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E. Weight Distribution of a Volumized ResNet18
In this section, we demonstrate further that volumization can be used to control the distribution of weight parameters in
a neural network. In the main text, we demonstrated the peaking effect of a simple two-layer neural network, where the
learned parameters are concentrated at V and −V . Here, in Figure 17 to Figure 20, we show that the same effect can be
observed for a ResNet, for weights in all 20 convolutional layers and the last fully-connected layers as well as the bias in the
last fully-connected layers. Notice that the volumized network also achieves better generalization performance according to
the grid search in the previous section This means that one can use volumization as a tool for training a neural network
whose weights are binary (or ternary).
Figure 17. Weight distribution of ResNet18 trained on CIFAR10 with label noise ratio 0.4. Left: non-volumized; Right: volumized with(v,α) = (0.2,0.99)
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Figure 18. Weight distribution of ResNet18 trained on CIFAR10 with label noise ratio 0.4 (Cont’). Left: plain optimization; Right:
volumized with (v,α) = (0.2,0.99)
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Figure 19. Weight distribution of ResNet18 trained on CIFAR10 with label noise ratio 0.8. Left: no volumization; Right: volumized with(v,α) = (0.2,0.99)
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Figure 20. Weight distribution of ResNet18 trained on CIFAR10 with label noise ratio 0.8 (Cont’). Left: no volumization; Right:
volumized with (v,α) = (0.2,0.99)
