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This thesis demonstrates microfluidic-based approaches for 
chemical/biomolecular separation.  Traditional separation methods are usually 
processes such as chromatography, electrophoresis, ultrafiltration or precipitation. 
Microfluidic continuous-flow separation techniques offer attractive alternatives to 
more conventional batch-based methods, and several such methods based on a 
variety of separation principles have been developed in recent years. Advantages 
of microfluidic continuous separation include continuous sample injection, 
continuous results readout, and integration with upstream and downstream 
process units. In this thesis, microfluidic continuous magnetophoretic protein 
separation using nanoparticle aggregates and aqueous two-phase microdroplets 
for protein partitioning are explored.  
In microfluidic continuous magnetophoretic protein separation, silica coated 
superparamagnetic nanoparticles interact preferentially with hemoglobin in a 
mixture with bovine serum albumin, form protein-nanoparticle aggregates 
through electrostatic interactions, and are recovered online by magnetophoresis. 
Detailed modeling and analysis of this process are also presented in this thesis, 
and quantitative estimates of the recovery of both proteins are also validated with 
experimental results. The results reveal the importance of accounting for particle 
size distributions in calculating particle recovery, and therefore in estimating 
separation efficiency.    
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The thesis further presents an exploration of an aqueous two-phase system 
(ATPS) in microfluidic platform. This system is of technological interest for the 
separation of biomolecules due to its unique features such as the low interfacial 
tension and all-water environment which provide benign conditions.  The 
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junction. The droplets exhibit complex, yet uniform, non-equilibrium steady-state 
structures. The polymer mixture is observed to exhibit a near continuum of speed 
and composition-dependent phase morphologies, such as lobes, heterogeneous 
fragments and reticulates. A dynamic morphology map showing the influence of 
flow speed, and polymer composition is constructed. Interestingly, the transitions 
between the different regions on the map can be understood by invoking models 
of droplet dynamics in unconfined linear Stokes flows. Following this, the 
application of these ATPS microdroplets is also demonstrated through the 
separation of a model protein mixture, bovine serum albumin and cytochrome c. 
Finally, an interesting exploration of aqueous-aqueous fluid interfaces for 
nanoparticle precipitation and macromolecule–assisted assembly is demonstrated. 
Curved, millimetre-scale hierarchically structured superparamagnetic iron oxide 
particles were fabricated, and a continuous production process for generating 
these structures using droplet microfluidics is also demonstrated. 
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1.1 Protein Separation 
Separation and purification of proteins, peptides and other biomolecules is of 
major importance to the biosciences and biotechnology industries. Traditional 
separation methods are usually processes such as chromatography, 
electrophoresis, ultrafiltration or precipitation.
1
 Macroscale continuous processes 
for purification of proteins include adsorptive and chromatographic, 
electrophoretic and extractive systems.
2
 Continuous adsorptive chromatography is 
typically utilized for protein purification due to its high resolution.
2
  However, 
adsorptive chromatography presents several problems such as pore diffusion 
limitations, column plugging and low production rate.
1, 3, 4
 In scaling up 
continuous electrophoresis, the major challenge lies in resolving heat dissipation 
issues from the system. The heat produced results in protein denaturation and 
thermal mixing leading to lower resolution of the products.
2
  
1.2 Magnetic Separation 
Magnetophoresis/Magnetic separation of proteins in batch systems has been 
extensively developed in recent years.
1, 3-5
 Magnetophoresis is the movement of 
magnetic particles in a magnetic field.
6
 In these methods, magnetic particles that 
are selective to a specific protein are magnetophoretically separated from a 
mixture with permanent magnets, commercial laboratory scale magnetic 
2 
 
separators or high gradient magnetic separators. The captured proteins are 
subsequently eluted from the particles.
1
   
Magnetic separation requires relatively mild conditions, and presents several 
advantages over separations using electric fields. It is usually not dependent on 
solution conditions such as ionic strength, pH, and problems such as bubble 
generation caused by electrolysis in electrophoresis do not occur during 
magnetophoresis.
7, 8
 Microfluidic magnetophoresis has been applied for cell 
separation, immunoassays, blood cleansing, protein extraction, and purification of 
carbon nanotubes.
7-22
 In these studies, magnetic nanoparticles (~5-15 nm) or 
commercial magnetic microbeads (~1 μm) were surface functionalized with 
ligands selective to the entity of interest and separation was effected with external 
or microfabricated magnets.  
1.3 Liquid-Liquid Extraction 
In the chemical and antibiotic industries, large-scale liquid-liquid extraction 
is often applied for separation of materials.
2
 The advantages of this method 
include high capacity, ease of scale-up and continuous operation. Aqueous 
polymeric solutions or reversed micelle systems are commonly applied for protein 
separation, and separation is based on the relative partitioning of the protein and 
impurities in these aqueous phases.  
3 
 
1.4 Motivation: Microfluidics for Separation 
Microfluidic continuous-flow separation techniques offer attractive 
alternatives to more conventional batch-based methods, and several such methods 
based on a variety of separation principles have been developed in recent years.
7, 
8, 15, 17
 In a microchannel, separation can be effected simply by passive flow 
methods, where samples are guided to follow laminar streamlines through filters 
or obstacles such as pinches, weirs or pillars.
8, 15, 17
 Inertial forces such as lift and 
centrifugal forces have been shown to enable separation in microchannels.
15, 17
 
Further, manipulation of non-inertial force fields, such as electric, magnetic, 
optical and acoustic, also allows separation by providing field gradients to 
displace sample molecules to varying degrees across microfabricated channels.
7, 8, 
15, 17
 In recent years, several groups have also explored the use of droplet flows for 
separation.
23-25
 Mary et al. have demonstrated that extraction/purification process 




1.5 Thesis Objectives and Layout 
The goal of this thesis is to explore the application of microfluidic systems 
for separation of proteins. Specifically, the two systems studied in this thesis 
include microfluidic-magnetophoretic and aqueous two-phase microdroplets for 
protein separation. Microfluidic magnetophoresis is usually carried out under 





Hence, it has been widely applied for cell separation, immunoassays, blood 
cleansing, protein extraction, and purification of carbon nanotubes.
7-22
  In aqueous 
two-phase microdroplets, the low interfacial tension
26, 27
 and all-water 
environment provide benign conditions, making them ideal for a broad range of 
biological applications such as extractive bioconversions
28
 and separation of 
biomolecules.
29
 In chapter 2, literature review on protein separation, magnetic 
particles, aqueous two–phase systems, microfluidic continuous separations, and 
droplet microfluidics, will be presented. A microfluidic continuous 
magnetophoretic protein separation process will be presented in chapter 3.  This 
chapter also discusses the synthetic strategy of magnetic particles used, detailed 
modeling, analysis and quantitative estimates of protein recovery. Chapter 4 
describes the characterization and analysis of dynamic phase morphologies of 
aqueous two-phase droplets in microfluidic devices. Application of aqueous two-
phase droplets for protein partitioning is discussed in chapter 5. In Chapter 6, an 
interesting reaction which utilizes aqueous-aqueous droplets for synthesis of 
magnetic hierarchical structure is presented. Finally, this thesis ends with a 




2 Literature Review 
2.1 Protein Separation 
Protein purification is usually challenging because of their fragile structure, 
which can be easily denatured.
30, 31
 Typical downstream processing of proteins 
comprises of three major steps.
30, 31
 The first step is the separation of insolubles, 
and centrifugation and filtration are commonly applied to remove the cells, cell 
debris and other materials. The second step is isolation and concentration of 
proteins from materials such as salts and organic molecules, and the common 
techniques used are precipitation, extraction and chromatography. Lastly, the fine 
purification of proteins is conducted by chromatography to resolve different 
proteins. Ion-exchange, hydrophobic interaction/reverse phase and affinity 
chromatography are often used for separating proteins.
2
 In the following section, 
liquid-liquid extraction and chromatography will be discussed in details as these 
two separation techniques are adapted to develop the separation processes in this 
thesis.  
2.1.1 Liquid-Liquid Extraction 
Extraction of proteins typically utilizes aqueous polymeric solutions or 
reversed micelle systems, and separation is based on the relative partitioning of 
the protein and impurities in two immiscible phases.
2
 In aqueous polymer 
(commonly known as aqueous two-phase systems (ATPS)) extraction, the 
6 
 
polymeric mixture is typically formed by two incompatible polymers, such as 
poly(ethylene) glycol and dextran, or one polymer and an appropriate salt, and 
consist of two equilibrium immiscible aqueous phases separated by a clear and 
stable interface.
29, 32
 This method can be applied for separating proteins from 
nucleic acids, polysaccharides, or other proteins, or for extracting proteins from 
cell debris.
2
 The purification procedure often involves partitioning of protein and 
impurities between the polymeric phases, followed by phase separation of the 
polymers, and polymer recovery. Subsequent recovery of protein from the 
polymer is often carried out by salt-extraction, diafiltration, ultrafiltration, 
adsorption or precipitation. Partitioning of proteins and impurities can be 
influenced by temperature, pH, surface properties of proteins, concentration of 
polymer and salts, and types of polymers and ions applied. Selectivity and yield 
can be improved by conjugation of ligand to the phase separating polymers.  
In reverse micelle system, reversed micelles are formed by surfactant 
molecules surrounding aqueous droplet in organic fluid.
2
 Proteins partition into 
micelles and selectivity can be tuned by manipulating ionic strength and salt type, 
pH, type of organic solvent, type and concentration of surfactants, and the use of 
affinity surfactant.  
2.1.2 Chromatography 
Ion exchange chromatography is commonly applied for protein separation 
and separation is based on Coulombic interaction.
33
 The charged amino acid 
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residues on different protein surfaces allow their adsorptive properties to be easily 
manipulated by pH. The adsorbed protein can be eluted by increasing the ionic 
strength of the buffer.  
As most protein surface contain some hydrophobic patches, hydrophobic 
interaction chromatography (HIC) and reversed-phase chromatography (RPC) can 
be applied for protein separation.
33
  Typically, aryl- or alkyl- ligands are 
conjugated to the adsorbents in HIC for protein capture, and separation is based 
on van der Waals interaction. The density of the ligand is in the range of 5-50 
mol/ml gel, and is considered low when compared to RPC. This is beneficial for 
preserving the structure of the protein. In RPC, the hydrophobic parts of the 
protein bind to the apolar surface, leading to protein retention. RPC is usually 
performed in an aqueous solution which consists of a water miscible organic 
solvent, or modifier, with different concentration. The apolar surface of the 
adsorbent is made up of organic ligands such as alkyl chains of varying lengths 
C1-C18, or organic polymer. High concentrations of organic modifier is usually 
needed for elution due to the strong apolar interactions. RPC is similar to HIC but 
with a higher density. RPC is not usually applied for protein purification in 
preparative scales as the high density and preferential accumulation of organic 
modifier creates a strong apolar environment that can lead to denaturation and 
rearrangement of proteins.  
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Proteins possess binding sites for interaction with other biomolecules, known 
as ligands.
33
 The interaction of the binding site with a ligand depends on the 
distribution and number of complementary surfaces, and the overall size and 
shape of the ligand. The complementary surfaces can consist of a combination of 
hydrophobic and charged moieties, and short-range interactions (i.e. hydrogen 
bonds). This high affinity and stereoselective binding property of protein is 
applied for protein purification, and this method is known as affinity 
chromatography. Due to its high selectivity, affinity chromatography is by far the 
most powerful protein purification technique. In addition, protein can be 
concentrated at the same time if the ligand affinity is sufficiently high.  
 
2.2 Magnetic Particles 
In recent years, there is increasing interest in the development of magnetic 
particles both for fundamental studies as well as for applications such as magnetic 
resonance imaging (MRI), drug delivery, hyperthermia treatment and separation.
1, 
5, 34, 35
 The small size of the particle domains allows them to exhibit 
superparamagnetism.
31
 Although a permanent magnetic dipole exist in magnetite 
even in the absence of a magnetic field, the suspension has no net magnetization 
as the dipoles are randomly orientated by Brownian motion.
36
 In the presence of a 
magnetic field, the suspension now has a net magnetic moment due to the 
alignment of the dipoles with the field. When sufficient magnetic field is applied 
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(typically on the order of Tesla), the suspension has the maximum magnetization 
(commonly known as saturation magnetization, Ms) whereby all dipoles are 
aligned. When the magnetic field is subsequently removed, the suspension does 
not retain any magnetization. This superparamagnetic property is especially 
important in application such as separation, so that the particles can be easily 
dissociated or convected away when the magnetic field is removed, and not be 
irreversibly aggregated or immobilized to where they are captured. The relaxation 
of the dipoles to random orientations can occur either through particle rotation by 
Brownian motion, or by Neel relaxation, which is the spontaneous fluctuation of 
the magnetic dipole within the magnetite crystal. In this case, rotational freedom 
of the particles is not a prerequisite for Neel relaxation. When particle size of 
magnetite is below 8 nm, Neel relaxation dominates, and even huge clusters of 
small magnetite particles will still be superparamagnetic. This characteristic is 
unique to magnetite as most metal nanoparticles are only superparamagnetic when 
they are free to rotate.
36
  
In general, high magnetization and superparamagnetic behaviour are 
prerequisites for fast and efficient separations. High magnetization implies high 
capture efficiencies with reasonable magnetic field strengths, while 
superparamagnetic behaviour in which the particles exhibit no residual 
magnetization once the field is removed, is important to ensure that the 
nanoparticle clusters are not irreversibly aggregated; i.e., the clusters will 
dissociate once the magnetic field is removed. Therefore, recent strategies to 
10 
 
increase magnetization of nanoparticles and thereby increase capture efficiencies 
have been to induce the formation of magnetic nanoclusters.
37-42
 In the following 
section, several methods to synthesize magnetic nanoclusters will be reviewed. 
2.2.1 Chemical Synthesis of Magnetic Nanoclusters 
Several research groups have reported the synthesis of superparamagnetic 
magnetic nanoparticle clusters with high magnetization in recent years.
37-42
  
2.2.1.1 Chemical Co-precipitation 
Chemical co-precipitation is most frequently used in the synthesis of 
magnetic nanoparticles.
34







  Fe3O4 + 4H2O 
Ditsch et. al. adapted this reaction to fabricate magnetic nanoclusters.
38
 
Chemical co-precipitation was used to synthesize magnetic nanoparticles. By 
limiting the amount of copolymer added, the particles formed aggregate due to 
incomplete coating. Subsequently, a second polymer is added to completely coat 
and stabilize the particles.  
2.2.1.2 Hydrothermal Hydrolysis 
In hydrothermal hydrolysis, the precursor used was FeCl3 and polar solvent 
used was diethylene glycol (DEG).
39
 At high temperature, the reductive 
atmosphere provided by DEG causes Fe(OH)3 to be partially reduced to Fe(OH)2, 
11 
 
leading to formation of Fe3O4 by dehydration. The resulting magnetite clusters 
formed are stabilized by polymers. 
2.2.1.3 Solvent Evaporation 
An oil-in-water emulsion was first used to synthesize nanoparticles 
containing the inorganic nanocrystals and chemotherapeutic drugs, followed by 
evaporation of solvent.
41
 Hydrophobic magnetite nanocrystals were produced in 
organic solvent, followed by a sonication process to incorporate these 
hydrophobic nanoparticles, drugs and PLGA into the hydrophobic part of the 
polymeric micelles. A mixture containing magnetite, drugs and PLGA in 
methylene chloride was dispensed into an aqueous solution consisting of F127 
and ultra-sonication was applied to the solution. Evaporation of the organic 
solvent was performed at room temperature, followed by washing with DI water. 
PLGA nanoparticles containing inorganic magnetite and drugs were thus 
synthesized. 
2.2.1.4 Solvophobic Interaction 
The solvophobic interaction strategy involves the assembly of small Fe3O4 
nanoparticle micelles precursors into supercrystalline colloidal magnetic 
nanocrystals.
42
 Fe3O4 nanoparticle precursors were first synthesized by adapting 
the recipe of Park et al.43 Nanoparticle-micelles were formed by hydrophobic 
interactions between the surfactants and the hydrocarbon chains of Fe3O4 
nanoparticle ligands. Subsequently, the nanoparticle-micelles were dispensed into 
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ethylene glycol, where the nanoparticle-micelles would decompose and cluster by 
aggregating into supercrystalline colloidal magnetic nanocrystals.  
2.2.1.5 Surface Functionalization: Silica Coating 
The purposes of coating iron oxide particles are to stabilize the particles 
against aggregation as well as to enable conjugation of ligands to their surfaces.
34
 
Materials such as carboxylates, phosphates, sulfates, silica, gold, gadolinium(III), 
and polymers have been applied to coat iron oxide particles.
34
 In the present work, 
silica is chosen to coat magnetic nanoclusters as silica layer enables easy 
adaptation of different funtionalization recipes to allow separation of a wide range 
of desired target molecules.
44
  





 method. The Stöber process was 
selected in this thesis as the microemulsion approach requires more effort during 
the purification process to remove the high amounts of surfactants present.
44
 
Similar to the Stöber Process for silica particle synthesis,
48
 silica coating involved 
chemical reactions which include the reaction of tetraethyl orthosilicate (TEOS), 
chemical formula Si(OC2H5)4,  with water in an alcohol solvent.
45
  
2.2.2 Applications of Magnetic Particles 
Magnetic particles have been explored in several applications such as 
magnetic resonance imaging (MRI), drug delivery, hyperthermia treatment, and 
separation.
1, 5, 31, 34, 35
 For MRI, magnetic particles are usually coated with 
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biocompatible polymers, antibodies or fragments that can be directed to various 
receptors, to be used as contrast agents to enhance imaging properties in the 
body.
34, 49, 50
 In drug delivery, drugs are bound to magnetic nanoparticles through 
absorption or covalent interaction.
51, 52
 For instance, anti-cancer drugs attached to 
magnetic nanoparticles can be directed to a tumor by application of an external 
magnetic field to focus the drug to the specific affected area.
51
 In hyperthermia 
treatment, magnetic particles are often functionalized with monoclonal antibodies 
that target cancer cells. When an oscillating magnetic field is activated, the 
magnetic fluid produces heat that kill the cancer cells.
52
 Separation of 
biomolecules such as proteins and cells has widely been investigated using 
magnetic particles.
1, 3-5, 53
 In these methods, magnetic particles that are selective to 
a specific protein are magnetophoretically separated from a mixture with 
permanent magnets, commercial laboratory scale magnetic separators or high 
gradient magnetic separators. The captured proteins are subsequently eluted from 
the particles.
1
   
 
2.3 Aqueous Two-Phase Systems 
Aqueous two-phase systems (ATPS) are formed by mixing aqueous solutions 
of two incompatible polymers, such as poly(ethylene) glycol (PEG) and dextran 
(DEX), or one polymer and an appropriate salt, and consist of two equilibrium 





separation in mixtures of polymer solutions can be attributed to a less favorable 
entropy of mixing of long polymer chains and repulsive enthalpic interactions 
between the monomer units on the different polymers.
29
 The thermodynamic state 
of this system can be influenced by polymer concentrations, molecular weight, 
temperature and presence of inorganic salts.
29
 
The Flory-Huggins model is commonly used to describe the free energy of 
polymers in a single solvent.
54
 The free energy of (M-1) polymers in a single 
solvent can be expressed as: 






i s s ij i j is i s





      
  
   
                                    (2.1) 
where ∆g refers to the scaled free energy of mixing (free energy of mixing/ kT), k 
as the Boltzmann constant, T as the absolute temperature, i as the volume 
fraction of i-th polymer molecule, Ni as the degree of polymerization of i-th 
polymer molecule, s as the volume fraction of solvent and ij as the Flory-
Huggins interaction parameter between the i-th and j-th polymer species. 
However, this model does not include concentration variation due to chain 
connectivity and interactions among various molecules, which are present in 
reality. Therefore, the general expression for free energy of a non-uniform 
polymeric system is given by:
54
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where ∆g represents the free energy of a uniform mixture, Ki and Kij represent the 
gradient energy parameters, and V represent the total system volume.  
2.3.1 Applications of ATPS 
ATPS have been of much scientific and technological interest due to several 
unique features that can be exploited for a wide variety of applications. For 
example, the low interfacial tension
26, 27
 and all-water environment in ATPS 
provides benign conditions, making them ideal for a broad range of biological 







 and creation of synthetic cell models.
61
 
ATPS are commonly applied to partition biomolecules such as 
macromolecules, membranes, organelles, cells and proteins.
62
 Separation of 
molecules is typically based on the relative solubilities of the mixture components 
in these two phases. The process often involves mixing ATPS and the 
components to be partitioned, allowing them to phase separate, followed by 
extraction of the phases. The component with preferential solubility to one phase 
will be enriched in that phase, while the other will be enriched in the other phase. 
The separation performance is quantified by a partition coefficient:  
concentration of molecule in top phase
concentration of molecule in bottom phase
K                                                         (2.3) 
The factors that influence the distribution of biomolecules include types of 
polymeric mixtures applied, concentration of the selected polymeric mixtures, 
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molecular weights of the chosen polymers, and operating conditions such as salts, 
temperature, and pH.
62
 Affinity ligands can also be added to enhance extraction. 
Extractive bioconversions in ATPS are often performed by confining 
enzymatic reaction within one phase, and extraction of the product formed 
through the other phase.
28
 Typically, enthalpic and entropic effects favour the 
partitioning of high molecular weight macromolecules, such as enzymes, to one 
phase. Low molecular weight products usually distribute evenly between the 
phases. As shown in Figure 2.1, the high molecular weight substrate (S) and 
biocatalyst (B) are confined in the bottom phase, and the phases are mixed to 
allow reaction to occur. Subsequently, the emulsion is left to phase separate and 
the low molecular weight product (P, which usually distribute evenly between the 
two phases) can be recovered from the top phase. Examples of enzymatic 












Figure 2.1 Schematic showing extractive bioconversion process in ATPS. Figure 




The application of ATPS for protein refolding has been demonstrated by 
several groups.
55-60
  ATPS is attractive for protein refolding as the immiscible 
phases also enable separation of the refolded protein from the denatured and 
aggregated forms.
60
 Another promising application of much recent interest 
involves encapsulating ATPS in lipid vesicles to create experimental cell models 
for emulating complex reactions and pathways in living cells.
61
 The partitioning 
of the polymer mixtures into different thermodynamic phases within such 






Since it is evident that ATPS has many potential applications, the following 
section will discuss the mixing of immiscible liquids as this serves as the 
foundation for understanding the fundamental mixing mechanisms underlying the 
ATPS systems.   
 
2.3.2 Mixing of Immiscible Liquids 
2.3.2.1 Mixing Mechanism  
The dispersion mechanism of immiscible fluids originates from the works of 
Taylor and others.
68-72
 In general, mixing of immiscible fluids begins with a two-
phase system made up of thick striations or large blobs as shown in Figure 2.2.
73
 
Mechanical mixing leads to decrease in striation thickness by a few orders of 
magnitude (10
4
), and finally resulting in breakup. Mixing of immiscible liquids 
can be classified into two classes: mixing with active or passive interfaces.
74
 For 
passive interfaces, there is no breakup, the large blobs exist as extended filaments. 
This usually occurs for immiscible fluids with similar properties and negligible 
surface tension. Mixing with active interfaces typically occur at small scales 









The formation of drops is due to the competition between the interfacial 
tension (between the immiscible phases) and shear stress in the drops, which can 
be characterized by a capillary number, Ca = Uc/  (where U is the flow speed, 
c is the viscosity of the continuous phase and  is the interfacial tension 
between the immiscible phases).
68-72
  It is well known that a critical capillary 
number Cac exists such that drop remains stable when Ca < Cac, and deforms and 
breaks up when Ca > Cac; where Cac depends on the viscosity ratio (p = d /c, 
where d is the viscosity of the dispersed phase) and flow type.
69, 70, 75, 76
  
If the maximum deformation rate and the properties of the materials for a 
system is known, the minimum dropsize is usually obtained from the Cac versus p 
graph.
76
 Assuming that no satellite droplets are formed as the drop breaks into two 













where     is the shear rate. 
It is generally accepted that the finest morphology is obtained if viscosities of 
both fluids are the same, as Cac is minimum when p ~ 1.  
However, the breakup of liquid drops often occurs through transient 
mechanism (Figure 2.3b) instead of stepwise equilibrium mechanism (Figure 
2.3a) in reality.
76
 In transient mechanism, a drop is stretched affinely into a 
slender liquid thread by the flow. Gradually, surface tension driven instabilities 
grow at the interface, which eventually results in thread breakup. The requirement 
for affine deformation is approximately Ca/Cac > 2 for simple shear and Ca/Cac > 




Figure 2.3 Schematic illustration of breakup mechanisms (a) stepwise equilibrium 







2.3.2.2 Methods to Enhance Mixing 
 





Mixing can be enhanced by repeated stretching and folding, a process known 
as bakers transformation.
75, 79
 When filaments are stretched and folded, the 
number of filaments doubles in each fold. Therefore, mixing is very efficient as 
the striation thickness decreases exponentially through this repeated series of 
stretching and folding (Figure 2.4).  
 
Figure 2.5 Patterns formed by tracer line in cavity flow when (a) only the top wall 







Stretching and folding has been studied by Leong and Ottino in cavity 
flow.
75, 80, 81
 The cavity comprise of a rectangular cell containing glycerin. In this 
setup, the two long walls are mobile while the two short walls are immobilized. A 
tracer line or drop (passive) is introduced to evaluate the effect of wall 
movements on deformation. As shown in Figure 2.5a, mixing is linear when only 
the top wall is allowed to move. When the top and bottom wall moves, the tracer 
line is extended less than the first case as this flow profile resembles that of rigid 
body rotation (figure 2.5b). If the top and bottom wall move in a periodic manner, 
exponential mixing occur as folds appear. The evolution of the folds in periodic 
flow is illustrated in figure 2.6. As the walls are swapped in regular intervals, the 
streamline of the stretching tracer line is flipped, and is thus folded as the flow 










2.4 Microfluidic Continuous Separations  
Microfluidic continuous-flow separation techniques offer attractive 
alternatives to more conventional batch-based methods, and several such methods 
based on a variety of separation principles have been developed in recent years.
7, 
8, 15, 17
 Advantages of continuous separation include continuous sample injection, 
continuous results readout, and integration with upstream and downstream 
process units.
8
 In a microchannel, separation can be effected simply by passive 
flow methods, where samples are guided to follow laminar streamlines through 
filters or obstacles such as pinches, weirs or pillars.
8, 15, 17







 continuous flow 
filtration, 
87-91
 and deterministic lateral displacement.
92, 93
 Inertial forces such as 
lift have also been shown to enable separation in microchannel.
94
 Further, 









 also allows separation by providing field gradients to 
displace sample molecules to varying degrees across microfabricated channels. In 
this section, the common basic microfluidic platforms for continuous separation 
in laminar flows will be reviewed, while microfluidic droplet-based separation 
will be discussed in section 2.5.5.1.  
2.4.1 Pinched Flow Fractionation 
In pinched flow fractionation, the separation principle is based on design of 
channel and laminar flow, and is useful for separating submicro-/micrometer-
sized particles and cells.
8, 82-84
 As shown in Figure 2.7, sample stream (Liquid 
with particles) and a buffer stream (Liquid without particles) are injected into a 
narrow pinched section, and enter a broadened section subsequently. As the flow 
rate of the sample stream is lower than the buffer stream, particles with larger size 
will have their centre of gravity further from the channel wall, while particles with 
smaller size will travel close to the channel wall. As the particles proceed to the 
broadened section, the two groups of particles will travel along different 




Figure 2.7 Schematic illustration of pinched flow fractionation. Figure redrawn 




2.4.2 Hydrodynamic Filtration 
Separation by hydrodynamic filtration is based on flow manipulation and 
geometry of channel, and is appropriate for separating microparticles.
8, 85, 86
 As 
shown in Figure 2.8, the channel consist of a main channel with several narrow 
branching channels. As the liquid flow through the main channel, some of the 
fluid will flow along the branch channels, and the quantity of exiting fluid can be 
controlled by changing flow resistance of the branches. As it is not possible for 
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the centre of a particle to flow nearer to the wall than its radius, particles with 
smaller sizes will flow nearer to the channel wall than particles with bigger sizes. 
Figure 2.8a shows a case where no particles exit from the branching channels. 
The particles merely align along the main channel as liquid is drained into the 
branching channels. With lowering of the flow resistance (Figure 2.8b), more 
liquid is drained through the side branches, and particles with smaller sizes can 
now flow towards the branching channel and exit, while particles with larger sizes 
remain in the main channel. As the particles flow pass each branching channel, 
they will move nearer to the channel wall, and will gradually be aligned along the 
wall. If the flow resistance is further reduced, particles of both sizes can exit 
through the branching channels (Figure 2.8c). With a cascade of branching 
channels, separation of particles with varying sizes can be performed as show in 





Figure 2.8 Schematic of hydrodynamic filtration. Figure redrawn from Pamme 




2.4.3 Continuous Flow Filtration 
In continuous flow filtration, pillars or posts are constructed in microchannels 
to filter samples, and have been applied for separation of red and white blood 
cells, plasma from whole blood and DNA molecules.
8, 87-91
 As particles with 
different sizes travel through the pillars, small particles can flow through the gaps 
into the next stream while large particles continue in the original stream. The 




2.4.4 Deterministic Lateral Displacement 
In deterministic lateral displacement, an array of obstacles is placed in the 
microchannels for separation.
8, 92, 93
 The posts are arranged in rows with an equal 
gap between the posts in the same row. However, from row to row, the posts are 
slightly shifted, and are aligned again after a certain number of rows (this is three 
rows for the case shown in Figure 2.9). As a sample with different sizes is 
introduced into the array, particles that are much smaller than the gaps between 
the posts will continue to flow in the same streamline. The large particles that are 
slightly smaller than the gap will traverse in between the gaps, and exit through 
another outlet stream, and are laterally displaced. This method had been used to 
separate DNA molecules and particles. 
 
Figure 2.9 Schematic illustration of deterministic lateral displacement. Figure 






2.4.5 Inertial Lift and Dean Flow 
In curved microchannels, liquid near the walls have lower inertia than liquid 
near the centre.
17
 Hence, liquid near the centre will flow outward, resulting in a 
pressure difference along the curve, leading to circulation of the relatively 
stationary liquid near the wall. As a result of this circulation, two symmetric 
vortices (or Dean vortices) are created.
100
 As shown in Figure 2.10, the separation 
channel comprise of two inlets and two outlets, and the sample is injected into the 
inner inlet.
94
 In the channel, Dean drag (FD) and lift forces (FL) are exerted on the 
neutrally buoyant particles, leading to differential migration of the particles. The 
lift forces will place the particles into four equilibrium locations, and the Dean 
vortices will reduce the four positions into one near the inner wall.  
 
Figure 2.10 Schematic illustration of spiral separator. Figure redrawn from 






2.4.6 Split Flow Thin (SPLITT) Fractionation 
SPLITT was first invented by Giddings
101
 and has been frequently applied in 
milliliter scale flow units.
8
 The separation principle is based on applying a force 
orthogonal to the flow direction which results in migration of sample molecules 
from the sample stream into the carrier stream. As shown in Figure 2.11, the 
unique characteristic of SPLITT is the splitters at the inlets and outlets. The 
sample stream is usually injected at a lower flow rate than the carrier stream in 
order to concentrate the sample stream into a thin band (inlet splitting plane). All 
samples exit from the outlet (a) when no force is applied. With the application of 
a force field, susceptible material will be dragged into the outlet splitting plane 
and exit from outlet (b). SPLITT has been used in microdevices,
102, 103
 with an 










2.4.7 Liquid-Liquid Extraction 
Liquid-liquid extraction is a common method for partitioning biomolecules as 







been demonstrated using liquid-liquid extraction in microfluidic laminar flow 
platforms. An example of protein extraction is shown in Figure 2.12,
108
 whereby 
the sample stream (Lysate with genetically tagged protein) is introduced in the 
middle inlet, and the fluids for liquid-liquid extraction (PEG feed and salt feed are 
injected at the side inlets (Region 1). As the samples proceed further in the 
microchannel (Region 2), a stable two-phase flow is formed and the desired 
protein will begin to partition into the PEG-rich phase, while the rest of the 
undesired products move into the salt-rich phase. Finally, the desired protein are 
collected in the PEG-rich outlet, whereas the unwanted impurities are collected in 




Figure 2.12 Schematic illustration of liquid-liquid extraction in a microchannel. 




2.4.8 Free-flow Electrophoresis and Free-flow Isoelectric Focussing 
Free-flow electrophoresis and free-flow isoelectric focussing have been 
applied for protein, amino acid and cell separation in microfluidic systems.
8, 95, 96
 
A typical setup for free-flow electrophoresis and free-flow isoelectric focussing is 
shown in Figure 2.13.
8
 For free-flow electrophoresis, samples and buffer are 
introduced in one direction while electric field is applied orthogonal to the flow. 
The forces exerted on the charged samples are the hydrodynamic forces from the 
flow and the electrical forces. Samples with no net charge will follow a straight 
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path while charged samples will deflect and their trajectories are determined by 
their charge to size ratio.  
In free-flow isoelectric focussing, samples are injected from one direction 
and a pH gradient is generated across the channel.
8
 A net charge is imposed on a 
sample when it is at a position where its isoelectric point (pI) is different from the 
local pH. An electrophoretic force is thus exerted on the sample and compels it to 
move to a position where the pH and its pI matches. Therefore, samples with 
varying pIs are separated as they take on different paths in the channel.  
 
Figure 2.13 Schematic illustration of (a) free-flow electrophoresis (b) free-flow 






2.4.9 Separation by Sound Pressure 
Separation of cells and particles using acoustic forces produced from 
ultrasound waves have been demonstrated in continuous flow.
8, 99
 In this method, 
a standing sound wave is produced across the microchannel that is perpendicular 
to the flow as shown in Figure 2.14a. The waves can be produced using 
piezoelectric transducers and is often tuned to position the node in the centre with 
two anti-nodes at the sides. The sound wave generated will exert a force on cells 
or particles and cause them to move either to node or anti-node. The acoustic 
force experienced by a particle/cell is dependent on the particle properties, 
surrounding fluid, and properties of the acoustic field. The acoustic force is 
proportional to the frequency and voltage applied. The frequency required can be 
predicted from the channel width, and a higher acoustic force is produced when a 
smaller channel is used. The acoustic pressure exerted on a particle is proportional 
to its volume, and its direction is influenced by the ratio of the compressibility 
and density of the particle to the compressibility and density of the surrounding 
fluid. Usually, gas bubbles will be attracted to the anti-node while solid particle in 
aqueous fluid will be attracted to the node. Hence, samples can be resolved if their 




Figure 2.14 Schematic illustration of separation using sound pressure (a) 
migration of particles either to the node or anti-node depending on their 
properties. (b) collection of sorted samples as they are resolved by the sound 




2.4.10 Separation by Optical Forces 
Optical forces are often used in optical tweezers to maneuver cells or 
microparticles, and in separating particles in flow cytometery.
8
 This method has 
been applied to separate particles and protein capsules in continuous flow 
separation.
97, 98
 In this method, an optical lattice can be set up to produce a three-
dimensional optical field that generates an optical force that is orthogonal to fluid 
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flow. The optical force exerted on a cell/particle relies on optical polarisability, 
and separation is based on differences in refractive index or particle size.  
 
2.4.11 Separation by Gravity 
Gravitation force can be applied for particle separation in microdevices.
8, 110
 
The gravitational force exerted on a particle is proportional to its volume, and 
density difference between the particle and surrounding fluid. As shown in Figure 
2.15, sheath liquid was used to concentrate the particle samples before flowing 
them into the perpendicular separation channel. The channels are broadened to 
lower the flow rate for sedimentation of particles to occur, and particles with 






Figure 2.15 Schematic illustration of separation by gravity. Figure redrawn from 




2.4.12 Separation by Magnetic Fields 
Microfluidic magnetophoresis has been applied for cell separation, 
immunoassays, blood cleansing, protein extraction, and purification of carbon 
nanotubes.
7-22
 In continuous magnetic separation, an inhomogeneous magnetic 
field is applied orthogonal to fluid flow and is used to drag magnetic particles or 
entities tagged with magnetic particles (Figure 2.16).
8
 The types of magnets 
applied to produce magnetic field include permanent magnets, microfabricated 
magnets, micro-electromagnets, and hybrid magnets.
8, 11, 13, 111, 112
 The hybrid 
magnets usually consist of a small magnetisable pattern placed near the 





 and de-oxygenated red blood cells,
111, 114
 most materials 
are not inherently magnetic and therefore need to be tagged with magnetic 
particles for separation. The magnetic force exerted on the particles is dependent 
on the magnetization and volume of the particle, as well as the magnetic field 
gradient. The trajectory of the particles therefore depends on the magnetic force 
and the hydrodynamic pressure exerted by the fluid flow. In microfluidics, two 
common device designs are used: two outlets (Figure 2.16a) or several outlets 
(Figure 2.16b). For the two outlets device, samples enter a microchannel in 
laminar co-flow with an extraction buffer. When an external magnetic field is 
applied, magnetic particles/entities tagged with magnetic particles migrate into the 
buffer stream and leave through one outlet, leaving non-magnetic particles/entities 
in the original fluid stream, which exits through the second outlet (Figure 2.16a). 
The device with several outlets or free-flow magnetophoresis (figure 2.16b) 
operates in the same manner as those with two outlets, except that the extra 




Figure 2.16 Schematic illustration of continuous magnetophoretic separation with 




2.5 Droplet Microfluidics  
In droplet microfluidics, individual droplets are formed and manipulated in 
microfluidic devices.
115
 In droplet flows, monodisperse droplets (ranging from 
nanometer to micrometer) can be generated. These droplets possess high surface 
area to volume ratio that is efficient for heat and mass transfer, thereby allowing 
rapid reactions to occur. As many droplets can be generated rapidly, parallel 
experimentation and processing can be performed easily, thus enabling large 
amounts of data to be obtained efficiently. Therefore, many applications such as 
protein crystallization, enzymatic kinetics and assays, DNA analysis, liquid-liquid 
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extraction, and synthesis of molecules, nanoparticles, microparticles, and colloidal 
assemblies, have been demonstrated using droplet flows.
23, 115, 116
 In this section, 
droplet generation and manipulation will be reviewed. Applications of droplet 
microfluidics for liquid-liquid extraction and particle synthesis, which are the 
focus of this thesis, will also be reviewed in more details.  
2.5.1 Device Considerations  
PDMS (poly(dimethyl) siloxane) is the most common material used to 
produce microfluidic devices due to ease of fabrication and low cost.
115
 However, 
PDMS is not suitable for applications involving strong organic solvents as it will 




 can be used 
instead. Typically, applications involving water-in-oil are performed in 
hydrophobic channels while oil-in-water experiments are carried out in 
hydrophilic channels. Methods to create hydrophobic surfaces include silanization 
and siliconization.
119
 Hydrophilic surfaces can be generated by coating channel 
surfaces with polymers such as polyethylene glycol (PEG).
120
 The use of oxygen 
plasma and coating with polyvinyl alcohol (PVA) to temporarily convert 
hydrophobic surfaces of PDMS devices to hydrophilic surfaces have also been 
demonstrated.
121
 Surfactants such as Span 80 and Tween 20 have also been 





2.5.2 Droplet Formation 
Droplet formation is typically affected by various parameters such as orifice 
size of inlets, viscosity of continuous and dispersed phases, surface properties of 
microchannel and surfactants.
115
 Drop breakup is usually dependent on the 
capillary number, Ca = Uc/ (where U is the flow speed, c is the viscosity of 
the continuous phase and  is the interfacial tension between the continuous and 
dispersed phases). Droplets are formed above a critical capillary number, and this 
critical capillary number often depends on the device geometry and viscosity ratio 
between dispersed and continuous phase.
115, 116, 123, 124
 The common methods for 
droplet generation can be classified into two broad classes: design of channel 
geometry and electrohydrodynamic methods (EHD).  
The common microchannel geometries used to generate droplets are T-
junction and flow-focusing.
115
 In both configurations, the break up mechanism is 
usually based on shearing of fluids, hence channel geometry, flow rate, and 
viscosity of fluids can be manipulated to control droplet formation. A typical T-
junction device is shown in Figure 2.17a, the dispersed phase are injected at an 
angle orthogonal to the main channel where the continuous phase enters.
125-128
 As 
the dispersed phase enter the main channel, the viscous shear stress generated by 
the continuous phase and pressure gradient eventually results in the breakup of the 
dispersed phase into drops. The parameters that influence droplet size include 
fluid flow rates, channel dimensions and viscosity ratio of the continuous and 





 In this design, droplets are generated through symmetric shearing by 
the continuous phase on the dispersed phase as shown in Figure 2.17b. Droplet 
size and frequency of generation can be influenced by manipulation of flow ratio 
between dispersed and continuous phases. 
 
 Figure 2.17 Schematic illustration of droplet formation using (a) T-junction 
microdevice. (b) flow-focusing microdevice.  
 
EHD methods for droplet generation include dielectrophoresis (DEP) and 
electrowetting on dielectric (EWOD).
115
 EHD is attractive for point-of-care 
applications as no external pumps are required for operation. In DEP, the working 
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principle is based on using nonuniform electric field to attract polarizable 
fluids.
115, 134-138
 Therefore DEP can be applied to uncharged fluids with the 
requirement that the droplet fluid possess a higher dielectric permittivity than its 
surrounding medium. The three domain forces that dictates droplet formation 
includes a wetting force at the interface between the droplet, its surrounding fluid, 
and contact surface; interfacial force between the two fluids; and a body force 
contributed by the pressure differences in the fluid. Size and uniformity of 
droplets formed can be controlled by the magnitude and frequency of applied 
voltage.  
The use of EWOD to form microliter droplets has been demonstrated by 
several groups.
115, 139-142
 The operating principle of EWOD is based on the use of 
an electric field to affect the interfacial tension between a fluid and its contact 
surface, thereby changing the contact angle and improving the wettability of the 
fluid on the surface.
143
 A typical EWOD device is shown in Figure 2.18, it consist 
of a ground electrode on the top layer and control electrodes on the bottom layer. 
An insulating layer is often applied to isolate the droplets from the electrode. 
When the electrodes are switched on, the fluid wets the channel surface and forms 
a short liquid finger between the electrodes. The electrodes are subsequently 
switched off, causing the surface to become hydrophobic and result in breaking of 
the liquid finger to form a droplet. The size of droplets generated can be 
manipulated by electric field strength, frequency of applied field, and width of the 




Figure 2.18 Electrowetting on dielectric (EWOD). Figure redrawn from Teh et al. 




2.5.3 Droplet Fusion  
Controlled fusion of droplets is a useful method for reactions that need to be 
carried out within the droplets.
115
 It can be utilized for a variety of applications 
such as particle synthesis, chemical and biomolecular reactions and kinetic 
studies. It is especially useful for reactions that require the reacting species to be 
kept apart until certain conditions are available; for instance, uncontrolled 
coalescence of droplets can lead to formation of distorted particles or erroneous 
data.
 
 In microfluidic devices, controlled coalescence of droplets can be conducted 
by passive and active methods.  
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In passive method, the microchannels are designed with appropriate 
geometries to allow fusion of droplets at defined positions of the 
microchannels.
115
 The frequency of droplet generation can be controlled through 
manipulation of flow rates and channel design.
144
 Droplet coalescence can occur 
at a channel junction by synchronizing the frequencies of droplet generations. 
When two or more droplets are in close vicinity, the continuous phase that 
separates the droplets begins to drain and form a thin film of liquid between the 
droplets. Increased pressure on the film and imbalances in the interfacial tension 
eventually lead to film rupture and fusion of droplets. The common channel 
geometry for droplet fusion is the integration of an expanded region in 
microchannels.
145-147
 In an expanded region, continuous phase drainage is 
enhanced due to reduction of flow rate. The droplets subsequently enter a narrow 
microchannel that increases flow rate, leading to film rupture and droplet 
coalescence. Other channel designs that can be used to fuse droplets passively is 
incorporation of obstacle that is sufficiently large to increase channel resistance, 
and sufficiently small for fused droplets to go through.
148
 Selective hydrophilic 
treatment of certain segment of microchannel are also utilized to fuse droplets by 
trapping droplets on the hydrophilic patch to coalesce.
149
  
 In active fusion, droplets can be fused with the use of EWOD and other 
electric-controlled methods.
115, 150, 151
 Electrodes are usually positioned parallel to 
the droplet channels and fusion can be achieved with AC and DC voltages.
152
 
DEP can also be applied for droplet fusion,
153
 with the requirement that droplet 
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and continuous phase are dielectrically different. Droplets can be directed towards 
each other for fusion by sequential switching of electrodes on and off.
154
 Active 
droplet fusion can also be performed with heating elements. The working 
principle of this method is to decrease fluid viscosity through temperature 
increase, which in turn affects the drainage rate of the continuous phase between 
the droplets. The channel configuration includes a fluid resistance bypass that 
allows passage of the lower viscosity continuous phase during the activation of 
the heating element. As the continuous phase drains, droplet begin to slow down 
and eventually fuse with neighbouring droplet.
148
 Optical tweezers can also be 
used to maneuver droplets for active fusion.
155
 However, a drawback in this 
method is its low throughput.  
2.5.4 Mixing in Droplets 
Mixing plays a crucial role in performing and analyzing kinetics of biological 
and chemical reactions.
115
 In laminar flows, turbulent mixing is absent and mixing 
depends solely on diffusion. Whereas in droplet flows, mixing can be enhanced 
by incorporating appropriate channel designs (passive mixing) or electrical means 
(active mixing).  
In droplet flows, passive mixing can be achieved through several interesting 
channel configurations that enhance internal mixing within droplets.
115
 In a 
straight microchannel, two internal recirculatory vortices are generated in each 
half of the droplets.
156
 As the two vortices are separated, fluids are only well 
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mixed within each half of the droplet, while mixing between the two halves is 
inefficient. Therefore, channel configurations such as bends and turns have been 
introduced into microchannels to enhance mixing by providing chaotic advection 
to stretch and fold the fluid contents in droplets (Figure 2.19).
157
 Along the 
meandering channel, the two vortices of the droplets encounter irregular 
recirculatory motions. The halves at the inner arc experience smaller recirculatory 
motions as opposed to the halves at the outer arc. Chaos and mixing of fluids in 
droplets are thus enhanced by these alternating, irregular motions along the 
meandering channel. The droplets are also reoriented at the sharp turns, which 
further enhance the mixing as the droplets are continually stretched, reoriented 
and folded as they traverse along the meanders.
158
 Another microchannel 
configuration that can improve mixing in droplets is shifted coalescence design by 
Sarrazin et al.
159
  Unlike symmetrical droplet fusion, in this shifted fusion 
geometry, one droplet meets another orthogonally instead, and complete mixing 
can be achieved in 10 ms. Protrusions can also be introduced into microchannels 
to distort droplets and enhance mixing.
160, 161
 These protrusions promote 
circulation within droplets by thinning the oil on one side of the droplet and 




Figure 2.19 Passive mixing of fluid contents in droplets (a-b) schematic showing 
chaotic mixing in droplets with the use of turns in microchannels. Figure redrawn 




Active mixing in droplets can be implemented through electric methods.
115, 
162, 163
 Advantages of electric control over passive methods include space 
conservation and flexibility, as mixing with electric control can be localized in a 
confined space while the geometries required for passive mixing often require 
long channels. In addition, droplets can be individually manipulated using electric 
control and mixing is hence independent of channel geometry or flow rates. 
Electric control can be performed with droplets sandwiched between electrodes, 
or with droplets lying on an array of electrodes. Droplets can also be submerged 
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in oil or air, separated with a hydrophobic dielectric layer to prevent direct 
exposure to electrodes. External electric fields have also been used to manipulate 
droplets.
118, 164
 Active mixing using EWOD and the effects of electrode aspect 
ratio on mixing has been evaluated by Paik et al.
165
 They have shown that mixing 
in merged droplets is effected by moving them in a circular motion on the 
electrodes. 
2.5.5 Applications of Droplets Microfluidics  
2.5.5.1 Liquid-Liquid Extraction 
In recent years, several groups have explored the use of droplet flows for 
separation.
23-25
 For instance, Mary et al. have studied the extraction of solute 
(fluorescein) from the outer phase into the droplets (extraction), as well as the 
opposite case, where solutes (rhodamine) move from the droplet to the outer 
phase (purification).
23
 They have demonstrated that extraction/purification 
process in microfluidic systems were orders of magnitude faster than conventional 
methods. 
2.5.5.2 Particle Synthesis 
Precise control of reaction conditions is crucial to generate particles with 
uniform sizes.
116
 In droplet flows, compartmentalization and rapid mixing allows 









 nanoparticles in droplet 
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flows have been demonstrated. Particle size can be tuned by changing residence 
time through manipulation of flow rates.
166
  
Monodisperse microparticles are crucial for a variety of applications such as 
drug delivery, electrooptic devices, and catalysis,
170
 and the protocols to generate 
these particles are usually costly or limited to a specific material.
116, 171-174
 The 
possibility of forming monodisperse size and shape droplets in microfluidic 
devices enabled studies on self-assembly of gel emulsions
126
 and colloidal 
particles
175, 176
 to be performed in these systems.  







 can be generated by interfacial reaction between droplets and 
continuous phase. For instance, Takeuchi et al. used a flow-focusing device to 
demonstrate formation of a nylon-6,6 semipermeable membrane through 
polymerization of 1,6-hexanediamine in the aqueous dispersed phase and adipoyl 
chloride in the continuous phase (hexadecane).
171
 By manipulating the flow rates 
of the dispersed and continuous phases, capsule size can be tuned. In addition, the 
capsules can be functionalized by introducing magnetic nanoparticles into the 
aqueous droplets. Another interesting demonstration is shown by Steinbacher et 
al.,
177
 where hierarchically structured organosilicon microcapsules were 
fabricated through interfacial reaction between droplets and continuous phase. 
Uniform size and shape solid particles such as spheres, cylinders, and rods 
can be synthesized by forming monodisperse droplets of the desired shape, and 
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subsequently solidifying the content of the droplet.
116, 172
 In a microfluidic device, 
increasing flow rate of the dispersed phase leads to increase in the droplet volume, 
which causes the droplet shape to transit from spheres into nonspherical shapes as 
they contact the microchannel walls. By photoinduced polymerization, thermally 
induced gelation, or a liquid–solid phase transition, the droplets solidify into solid 
particles. This method is often applied to fabricate a wide range of materials as 
droplet shape and size depends only on the physical properties of the fluids, 
design of the device and flow rates. By adapting or modifying this strategy, 
uniform size particles with different functionalities such as nonspherical 
particles,
179
 molecularly imprinted polymer beads,
180
 core–shell structures,174 







 were fabricated. 
Double emulsions are droplets that engulf smaller droplets of another 
immiscible fluid within them,
116
 and are in turn dispersed in a third fluid that 
serves as a continuous phase. Uniform double emulsions and core–shell structures 
with different sizes and internal composition have been produced through droplet 
flows.
117, 184, 185
 Double emulsions engulfing two different droplets can be 





3 Microfluidic Continuous Magnetophoretic Protein 
Separation   
3.1 Introduction 
Separation and purification of proteins, peptides, and other biomolecules is of 
major importance to the biosciences and biotechnology industries. Traditional 
separation methods are usually processes such as chromatography, 
electrophoresis, ultrafiltration, or precipitation.
1
 Microfluidic continuous-flow 
separation techniques offer attractive alternatives to more conventional batch-
based methods, and several such methods based on a variety of separation 
principles have been developed in recent years.
7, 8, 15, 17
 Advantages of continuous 
separation include continuous sample injection, continuous results readout, and 
integration with upstream and downstream process units.
8
 
In a microchannel, separation can be effected simply by passive flow 
methods, where samples are guided to follow laminar streamlines through filters 
or obstacles such as pinches, weirs, or pillars.
8, 15, 17
 Inertial forces such as lift and 
centrifugal forces have been shown to enable separation in microchannels.
15, 17
 
Further, manipulation of non-inertial force fields, such as electric, magnetic, 
optical, and acoustic, also allows separation by providing field gradients to 






Magnetic separation of proteins in batch systems has been extensively 
developed in recent years.
1, 3-5
 In these methods, magnetic particles that are 
selective to a specific protein are magnetophoretically separated from a mixture 
with permanent magnets, commercial laboratory scale magnetic separators, or 
high gradient magnetic separators.
1
  The captured proteins are subsequently eluted 
from the particles. Magnetic separation requires relatively mild conditions, and 
presents several advantages over separations using electric fields. It is usually not 
dependent on solution conditions such as ionic strength, pH, and problems such as 
bubble generation caused by electrolysis in electrophoresis do not occur during 
magnetophoresis.
7, 8
 Microfluidic magnetophoresis has been applied for cell 
separation, immunoassays, blood cleansing, protein extraction, and purification of 
carbon nanotubes.
7-22
 In these studies, magnetic nanoparticles (~5-15 nm) or 
commercial magnetic microbeads (~1 μm) were surface functionalized with 
ligands selective to the entity of interest and separation was effected with external 
or microfabricated magnets.  
In general, high magnetization and superparamagnetic behaviour are 
prerequisites for fast and efficient separations. High magnetization implies high 
capture efficiencies with reasonable magnetic field strengths, while 
superparamagnetic behaviour in which the particles exhibit no residual 
magnetization once the field is removed, is important to ensure that the 
nanoparticle clusters are not irreversibly aggregated; i.e., the clusters will 
dissociate once the magnetic field is removed. Superparamagnetic behaviour 
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requires single-crystal magnetic particles typically smaller than 15 nm.
186, 187
 The 
applications of small, isolated magnetic nanoparticles are therefore limited to 
large substrates, such as cells and proteins, to which a sufficient number of 
nanoparticles can be attached, providing sufficiently strong magnetization to 
enable recovery using external magnets.
8
 Micron-sized magnetic beads typically 
provide sufficient magnetization, however, their adsorptive capacity for proteins 




A recently developed strategy to increase magnetization of nanoparticles and 
thereby increase capture efficiencies has been to induce the formation of magnetic 
nanoclusters.
37-42
 Magnetic nanoclusters are nanoparticles formed from the 
clustering of several superparamagnetic single crystal magnetic particles that are 
smaller than 15 nm. Magnetic nanoclusters would be ideal for separation of 
proteins, DNA, and peptides, as they provide the magnetization necessary for 
magnetic response without compromising loading capacity or colloidal stability.
38
 
Similarly, controlled clustering of magnetic nanoparticles is another approach that 
enables increased magnetization, and therefore facile recovery.
16, 22
 For example, 
Lai et al. demonstrated reversible pH-induced formation of magnetic 
nanoparticle-protein aggregates in a microfluidic device.
16
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3.2 Focus of the Chapter 
In this chapter, a microfluidic continuous-flow protein separation process is 
demonstrated. In this separation process, silica coated superparamagnetic 
nanoparticles (SMNCs) interact preferentially with hemoglobin in a mixture with 
bovine serum albumin, form protein-nanoparticle aggregates through electrostatic 
interactions, and are recovered online by magnetophoresis. Detailed modeling and 
analysis of this process are also presented in this chapter, and quantitative 
estimates of the recovery of both proteins are also validated with experimental 
results. While several previous studies utilize an average particle size in modeling 
magnetophoretic particle trajectories or process design,
9-11, 16, 18, 19, 189-193
 in this 
study the importance of accounting for particle size distributions in calculating 
particle recovery, and therefore in estimating separation efficiency is 
emphasized.
194
 Experimentally measured size distributions of protein nanoparticle 
aggregates were incorporated into the simulations of particle trajectories and a 
simple analytical method to calculate the efficiency of separation at various flow 
speeds, that fully accounts for heterogeneity in particle sizes is provided. The 
method developed in this study can potentially be used for affinity-based 
biomolecular separations at both analytical and preparative scales by exploiting 
well-established techniques to functionalize nanoparticle surfaces with selective 
ligands.
44
 Further, the modeling methodology presented here may be applied to 
provide better estimates of particle recovery in a broad range of magnetophoretic 




Figure 3.1 is a schematic of the separation method. Nanoparticles are first 
mixed with the proteins in a capillary, and this mixture then enters a microchannel 
in laminar co-flow with an extraction buffer.
7, 8, 11, 13, 15, 16, 21
 When an external 
magnetic field is applied, nanoparticle aggregates conjugated with hemoglobin 
rapidly migrate into the buffer stream and leave through one outlet, leaving BSA 
in the original fluid stream, which exits through the second outlet. A continuous 
“flowing” separation is thus achieved since the separation occurs through 
selective adsorption on particles that are moving along with the medium instead 








3.4 Materials and Methods 
3.4.1 Synthesis of Magnetic Nanoclusters (MNCs)  
All chemicals were purchased from Sigma Aldrich and used as received. For 
synthesis of MNCs, 2.35 g of iron(III) chloride hexahydrate (99%) and 0.86 g 
iron(II) chloride tetrahydrate (99%) were injected into 40 mL of deoxygenated DI 
water. The resulting mixture was then heated to 80
o
C. A mixture of 5 mL of 
ammonium hydroxide (28% in water) and 5 mL of 38 mM of poly(acrylic acid) 
(PAA, MW = 1800) was subsequently added. A black-coloured suspension of 
Fe3O4 formed after 30 minutes. The MNC suspension thus formed was washed 
with an ethanol-water mixture using a high gradient magnetic separator, and 
finally re-dispersed in water.
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3.4.2 Silica Coating of MNCs  
For silica coating of MNCs, the reaction mixture was prepared by sonicating 
3 mL of 12.5 mg MNCs and mixing them with 10 mL of ethanol and 1 mL 
ammonium hydroxide. A mixture of 0.3 mL tetraethylorthosilicate (99.999%) in 
10 mL ethanol was subsequently added dropwise to the reaction mixture. The 
reaction was allowed to proceed for another 40 minutes before washing with 





3.4.3 Particle Characterisation 
Particle morphology was characterized using transmission electron 
microscopy (TEM, JEOL 2010, accelerating voltage 200 kV). A drop of solution 
sample was placed onto a 200 mesh copper grid and imaged. Magnetic properties 
of MNCs and SMNCs were measured using a vibrating sample magnetometer 
(VSM, Lakeshore). The magnetic sample was first vacuum dried into powder 
form prior to measurement. Dynamic light scattering (DLS, Malvern Instruments, 
Zetasizer Nano light scattering system), was used to determine the intensity-
averaged size distributions. 
3.4.4 Microfluidic Devices 
Microfluidic devices were fabricated in polydimethylsiloxane (PDMS) using 
soft lithography.
195
 Microchannel replicas were molded in PDMS (Sylgard 184 
Silicone Elastomer Kit, Dow Corning) on master patterns defined by 
photolithography of a negative photoresist (SU8-2050, MicroChem) on silicon 
wafers. The devices were peeled off the mold, cut, cleaned, and sealed to a flat 
PDMS slab following activation of both surfaces in an oxygen plasma (PDC 32G, 
Harrick) for 35 seconds. Polymer tubings (Upchurch Scientific) were inserted in 
the inlet and outlet holes and glued in place.  
3.4.5 Microfluidic Protein Separation  
A schematic of the experimental set-up is provided in Figure 3.2. For a 
typical experiment, a 0.2wt% suspension of SMNCS at pH 5.85 (5 mM MES 
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buffer (99%)) was prepared and loaded in a syringe pump (PHD 2000, Harvard 
Apparatus). A protein mixture (pH 5.85, MES buffer) containing 27.6 M bovine 
serum albumin (BSA) (96%) and 1.1 M hemoglobin (Hb) (lyophilized powder) 
was loaded in another syringe pump. SMNCS and the protein mixture were 
injected into a 0.45 m long capillary (Upchurch Scientific, 250 μm ID) to allow 
time for protein (Hb) to adsorb onto the particles before entering the microchannel 
for separation (length L = 0.03 m, width w = 100 m, height h = ~143 m). MES 
buffer solution was injected through another inlet of the separation channel. A 
permanent magnet (Bannen Engineering Works Pte Ltd, 0.02 m x 0.10 m x 0.15 
m) was placed 2 mm from the microchannels to provide the magnetic field for 
separation. The profile of magnetic field gradient was measured using a gauss 
meter and interpolated using COMSOL multiphysics (see Figure 3.4).  The 
magnet was placed in as close proximity to the microchannel as possible to obtain 
the highest magnetic field gradient. However, a minimum distance of 2 mm from 
the microchannel is required to provide sufficient contact area for bonding the 
PDMS device and prevent delamination of the microchannel at high flow speeds. 
The volumetric flow ratio of the incoming streams (particles and protein mixture: 
buffer) was maintained at 1:2 for all experiments. This flow ratio was chosen as a 
preliminary starting point to maximize magnetophoretic recovery of the SMNC-
Hb aggregates and minimize loss of bovine serum albumin (unadsorbed protein) 
from the particles and protein mixture stream. The buffer flow rate should be 
higher than the particles and protein mixture flow rate to minimize the transverse 
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diffusional migration of bovine serum albumin into outlet 2, and still enable 
magnetophoretic recovery of the SMNC-Hb aggregates. Sample solutions were 
collected at both outlets for further quantification. Images of the device in 
operation were captured by a CCD camera (Micropublisher RTV 5.0, QImaging). 
For imaging, a 2wt% suspension of SMNCS at pH 5.85 was mixed with protein 
mixture containing 276 M BSA and 11 M Hb. 
 
Figure 3.2 Schematic of experimental set-up. SMNCs and the protein mixture 
were mixed in a 0.45 m long capillary and subsequently introduced to the 
microchannel for separation. 
 
3.4.6 Quantification of Collected Proteins  
Protein concentrations were obtained by UV-visible absorbance 
measurements. Hemoglobin absorbance was measured at 405 nm and 280 nm, 
and that of BSA was measured at 280 nm (subtracting Hb contribution at 280 
nm), and compared to standard calibration curves developed beforehand to obtain 
the respective protein concentrations from each outlet of the device. BSA from 
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the collected sample solutions was separated from the SMNC-Hb using a high 
gradient magnetic separator (HGMS) (Frantz Isodynamics, model L-1), and 
quantified with UV-visible spectrometry. The magnetic field was subsequently 
removed, and SMNC-Hb aggregates were resuspended in sodium dodecyl sulfate 
to dissociate Hb from SMNC. The protein (Hb) was then separated from SMNCs 
using HGMS and collected for quantification. Finally, the magnetic field was 
removed, and SMNCs were resuspended in DI water. 
3.5 Theory and Calculations 
3.5.1 Calculation of Particle Trajectories 
 
Figure 3.3 SMNC-Hb aggregates are acted upon by magnetic forces, and move 
across the separation channel. 
 
The trajectories of SMNC-Hb aggregates were estimated with a simple, 
pseudo-steady 2-D model of projectile motion in a magnetic and hydrodynamic 
field. In this simple model, the normal (y-directional) forces acting on SMNC-Hb 
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aggregates, at any location in the separation channel, are the magnetic force,
38
 
Fmag and the opposing drag force,
196











                                    
(3.2) 
In the above expressions for forces, 0 is the permeability of free space, V is 
the volume of SMNC-Hb aggregates, M is the magnetization of the particles 
(taken as the saturation magnetization from the VSM measurements), H is the 
magnetic field at a given location (estimated using COMSOL Multiphysics and 
shown in Figure 3.4), μ is the fluid viscosity (assumed to be that of water), r is the 
radius of SMNC-Hb aggregates (obtained from DLS measurments), and vy is the 
speed of SMNC-Hb aggregates in the y-direction. The steady state normal 
velocity of SMNC-Hb aggregates, at any location in the microchannel, is thus 





















y                                    (3.3) 
The velocity of the nanoparticle aggregates in the flow direction is simply 






























x                                              (3.4) 
where w is the width of the microchannel (w = 100 m) and U is the average 
liquid flow speed, estimated as: 
A
Q
  U                                                 (3.5) 
where Q is the total applied volumetric flow rate and A is the cross-sectional area 
of the microchannel. SMNC-Hb aggregates were assumed to enter the separation 
microchannel at x = 0 μm, and at y-locations between 17 m and 50 m, in 
keeping with the applied flow ratio of SMNC-protein suspension to extraction 





Figure 3.4 Magnetic field gradient along x-direction of the microchannel. 
 
3.5.2 Finite Element Modeling (FEM) of Transverse Migration of BSA 
using COMSOL Multiphysics 3.3a  
The transverse migration of BSA was calculated using COMSOL 
Multiphysics 3.3a, where the incompressible Navier-Stokes and convection-
diffusion equations were applied as follows. The velocity fields at various flow 
speeds, U, were solved with the following parameters in the simulations: μ = 
1x10
-3
 Pa.s, ρ = 1000 kg m-3. The velocity fields were subsequently used as inputs 
to the convection-diffusion equation to evaluate diffusive mass transport of BSA 






 and C0(BSA) = 0.0138 mM 
(actual concentration used in experiments). The concentration profiles of BSA, 
CBSA, were retrieved as a function of y at x = 0.03 m for each flow speed (Figure 
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3.5). A quantitative estimate of the fraction FBSA recovered from outlet 1 at a 



















                                                                                           (3.6)
 
 
Figure 3.5 Concentration profiles of BSA at x = 0.03 m with varying flow speeds. 
 
3.6 Results and Discussion 
3.6.1 Superparamagnetic Nanoparticles 
Magnetic nanoclusters (MNCs) used in this study were synthesized by a 





method proved to be the most robust, reproducible, and scalable among the 
variety of synthesis methods we investigated.
39-42
 MNCs were synthesized by 
chemical co-precipitation of iron salts in aqueous solution. The resulting 
nanoparticles clustered if the amount of PAA present was limited 
stoichiometrically so that it could not cover completely the surfaces of the newly 
formed nanoparticles. These partially bare primary nanoparticles were unstable 
and aggregated to minimize their surface energy, the degree of aggregation 
depending on the fraction of the surface covered by the polymer. Thus, with 
limited PAA available, initial clusters form rapidly and grow to a critical MNC 
size where further growth is prevented by the electrostatic repulsion from the 
PAA. These MNCs were coated subsequently with a thick layer of amorphous 
silica using the well-known Stöber process
45
 to stabilize the particle surfaces. The 
silica layer served to protect the particle surfaces while enabling easy adaptation 




Typical morphologies of SMNCs are shown in Figure 3.6a and 3.6b, with the 
inset showing how silica coated MNCs (SMNCs) consist of several ~10 nm 
nanoparticles and are fully encapsulated by an amorphous silica shell. Dynamic 
light scattering measurements revealed the average hydrodynamic radius of 
SMNCs to be approximately 95 nm, with a range of 25 to 300 nm. Although 
SMNCs and MNCs appear to be less regular in morphology in comparison with 
those obtained using other recipes,
39-42
 VSM measurements clearly showed that 
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they exhibited superparamagnetic behaviour at room temperature, as shown in 
Figure 3.6c. Accounting for the presence of poly(acrylic acid) (as a stabilizer for 
the MNCs) and silica, the saturation magnetization was 54, 46, and 30 emu/g 
particle for magnetite, MNCs, and SMNCs, respectively. The high magnetization 
of MNCs is typical of Fe3O4 nanoclusters, which have saturation magnetization of 
~30-65 emu/g.
39
 The decrease in saturation magnetization is attributed to the 
presence of a nonmagnetic layer, poly(acrylic acid) and silica. This nonmagnetic 
layer adds a dead-layer to the magnetic particles and disrupts the net magnetic 







Figure 3.6 Transmission electron microscopy (TEM) images of (a) Silica-coated 
magnetic nanoclusters (SMNCs), with inset showing MNCs. (b) SMNC at higher 
magnification. (c) Magnetic properties of Fe3O4, PAA-coated magnetic 
nanoclusters (MNCs) and silica-coated magnetic nanoclusters (SMNCs) measured 
by Vibrating Sample Magnetometry (VSM). 
 
3.6.2 Experimental Results for Microfluidic Protein Separation  
For microfluidic separation, protein mixtures of Hb and BSA (~ 1:25 molar 
ratio of the proteins) were used, and the goal was to selectively extract Hb using 
SMNCs as a moving separation phase. Both Hb and BSA are amphoteric, with 
different isoelectric points (pI): 4.9 for BSA and 6.8 for Hb,
197
  which allows 
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electrostatic interactions between proteins and silica surfaces on SMNCs to be 
exploited through pH manipulation. All experiments were conducted at a pH 5.85, 
at which the silica surface (ζ = -15.5 mV at pH 5.85) was negatively charged, and 
attracted the positively charged Hb.  
As shown in Figure 3.2, SMNCs and the protein mixture were contacted 
online, in continuous flow, in a 0.45 m long capillary of 250 μm diameter. Online 
contacting of the SMNCs and protein mixture was necessitated by the fact that 
premixed protein-nanoparticle suspensions flocculated and sedimented rapidly in 
the syringes used as reservoirs for pressure-driven fluid delivery to the 
microfluidic devices. This mixture subsequently entered a double Y-shaped 
separation microchannel along with a buffer, where the two fluids flowed parallel 
to each other in fully developed laminar flow.  
As shown in Figure 3.7a and 3.7b, in the absence of an applied magnetic 
field, the SMNCs (with attached Hb) followed the bulk fluid flow into outlet 1. In 
the presence of an externally applied magnetic field, SMNCs acted on by a 
transverse magnetic force migrated into the buffer stream and flowed out from 
outlet 2. Samples were collected from both outlets at various flow speeds and 
analyzed by UV-visible spectroscopy. The extents of separation of both proteins 
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                                                                            (3.8) 
where ‘moles BSA’ and ‘moles Hb’ in feed refer to the total moles of BSA 
and Hb, respectively, in the original protein mixture. The mass of individual 
proteins from each outlet was measured, and mass balance closure was verified in 
all experiments. The above quantities are plotted in Figure 3.7c, as a function of 
total flow speed in the separation channel. The amount of hemoglobin recovered 
decreases with increasing flow speed, while the recovery of BSA increases. These 
trends are discussed in detail in the following section. Although more Hb may be 




 led to 
accumulation of some SMNC-Hb aggregates near the outlet, and were therefore 




Figure 3.7 Separation of SMNC-Hb aggregates captured along various positions 
of the microchannel in the absence and presence of a magnetic field at flow 








. (2wt% SMNCs, 276 μM BSA 
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and 11 μM Hb). The particle and protein concentrations used for this visualization 
experiment are nearly 10 times those used in the experimental runs for protein 
separation. (c) Separation performance of Hb, RHb and BSA, RBSA with varying 
flow speeds (0.2wt% SMNCs, 27.6 μM BSA and 1.1 μM Hb). 
 
3.6.3 Formation of SMNC-Hb Aggregates  
The interaction between SMNCs and Hb results in the formation of large 
SMNC-Hb aggregates. Aggregates of ~500 nm (hydrodynamic radius measured 
by DLS) formed rapidly in batch mixtures of BSA, Hb, and SMNCs present in the 
same relative proportions as in the flow experiments. The flocculation of colloidal 
particles by macromolecular adsorption is a well studied phenomenon,
198
 and is 
the working principle for a broad range of commonly used biological assays.
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Such flocculation may be described as the result of two consecutive processes: 





Figure 3.8 (a) Hydrodynamic radius of SMNC-Hb aggregates obtained at the 
outlet of the capillary, at various flow speeds. (b) Normalized DLS measurements 
















DLS measurements on the particle-protein mixture leaving the capillary were 
also conducted (Figure 3.8). These measurements confirmed the formation of 
aggregates as in batch experiments, and further indicated that aggregate sizes 
were flow-dependent and increased with flow speed. This is attributed to shear-
induced particle collision, followed by rapid flocculation in the presence of Hb, 
during flow in the capillary.
200
 When particles flow through the capillary, shear 
rate gradients generated by the parabolic velocity profile cause particles to 
migrate toward the centreline, where the shear rate is lowest.
201, 202
 Therefore, as 
particles migrate, particle concentration increases toward the centre of the 
capillary, resulting in more particle collisions near the centreline. This tendency is 
counteracted by random thermal motion. The competition between these two 
phenomena is captured by a Peclet number (Pe) that is the ratio of a diffusive time 
scale for particle collision (τD) to a time scale that captures flow-induced particle 
collision (τF), as follows:  
 (3.9) 
where μ is fluid viscosity, r is radius of SMNCs or SMNC-Hb aggregates, D 
is the particle or aggregate diffusivity, kB is the Boltzmann constant and T is 
temperature. The shear rate is estimated as /U R  , where R is the capillary radius 
(R = 125 μm) and U is the average flow speed. For example, for an SMNC-Hb 




 (lowest flow speed applied 















experiments, shear-induced particle collision dominates thermal motion. As shear-
induced particle collision frequency scales linearly in flow speed (i.e. 1/τF ~ U/R), 
increasing flow speed results in more particle collisions. These higher collision 
frequencies subsequently lead to more extensive flocculation due to formation of 
larger aggregates caused by bridging of multiple SMNCs in the presence of Hb.
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3.6.4 Calculation of Hb Recovery 
It is interesting to note that for the same flow speed, SMNC-Hb aggregates 
are deflected more than are the SMNC, which is attributed to the increased total 
magnetization due to aggregate formation as shown in Figure 3.9. 
 
Figure 3.9 Microscopy images of (a) SMNC and (b) SMNC-Hb aggregates 










The amount of Hb recovered from outlet 2 at different flow speeds depends 
on the magnetophoretic recovery of SMNC-Hb aggregates. A quantitative 
estimate of the fraction FHb of entering SMNC-Hb aggregates that are recovered 















F                                                    (3.10) 
where y1 and y2 denote the lateral extent of the entering fluid stream 
containing SMNC-Hb aggregates (here y1 = 17 μm and y2 = 50 μm, see Figure 
3.3), f(r) is the normalized SMNC-Hb aggregate size distribution, and rmin is the 
minimum aggregate size, entering the device at a lateral location ‘y’, that can be 
recovered from outlet 2 at a flow speed U(y). rmin(y) is estimated from the above 
simple two-dimensional model for particle trajectories, where the criterion for 
particle recovery is simply that the particle trajectory cross y = 0 (Figure 3.3). 
In this model, particle motion is the result of a steady-state balance of forces 
acting on the SMNC-Hb aggregates. Aggregates entering at lateral locations 
closer to the microchannel centerline experience greater transverse magnetic 
force, and rmin is therefore smaller than at locations closer to the microchannel 
wall. It is therefore necessary to account for the lateral position of the entering 
SMNC-Hb aggregates in any quantitative estimation of particle recovery. The 
normalized aggregate size distribution f(r) is obtained from dynamic light 
scattering measurements made on the SMNC-Hb aggregates collected from the 
outlet of the capillary (Figure 3.8). In this model, SMNC-Hb aggregates are 
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assumed to be spherical and the hydrodynamic radius of the SMNC-Hb 
aggregates were utilized as estimates for the particle sizes. The calculated 
aggregate recovery fraction FHb in Figure 3.10a (using a discrete version of 
Equation (3.10), where five equally spaced points between y1 = 17 μm and y2 = 50 
μm are considered) is seen to closely follow the trend RHb for Hb recovery (Figure 
3.10a), and validates the link between final Hb recovery and magnetophoretic 
recovery of the SMNC-Hb aggregates. Further, the fraction of SMNC-Hb 
aggregates, FHb(av), that will be recovered from outlet 2 using average sizes of 
SMNC-Hb measured using DLS ( Figure 3.10a), are also calculated. It can be 
observed from Figure 3.10a that FHb(av) displays a greater deviation from RHb 
(experimental recovery) than FHb. In addition, as a comparison highlighting the 
effect of transverse location of entry on the model estimates, in Figure 3.10a two 

















                                                                (3.12) 
Both calculations yield estimates of aggregate recovery that deviate 
significantly from the measured Hb recovery. Therefore, these results underscore 
the importance of using an appropriate measure of particle size distribution and 




Figure 3.10 Calculated particle fraction of SMNC-Hb recovered (a) FHb(av) using 
average size of SMNC-Hb aggregates, FHb using equation (3.10), FHb(LL) using 
equation (3.11) and FHb(UL) using equation (3.12) respectively. (b) Calculated 
fraction of BSA recovered, FBSA. 
 
Finally, it is interesting to note that even though at higher flow speeds, larger 
SMNC-Hb aggregates enter the microchannel, with their larger transverse 
velocities, their magnetophoretic recovery is still smaller than at lower flow 
speeds. Thus, the effect of flow rate on cross-stream particle migration through its 
effect on aggregate size is not significant compared to its direct effect in changing 
axial particle convection. (Further details on the model formulation and trajectory 
calculations are provided in section 3.5.1) 
3.6.5 Calculation of BSA Recovery 
The amount of BSA recovered from outlet 1 of the separation channel 
increases with increasing flow speed, with the highest recovery of about 90%. 
Transverse diffusional migration of BSA at various flow speeds in the separation 
channel is estimated using a 2-D finite element method (FEM) model. Estimated 
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recovery of BSA from outlet 1 is represented by FBSA in Figure 3.10b. The 
discrepancy between RBSA and FBSA could be due to transverse fluid flow caused 
by the motion of the SMNC-Hb aggregates, which results in convection of BSA 
into the co-flowing extraction buffer. (Details of model setup and implementation 
in COMSOL multiphysics are provided in section 3.5.2). 
 
3.7 Enhancements in Separation Performance 
 Higher separation performance can be obtained by further optimization of 
the device and process parameters. Using our model, the effect of varying 
magnetic field gradients on recovery of Hb, for the same microchannel length as 
used in this study, are evaluated. From Figure 3.11, increasing magnetic field 
gradients increase Hb recovery due to higher magnetic forces acting on SMNC-
Hb aggregates, which help these aggregates to overcome axial convection. Other 
means of improving Hb recovery, such as multi-stage versions of this method, 
may also be implemented. The smaller unrecovered SMNC-Hb aggregates can be 
extracted by connecting samples collected from outlet 1 to another microchannel, 
and extracting them using a stronger applied magnetic field. Further, it can be 
seen from the FEM simulation of Figure 3.4 that the magnetic field gradient is 
concentrated near the edges of the magnet; a significant portion of the separation 
channel therefore experiences low field gradients and does not participate in 
particle separation. However, this ‘inactive’ channel length still enables BSA 
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diffusion, which degrades separation efficiency. Shortening channel length helps 
to improve recovery of BSA as diffusional migration of BSA is reduced. 
Therefore, an optimal device design would have to have a short channel that 
minimizes BSA diffusion, with a sufficiently strong magnetic field that can 
recover nearly all the magnetic particles at the operational flow speed. 
 
Figure 3.11 Effect of varying magnetic field gradients on particle fraction of 
SMNC-Hb recovered, FHb. 
 
Higher capacities can be accomplished by operating more microchannels in 
parallel for preparative scales. Conventional processes of scaling up from bench 
scale to production plants often involve high cost for process redesign. A redesign 
process is not required for microfluidic methods since scale up can, in principle, 
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be achieved by using replicas of microchannels to increase production.
203
  In this 
work, PDMS was used as the material of construction for the microfluidic devices 
due to ease of fabrication and rapid prototyping of designs. As PDMS is a soft 
cross-linked polymer, it is not resistant for use over extended periods of time and 
is therefore, not recommended for long term applications. Other materials such as 





A microfluidic magnetophoretic process for continuous protein separation is 
demonstrated. In this study, silica-coated superparamagnetic nanoparticles 
interact preferentially with hemoglobin in a mixture with bovine serum albumin, 
and the resulting hemoglobin-nanoparticle aggregates are recovered online using 
magnetophoresis. The high magnetization of the magnetic nanoclusters, coupled 
with dynamic aggregation phenomena, allows operation with low magnetic field 
gradients (~6 Tm
-1




). Detailed modeling 
and analysis of this process yielding quantitative estimates of the recovery of both 
proteins that are validated by experiments are also presented. Experimentally 
measured size distributions of protein-nanoparticle aggregates were combined 
with simulations of particle trajectories to provide a simple analytical method to 
calculate the efficiency of separation at various flow speeds that fully accounts for 
heterogeneity in particle sizes. Results reveal the importance of accounting for 
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particle size distributions in calculating particle recovery, and therefore in 
estimating separation efficiency. The method thus developed can potentially be 
applied to enable separation of a wide range of desired target molecules by 
functionalization of different affinity ligands on the silica surface using existing 
recipes.
44
 In addition, the model developed for this technique can also be utilized 
to provide better estimates of particle recovery in a broad range of 




4 Aqueous Two-Phase Microdroplets with Tunable 
Spatial Heterogeneity in Structure and Composition 
4.1 Introduction 
In the previous chapter, microfluidic continuous magnetophoretic protein 
separation using nanoparticle aggregates is demonstrated. In this thesis, another 
method for protein separation in microfluidic platform using aqueous two-phase 
microdroplets is also explored. Prior to this, the morphologies of these droplets at 
various flow speeds are studied in this chapter to serve as fundamental knowledge 
for the application.   
Aqueous two-phase systems (ATPS) are formed by mixing aqueous solutions 
of two incompatible polymers, such as poly(ethylene) glycol (PEG) and dextran 
(DEX), or one polymer and an appropriate salt, and consist of two equilibrium 
immiscible aqueous phases separated by a clear and stable interface.
29, 32
 Such 
systems have been of much scientific and technological interest due to several 
unique features that can be exploited for a wide variety of applications. For 
example, the low interfacial tension
26, 27
 and all-water environment in ATPS 
provides benign conditions, making them ideal for a broad range of biological 
applications such as extractive bioconversions
28
 and separation of biomolecules.
29
 
Another promising application of much recent interest involves encapsulating 
ATPS in lipid vesicles to create experimental cell models for emulating complex 
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reactions and pathways in living cells. The partitioning of the polymer mixtures 
into different thermodynamic phases within such encapsulated structures is 
analogous to micro-compartmentalization in living cells.
61
 
Microfluidics-based applications of ATPS, such as fabrication of hydrogel 
beads,
204
 nanolitre liquid patterning,
205







 have been demonstrated in recent years. Several applications 
involve droplet-based microfluidics, and two typical droplet morphologies are 
used: ‘single emulsions’ where one aqueous polymer droplet is dispersed in 
another aqueous polymer solution that serves as the continuous phase,
32, 204
 or 
‘double emulsions’ where one aqueous polymer droplet is completely engulfed 
within another aqueous polymer droplet, which is in turn dispersed in a third fluid 
that serves as a continuous phase.
25, 206
 Double emulsions is selected as the 
starting point in this thesis as, such ‘drop-in-drop’ structures have attracted 
significant interest in the context of aqueous-organic emulsification with capillary 
microfluidics,
117




4.2 Focus of the Chapter  
In this chapter, the generation of biphasic microfluidic droplets with broadly 
tunable internal structures beyond the simple, equilibrium drop-in-drop 
morphologies is demonstrated. These biphasic droplets exhibit complex, yet 




The droplets are composed of a phase-separating aqueous mixture of PEG and 
DEX, and are dispensed into an immiscible oil at a microfluidic T-junction 
(Figure 4.3a). In close analogy to lid-driven cavity models of immiscible fluid 
mixing,
208
 above a certain well-defined threshold droplet speed, the inner dextran-
rich phase is ‘stirred’ within the outer PEG-rich phase. Such stirring of viscous, 
non-diffusing, immiscible fluid mixtures is common to natural and technological 
phenomena spanning an enormous range of length and time scales.
209, 210
 The 
stirred polymer mixture is observed to exhibit a near continuum of speed and 
composition-dependent phase morphologies. A dynamic morphology map 
showing the influence of flow speed (U), and polymer composition (CPEG and 
CDEX) is constructed. Interestingly, the transitions between the different regions on 
the map can be understood by invoking models of droplet dynamics in unconfined 
linear Stokes flows.
69-71, 75, 76
 Digital analysis of high-resolution droplet images 
also enables us to extract characteristic sizes of dispersed fluid elements, which 
can be compared with estimates from models for immiscible fluid dispersions.
76, 
211
 Complementary to existing droplet-based microfluidic methods in which 
complete and rapid homogenization of droplet contents is the norm,
158
 this study 
presents a way to tune and control spatial heterogeneity within microfluidic 
droplets, thus paving the way for controlled chemical and biochemical 
experimentation within structured non-homogeneous environments.  
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4.4 Materials and Methods  
4.4.1 Materials 
Octadecafluorodecahydronaphthalene (Sigma-Aldrich, mixture of cis and 
trans, 94%), 1H,1H,2H,2H-perfluoro-1-octanol (Sigma-Aldrich, 97%), Dextran 
(from Leuconostoc spp., Sigma-Aldrich, Mr ~ 500 000), and Poly(ethylene 
glycol) (Sigma-Aldrich, 40% (w/w) in water, average molecular weight ~ 8000) 
were used as obtained. 
4.4.2 Microfluidic Devices 
Microfluidic devices were fabricated in polydimethylsiloxane (PDMS) using 
soft lithography.
195
 Microchannel replicas were molded in PDMS (Sylgard 184 
Silicone Elastomer Kit, Dow Corning) from master patterns fabricated using 
photolithography of a negative photoresist (SU-8 2050, MicroChem) on silicon 
wafers. The devices were peeled off the mold, cut, cleaned and bonded to a glass 
slide precoated with a thin layer of PDMS following activation of both surfaces in 
an oxygen plasma (PDC 32G, Harrick) for 35 seconds. Polymer tubings 
(Upchurch Scientific) were inserted in the inlet and outlet holes and glued in 
place. The relevant microchannel dimensions are width w = 300 m, height h ~ 
130 m, and channel length L ~ 0.34 m long. A meandering section is provided 
downstream of the inlet, and comprises of 23 interconnected semi-circles starting 
at a downstream distance of x = 12 mm. The center-to-center distance between the 




Figure 4.1 Scaled version of the actual microchannel pattern.
 
 
4.4.3  Microfluidic Device Setup and Operation 
Aqueous mixtures of PEG and DEX were dispensed as droplets carried by an 
immiscible fluorinated oil (FO) at a microfluidic T-junction, and high-speed 
optical microscopic imaging (Basler) was used to observe dynamic phase 
behavior (Figure 4.3). Syringe pumps (Harvard, PHD 2000) were used to deliver 
FO (1:10 v/v mixture of perfluorooctanol and 
octadecafluorodecahydronaphthalene), a solution containing PEG, and another 
solution containing DEX to the microfluidic device. The volumetric flow rate 
ratio of individual aqueous streams, QPEG:QDEX was maintained at 1:1, while that 
of FO to total aqueous flow rate, QFO:(QPEG+QDEX), was maintained at 1.5:1. In 
addition, various compositions (measured in wt%) of PEG in the inlet PEG stream 
and DEX in the inlet DEX stream were used for the experiments. The 
compositions, CPEG and CDEX, mentioned hereafter therefore refer to the inlet 
stream compositions (wt%) of PEG and DEX respectively. 
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4.4.4 Viscosity Measurements 
Viscosity measurements were performed using Rheometer AR G2.  
 
4.5 Theory and Calculations 
4.5.1 Calculation of Critical Thread Diameter and Comparison with 
Established Theory: 
Khakhar and Ottino outline the theory for breakup of an infinitely long liquid 
cylinder in unconfined, linear Stokes flows.
211
 The characteristic size of the fluid 
filament from FFT were compared with the critical thread diameter (Dcrit) 
obtained from the theoretical treatment by Khakhar and Ottino using an 
overestimation of the elongation rate (  ).
75, 76, 211
 The key differences between 
our work and Khakhar and Ottino’s are that our flow field is non-linear and 
confined, while their flow system is linear and unconfined. From previous studies, 
elongation flow is the most efficient for breakup of liquid threads and drops.
70, 71, 
75, 212
 The analysis by Khakhar and Ottino assumes a liquid cylinder immersed in 
an immiscible fluid, which is subjected to capillary instabilities at the interface. In 
an extending thread, breakup occurs when the amplitude of a disturbance exceeds 
the mean thread radius that is constantly decreasing with time. Rcrit refers to the 
critical thread radius at which the disturbance starts to grow and eventually leads 
to breakup;
75
 it characterizes the minimum radius of the filament that can possibly 
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exist in a linear flow. Following Janssen et al., Rcrit is assumed to be 
approximately similar to the size of broken up drops (Rdrops).
75
 The results by 
Janssen et al. are reproduced in Figure 4.2,
75, 76
 which show that the Rdrops is 
dependent on parameters such as viscosity of the continuous phase (c), the 
elongation rate (  ), interfacial tension between the fluid phases () and viscosity 
ratio (p). c,  and p can be obtained from Figure 4.5 and the elongation rate was 
estimated by taking h/U~ (the maximum elongation rate in the droplets), where 
U is flow speed and h is channel height. The calculated Rcrit (from Figure 4.2a and 
4.2b) should characterize the finest possible filament radius in the microfluidic 




 Assuming that the 
filament radii of reticulate structures, Rcrit, are approximately equivalent to Rdrops, 
the curve for p = 3.6 (p ~ 5.2 from Figure 4.5 for CDEX = 3.7% w/w, CPEG = 4.0% 
w/w) from Figure 4.2a was used to estimate Rcrit(CDEX = 3.7% w/w, CPEG = 4.0% w/w) at 
various flow speeds, U. Similarly, Rcrit(CDEX = 4.5% w/w, CPEG = 5.0% w/w) was estimated 
using the curve corresponding to p = 10 (p ~ 15 from Figure 4.5 for CDEX = 4.5% 
w/w, CPEG = 5.0% w/w) from Figure 4.2b. Following this, Rcrit was multiplied by 
a factor of 2 to obtain Dcrit, which characterize the finest possible filament sizes in 




Figure 4.2 (a) Calculated drop sizes as a function of the flow parameter 
c /   where = 10
-9
 m. Figure redrawn from Janssen et al. (1993).
76
 (b) 
Dimensionless drop radius resulting from thread breakup during stretching as a 
function of the dimensionless stretching rate at a constant rate  . Figure redrawn 






4.5.2 Calculation of Interface Thickness at Equilibrium:   
The interface thickness between PEG-rich phase and DEX-rich phase was 
evaluated by adapting similar formulations proposed by Cahn and Hilliard for 
binary systems.
214
 The mathematical expression for the total free energy of a 
ternary mixture
215
 is:  
  (4.1) 
where 1, 2 and 3 denote PEG, DEX and water, 1, 2 and 3 are the volume 
fractions of PEG, DEX and water respectively, g(1, 2) represents the free energy 
of a uniform mixture of composition (1, 2, 1-1-2), and K represent gradient 
energy parameters (K1, K2, K12). The Flory-Huggins expression for g(1, 2):  
 (4.2) 
where mV is the molar volume of water, N1 and N2 represent the degree of 
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The physical data applied for the analysis are summarized in the following 
table: 
    Properties PEG(1) DEX(2) 
Molecular weight 
Monomer weight 
Number of monomers 










RG2 = ~ 20 nm
217
 















From the theoretical treatment by Ariyapadi and Nauman,
54
 the gradient 
energy parameters can be expressed as follows: 
 (4.3) 
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According to the formulation of Cahn and Hilliard,
214
 the specific surface 
free energy,  for an unconfined fluid domain is minimized when the g  term and 
the concentration gradient term are equal. It can be proved that this condition still 
holds true for a ternary polymer-polymer-solvent system. The specific interfacial 
free energy for a planar interface is defined as 
(4.6) 
where ∆g(1, 2) = g0(1, 2) – 1µ1 – 2µ2 – (1-1-2)µ3 with µ1, µ2 and µ3 as the 





α). Here, α refers to the DEX-rich phase and β 
refers to the PEG-rich phase at equilibrium. The equation above can be written in 




At equilibrium, the Euler-Lagrange condition has to be satisfied, i.e., 
(4.8) 
with I representing the integrand of equation (4.7). Since I does not explicitly 
depend on x, the Euler-Lagrange condition can be written as  
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With the boundary condition that the ∆g term and the concentration gradient 
tend to zero as x tends to infinity, the Euler-Lagrange condition (equation (4.9)) 




The experimental data applied for this calculation were adopted from Ryden 
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Both composition profiles of the two polymers are assumed to vary in space 
as a hyperbolic tangent function with a characteristic length ‘l’:  
(4.11)
 
Ryden and Albertsson have determined the interfacial tension between the 
two phases by the method of rotating drops for an overall composition of 5.2% 
DEX and 3.8% PEG to be around 2 N/m.26 These mass concentrations were 
converted to volume fractions through density of PEG (~1000 kg/m
3
) and partial 




 The interfacial thickness, l, is 
defined according to Cahn and Hilliard formulation
214
, and l is obtained by fitting 
the specific interfacial free energy ( with experimental interfacial tension. In 
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4.6 Results and Discussion 
4.6.1 Morphologies of ATPS Microdroplets 
 
Figure 4.3 (a) Schematic representation of device operation. Stereomicroscopic 
images of ATPS droplet structures (CDEX = 4.5% w/w, CPEG = 5.0% w/w) 
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captured at various locations of the microchannels with increasing flow speeds (b) 
0.64 mm/s (c) 4.3 mm/s (d) 7.5 mm/s. Scale bars represent 100 m.  
 
At all compositions used in these experiments, the equilibrium case 
corresponds to droplets containing two immiscible aqueous phases: a PEG-rich 
outer phase encapsulating a DEX-rich inner phase, with very low interfacial 
tension between phases.
26, 27
 Phase separation in mixtures of polymer solutions 
can be attributed to a less favorable entropy of mixing of long polymer chains and 
repulsive enthalpic interactions between the monomer units on the different 
polymers.
29
 The thermodynamic state of this system can be influenced by polymer 
concentrations, molecular weight, temperature and presence of inorganic salts.
29
 
The situation is different for moving droplets: a near continuum of speed and 
composition-dependent non-equilibrium phase morphologies is obtained (Figure 
4.3), ranging from the near-equilibrium drop-in-drop or lobe morphology (labeled 
as ‘L’ in Figure 4.3b) to heterogeneous fragments (labeled as ‘H’ in Figure 4.3c) 
and complex reticulate morphologies (labeled as ‘R’ in Figure 4.3d). At low flow 
speeds, the ATPS droplets contain an intact DEX-rich drop encapsulated within 
the PEG-rich phase as shown in Figure 4.3b. As the flow speed increases, the 
inner DEX-rich phase is ‘stirred’ within the outer PEG-rich phase. The DEX-rich 
phase deforms and eventually breaks up into a steady-state dispersion of 
heterogeneously sized drops (Figure 4.3c), where the original large blob of DEX-
rich phase coexists with smaller sized DEX-rich fragments. At even higher flow 
speeds, the ATPS droplets exhibit a reticulate structure, where DEX-rich phase is 
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quite uniformly distributed in the PEG-rich phase as shown in Figure 4.3d. In this 
case, the DEX-rich phase may exist either as networks of extended filaments, or 




Figure 4.4 (i) Stereomicroscopic images of reticulate structures of ATPS drops 
(CDEX = 3.7% w/w, CPEG = 4.0% w/w) captured at x ~ 93.9 mm with flow speeds 
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(a) 2.1 mm/s (b) 4.3 mm/s (c) 6.4 mm/s (d) 10.7 mm/s (e) 15.0 mm/s. Scale bars 
represent 100 m. (ii) corresponding FFT results. Scale bars represent the 
characteristic frequency, f = 20.  
 
The formation of these ATPS droplet structures is due to the competition 
between the interfacial tension (between PEG-rich phase and DEX-rich phase) 
and shear stress in the ATPS droplets, which can be characterized by a capillary 
number, Ca = Uc/  (where U is the flow speed, c is the viscosity of the PEG-
rich phase and  is the interfacial tension between PEG and DEX).69-71 Increasing 
compositions lead to increase in interfacial tension
26, 27
 and viscosities of each 
phase. The viscosities of the PEG-rich (c) and DEX-rich (d) phases for the 
range of compositions used in the experiments were measured; both phases were 
found to be Newtonian and the viscosity ratio (p = d /c) ranges from ~ 5 to 61 




Figure 4.5 Equilibrium viscosities at various compositions (a) DEX-rich phase, 
d. (b) PEG-rich phase,c. (c) viscosity ratio, p ( = d/c). (d) Interfacial tension, 
, between PEG and DEX at various compositions. Grey and black circles 
represent data approximated from Ryden et al. 
26
 and Helfrich et al.
27
 respectively 
(CPEG in these data are close to values of CDEX), and white circles represent data 
interpolated for the calculations. 
 
4.6.2 Construction of Dynamic Morphology Diagram 
A dynamic morphology diagram (Figure 4.6) which maps the influence of 
flow speed (U), and polymer composition (CPEG and CDEX), is constructed. 
Miscible ranges of PEG and DEX mixtures under static conditions are represented 
by the light grey region, while the dark grey region bounded by the black line 
marks conditions where the fluids yielded a parallel ‘co-flow’ regime instead of 
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forming ATPS droplets. Above the light grey region, the PEG and DEX mixture 
partitions into two visually distinct thermodynamic phases. 
 
Figure 4.6 Morphology map showing how flow speeds, U, and various 
compositions of PEG and DEX mixtures, CPEG and CDEX, influence structures of 
ATPS droplets. The inlet stream compositions of PEG (CPEG) can be read from 
the left axis and the inlet stream compositions of DEX (CDEX) can be read from 
the right axis. For instance, the close circle (●) on the top left of the morphology 
map refers to lobe morphology generated at U = 0.64 mm/s, CDEX = 7.3% w/w 
and CPEG = 8.5% w/w. Uc is calculated using Cac = 0.15 and Ur is calculated 
using Ca/Cac = 4. The dark grey region bounded by the black line marks 
conditions where the fluids co-flow instead of forming ATPS droplets. The light 
grey area represents miscible compositions of PEG and DEX mixtures. Inset 
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shows morphology behavior of PEG and DEX mixtures at flow speed of 2.1 




The transitions between the different regions on the map may be understood 
by invoking an analogy with simple models of drop dynamics in unconfined 
linear Stokes flow.
69-71, 75, 76
 In this case, these models translate to the dynamics of 
a DEX-rich drop suspended in a PEG-rich external fluid in linear Stokes flow. In 
such models, it is well known that a critical capillary number Cac exists such that 
the DEX-rich drop remains stable when Ca < Cac, and deforms and breaks up 
when Ca > Cac; where Cac depends on the viscosity ratio and flow type.
69-71, 75, 76, 
212
 Remarkably, in these experiments, the transition from lobe to heterogeneously 
fragmented morphologies is well fit by a critical capillary number of 0.15, which 
also agrees well with previous studies in the above model systems.
70, 71, 75
 At low 
flow speeds where Ca < Cac, the interfacial tension dominates over the shear 
stress and its natural tendency to minimize the surface area results in the drop-in-
drop morphology as in the static case. As the flow speed increases and the critical 
capillary number Cac is approached, the shear stress can now overcome the 
interfacial tension. The critical flow speed Uc required to provide the minimum 
shear stress to deform and breakup the DEX-rich phase for the polymeric 
mixtures of various composition is by definition Uc = Cac·c. From Figure 4.6, 
Uc calculated from a constant Cac ~ 0.15 is seen to closely follow the measured 
boundary between lobe and heterogeneous fragment morphologies (curve I in 
Figure 4.6), a remarkable conclusion considering the simplicity of the physical 
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argument employed. At even higher flow speeds where the shear stress greatly 
exceeds the interfacial tension, the case now resembles the kinematic mixing of 
non-diffusing fluids within confined cavities.
73
 At Ca/Cac > 4 (refer to curve II in 
Figure 4.6 which indicates Ca/Cac = 4), the emergence of reticulate network-like 
internal structures is observed. The meandering microchannels in the device 
provide time-dependent periodic stretching and folding of fluid interfaces, leading 
to chaotic advection of the DEX-rich phase within the PEG-rich phase, similar to 
that described in the context of miscible fluid mixing.
158
 The inner DEX-rich 
phase is continually stretched, reoriented and folded, and ultimately exists either 
as uniformly dispersed networks of extended filaments, or as a spatially uniform 








Figure 4.7 Stereomicroscopic images of ATPS droplet structures (CDEX = 4.5% 
w/w, CPEG = 5.0% w/w) obtained along the meandering portion of the 
microchannel with increasing values of flow speeds (a) 0.64 mm/s (b) 4.3 mm/s 
(c) 7.5 mm/s. Scale bars represent 100 m.    
 
4.6.3 Fluid Filaments in Reticulate Microdroplets 
Digital analysis of high-resolution droplet images via the Fast Fourier 
Transform (FFT) technique, implemented in MATLAB (Mathworks, Inc.), 
enables us to extract characteristic sizes of these dispersed fluid elements (Figure 
4.8) (also see Figure 4.4 for more FFT images). The measured characteristic 
lengths Df, corresponding to the dominant intensity peaks in the direction 
transverse to flow are plotted against the flow speeds as shown in Figure 4.8d and 
are observed to decrease with increasing flow speed. In the spirit of the above 
analysis, these measured sizes are compared with estimates for the diameters of 
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viscous fluid filaments stretched in simple linear elongational flows. It is possible 
to calculate a critical thread diameter ‘Dcrit’ characterizing the minimum filament 
diameter before surface tension-driven breakup by estimating the maximum 
elongation rate (  ) in the droplet as h/U~ .
75, 76, 211
 (See section 4.5.1 for detailed 
discussion of calculation procedure). The diameter Dcrit thus calculated 
corresponds to the finest possible filaments inside droplets. The calculated sizes 
(Figure 4.8d) indeed decrease with increasing flow speed U. However, these 
theoretical estimates are still well below the measured Df from FFT analysis. This 
is not entirely surprising considering the complexity of the actual flow situation in 
the drop – stretching filaments actively influence the overall flow field (which 







Figure 4.8 2D Fast Fourier Transform (FFT) analysis of flow images 
corresponding to (a) 2.1 mm/s (b) 15.0 mm/s. Scale bars represent characteristic 
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frequency, f = 20. (c) Stereomicroscopic image of a reticulate structure within an 
ATPS droplet (CDEX = 3.7% w/w, CPEG = 4.0% w/w) captured at x ~ 93.9 mm 
with a flow speed of 2.1 mm/s. Scale bar represents 100 m. Dotted box indicates 
the area selected for FFT. (d) Characteristic size of reticulate filaments transverse 
to the principal flow direction, Df (CDEX = 3.7% w/w, CPEG = 4.0% w/w and CDEX 
= 4.5% w/w, CPEG = 5.0% w/w), obtained from FFT with varying flow speeds, U. 
Dcrit  represents calculated filament size.   
 
4.6.4 Equilibrium Interfacial Thickness 
The ATPS used in the current work are typically characterized by low 
interfacial tensions, and very diffuse fluid-fluid interfaces. Therefore, the 
estimated filament sizes from FFT analysis were compared with the thickness of 
the interface between the PEG-rich and DEX-rich phases. The equilibrium 
interface thickness in the current system can be calculated using a modified Cahn-
Hilliard formulation
214, 215
 where the interfacial tension is given by the following 
expression: 
2 2
1 1 1 2 2 2
1 2 12( , )
2 2
K d d d K d
g K dx
dx dx dx dx




       
                   
  
where 1, 2 and 3 denote PEG, DEX and water, 1, 2 and 3 are the volume 
fractions of PEG, DEX and water respectively; g(1, 2) represents the free energy 
of a uniform mixture of composition (1, 2, 1-1-2), and K represents gradient 
energy parameters (K1, K2, K12).
 
By assuming that the interfacial compositions 
vary as a hypertangent function and using the experimental data for interfacial 
tension from Ryden and Albertsson,
26
 the interfacial thickness is found to be of 
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the order of a few micrometers (See section 4.5.2 for detailed calculation). Indeed, 
the characteristic filament size does approach the order of interfacial thickness as 
can be seen from the analysis of the CDEX = 3.7% w/w and CPEG = 4.0% w/w 
mixture (Figure 4.8d), which shows that the filament thickness can approach a 
few microns. This raises intriguing possibilities where biochemical reactions 
could be conducted in a diffuse, pseudo-homogeneous environment, and 
subsequently phase separated by simply reducing flow speed or widening the 




Figure 4.9 Stereomicroscopic images captured at x ~ 213 mm (a) flowing ATPS 
droplet (CDEX = 5.0% w/w, CPEG = 5.5% w/w) (b) morphology change of ATPS 
droplet when flow is “stopped” (c) morphology of droplet after flow is 
“restarted”. Scale bars represent 100 m. 
 
4.7 Summary 
The current work demonstrates the creation of droplets with tunable spatial 
heterogeneity in structure and composition, with potential applications in practical 
biochemistry as better in vitro analogues for the complex, crowded and 





5 Aqueous Two-Phase Microdroplets for Protein 
Partitioning 
5.1 Introduction 
In the former chapter, the generation of ATPS microfluidic droplets with 
tunable internal structures is demonstrated. In this chapter, an application of such 
ATPS microdroplets for protein partitioning is presented. ATPS are commonly 
applied to partition biomolecules such macromolecules, membranes, organelles, 
cells and proteins.
62
 Separation of molecules is typically based on the relative 
solubilities of the mixture components in these two phases. The process often 
involves mixing ATPS and the components to be partitioned, allowing them to 
phase separate, followed by extraction of the phases. The component with 
preferential solubility to one phase will be enriched in that phase, while the other 
will be enriched in the other phase. The separation performance is quantified by a 
partition coefficient:  
concentration of molecule in top phase
concentration of molecule in bottom phase
K                                                         (2.3) 
The factors that influence the distribution of biomolecules include types of 
polymeric mixtures applied, concentration of the selected polymeric mixtures, 
molecular weights of the chosen polymers, and operating conditions such as salts, 
temperature, and pH.
62




5.2 Focus of the Chapter 
In this chapter, an application of ATPS microdroplets for protein partitioning 
using a binary protein mixture, bovine serum albumin (BSA) and cytochrome c 
(CC), is presented. The mass transfer of CC from the PEG-rich phase to DEX-rich 
phase was modeled. 
5.3 Concept 
The biphasic droplets comprise of two incompatible polymers, namely 
polyethylene glycol (PEG) and dextran (DEX), that are injected into an 
immiscible oil in a microfluidic T-junction. A binary protein mixture, bovine 
serum albumin (BSA) and cytochrome c (CC), is introduced in the PEG phase, 
and are subsequently separated by the two-phase droplets, with BSA enrichment 





Figure 5.1 Schematic representation of experimental setup 
 
5.4 Materials and Methods 
5.4.1 Materials 
Octadecafluorodecahydronaphthalene (Sigma-Aldrich, mixture of cis and 
trans, 94%), 1H,1H,2H,2H-perfluoro-1-octanol (Sigma-Aldrich, 97%), 
Cytochrome c (from horse heart, Sigma-Aldrich, 95%, Mr ~ 13 000), Bovine 
Serum Albumin (Sigma-Aldrich, 96%), Dextran (from Leuconostoc spp., Sigma-
Aldrich, Mr ~ 500 000), Poly(ethylene glycol) (Sigma-Aldrich, 40% (w/w) in 
water, average molecular weight ~ 8000), Na2HPO4.12H2O (di-sodium hydrogen 
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phosphate, Merck), NaH2PO4. H2O (sodium dihydrogen phosphate monohydrate, 
Merck) and Ultra pure water were used as obtained. 
5.4.2 Batch Partitioning 
Protein partitioning in a batch system was performed for each protein (CC or 
BSA) and for a mixture of two proteins (CC and BSA) in ATPS. For the 
experiment involving the partitioning of a single protein within a batch system, ~ 
1 mg of CC was dissolved in 1 mL of 10% w/w PEG solution buffered with a 47 
mM Na2HPO4/NaH2PO4 solution at pH 7.81. This solution is then mixed with 
equal volume of 9.0 % w/w DEX solution buffered with the same 47 mM 
Na2HPO4/NaH2PO4 solution at pH 7.81 in a glass vial. All buffered PEG and 
DEX solutions mentioned hereafter refers to the starting compositions of the 
prepared mentioned solutions. Upon attaining equilibrium, the top PEG-rich 
phase was then separated from the bottom DEX-rich phase, and the concentration 
of CC in each phase was determined via UV spectroscopy (Shimadzu) at its 
characteristic wavelength of 409 nm. Identical steps were followed to determine 
the partition coefficient of BSA in ATPS, with the concentration of BSA in each 
phase measured at 280 nm using spectroscopic methods. 
For a mixture of two proteins, ~ 1 mg of CC and 1 mg of BSA were dissolved 
in 1 mL of buffered PEG solution. This protein-polymer mixture, which 
represents an impure protein solution, is then mixed with equal volume of 9.0% 
w/w DEX solution buffered with the same 47 mM Na2HPO4/NaH2PO4 solution at 
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pH 7.81. The equilibrium concentration of CC in each phase was similarly 
quantified at its characteristic wavelength of 409 nm. Due to the overlapping 
absorbance range of CC at the characteristic wavelength of BSA, the remaining 
samples were subjected to adsorption by silica nanoparticles (Figure 5.2) to 
remove all CC prior to the measurement of BSA concentration at its characteristic 
wavelength of 280 nm. The partition coefficients of BSA and CC were then 
obtained from the equilibrium concentrations of each respective protein in both 
the enriched PEG and DEX phase. All experiments were duplicated, and the 
average values were reported. 
 
Figure 5.2 Transmission electronic microscopy (TEM) images of silica 
nanoparticles used in the adsorption of cytochrome C (CC). 
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5.4.3 Image Intensity Calibration 
To study the dynamics of protein partitioning on-chip, the grey-scale intensity 
of red-coloured CC was calibrated by preparing various concentrations of CC 
ranging from 0 mg/mL to 50 mg/mL in buffered PEG solution and DEX solution 
respectively. Digital images of CC were captured using high-speed optical 
microscopic imaging (Basler), and were subsequently analysed with MATLAB 
(Mathworks, Inc.) to arrive at an empirical weakly quadratic correlation between 
the concentration of CC in each respective polymer solution and its intensity 





Figure 5.3 (a) Calibration curve obtained from stereomicroscopic images of CC in 
buffered PEG solution (b) Calibration curve obtained from stereomicroscopic 
images of CC in buffered DEX solution 
117 
 
5.4.4 Microfluidic Device Setup and Operation 
Microfluidic devices were fabricated in polydimethylsiloxane (PDMS) using 
soft lithography as shown in section 4.4.2. For imaging purposes, a much higher 
concentration of the coloured protein, CC, is used in conjunction with a low 
concentration of the colourless protein, BSA. When used with a planar light 
source, high concentrations of CC enables clear images of ATPS droplets at 
various sections of the microchannel to be captured, thereby enhancing the 
accuracy of the on-chip concentration measurement. ~ 40 mg of CC and 1 mg of 
BSA were dissolved in 1 mL of buffered PEG solution prior to infusion with 
equal volume of buffered DEX solution into a microfluidic device using syringe 
pumps (Harvard, PHD 2000). The two aqueous polymer solutions break up to 
form droplets (dispersed phase) at the microfluidic T-junction, and are carried 
along the channel by fluorinated oil (FO) which functions as the continuous phase 
(Figure 5.1). FO was prepared using a 1:10 v/v mixture of 1H,1H,2H,2H-
perfluoro-1-octanol and octadecafluorodecahydronaphthalene. The volumetric 
flow rate ratio of the individual aqueous stream, QPEG and QDEX were maintained 
at 1 L/min respectively, while that of FO was maintained at 3 L/min. High-




5.4.5 Intensity Measurements within Droplets 
Stereomicroscopic images captured were subjected to intensity measurements 
in MATLAB. During the formation of ATPS droplets at t ~ 0 s, the incompatible 
PEG and DEX solutions do not form a clear interface yet. Hence, intensity 
measurements were taken in regions where there is little ambiguity between the 
two phases as demonstrated in Figure 5.4a. As the two polymer solutions 
progresses to form the stable ‘drop-in-drop’ morphology, the regions of interest 
(ROI) selected were thus larger and clearer to give a better representation of the 
average concentration within each compartment of the ATPS droplet, with the 
inner drop and the outer region being selected as the DEX-rich and the PEG-rich 
area respectively (Figure 5.4b and c). The raw intensity values extracted in each 
enriched polymer solution were then normalized against the background. 
Thereafter, empirical correlations obtained from image calibration were used to 







Figure 5.4 Schematic illustration of ROI selected for digital analysis at: (a) t ~ 
0.47 s for intensity measurements of CC in the PEG-rich phase (white dotted 
rectangle) and DEX-rich phase (black dotted rectangle) (b-c) t ~ 6.4 s and t ~ 86 s 
respectively for intensity measurements of CC in the PEG-rich phase (black 
dotted rectangle) and DEX-rich phase (white dotted rectangle). All scale bars 
represent 75 m. 
 
5.5 Theory and Calculations 
5.5.1 Calculation of Protein Partitioning using Two-resistance Theory224  
In this model, the protein (CC) is transferred from the PEG-rich phase to the 
DEX-rich phase as shown in Figure 5.5. The typical mass transfer steps include: 
(1) Transfer of CC from the bulk PEG-rich phase to the interface 
(2) Transfer of CC across the interface 
(3) Transfer of CC from the interface to the bulk DEX-rich phase 
By using this model, it is assumed that a distinct interface exists between the 
PEG-rich and DEX-rich phases throughout the whole separation process. It 
should however be noted that when the two immiscible fluids are injected into the 
microchannel through the T-junction, the interface is not formed immediately. 
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From stereomicroscopic images, it takes approximately 2.5 seconds for an 
interface to be observed. During this short time interval, a bulk PEG-rich and 
DEX-rich phase with an interface do not exist. Therefore, the two-resistance 
theory may not adequately describe the mass transfer of CC during this time 
period.   
 
Figure 5.5 Schematic representation of two-resistance theory for partitioning of 
CC 
 
The mass transfer of CC across the two films (P and D) were assumed to be the 
rate limiting steps, and that the resistance across the interface is negligible. 





where  refers to the flux of CC from the PEG-rich phase into the film,  
refers to the flux of CC from the film to the DEX-rich phase, kPEG and kDEX refer 
to the mass transfer coefficients of CC in PEG-rich and DEX-rich phase 
respectively, and DPEG and DDEX refer to the diffusitivities of CC in PEG-rich and 
DEX-rich phase respectively. Further, the films are assumed to be stagnant, such 
that k can be estimated as D/.196 
 is assumed to be negligible (i.e. no change in volume of DEX-rich and PEG-




Substituting equations (5.1) and (5.2) into equations (5.3) and (5.4) respectively, 
(5.5) 
(5.6) 
where  and . 
Assuming  and  are constants at ,  and 
. Hence,  and  represent the concentrations of CC 
in the PEG-rich and the DEX-rich phase at equilibrium respectively. 
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With the initial and boundary conditions as: 
 
 
Equations (5.5) and (5.6) were solved and the following expressions for CPEG (t) 




5.6 Results and Discussion 
5.6.1 Protein Partitioning in Batch System 
For an aqueous PEG/DEX biphasic system, the partition coefficient of a 
solute, K, is given by K = CPEG/CDEX, where CPEG refers to the solute 
concentration in the PEG-rich upper phase, while CDEX refers to that in the DEX-
rich bottom phase. The partitioning of a single protein in a batch ATPS described 
in section 5.4.2 reveals a KBSA to be (1.26  0.09) and KCC to be (0.38  0.01). 
With KCC being different from KBSA, it is thus possible to separate a mixture of 
proteins containing CC and BSA through the use of ATPS, as demonstrated by 
the batch results for a mixture of these two proteins. Batch experiments involving 
a mixture of 1 mg/mL of CC and 1 mg/mL of BSA were also performed, the 
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partition coefficient of BSA is found to be (1.16 ± 0.04), a value close to that 
measured in batch results for single protein. Interestingly, with the same 
concentration of BSA, but varying concentrations of CC between ~ 1mg/mL to ~ 
60 mg/mL, it is found that the partition coefficient of CC in the ATPS droplets do 
not vary significantly with the concentration of CC in the system, as shown in 
Figure 5.6. With a near constant value of Kcc being ~0.41, a value that is different 
from that of BSA, yet consistent with results from the partitioning of a single 
protein, a high concentration of CC in droplet microfluidics can be used as a tool 
to monitor the dynamics of protein partitioning in microsystems. Table 5.1 below 
summaries the values of partition coefficients obtained from the various batch 
experiments. 
 
Figure 5.6 Plot of partition coefficient, KCC, as a function of the concentration of 
CC in PEG. The scattered hollow circles () represents the experimental data 
obtained while the solid line (-) represents the average KCC value obtained. 
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Batch Experiment in KBSA KCC 
1 mg/mL BSA (1.260.09) - 
1 mg/mL CC - (0.380.01) 
Mixture of BSA (1 mg/mL) 
and CC (1 mg/mL) 
(1.16±0.04) (0.41±0.04) 
Table 5.1 K values of the various proteins in PEG/DEX system at pH 7.81 
 
5.6.2 Protein Partitioning in ATPS Microdroplets 
 
Figure 5.7 Stereomicroscopic images of ATPS droplets illustrating the dynamic 
intensity of CC in each enriched phase with time. Scale bars in (a) represent 75 
m while scale bar in (b) represents 300 m. Arrow in (b) indicates the direction 
of flow. 
 
Digital images of ATPS droplets with the ‘drop-in-drop’ morphologies shown 
in Figure 5.7 illustrate the progress of mass transfer of the intensely coloured CC 
within these nanoliter droplets across the microchannel. All CC and BSA are 
initially concentrated in the PEG solution at t ~ 0 s. The exposure of this protein-
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PEG solution to DEX at the T-junction of the microchannel thus induces mass 
transfer of the intensely coloured CC into the DEX phase, resulting in the 
intensification of dark colouration within the inner DEX-rich drop as the 
colouration in the outer PEG-rich phase declines. With rapid mixing within both 
the outer PEG-rich phase and the inner DEX-rich phase, and the large surface area 
to volume ratio characteristic of micro-scale droplets, mass transfer of CC 
proceeds rapidly such that more than 90% of the mass transfer is completed in 
less than 20 s, as shown in Figure 5.8. 
 
 
Figure 5.8 Concentration of CC within inner DEX-rich phase and outer PEG-rich 
phase as a function of time. The white and the grey circles represent the 




5.6.3 Calculation of Protein Partitioning (CC) 
The dynamic concentration profile of the protein, CC, can be modeled with  
simple two-resistance theory,
224
 which is commonly applied in mass transfer 
operations involving two-phase systems. (Details of model set-up can be found in 
section 5.5.1) It is observed that the dynamic concentration profile of CC (C)  in 
both the PEG-rich and the DEX-rich phases exhibit an exponential behaviour of 
the generic form described in equation (5.9), which is similar to that mentioned by 
Mary et. al,
23
 where mass transfer between two phases resembles the case of a 
first order reaction.  
1 2 exp( / )C C C t                                                                                           (5.9) 
Where 1C  and 2C  are constants, and  = V/AD (V represents volume,  
represents film thickness, A represents area and D represents diffusitivity).  
Solving equation (5.9) with the relevant initial and boundary conditions thus 
yields equations (5.7) and (5.8),  
, ,0 ,( ) ( )exp( / )PEG P P P PEGC t C C C t                                                           (5.7) 
,( ) (1 exp( / ))DEX D DEXC t C t                                                                        (5.8)    
where ( )PEGC t  and ( )DEXC t  describes the time-dependent concentration of CC in 
the PEG-rich and the DEX-rich phase respectively; ,0PC  and ,PC   represents the 
initial and equilibrium concentration of CC in the PEG-rich phase while ,DC   
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represents the equilibrium concentration of CC in the DEX-rich phase. 
 and . 
The fitting of the above two equations with the experimental data in Figure 
5.9 yields characteristic time of seconds. Therefore, the use of nanoliter ATPS 
droplets provides a possibility for continuous operation whereby rapid mass 
transfer between the two incompatible phases can take place within a matter of 
seconds. It is interesting to note that / (0.88 0.02) 1PEG DEX     , which could 
possibly mean that the mass transfer coefficients of CC in the films of PEG-rich 







Figure 5.9 Concentration of CC within inner DEX-rich phase and outer PEG-rich 
phase as a function of time. The circles represent the experimental concentration 




Partitioning of a binary protein mixture through the use of droplet ATPS in 
microfluidic devices have been demonstrated. In addition, the mass transfer of CC 
from the PEG-rich phase to DEX-rich phase was modeled.  
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6 Hierarchical Materials Synthesis at Soft All-
Aqueous Interfaces 
6.1 Introduction 
In this chapter, an interesting exploration of aqueous-aqueous fluid interfaces 
for nanoparticle precipitation and macromolecule–assisted assembly is 
demonstrated. This study combines the principles of magnetic particles with 
aqueous-aqueous fluid interfaces for fabrication of curved, millimetre-scale 
hierarchically structured superparamagnetic iron oxide particles. In addition, a 
continuous production process for generating these structures using droplet 
microfluidics is also demonstrated. Droplet-based microfluidics is ideal for 
compartmentalized chemical and biological reactions as fusion of individual 
drops can be implemented in a continuous, well-controlled and reproducible 
fashion, allowing good quality particles with uniform shapes and sizes to be 
fabricated.
115, 116, 225
   
Living organisms can produce exquisitely controlled and highly sophisticated 
biominerals for a variety of life-sustaining functions such as protection, defense, 
support, and navigation. These biominerals are typically formed by controlled 
precipitation and ordered assembly of nanoscale building blocks into multilevel 
hierarchical superstructures, possessing remarkable optical, mechanical and 
magnetic properties.
226, 227
  Such assembly processes are usually non-equilibrium 
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phenomena in which chemical reactions are compartmentalized with spatial 
control of concentration gradients,
227
 often using biomacromolecular-assisted 
assembly.
228
 The common biominerals are calcium carbonate, calcium phosphate 
and silica, which serve structural purposes in living organisms, and iron oxides, 
which function as sensors in bacteria and animals due to their unique magnetic 
properties.
227, 229, 230
 Biomineral synthesis and assembly typically occur under 
mild conditions (ambient temperature and pressure),
228
 in marked contrast to 
conditions used in traditional synthetic approaches to fabricate nanomaterials.
34 
Fluid-fluid interfaces have been known to function as templates for nanomaterial 
precipitation and subsequent (macromolecule-assisted) assembly, both in 
biological and technological contexts. Immiscible aqueous-organic interfaces are 
commonly employed to fabricate extended polymeric membranes,
 
in self-
assembly and cross-linking of bionanoparticles such as viruses, and 
nanocrystalline films and/or hollow capsules of metal, inorganic, polymeric, 
hybrid inorganic-organic and metal-organic materials.
177, 178, 231-235
  
6.2 Focus of the Chapter 
 In this chapter, soft, transient aqueous-aqueous fluid interfaces formed by 
fusion of drops containing miscible components, are used as templates for rapid 
nanoparticle precipitation and macromolecule–assisted assembly, in closer 
analogy with biological fabrication processes. Specifically, the fabrication of 
curved, millimetre-scale hierarchically structured superparamagnetic iron oxide 
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particles (HSSP) is described. In addition, a continuous production process for 
generating these structures using droplet microfluidics is also demonstrated.  
6.3 Concept 
 Figure 6.1a is a schematic of the fabrication method. The basic idea is to 
fuse an aqueous drop containing mineral salts (FeCl2, FeCl3) with another 
aqueous drop containing base (NH4OH) and poly (acrylic acid) (PAA) - a 
polyelectrolyte. As a demonstration, this is first conducted with one of the drops 
sitting on a surface with tailored wettability to prevent spontaneous drop 
spreading before and after drop fusion. The materials chemistry simply involves 
synthesis of iron oxides via co-precipitation of iron salts (FeCl2, FeCl3) by 
addition of base, at room temperature.
34
 The PAA in one of the drops forms 
coordination complexes with Fe
3+
 ions in the other drop immediately after 
coalescence.
236-238
 This rapid complexation occurs simultaneously with nucleation 
of primary iron oxide particles (Figure 6.1b). The growing macromolecular soft 
interfacial ‘scaffold’ (see further discussion below) prevents homogenization of 
drop contents, which would otherwise be expected,
159, 168
 and acts as a support for 
rapid interfacial precipitation and agglomeration of iron oxide nanocrystals into 
micrometer-scale clusters as shown in Figure 6.1c.
38, 239 
As a final outcome of this 
process, millimetre-scale curved hollow particles are formed (Figure 6.2), 
incorporating three levels of structure- (i) nanometer-scale iron oxide crystals 
(level 1), (ii) micrometer-scale nanocrystal clusters or aggregates (level 2), and 
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(iii) an overall structure conforming to the shape of the curved aqueous-aqueous 






Figure 6.1 (a) Schematic representation illustrating formation of hierarchically 
structured superparamagnetic particles (HSSP) through fusion of aqueous drops. 
(Dotted box is expanded in b to illustrate the reactions occurring within the 
curved, soft, transient aqueous-aqueous interfaces) (b) Simultaneous formation of 
(poly (acrylic acid)) PAA-Fe complexes and nucleation of primary iron oxide 
particles at the curved interface within the drops. (c) Growth of primary iron 
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oxide particles. Micrometer-scale clusters (outlined by white dotted lines) form as 
neighbouring particles begin to merge until a critical size is reached where further 
growth is prevented by the electrostatic repulsion from the PAA. (In all the 





 are not included.) 
 
6.4 Materials and Methods 
6.4.1 Synthesis of HSSP on Hybrid Hydrophilic-superhydrophobic 
Nanostructured Silicon Surfaces  
Hybrid hydrophilic-superhydrophobic nanostructured silicon surfaces were 
fabricated using the protocol of Dawood et al.
240
 A 7.7 mM PAA stock solution 
was prepared by dissolving 0.069 g of PAA (Sigma-Aldrich, average MW ~ 
1800) into 4 mL of DI water, followed by mixing with 1 mL of ammonium 
hydroxide (Sigma-Aldrich, 28% NH3 in water). For synthesis of HSSP, 2.5 L of 
7.7 mM PAA stock solution was first dispensed on the hydrophilic section (0.5 
mm x 0.5 mm) of the hybrid hydrophilic-superhydrophobic surface to form a 
drop. Subsequently, another 2.5 L of iron salt solution (0.348 M of iron(III) 
chloride hexahydrate (Sigma-Aldrich, 99%), 0.174 M of iron(II) chloride 
tetrahydrate (Sigma-Aldrich, 99%)) was injected to fuse with the first drop 
(containing ammonium hydroxide and PAA)  on the hybrid hydrophilic-
superhydrophobic surface. Hierarchical superparamagnetic particle formed 




6.4.2 Characterization of HSSP 
The morphology of HSSP was characterized using scanning electron 
microscope (FEI NOVA 230 SEM or JEOL JSM-5600LV) and transmission 
electron microscopy (TEM, JEOL JEM-2100F). For TEM, the HSSP were 
dispersed in DI water and a drop of solution sample was placed onto a copper grid 
and imaged. Magnetic properties of HSSP were measured using a vibrating 
sample magnetometer (VSM, Lakeshore). The magnetic sample was first 
vacuum-dried into powder form prior to measurement. All IR experiments were 
performed using a Varian 3100 FTIR, Excalibur Series with dry samples 
dispersed in KBr pellets.  
6.4.3 Viscosity Measurements 
The viscosity of various PAA and PAA with NH4OH solutions was 
determined using a U-tube viscometer (PSL,BS/U). 
6.4.4 Microfluidic Devices 
Microfluidic devices were fabricated in polydimethylsiloxane (PDMS) using 
soft lithography.
195
 Microchannel replicas were molded in PDMS (Sylgard 184 
Silicone Elastomer Kit, Dow Corning) on master patterns defined by 
photolithography of a negative photoresist (SU-8 2050, MicroChem) on silicon 
wafers. The devices were peeled off the mold, cut, cleaned and sealed to a glass 
slide precoated with a thin layer of PDMS following activation of both surfaces in 
an oxygen plasma (PDC 32G, Harrick) for 35 seconds. Polymer tubings 
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(Upchurch Scientific) were inserted in the inlet and outlet holes and glued in 
place. The microchannels had rectangular cross-section and were 300 μm wide, 
~155 μm deep, and 0.45 m long. 
6.4.5 Microfluidic Device Setup and Operation 
A schematic of the experimental set-up is provided in Figure 6.6. Syringe 
pumps (Harvard, PHD 2000) were used to deliver silicone oil (Dow Corning 
DC50, viscosity 10 cSt), 7.7 mM PAA stock solution, and another solution 
containing iron salts (0.348 M of iron(III) chloride hexahydrate, 0.174 M of 
iron(II) chloride tetrahydrate) to the microfluidic device. Flow rates of the 
individual aqueous streams were 5 Lmin-1, while those of silicone oil were S1, 
11 Lmin-1; S2, 5 Lmin-1 and S3 = 5 Lmin-1. Images of the device in operation 
were captured by a CCD camera (Basler).  
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6.5 Results and Discussion 
6.5.1 Hierarchically Structured Superparamagnetic Iron Oxide Particles 
 
Figure 6.2 Electron microscopy images of HSSP formed using 7.7 mM PAA (a) 
high magnification TEM image of single-domain nanocrystal (structural level 1). 
(b) TEM image of single-domain nanocrystals (structural level 1). (c) SEM image 
illustrating micrometer-scale clusters (structural level 2). (d) SEM image of HSSP 
(structural level 3). (e) Magnetization of HSSP, M, measured by vibrating sample 




The chemical co-precipitation reaction typically results in formation of 
magnetite (Fe3O4), which oxidizes to maghemite (-Fe2O3) in the presence of 
air.
34, 168
 The HSSP formed in the experiments are brown in colour, indicating the 
predominance of the -Fe2O3 form of iron oxide. HSSPs were characterized with a 
combination of electron microscopy and magnetic measurements; the key results 
are provided in Figure 6.2. Electron microscopy (SEM, TEM, Figure 6.2a-d) 
images of HSSP reveal three levels of hierarchy: single-domain nanocrystals (~10 
nm), micrometer-scale nanocrystal clusters (0.1 m – 10 m) and assemblies of 
these micrometer-scale clusters into millimetre-scale structures (1 - 2 mm). (see 
Figure 6.3 for more images of HSSP) The presence of single-domain nanocrystals 
in the HSSP is further validated by vibrating sample magnetometry (VSM) 
measurements (Figure 6.2e). Superparamagnetic behaviour requires single-crystal 
magnetic particles smaller than 15 nm,
187
 and the reversible magnetization curve 







Figure 6.3 (a-c) SEM images of HSSP (level 3 structures) (PAA concentration = 
7.7 mM). (d-f) TEM images of HSSP (level 2 structures) (PAA concentration = 
7.7 mM). 
 
6.5.2 PAA-Fe Complex Formation: Role of PAA 
The formation of PAA-Fe complexes plays a crucial role in the formation of 
structured materials at such soft all-aqueous interfaces, and the presence and role 
of such polyelectrolyte-metal complexes are elucidated. Figure 6.4a shows an 
overlay of IR spectra of PAA, PAA-Fe complexes, and HSSP. Comparing the 
spectra of PAA and PAA-Fe complexes, complexation between PAA and Fe
3+
 
ions is reflected by the reduction of the peak at 1716 cm
-1
 and 2600 cm
-1
, 
corresponding to the antisymmetric vibration of –COOH and dimeric carboxylic 
acid groups respectively. At the same time, characteristic absorption peaks of 
ionized –COO- groups appear at 1593 cm-1 and 1423 cm-1.236 This shows that –
COOH groups are converted to –COO- ions as they form complexes with Fe3+. 
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Complex formation is also reflected by the shift of the broad, plateau-like –OH 
stretching band of PAA at 3500 – 3000 cm-1 to higher wavenumbers (3410 cm-1 
and 3250 cm
-1
 in the PAA-Fe complexes and HSSP respectively).
236 
This is 
indicative of a higher proportion of free stretching -OH in the carboxyl groups of 
the PAA. In addition, characteristic Fe-O absorption bands of iron oxide particles 









Figure 6.4 (a) IR spectra of PAA, PAA-Fe complexes and HSSP. SEM images of 
(b) iron oxide precipitate formed in the absence of PAA  (c) PAA-Fe complexes 
formed from fusing iron salts with PAA (PAA concentration = 7.7 mM). (d) 
Control experiment of PAA only (PAA concentration = 7.7 mM), dotted area 
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represents hydrophilic domain on the hybrid substrate surface. A drop containing 
DI water (instead of iron salts) was added to the PAA drop in this experiment. (e) 
Iron oxide precipitate formed by fusing aqueous drop containing iron salts with 
another drop containing NH4OH and PEG. Insets show higher magnification of 
the structures formed. 
 
The structural role of the PAA-Fe complexes is further highlighted when an 
aqueous drop containing iron salts was fused with another aqueous drop 
containing only NH4OH (i.e. no PAA); the iron oxide particles thus formed lacked 
structural support and collapsed into an unstructured precipitate (Figure 6.4b). 
Coordination of PAA with Fe
3+
 to form the PAA-Fe complex gel is a well-
documented phenomenon,
236-238
 and this is validated by fusing an aqueous drop 
containing iron salts with another aqueous drop containing only PAA (NH4OH 
absent). An SEM image of the PAA-Fe complex gel formed is shown in Figure 
6.4c; these PAA-Fe complexes could therefore act as structural support for iron 
oxide nanoparticles formed by co-precipitation. Control experiments with PAA 
alone were also performed. As shown in Figure 6.4d, a thin film of dried PAA 
was observed and no complex gel was formed when iron salts were absent.  
Further, the same reaction was also conducted using poly (ethylene glycol) 
(PEG) (MW ~ 1000, ~22 repeat units per chain). 8.6 mM of PEG was used in 
order to obtain approximately the same total number of repeat units as 7.7 mM 
PAA (MW ~ 1800, ~25 repeat units per chain). An aqueous drop containing iron 
salts was fused with another aqueous drop containing base (NH4OH) and PEG. 
Figure 6.4e shows that a collapsed precipitate formed, as PEG is non-ionic and 
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thus does not interact electrostatically with FeCl3. This provides further evidence 
that soft, interfacial scaffolds formed by PAA-Fe complexes provide structural 
support for growing iron oxide particles. Lastly, the viscosity of weak polyacids 
such as PAA increases with pH,
243
 and the possibility that the resulting high 
viscosity medium is responsible for preventing homogenization of drop contents 
instead of the PAA-Fe complexes was examined. The viscosity of various 
concentrations of PAA, and PAA and NH4OH mixtures were measured (Figure 
6.5), and it can be observed that the change in viscosity is quite low (~1.1 mPa.s 
for 7.7 mM PAA and ~1.2 mPa.s for 7.7 mM PAA in NH4OH as compared to 1 
mPa.s for no PAA), and therefore this has a negligible effect on preventing 
homogenization of drop contents.  
 




6.5.3 Microreactor Synthesis of HSSP 
In the above experiments, the two drops were fused in air, with the first drop 
sitting on a solid surface of tailored wettability to prevent spontaneous spreading. 
This is not a limitation, and the same process can be conducted, for example, in an 
immiscible liquid medium, with no solid surface required. Therefore, as a proof of 
concept for continuous production of HSSP, these structures were fabricated by 
forming and fusing nanoliter size reactant-loaded aqueous drops within silicone 




Figure 6.6 Schematic representation of (a) concept (b) experimental setup (c) 
Stereomicrograph showing formation of HSSP by drop coalescence in a 
microdevice. (PAA concentration = 7.7 mM) 
 
Droplet-based microfluidics is ideal for compartmentalized chemical and 
biological reactions as fusion of individual drops can be implemented in a 
continuous, well-controlled and reproducible fashion, allowing good quality 
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particles with uniform shapes and sizes to be fabricated.
115, 116, 225 
As shown in 
Figure 6.7, HSSP were fabricated using microdevices and characterization of 
these structures with microscopy and VSM confirms three levels of structure as 
discussed above.  
 
Figure 6.7 (a) High magnification TEM image of single-domain nanocrystal 
(structural level 1). (b) TEM image of a single-domain nanocrystal (structural 
level 1). (c) SEM image illustrating micrometer-scale clusters (structural level 2). 
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(d) Stereomicrograph of HSSP (structural level 3). (e) Magnetization of HSSP, M, 
measured by VSM. 
 
6.6 Summary 
In summary, a method for hierarchical magnetic materials synthesis at soft 
aqueous-aqueous liquid interfaces that act as templates for nanoparticle 
precipitation and macromolecule–assisted assembly is presented. The role played 
by macromolecule-metal complexes in presenting a soft interfacial ‘scaffold’ for 
controlled hierarchical materials synthesis was elucidated. The continuous 
fabrication of such hierarchically structured particles in microfluidic devices was 
also demonstrated.  
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7 Summary and Outlook 
7.1 Thesis Contributions 
In this thesis, microfluidic continuous magnetophoretic protein separation 
using nanoparticle aggregates and aqueous two-phase microdroplets for protein 
partitioning are explored.  
In microfluidic continuous magnetophoretic protein separation, silica coated 
superparamagnetic nanoparticles interact preferentially with hemoglobin in a 
mixture with bovine serum albumin, form protein-nanoparticle aggregates 
through electrostatic interactions, and are recovered online by magnetophoresis. 
Detailed modeling and analysis of this process are also presented in this thesis, 
and quantitative estimates of the recovery of both proteins are also validated with 
experimental results. The results reveal the importance of accounting for particle 
size distributions in calculating particle recovery, and therefore in estimating 
separation efficiency.    
The generation of biphasic microfluidic droplets with broadly tunable internal 
structures beyond the simple, equilibrium drop-in-drop morphologies is 
demonstrated. These biphasic droplets exhibit complex, yet uniform, non-
equilibrium steady-state structures. In addition, separation of a binary protein 
mixture, bovine serum albumin and cytochrome c, using these biphasic 
microdroplets is demonstrated. 
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Lastly, an interesting exploration using aqueous-aqueous fluid interfaces for 
nanoparticle precipitation and macromolecule–assisted assembly is demonstrated. 
Curved, millimetre-scale hierarchically structured superparamagnetic iron oxide 
particles were fabricated, and a continuous production process for generating 
these structures using droplet microfluidics is also demonstrated. 
7.2 Research Opportunities 
This thesis has explored protein separation on microfluidic platforms. Further 
works that can be explored on these platforms will be discussed in this section.  
7.2.1 Continuous Magnetophoretic Separation Process  
This separation process can be extended to non-electrostatic based separation 
to enable separation of a wide range of desired target molecules by 
functionalization of different affinity ligands on the silica surface using existing 
recipes.
44
 In addition, the model developed for the continuous magnetophoretic 
separation process can also be utilized to provide better estimates of particle 
recovery in a broad range of magnetophoretic separation processes involving 
heterogeneity in particle sizes. Moreover, multi-stage versions of this continuous 
magnetophoretic separation process can be explored to further increase separation 
efficiency compared to the current single-stage demonstration.  
150 
 
7.2.2 Microfluidic Aqueous Two-Phase System  
The aqueous two-phase system explored in this thesis involves the 
combination of PEG and DEX biphasic polymeric mixtures as immiscible phases. 
In this thesis, a proof-of-concept of protein partitioning is demonstrated with a 
binary protein mixture, bovine serum albumin and cytochrome c. Further studies 
can be carried out to evaluate several factors that could potentially enhance 
extraction efficiency, such as changing types of polymeric mixtures applied, 
concentration of the selected polymeric mixtures, molecular weights of the chosen 
polymers, and operating conditions such as salts, temperature, and pH.
62
 Affinity 
ligands can also be added to enhance extraction. 
Another feasible application of this system is extractive bioconversion,
28
 
where reaction and separation can be implemented in one system. Examples of 





 and conversion of penicillin.
67
 The application of ATPS 
for protein refolding can also be explored on this system.
55-60
 
Recent progress in biochemistry reveals that the biological cell is a rather 
complex heterogeneous environment, with an abundance of ‘soft interfaces’, and 
where molecular crowding and confinement can profoundly affect the outcomes 
of biochemical processes.
223
 Keeping this in view, the non-equilibrium ‘reticulate’ 
structures are very interesting from the standpoint of practical biochemistry – 
these offer spatially structured, non-homogeneous and transient all-aqueous 
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chemical environments comprised by thin (micron-scale) filaments of one fluid 
phase dispersed in the other, and separated by soft, diffuse interfaces. Moreover, 
the presence of polymers in the ‘background’ fluid environment can act to 
reinforce macromolecular crowding phenomena. Therefore, such droplets can 
potentially enable systematic interrogation of intriguing and novel questions about 
the role of the physical environment on the outcome of biochemical reactions; for 
example - how does transient confinement of reactive biomolecules in thin fluid 
filaments with an abundance of soft fluid interfaces affect biochemical reaction 
rates? Is heterogeneous enzymatic catalysis at soft-interfaces possible? There is 
certainly a strong physical basis for these questions as biomolecular reaction rates 
depend on local species concentrations and biomolecular conformation, both of 
which are profoundly affected by the fluid environment. Such investigations, 
while relevant, are challenging to undertake with conventional ‘macroscale’ in 
vitro biochemical methods, which typically involve dilute aqueous solutions and 
do not capture the inherent in vivo chemical and morphological complexity.   
7.2.3 Hierarchical Materials Synthesis at Soft All-Aqueous Interfaces 
In this thesis, a method for hierarchical magnetic materials synthesis at soft 
aqueous-aqueous liquid interfaces that act as templates for nanoparticle 
precipitation and macromolecule–assisted assembly was presented. Continuous 
fabrication of such hierarchically structured particles in microfluidic devices was 
also demonstrated. Potential future work includes extending this method to 
prepare other materials and hybrids with structures similar to HSSP, with the 
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general requirements to include a rapid precipitation reaction coupled with a 
macromolecular scaffold to support the biominerals/materials formed at the soft, 
all-aqueous interface.  
In addition, fusion of compartmentalized drops in this work allows precise 
control over initiation of reaction and this platform can potentially be utilized for 
a variety of applications such as particle synthesis, chemical and biomolecular 
reactions and kinetic studies.
115
 Lastly, it would be interesting to explore the use 
of HSSP in applications that require magnetic iron oxide particles.
34, 35
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