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Circa tre anni fa durante una della tante discussioni tra il dott. Marco Garavelli, il 
dott. Marco Stenta e il sottoscritto ci ritrovammo in un vicolo cieco; non potevamo 
studiare alcuni dei sistemi molecolari a cui eravamo interessati perché non avevamo 
gli adeguati strumenti computazionali. L'unico modo per uscire da quest'empasse fu 
sviluppare  un  nostro  codice  capace  di  effetture  i  calcoli  ibridi  QM/MM  di  cui 
avevamo bisogno. Da questo seme iniziale sono nate molte linee di ricerca e nuove 
idee per  migliorare  ulteriormente  il  nostro  programma.  Questa  tesi  consta  di  due 
parti:  nella  prima  viene  descritta  in  dettaglio  la  metodologia  QM/MM  da  noi 
implementata, nella seconda sono presentati i risultati ottenuti applicando sia metodi 
ab initio che QM/MM allo studio fotochimico di sistemi biologici e supermolecolari.
Desidero ringraziare  tutti  coloro  che hanno contribuito  alla  realizzazione  di  tutto 
questo:  in primis il  Dott.  Marco Stenta  autore di  più del cinquanta per cento del 
codice sorgente di COBRAM, il Dott. Marco Garavelli per il sostegno e i preziosi 
consigli, e tutti i miei colleghi del laboratorio di chimica computazionale.
Vorrei ricordare il mio primo Maestro, il Prof. Fernando Bernardi che con umanità e 





The aim of this introduction is to give the basic informations about the chemical and 
biochemical systems treated in the rest of the thesis. It starts with an overview of 
what are the QM/MM methods and than continues with a short description of each 
chemical  system faced on the book.  A more  focused introduction  on the precise 
chemical aspects investigated can be found at the beginning of each chapter.
1.1. Quantum mechanics/molecular mechanics methods
The first example of combined quantum mechanics and molecular mechanic method 
(QM/MM) has been reported by Warshel in 19761, but we have to wait 20 years to 
find important  applications. The recent increase on the number of publications in 
which hybrid methods are utilized indicate that now they are a permanent part of the 
theoretical  toolbox.  In  a  very  recent  review  D.  Truhlar2 give  a  short  but  clear 
description of why this methods are employed:
“Despite  the  increasing  computational  capability  available  now,  molecular  
modeling and simulation  of  large,  complex systems at  the atomic level  remain a  
challenge  to  computational  chemists.  At  the  same  time,  there  is  an  increasing 
interest  in  nanostructured  materials,  condensed-phase  reactions,  and  catalytic  
systems,  including  designer  zeolites  and  enzymes,  and  in  modeling  systems  over  
longer time scales that reveal new mechanistic details. The central problem is: can 
we efficiently accomplish accurate calculations for large reactive systems over long 
time scales? As usual, we require advances in modeling potential energy surfaces, in  
statistical mechanical sampling, and in dynamics. [...] . Models based on classical  
mechanical  constructs  such  as  molecular  mechanical  (MM) force  fields  that  are  
based on empirical potentials describing small-amplitude vibrations, torsions, van 
der  Waals  interactions,  and  electrostatic  interactions  have  been  widely  used  in  
molecular dynamics (MD) simulations of large and complex organic and biological  
systems as well as inorganic and solid-state systems. However, the MM force fields  
are unable to describe the changes in the electronic structure of a system undergoing 
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a chemical reaction. Such changes in electronic structure in processes that involve 
bond-breaking  and  bond-forming,  charge  transfer,  and/or  electronic  excitation,  
require quantum mechanics (QM) for a proper treatment. However, due to the very  
demanding computational cost, the application of QM is still  limited to relatively  
small systems consisting of up to tens or several hundreds of atoms, or even smaller  
systems when the highest levels of theory are employed. Algorithms that combine  
quantum mechanics and molecular mechanics provide a solution to this problem.  
These  algorithms  in  principle  combine  the  accuracy  of  a  quantum  mechanical  
description with the low computational cost of molecular mechanics, and they have 
become popular in the past decades. The incorporation of quantum mechanics into  
molecular mechanics can be accomplished in various ways, and one of them is the  
so-called  combined  quantum  mechanical  and  molecular  mechanical  (QM/MM) 
methodology.”
During the last three years in our research group we have developed a QM/MM code, 
which combining different commercial softwares permits an accurate description of 
systems up to 20000 atoms3. Since we are interested on excited state description, the 
algorithm used to combine the QM to MM parts has been designed also to include 
the effect of the electronic excitations, on the QM/MM force field. In particular the 
QM wave function feels  the presence of  the MM point  charges  (i.e.  electrostatic 
embedding), and the MM part reacts to the variation of the charge distribution of the 
QM part, passing from one electronic state to a new one. A complete description of 
our code can be found in part 1 chapter 4.
We have applied our QM/MM program to a variety of interesting chemical problems: 
photoinduced  supermolecule  activation,  solvation  effects  and  biological 
photoisomerization  in  protein.  In  the  next  sections  can  be  found  some  small 
introductions of the molecular system investigated on this thesis.
1.2. Rotaxanes
Rotaxanes  are  examples  of  interlocked  molecules.  Unlike  classical  molecular 
structures, they consist of two or more separate components which are not connected 
by chemical (i.e. covalent) bonds. These structures are, however, true molecules, as 
each component is intrinsically linked to the other – resulting in a mechanical bond 
which prevents dissociation without cleavage of one or more covalent bonds.
Rotaxanes consist of macrocyclic rings trapped onto a linear unit (the “thread”) by 
two bulky substituents (“stoppers”).  Figure 1 shows a schematic representation of a 
[2]rotaxane.
Figure  1:  Cartoon  representation  of  a  
[2]rotaxane.
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1.2.1. How are they made?
Up  until  the  early  1980s,  rotaxanes  and  other  interlocked  architectures  were 
considered  by  most  chemists  to  be  academic  curiosities  with  little  potential  for 
practical  applications.  The  existing  synthetic  routes  were  low-yielding  –  relying 
simply on the chance interlocking of components during their formation or else on 
complex and protracted synthetic strategies. With increased interest in the developing 
field of supramolecular chemistry, however, chemists were able to apply their new-
found knowledge of non-covalent interactions to chemical synthesis, resulting in the 
various templated synthesis methods which are used to efficiently produce rotaxanes 
and many other interesting compounds today4,5,6.
Templated synthesis employs specific non-covalent interactions between components 
to  hold  the  molecular  precursors  in  the  correct  orientation  for  production  of  the 
interlocked product following a final covalent bond-forming reaction.
1.2.2. Why are they made?
Rotaxanes  can  now be  constructed  in  high  yields,  using  a  variety  of  templating 
interactions:  hydrogen  bonds,  metal-ligand  interactions,  π-π charge  transfer 
interactions  or  hydrophobic  forces.  The  acquired  understanding  of  non-covalent 
interactions  and  their  utility  in  molecular  construction  has  been  applied  to  the 
synthesis  of ever-more complex architectures  such as [n]rotaxanes,  (i.e.  rotaxanes 
involving  several  interlocked  components)  and  knots.  Synthetic  challenges  still 
remain however. The necessity for interactions between components naturally places 
restrictions on the structural  and functional make-up of  the final  product  and the 
ability to create rotaxanes composed of virtually any chemical units is an extremely 
attractive prospect and one which is being actively pursued in our group. There are 
also many other interesting architectures still to be reproduced at the molecular level.
The main driving-force  for  research on interlocked  molecules  today,  however,  is 
perhaps  not  the  synthetic  challenge  but  the  interesting  properties  and  potential 
applications  of  the  molecules  themselves.  Interlocked  molecules  often  exhibit 
markedly different properties to their non-interlocked analogues. This can include, 
for  example,  differences  in  spectroscopic  responses,  chemical  reactivity  or 
mechanical  properties.  These  differences  are  a  direct  result  of  the  interlocked 
architecture, yet perhaps the most exciting consequence of the mechanical bond, is 
the unique way in which different parts of the molecule can move with respect to the 
rest of the system (see  Figure 2). Controlling these submolecular motions is a very 
active area of research in many groups across the world.
Controlled,  submolecular  motion  of  components  in  mechanically  interlocked 
molecules is one approach to the creation of novel functional molecules – molecules 
which  change  their  properties  in  response  to  some  external  stimulus  (e.g.  light, 
electricity  or  a  chemical  reagent).  Such  molecules  will  form  the  basis  of  the 
molecular  machines  and  molecular  devices  which  are  predicted  to  be  the  key 
protagonists  in  the  development  of  a  “bottom-up”  nanotechnology  for  the  21st 
century.
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Figure  2:  Mechanically  interlocked  architectures  as  components  for  
molecular machines.
1.2.3. Hydrogen Bonded Rotaxanes
Figure 3b shows the X-ray crystal structure of a [2]rotaxane made by the Leigh group 
using hydrogen  bonding interactions7.  The macrocyclic  ring is  a  tetra-amide ring 
while the thread also contains two amide groups. Two sets of bifurcated hydrogen 
bonds between the amide protons on the macrocycle and carbonyl oxygens on the 
thread are shown as dotted lines in the X-ray crystal structure.
Figure  3:  a)  Chemical  structure  of  and  b)  X-ray  crystal  structure  of  a  
hydrogen-bonded fumaramide [2]rotaxane. Crystal structure atoms: carbon 
(macrocycle), light blue; carbon (thread), yellow; oxygen, red; nitrogen, dark  
blue; amide and alkenyl hydrogen, white.
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This  type  of  rotaxane  is  formed  by  a  clipping  strategy  whereby  the  macrocycle 
component assembles around a preformed thread molecule8. When the acid chloride 
and diamine are combined, amide bonds begin to form between them. When the 
thread is  present,  the newly formed amide-containing fragments  wrap themselves 
around it forming the maximum number of hydrogen bonds to stabilise the structure. 
This encourages an intramolecular reaction between two ends of the same fragment 
to form a macrocycle which is, perforce, locked around the thread. In the [2]rotaxane 
shown above, the carbon-carbon double bond in the thread preorganises the amide 
carbonyls in a close-to-ideal orientation for hydrogen bonding to the macrocycle so 
that the rotaxane is produced in 97% yield – an astonishingly efficient process for a 
five-component reaction.
On  this  class  of  rotaxane  is  observed  a  structural  deformation  caused  by  light. 
Exciting  the  system  with  a  250  nm light  the  central  double  bond  of  the  thread 
isomerizes and the interaction between the two subunit decrease.
We are interested  to  study the photochemistry  of  this  rotaxane  to  understand the 
isomerization mechanism. Starting from a small model system (i.e. fumaramide) and 
than passing to the entire rotaxane we have rationalize the complex photochemistry 
of this molecule.
1.3. Phytochrome
Phytochrome  was  first  discovered  in  plants  in  1959  as  the  photoreceptor  that 
mediates  plant  growth  and  development  in  response  to  long-wavelength  visible 
light9. Phytochrome measures the ratio of red light (R) to far-red light (FR), thereby 
allowing the plant to assess the quantity of photosynthetically active light and trigger 
shade  avoidance  responses.  Phytochromes  are  found  in  all  flowering  plants  and 
cryptophytes, and this important family of developmental regulators constitutes one 
of the three major classes of photoreceptors in higher plants, with the others being 
cryptochromes and phototropins.
More recently, phytochrome-related proteins have been isolated from other taxa. The 
first  such  protein  to  be  discovered  was  the  cyanobacterial  chromatic  adaptation 
sensor  RcaE.  Since  this  initial  discovery,  R/FR-sensing  phytochromes  have  been 
discovered  in  cyanobacteria  (Cph1/CphA,  Cph2,  and  CphB/BphP),  nonoxygenic 
bacteria (bacteriophytochromes or BphPs), and even fungi (Fphs), demonstrating that 
this class of photosensors is not limited to photosynthetic organisms. The true extent 
of  the  phytochrome  family  is  only  now  becoming  apparent  with  the  advent  of 
genome sequencing.
Although microbial  phytochromes have proven amenable systems for biochemical 
and spectroscopic analyses,  much remains to be determined about the function of 
many of  these  molecules  in  vivo.  The  BphPs  from Rhodopseudomonas  palustris 
regulate the biosynthesis of the photosynthetic apparatus in this organism  10,11, and 
BphPs  regulate  pigment  biosynthesis  in  Deinococcus  radiodurans  and 
Rhodospirillum  centenum  12,13.  The  phytochrome  from  the  filamentous  fungus 
Aspergillus  nidulans  was  recently  implicated  in  sexual  development14.  These 
functions are thus conceptually analogous to functions of plant Phys: Phytochromes 
regulate the metabolic response of the organism to its light environment.
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Figure  4:  Domain  structure  
and  chromophores  of  
phytochromes.  (a)  The 
phytochrome  photocycle.  
Illumination  of  Pr 
phytochrome with red light (R)  
produces  lumi-R  as  the 
primary photoproduct.  This is  
subsequently  converted  to  Pfr 
via  multiple  light-independent  
steps. Pfr can be converted into  
Pr either by illumination with  
far-red  light  (FR),  producing 
lumi-F  and  then  Pr via 
subsequent  thermal  steps,  or  
by an entirely thermal process  
known as dark reversion (d.r.,  
center).  The ratio between Pr  
and Pfr (and hence between the  
two  physiological  outputs)  is  
thus  determined  by  the  light  
environment and by the rate of  
dark  reversion.  (b)  Domain 
architecture  of  the  extended 
phytochrome  family.  The  five  
classes  of  phytochromes 
possess  an  N-terminal  
photosensory core region and typically  share regulatory output domains related to those  
found on two-component histidine kinases (HKRD). The P3/GAF domain is associated with 
the bilin chromophore and is highly conserved. All phytochromes except those found in the  
Cph2 subfamily share P2/PAS domains, whereas P4/PHY photosensory domains are specific  
to  phytochromes  and  are  thought  to  have  folds  similar  to  GAF  domains  (69).  Plant  
phytochromes  (Phys)  possess  two  additional  PAS  domains  within  the  regulatory  region.  
Fungal phytochromes (Fphs) have a domain structure similar to those of the cyanobacterial  
phytochrome 1 (Cph1) and bacteriophytochrome (BphP) families, except for an additional C-
terminal  response  regulator  receiver  domain  (RR)  extension  and  variable  N-terminal  
extensions.
1.3.1. Photoconversion: The "Central Dogma" of Phytochromes
An  early  key  in  defining  the  action  of  phytochrome  in  plant  biology  was  the 
observation  that  both  the  spectrum  of  phytochrome  preparations  and  the  action 
spectrum  of  many  plant  responses  were  reversibly  altered  by  illumination. 
Illuminating dark-grown tissues with R converts phytochrome from the R-absorbing 
Pr form to the FR-absorbing Pfr form, which triggers  photomorphogenesis (Figure
4a). This change is reversible, with FR illumination restoring Pr, and involves both 
primary photochemistry and subsequent thermal steps.
R/FR  photoreversibility  is  rarely  observed  in  other  organisms,  because  higher 
fluences or continuous light are typically required to maintain a threshold Pr/Pfr ratio 
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for light responsiveness. This reflects a thermal process known as dark reversion, in 
which Pfr phytochrome is slowly converted to Pr phytochrome in the absence of light. 
While  dark  reversion  is  an  intrinsic  property  of  all  phytochromes,  plant 
phytochromes  have  apparently  evolved  to  exhibit  slower  dark  reversion. 
Interestingly, BphPs that possess far-red absorbance  maxima in the thermal ground 
state with photoconversion to Pr-like species were recently described11. Whether this 
spectral inversion proceeds via a reverse of the normal dark reversion pathway or via 
some  other  mechanism  is  not  yet  clear  for  any  of  these  bathyBphPs.  However, 
despite  these  spectral  variations,  it  is  clear  that  the  biological  outputs  from 
phytochromes reflect the ratio of the Pr and Pfr forms, and that this ratio is determined 
by the light environment, by the forward and reverse rates of photoconversion, and 
by the rates for thermal interconversion between these forms.
1.3.2. The Modular Domain Architecture of Phytochromes
The  large  and  steadily  growing  number  of  phytochrome  sequences  now  known 
permit classification into subfamilies 15 and delineation of conserved sequences and 
domains that are either ubiquitous among phytochromes or conserved in different 
subfamilies  (Figure  4b).  Plant  Phys,  Cph1s,  and  most  BphPs  share  a  common 
architecture consisting of an N-terminal photosensory region with three conserved 
domains (termed P2 or PAS domain, P3 or GAF domain, and P4 or PHY domain) 
and  a  C-terminal  regulatory  histidine  kinase  or  histidine  kinase-related  domain 
(HKRD). Plant Phys have an additional N-terminal extension termed P1 known to 
inhibit  dark  reversion  and  two  additional  regulatory  PAS domains  important  for 
nuclear localization16. Fungal Fphs have distinct N-terminal extensions and additional 
C-terminal  response  regulator  domains  (RR/REC)  14.  The  other  class  of 
cyanobacterial phytochromes, the Cph2s, lack the N-terminal P2/PAS domain, but 
have other GAF domains duplicated C terminal to the P4/PHY domain.
1.3.3. Phytochrome Chromophore Structure
The characteristic absorbance spectra and photoconversion of phytochromes reflect 
their  association  with  a  linear  tetrapyrrole  bilin  chromophore,  which  is  normally 
covalently attached via a thioether linkage (Figure 5). Photoconversion involves a Z–
E isomerization about the C15–C16 double bond of the bilin,  as apophytochrome 
neither photoconverts  nor exhibits  a typical  phytochrome absorbance spectrum  17. 
The  exact  nature  of  this  chromophore  varies  for  different  subfamilies  of 
phytochromes: Plant Phys use phytochromobilin (PΦB) (Figure 5a), and Cph1s and 
Cph2s use phycocyanobilin (PCB). Both bilins are covalently attached at C31 to a 
conserved Cys in the P3/GAF domain of the photosensory core 18. In contrast, BphPs 
and  Fphs  incorporate  biliverdin  IXα  (BV)  chromophores  (Figure  5a).  In  these 
proteins,  the  more  oxidized  BV  (see  Sidebar)  is  attached  to  a  conserved  Cys 
upstream  of  the  P2/PAS  domain,  apparently  via  a  C32  linkage  19.  This  linkage 
appears less stable in BphPs than the C31 linkage to PCB, based on recent evidence 
for its  reversibility.  Covalent  attachment  does not  appear  to  be a prerequisite  for 
photoconversion;  indeed,  a  mutant  BphP  lacking  the  nucleophilic  Cys  residue 
functions as an enzyme for producing C15–C16 E bilins. Covalent attachment likely 
provides a more stable holoprotein that is better suited to reversible photoswitching. 
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Phytochromes are thus photoswitchable photosensors that utilize bilin chromophores.
Figure  5:  Chromophore structure  and assembly.  (a)  The structures  of  the  
bilin  chromophores  utilized  by  known  phytochromes  are  shown.  Left:  
Phycocyanobilin (PCB) and phytochromobilin (PΦB) chromophores share a 
reduced A-ring and differ only at the C18 side chain. These chromophores  
are utilized by plant and algal Phys and cyanobacterial Cph1s and Cph2s.  
Right: The BphPs and Fphs instead utilize biliverdin (BV) as chromophore.  
All  chromophores  are  shown  in  the  C5–Z,syn  C10–Z,syn  C15–Z,anti  
configuration  adopted  in  the  Pr  state  (103).  (b)  Conformations  of  PCB  
thought to be present during the assembly reaction with Cph1 are shown (6).  
The  cyclic,  porphyrin-like  C15–Z,syn  species  (left)  is  the  most  stable  in  
solution at neutral pH and initially binds to apoCph1. After binding, the B-/C-
ring  system  becomes  protonated,  driving  adoption  of  a  C15–Z,anti  
conformation (right), which is characterized by enhanced, red-shifted long-
wavelength  absorbance.  This  species  then  becomes  covalently  attached  to  
Cys259 of  Cph1 to  give  the  Pr structure  shown in  (a).  BV is  bound to  a  
different Cys upstream of the P2/PAS domain of BphPs (58, 103).
We have  foucus  our  attention  only  on  the  formation  of  the  first  photoproducts, 
studying the isolated chromophore in vacuo and than the absorption and emission 
spectra  of  the  protein.  The  photochemistry  of  the  phytochromobilin  has  been 
characterized  using  multiconfigurational  method,  deriving  a  clear  picture  of  the 
possible deactivation mechanisms, while in protein the investigation has been limited 
on the initial excited state stretching relaxation.
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1.4. Bacteriorhodopsin
Bacteriorhodopsin  is  a  small  (24  kDa)  integral  membrane  protein  composed  of 
seven-transmembrane helical.  The retinal was seen to extend transversely into the 
interhelical  space,  and the positions of  bulkier  residues defined the orientation of 
most of the helices and therefore the pathway of the transported proton (see Figure
6).  Since  its  discovery  in  the  early  seventies20,  the  conceptual  simplicity  and 
experimental  advantages  of  bacteriorhodopsin  have made this  light-driven proton 
pump a testing ground for hypotheses of transport mechanisms and new experimental 
technologies. 
Figure  6:  Structure  of  bacteriorhodopsin,  with  
functional side chains, the retinal, and Wat402 shown.  
Drawn from pdb coordinate file 1C3W.  
Figure  7:  Photocycle  scheme  from 
kinetics  in  the  wild-type  and  mutant  
bacteriorhodopsins.  The  K,  L,  M,  N,  
and O states are distinguished by their  
spectral  properties  in  the  visible,  
infrared,  Raman,  and  NMR,  and  by  
their  crystal  structures  when 
available.  The substates  of  M and N 
are identified from kinetic or spectral  
data or by their structural differences.  
Only the BR and O states contain all-
trans  retinal;  in  all  other  states  the  
retinal  is  13-cis,15-anti.  Proton 
release  to  the  extracellular  surface  
and  uptake  from  the  bulk  on  the  
cytoplasmic  side  are  shown  as  they  
occur  under  physiological  conditions  
(pH > 7).
The wealth of spectroscopic data, together with the information from low-resolution 
electron diffraction maps, pointed to a well-defined transport mechanism. There was 
general agreement over the main steps  21,22. After photoisomerization of the retinal 
from  all-trans  to  13-cis,15-anti,  the  Schiff  base  proton  is  transferred  to  Asp-85 
located on the extracellular side, and a proton is then released to the bulk from a site 
near the surface.  Figure 6 shows the overall structure of the protein with the most 
18 Introduction
important residues labeled. Reprotonation of the Schiff base is from Asp-96 located 
on the cytoplasmic side, aided by tilts of the cytoplasmic ends of helices F and G that 
were thought to result  in increased hydration of this region. Reprotonation of the 
Schiff  base  through  a  proposed  chain  of  water  molecules  is  followed  by 
reprotonation  of  Asp-96 from the cytoplasmic  surface and reisomerization  of  the 
retinal to all-trans. Finally,  transfer of a proton from Asp-85 to the vacant proton 
release site completes the cycle.
It has been known from the earliest works that the photocycle contains the spectrally 
distinguishable quasi-stable states K, L, M, N, and O. Once K is produced from J, 
which arises from the excited state, the rest of the reaction cycle is a sequence of 
thermal reactions, as in other transport systems( see Figure 7).
Our group studies since years the intrinsic behavior of the protonated schiff bases, 
now we have extended our attention on the photochemistry in protein. Thanks to the 
modern QM/MM techniques we could able to determinate the complete minimium 
energy path of the bacteriorhodopsin photoisomerization from the initial reagent to 
the first metastable intermediate K. We have also identify a possible structure for the 
J, a short life excited state intermediate. Our analysis include the estimation of the 
energy storage between BR and K and the variation of the dipole moment along the 
isomerization path.
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1. Quantum Mechanical 
methods
In this chapter is treated briefly the QM methods used to obtain ground and excited 
state  properties  of  biological  and  supermolecular  compounds  described  in  the 
introduction.
It is assumed that the reader knows the basic information about quantum mechanic 
and their  mathematical  aspect.  Furthermore  here  are  only  summarize  the  general 
approximations  and tools  common to all  QM methods  used  to  solve many body 
problems  in  chemistry  (.i.e.  Born-Oppenheimer  approximation,  LCAO  approach, 
Slater Determinants, ...).
The multiconfigurational approach to solve the Schrödinger equation is the widely 
used to describe accurately the electronic excited state of molecules, in particular the 
configuration  interaction  (CI)  and  the  multiconfigurational  self  consistent  field 
(RASSCF and CASSCF) method are here described.
1.1. The general Hamiltonian
The total, non-relativistic Hamiltonian for a system of charged particles (electron and 











Where the ∇ a












i To simplify the notation, atomic unit are used here and in all chapter.
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1.2. The Born-Oppenheimer approximation
Since the nuclear mass is much greater than those of the electrons, the nuclei move 
much more slowly and their motion can be separated from that of the electrons. In 
this picture, electrons react instantaneously to changes in nuclear positions and the 
electron  distribution  depends  only  on  the  position  of  the  nuclei  and  not  their 
momenta. This approximation is known as  Born-Oppenheimer  approximation (BO) 
as well as adiabatic approximation23.






























g ij h0 (1.4)
Where  the  indices  , indicate  the  nuclei  coordinates  and  i,j the  electrons 
coordinates.
In the right side of (1.4) the electronic Hamiltonian is condensed respectively in term 
of one-electron, two-electron and zero-electron operators.
Considering the nuclei coordinates constant (BO) the last term h0 is trivial and it will 
be omitted in he rest of the discussion.
1.3. Slater Determinant
The  Molecular Orbital (MO) theory  is an approach to Quantum Mechanics which 
uses  one-electron  functions  to  approximate  the  electronic  wave  function.  These 
functions are formed by the product of a spatial part i(j) times a spin function (j) 
or (j), and are therefore called spinorbitals (the index i refers to the ith spatial part, 
while j refers to the jth electron).
The  antisymmetry  property  of  the  wave  function  is  fulfilled  using  a  Slater 
Determinant24 (i.e. a antisymmetric product) composed of spinorbitals:
=n!−1 /2∣111 111 21 1  n /21 1122  1 22  22 2   n/2 2 2    
1nn  1nn  2 n n  n /2n n
∣ (1.5)
In the Hartree-Fock (HF) method the total electronic wave function is formed by a 
single Slater Determinant of the occupied spinorbitals.
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1.4. LCAO Expansion
Another approximation is to express the molecular orbitals i in terms of a set of N 




c pi p (1.6)
where the coefficients cpi are the molecular orbital expansion coefficients.
When atomic orbitals are used as basis functions, the previous approach is defined as 
the Linear Combination of Atomic Orbitals (LCAO) approach.
1.5. The Hartree-Fock equations
The electronic energy expression deriving from the (1.4), after some mathematical 
work, can be written as:




J and K are the total coulomb and exchange operators.
The (1.7) in the starting point to derive the HF equations, where the Fock operator is 
defined as:
F=hJ− K (1.8)
Applying the variational principle to the (1.7) and substituting the Fock operator in 
the energy expression is possible to write it as:
〈i∣F∣ i〉=0 (1.9)






Where  an infinitesimal variation, and considering the wave function constituted by 
a Slater determinant b ,a are the occupied and virtual molecular orbitals (MO).
From the second term of (1.10) we get:
〈a∣F∣ i〉=0 (1.11)
In can be concluded that the virtual orbitals do not participate during the variational 
procedure and then the (1.11) can be written as:




Let V denote the matrix which diagonalize  and form new MOs:
b=∑
i
 iV ib (1.13)
which leaves  unchanged. Taking the (1.12) multiplied by Vib and sum over i, leads 
to the most popular form of the Hartree-Fock equations25 :
F b=b b (1.14)
To  solve  the  HF  equation  with  a  wave  function  constructed  using  the  Slater 
determinant  and  LCAO  scheme,  in  a  self  consistent  way  the  Roothaan-Hall 




∗ F pq Cqi=C† F C ai=0 (1.15)
with:
F pq=〈p∣F∣q 〉 (1.16)
where p ,q are atomic orbitals.
One condition has to be satisfied, the orthonormality of the MOs:
C † SC=1 (1.17)
with the definition of overlap:
S pq=〈p∣q 〉 (1.18)
The  simultaneous  solution  of  (1.15)  and  (1.17)  is  achieved  if  one  solves  the 
Roothaan-Hall equations:
F C=SC (1.19)
The Roothaan-Hall equations need to be solved iteratively comparing the energies of 
the iterations nth i to the nth-1 if they differs less than the threshold the procedure 
stops and the energy is converged.
The final energy, because the HF method consider only one of the possible Slater 
determinants (i.e. the ground state determinant).
The difference between the HF energy end the exact  energy is  called correlation 
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energy:
Ecorr=Eecact−E HF (1.20)
In conclusion the principals limitations of HF method are two:
1. It can describe only the ground state (single determinant approach).
2. It omits, by definition, all the correlation effects.
1.6. Configuration interaction
Several theories has been developed to solve the problem of correlation energy, some 
of them use the HF wave function has reference and then add a correction calculated 
using the variational principle (configuration interaction25 = CI) or the perturbation 
theory (Møller-Plesset25 = MP2,MP3,...).
The CI  method use as  wave function a linear  combination  of  Slater  determinant 





where  L1 are  the  determinants  of  the  ground  state  and  all  possible  electronic 
excitations,  and the Schrödinger equation become:
∑
L
cL1 〈K∣ H∣L 〉=E∑
L
cLi 〈K∣L〉 (1.22)
where 〈K∣H∣L 〉 is a generic element of the Hamiltonian matrix and 〈K∣L〉 is the 
overlap matrix element between Slater Determinats. 
The  basis  set  constituted  by  the  Slater  Determinants  is  an  orthonormal  set 
〈K∣L〉=KL and the (1.22) can be written in a compact way:
HC 1=E C1 (1.23)
The eigenvector  C1 collect all the coefficients of the expansion, in other words the 
coefficients are the weight of each Slater Determinant.
The element  C11 is associated to the HF wave function. The remaining coefficients 
are referred to the excited determinants and they represent the correction to the HF 
model.
The ground state energy obtained using a complete basis set  is the the exact  non 
relativistic energy of the system within the BO approximation, it  consider all  the 
correlation energy.  Unfortunately,  the above procedure cannot  be implemented in 
practice because is impossible handle infinite basis set.
Working with a finite set of spinorbitals {i=1,2, ,2K } and  N electrons, the2KN 
determinants  formed  do  not  correspond  to  a  complete  basis.  Nevertheless  the 
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diagonalization of the Hamiltonian formed from this set leads to the exact solution in 
basis set approximation. This procedure is called full CI. Even for small molecule 
and  basis  set  the  number  of  determinants  that  must  be  included  in  a  full  CI 
calculation is extremely large. Thus in practice the CI expansion has to be truncated. 
The most common way is to included only the determinants referred to a certain type 
of  excitations,  like  single  excitations  (CIS),  double  (CID)  or  single  and  double 
(CISD) and so on.
The above mathematical description as been done to obtain the ground state energy, 
but. in a similar way is possible also to calculate excited state properties solving the 
(1.23) for eigenvalue higher than the first where the Nth-eigenvalue is the energy of 
the Nth-state. 
The CIS method if quite fast but not very accurate to describe electronic excitations 
because  it  can  calculate  only  single-excitation  states,  while  the  CISD  is  more 
accurate,  but  the  computational  performance  dramatically  lowers  down  as  the 
number of basis functions increases. A failure of the truncated CI methods is the lack 
of  size-consistency  in  few  words,  the  energy  of  two  molecules  placed  at  non-
interacting  distance  is  not  the  sum  of  the  energies  computed  for  each  single 
moleculeii.
1.7. Multiconfigurational self consistent field
In  the  previous method the determinants  are  formed from a  set  of  canonical  HF 
orbitals,  but  the  resulting  CI  expansion  unfortunately  turns  out  to  be  slowly 
convergent  (high  number  of  configurations  to  get  correct  energy).  A  very  good 
improvement  of  convergence  to  the  correct  energy  comes  from  the 
multiconfigurational self consistent field27 (MCSCF)  methods, where together with 
the CI coefficients are optimized also the orbitals coefficients. Using this approach is 
possible to get accurate results with a limited number of determinants.
The mathematical machinery to solve the MCSCF equations is very complicate and 
lots of different way as been developed, here is described the easiest which optimize 
separately the two type of coefficients,  albeit in the modern software is not  used 
because it gives convergence problems.
The  optimization  of  the  CI  coefficients  can  be  done  solving  the  equation  (1.23) 
without  any difference from a normal  CI procedure.  The troublesome part  is  the 
orbitals optimization, the approach is based on a unitary transformation of the MO 
coefficients that leads to equations Newton-Raphson like.
Assuming the orbitals orthonormal the unitary transformation can be written as:
 '=U (1.24)
ii Without enter in mathematical details the non size-consistency can be explained with a simple 
example taken from the Szabo & Ostlund (page 261)25.
“Considering a supramolecule composed of two non interacting H2 molecules. By definition the CID 
wave function of each of the monomers contains double excitations within the monomer. If we restrict  
the supramolecule trial function to double excitations, we exclude the possibility that both monomers  
are simultaneously doubly excited, since this represents a quadruple excitation. Thus the 
supramolecule wave function truncated at the CID level does not have sufficient flexibility to yield  
twice the monomer energy.”
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where , ' are the orbitals before and after the transformation. The transformation 
has to be defined to minimize the energy at fix CI coefficients. The matrix U can be 
opportunely defined as:
U=eA=eA11  eA1n  eAn1  eAnn (1.25)
where  A is  skew-symmetric  matrix  A∧=−A,  this  constrain  ensure  the  unitary 
condition for Uiii.




Aij E ij (1.26)
where Eij has element equal to 1 only for the ith row and jth column and all the rest are 
zero.  Therefore  the  optimization  of  the  orbitals  coefficients  correspond  to 
determinate the Aij parameters.
The transformation (1.24) is through also for the wave function:
∣ ' 〉=eA∣〉 (1.27)
and the energy of  ' is:
E '=〈 '∣H∣ ' 〉=〈eA∣H∣eA 〉 (1.28)
It has be clear which the (1.28) can be written, from the (1.26), as function of the 
parameters Aij,and expanding in Taylor series and truncating to the second order:
E '=E A=E 0∑
ij
Aij EA ij012∑ijkl Aij Akl 
2 E
 Aij Akl 0 (1.29)
or in matrix form:
E '=E 0 F A
1
2
AT G A (1.30)
where  A is  the  column vector  of  the  parameters,  F is  a  row vector  of  the  first 
derivative of energy respect to the Aij and G is the matrix of the second derivatives 
respect to the same parameters.
The minimum of (1.30) is give satisfying the following condition:
iii In fact: U †U=eA† eA=eA
†
e A=e−A eA=1
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FG A=0 (1.31)
from which we get A:
A=−G−1 F (1.32)





Scheme 1.1: Flowchart of a general procedure 
of MCSCF calculation.
Scheme 1.2: Excitations in CASSCF & 
RASSCF methods.
from the (1.33) it can demonstrated which U is a rotation matrixiv. In conclusion the 
unitary transformation which optimize the orbital coefficients are rotations, but like 
iv To understand why U is a rotation matrix can be useful a simple example. If we consider a system of 
two orbitals U is a2x2 matrix, and we have also to remember which Aij=−A ji:
U=e A=1A1
2
A2=1 00 1 0 A12−A12 0 12  0 A12−A12 0 
2
=12 A122 A12−A12 12 A122 = cos A12 sen A12−sen A12 cos A12





















From this expansions is clear that for small value of A12 the diagonal elements are close to the cos and 
the extra diagonal to the sen.
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HF case, is not enough do it once, it has to be repeated iteratively since convergence, 
and the same for the CI coefficients. For a general MCSCF procedure see scheme 
1.1.  The  modern  software  to  solve  the  MCSCF  equations  use  very  complicate 
mathematical  tricks  where  the  CI  coefficients  calculation  and  the  orbitals 
optimization are coupled.
The two most  used approach to  select  the configurations  to be introduced in  the 
computation are the  complete active space self consistent field (CASSCF) and the 
restricted active space self consistent field (RASSCF), in both cases the excitations 
are considered only between a defined number of orbitals.
In this two methods the orbitals era divided in three regions: 
1. The core orbitals, which are treated at HF level
2. The  active  orbitals  (occupied  and  empty),  where  the  excitations  are 
considered explicitly.
3. The virtual orbitals, which are empty HF orbitals.
The difference between CASSCF and RASSCF is the type of excited determinants 
used, while in CASSCF all the possible excitations in the active space are calculated, 
which correspond to full CI for the active orbitals region, the RASCF is possible to 
select the excitations introduced. In fact the active space of RASSCF is  further on 
divided in three part (scheme 1.2):
1. RAS1,  occupied  orbitals  where  only  a  certain  number  of  electrons  are 
allowed to be excited, like in truncated CI method.
2. RAS2, occupied and empty orbitals, this part in treated at CASSCF level.
3. RAS3,  empty orbitals,  similar  to  RAS1,  but  in  this  case  only  a  defined 
number of electrons can occupy these orbitals.
The orbitals to be introduced in the active space is the critical point of these methods. 
It is problem dependent and it is not possible to define which are the best ones only 
on the base of  the HF orbitals  energies.  The chemical  intuition has to  guide the 
scientist to the selection, for example if we are interested in the description of the 
lowest excited state of benzene we have to consider the six  orbitals of the molecule 
in our active space. Unfortunately not every time is possible to use the best active 
space,  because the computational  cost  increase rapidly with the number of active 
orbitals,  and to get  a balanced proportion between accuracy and CPU time some 
orbitals, which can be important, have to be discarded. In that cases is necessary to 
be  very  careful  in  the  selection  in  order  to  be  able  to  describe  all  the  chemical 
properties of interest.
1.8. Multiconfigurational second order perturbation theory
The MCSCF can describe the correlation energy only of the active part, the rest of 
the  system  is  treated  as  in  HF,  to  get  rest  of  the  correlation  is  essential  the 
introduction of a post MCSCF method. The most used and robust way to consider 
this energy is correct the wave function with the perturbation theory, and in particular 
the CASPT227 method is one of the powerful method.
The  starting  point  in  CASPT2  is  the  CASSCF  wave  function  from  which  it  is 
possible to calculate the second order perturbation in like manner to the MP2 theory.
30 1.Quantum Mechanical methods
H= H 0 H 1 (1.34)
where H 0 and H 1 are the zeroth order and the perturbation Hamiltonians, and  the 
weight of the perturbation. In the same way are defined the wave functions and the 
energies:
E0=〈0∣ H 0∣0〉 , E1=〈0∣ H 1∣0〉 , E2=〈0∣ H 1∣1〉 (1.35 a, b, c)
where the condition of orthogonality between the zeroth order wave function and 
perturbation is implied.




usually the Fock-operator is assumed diagonal in a HF space orbitals, but this is not 
the case for CASSCF reference wave function.
The CASSCF wave function is invariant against rotations among the core orbitals, 
the active orbitals, and the virtual orbitals. This freedom can be used to simplify the 
operator, dividing it in diagonal subsets:
F= f cc f aa f vv f ac f vc f va (1.37)
where the labels c,  a,  v are referred respectively to core, active, and virtual orbitals 
spaces. From this point the solution of the equations follow the normal perturbation 
theory,  where  the  Hamiltonian  of  the  perturbation  is  defined  as  the  difference 




where   are all the configurations in the CI space, except those belonging to the 





The CASPT2 gives very accurate results, but it has an enormous computational cost. 
In fact it is usually applied to correct the energy of a previous CASSCF calculation.
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2. Molecular Mechanics
The Molecular Mechanics (MM) are based on classical physics, where the atoms are 
considered spheres connected each other by springs. From this simple idea have been 
developed several force fields, with different degrees of complexity, but with one 
common task: all force field are some order of magnitude faster than QM methods.
The weak point in MM theory are the parameters, in fact each atom, bond angle, ..., 
has to be parametrized, and usually more general are the parameters less accurate is 
the result; it is thought also the vice versa, but with the restriction to applicable only 
to a small amount of different atoms without re-parametrization.
2.1. The Amber Force Field
The Amber force field (AFF) functional form is described as minimalist by the same 
authors28, with the bonds and angles represented by a simple harmonic expression, 
the  van  der  Waals  (VdW)  interaction  represented  by  a  Lennard-Jones  potential, 
electrostatic  interactions  described  by  a  Coulombic  interaction  of  atom-centered 
point charges, and dihedral angle modeled with a simple set of parameters, often only 
specified by the two central atoms.
E total=∑
bonds




















Electrostatic and VdW interactions are calculated only between atoms in different 
molecules or for atoms in the same molecule separated by at least three bonds. Those 
non-bonded interactions  separated by exactly three bonds (“1-4 interactions”)  are 
reduced by the application of a scale factor.
The parameters in the AFF are fitted in three different manners:
1. req , K r , eq , H , are  parametrized  to  reproduce the  experimental  normal 
modes frequencies of a set of molecule.
2. V n is fitted to reproduce ab-initio energies.
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3. A ij , Bij are parametrized using monte carlo method.
4. The atomic partial charges derive from ab-initio calculation and subsequent 
RESP fitting.
The  Amber  force  field  has  been  designed  to  describe  biological  compounds  in 
particular proteins and DNA, but the recent introduction of a new set of atom type 
and  parameters,  called  general  Amber  force  field  (GAFF)29,  has  improved  the 
capability of this MM method toward all the organic molecules.
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3. Exploring potential energy 
surfaces
The identification of stationary points on the potential energy surface (PES), which 
have  a  chemical  meaning,  remain  a  troublesome  issue30,31.  Two  are  the  most 
important  reasons  of  this  difficulty,  first  a  complete  exploration  of  the  PES  is 
impossible due to the big number of internal coordinate of molecules (6N-6 where N 
is the number of atoms), therefore is the chemist who must identify, by the so called 
chemical intuition, the most relevant starting geometry to reach the desired point. 
Second  the  algorithms  often  fail  locating  minima and  most  often  fail  locating 
transition  states (TS).  In  fact  the  localization  of  TS  resembles  more  art  than 
technique.
Not only stationary points are important to understand the reactivity of a molecular 
system.  I  f  we  are  interested  to  study  excited  electronic  states  we  have  also  to 
consider the possibility of a crossings between states, such region are called conical 
intersection and the second part of the chapter summarize their the most important 
properties.
3.1. Characterization of Stationary Points
The sufficient conditions to identify a  minimum of a function f x in n variable is 
the vanishing of the first derivative and a positive second derivative. This are the 
particular  conditions  for  minima,  but  it  can be  defined a general  role  to  identify 
stationary points31:
{ ∇ f x ' =0In∇2 f x ' =[n−k , k ,0]}⇒stationary point (3.1)
where the gradient and the Hessian are given by
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and In M is the inertia of real symmetric matrix M.
A stationary point with k different from zero is called k'th order saddle point, where 
k indicate the number of direction with negative curvature. On the potential surfaces 
minima and  first  order  saddle  points  correspond  to  equilibrium  geometries  and 
transition states (see Figure 3.1 and 3.2). Higher order saddle point on PES are of no 
interest.
Figure  3.1:  Example  of  two  dimensional 
minimum.
Figure  3.2:  Example  of  two  dimensional 
transition state
3.2. The linear model
The simplest model applied only to locate minima, is the local linear model31:
m Ax = f xc g c
t s (3.3)
where
s= x−x c and g c=∇ f x c (3.4 a,b)
The linear model require only the energy and the first  derivative,  but It  does not 
contain  the  information  about  the  curvature,  and  cannot  give  any  information 
regarding the stationary point found (minimum, TS, ...).
Nevertheless thanks to its simplicity this approach is used by a large number of MM 
packages, in particular combined with the line search (see section 3.5) constitute the 
steepest descent method.
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3.3. The quadratic model
The problem of the linear model is that it gives no information about the curvature of 
f x . This is provided by the more useful  local quadratic model  or second order 
model(SO)31:
mq s= f x c gc
t s1
2
s t Bc s (3.5)
the symmetric matrix Bc is the exact Hessian at the geometry x c:
Bc=∇
2 f  xc  (3.6)
In some cases the Hessian matrix is  computed though approximated method (see 
below). 
To  determinate  the  stationary  points  of  the  quadratic  model  we  differentiate  the 
model and set the result equal to zero. We obtain a set of linear equation:
Bc s=g c (3.7)
which has a unique solution,
s=−Bc
−1 gc (3.8)
The quadric model therefore has one and only one stationary point. For example this 
is a minimum if B c is positive define. s is called Newton steep (or quasi Newton steep 
if  the  Hessian  is  approximated),  it  form  the  basis  of  the  Newton's  method. 
Unfortunately the use of the  Newton steep can lead to unexpected results (several 
time is to large), but it ensure that inside the step s it must be a stationary point.
The second order model it is computationally expensive since it require energy first 
and second derivative, but it give complete information about slope and curvature at 
point  x c. For this reason the most part of the modern software use SO models with 
approximate  Hessian matrix, several method has been developed to provide the best 
estimation of B c, the  widely used is th BFGS discussed in the next section.
3.4. Hessian update
If the exact Hessian is unenviable or computationally expansive, it is possible to use 
an approximation. The update techniques are designed to determinate an approximate 
Hessian Bu at point
xu= xcsc (3.9)
we define the gradient difference:
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yc=gu− gc (3.10)
expanding sc around xu gives
yc=Bu scO sc
2 (3.11)
which shows that the gradient difference yc contains a component of finite-difference 
approximation to the exact Hessian along the direction sc.
Based on the (3.11) all the Hessian update are required to fulfill the  quasi-newton 
condition:
yc=Bu sc (3.12)
To locate minima the most used Hessian update algorithm is the Broyden-Fletcher-
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T c= y c−Bc sc (3.15)
A condition to get reasonable geometry optimization using approximate Hessians is 
good  starting matrix B c.
The Hessian update techniques are usually combined to line search and the resulting 
minimization algorithms are called quasi-newton methods.
3.5. Steep: direction and size
Both linear and quadratic model have a weak point, they can be applied only in the 
vicinity of the stationary point of interest, and the iterative application of them need a 
procedure  to  calculate  the  steep  size  and the  direction  for  each  iteration.  In fact 
several  steep,  using linear  or  quadratic  model,  has  to  be  performed to  reach  the 
stationary point 
The difference between a good and a bad optimization algorithm is the strategy for 
calculating steep size and direction. Several methods have been developed for this 
purpose, in this section are summarized some of them.
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The first and easiest way to define the direction is to choose the steepest descent (z):
z t g0 (3.16)
This direction is useful when linear model are applied. The size of the move in this 
case is calculated using an line search approximated algorithm.
An alternative  to  the  steepest  descent  direction  is  the  conjugate  direction,  which 
produces generally faster convergence than  steepest descent directions. In practice 
after the first steep  the new direction is not the steepest descent but a perpendicular 
direction respect to the previous move.
Usually  the previous method are  not  adopted  when a quadratic  model  is  applied 
except the  line search which is applied to determined the size and the direction is 
given by the direction of Newton steep (see section 3.3).
More sophisticated techniques can be used to determinate direction and size like the 
trust region minimization or the  rotational function minimization. Without enter in 
the detail of these methods they are generally more accurate than previous one and 
they can also be used combined with line search.
3.6. Stopping criteria
The iterative procedure which consist in several single optimization steep, using one 
of the method above described, stops when certain condition are satisfied. The most 
straightforward require the norm of the gradient to be smaller than some threshold:
∣g∣ (3.17)
or  similarly  a  the  displacement  from one  geometry  to  the  subsequent  has  to  be 
smaller than a threshold:
∣s∣ ' (3.18)
This two condition usually have to be satisfied at the same time.
3.7. Conical intersection and non crossing role
In diatomic molecules the PES of two states (eg. the ground state and the first excited 
state)  will  only intersect if  the states have a different (spatial  or spin) symmetry. 
However, an analogous statement is not true of polyatomic systems32: two PES of a  
polyatomic molecule can in principle intersect even if they belong to states of the  
same symmetry and spin multiplicity.
This  sentence  leaves  open the  question  whether  such  intersections  ever occur  in 
polyatomic systems. We can try to give a quantitative analysis of this situation33. We 
imagine  that  all  but  two  of  the  solutions  of  the  Schrödinger  equation  for  the 
electronic wave function have been found, and that 1 and 2 are any two functions 
which, together with the found solutions, constitute a complete orthonormal set. Of 
course the two missing solutions correspond to the two states (whose energy is  E1 
and  E2) whose crossings we are interested in. Then it must be possible to express 
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each of the two remaining electronic eigenfunctions (which describes the states we 
want to examine) in the form:
=c11c22 (3.19)
The well known secular eigenvalue equation is obviously expressed as:
[H 11−E H 12H 21 H 22−E ][c1c2]=0 (3.20)
and after very simple passages we can write down the expressions for the energies E1 
and E2 of the two states as:
E1=




H 11H 22H 11−H 2224H122
2
(3.22)
where, for the matrix elements:
H 11=〈1∣H∣1〉 , H 22=〈2∣H∣2〉 , H 12=H 21=〈1∣H∣2〉 . (3.23 a,b,c)
Thus, in order to have degenerate solutions (the radicand must vanish), it is necessary 
to satisfy two independent conditions:
H 11=H 22 , H 12=H 21=0 (3.24 a,b)
and  this  requires  the  existence  of  at  least  two  independently  variable  nuclear 
coordinates.  In  a  diatomic  molecule  there  is  only  one  variable  coordinate  -  the 
interatomic distance - so the non-crossing rule follows: for states of different (spatial 
or  spin)  symmetry,  H 12 is  always  zero and we have to verify the only condition 
H 11=H 22;  this  is  possible  for  a  suitable  value  of  the  single  variable  coordinate. 
Otherwise, if the two states have the same symmetry, they will not intersect; but in a 
system of three or more atoms there are enough degrees of freedom for the rule to 
break down: the two conditions can be simultaneously satisfied by choosing suitable 
values for two independent variables, while the other n-2 degrees of freedom (n=3N-
6) are free to be varied without exiting from the crossing region.
If we denote the two independent coordinates by x 1 and x 2, and take the origin at the 
point where  H 11=H 22 and  H 12=H 21=0, the secular equations may be cast in the 
form:
3.7.Conical intersection and non crossing role 39
[Wh1 x1−E l x 2l x2 Wh2 x 1−E][ c1c2]=0 (3.25)
or









E=W m x 1± k2 x12 l 2 x 22 (3.28)
and this is the equation of a  double cone with vertex at the origin. For this reason, 
such crossing points are called conical intersections. Indeed, if we plot the energies 
of the two intersecting states against the two internal coordinates x 1 and x 2 (whose 
values at the origin satisfy the two conditions  H 11=H 22 and H 12=H 21=0) we obtain 
a typical double cone shape (see Scheme 3.1)
Let's try to have a deeper insight into the physical  meaning of the two conditions 
H 11=H 22 and H 12=H 21=0. If we consider 1 and 2 as the diabatic components of 
the adiabatic electronic eigenfunction (a diabatic function describes the energy of a 
particular spin-coupling, while the adiabatic function represents the surface of the 
real state), the crossing condition (real or avoided) is fulfilled when the two diabatic 
components  1 and  2 cross each other, and this happens when  H 11=H 22,  i.e. the 
energy of the two diabatic potentials (H 11 is the energy for the diabatic function 1 
and H 22 is the energy for the diabatic function 2) is the same.
At the crossing of the diabatic functions (H 11=H 22, the expressions for the energies 
of the two real states (see eq. 3.21 and 3.22) become:
E1=H 11−H 12 , E2=H 11H 12 (3.29 a,b)
and we see that the energy gap between the two real states is:
E2−E1=2 H 12 (3.30)
Thus, if the exchange term  H 12 is  not zero,  the crossing will  be avoided and the 
potential surfaces of the two real states will “diverge”, being one of the two energies 
slower and the other higher then the diabatic energyH 11. Moreover, the value of the 
exchange term  H 12 determines how deep the avoided crossing  minimum is (small 
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values will generate deep  minima,  big values shallow  minima). In general,  H 12 is 
zero (and the crossings will be real) when the two electronic states have a different 
(spatial or spin) symmetry, while it is usually assumed not zero for states of the same 
symmetry (which will generate avoided crossings). Anyway, we have shown that this 
rule is true only for diatomic molecules: in a polyatomic system we can have real 
crossings for suitable values of a pair of independent coordinates (x 1 and x 2), which 
will simultaneously satisfy the (3.24).
In conclusion the following statement is true:
for  a  polyatomic system two states  (even  with  the same symmetry)  will  intersect  
along a  n-2 dimensional hyperline as the energy is plotted against the  n internal  
nuclear coordinates.
Scheme  3.1:  Double  cone  representation 
of a conical intersection. Blue cone is the  
ground state while red cone is the excited  
state. 
Figure  3.3: Example of two dimensional conical  
intersection.
3.8. The “Physical Chemistry” of Conical Intersections
To  understand  the  relationship  between  the  surface  crossing  and  photochemical 
reactivity,  it  is  useful  to  draw a parallel  between the role  of  a  transition state  in 
thermal reactivity and that of a conical intersection in photochemical reactivity34.
In a thermal reaction, the transition state (TS) forms a bottleneck through which the 
reaction must pass on its way from reactants (R) to products  (P) (Scheme 3.2). A 
transition state separates the reactant and product energy wells along the reaction 
path. An accessible conical intersection (CI) (Scheme 3.3) also forms a bottleneck 
that  separates  the excited  state  branch of the reaction path from the ground state 
branch. The crucial difference between conical intersections and transition states is 
that,  while  the  transition  state  must  connect  the  reactant  energy  well  to  a  single 
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product well via a single reaction path, an intersection is a “spike” on the ground 
state energy surface (see Scheme 3.3) and thus connects the excited state reactant to 
two or more products  (P and P') on the ground state via a branching of the excited 
reaction path into several ground state relaxation channels. The nature of the products 
generated  following decay  at  a  surface  crossing will  depend on the  ground state 
valleys (relaxation paths) that can be accessed from that particular structure.
Theoretical  investigations  of  surface  crossings  have  required  new  theoretical 
techniques based upon the “mathematical” description of conical intersections and 
we now briefly review the central theoretical aspects. The double cone shape of the 
two intersecting potential energy surfaces can only be seen if the energies are plotted 
against two special internal geometric co-ordinates of the molecule (x 1 and  x 2 in 





while x2 is the gradient of the interstate coupling vector:
x 2=〈C1 ∂ H∂q C2〉 (3.32)
where C1 and C 2 are the configuration interaction (CI) eigenvectors in a CI problem 
and H is the CI Hamiltonian. The vector x 2 is parallel to the non-adiabatic coupling 
vector:
g q=〈1∣∂2∂q 〉 (3.33)
These geometric co-ordinates form the so called “branching space”. As we move in 
this plane, away from the apex of the cone, the degeneracy is lifted (see Scheme 3.1), 
and ground state valleys must develop on the lower cone. In contrast, if we move 
from the  apex  of  the  cone  along  any  of  the  remaining  n-2  internal  co-ordinates 
(where n is the number of degrees of freedom of the molecule), the degeneracy is not 
lifted.  This  n-2  dimensional  space,  called  “intersection  space”,  is  a  hyperline 
consisting of an infinite number of conical intersection points.
Non adiabatic events (transition from the excited state to the ground state at the CI) 
pose a serious challenge because the non-adiabatic transition is rigorously quantum 
mechanical without a well-defined classical analogue. At a crude level of theory35 the 





where the Massey parameter is:
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Scheme 3.2: typical behavior of a thermal 
reaction. 




Thus this simple theory predicts that radiationless transitions will  occur when the 
energy gap  E q  is small and the scalar product between the velocity vector and 
the  non-adiabatic  coupling  g q  is  large.  Practically  it  can  be  demonstrated  that 
unless the  E q  is less than 2 kcal/mol the decay probability is vanishingly small.
Often the chemically relevant conical intersection point is located along a valley on 
the excited state potential energy surface. The system fall down from the  Franck-
Condon (FC) region and arrive at the excited state minimum M*, which is connected 
to the CI trough a TS. However, there are situations where there is no transition state 
connecting M* to the intersection point or where an excited state intermediate on the 
upper energy surface does not exist. In such situations, mechanistic information must 
be obtained by locating the lowest lying intersection point along the n-2 intersection 
space of the molecule. 
3.9. Conical intersection optimization
Often the chemically relevant conical intersection point is located along a valley on 
the excited state potential energy surface. The system fall down from the Franck-
Condon region and arrive at the excited state minimum M*, which is connected to the 
CI trough a  TS.  However,  there  are  situations  where  there  is  no  transition  state 
connecting M* to the intersection point or where an excited state intermediate on the 
upper energy surface does not exist. In such situations, mechanistic information must 
be obtained by locating the lowest lying intersection point along the n-2 intersection 
space of the molecule. 
In practice, in order to properly locate these low-energy stationary points where two 
potential  energy  surfaces  have  the  same  energy,  one  must  carry  out  constrained 
geometry optimizations where the geometry is optimized in directions orthogonal to 
the two directions x 1 and  x 2. It  is important to appreciate that the gradient on the 
excited state PES will not be zero at an optimized conical intersection point, since it 
“looks  like”  the  vertex  of  an  inverted  cone  (seeScheme  3.3).  Rather,  it  is  the 
projection of the gradient of the excited state PES onto the orthogonal complement of 
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x 1 and x 2 (i.e. the n-2 dimensional hyperline) that goes to zero when the geometry of 
the conical intersection is optimized. This situation is distinguished from an “avoided 
crossing minimum” of two surfaces which is a real  minimum where the gradient on 
the excited state PES would go to zero.









an alternative and related method which has been implemented in the Gaussian0336 





=2 Ea−E b x1 (3.37)
where x 1 is the gradient difference vector. The length of x 1 has no significance - only 
its direction. (∣x1∣ will be large if the potential energy surfaces have opposite slope 
but very small if they have nearly the same slope). This means that the size of the 
step should only depend upon E2−E 1, and suggests that we should take the gradient 





Clearly f will go to zero when E2=E 1, independently of the magnitude of x 1. If we 
now  define  the  projection  P of  the  gradient  of  E2 onto  the  (n-2)  orthogonal 





then the gradient to be used in the optimization becomes:
g=g f (3.40)
Notice  that,  starting  from an  arbitrary  initial  structure  (initial  point)  the  method 
locates, loosely, the closest intersection point. After that it moves downhill along the 
intersection space.
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4. QM/MM method
The study of large molecular systems takes advantage of the use of computational 
methods based on Molecular Mechanics (MM)37,38. These methods simulate atoms 
almost as rigid charged spheres; the interactions between atoms are modeled on the 
basis of chemical connectivity, using simple harmonic potentials (or sometimes more 
complex  functions)  to  describe  bonds,  angle  bending  and  torsions.  Non-bonded 
electrostatic and Van der Waals interactions are accounted for on the basis of the 
charge (or dipole) assigned to the atoms using a simple Culombic potential and by 
means of a Lennard-Jones potential (or similar), respectively. The analytic functional 
form of the equations used to compute energies and forces make the MM calculation 
fast  even  for  large  molecules.  Anyway,  the  drawback  of  these  methods  is  their 
inability in describing processes involving a change of the “nature” of atoms. Thus, 
chemical reactions (where bonds are broken and formed, and where connectivity and 
atom-types are not preserved) cannot be described by MM methods. On the other 
hand, computational methods based on Quantum Mechanics (QM)[2] have proved to 
be  successful  in  dealing  with  such  problems  because  they  explicitly  treat  the 
electrons (and their couplings) by means of the calculation of the associated wave 
function.
Unfortunately, the QM methods are much more expensive than MM ones in terms of 
computational cost and cannot be used to study very large systems. Thus, a problem 
arises when studying the chemical reactivity of large molecular systems; in response 
to  this  need  the  last  three  decades  were  spent  on  theoretical  studies  for  the 
development  of  new  computational  methods.  A  promising  technique  is  the 
partitioning of  the whole system (called  real  in the following discussion)  in  two 
regions (see Figure 4.1): a small part, containing the atoms involved in the chemical 
process, is described at QM level, while the remaining atoms are treated at MM level, 
in order  to  speed-up the calculation and simulate  (although at  a  lower level)  the 
influence of the environment on the reactive core. This hybrid approach is usually 
called “QM/MM”39,40,2,41,1. Anyway, this method has to overcome a difficult technical 
problem, which is often a source of significant errors and approximations: the correct 
description of the boundary region. Thus, the approximations adopted to deal with 
the interface between the two regions have a fundamental importance for a correct 
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simulation of their reciprocal influence. Consequently, great care is addressed to this 
problem when developing QM/MM methods40,2,42,  because it strongly influences the 
capability of reproducing the effects of the surrounding regions on the investigated 
process.
The wide literature39,40,2,41,1,42,43,44,45 on hybrid methods gave us a complete landscape 
on  past  attempts  to  develop  a  solid  and  general  QM/MM  approach.  We  took 
advantage of this experience for developing a new versatile QM/MM algorithm and 
in  this  paper  we  describe  the  details  of  our  implementation,  focusing  into  its 
advantages  as  well  as  its  limitations.  More  generally,  our  algorithm is  a  hybrid 
approach  that  acts  as  an  interface  between  different  programs;  these  programs 
execute the single phases of the whole calculation and are allowed to communicate 
each other by the interface, whilst the partial data are gathered and manipulated to 
give the final result. Modularity is the main feature of this approach, allowing the 
user to tailor the computational level by selecting (and combining together) specific 
programs  according  to  the  specific  requirements  of  the  investigation.  The  final 
purpose  being to  perform the computational  task with  the more  appropriate  (and 
efficient)  computational  tools  available.  A  similar  approach  was  used  by  P. 
Sherwood and co-workers to construct their own software, called ChemShell41,46.
Figure 4.1: Schematic representation of the hybrid QM/MM approach.
4.1. The QM/MM partitioning scheme
In order to construct a versatile QM/MM scheme we adopted a modular approach, 
combining different available codes to exploit their recognized ability in dealing with 
a specific aspect of the whole problem. Such an approach allows a great flexibility in 
the partitioning of the system, because the computation of energy and forces on one 
hand, and the projection of the new geometry on the other, are performed separately 
at  different  points  of  the  whole  QM/MM  calculation  (see  Figure  4.2).  More 
specifically, energy and forces are calculated according to a two-region partitioning 
of the system, where a QM and an MM calculation are independently performed on 
the two aforementioned sub-regions. This information is then processed (see below 
for the details) to obtain the total QM/MM energy and the complete set of forces. 
These  data  are  then used to  generate  the new geometry and during this  step the 
system is also partitioned into two independent regions, which do not necessarily 
coincide with the first ones: the external/larger one (Opt1) is handled by means of a 
fast  and  rough  algorithm,  like  the  Steepest  Descents,  while  the  smaller  region 
(Opt2/MD)  (including  the  QM sub-region)  is  treated  with  a  more  sophisticated 
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optimization algorithm, like BFGS46, or with a molecular dynamics code based on the 
Beeman or the Velocity-Verlet algorithms38.
In our approach the QM region is a subset of the Opt2/MD region. When QM and 
Opt2/MD do coincide, then the system is divided in two layers called respectively 
high, treated at QM level and optimized with the accurate algorithm, and low, treated 
at the MM level and optimized independently using the fast algorithm. When  QM 
and  Opt2/MD do not coincide (i.e.  Opt2/MD is larger than  QM), then some MM 
atoms  are  involved,  together  with  the  QM  atoms,  in  the  accurate  geometry 
optimization or MD (i.e. these MM and QM atoms are coupled together). This buffer 
(intermediate)  region  of  MM  atoms,  called  medium,  represents  a  significant 
improvement  and  makes  the  difference  in  respect  to  the  three  layers 
ONIOM(MO1:MO2:MM)  approach  from  Morokuma43,44,  where  the  system  is 
divided in three layers: the inner one (MO1, which is treated at high QM level), the 
outer (MM, which is treated at MM level) and the intermediate layer (MO2, which is 
treated at a low QM level, often semiempirical). This scheme is intended to improve 
the simulation of the electrostatic interaction between QM and the MM regions by 
interposing a buffer layer treated at a low QM level. In our experience we found that 
a simpler scheme, like our one, is efficient if an appropriate MM force field is used 
and if an Electrostatic Embedding2,41  scheme (see below) is adopted. In our approach 
the intermediate region has a different function in respect to Morokuma’s approach 
and  it  is  used  to  improve  the  reliability  and  efficiency  in  the  optimization  (or 
molecular  dynamic)  phase.  The capability of handling coupled together  the  high-
medium region (Opt2/MD) allows the explicit treatment of large molecular motions 
around the reactive region without increasing the computational cost, because energy 
and  forces  of  non-reacting  (MM)  atoms  included  in  the  Opt2/MD region  are 
computed at the MM level.
Figure 4.2: Graphical representation of the tree-layer scheme adopted in our 
code.
As mentioned above, our scheme uses the Electrostatic Embedding40,2,41,1 approach to 
account for the electrostatic  influence of the surrounding MM region on the QM 
layer.  Analogously,  the  effect  of  charge  changes  occurring  during  the  chemical 
process in the high (QM) layer is accounted for by using in the MM calculations the 
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QM  atomic  point  charges  coming  from  QM  computations.  Furthermore,  our 
approach also allows a full independent optimization of the low layer (using the fast 
algorithm) per each optimization step of the  high-medium layer; this feature nearly 
resembles the so called “micro-iteration”47 technique of ONIOM that, for example, 
can be useful in the study of a QM solute in a MM solvent. Some authors48 pointed 
out the need of taking into account, when studying complex systems like enzymes, 
the  contribution  from  the  protein  reorganization  energy.  We  developed  the 
aforementioned optimization scheme to deal with “the linear response of the protein 
to  the  movement  along  the  reaction  coordinate”,  in  the  aim  of  improving  the 
description of this phenomenon.
The algorithm is intended to deal with all the possible combinations of layers in order 
to customize calculations according to the specific problem under investigation. The 
full  set  of  possible  combinations  actually  supported is  reported in  Table 4.1;  the 
calculation level is indicated using up to three figures, which are the first figures of 
the name of the layers used. This notation will be used all through the paper.





HML X X X
HM X X -
ML X - X
H X - -
M - X -
For example, HML refers to a three layers system: this can be useful, for example, to 
study the reaction mechanism of an enzymatic process when including a small part of 
the active site and the substrate in the high layer, assigning the remaining part of the 
active site to the medium layer and leaving all the other residues of the enzyme in the 
low layer. An HM calculation can be employed for the accurate optimization, or for 
the molecular dynamics, of the whole molecular system and allows a great saving in 
computational resources by treating at the QM level (high layer) only the reactive 
sub-region,  while  the  remaining  part  of  the  system  is  treated  at  the  MM  level 
(medium layer). As mentioned above, the HL scheme can give good results for the 
study of a solute (high layer) in a solvent (low layer) composed by a large number of 
explicit molecules. The ML calculation is fully performed at the MM level; it can be 
used, for example, to obtain a preliminary guess for a critical point on the Potential 
Energy  Surface (PES) associated to the reaction under study. In  the H (full QM) 
calculation  the  energy  and  force  evaluation  from  a  code  is  combined  with  the 
optimization  (or  MD)  algorithm  of  a  different  code  to  study,  for  example, 
photoinduced  ultra-fast  processes  with  QM-MD simulations.  The  M (fully  MM) 
calculation can be used to get a guess geometry for an H calculation. ML and M 
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calculations can be used only for minima or conformational transition states (with no 
change in the chemical connectivity); they also give the opportunity to use the force 
field from an MM code and the optimization or MD algorithm from a different one.
1.1. The boundary region
As stated  in  the  introduction,  handling  the  boundary  between  the  QM and  MM 
regions  need  extreme  caution,  because  wrong  assumptions  can  easily  lead  to 
unphysical results. In some cases the boundary does not go through a covalent bond: 
this is the case of a solute (QM level) immersed in a large number of explicit solvent 
molecules  (MM level);  this  case  is  very easy to  handle  and do not  need special 
assumptions  However,  in  many  cases,  one  cannot  avoid  passing  the  QM-MM 
boundary crosswise one (or more) covalent bond(s), like it is for enzymatic systems. 
Two strategies  have  been developed  to  overcome  this  problem:  a)  the  atom-link 
approach1,49,50,51 and  b)  the modified  orbital  methods1,52,53,54.  We will  focus on the 
former approach because we adopted it to handle boundary regions in our QM/MM 
method.
When the QM-MM boundary cut a covalent bond, then the valence of the frontier 
QM atom (Q1 in  Figure  4.3)  remains  unfilled;  we  call  model this  dangling QM 
structure  and we can observe that  it  coincides with the  high layer,  as  mentioned 
above. To perform the QM calculation we need to saturate the dangling bond with a 
“frontier  atom”.  This  link atom is  usually a  hydrogen  atom,  in  which  case  from 
model we  obtain  model-H (Figure  4.4).  The  atom-link approach  has,  like  each 
boundary treatment, strong advantages as well as weaknesses2; it is widely used and 
proved to  give good results,  it  is  straightforward  to  understand and it  is  easy to 
implement. However, the introduction of artificial atoms that are not present in the 
original system, can give problems in obtaining the total QM/MM energy value and 
in geometry optimizations.
Figure  4.3:  Boundary  region 
crossing a covalent bond.
Figure  4.4: The atom-link approach implies a change in  
the  original  charges  (pod)  of  the  MM  region  to  be 
introduced  in  the  QM  calculation,  according  to  the  
Electrostatic Embedding scheme. The procedure to obtain 
the new set of charges (emb) is described in the text.
4.1.1. The atom-link position
Obtaining the correct QM/MM energy can be difficult because  model-H,  used for 
QM calculation, do not coincide with the high layer, due to the presence of additional 
hydrogen link atoms and because the MM atomic point charge at the boundary have 
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to be modified2 (see further sections). We adopted a subtractive approach, similar to 
the ONIOM scheme  43,44, but not identical to it, because of a different partitioning 
scheme (see subsection 3).
To improve the geometry optimization procedure and avoid the artifacts arising from 
the presence of foreign H atoms, we tried to eliminate their extra degrees of freedom 
by making their position depending by the position of the Q1 (QM) and M1 (MM) 
atoms. Thus, during a geometry optimization or a molecular dynamics the position of 
the hydrogen link atom is reassigned at each step and is chosen to be on the line 
connecting Q1 an M1 atoms, removing two degrees of freedom (see Figure 4.3). The 
last degree of freedom can be eliminated in several ways, but the simplest way is to 
keep fixed the Q1-H distance. Herein, we impose a fixed distance of 1.09 Å, which is 
a standard value for a C(sp3)-H bond; in principle, to reduce the error associated with 
this technique, this choice implies the boundary bond type to be only C(sp3)-C(sp3). 
We are now developing new recipes for selecting different boundary bonds2.  It is 
worth  noting  that  the  bond  itself  between  Q1  and  M1  is  calculated  molecular 
mechanically.
4.1.2. Handling QM/MM non-bonding cross-terms
In the presented algorithm, all the energy components of the high layer (QM region) 
are  given  by  a  QM  calculation  on  model-H;  the  bonded  (stretching,  bending, 
torsions) and non bonded (electrostatic and Van der Waals) interactions within the 
medium and  low layers  (MM region) are handled at the MM level. Managing the 
cross  terms  is  more  difficult  and can  be  done  with  different  approaches.  In  our 
scheme, all the bonding and the Van der Waals terms are treated at the MM level, 
while electrostatic interactions between the QM and the MM region are computed at 
the  high  QM  level.  For  this  purpose,  an  Electrostatic  Embedding2 scheme  was 
adopted: QM computation are performed on model-H surrounded by the atomic point 
charges of the MM layers (i.e. the emb charges). In our notation pod and emb are two 
subset  of  atomic  point  charges  of  the  MM  regions.  The  pod set  contains  the 
unmodified atomic point  charges  from the MM force field,  while  the  emb set  of 
charges do differ form the  pod one (see  Figure 4.4) only at the boundary region. 
Indeed, it has been shown that pod charges, when coupled to the atom-link method, 
lead to an unrealistic hyperpolarisation of the wave function at the Q1-H bond. This 
unphysical effect is mainly due to the presence of the atomic point charge on the M1 
atom near the hydrogen atom link (see Figure 4.3). To avoid this problem, the charge 
on M1 is redistributed (i.e. it is spread) on the neighbouring MM atoms (M2) while it 
is set to zero on M1, so that the total charge of the system is preserved. It is worth to 
specify that the charge is not equally redistributed on the M2 atoms, but the added 
fractional charge is proportional to the module of the original MM charge hosted on 
that  atom.  We realized  that  this  charge  redistribution  scheme (called  emb)  gives 
better results if compared to other strategies, like the zeroing of all the charges on the 
M2  atoms.  Anyway,  basing  on  recent  publications40,2,1,44,  we  are  now  trying  to 
improve this redistribution scheme in order to preserve the polarity of the original 
Q1-M1 bond  as  well  as  the  one  of  the  M1-M2 bonds;  this  will  be  particularly 
important for the study of systems in which the frontier does cut bonds other than the 
standard (substantially non-polar) C(sp3)-C(sp3) ones.
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el.model−H / emb−E MM
el.model /pod−E MM
model−H (4.1)
Where the first and third term are calculated at the QM level.  EQM
model−H is the QM 
energy of model-H in vacuo, while EQM
el.model− H / emb is the electrostatic interaction between 
model-H and the charge embedding (emb). In this way the wave function is perturbed 
by the surrounding charges,  ensuring the polarization of the QM part by the MM 
environment. This method is usually referred to as Electrostatic Embedding[7] and, 
practically speaking, the two EQM
model−H and EQM
el.model− H / emb terms are computed together via 
a single QM computation on model-H in the bath of emb charges.
The second, forth and fifth terms of eq. (4.1)( EMM
real ,  EMM
el.model/ pod ,  EQM
model−H) are MM 







bond ,bend. , tors.model /pod (4.2)
Where the MM contribution to the total energy has been split into three terms: the 
first  ( EMM
pod )  involves  only  MM  atoms,  the  second  ( EMM
VdW model / pod )  and  the  third  (
EMM
bond ,bend. , tors.model /pod ) are cross contributions between the QM and MM atoms (Van der 
Waals and frontier covalent bond terms, respectively).
Two approximations are implied in this description:
• The  atom-link scheme (i.e.  the atom added to saturate the QM part) is a 
hydrogen link atom (see section 4.2.1).
• The charges on M1 atoms (i.e. the frontier MM atoms covalently bond to 
the QM region) are redistributed to its nearest-neighbors (M2, see section 
4.2.1).
Analytical derivatives of E tot  lead to the forces used for the QM part, while the MM 
region is optimized on the base of a pure MM calculation. During this later (classical 
MM) step, the electrostatic interaction between the QM and MM part is computed 
using point charges derived from the QM wave function, according to the CHELPG 
or ESP schemes.  The  atom-link  charge is  redistributed over all  the QM atoms in 
order to preserve the total charge (see Appendix 1 for technical details).
4.3. Implementation
A  series  of  standard  commercial  packages  such  as  MOLCAS55,  Gaussian0336, 
Turbomole56, and ORCA57,58(for QM calculations) and Amber59 and Tinker60 (for the 
MM  part)  may  be  plugged  to  the  developed  software,  which  we  have  called 
COBRAM  (COmputational  BRidge  between  Ab-initio  and  Molecular-mechanic) 
(see  Scheme 4.1).  In particular, an efficient strategy resulted when using Gaussian 
and Tinker algorithms to perform, respectively, geometry optimizations or molecular 
dynamics  on  the  high-medium region,  while  Amber  for  MM  calculations  (i.e. 
optimization  of  the  low layer  and evaluation of  MM energy and forces),  since  it 
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allows the treatment of systems whose parameters are not included in many force 
fields: indeed, the standard Amber force field (ff03)61 is fully compatible with the 
Generalized  Amber  Force  Field  (GAFF)29 developed  to  describe  almost  every 
organic molecule.
The flowchart of the QM/MM interface is presented in  Scheme 4.2: in particular, 
points 2, 3, 4, 5 do need external MM programs to calculate energies and forces, 
while  point  6  uses  a  QM  software  to  get  the  electrostatically  embedded  wave 
function and its energy and first derivatives. Point 7 merges all these results to give 
the total  energy and gradient.  Finally,  in the 9th section,  an external  program for 
geometry optimization or molecular dynamics is used to generate the new geometry 
to restart the cycle.
Scheme 4.1: Software Linked to COBRAM
The calculation terminates when the convergence criteria are satisfied or when the 
time for a MD run is over.
4.4. Second derivatives
The calculation of  the second derivative,  of the wave function respect  to nuclear 
positions,  is  mandatory  to  evaluate  the  curvature  of  the  PES  and  to  investigate 
molecular  properties  which depend directly from curvature (examples  are IR and 
Resonance Raman frequency, zero point energy, ...). 
The calculation of the Hessian matrix in our QM/MM program is carried out using a 
numerical  procedure.  It  consist  in  a  simple  evaluation  of  the  energy  and  first 






















point). Practically 6N  single point calculation has to be performed, where N is the 
number of atroms of the high and medium layers. This approach is computationally 
expensive. In fact for each atom movement we have to reevaluate the wave function.
Scheme 4.2: QM/MM implementation flowchart.
To move around this bottleneck we have introduced a simple approximation, which 
consists in keep unattached the QM wave function (and the its gradient) when the 
move involve only a MM atom. In this way we perform 6N single point where N is 
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the number of the atoms only of the high layer.
This approach leads to a quite modest approximation, because it involve only a small 
variation in the energy calculation of the term EQM
el.model− H / emb in the equation  4.1, and it 
safe a huge amount of computational time.
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1. Hydrogen bonded rotaxane
Establishing  methods  for  controlling  aspects  of  large  amplitude  submolecular 
movements is a prerequisite for the development of artificial devices that function 
through rotary motion at the molecular level.
Large amplitude internal rotations that resemble to some extent processes found in 
authentic machinery have recently inspired analogic molecular versions of gears62, 
turnstiles63,  brakes64,  ratchets65,  rotors66,  and  unidirectional  spinning  motors67,68,69,70 
and are an inherent characteristic of many catenanes and rotaxanes71. Establishing 
methods  for  controlling  aspects  of  such  movements  is  a  prerequisite  for  the 
development of artificial devices that function through rotary motion at the molecular 
level.
Figure  1.1: Structural formula of the two subunit of the rotaxane, ring and thread (above).  
Photo induced isomerization of the fumarammide (below).
Fumaramide threads template the assembly of benzylic amide macrocycles around 
them to form rotaxanes in high yields7. This cheap and simple preparative procedure 























58 1.Hydrogen bonded rotaxane
primary or secondary amine) is particularly efficient because the trans-olefin fixes 
the two hydrogen  bond-accepting groups of  the thread in  an arrangement  that  is 
complementary to the geometry of the hydrogen bond-donating sites of the forming 
macrocycle.  However,  the  feature  of  the  fumaramide  unit  that  makes  it  such  an 
effective template also provides an opportunity to enforce a geometrical change in 
the  thread  after  rotaxane  formation,  thus  altering  the  nature  and  strength  of  the 
interactions between the interlocked components. Isomerization of the olefin from E- 
to  Z-  must  necessarily  disrupt  the  near-ideal  hydrogen  bonding  motif  between 
macrocycle and thread and therefore also change any internal dynamics governed by 
those interactions.To test this idea, the photochemical isomerization of fumaramide 
in vacuo and fumaramide-based thread and rotaxane was investigated (see  Figure
1.1).
Stand alone fumaramide has been be considered the model system to investigate the 
photoisomerization process which occurs in the isolated thread.
This chapter is divided in two part: the first analyze the peculiar photochemistry of 
the fumaramide as a  model  of  the rotaxane thread.  The second part  describe  the 
behavior on the excited state of the entire rotaxane. The investigation of the rotaxane 
properties could not possible without the help of a hybrid QM/MM approach.
Figure 1.2: C2h fumaramide atoms numbering.
1.1. Computational details
The fumaramide is a small molecule of 14 atoms and can be studied at high ab initio 
level. We have adopted a complete active space-self consistent field (CASSCF)/6-
31G* level of theory, the active space is composed of 14 electrons in 10 orbitals, all 
the  pi orbitals of the molecule and two lone pair of the oxygens atoms (see  Figure
1.3).  Multiconfigurational  second-order  perturbation  theory  reevaluation  of  the 
energy carried out with the complete active space second-order perturbation theory 
(CASPT2) method is then used to increase the accuracy of the path energy profile. 
To  minimize  the  influence  of  weakly  interacting  intruder  states  the  so-called 
imaginary  level-shift  technique  was  employed.  The  software  packages  used  are 
Gaussian03 and MOLCAS655.










we have performed state average single point at CASPT2//CASSCF/ano-s level on 5 
roots.
1.2. Fumaramide: a thread model system
Since the interplay between the three low-lying excited-state surfaces in fumaramide 
is  rather complicated,  we begin our discussion with a simplified overview of our 
results  before  discussing  the  details.  We  have  collected  all  the  structural  and 
energetic data  Table 1.1 and  1.2 and in a schematic representation of the potential 
surface shown in Figure 1.4 and in  Figure 1.5. Acronyms are used in the table and 
the figures to denote the energetic ordering of the states at the tabulated geometries.
1.2.1. Franck-Condon region and Characterization of the spectroscopic state.
The first four electronic excited states have different nature, the first  two (almost 
degenerate)  are  characterized  by  a  single  electronic  transition  n →  pi∗ between 
orbitals 3-8 and 4-8, while the higher two by single pi → pi∗ excitations. In particular 
S3 is a bright (oscillator strength ~0.1) state which absorbs at 239nm (see Table 1.1). 
This value is close to the experimental  maximum of the UV/VIS spectrum of the 
tread  in  solvent  (CH2Cl2)  of  254nm72.  The  red  shift  of  the  thread  respect  to  the 
fumaramide can be attributed to the hyperconjugation effect of the substituents.
The spectroscopic state in mainly described by a Homo-Lumo excitation (orbitals 7 
and 8 in Figure 1.3), they are located respectively on the C=C central bond (C1-C2) 
and on C1-C3, C2-C4.
1.2.2. Minimum energy path “a static point of view”
The Figure 1.4 summarize the photochamistry of the fumaramide based only on the 
minimum energy points found on the potential energy surfaces. After photoexcitation 
to S3 (in absence of triplet sensitizer), s-trans-fumaramide relaxes, only by stretching 
modifications, to CI S3/S2, a conical intersection which connect the pi → pi∗ S3 to the 
n → pi∗ state S2. From this point the system can relax along  n → pi∗ state or it can 
remain on pi → pi∗ state and rotate the central C=C up to 90 degrees reaching a second 
CI. The geometry of CI S3/S2 is characterized, respect to the ground state minimum, 
by an increasing of the C1-C2 bond distance and a general breaking of the original 
C2h symmetry. Following the n → pi∗ state, the change in the force field (from S3 to 
S2) rearrange again the bond distances leading to a new conical intersection between 
S2 and S1 called  CI S2/S1 planar. Then the last part of the excited state relaxation 
take place on the first excited state with n → pi∗ nature arriving on a minimum with 
planar  structure  (Min-S1).  All  this  part  of  the  path,  from  FC to  Min-S1,  is 
characterized by bond distances deformation and no torsion are involved. While, if 
we analyze the second way from the CI S3/S2, as mentioned above, it occur a rotation 
of the central C=C, this rotation does not require energy and lead to a 90 degrees 
twisted  structure  which  correspond  to  a  CI  between  S2 and  S1 (CI  S2/S1 90°). 
Through a new relaxation the molecule fall into a new degeneracy region CI S1/S0 
90°, which is one of the possible path for the trans-cis fumaramide isomerization.
60 1.Hydrogen bonded rotaxane
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CI S2/S1 S0 -413.7294942789 -414.8812978851 23.56 16.54





































































































































































































































Figure 1.4: “Static interpretation” of the fumaramide photochemistry.
The same funnel can be reached from the  Min-S1 overcoming a barrier (TS to CI 
S0/S1) of 11 kcal/mol. Exists other two possible mechanism to recover the ground 
state from the Min-S1 , the emission at 470nm and the intersystem crossing between 
S1 and T1 with subsequent T1 relaxation and back intersystem crossing T1 to S0. We 
can divide the photochemical paths in two families. The first involve only stretching 
motions is composed by: CI S3/S2, CI S2/S1 planar and Min-S1, trhough these points 
the system start form an higher state and in few femtoseconds (barrierless process) it 
arrive  on  S1 minimum,  following  the  Kasha  rule.  The  second  family  groups  the 
geometries where the central C=C is rotated of 90 degrees (CI S2/S1 90° and CI S1/S0 
90°), this points are unfavored respect to the previous for three reasons:
✔ The CI S2/S1 90° is located at higher energy respect to CI S2/S1 planar.
✔ The system has to pass 11 kcal/mol TS to moves from Min-S1 to CI S1/S0 
90°.
✔ Rotation of the C=C needs time to occur because the kinetic energy has to 
be redistributed from the stretchings, which are initially populated, to the 
torsional mode.  Besides the kinetic energy is not redistributed only on the 
C=C torsion, but it is dissipate on several normal mode.
Experiments  support  our  hypothesis  of  unfavored  C=C  rotation,  in  fact  the 





























64 1.Hydrogen bonded rotaxane
Figure 1.5: “Dynamic interpretation” of the fumaramide photochemistry.
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1.2.Fumaramide: a thread model system 65
Figure  1.7:  Cartoon  comparison  of  the  “static  and  dynamic  
interpretation” of the fumaramide deactivation channels.
It can be concluded that the Min-S1 collects the most part of the population and the 
more probable deactivation mechanisms involve or emission of intersystem crossing. 
Unfortunately both these chance are not back by experiments because no emission is 
observed and the photoisomerization quantum yield on singlet and sensitized triplet 
is very different (0,044 for singlet and 0,2 for triplet)72.
The mechanism picture described above can be considered a static view the trans-
fumaramide photochemistry, because it consider as populated points only the lower 
in energy. To interpret correctly the experimental results it is mandatory to explore 
also regions which are not on the minimum energy path.
1.2.3. Minimum energy path “a dynamic point of view”
The inconsistency between experiment and theory, reported in the previous section, 
suggests  us  to  explore  different  regions  of  the  PES  in  order  to  identify  new 
deactivation funnel. The low isomerization quantum yield indicates the presence of a 
conical intersection where the C=C central bond is not strongly twisted. Besides the 
absence of fluorescence and the different quantum yield between singlet and triplet 
point out that the system does not remain a long on the Min-S1. Starting from these 
premises we have investigated the intersection space between S0 and S1, performing 
series of constrained CI optimization at different value of the C=C. Thanks to this 
procedure we have identified a intersection space which span from 90 (CI S0/S1 90°) 
to 150 (CI S0/S1 30°) degrees.  In our hypothesis  the system after photoexcitation 
relax to the CI S3/S2 and then does not follow the the minimum energy valley on S2 
but  it  cross  immediately S1 and the  fall  in  the  wide S1/S0 CI  region.  This  could 
happen  because  the  molecule  has  a  huge  amount  of  kinetic  energy,  and  it  can 
populate easily zone of PES far from the MEP. A schematic representation of this 
behavior is reported in Figure 1.5. To support our reactivity scheme we have done a 



















66 1.Hydrogen bonded rotaxane
found that the system can pass from the first to the last point without overcame any 
barrier. We have also identified along the rigid scan CI between S2 and S1 suggesting 
that this deactivation path is very probable.
This  “dynamic  interpretation”  of  the  disexcitation  of  fumaramide  can  be 
approximatively  described  by  two,  three  dimensional,  surfaces  (S1 and  S0)  (see 
Figure 1.7), where on the x-axis is reported the stretching coordinate on the y-axis 
the rotation of the C=C and on the z-axis the energy. On this surfaces exist a region 
where for small torsional variation they cross and it is possible to pass from one to 
the other without energetic leap. So the system before reaching the  minimum of S1 
can  drop  down  to  S0.  Under  this  hypothesis  it  come  clear  why  no  emission  is 
observed. Moreover the low photoisomerization quantum yield is a consequence of 
the scarce rotation of the C=C at the CI geometry.
1.3. Fumaramide based rotaxane
1.3.1. Rotaxane: system setup
To investigate the photo-switchable rotaxane based on a fumaramidic group we have 
employed  our  QM/MM  code3.  The  system  has  been  divided  in  two  parts:  the 
dimethyl-fumaramide treated at QM level (for detail see the section computational 
details on this chapter), and the rest of the thread and the ring are treated using the 
generalized amber force field (GAFF) at MM level (see Figure 1.8). To minimize the 
atom-link error the connection between the two part has been placed on a C-C bond. 
A two layer (high-medium) approach has been adopted (for a detailed description of 
the method see chapter 4 part I), where the MM part is optimized couplet to the QM 
one.
Figure  1.8: Fumaramide based rotaxane structure. The QM 
part is represented in ball & stick, while the MM part in tube.
1.3.2. Ground state minimum
We have tested the accuracy of our QM/MM approach comparing the ground state 
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minimum calculated at  CASSCF/GAFF level to  the previous published mm3 and 
crystallographic structures73. To measure the quality of our results we have compared 
the  hydrogen  bond  distances,  which  connect  the  ring  to  the  thread,  obtained 
computationally and experimentally (see  Table 1.3). the outcome is satisfying, the 
errors are less than 0,3 Å.
AB
Figure  1.9: Ground state optimized minimum (on the 
left).  Superposed  structures,  ground  state  QM/MM 
minimum  (solid),  mm3  optimized  minimum 
(transparent). 
Table  1.3: Hydrogen bond distances obtained  
from QM/MM CASSCF/GAFF calculation and 
previous published mm3 and crystallographyc  
data. (numbering in Figure 1.9)




Starting from this result we have calculated the absorption spectra, the bright state 
(251 nm) is red shifted respect to the fumaramide in vacuo (239 nm) and in perfect 
agreement to the experimental value for the thread in solution (254 nm) (the rotaxane 
does  not  present  maxima on  its  absorption  spectra  but  only  a  rising  band up  to 
200nm)72.
1.3.3. First excited state
Optimizing the geometry of the first excited state starting from the Franck-Condon 
point, leads to a minimum very similar to the Min-S1 of the fumaramide (see Figure
1.10).  The  excited  state  does  not  preserve  the  ground  state  symmetry  and  the 
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asymmetry is evident also in the wave function, where the main excitation is between 
a n orbital located only on one oxygen, to the π* orbital of the central C=C bond.
The differences between rotaxane and fumaramide become evident when starts the 
rotation of the C=C, in fact while in the fumaramide the rotation at 90 degrees leads 
to a CI, in the rotaxane we have not individuate any degeneracy (see  Figure 1.11). 
Moreover in the supermolecule the energy grows continuously from 0 to 90 degrees, 
while in the isolated system after a TS the energy decrease until the CI. This trend 
can  explained  by  steric  interactions  between  the  ring  and  the  thread  which  play 
against the C=C rotation. A second reason for the unfavored twisting is the presence 
of hydrogen bonds and stacking interaction between the fumaramide and the ring, 
they are not as strong as in the ground state, nevertheless bonding interaction subsist 
also  on  S1.  Since  the  hydrogen  bonds  are  mainly  coulombic  interactions,  the 
reduction  of  the  strength  of  the  hydrogen  bonds  occurs  only  on  the  side  of  the 
molecule, where the oxygen is deprived of one electron and its charge decrease from 
-0,65 a.u. on S0 to -0,27 a.u. On S1.
1.3.4. T1 state
The triplet state as π → π* nature and the orbitals involved are the C=C bonding and 
antibonding,  the result  is  a lowering of the C=C bond strength and the  minimum 
structure on the fumaramide is rotated of 90 degrees on the C=C. There is a wide 
region in which the T1 surface is degenerate to S0 between 80 to 110 degrees. The 
behavior described above is typical of several molecule on the triplet state (stilbene, 
azobenzene,  ecc.),  but  investigating the rotaxane T1 state  we have found that  the 
impediment to the C=C rotation lead to a  minimum rotated of only 50 degrees. For 
the T1 state the strength of the non bonding interaction between the to subunit is 
similar  to  the  ground state,  because  the  excitation  is  located  only  on the  central 
double  bond  leaving  almost  untouched  the  region  of  the  molecule  where  the 
hydrogen  bonds  are  are  formed.  Therefore  the  partial  rotation  of  the  minimum 
structure derive from equilibrium of two different factor: the force directly connected 
to the wave function nature which push the toward 90 degrees twisting, and the non 
bonding forces which try to maintain planar the fumaramidic group.
Figure  1.10: Bond distances of the S1 minimum of fumaramide (on the left)  
and rotaxane (on the right)
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Figure 1.11: S1 PES comparison between rotaxane and isolated fumaramide
Figure 1.12: T1 PES comparison between rotaxane and isolated fumaramide
1.4. Conclusions
The  investigation  of  the  fumaramide  photochemistry  reveals  several  intriguing 
aspects, where different excited state are involved. We have first identified a pattern 
of possible deactivation mechanisms which involves emission, internal conversion 
and intersystem crossing.  They are based on the analysis  of  the  minimum energy 
path, where the main part of the population is collected on the S1 minimum. From this 
region three are the way to return on the ground state: IC (trough C=C rotation), 
emission  and  ISC.  All  these  possibilities  could  be  conceivable,  but  experimental 
evidences are in contrast with them. So we suggest a different mechanism where the 







































70 1.Hydrogen bonded rotaxane
does not reach the Min-S1, but it cross earlier the S0 PES returning on ground state 
minimum.
This is not the first example of Kasha role failure, nevertheless it is a very interesting 
molecule because it is small and it can be studied using very accurate method giving 
us a precise picture of its photochemistry.
From our  study  we  can also  suggest  some experiments  to  verify  our  theoretical 
investigation.  In  particular  up to  now the  experiments  provide  informations  only 
exciting the bright state,  what's  happen if  only S1 is  excited?  In our opinion two 
different deactivation mechanisms could active the emission and the ISC, because the 
CI populated descending from S3 is too high if we excite at S1 wavelength. And what 
about the life time? Also in this case something different would be observed probably 
a longer lifetime, because the ISC and emission are usually slower than IC where no 
barriers are present. 
From the theoretical point of view we are planning to execute a molecular dynamic 
simulation of the fumaramide in vacuo on the excited state at ab initio level. The 
inclusion of kinetic energy will be fundamental to understand if the non equilibrium 
points calculated since here are populated or not.
The complex photochemistry of fumaramide is present also on the rotaxane, but with 
an  important  difference:  the  environment  effects  play  a  fundamental  role  in  the 
geometrical  deformation.  In  fact  while  for  the  stretching  relaxation  we  have  not 
observed no differences between the isolated fumaramide and the rotaxane, when the 
chromophore start  to rotate  the PES of the supermolecule is  completely different 
from  the  isolated  one.  The  investigation  of  the  rotaxane  photochemistry  is  now 
limited to S1, but in the next future we will study the higher states to reach a complete 
comprehension of the problem.
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2. Phytochrome
The  phytochromobilin  (PΦB)  and  the  biliverdin  (BV)  belong  to  the  family  of 
chromophores  responsible  for  the  phytochrome  biological  activity.  Phytochrome 
exists  in two thermostable  forms: the physiologically inactive red-light  absorbing 
from (Pf, λmax = 660 nm) and the physiologically active far-red-light absorbing form 
(Pfr,  λmax = 730 nm)74.  These  two forms are  photointerconvertible,  and Pf/Pfr thus 
constitutes  a  photochromic  system.  The phototransformation  produce  variation  in 
proteic structure triggering a cascade of reactions. This photoinduced change is at the 
base of several photomorphogenic75,76 functions of bacteria and plants. For instance, 
it  stimulate  the  organism  to  search  light  sources  (this  mechanism  is  known  as 
phototropism).
Figure  2.1:  Structural  formula  of  the  
biliverdin.
Figure  2.2:  Structural  formula  of  the  
phytochromobilin.
The interconversion between the two different thermically stable forms (Pf ↔ Pfr) 


























the  cysteine  residue  of  the  apoprotein18,  leading  to  a  large  conformation 
rearrangement of the phytochrome.
The PΦB (Figure 2.2)  and the BV (Figure  2.1)  chomophores have a open chain 
tetrapyrrolic structure, the only difference being a double bound located on the ring 
A.  They  are  characterized  by  a  remarkable  conformational  freedom,  and  a  high 
polarizability  of  the  pi system.  In the  last  three  decades  the  conformation  of  the 
chromophores  in  the  Pf form  has  been  studied  through  several  spectroscopic 
techniques77,78,79,80,81,82,83,84, but only the recent X-ray structure85 has finally identified 
the  correct  conformation  in  protein  (ZZZssa).  Whereas  the  position  of  the 
isomerization  is  clear  since  years86,  the  chromphore  undergo  two  photoinduced 
isomerizations, the Z → E between C15 and C16, and the anti → syn between C14 
and C15. What remains uncertain is the order of the events, namely if they are step 
wise of concerted. The conversion process involve several metastable intermediates, 
but  only  the  first  one  (called  lumi-R  or  I700)79,83,87,88 need  light  to  be  formed. 
Spectroscopic81,80 and computational89 studies support the hypothesis that formation 
of the lumi-R correspond to the Z → E isomerization, while the second steep, syn → 
anti, takes place subsequently on the ground state90.
Studies to determinate the lifetime of the excited state (e.g. transient absorption and 
emission spectroscopy)91,90,92,93 shows a multiexponential decay both in solvent and 
protein. In protein the fastest component is ~3 ps, but a second deactivation channel 
seems  to  be  responsible  of  the  formation  of  the  primary  photoproduct  (lumi-R), 
which occurs in ~30 ps. Several interpretation has been suggested for this complex 
decay. For example, two different ground state species or excitation to two different 
excited  states  with  different  deactivation  paths,  have  been  suggested  as  possible 
hypothesis  but  the  issue  remains  open.  As  it  is  in  protein,  also  in  solvent  a 
multiexponential decay of similar lifetimes has been observed93,94.
This chapter presents the results of the computational studies for the photochemical 
activity of phytochromobilin in vacuo and the biliverdin in protein with particular 
attention to the isomerization of the exocyclic double bonds. The spectroscopic state 
of  both  chromophores  is  characterized  and  full  optimizations  on  S1 has  been 
performed to investigate the possible deactivation paths. In fact, while in protein the 
mechanism involve  the  C15-C16  bond,  in  solvent  or  vacuo  we  have  discovered 
several possible paths which could recover the system to the ground state.
From  our  results  we  also  suggest  a  possible  interpretation  of  the  picoseconds 
biexponential decay in solvent. In fact, the rotation of the two central bonds (between 
the rings B-C) are not equivalent. While one leads directly to a conical intersection 
with the ground state, the other drives the systems into a minimum close to a sloped 
deactivation funnel.  Both these points can be reached by a common excited state 
intermediate (i.e. an S1 minimum) and without overcame high energy barriers.
2.1. Computational details
2.1.1. The model system
The chromophore (PΦB) has been simplified to make feasible investigations using 
high  level  ab  initio methods.  For  this  purpose  we  have  followed  a  decreasing 
approach: first we have optimized the unreduced PΦB and calculate the absorption 
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maximum (i.e. the vertical energy gap between the ground state  minimum and the 
bright  state  S1),  then  we  have  iterated  the  same  procedure  on  several  reduced 
systems.  Firstly, we have cut the isopropilic groups, then also the A ring methyls 
have been dropped (and substituted by hydrogen atoms); finally, also methyls of the 
B  and  C  rings  have  been  removed.  Comparing  computed  geometries  and  S0-S1 
absorption energies for the four systems, we conclude that the molecule shown in 
Figure 2.3, where the two isopropilic groups and the two methyl groups of  ring A 
have been replaced by hydrogen atoms,  represents  the best  compromise between 
accuracy  and  computational  cost.  Here,  all  the  other  substituents  of  the  original 
molecule have been retained to maintain the correct steric repulsion (and therefore 
the correct conformation) between the rings (see Figure 2.3).
Since in the present work we are not interested in the conformational analysis of  the 
single exocyclic bonds, we have chosen the ZZZasa conformation as a representative 
starting point (see Figure 2.3).
Figure  2.3:  Structural  formula  of  the  phytochromobilin  model  
ZZZasa.
2.1.2. Methods 
We have performed DFT and TD-DFT calculations to define the model system (see 
section  2.1.1)  by  using  the  BP86  functional  and  the  resolution  of  identity 
approximation with a 6-31G(d) basis set. These computations have been carried out 
using TURBOMOLE 5.6.56.
Model system full unconstrained optimizations have been carried out using different 
ab initio and DFT-B3LYP methods. A 6-31G(d) basis set has been always adopted. 
We have performed optimizations using different methods to get a more complete set 
of data and compare the results. In particular, for ground state we have used HF, 
MP2  DFT  and  CASSCF,  while  for  excited  state  CIS  and  CASSCF.  These 
computations have been performed using the Gaussian 0336 suite of programs.
To  account  for  correlation  effects,  the  energies  of  all  the  optimized  geometries 
(whatever is the method used to generate these structures) have been reevaluated by 
using the CASPT2 approach available in the  MOLCAS655 programs package. The 
successful performance of CASPT2 in computing experimentally accurate energies 
(with  errors  usually  below  4-5  kcal/mol)  and  spectroscopic  properties  is  well-
established and is the reason for using this method in evaluating the energies of the 
investigated  system.  The  choice  of  the  active  space  is  critical  for  CASSCF and 
























to include the full pi system, which is composed by 28 electrons in 25 orbitals. Thus, 
we  have  drastically  reduced  it  to  a  8  orbitals  in  8  electrons  active  pi  space. 
Unfortunately,  this  choice  may  create  problems  for  the  correct  geometrical 
description of the system during CASCF geometry optimizations, because it seems 
not to be perfectly balanced. For this reason, we preferred also to use other than 
CASSCF optimized geometries, such as MP2 and CIS ones. In any case, single point 
CASPT2 calculations have been always performed on the optimized geometries to 
account for correlation energy and have a uniform energy scale (the 8 electrons / 8 
orbitals  active  space  has  been  reevaluate  for  each  point  including  on  it  the  8  pi 
orbitals  with  higher  weight  resulting  from  the  CIS  wave  function  analysis).  To 
minimize the influence of weakly interacting intruder states the so-called imaginary 
level-shift technique was employed. 
2.2. Results and discussion
2.2.1. Ground state geometry and vertical excitation
The most relevant geometrical parameters of the ground state minimum are reported 
in  Table 2.1 The MP2 and DFT results  indicate as stable structure the resonance 
hybrid,  where the positive charge is delocalized between the B and C rings. Both 
methods show a quasi symmetrical geometry respect to the central carbon atom C10. 
This behavior is justified by the structure of the A and D rings which differs each 
other  only  by  a  double  bond  and  the  allyl  group.  Oppositely,  the  CASSCF 
optimization in  completely unbalanced in favor of  one Lewis  structure.  We have 
attributed this comportment to a failure in the active space selection. In fact the 8 
electrons 8 orbitals  active space used include only the  pi orbitals of the C15-C16 
bond, and not the specular C4-C5. We have also inverted the selection and after the 
optimization we have obtained the other Lewis structure. A further validation of the 
MP2 structure  comes  from its  CASPT2 energy  (which  we  consider  as  the  most 
accurate method applied in our model) as compared to the CASPT2 values computed 
for the CASSCF minima: these calculations show that the Møller-Plesset geometry is 
about 15 kcal/mol lower than the multiconfigurational one (see  Table 2.2) So it is 
clear  that  in  this  case  we  have  to  be  careful  in  trusting  CASSCF  geometries. 
Unfortunately,  it  is not possible to further extend the active space because of the 
computational cost.
The first excited state is characterized by a Homo-Lumo (see Figure 2.4-2.5) single 
excitation; both orbitals are delocalized in the two central rings and the exocyclic 
bonds C4-C5, C15-C16, while the external rings are not involved. The transition has 
no effect in the dipole moment because of the two orbitals are located in the same 
region of the molecule and no intramolecular charge transfer take place. Nevertheless 
the state can be considered ionic.
Interestingly, the vertical absorption calculated for the MP2 geometry (599 nm) see 
Table 2.2) is in good agreement with the experimental value of 590 nm observed for 
the  absorption  maximum in  non  polar  solvent  (CH3Cl)94.  This  result  confirm the 
quality of our approach (i.e. ground state MP2 geometry).
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Table  2.1: exocyclic bond distances (angstrom) and dihedral angle  
(degrees) of the ground and first excited states optimized geometries.  








C4-C5 1,366 1.362 1.355
C5-C6 1.435 1.438 1.433
C9-C10 1.393 1.394 1.342
C10-C11 1.396 1.397 1.441
C14-C15 1.432 1.435 1.474
C15-C16 1.370 1.368 1.345
C3-C4-C5-C6 178 177 179
C4-C5-C6-C7 -32 -45 -33
C8-C9-C10-C11 169 165 178
C9-C10-C11-C12 167 163 150
C13-C14-C15-C16 -31 -44 -66













Table  2.2:  CASPT2 energies  of  S0 and S1,  dipole  variation and oscillator  strength of  the  
ground state geometries optimized at DFT, CASSCF and MP2 level.










CASSCF(8,8) -1294.69833 -1294.61155 8,9 54.45(525) 0,60
MP2 -1294.72205 -1294.64602 2,0 47.71(599) -
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Figure  2.4:  HF Homo orbital  of  the  (PΦB) 
model.
Figure  2.5:  HF  Lomo  orbital  of  the  (PΦB) 
model.
2.2.2. S1 minimum and deactivation paths
A minimum has been located on S1 by CIS optimizations from the FC point (S1-min), 
which is geometrically very similar to FC  and only 4,7 kcal/mol (PT2 energy values, 
see Table 2.3) below it. In this structure there is a small scratching rearrangement, the 
major differences being attributed to two torsional angles C4-C5-C6-C7 and C13-
C14-C15-C16, which pass respectively from -45 to -35 degrees and from -44 to -28 
degrees. This behavior suggests a slight improvement in the double bond character of 
C5-C6 and C14-C15.
At  the  S1-min, the  S0-S1 energy  gap  ∆E (708  nm)   very  well  matches  with  the 
emission wavelength experimentally observed(λmax 680-690 nm)94.  Indeed,  the  S1-
min may be seen as the emitting region where the system stands for a while (few 
picoseconds) before it leaves this zone to fall in the deactivation funnel and ground 
state recovery occurs. In particular, four possible paths have been located, which lead 
to  S0/S1 conical intersection funnels, each one involving the twisting of one extra-
annular  bond  (dihedral  angles  C3-C4-C5-C6,  C8-C9-C10-C11,  C9-C10-C11-C12, 
C14-C15-C16-C17, respectively).
In  particular,  four twisted  minima have been located at the CIS level about these 
bonds (which are called CI-A, CI-B,  CI-C and CI-D, see Figure 2.11) After single 
point  CASPT2  corrections,  CI-A,  CI-B,  CI-C substantially  appear  as  conical 
intersections where the S1 and S0 energies are degenerate (or almost degenerate). 
While  CI-D does not  present  energy degeneracy, a  conical intersection point  has 
anyway been located very closed to this point and lower in energy.
To connect each CI point to the common excited state intermediate (S1-min) we have 
performed four relaxed scans at the CIS level. These are only preliminary results 
because we have calculate only the CIS energies and no PT2 corrections have been 
applied yet; nevertheless, they can deliver qualitative informative about the presence 
of barriers which the system must overcame to reach the deactivation funnels. The 
rotation around the bonds linking the B-C rings are more favorite 
To connect each CI point to the common excited state intermediate (S1-min) we have 
performed four relaxed scans at the CIS level. These are only preliminary results 
because we have calculate only the CIS energies and no PT2 corrections have been 
applied yet; nevertheless, they can deliver qualitative informative about the presence 
of barriers which the system must overcame to reach the deactivation funnels. The 
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rotation around the bonds linking the B-C rings are more favorite(Figure 2.7 and 2.8) 
(the TS are ~7 kcal/mol) respect to the paths to CI-A and CI-D which present higher 
barriers (Figure 2.6 and 2.9). We have to be very careful in the interpretation of the 
CIS results, because the relative positions of the  CI-B and  CI-C respect to the  S1-
min are inverted respect to the CASPT2 values (compare Table 2.3 to Figure 2.7 and 
2.8) this different behavior can lead to a different position of the TS along the path 
and different values of the barriers (usually much lower at the PT2 level, and they 
can even disappear).
On the base of the CASPT2 results we can hypothesize a possible explanation of the 
two fast deactivation paths experimentally observed (i.e. biexponential decay). After 
the initial  relaxation (following vertical  excitation)  to the  S1-min, the system can 
proceed in two directions. The first to the  CI-C deactivation funnel (i.e. a conical 
intersection: here in fact the the two roots have already swap and a crossing region is 
intercepted on the way to CI-C) and, through this region, directly to the ground state. 
This route would correspond to the experimental shortest component of  ~3ps. The 
second path leads to the CI-B minimum (here in fact the two root have not yet swap, 
but  it  is  very  close  to  a  sloped  CI  region)  where  the  system  remains  for  few 
picoseconds and may partially equilibrate before hitting the degeneracy region and 
return onto the ground state (see Figure 2.10).
Table 2.3: CASPT2 energies of the optimized (CIS) excited state structures and ground state  
optimized (MP2) photoproducts.
Geometry CASPT2 S0 energy
CASPT2 S1 
energy











FC -1294,722054 -1294,646026 0,00 47,71 47,71 (599)
Min-S1 -1294,714118 -1294,653512 4,98 43,01 38,03 (708)
CI-A -1294,638999 -1294,629346 52,12 58,17 6,06
CI-B -1294,664311 -1294,656962 36,23 40,85 4,16
CI-C -1294,661319 -1294,669608 38,11 32,91 -5,20
CI-D -1294,669240 -1294,635192 33,14 54,51 21,37
Prod-syn -1294,728894 -1294,673365 -4,29 30,55 34,84 (821)
Prod-anti -1294,726250 -1294,661872 -2,63 37,76 40,40 (708)
2.2.3. Photoproducts
We have limited the investigation of the possible photoproducts to the two biological 
important  isomers:  ZZEasa (i.e.  isomerization about the C15-C16 bond only) and 
ZZEass (i.e. isomerization about both the 14-15 and 15-16 bonds). Calculations show 
that  the  both  products  are  more  stable  than  the  reactant  (see  Table  2.3)  The 
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absorption maxima of the ZZEasa and ZZEass isomers are red shifted respect to the 
reagent, which is the same trend experimentally observed in protein.
Figure 2.6: Optimized scan between S1-Min and CI-A.
Figure 2.7: Optimized scan between S1-Min and CI-B.
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Figure 2.8: Optimized scan between S1-Min and CI-C.
Figure 2.9: Optimized scan between S1-Min and CI-D.
Figure  2.10:  Hypothesis  of  possible deactivation paths  of  the  PΦB 
model  in solvent. From the S1-min the system can move directly to CI  
(CI-C) or to a minimum (CI-B) close to an hypotized CI( CI-?). (The 














Only  one  crystallographic  structurev (with  a  resolution  of  2.5  Å)  has  been 
documented up to date for the active subunit of a phytochrome. Unfortunately, in this 
protein the chromophore is not the phytochromobilin, but the biliverdin (see Figure
2.1). This mean that, strictly speaking, we cannot compare directly the above results 
computed in vacuo (section 2.2) to the ones computed for this protein because the 
two  chromophores  are  different  (the  choice  of  a  different  chromophore  for  the 
computations in vacuo is simply due to the crystal structure has become available 
only after our initial study on the isolated system). Nevertheless, the two molecules 
are very similar (both structurally and electronically) and their general photochemical 
behavior is predicted to be pretty much the same. Therefore, we think we can freely 
compare the results computed on these two systems. Obviously, in order to study a 
realistic system, we have used the biliverdin chromophore for the calculations in the 
protein.
To  simulate  the  absorption  and  emission  spectra  of  the  available  phytochrome 
structure we have employed our QM/MM code. Using the standard Amber package 
tool the protein has been solvated with a water cup centered on the biliverdin and 
with a 20 Å radius. The hydrogens atoms has been added using the H++vi,95 program. 
The protonation state of the residues close to the chromophore (HIS260, ASP207, 
HIS290) and the orientation of HOH12 and HOH18 has been corrected in order to 
preserve the hydrogen bond network (see Figure 2.12).
In order to minimize spurious steric interactions between nearby protein residues and 
the  biliverdin  chromophore,  10  Å of  residues  around  the  biliverdin  have  been 
optimized at MM (amber ff99)59 level. We have divided the resulting system in three 
parts: the QM layer is the biliverdin except the two isopropilic groups, the medium 
layer  treated at  MM level  is  represented by the two isopropilic  groups the water 
molecule HOH12 and HOH18 and the side chain of the LYS24, which is covalently 
linked to the QM part. The third and last part is obviously the rest of the system 
which is kept frozen during all calculations.
The experience collected in our previous study in vacuo drove us to use the MP2 
method for ground state optimizations, while on the excited state both a CASSCF 
(with  an  8  electrons  in  8  orbitals  active  space)  and  a  CIS  approach  have  been 
employed. In all cases a 6-31G* basis set was used. The active space include 6  π 
orbitals of the rings B and C, and the two  π orbitals of the exocyclic double bond 
between C and D.
v The pdb code is 1ZTU and can be downloaded free of charge at the protein data bank website: 
http://www.rcsb.org/pdb/home/home.do.
vi H++ is an automated system that computes pK values of ionizable groups in macromolecules and adds 
missing hydrogen atoms according to the specified pH of the environment. 
http://biophysics.cs.vt.edu/H++/index.php
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Figure 2.11: Ball & stick representation of the excited state minimum and of the four conical  
intersections.
2.4. Results and discussion
2.4.1. Ground state and vertical excitation
The optimization of the ground state leads to a geometry which is similar to the PΦB 
model  geometry  previously  optimized  in  vacuo,  where  the  resonance  formula  is 
predominant. 
Analyzing the structure of the binding pocket (the complex hydrogen bond network 
is totally preserved during the optimization) is clear that the BV is constrained to be 
almost  planar  except  for  the  ring D which  is  partially  rotated.  This  rotation  can 
represent  a  structural  key  factor  in  assisting  and  triggering  the  observed 







Remarkably, the calculated absorption maximum (709 nm) is in surprise agreement 
with  the  experimental  value  (700 nm)96,  so  we consider  this  structure  as  a  good 
starting point for excited state investigations.
Figure  2.12:  hydrogen  bond  network  of  the  biliverdin  (ball  &stick)  binding 
pocket( tube)
2.4.2. Excited state relaxation end emission
Starting  from  the  Franck-Condon  region,  very  limited  out-of-plane  structural 
geometrical modifications take place when the system relax into an excited minimum 
which remains substantially planar. In fact, we have observed that the forces in the 
FC region are mainly located on skeletal stretching coordinates. The scarce structural 
modification can be assigned to the constrained provided by protein structure which 
surrounds the chromophore and lock the BV, but also to the presence of a real planar 
minimum on S1, as already revealed for the isolated model. We have calculated the 
emission from the minimum structure (742nm).
Differently than seen in isolated conditions,  it  is  apparent that  the rigidity of the 
protein cavity prevents rotation about the extra-annular bonds between the A-B and 
B-C rings, thus locking the two most favored deactivation routes seen in vacuo. This 
suggests that the deactivation path involved in the protein must be addressed to a 
different  channel:  this  is  the  rotation  about  the  C15-C16  bond,  as  it  is  in  fact 
observed experimentally, since this is the unique twisting motion (of the four ones 
found in the isolated system) which my be accommodated into the protein banding 
pocket. On the other hand, it has been shown in the previous section that this path is 
involving  an energy  barrier  in  isolated  conditions,  i.e.  it  is  a  thermally activated 
2.4.Results and discussion 83
process which cannot account for the shortest (picoseconds) component of the decay 
observed in the protein. This also means that the protein environment must accelerate 
this  path,  by catalyzing  and triggering the photoisomerization about the C15-C16 
bond, thus reducing (if not completely removing) the barrier observed in vacuo along 
this path. This catalytic effect of the binding pocket, which would account for the 
ultrafast photoisomerization and internal conversion observed, may be due to both 
steric and electrostatic effects. Our study, which is still in progress, is aimed to unveil 
this catalytic effects, thus providing a rationale for the BV bio-activity observed in 
the protein.
2.5. Conclusion
Our study is the first full comprehensive investigation of the intrinsic (i.e. isolated 
conditions) excited state behavior of a realistic model of the phytochromobilin PΦB 
chromophore.  We  demonstrated  that  the  computation  of  CASPT2  energies  in 
combination with MP2 and CIS methods for the investigation of ground and excited 
state  geometries,  respectively,  is  a  good  compromise  between  accuracy  and 
computational cost in the exploration of the photochemically relevant PES driving 
the  photo-induced  motion  of  the  system  and  its  decay.  Remarkably,  all  the 
computational results are in good agreement with the available experimental  data. 
Furthermore, they do provide a rationale for the photochemical behavior observed. In 
particular, several important features emerge from our study:
a) The ground state structure of the PΦB model is an almost perfect resonance hybrid 
of  two limiting  structures,  where  the  charge  is  perfectly  delocalized  on  the  two 
central (B and C) rings.
b)  The  first  excited  state  (i.e.  the  bright  state)  is  a  single  homo-lumo excitation 
involving orbitals located on the central B and C rings. It results that this state does 
not involve any intramolecular charge transfer.
c)  We  have  found  four  possible  deactivation  routes  which  may  all  trigger  the 
deactivation of the system to the ground state by a twisted conical intersection. In 
fact, each conical intersection structure involves a 90 degrees rotation of one of the 
two external exocyclic double bonds (CI-A, CI-D) or of one of the two central bonds 
of intermediate single/double bond character (CI-B, CI-C).
d) The four rotations are not equivalent and we have shown that CI-B, CI-C are far 
exceedingly the most favorite ones, involving the lowest energy points: the ultrafast 
biexponential  (radiationless)  decay  observed  has  been  assigned  to  these  two 
energetically favorite routes.
e) On the other hand, investigation in protein shows that the residues surrounding the 
chromophore constrain the A, B and C rings on the same plane. This fact prevents a 
deactivation through the same funnels seen for the system in vacuo. Therefore, we 
suggest  that  the  protein  has  a  catalytic  effect  promoting  the  C15-C16 
photoisomerization  which  is  otherwise  unfavored  in  isolated  conditions  (and,  we 
guess, in solvent).
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3. Chromophores in solvents
The optical properties of an organic chromophore are among the ones that can be 
highly influenced by the environment (such as the solvent or the protein). This effect 
is particularly pronounced for charged molecules where, usually, the bright excited 
state has (at least partially) a charge transfer character. Thus, for example, while the 
solvent may play a role in stabilizing (by solvation) the ground state of the charged 
chromophore,  it  may  play  in  the  opposite  direction  for  the  excited  state.  This 
behavior leads generally to a blue shift of the absorption maximum going from vacuo 
to solvent. For the protein a similar effect may be envisaged.
Figure  3.1: Chemical structure of the a) GFP chromophore 
and its  isolated model (HBDI) and b) the protonated Schiff  
base of 11-cis retinal.
Two biologically important  chromophores belong to this class of compounds:  the 
anionic 4’-hydroxybenzyldiene-2,3-dimethyl-imidazolinone (HBDI, see Figure 3.1a) 
and the protonated  Schiff  base  of  retinal  (RPSB see  Figure  3.1b),  which  are  the 
chromophores  of  the  green  fluorescent  protein  (GFP)  and  rhodopsin  proteins, 
respectively. This section focuses on the description of the optical properties of these 
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advantage is  that  both experimental  and computed spectra are available in  vacuo, 
solvents, as well as protein97,98,99,100,101. Thus, it is possible to compare (and validate) 
our QM/MM results against the ones already appeared in the literature
3.1. Structure  and  optical  properties  for  solvated  HBDI  and 
GFP.
Thanks to its highly fluorescent chromophore and the fact that this is directly formed 
from a  tri-peptide  unit  (Ser65-Thr66-Gly67)99 during  the  protein  folding  without 
cofactors, GFP is widely used in biochemistry as a fluorescent marker99.The anion is 
considered to be the active form of the chromophore and, while in protein it strongly 
fluoresces,  in  solution  the  fluorescence  is  quenched.  Therefore,  the  study of  this 
chromophore  in  different  environments  is  crucial  to  understand  its 
photophysical/photochemical properties.
3.1.1. Solvation by HL and HML QM/MM computations
HBDI (Figure 3.1a) has been chosen as a model for the GFP chromophore because it 
preserves all the conjugate system as well as the structure of the original protein-
embedded  chromophore  and  it  has  been  widely  investigated  in  water  solution. 
QM/MM computations have been used to simulate solvation with the chromophore 
(anionic HBDI) embedded in a 16 Å TIP3P water box, using an MM Na+ as the 
counter  ion  (as  it  is  experimentally)97.  The  CASSCF(6-31G*)  level  has  been 
extensively used for the chromophore during QM/MM optimizations and then the 
energy has been refined to account for correlation effects using single point CASPT2 
computations.  This  CASPT2//CASSCF  approach,  which  defines  the  high (QM) 
layer,  has  been  widely  used  for  the  photochemistry  of  organic  chromophores 
(proving to give reliable results of experimental accuracy)102 and represents the state 
of the art to calculate excited state properties of organic systems. In order to obtain a 
good compromise between speed and accuracy, the full active π-space (16 electrons 
in 14 orbitals) has been reduced (according to our previous paper103) to a 12 electrons 
in 11 orbitals,  where the orbital localized on the amidic group has been removed 
together with the highest and lowest energy π-orbitals of the benzene ring.
To generate a good starting point we have performed a classical molecular dynamics 
with periodic boundary conditions. While the chromophore was kept frozen at its 
original QM geometry  in vacuo with point charges obtained using the AM1-BCC 
procedure104,105, the solvent and counter ion were kept free to move, so that during the 
1 ns MD the counter ion is able to diffuse in the water bulk. The lowest potential 
energy geometry was selected along the trajectory as a representative point of the 
sampling and as starting guess for QM/MM computations.
Three different QM/MM optimization types were performed on the system according 
to different and increasing levels of mobility (i.e. the parts comprising the atoms that 
are free to move and are optimized can be changed according to the partitioning 
scheme  used):  (i)  HL  optimizations,  where  only  the  high (QM)  layer  (i.e.  the 
chromophore) is optimized, while all the other (MM) waters (i.e. the low layer) are 
kept  frozen;  (ii)  HML  optimizations,  where  the  high (QM)  layer  (i.e.  the 
chromophore) and a  medium (MM) layer (i.e. the water molecules surrounding the 
chromophore up to a 3.5 Å radius) are optimized together, with all the other (MM) 
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waters (i.e. the low layer) kept frozen; (iii) HML optimizations, where the high (QM) 
layer  (i.e.  the  chromophore)  and a  medium (MM) layer  (i.e.  the water  molecules 
surrounding the chromophore up to a 3.5 Å radius) are optimized together, while all 
the  other  (MM) waters  (i.e.  the  low layer)  are  free  to  move  (independently with 
respect to the first two ones) up to a 10 Å radius around the chromophore (and the 
others are kept frozen to their initial positions). These three different computational 
levels (which are identified in  Table 3.1 as HL, HML1 and HML2, respectively) 
highlight  the  high  flexibility  of  the  optimization  procedure  implemented  in  the 
current  QM/MM  code  and,  very  remarkably,  are  shown  to  produce  results  of 
increasing accuracy (see Table 3.1). 
Figure  3.2:  Bond  distances  values  calculated  for  the  GFP 
chromophore  in  vacuo,  solvent  (PCM  and  QM/MM)  and 
protein: a) QM/MM values from ref. [51] and b) our QM/MM 
results.
Table 3.1: Absorption maxima for the anionic GFP chromophore.
Structure
Absorption maximum (nm)
QM or QM/MM Experimental
vacuo 465a, 493b, 479d
Solvent (bound ionic pair) 434c
Solvent(loose ionic pair) 460 (HM), 499 (HML1), 441 (HML2)
425e-432f
Protein 504, 468c 495g
a) ref. 106; b) ref. 103; c) ref. 102; d) ref. 98; e) ref. 107;f) ref. 97 g) ref.108
It is worth noting that the counter ion (Na+) is 7 Å away from the chromophore in all 
the QM/MM optimized structures, revealing a weakly bound ionic pair. Although 
this  is  only  one  of  the  many  possible  stable  solute/solvent  configurations,  it  is 
remarkable that the computed absorption energy (499 nm, 460 and 441 nm for (i), (ii) 



















88 3.Chromophores in solvents
recorded for the chromophore in water (425 nm) and does perfectly account for the 
blue  shift  observed  on  going  from  vacuo (where,  again,  the  computed  465  nm 
absorption maximum 102,103 does nicely reproduce the experimental value of 479 nm 
97) to water (see Table 3.1). Figure 3.2 reports the relevant bond distances for HBDI 
in vacuo, explicit solvent and PCM102,103,106.  It is apparent that the solvent has also a 
key role in tuning the chromophore molecular structure, since it shifts the geometry 
to the individual resonance structure carrying the negative charge on the phenolic 
oxygen,  while a resonance hybrid is more likely to represent the chromophore  in  
vacuo.  Furthermore,  it  results  that  implicit  (PCM) as  well  as  explicit  (QM/MM) 
techniques do yield similar results102,103.
3.1.2. GFP by HML QM/MM computations
Finally,  QM/MM  computations  have  been  used  to  investigate  the  geometry  and 
absorption maximum of the chromophore in the protein (GFP). The crystallographic 
structure (code 1GLF)109 available in the protein data bank archive has been selected. 
After protonation, using the H++95 procedure, hydrogen atoms have been relaxed in 
order to get a reliable starting structure. A three-layer (HML) partitioning scheme has 
been adopted: the high (QM) layer (i.e. the electrostatic embedded chromophore, see 
Figure 3.3) and the  medium layer (see tube representation in  Figure 3.3) constitute 
the mobile part (following the receipt of Sinicropi et al.102), while all the remaining 
(MM) protein is kept frozen and represents the low layer. The same QM level as for 
HBDI in solution has been adopted for the chromophore, while protein and water 
molecules are computed with the Amber force field. Very remarkably, the computed 
504 nm absorption maximum for the I anionic state of wild type GFP does nicely 
reproduce the experimental value of 495 nm108 (see Table 3.1). The same applies also 
for the chromophore structure (see Figure 3.2).
Figure  3.3: Model system used fot the QM/MM study of the  
anionic  GFP.  Ball&stick  is  the  QM  part,  the  tube  is  the  
movable medium layer, while the rest is kept frozen.
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3.1.3. cis retinal PSB in solution
A similar QM/MM investigation as before has been performed for solvated RPSB. 
Specifically,  in  the  present  study  our  effort  is  focused  to  simulate  the  effect  of 
methanol  in  the  spectral  tuning  of  the  11-cis-retinal  chromophore.  Thus,  for  this 
purpose,  QM/MM  computations  have  been  used  with  the  chromophore  (RPSB) 
embedded in a cubic 45 Å methanol box, using an MM Cl- as the counter ion (as it is 
experimentally)101.  Similarly  to  the  examples  above  and  previous  computational 
works110,111, a CASPT2//CASSCF(6-31G*) approach (with electrostatic embedding) 
has been adopted for the chromophore (using the full π-space of 12 π-electrons in 12 
π-orbitals), which defines the high (QM) layer, during QM/MM optimizations.
To generate a good starting point for QM/MM optimizations we have performed a 
classical  molecular  dynamics  with  periodic  boundary  conditions.  While  the 
chromophore was kept frozen at its original QM geometry  in vacuo 112 with point 
charges obtained using AM1-BCC procedure104,105, the solvent and counter ion were 
kept free to move, so that the counter ion is able to diffuse in the methanol solvent. 
After a MD run of 1 ns, we see (at least for this specific trajectory) that most of the 
time  the  chloride  counter  ion  resides  near  the  retinal  nitrogen  (i.e.  close  to  the 
cationic head, in a tight ionic pair arrangement). Thus, a low energy snapshot with 
the counter ion close to nitrogen has been selected as a representative point of the 
sampling and as starting guess for QM/MM computations.
A two layers (HL) QM/MM optimization has been performed: the high (QM) layer is 
given by the chromophore (as stated above),  while all  solvent  molecules  and the 
counter ion constitute the low (MM) layer (thus excluding a medium buffer), which 
has  been  left  free  to  move  independently  up  to  a  distance  of  10  Å  from  the 
chromophore (while the rest is kept frozen at its initial geometry).
Figure 3.4: Bond distances computed for RPSB in vacuo (red)  
and in protein (black).
Remarkably, the resulting absorption maximum (453 nm) is in good agreement with 
the experimental value of 440 nm101 and with previous QM/MM computations113 (see 
Table 3.2),  but  in this  case  the optimized geometry does not  undergo significant 
variations  on  going  from  vacuo to  solution  (see  Figure  3.4):  while  in  HBDI 
geometrical  modifications  come  from  a  different  weight  of  the  two  resonance 
structures, in the retinal chromophore the structure does not change a lot, because the 
geometry is described only by one resonance structure(i.e. the one with the positive 
charge on nitrogen). This means that the change of the absorption spectrum on going 
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from  vacuo to solvent (see  Table 3.2) is addressed only to the perturbation of the 
wave  function  by  the  electrostatic  effects  of  the  external  point  charges  and  that 
electrostatic  embedding  is  enough  to  get  a  correct  description  of  the  chemico-
physical properties of the chromophore in solution.
Table 3.2: Absorption maxima for RPSB.
Structure
Absorption maximum (nm)
QM or QM/MM Experimental
Vacuo 545a 610c 
Solvent (bound ionic pair) 453, 429b
Solvent(loose ionic pair) 442
440d
a) ref. 112; b) ref. 113; c) ref. 100; d) ref.101
To explore the effects of the counter ion (Cl-) position on the absorption energy of 
the chromophore, we have also investigated the optical properties of a loose ionic 
pair: thus, a low energy snapshot with this arrangement has been selected along the 
previous MD run as a starting point for new QM/MM optimizations (which have 
been performed at the same HL level as before). Very interestingly, the absorption 
maximum computed  for  this  QM/MM optimized  loose  ionic  pair  is  substantially 
unchanged (442 nm) (see Table 3.2) and in agreement with the experimental value.
3.2. Solvated ion pairs: structure and properties
Interestingly, our results for the optimized geometry and the absorption maximum of 
solvated HBDI (section 3.1) match perfectly (see Figure 3.2 and Table 3.1) with the 
ones  reported  in  previous  QM/MM  computations102 where  an  analogous 
CASPT2//CASSCF approach was employed  (see  Table 3.1).  Anyway,  it  is  worth 
noting that there the counter ion was forced to stay at the vicinity of HBDI (i.e. a 
tight bound ionic pair arrangement was selected), instead of being far away as it is in 
our case. The same results appear for solvated RPSB, where the close and the loose 
ion pairs do lead to very similar optical and structural properties (seen section 3.2 
above). This leads to the remarkable conclusion that the solvent in the loose ionic 
pair interacts with the solute as if it were the real counter ion, i.e. solvation shells 
form a virtual counter ion that has the same (electrostatic) effect as the real one in a 
tight bound ionic pair. This effect is due to the reorientation (i.e. polarization) of the 
polar  solvent  close to the chromophore (see  Figure 3.5):  the polarized permanent 
dipoles of the solvent act similarly to the counter ion, stabilizing the ground state 
respect to the charge transfer excited state.
This discussion implies that tight bound ionic pairs may be seen as qualitatively good 
models for solvated charged chromophores in general, as anticipated in our previous 
works  110,114.  This  study  represents  a  further  validation  of  the  aforementioned 
statement and is in line with previous suggestions by Sakuray and coworkers115,116.
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Figure 3.5: Schematic representation of interation between solvent, PSB and 
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4. Bacterio-rhodopsin
The  outwardly  directed  light-activated  proton  pump  Bacteriorhodopsin  (bR)  is  a 
small  G-protein-coupled  receptor  contained  in  the  purple  membrane  of 
Halobacterium Salinarium. Upon photoexcitation, the all-trans retinal chromophore 
(PSBT) bounded to Lys216 via a protonated Schiff Base linkage, converts in its 13-
cis isomer  (PSB13).  The  photoisomerization  triggers  a  series  of  conformational 
changes that result in a proton translocation from the cytoplasmic to the extracellular 
domain117.
The  effect  of  the  protein  cavity  on  the  retinal  reactivity  and  its  spectroscopic 
properties is an intriguing topic, which has been investigated by numerous theoretical 
works118,119,120,121,122,123 with  various  QM/MM  approaches.  In  fact,  with  respect  to 
solution,  the  protein  catalyzes  the  reaction  by  inducing  stereoselectivity  and  by 
increasing both the reaction rate and the efficiency. While the photoisomerization of 
PSBT in solution leads to a mixture of photoproducts124 (the quantum yields for 9-cis, 
11-cis and 13-cis being 0.02, 0.14 and 0.01, respectively) in about 10 ps, only the 13-
cis isomer is formed in bR with a higher quantum yield (~0.60125). The first “hot” 
photoproduct  J625 is  formed  within  only  500  fs126,127 and  relaxes  to  the  K590 
intermediate with a time constant of 3 ps127. The red-shift of the absorption maximum 
in going from solution (~450 nm, both in methanol101 and hexane128) to the protein 
(568 nm) is another yet not fully understood effect. While explaining the details of 
the fine-tuning performed by the protein environment would represent a biologically 
relevant achievement per se, the interest has been dramatically boosted by the recent 
applications of this protein in nano-technologies129,130.
In this work, the early three states bR568, I460 and K590 along the bR photocycle are 
investigated  through high  level  QM/MM computations.  Recent  studies  on  retinal 
models in vacuo131,132 show that the CASPT2//CASSCF/6-31G* strategy is a reliable 
approach  that  yields  good  values  for  geometric  parameters,  energy  differences, 
spectroscopic properties, change in dipole moment and, more generally, it gives an 
accurate  description  of  the  Potential  Energy  Surface  (PES)  that  allows  a 
rationalization  of  experimental  data.  Here  the  same  strategy  is  coupled  with  the 
AMBER molecular mechanics force field, allowing for CASPT2//CASSCF/AMBER 
geometry optimization and excited state property evaluation in protein. We will show 
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that this method is capable to reproduce the  selective isomerization of the C13=C14 
double bond, the transient absorption and emission maxima and the energy storage in 
the K590 state.
Briefly, the method is based on a hydrogen link-atom scheme with the frontier atom 
placed at the C-Cε bond of the Lys216 side chain (see Figure 4.1). The retinal, Schiff 
base  Nitrogen and attached  ε-carbon atom constitute  the QM part  of  the system, 
described at the CASSCF/6-31G* level (with an active space of 12 π-electrons in 12 
π-orbitals). The MM and QM segments interact in the following way: (i) the QM 
electrons and the full set of MM point charges interact via the one-electron operator, 
(ii) stretching, bending and torsional potentials involving at least one MM atom are 
described by the MM potential (iii) QM and MM atom pairs separated by more then 
two bonds interact via either standard or re-parametrized van der Waals potentials. 
Single State CASSCF/6-31G*/AMBER geometry optimization is carried out with the 
GAUSSIAN98133 and TINKER60 programs.
Figure 4.1: CASSCF/6-31G*/AMBER optimized structures for bR568 (black), I460 (blue)  
and  K610  (red).  The  dihedral  angle  C15-C14=C13-C12  is  reported  in  parenthesis.  The  
sidechain of Lys296 from Cβ to Cδ is free to relax and modeled with the AMBER force  
field, while the retinal, Nitrogen atom and Cε are treated at the QM level.
4.1. QM/MM Setup and Computation Details.
The protein framework used in the bR computations is derived from the PDB file 
1C3W134,  with  the  addition  of  the  Thr157-Glu161  missing  loop  taken  from  the 
1QM816135 filevii. According to experimental136 and previous theoretical works120,121,
122, the protonation state of Asp96, Asp115 and Glu204 is set neutral, while for all the 
other  residues  the  standard  protonation  state  is  used.  The  resulting  (+3)  overall 
vii The “All-Atoms Fit” option of the Swiss-PdbViewer tool (Guex, N.; Peitsch, M. C. Electrophoresis 
1997, 18, 2714, http://www.expasy.org/spdbv/) has been used to superimpose the missing loop to the 
156,162 and 163 residues, common to both sequences. The two “frontier” residues Thr-157 and Glu-
161 and the side chain of Lys-159 are then MM optimized with the Tinker3.9 package using the 
Amber force field to better fit the protein surface.
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charge is  neutralized placing three chloride ions on the protein surface (one near 
Arg171, another in proximity of the Arg221, Arg223 and Lys26 and the other near 
Lys125).  The  position  of  the  three  water  molecules  W401,  W402  and  W406  is 
optimized at the HF/6-31G* level and kept frozen during all the following geometry 
optimizations (the Lys296 side chain and the chromophore are free to relax). Two 
sets of State-averaged CASPT2 computations (equal weights have been used for S0, 
S1, S2, S3 and S4) have been performed on the CASSCF/Amber optimized structures 
(Single  State  calculations  have  been  used  for  geometry  optimizations)  using  the 
MOLCAS555 package. In the first set, the protein electrostatic environment provided 
by  the  RESP-charges  distribution  contributes  to  the  description  of  the  CASPT2 
Hamiltonians via the one-electron operator. In the second set, the electrostatic bath is 
not  considered (i.e.  the QM part  of  the system is  taken alone without  the RESP 
charges):  this  accounts  for  the  in  vacuo  description  of  the  system  optimized  in 
protein. Oscillator Strengths are computed within the RASSI approach137.
4.2. bR Induced Stereoselectivity and Spectral Shift.
The  160°  twisting  of  the  C13=C14 double  bond  in  the  bR568 optimized  structure 
reported in Figure 4.1 shows that the protein cavity tilts this bond from planarity of 
about  20°,  which  prompts  the  isomerization  of  that  specific double  bond  after 
photoexcitation. This suggests that the stereospecificity observed in bR is due to the 
protein cavity steric effects leading to a  structural deformation of the chromophore 
backbone already in the ground state and not to electrostatic effects taking place on 
the excited state and affecting the retinal wavefunction.
The  53.6  kcal/mol  (see  Figure  4.2)  required  for  the  vertical  transition  to  the 
spectroscopic  state  S1 (note  that  the  0.411  Oscillator  Strength  value  reported  in 
Figure 4.1 clearly labels this as an allowed transition) compare very well with the 
568 nm (50.3 kcal/mol) experimentally determined. It is interesting to note that the 
transition  energy  computed  for  the  same  structure  placed  in  vacuo (that  is,  the 
protein  electrostatic  bath  is  removed  as  described  above  for  “set  2”)  yields  an 
excitation energy of 43.6 kcal/mol (see dotted lines in Figure 4.1). This indicates that 
the  electrostatic effect  of  bR  blue  shifts the  absorption  maximum  of  about  7 
kcal/mol,  which  is  in  agreement  with  previous  computational  results42,119,138. 
Therefore, the observed red(opsin)-shift with respect to solution data should mainly 
be attributed  to  the  protein  structural effect  which  forces  the  β-ionone ring in  a 
planar  s-trans conformation.  This  makes  PSBT  a  six  conjugated  double  bonds 
chromophore,  whereas  in  solution  a  skewed  s-cis conformation  for  the  ring  is 
expected139 that reduces the conjugation of the π-system to only five double bonds. 
The blue-shift (compared to the vacuo) induced by the electrostatic environment of 
the protein on the S1 state is due to the complex counterion system (Asp85, Asp212, 
Arg82) located close to the Schiff Base (see Ref. 27 for a detailed description of the 
effects of a counterion on retinal models PSBs). Since in the ground state (covalent 
nature) the positive charge is located close to the counterion, while in the S1 state 
(ionic nature) it is partially transferred towards the β-ionone part of the π-system (as 
previously shown131 for retinal models in vacuo), the overall effect of the counterion 
is  to  increase  the  S0-S1 energy  gap.  Therefore,  the  bR  counterion  effect  is  not 
counterbalanced by the overall protein environment, as instead it appears to occur in 
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Rhodopsin140.
Figure  4.2: CASPT2//CASSCF/6-31G*/AMBER energy profile for the bR568, I460 
and K610 states relative to the bR568 ground state. Energies reported in Italic are  
determined with Single State computations, while all the other values come from  
State  Averaged  computations  with  equal  weights  for  the  first  five  states.  The 
energies for the system in vacuo (see the text) are reported with dotted lines. The  
computed values for the indicated transitions are reported in red (together with  
the computed Oscillator Strength)137, while experimental data (see references in  
the text) are shown in blue for comparison.
4.3. Transient Absorption and Fluorescence. 
The relaxation process from the Frank Condon region leads to a shallow excited state 
minimum (see blue values in Figure 4.1) in which the backbone is relaxed along the 
stretching coordinate, but the twisting of the C13=C14 bond has not yet proceeded. The 
barrier that leads out of this minimum is less than 1 kcal/mol, in striking agreement 
with low-temperature experiments  which account for ca. 1 kcal mol-1 barrier141,142. 
This  structure  can  be  tentatively  identified  as  the  I460 state  responsible  for  the 
fluorescence and transient absorption experimentally observed. In fact, the ~740 nm 
(38.6 kcal  mol-1)  fluorescence maximum experimentally determined by Shenkl  et 
al.143 is in excellent agreement with the 37.6 kcal mol-1 energy gap computed for the 
S1->S0 transition. Moreover, a transient absorption peaking at 850 nm (i.e. 33.6 kcal 
mol-1) has been described by Hasson et al.141. This band can be attributed to the S1-
>S3 transition,  which  is  computed  to  be  35.9  kcal  mol-1 and shows a  significant 
Oscillator Strength. The transient near-IR absorption seen by Logunov et al.144 and 
peaking at 490 nm (i.e. 58.3 kcal mol-1) can be attributed here to the S1->S4 transition, 
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which shows an energy gap of 57.2 kcal mol-1. The excellent agreement (1-2 kcal 
mol-1)  between  the  computed  and  experimental  data,  both  for  the  emission  and 
transient absorption,  call  for this  structure  as the I460 intermediate,  i.e.  a  structure 
which has been relaxed along the stretching coordinates, but that has not yet started 
its motion along the torsional coordinate.
4.4. Decay to the Ground State and K610 Energy Storage
By overcoming the small barrier the retinal can reach a S1/S0 Conical Intersection 
(CI), which allows for a radiationless decay to the ground state. The C13=C14 dihedral 
angle in this structure is twisted by 120 degrees, that is, the decay point is still on the 
reactant  side of  the reaction coordinate.  Interestingly,  after  the CI,  the S1 and S0 
states remain parallel and very close each other (less than 10 kcal mol-1 separation) up 
to a 90 degrees twisting. This allows the suggestive hypothesis that an extended seam 
of S1/S0 crossings exist, spanning different twistings for the C13=C14 double bond (i.e. 
from 120 to 90 degrees), which is responsible for the ultrafast decay to the ground 
state.  Here,  only the more twisted crossings would lead to photoproduct (PSB13) 
formation. This may explain why Birge at al.145 found at 77K a lower Quantum Yield 
(~0.3) than experiments125 performed at room temperature (~0.6).
Ground state optimization of  the chromophore structure towards the  product side 
leads to a minimum on S0 (red numbers in Figure 4.1) in which the chromophore has 
completed  its  isomerization  process  (i.e.,  the  C13=C14 dihedral  is  now in  the  cis 
conformation,  with  a  20  degrees  twistings).  The  energy  difference  between  this 
structure and the bR568 is 15.1 kcal mol-1, in striking agreement with the 15.9 kcal 
mol-1 energy storage determined for K590 by Birge  et al.145 with spectroscopic and 
photocalorimetric  measures.  This  agreement  allows  us  to  tentatively  label  this 
structure as the K590 intermediate. The computed S0-S1 energy gap for this structure is 
53.0  kcal  mol-1,  while  the  595  nm experimentally  determined125 correspond  to  a 
smaller 48.0 kcal mol-1 transition.
4.5. Conclusions
In conclusion, using a CASPT2//CASSCF/AMABER approach, we have been able to 
determine  the  structures  of  the  bR568,  I460 and  K590  first  photocycle  states  and  to 
accurately reproduce their spectroscopic properties and energy storage. Furthermore, 
we have shown that the pure electrostatic effect of the bR cavity is to blue-shift (with 
respect to vacuo) the absorption maximum, due to the complex counterion system 
close  to  the  PSB  region.  The  observed  red-shift  in  bR  with  respect  to  solution 
absorption is addressed to the extended conjugation of the chromophore due to the β-




In this work is presented a new implementation of a QM/MM code that permits the 
investigation of large system. Moreover it can be considered more than a standard 
QM/MM code, in fact our philosophy is to create a general tool linking each other 
different commercial software in order to capitalize the benefits of each program. 
Up to the present the implemented features are: 
● QM/MM calculation up to  three  layers,  (QM/MM/MM = high,  medium, 
low)
● Electrostatic embedding, (i.e. perturbation of the wave function through the 
external MM point charges).
● QM/MM Geometry optimization and transition state search, using analytical 
first derivative, through Gaussian03 optimization tool kit.
● Numerical second derivative for the layers high and medium. We have also 
developed an approximated  algorithm to calculate the numerical  Hessian 
matrix, which is faster and it introduces a limited error in the results.
● Excited  states  calculation,  where  the  MM  part  feels  the  electrostatic 
rearrangement of the QM wave function.
● QM and QM/MM classical molecular dynamic.
Thanks  to  this  program I  have investigated  different  interesting  biochemical  and 
supermolecular problems.
Comparing  the  results  obtained for  the chromphores  in  vacuo to  the  calculations 
using  the  QM/MM  method,  where  the  environment  effects  are  taken  in  count 
explicitly, we have noted important differences on theirs photochemical behavior. 
Firstly we have observed steric effects, like in rotaxane, that modify the topology 
potential energy surface, up to cancel a deactivation path presents in the fumaramide 
(90 degrees twisted conical intersection). A second fundamental contribution of the 
MM part  has been reveled in the study of  the retinal  and GFP chromophores  in 
solution, where the effect of the point charges of the solvent modify the absorption 
wavelength, causing a general blue shift, attributable to a stabilization of the ground 
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state and concomitant destabilization of the excited state.
The investigation conducted on the bacteriorhodopsin has highlighted the presence of 
both the effects above described (i.e. steric and electrostatic). The electrostatic effect 
generated by the protein cavity leads to a blue shift in the absorption spectrum, not as 
strong  as  in  polar  solvent,  while  the  geometrical  constrains  facilitate  the 
photoisomerization of the retinal.
The application of the QM/MM allow us to comprehend, with high accuracy level, 




Appendix 1. The construction of the real system
A particular care is needed in redistributing charges if the boundary region cuts one 
or more covalent bonds. Specifically, MM computations need a topology file for the 
whole system (real) that contains the connectivity data and the atomic point charges 
assigned on the basis of the adopted force field. The sum of all the atomic charges 
gives the total charge of the real system (Qreal), which is necessarily a net charge and 
must  be a  constant  value all  through QM/MM calculations.  Thus,  before starting 
calculations, atomic point charges for the whole system atoms have to be assigned 
and their sum must be a net constant value; but while the charges for the atoms in the 
MM region will remain constant throughout the course of all QM/MM calculations 
(at least this is our case, since we don’t use a polarizable force field), charges for the 
QM atoms  are  generated  at  each  step  from  the  wave  function  and  may  change 
accordingly,  which  may lead  to  a  variable  fractional  total  charge  for  the  model 
system (note that when the real system is split in model and pod (see Figure 4.4), the 
corresponding total charges, Qmodel’ and Qpod’, are not necessarily net constant values 
although it  is their sum  Qreal =  Qmodel’ +  Qpod’). QM calculations are performed on 
model-H,  whose net  charge  Qmodel-H and multiplicity are imposed by the user.  To 
prepare a suitable topology file and grant invariability of the system total net charge, 
in the current implementation we force the total charge of model (Qmodel) to be equal 
to that of model-H by redistributing the charge difference ∆Q = Qmodel-H – Qmodel’ over 
the QM atoms (we do that proportionally to the magnitude of each QM atom charge, 
but alternative strategies are also possible). Thus:
Qmodel’ + ∆Q = Qmodel-H = Qmodel
Obviously, to conserve the total charge of the system (Qreal), also the total charge of 
pod (Cpod) has to be modified by redistributing an opposite charge value (– ∆Q) over 
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the MM atoms:
Qpod = Qreal – Qmodel = Qreal – (Qmodel’ + ∆Q) = (Qreal – Qmodel’) – ∆Q = Qpod’ – ∆Q 
– ∆Q= Qpod – Qpod’
For  pod (i.e. the MM atoms) this is done only once, i.e. for the starting geometry 
during the initial set up stage and, as stated above, these charges do not change any 
more. This charge redistribution process may be accomplished according to different 
strategies  since  the  choice  is  not  unique (mostly depending by the system under 
study). Here, we can draw some general guidelines on the basis of our experience. 
When studying an enzymatic system the procedure is quite complex, because all the 
residues have a net charge. In this case, –  ∆Q  is equally redistributed only on the 
MM atoms of  pod belonging  to  the  residues  crossed by the  boundary line  (thus 
leaving a net charge on ach one) and these new atomic point charges of pod will not 
change anymore during QM/MM calculations (i.e. we don’t use a polarizable force 
field); then, emb is generated from pod at each step (see Figure 4.4), to be included in 
the QM calculation according to the Electrostaic Embedding scheme2.
Another crucial point is how to handle charges in the QM region. In many cases the 
charges of this region are not correctly parameterized in the adopted force field, or 
they are completely unavailable. In these cases it is necessary to get a guess of the 
charges to perform the first calculation step and different approaches are possible for 
accomplishing this task; for example, we found that computing the wave function of 
model-H at the AM1-BCC105,104 (or a low ab initio) level gives a good starting point. 
Anyway, during the QM/MM calculation, the wave function of model-H is computed 
at  the  higher  level  (including  the  effect  of  the  Electrostatic  Embedding)  and  its 
charges reevaluated. Thus, according to the flowchart of our code (Scheme 1), at the 
end of each cycle the complete set of charges of real is reassembled using for model 
the  charges  computed  at  the  high  QM  level.  It  is  worth  repeating  that,  QM 
calculations  are  performed  on  model-H and  the  obtained  charge  includes  H link 
atoms. According to the procedure described above, at every cycle we redistribute 
the charges of the H link atoms (∆Q) on the model (QM) atoms. Thus, by adopting 
all these precautions, the total charge of the system (Qreal) is preserved, as well as the 
total charge of model (Qmodel = Qmodel-H) and pod (Qpod). The atomic point charges of 
pod are preserved all over the QM/MM calculations, while the charges of model do 
change at every step, according to the computed QM electronic distribution.
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CASPT2 Complete Active Space Second order Perturbation
CASSCF Complete Active Space Self Consistent Field
CI Configuration Interaction or Conical Intersection
COBRAM COmputational BRidge between Ab initio and Molecular mechanic
FC Franck Condon






LCAO Linear Combination of Atomic Orbitals





PES Potential Energy Surfaces
PSB Protonated Schiff base
QM Quantum Mechanic
QM/MM Quantum Mechanic/Molecular Mechanic
RASSCF Restricted Active Space Self Consistent Field
SO Second Order
TS Transition State
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