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Abstract
In this paper, we consider the Le´vy-Feller fractional diffusion equation, which is
obtained from the standard diffusion equation by replacing the second-order space
derivative with a Riesz-Feller derivative of order α ∈ (0, 2](α 6= 1) and skewness θ
( | θ |≤ min{α, 2 − α} ). We construct two new discrete schemes of the Cauchy
problem for the above equation with 0 < α < 1 and 1 < α ≤ 2, respectively.
We investigate their probabilistic interpretation and the domain of attraction of
the corresponding stable Le´vy distribution. Furthermore, we present a numerical
analysis for the Le´vy-Feller fractional diffusion equation with 1 < α < 2 in a
bounded spatial domain. Finally, we present a numerical example to evaluate our
theoretical analysis.
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1 Introduction
It is well known that the fundamental solution (or Green function) of the
Cauchy problem for the standard diffusion equation
∂u(x, t)
∂t
=
∂2u(x, t)
∂x2
, (x ∈ R, t > 0)
provides the probability density function for the Gaussian or normal distri-
bution, whose variance is proportional to time. The common numerical ap-
proach for this equation is based on the finite-difference method, which can be
interpreted as a discrete Markovian random walk model for Brownian motion
[12,36]. In recent years, the phenomenon of anomalous diffusion has been found
in many applications [5,11,14,29]. Evolution equations containing fractional
derivatives provide suitable mathematical models for describing anomalous
diffusion and transport dynamics in complex systems [3–9,26]. We especially
refer to [27,28] for many applications and related references in this field.
Replacing the second-order space derivative by a Riesz-Feller derivative Dαθ
with order α ∈ (0, 2] (α 6= 1) and skewness θ (| θ |≤ min{α, 2− α}) [1,4] and
the first-order time derivative by a Caputo derivative Dβt with order β ∈ (0, 1],
the standard diffusion equation becomes the space-time fractional diffusion
equation
Dβt u(x, t) = D
α
θ u(x, t). (1)
Such evolution equation implies a fractional Fick’s law which accounts for
spatial and temporal non-locality. Mainardi et al. [23] considered the funda-
mental solution for the Cauchy problem with respect to its scaling and simi-
larity properties by various integral transforms and derived explicit formulae
which enable to plot the spatial probability densities for different values of
the relevant parameters α, θ, β. Gorenflo et al. [5–9] considered the numerical
approximation for the following cases: (1) β = 1, α ∈ (0, 2] (α 6= 1), θ = 0,
(2) β = 1, α ∈ (0, 2] (α 6= 1), | θ |≤ min{α, 2−α}, (3) α = 2, β ∈ (0, 1], θ =
0, and (4) α ∈ (0, 2] (α 6= 1), β ∈ (0, 1], θ = 0, respectively. In the above-
mentioned papers the authors discretized the space and/or time fractional
derivatives by the series expansion form of the Gru¨nwald-Letnikov fractional
derivatives [13,30,32]. The corresponding discrete difference schemes were in-
terpreted by Tenreiro Machado [35] as discrete random walk models in space
and/or time. In addition, we especially refer to Gorenflo et al. [7], in which
the authors further proved convergence in distribution of the discrete solution
towards the probability law of the process. Recently, Krepysheva et al. [15]
studied the diffusive limit of continuous time random walks, generalizing Le´vy
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flights in a semi-infinite medium limited by a reflective barrier, and found that
the walker’s concentration satisfies the space-time fractional diffusion equation
(1) with θ = 0. They subsequently [16] analyzed the evolution of particles per-
forming symmetric Le´vy flights in a semi-infinite medium with respect to a
fluid moving at uniform speed v and obtained a macroscopic space-fractional
advection-diffusion equation.
Many authors discussed the numerical solution of fractional differential equa-
tions. Liu et al. [18,19] proposed a computational effective method of lines.
They transformed the space fractional partial differential equation into a
system of ordinary differential equations that was then solved using back-
ward differentiation formulas. Meerschaert and Tadjeran [24] developed fi-
nite difference approximations for fractional advection-dispersion flow equa-
tions. Meerschaert et al. [25] derived practical numerical methods to solve
two-dimensional fractional dispersion equations with variable coefficients on
a finite domain and obtain the first order accuracy in space and time. Roop
[31] investigated the computational aspects of finite-element approximation
of fractional advection dispersion equation using continuous piecewise poly-
nomial basis functions on a regular triangulation of the bounded domain in
R2. Shen and Liu [33] discussed error analysis of an explicit finite difference
approximation for the space fractional diffusion with insulated ends. Liu el
al. [20] studied a discrete non-Markovian random walk approximation for the
time fractional equation. Zhuang and Liu [37] analyzed an implicit difference
approximation for the time fractional diffusion equation, and discussed the
stability and convergence of the method. Liu et al. [21] discussed an approx-
imation of the Le´vy-Feller advection-dispersion process by a random walk
and finite difference method. Liu et al. [22] also investigated the stability and
convergence of the difference methods for the space-time fractional advection-
diffusion equation.
In this paper we consider the case α ∈ (0, 2] (α 6= 1) and β = 1. The case
β ∈ (0, 1) will be discussed in subsequent work. In contrast to Gorenflo et
al. [7], there are differences in two aspects. Firstly, we construct new discrete
schemes for Le´vy-Feller diffusion, which can avoid the computation of bino-
mial coefficients [7]. Secondly, for the case 1 < α < 2, we provide a numerical
analysis of the above approximation in a bounded spatial domain with ab-
sorbing boundary conditions. The paper is arranged as follows. In Section 2,
the Cauchy problem for the Le´vy-Feller fractional diffusion equation is dis-
cretized. Two difference schemes for the cases 0 < α < 1 and 1 < α ≤ 2 are
then provided. In Section 3, the two difference schemes obtained in Section
2 are interpreted as redistribution schemes (or random walk models) under
some conditions. Furthermore, by a properly scaled relation between spatial
and time steps, we prove weak convergence of the discrete solution towards
the probability law of the process. Section 4 presents, in the case 1 < α < 2, a
numerical analysis of the discrete approximation for the Le´vy-Feller diffusion
3
equation in a bounded spatial domain with absorbing boundary conditions.
We provide a numerical example in Section 5 to illustrate the applicability and
quality of our discrete approximation and draw some conclusions in Section 6.
2 Discretization in space and time
In this section we will construct two discrete schemes for the following Le´vy-
Feller diffusion equation:

∂u(x,t)
∂t
= Dαθ u(x, t), 0 < α ≤ 2(α 6= 1), x ∈ R, t > 0,
u(x, 0) = f(x), x ∈ R, f ∈ L1(R),
(2)
where Dαθ is the Riesz-Feller potential operator [1,4], which is defined as
Dαθ := −{C+(α, θ)−∞Dαx + C−(α, θ)xDα+∞}, (3)
the operators −∞Dαx and xD
α
+∞ ( m− 1 < α < m,m ∈ N) being the left and
right Riemann-Liouville derivatives with a→ −∞ and b→∞ at point x for
all x ∈ [a, b], respectively [13,30,32]:
 (aD
α
xϕ)(x) =
1
Γ(m−α)
dm
dxm
∫ x
a (x− τ)m−α−1ϕ(τ)dτ, a < x,
(xD
α
b ϕ)(x) =
(−1)m
Γ(m−α)
dm
dxm
∫ b
x(τ − x)m−α−1ϕ(τ)dτ, x < b,
(4)
and for 0 < α ≤ 2 (α 6= 1), the coefficients
C+ = C+(α; θ) =
sin(pi
2
(α−θ))
sin(αpi)
, C− = C−(α; θ) =
sin(pi
2
(α+θ))
sin(αpi)
,
| θ |≤
α, 0 < α < 1,2− α, 1 < α ≤ 2.
We assume that the function ϕ(x) ∈ Cm(R) andm−1 < α < m (m ∈ N); then
the Riemann-Liouville derivatives (4) can be transformed into the following
forms [13,30,32]:
aD
α
xϕ(x) =
m−1∑
k=0
ϕ(k)(a)(x− a)k−α
Γ(k + 1− α) +
1
Γ(m− α)
∫ x
a
ϕ(m)(τ)dτ
(x− τ)1+α−m (5)
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and
xD
α
b ϕ(x) =
m−1∑
k=0
(−1)kϕ
(k)(b)(b− x)k−α
Γ(k + 1− α) +
(−1)m
Γ(m− α)
∫ b
x
ϕ(m)(τ)dτ
(τ − x)1+α−m . (6)
We use the finite difference method to discretize the spatial variable x and
time variable t by grid points xk = kh and instants tn = nτ with h > 0, τ >
0, k ∈ Z, n ∈ N0 and denote unk = u(xk, tn). This technique has been used to
simulate the fractional Fokker-Planck equation [18,19].
I) Case (a): 0 < α < 1 and | θ |≤ α
With a→ −∞, b→ +∞ and m = 1 in (5) and (6) we get
−∞Dαxϕ(x) =
1
Γ(1− α)
∫ x
−∞
(x− ξ)−αϕ′(ξ)dξ
=
1
Γ(1− α)
∫ +∞
0
ϕ
′
(x− r)
rα
dr =
1
Γ(1− α)
+∞∑
k=0
∫ (k+1)h
kh
ϕ
′
(x− r)
rα
dr
≈ h
−α
Γ(2− α)
+∞∑
k=0
[ϕ(x− kh)− ϕ(x− (k + 1)h)][(k + 1)1−α − k1−α],
xD
α
+∞ϕ(x) = −
1
Γ(1− α)
∫ +∞
x
(ξ − x)−αϕ′(ξ)dξ
=− 1
Γ(1− α)
∫ +∞
0
ϕ
′
(x+ r)
rα
dr = − 1
Γ(1− α)
+∞∑
k=0
∫ (k+1)h
kh
ϕ
′
(x+ r)
rα
dr
≈− h
−α
Γ(2− α)
+∞∑
k=0
[ϕ(x+ (k + 1)h)− ϕ(x+ kh)][(k + 1)1−α − k1−α].
Therefore, let u ∈ C1(R) with respect to the spatial variable x and take
x = lh, then Eq. (2) can be approximated by the following explicit difference
scheme:
un+1l − unl
τ
=
h−α
Γ(2− α)
{
−C+
+∞∑
k=0
(unl−k − unl−k−1) + C−
+∞∑
k=0
(unl+k+1 − unl+k)
}
×[(k + 1)1−α − k1−α].
With µ = τh−α and a
k
= (k+ 1)1−α− k1−α(k ≥ 0) the above formula can be
rewritten as
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un+1l =
+∞∑
k=−∞
q
k
un
l−k , (7)
where

q0 = 1− µΓ(2−α)(C+ + C−),
q
k
= µ
Γ(2−α)C+(ak−1 − ak), k ∈ N,
q−k =
µ
Γ(2−α)C−(ak−1 − ak), k ∈ N.
(8)
II) Case (b):1 < α ≤ 2 and | θ |≤ 2− α
With a→ −∞, b→ +∞ and m = 2 in (5) and (6) we get
−∞Dαxϕ(x) =
1
Γ(2− α)
∫ x
−∞
(x− ξ)1−αϕ′′(ξ)dξ
=
1
Γ(2− α)
∫ +∞
0
ϕ
′′
(x− r)
rα−1
dr =
1
Γ(2− α)
+∞∑
k=0
∫ (k+1)h
kh
ϕ
′′
(x− r)
rα−1
dr
≈ h
−α
Γ(3− α)
+∞∑
j=0
[ϕ(x− (k − 1)h)− 2ϕ(x− kh) + ϕ(x− (k + 1)h)]
×[(k + 1)2−α − k2−α],
xD
α
+∞ϕ(x) =
1
Γ(2− α)
∫ +∞
x
(ξ − x)1−αϕ′′(ξ)dξ
=
1
Γ(2− α)
∫ +∞
0
ϕ
′′
(x+ r)
rα−1
dr =
1
Γ(2− α)
+∞∑
k=0
∫ (k+1)h
kh
ϕ
′′
(x+ r)
rα−1
dr
≈ h
−α
Γ(3− α)
+∞∑
k=0
[ϕ(x+ (k + 1)h)− 2ϕ(x+ kh) + ϕ(x+ (k − 1)h)]
×[(k + 1)2−α − k2−α].
Similarly, if u ∈ C2(R) with respect to the spatial variable x, Eq. (2) can be
approximated by the following explicit difference scheme:
un+1l − unl
τ
=
−h−α
Γ(3− α)
{
C+
+∞∑
k=0
(unl−k+1 − 2unl−k + unl−k−1)
+C−
+∞∑
k=0
(unl+k+1 − 2unl+k + unl+k−1)
}
× [(k + 1)2−α − k2−α].
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With bk = (k + 1)
2−α − k2−α(k ≥ 0) and c
k
= bk+1 − 2bk + bk−1(k ≥ 2) the
above formula can be rewritten as
un+1l =
+∞∑
k=−∞
q
k
unl−k, (9)
where

q0 = 1− µΓ(3−α)(C+ + C−)(b1 − 2),
q1 = − µΓ(3−α) [C+(1− 2b1 + b2) + C−],
q−1 = − µΓ(3−α) [C+ + C−(1− 2b1 + b2)],
q
k
= − µ
Γ(3−α)C+ck , k ≥ 2,
q−k = − µΓ(3−α)C−ck , k ≥ 2.
(10)
Remark 1Using power series expansion, it is seen that a
k−1−ak ∼ 2αk−α−1(0 <
α < 1) and c
k
∼ (2
3
α3 + 8α2 + 4
3
α)k−α−1(1 < α ≤ 2). Hence a
k−1 − ak and ck
decay to 0 as k →∞.
3 Probability interpretation and domain of attraction
3.1 Probability interpretation
Let Y be a random variable assuming its values in Z, P (Y = k) = p
k
for
k ∈ Z. Furthermore, we define the random variables
Sn = hY1 + hY2 + · · ·+ hYn (n ∈ N) (11)
with the Yk as independent identically distributed random variables which
have the same probability distribution as the random variable Y, and denote
by y
l
(tn) the sojourn probability of the random walker at location xl at instant
tn. We then obtain a redistribution scheme ( or random walk model)
y
l
(tn+1) =
∑
k∈Z
p
k
y
l−k(tn) (l ∈ Z, n ∈ N0) (12)
on the grid {lh | l ∈ Z} starting at point x0 = 0, that is, yl(0) = δl0, the
Kronecker symbol. In (12) p
k
are suitable transfer coefficients, which represent
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the probability of transition from x
l−k to xl (likewise from xl to xl+k). If we
approximate ∫ x
l
+h
2
x
l
−h
2
u(x, tn)dx ≈ hu(xl , tn)
by y
l
(tn), in which case yl(tn) can be considered as masses at grid points
x = x
l
at instants t = tn, then we have the following theorem:
Theorem 1 If
0 < µ ≤

cosαpi
2
cos θpi
2
Γ(2− α), in the case (a),
cosαpi
2
cos θpi
2
Γ(3−α)
22−α−3 , in the case (b),
(13)
taking p
k
= q
k
, then (7) and (9) are equivalent to (12). That is, the explicit
difference schemes (7) and (9) can be interpreted as the random walk model
(12).
Proof. Let g(x) = (x+ 1)a − xa, (0 < a < 1, x > 0); then
g
′
(x) = a[(x+ 1)a−1 − xa−1] < 0, g′′(x) = a(a− 1)[(x+ 1)a−2 − xa−2] > 0.
Thus

1 = a0 > a1 > a2 > · · · > an > · · · > 0,
1 = b0 > b1 > b2 > · · · > bn > · · · > 0,
c
k
> 0, k ≥ 2.
(14)
Moreover, due to the definition of C±, it is seen that
C±
≥ 0 in the case (a),≤ 0 in the case (b), (15)
and
C+ + C− =
cos θpi
2
cosαpi
2
> 0 in the case (a),< 0 in the case (b). (16)
So all p±k = q±k ≥ 0, k ∈ Z in both cases (a) and (b). Furthermore, it is easy
to see that
∑
k∈Z
p
k
= 1 . Multiplying (7) and (9) by the spatial step h the two
finite difference schemes are equivalent to the redistribution scheme (12).
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3.2 Domain of attraction
Denote by pα(x; θ)(x ∈ R) the stable probability density whose characteristic
function [2,7] is
pˆα(κ; θ) = exp(− | κ |α ei(sign κ) θpi2 ) (κ ∈ R),
then
gα(x, t; θ) = t
− 1
αpα(xt
− 1
α ; θ) (x ∈ R, t > 0)
is also a stable probability density. We present below a proof in the spirit of
random walks. When n → +∞, we will show that the discrete distribution
of the sojourn probabilities y
j
(tn)(j ∈ z) with initial condition yj(0) = δj0
converges completely to the probability distribution with density
gα(x, t; θ) = t
− 1
αpα(xt
− 1
α ; θ) (x ∈ R)
for fixed t = nτ > 0. The needed definitions and a lemma [7,17] are listed in
the Appendix.
Using the residue theorem ([10], p. 343), the following results can be obtained:
Proposition 1 For a ∈ (0, 1) and κ ∈ R,
(1)
∫ ∞
0
eiκr
ra
dr = (−iκ)a−1Γ(1− a), (17)
(2)
∫ ∞
0
e−iκr
ra
dr = (iκ)a−1Γ(1− a). (18)
Theorem 2 Let Sn(t) be given by (11) and Yj, j = 1, 2, · · · have the common
probability distribution function of the random variable Y with P (Y = k) =
pk, k ∈ Z and pk = qk given by (8) and (10) respectively. With t > 0 let S(t) be
the random variable with probability density gα(x, t; θ). Then the distribution
function of Sn is attracted to the distribution function of S(t).
Proof. Using the scaling relation µ = τh−α and t = nτ we get
h = (t/(µn))
1
α .
Then
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Sn = (
t
µn
)
1
α{Y1 + Y2 + · · ·+ Yn}. (19)
According to Definitions 4 and 3 in the Appendix, it is sufficient to show that
the distribution function of the random variable Sn(t) converges completely to
the distribution function of the random variable S(t) as n→∞. Furthermore,
it is seen that gˆα(κ, t; θ) = exp(−t | κ |α ei(sign κ) θpi2 ) is continuous at κ = 0;
then in view of Lemma 1 in the Appendix it only remains to prove that the
characteristic function of the sojourn probabilities yj(tn), namely the function
yˆ(κ, t;h) =
∑
j∈Z
yj(tn)e
ijκh, (20)
with tn = t, tends to gˆα(κ, t; θ) for all κ ∈ R as h→ 0.
We denote the transition probabilities and the sojourn probabilities by the
generating functions
p˜(z, h) =
∑
j∈Z
pjz
jh and y˜(z, tn;h) =
∑
j∈Z
yj(tn)z
jh, (21)
respectively. From the discrete convolution (12) we deduce that
y˜(z, tn;h)=
∑
j∈Z
yj(tn)z
jh =
∑
j∈Z
zjh(
∑
k1∈Z
p
k1
yj−k1(tn−1))
=
∑
k1∈Z
p
k1
zk1h
∑
j∈Z
yj−k1(tn−1)z
(j−k1)h

= y˜(z, tn−1;h)p˜(z, h) = · · · = y˜(z, 0;h)(p˜(z, h))n.
Moreover, the special initial condition y
j
(0) = δj0 (j ∈ Z) gives y˜(z, 0;h) ≡ 1.
Hence
y˜(z, tn;h) = (p˜(z, h))
n. (22)
In the case (a),
p˜(z, h)=
∑
j∈Z
p
j
zjh = 1− µ
Γ(2− α)(C+ + C−)
+
µ
Γ(2− α)
C+
∞∑
j=1
(aj−1 − aj)zjh + C−
∞∑
j=1
(aj−1 − aj)z−jh
 .
On | z |= 1,
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lim
n→∞
n∑
j=1
| (aj−1 − aj)z±jh |= lim
n→∞
n∑
j=1
(aj−1 − aj) = lim
n→∞(a0 − an)
= lim
n→∞[1− (n+ 1)
1−α + n1−α] = 1.
Hence the series
∞∑
j=1
(aj−1 − aj)z±jh is absolutely and uniformly convergent on
the circle | z |= 1 . We rewrite p˜(z, h) in a Taylor series expansion as
p˜(z, h)
= 1 +
µ
Γ(2− α)
C+
∞∑
j=0
(z(j+1)h − zjh)aj + C−
∞∑
j=0
(z−(j+1)h − z−jh)aj

=1 +
(1− α)µhα
Γ(2− α)
C+
∞∑
j=0
∫ (j+1)h
jh
z(j+1)h − zjh
h
dr
rα
−C−
∞∑
j=0
∫ (j+1)h
jh
z−jh − z−(j+1)h
h
dr
rα

=1 +
µhα
Γ(1− α)
C+
∞∑
j=0
∫ (j+1)h
jh
[zrlnz + zr(lnz)2O(h)]
dr
rα
−C−
∞∑
j=0
∫ (j+1)h
jh
[z−rlnz + z−r(lnz)2O(h)]
dr
rα

=1 +
µhα
Γ(1− α) [lnz + (lnz)
2O(h)]
{
C+
∫ ∞
0
zr
rα
dr − C−
∫ ∞
0
z−r
rα
dr
}
.
In view of the formulae (17) and (18) with a = α we have
p˜(eiκ, h)= 1 +
µhα
Γ(1− α) [(iκ) + (iκ)
2O(h)]
×
{
C+(−iκ)α−1Γ(1− α)− C−(iκ)α−1Γ(1− α)
}
=1− µhα
{
C+ | κ |α e−ipiα2 signκ + C− | κ |α eipiα2 signκ +O(h)
}
=1− µhα | κ |α
{
C+e
−ipiα
2
signκ + C−ei
piα
2
signκ
}
+ µ ·O(hα+1)
= 1− µhα | κ |α
{
sin(pi
2
(α− θ))
sin(αpi)
e−i
piα
2
signκ
+
sin(pi
2
(α+ θ))
sin(αpi)
ei
piα
2
signκ
}
+ µ ·O(hα+1)
= 1− µhα | κ |α 1
2isin(αpi)
{
(ei
pi
2
(α−θ) − e−ipi2 (α−θ))e−ipiα2 signκ
+(ei
pi
2
(α+θ) − e−ipi2 (α+θ))eipiα2 signκ
}
+ µ ·O(hα+1)
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= 1− µhα | κ |α eipiθ2 signκ + µ ·O(hα+1).
When h→ 0, we get
log yˆ(κ, t;h)∼− t
µhα
{
µhα | κ |α eipiθ2 signκ + µ ·O(hα+1)
}
=−t | κ |α eipiθ2 signκ +O(h).
Therefore,
lim
h→0
yˆ(κ, t;h) = exp
{
−t | κ |α eipiθ2 signκ
}
. (23)
In the case (b),
p˜(z, h) =
∑
j∈Z
p
j
zjh = 1− µ
Γ(3− α)(C+ + C−)(b1 − 2)
− µ
Γ(3− α)
C+
∞∑
j=2
cjz
jh + (C+(1− 2b1 + b2) + C−)zh
+(C+ + C−(1− 2b1 + b2))z−h + C−
+∞∑
j=2
cjz
−jh
 .
On | z |= 1,
lim
n→∞
n∑
j=2
| cjz±jh |= lim
n→∞
n∑
j=2
cj = lim
n→∞(b1 − b2 + bn+1 − bn) = b1 − b2.
Hence the series
∞∑
j=2
cjz
±jh is absolutely and uniformly convergent on the circle
| z |= 1. We then rewrite p˜(z, h) in a Taylor series expansion as
p˜(z, h)
= 1− µ
Γ(3− α)
C+
∞∑
j=0
(z(j−1)h − 2zjh + z(j+1)h)bj
+C−
∞∑
j=0
(z−(j+1)h − 2z−jh + z−(j−1)h)bj

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=1− (2− α)µh
α
Γ(3− α)
C+
∞∑
j=0
∫ (j+1)h
jh
z(j−1)h − 2zjh + z(j+1)h
h2
dr
rα−1
+C−
∞∑
j=0
∫ (j+1)h
jh
z−(j+1)h − 2z−jh + z−(j−1)h
h2
dr
rα−1

=1− µh
α
Γ(2− α)
C+
∞∑
j=0
∫ (j+1)h
jh
[zr(lnz)2 + zr(lnz)3O(h)]
dr
rα−1
+C−
∞∑
j=0
∫ (j+1)h
jh
[z−r(lnz)2 + z−r(lnz)3O(h)]
dr
rα−1

=1− µh
α
Γ(2− α) [(lnz)
2 + (lnz)3O(h)]
{
C+
∫ ∞
0
zr
rα−1
dr + C−
∫ ∞
0
z−r
rα−1
dr
}
.
Using the formulae (17) and (18) with a = α− 1 we have
p˜(eiκ, h)
= 1− µh
α
Γ(2− α) [(iκ)
2 + (iκ)3O(h)]
×
{
C+(−iκ)α−2Γ(2− α) + C−(iκ)α−2Γ(2− α)
}
=1− µhα
{
C+ | κ |α e−ipiα2 signκ + C− | κ |α eipiα2 signκ +O(h)
}
=1− µhα | κ |α eipiθ2 signκ + µ ·O(hα+1).
When h→ 0, we get
log yˆ(κ, t;h)∼− t
µhα
{
µhα | κ |α eipiθ2 signκ + µ ·O(hα+1)
}
=−t | κ |α eipiθ2 signκ +O(h).
Therefore,
lim
h→0
yˆ(κ, t;h) = exp
{
−t | κ |α eipiθ2 signκ
}
. (24)
It is instructive to present the special case α = 2 and θ = 0 (the standard
diffusion). In this case,
un+1j − unj =
τ
h2
[unj+1 − 2unj + unj−1],
so
p˜(z, h) =
∑
j∈Z
p
j
zjh = 1 + µ(z−h − 2 + zh) (µ = τ
h2
),
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p˜(eiκ, h) = 1 + µ(e−iκh − 2 + eiκh) = 1− 4µsin2κh
2
.
Therefore, (p˜(eiκ, h))
t
µh2 −→ exp(−tκ2) as h −→ 0.
4 Stability and convergence of the numerical approximation
In Mainardi et al. [23] the fundamental solution for the problem (2) was ex-
pressed as the convolution of the Green function and initial condition. This
entails some difficulty in its computation. In this section we consider the sta-
bility and convergence of the numerical discrete scheme for Eq. (2) in the
L1-norm only for 1 < α < 2, which is useful for application. In view of Re-
mark 1 and practical significance, we suppose u(x, t) = 0 for x ∈ R\[0, L]
in Eq. (2). To maintain the continuity of the function u(x, t) we assume the
absorbing boundary conditions, i.e.

∂u(x,t)
∂t
= Dαθ u(x, t), 1 < α < 2, 0 < x < L, t > 0,
u(x, 0) = f(x), 0 ≤ x ≤ L,
u(0, t) = u(L, t) = 0, t > 0.
(25)
Let us suppose u ∈ C2(a, b) with respect to the spatial variable x. Taking
a = 0, b = L and m = 2 in (5) and (6) the first formula of equation (25) can
be represented as
∂u(x, t)
∂t
=−
{
C+
[
u(0, t)x−α
Γ(1− α) +
u
′
(0, t)x1−α
Γ(2− α) +
1
Γ(2− α)
∫ x
0
u
′′
(r, t)
(x− r)α−1dr
]
+C−
[
u(L, t)(L− x)−α
Γ(1− α) −
u
′
(L, t)(L− x)1−α
Γ(2− α)
]
+C−
[
1
Γ(2− α)
∫ L
x
u
′′
(r, t)
(r − x)α−1dr
]}
.
Let τ and h be the time step and the spatial step respectively, tn = nτ, N =
L/h, xj = jh, and the variable x = lh. By the numerical technique presented
in Liu et al. [18,19] the problem (25) can be approximated by the following
explicit discrete scheme (EDS):
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
un+1
l
−unl
τ
= − h−α
Γ(3−α)
{
(2− α)C+ u
n
1
lα−1
+C+
l−1∑
j=0
(unl−j−1 − 2unl−j + unl−j+1)bj + (2− α)C− u
n
N−1
(N−l)α−1
+C−
N−l−1∑
j=0
(unl+j+1 − 2unl+j + unl+j−1)bj
}
, l = 1, · · · , N − 1,
u0l = fl, l = 0, 1, · · · , N,
un0 = u
n
N
= 0, n = 0, 1, 2, · · · ,
(26)
with bj = (j + 1)
2−α − j2−α and fl = f(lh), which can be written in matrix
form as
Un+1 = BUn, (27)
where the coefficient matrix B = (bij)(N−1)×(N−1) with
bij =

− µ
Γ(3−α) [C+(b0 − 2b1 + b2) + C−], j = i− 1,
1− µ
Γ(3−α)(C+ + C−)(b1 − 2), j = i,
− µ
Γ(3−α) [C+ + C−(b0 − 2b1 + b2)], j = i+ 1, 2 ≤ j ≤ N − 2,
− µ
Γ(3−α)C+ci−j , j ≤ i− 2,
− µ
Γ(3−α)C−cj−i , j ≥ i+ 2,
and
b11 = 1− µΓ(3−α) [C+(2− α)− 2(C+ + C−) + b1C−],
b21 = − µΓ(3−α) [(2− α)C+21−α + (C+ + C−)− 2C+b1],
bi1 = − µΓ(3−α) [(2− α)C+i1−α + C+bi−2 − 2C+bi−1], (i > 2),
bN−1,N−1 = 1− µΓ(3−α) [C−(2− α)− 2(C+ + C−) + b1C+],
bN−2,N−1 = − µΓ(3−α) [(2− α)C−21−α + (C+ + C−)− 2C−b1],
bi,N−1 = − µΓ(3−α)
× [(2− α)C−(N − i)1−α + C−bN−i−2 − 2C−bN−i−1], (i < N − 2).
Proposition 2 (i) Let f(x) = 22−x + x− 3, g(x) = 22−x − 23−x − x21−x + 3;
then f(x) ≤ 0 and g(x) ≥ 0 for 1 < x ≤ 2 .
(ii) (2− α)(x+ 1)1−α ≤ (x+ 1)2−α − x2−α ≤ (2− α)x1−α(1 < α ≤ 2, x > 0).
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Proof. (i) Since f
′′
(x) = 22−x(ln2)2 > 0 (1 < x ≤ 2) and f(1) = f(2) = 0,
then f(x) ≤ 0. Also,
g
′
(x) = 21−x[(2 + x)ln2− 1] > 0(1 < x ≤ 2), so g(x) ≥ g(1) = 0.
(ii) Let h(x) = x2−α, then by Lagrange’s mean value theorem,
h(x+ 1)− h(x) = h′(ξ) = (2− α)ξ1−α, ξ ∈ (x, x+ 1).
Moreover,
(2− α)(x+ 1)1−α < (2− α)ξ1−α < (2− α)x1−α,
so the result (ii) is valid.
Theorem 3 The difference scheme (26) is stable under the condition (13),
i.e., µ ≤ cos(αpi2 )
cos( θpi
2
)
Γ(3−α)
22−α−3 .
Proof. According to the condition (13) we know bii ≥ 0 (2 ≤ i ≤ N − 2). In
view of Proposition 2 and the formula (15) we have
(C++C−)(b1−2)− [C+(2−α)−2(C++C−)+ b1C−] = C+(22−α+α−3) ≥ 0,
(C++C−)(b1−2)− [C−(2−α)−2(C++C−)+ b1C+] = C−(22−α+α−3) ≥ 0.
Then b11 ≥ 0 and bN−1,N−1 ≥ 0 under the condition (13). Furthermore,
(2− α)C+21−α + (C+ + C−)− 2C+b1
=C+(2
2−α − 23−α − α21−α + 3) + C− ≤ 0,
(2− α)C−21−α + (C+ + C−)− 2C−b1
=C−(22−α − 23−α − α21−α + 3) + C+ ≤ 0,
(2− α)C+i1−α + C+bi−2 − 2C+bi−1
=C+[(2− α)i1−α − bi] + C+ci−1 ≤ 0,
(2− α)C−(N − i)1−α + C−bN−i−2 − 2C−bN−i−1
=C−[(2− α)(N − i)1−α − bN−i] + C−cN−i−1 ≤ 0.
Thus b21 ≥ 0, bN−2,N−1 ≥ 0, bi1 ≥ 0 (i > 2), bi,N−1 ≥ 0 (i < N − 2).
So all the elements in the matrix B are nonnegative under the condition (13).
By Proposition 2 (ii), and formulae (14) and (15) we get
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N−1∑
i=1
| bi1 |= 1− µ
Γ(3− α)
{
N−1∑
i=2
C+[(2− α)i1−α − bi−1]
−C+bN−2 + C+(1− α) + C−(b1 − 1)} ≤ 1,
N−1∑
i=1
| bi,N−1 |= 1− µ
Γ(3− α)
{
N−2∑
i=1
C−[(2− α)(N − i)1−α − bN−i−1]
−C−bN−2 + C−(1− α) + C+(b1 − 1)} ≤ 1,
and for arbitrary j : 2 ≤ j ≤ N − 2,
N−1∑
i=1
| b
ij
|= 1− µ
Γ(3− α) [C−(bj − bj−1) + C+(bN−j − bN−j−1)] ≤ 1.
Hence
‖ B ‖1= max
1≤j≤N−1
N−1∑
i=1
| bij |≤ 1.
According to ([34] p. 48), the difference scheme (26) is stable under the con-
dition (13).
Proposition 3 Let
0D˜
α
xu(x, t) =
h−α
Γ(3− α)
l−1∑
j=0
bj[ul−j−1 − 2ul−j + ul−j+1],
0D̂
α
xu(x, t) =
1
Γ(2− α)
l−1∑
j=0
∫ (j+1)h
jh
r1−α
∂2u(x− r, t)
∂r2
dr.
Then
0D˜
α
xu(x, t) =0 D̂
α
xu(x, t) +O(h).
Proof. According to the standard central difference formula, we have
0D˜
α
xu(x, t) =
h2−α
Γ(3− α)
l−1∑
j=0
bj[
∂2u(x− jh, t)
∂r2
+O(h2)].
Moreover,
l−1∑
j=0
bj = l
2−α, x = lh,
0D˜
α
xu(x, t) =
h2−α
Γ(3− α)
l−1∑
j=0
bj
∂2u(x− jh, t)
∂r2
+
x2−α
Γ(3− α) ·O(h
2). (28)
By the integral mean value theorem we can get
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0D̂
α
xu(x, t)=
1
Γ(2− α)
l−1∑
j=0
∫ (j+1)h
jh
r1−α
∂2u(x− r, t)
∂r2
dr
=
h2−α
Γ(3− α)
l−1∑
j=0
bj
∂2u(x− ξj, t)
∂r2
, (29)
where ξj ∈ [jh, (j+1)h]. Combining formulae (28)-(29) and Taylor’s theorem,
we have
0D˜
α
xu(x, t) = 0D̂
α
xu(x, t) +O(h).
Remark 2 Similar to the proof of Proposition 3, we get
xD˜
α
Lu(x, t) = xD̂
α
Lu(x, t) +O(h).
Theorem 4 The difference scheme (26) is also convergent under the condition
(13).
Proof. Let
Lu=
∂u(x, t)
∂t
−Dαθ u(x, t),
Lhu
n
l =
un+1l − unl
τ
+
{
(2− α)C+ u
n
1
lα−1
+C+
l−1∑
j=0
(unl−j−1 − 2unl−j + unl−j+1)bj + (2− α)C−
unN−1
(N − l)α−1
+C−
N−l−1∑
j=0
(unl+j+1 − 2unl+j + unl+j−1)bj
× h−αΓ(3− α) .
By Proposition 3 and Taylor’s theorem, the local truncation error is
Rnl (u) = Lhu(xl, tn)− [Lu]nl = O(τ + h2−α + h),
where [Lu]nl is the value of Lu at the point (lh, nτ). Then the finite differ-
ence equation (26) is consistent with the initial-boundary value problem (25).
Therefore, by Lax’s equivalence theorem ([34], p.72) and Theorem 3 the finite-
difference scheme (26) converges to the problem (25) under the condition (13).
5 Numerical results
To evaluate the above numerical approximation, a comparison with the method
of lines (MoL) is used. The fractional MoL was firstly introduced in Liu et al.
[18,19] to solve the space fractional Fokker-Planck equation and simulate the
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Le´vy motion with α-stable densities. We consider the following Le´vy-Feller
fractional diffusion equation in a bounded domain:

∂u(x,t)
∂t
= Dαθ u(x, t), 0 < x < pi, t > 0,
u(x, 0) = sin(x), 0 ≤ x ≤ pi,
u(0, t) = 0, u(pi, t) = 0, t > 0.
(30)
Take α = 1.8, θ = 0.1, t = 0.3, h = pi
100
, then
cos(αpi
2
)
cos( θpi
2
)
Γ(3−α)
22−α−3 ≈ 0.47756. Table
1 lists the numerical results computed by EDS and MoL for problem (30) with
different µ. From Table 1, it can be seen that the numerical results calculated
by EDS are close to those of MoL when µ satisfies the scaling restriction
(13). However, the numerical results fail when µ does not satisfy the scaling
restriction (13). This confirms our theoretical analysis.
Furthermore, we present three figures with respect to different t, skewness θ
and α to show the characteristics of the diffusion system response. The three
figures show that EDS can be applied to simulate the Le´vy-Feller fractional
diffusion process.
6 Conclusion
In this paper, we propose a numerical approximation for the Cauchy prob-
lem of Le´vy-Feller fractional diffusion equations. We use the finite difference
method to discretize the integro-differential equation. We interpret the dis-
crete schemes in the sense of probability. Using a properly scaled relation
between spatial and time steps, we show that these models converge to a
generalized diffusion process and get a discrete probability distribution that
lies in the domain of attraction of the corresponding stable Le´vy distribution.
Furthermore, for the Le´vy-Feller diffusion with 1 < α < 2 in a bounded spa-
tial domain, we give an analysis of stability and convergence in the L1-norm
which is appropriate in hard numerical analysis. Finally, a numerical example
is given to confirm our theoretical analysis. These techniques can be applied
to solve other kinds of fractional differential equations.
Appendix
Definition 1 Let (Fn) be a sequence of uniformly bounded, non-decreasing
right-continuous functions defined on R. We say that Fn converges weakly to a
bounded non-decreasing right-continuous function F on R if Fn(x) −→ F (x)
at all continuity points of F . In this case we write Fn(x)
w−→ F (x).
19
Table 1
Comparison of the numerical results calculated by EDS (26) and by MoL for different
µ with α = 1.8, θ = 0.1, t = 0.3 and h = pi100 .
(X,0.3) µ=0.47671(EDS) MoL µ=0.50714(EDS)
0.0000 0.00000000 0.00000000 0.00000000
0.3142 0.27869257 0.26143723 -3672.67415956
0.6283 0.48476971 0.47568279 -2211.05459631
0.9425 0.63776549 0.63334388 -918.82591258
1.2566 0.72967369 0.72762476 -1315.05730484
1.5708 0.75317483 0.75216481 -3808.94500127
1.8850 0.70628921 0.70562670 -8010.83251262
2.1991 0.59404248 0.59336238 -10962.43717730
2.5133 0.42825277 0.42735498 -9246.93736647
2.8274 0.22562007 0.22450162 -4062.57720602
3.1416 0.00000000 0.00000000 0.00000000
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0.6
0.7
0.8
Distance x
u
(x,
t)
t=0.3
t=0.5
t=0.8
t=1.0
Fig. 1. Comparison of the response of the diffusion system at different t with
α = 1.8, θ = 0.1, τ = 0.0009 and h = pi100 .
Definition 2 Let (Fn) be as in Definition 1. Then (Fn) is said to converge
completely to F if (i)Fn(x)
w−→ F (x) and (ii)Fn(∓∞) −→ F (∓∞) as n −→
∞.
In this case we write Fn(x)
c−→ F .
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Fig. 2. Comparison of the characteristics of the diffusion system for different skew-
ness θ with α = 1.5, τ = 0.0009, t = 1.0 and h = pi100 .
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Fig. 3. The influence of the space fractional-order derivative α over the diffusion
system with τ = 0.0001, t = 0.3, θ = 0.1 and h = pi100 .
Lemma 1 (Continuity theorem) Let (Fn) be a sequence of probability distri-
bution functions, and let (ϕn) be the sequence of the corresponding charac-
teristic functions,
ϕn(κ) =
∫ +∞
−∞
eiκxdFn(x) (κ ∈ R).
Then (Fn) converges completely to a probability distribution function F if and
only if ϕn(κ) −→ ϕ(κ) for all κ ∈ R as n −→ ∞, where ϕ(κ) is continuous
at κ = 0. In this case the limit function ϕ is the characteristic function of the
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limit distribution function F :
ϕ(κ) =
∫ +∞
−∞
eiκxdF (x) (κ ∈ R).
Definition 3 In the cases where the functions Fn and F are probability dis-
tribution functions such that Fn(x)
c−→ F , let Xn and X be random variables
corresponding to Fn and F , respectively. Then we say that Xn converges in
law to X .
Definition 4 Let (Xn) be a sequence of independent identically distributed
random variables with common probability distribution function F . Suppose
there exist sequences (an) and (bn) of constants, with bn > 0, such that the
sequence of sums b−1n
n∑
k=1
Xk − an converges in law to some random variable
with probability distribution function G. Then we say that F is attracted to
G. The set of all probability distribution functions attracted to G is called the
domain of attraction of the distribution function G.
Remark A stable probability distribution is characterized by having a domain
of attraction.
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