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A GENERIC MULTIPLICATION IN QUANTISED SCHUR ALGEBRAS
XIUPING SU
Abstract. We define a generic multiplication in quantised Schur algebras and thus obtain
a new algebra structure in the Schur algebras. We prove that via a modified version of the
map from quantum groups to quantised Schur algebras, defined in [1], a subalgebra of this
new algebra is a quotient of the monoid algebra in Hall algebras studied in [10]. We also
prove that the subalgebra of the new algebra gives a geometric realisation of a positive
part of 0-Schur algebras, defined in [4]. Consequently, we obtain a multiplicative basis for
the positive part of 0-Schur algebras.
Introduction
Schur algebras S(n, r) were invented by I. Schur to classify the polynomial representa-
tions of the complex general linear group Gln(C). Quantised Schur algebras Sq(n, r) are
quantum analogues of Schur algebras. Both quantised Schur algebras Sq(n, r) and classical
Schur algebras S(n, r) have applications to the representation theory of Gln over fields of
undescribing characteristics.
In [1] A. A. Beilinson, G. Lusztig and R. MacPherson gave a geometric construction
of quantised enveloping algebras of type A. Among other important results they defined
surjective algebra homomorphisms θ, from the integral form of the quantised enveloping
algebras to certain finite dimensional associative algebras. They first defined a multiplication
of pairs of n-step partial flags in a vector space kr over a finite field k and thus obtained
a finite dimensional associative algebra. They also studied how the structure constants
behave when r increases by a multiple of n. Then, by taking a certain limit they obtained
the quantised enveloping algebras of type A. J. Du remarked in [5] that the finite dimensional
associative algebras studied in [1] are canonicallly isomorphic to the quantised Schur algebras
studied by R. Dipper and G. James in [2].
The aim of this paper is to study a generic version of the multiplication of pairs of
partial flags defined in [1]. By this generic multiplication we get an algebra structure in
the quantised Schur algebras. We prove that a certain subalgebra of this new algebra is
a quotient of the monoid algebra in Hall algebras studied by M. Reineke in [10]. Via a
modified version of the surjective algebra homomorphism θ, defined in [1], we prove that
the subalgebra is isomorphic to a positive part of 0-Schur algebras, studied by S. Donkin in
[4]. Thus we achieve a geometric construction of the positive parts of the 0-Schur algebras.
This paper is organized as follows. In Section 1 we recall definitions and results in [1] on
the multiplication of pairs of partial flags (see also [5, 6]). In Section 2 we recall definitions
and results on the monoid given by generic extensions studied in [10]. In Section 3 we
study a generic version of the multiplication of pairs of partial flags in [1], and prove that
this generic multiplication gives us a new algebra structure in quantised Schur algebras. In
Section 4 we prove results on connection between our new algebras and the monoid algebras
given by generic extensions in [10] and to 0-Schur algebras. We also provide a multiplicative
basis for a positive part of 0-Schur algebras. As a remark, we would like to mention that
this multiplicative basis is related to Lusztig’s canonical basis.
1. q-Schur algebras as quotients of quantised enveloping algebras
In this section we recall some definitions and results from [1] on q-Schur algebras as
quotients of quantised enveloping algebras (see also [5, 6]).
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1.1. q-Schur algebras. Denote by Θr the set of n × n matrices whose entries are non-
negative integers and sum to r. Let V be an r-dimensional vector space over a field k. Let
F be the set of all n-steps flags in V :
V1 ⊆ V2 ⊆ · · · ⊆ Vn = V.
The group GL(V ) acts naturally by change of basis on F . We let GL(V ) act diagonally on
F × F . Let (f, f ′) ∈ F × F , we write
f = V1 ⊆ V2 ⊆ · · · ⊆ Vn = V and f
′ = V ′1 ⊆ V
′
2 ⊆ · · · ⊆ V
′
n = V.
Let V0 = V
′
0 = 0 and define
aij = dim(Vi−1 + Vi ∩ V
′
j )− dim(Vi−1 + Vi ∩ V
′
j−1).
Then the map (f, f ′) 7→ (aij)ij induces a bijection between the set of GL(V )-orbits in F×F
and the set Θr. We denote by OA the GL(V )-orbit in F × F corresponding to the matrix
A ∈ Θr.
Now suppose that k is a finite field with q elements. Let A, A′, A′′ ∈ Θr and let (f1, f2) ∈
OA′′ . Following Proposition 1.1 in [1], there exists a polynomial gA,A′,A′′ = c0+c1q · · ·+cmq
m,
given by
gA,A′,A′′ = |{f ∈ F|(f1, f) ∈ OA, (f, f2) ∈ OA′}|,
where ci are integers that do not depend on q, the cardinality of the field k, and (f1, f2) ∈
OA′′ .
Now recall that the q-Schur algebra Sq(n, r) is the free Z[q, q
−1]-module with basis {eA|A ∈
Θr}, and with an associative multiplication given by
eAeA′ =
∑
A′′∈Θr
gA,A′,A′′eA′′ .
For a matrix A ∈ Θr, denote by ro(A) the vector (
∑
j a1j ,
∑
j a2j , · · · ,
∑
j anj) and by
co(A) the vector (
∑
j aj1,
∑
j aj2, · · · ,
∑
j ajn). By the definition of the multiplication it is
easy to see that
eAeA′ = 0 if co(A) 6= ro(A
′).
Denote by Eij the elementary n×n matrix with 1 at the entry (i, j) and 0 elsewhere. We
recall a lemma, which we will use later, on the multiplication defined above.
Lemma 1.1 ([1]). Assume that 1 ≤ h < n. Let A = (aij) ∈ Θr. Assume that B = (bij) ∈ Θr
such that B − Eh,h+1 is a diagonal matrix and co(B) = ro(A). Then
eBeA =
∑
p:ah+1,p>0
v2
P
j>p ahj
v2(ahp+1) − 1
v2 − 1
eA+Eh,p−Eh+1,p .
1.2. The map θ : UA(gln) → Sv(n, r). Let A = Z[v, v
−1] and v2 = q. Let UA(gln) be the
integral form of the quantised enveloping algebra of the Lie algebra gln. Denote by Sv(n, r)
the algebra A⊗ Sq(n, r). Let
θ : UA(gln)→ Sv(n, r)
be the surjective algebra homomorphism defined by A. A. Beilinson, G. Lusztig and R.
MacPherson in [1]. Through the map θ we can view the Schur algebra Sv(n, r) as a quotient
of the quantised enveloping algebra UA(gln). We are interested in the restriction of θ to the
positive part U+ of UA(gln).
Unless stated otherwise, we let Q be the linearly oriented quiver of type An−1:
Q : 1 // 2 // · · · // n− 1 .
By a well-known result of C. M. Ringel (see [11, 12]), the algebra U+ is isomorphic to the
twisted Ringel-Hall algebra Hq(Q), which is generated by isomorphism classes of simple
kQ-modules via Hall multiplication.
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Denote by Si the simple module of the path algebra kQ associated to vertex i of Q. By
abuse of notation we also denote by M the isomorphism class of a kQ-module M . For
any s ∈ N, denote by Ds the set of diagonal matrices satisfying that the entries are non-
negative integers and that the sum of the entries is s. For a matrix A ∈ Θr, denote by
[A] = v− dimOA+dim pr1(OA)eA, where pr1 is the natural projection to the first component of
F × F . Now the map θ can be defined on the twisted Ringel-Hall algebra as follows:
θ : Hq(Q)→ Sv(n, r), Si 7→
∑
D∈Dr−1
[Ei,i+1 +D].
2. A monoid given by generic extensions
In this section we briefly recall definitions and results on the monoid of generic extensions
in [10], and we let k be an algebraically closed field. Results in this section work for any
Dynkin quiver Q = (Q0, Q1), where Q0 = {1, · · · , n} is the set of vertices of Q and Q1
is the set of arrows of Q. We denote by modkQ and Rep(Q), respectively, the category of
finitely generated left kQ-modules and the category of finite dimensional representations of
Q. We don’t distinguish a representation of Q from the corresponding kQ-module.
Let b ∈ Nn−1. Denote by
Rep(b) = Πi→j∈Q1Homk(k
bi , kbj )
the representation variety of Q, which is an affine space consisting of representations with
dimension vector b. The group GL(b) = ΠiGL(bi) acts on Rep(b) by conjugation and there
is a one-to-one correspondence between GL(b)-orbits in Rep(b) and isomorphism classes
of representations in Rep(b). Denote by E(M,N) the subset of Rep(b), containing points
which are extensions of M by N .
Lemma 2.1 ([10]). The set E(M,N) is an irreducible subset of Rep(b).
Thus there exists a unique open GL(b)-orbit in E(M,N). We say a point in E(M,N) is
generic if it is contained in the open orbit. Generic points in E(M,N) are also called generic
extensions of M by N .
Definition 2.2 ([10]). Let M and N be two isomorphism classes in modkQ. Define a
multiplication
M ∗N = G,
where G is the isomorphism class of the generic points in E(M,N).
Denote by Hq(Q) the Ringel-Hall algebra over Q[q] and by H0(Q) the specialisation of
Hq(Q) at q = 0.
Theorem 2.3 ([10]). (1) M = ({M |M is an isomorphism class in mod kQ}, ∗) is a
monoid.
(2) QM∼= H0(Q) as algebras.
3. A monoid given by a generic multiplication in q-Schur algebras
In this section we define a generic multiplication in the q-Schur algebra Sq(n, r). Via this
multiplication we obtain a new algebra in Sq(n, r). We let k be an algebraically closed field
in this section.
Denote by
Θur = {A ∈ Θr|A is an upper triangular matrix}.
Let A,A′ ∈ Θur , define
E(A,A′) = {(f1, f2) ∈ F × F|∃f such that (f1, f) ∈ OA and (f, f2) ∈ OA′}.
We denote byM(ij) the indecomposable representation of Q with dimension vector
∑j−1
l=i el,
where el is the simple root of Q associated to vertex i, that is, ei is the dimension vector of
the simple module Si. By the module determined by a matrix A ∈ Θ
u
r we mean the module
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⊕
i<j M(ij)
aij . Note that for any (f1, f2) ∈ E(A,A
′), we have f2 is a subflag of f1. Note
also that by omitting the last step of a partial flag f in F , we can view f as a projective
kQ-module and by abuse of notation we still denote the projective module by f . Now for
A ∈ Θur , suppose that (f, h) ∈ OA and that M is the module determined by A. We have a
short exact sequence
0 // h // f // M // 0 ,
that is, h ⊆ f is a projective resolution of M .
Let b ∈ Nn−1 and denote by kb the Q0-graded vector space with k
bi as its i-th homoge-
neous component, where i is a vertex of Q. Denote by Homgr(f, k
b) the set of graded linear
maps between f and kb, where f is a partial flag in F viewed as a Q0-graded vector space
by omitting its last step.
3.1. Relation between generic points in E(A,A′) and in E(M,N). For A,A′ ∈ Θr,
we write A ≤ A′ if OA′ is contained in the Zariski closure of OA. In this case we say
that (f1, f2) ∈ OA degenerates to (f
′
1, f
′
2) ∈ OA′ . Lemma 3.7 in [1] implies the existence
of generic points in E(A,A′), in the sense that the closure of their orbit contains orbits of
all the other points in E(A,A′). That is, there is a unique open orbit in E(A,A′). In this
subsection we will show that there is a nice correspondence between generic points E(A,A′)
and generic points in subset E(M,N), where M and N are the modules determined by A
and A′, respectively.
Let (f1, f2) ∈ F × F with f2 a subflag of f1. Denote by a1 and a2, respectively, the
dimension vectors of the projective modules f1 and f2. Let b = a1 − a2. We define some
sets as follows.
Inj(f2, f1) = {σ ∈ HomkQ(f2, f1)|σ is injective};
S1 = {(σ, η) ∈ Inj(f2, f1)×Homgr(f1, k
b)|η is surjective and ησ = 0};
S ′1 = {(σ, η) ∈ HomkQ(f2, f1)×Homgr(f1, k
b)|η is surjective,
kerη is a kQ-module and ησ = 0};
S2 = {η ∈ Homgr(f1, k
b)|η is surjective and kerη is a kQ-module};
S ′2 = {(M,η) ∈ Rep(b)×Homgr(f1, k
b)|η : f1 →M is a kQ-homomorphism};
InjA,A′(f2, f1) = {σ ∈ Inj(f2, f1)|cok(σ) ∈ E(M,N)},
where M and N are the modules determined by A and A′, respectively.
For convenience we denote by Inj(f2, f1) by S3. We obtain some fibre bundles as follows.
Lemma 3.1 ([8]). The natural projection pi1 : S
′
1 → S2 is a vector bundle.
Lemma 3.2 ([8]). The natural projection pi2 : S1 → S3 is a principal GL(b)-bundle.
Lemma 3.3 ([8]). The natural projection pi3 : S
′
2 → Rep(b) is a vector bundle.
Note that any η ∈ S2 determines a unique module M ∈ Rep(b) and this defines an open
embedding of S2 into S
′
2. So we can view S2 as an open subset of S
′
2.
Lemma 3.4. (1) InjA,A′(f2, f1) = pi2(S1 ∩ pi
−1
1 (S2 ∩ pi
−1
3 (E(M,N)))).
(2) InjA,A′(f2, f1) is irreducible.
Proof. Following the definitions of pi1 and pi3, cokσ ∈ E(M,N) for any (σ, η) ∈ S1∩pi
−1
1 (S2∩
pi−13 (E(M,N))). Therefore σ = pi2((σ, η)) ∈ InjA,A′(f2, f1). On the other hand, suppose that
σ ∈ InjA,A′(f2, f1). Then σ ∈ pi2(S1∩pi
−1
1 (S2∩pi
−1
3 (X))), where X is the module determined
by η for a preimage (σ, η) ∈ pi−12 (σ). This proves (1). Now (2) follows from (1) and Lemmas
3.1-3.3. 
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Let
E ′(A,A′) = {(f1, f) ∈ E(A,A
′)|f ∈ F}.
Define
pi : InjA,A′(f2, f1)→ F ×F , σ 7→ (f1, Imσ),
where Imσ can be viewed as a flag in F with the last step the natural embedding of
Imσ(f1)n−1 into V .
Lemma 3.5. (1) Impi = E ′(A,A′).
(2) E ′(A,A′) is irreducible.
Proof. Let σ ∈ InjA,A′(f2, f1). Then by the following diagram,
f2

// f2
σ

// 0

kerξη //

f1
ξη
//
η

M,

N // cokσ
ξ
// M
where each square commutes and all rows and columns are short exact sequences, we know
that (f1, Imσ) ∈ E
′(A,A′). On the other hand by the definition of E ′(A,A′), for any (f1, f) ∈
E ′(A,A′), the natural embedding f2 ∼= f ⊆ f1 is in InjA,A′(f2, f1). Now the irreducibility of
E ′(A,A′) follows from that of InjA,A′(f2, f1). 
As a consequence of Lemma 3.5 we can see the existence of a unique dense open orbits
in E(A,A′). Indeed, by Lemma 3.5 and the surjective map E ′(A,A′) × GL(r) → E(A,A′),
the set E(A,A′) is irreducible. Since there are only finitely many GL(r)-orbits in E(A,A′),
there exists a unique dense open orbits in E(A,A′).
Definition 3.6. Let OA′′ be the dense open orbit in E(A,A
′). We say that an injection
σ : f ′ → f is generic in InjA,A′(f
′, f) if the pair of flags (f, Imσ) is contained in OA′′ .
Proposition 3.7. Let (σ, η) ∈ S1, (f1, f) ∈ OA′ and (f, f2) ∈ OA′′ . Then σ is generic in
InjA,A′(f2, f1) if and only if the module determined by η is generic in E(M,N), where M
and N are the modules determined by A and A′, respectively.
Proof. Suppose that OA′′ is the dense open orbit in E(A,A
′) and that OX is the dense open
orbit in E(M,N). By Lemmas 3.1-3.3, pi2(S1∩pi
−1
1 (S2∩pi
−1
3 (OX))) is open in InjA,A′(f2, f1).
By Lemma 3.5, pi−1(OA′′ ∩ E
′(A,A′)) is open in InjA,A′(f2, f1). Since InjA,A′(f2, f1) is irre-
ducible, the intersection pi2(S1 ∩ pi
−1
1 (S2 ∩ pi
−1
3 (OX))) ∩ pi
−1(OA′′ ∩ E
′(A,A′)) is non-empty.
Therefore, X is the module determined by A′′. This finishes the proof. 
3.2. A generic multiplication in Sq(n, r). We now define a multiplication, called a
generic multiplication, by
eA ◦ eA′ =
{
eA′′ if E(A,A
′) 6= ∅,
0 otherwise,
where OA′′ is the dense open orbit in E(A,A
′).
Proposition 3.8. Let A, A′, A′′ ∈ Θur . Then (eA ◦ eA′) ◦ eA′′ = eA ◦ (eA′ ◦ eA′′)
Proof. By the definition of the multiplication ◦, we see that (eA ◦eA′)◦eA′′ = 0 implies that
eA ◦ (eA′ ◦ eA′′) = 0 and vice versa. So we may assume that neither of them is zero. Let M ,
N , L be the module determined by A, A′, A′′, respectively. By Lemma 3.1 in [10], we know
that (M ∗N) ∗ L =M ∗ (N ∗ L). Now the proof follows from Proposition 3.7. 
We can now state the main result of this section.
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Theorem 3.9. Q({eA|A ∈ Θ
u
r},+, ◦) is an algebra with unit
∑
D∈Dr
eD.
Proof. We need only to show that
∑
D∈Dr
eD is the unit. Let D be a diagonal matrix
and let (f1, f2) ∈ OD. Then f1 = f2. For any A ∈ Θ
u
r , by the definition of the generic
mulitiplication,
eA ◦
∑
D∈Dr
eD = eA ◦ eC .
where C is the diagnal matrix diag(
∑
j a1j , · · · ,
∑
j anj). Since eAeC =
∑
B gA,C,BeB , where
(f1, f) ∈ OB and gA,C,B = |{f |(f1, f) ∈ OA, (f, f) ∈ OC}|, we see that eAeC = eA. There-
fore eA ◦ eC = eA. Similarly, (
∑
D∈Dr
eD) ◦ eA = eA. Therefore
∑
D∈Dr
eD is the unit. 
We denote the algebra Q({eA|A ∈ Θ
u
r},+, ◦) in Theorem 3.9 by S
+
0 .
4. The algebra S+0 as a quotient and 0-Schur algebras
We have two tasks in this section. We will first prove that a certain subalgebra of S+0 is a
quotient of the monoid algebra defined in Section 2. We will then prove that this subalgebra
gives a geometric realisation of a positive part of 0-Schur algebras.
It is well-known that the specialisation of Sq(n, r) at q = 1 gives us the classical Schur
algebra S(n, r) of type A. Much about the structure and representation theory of S(n, r) is
known, see for example [7]. A natural question is to consider the specialisation of Sq(n, r)
at q = 0, which is called 0-Schur algebra and denoted by S0(n, r). 0-Schur algebras have
been studied in [4, 9, 13]. In this section the 0-Schur algebras will be studied from a
different point of view, that is, via a modified version θ : Hq(Q) → Sq(n, r) of the map
θ : UA(gln)→ Sv(n, r).
We call θ(Hq(Q)) the positive part of the q-Schur algebra, and denote it by S
+
q (n, r).
Denote the specialisation of S+q (n, r) at q = 0 by S
+
0 (n, r). Denote by S
++
0 the subalgebra
of S+0 , generated by lA,r =
∑
D eA+D, where A is a strict upper triangle matrix with its
entries non-negative intergers and the sum is taken over all diagnal matrices in Dr−
P
i,j aij
.
4.1. A modified version of θ. For convenience we denote by Ei the element lEi,i+1,r in
Sq(n, r). We have the following result.
Proposition 4.1. The elements E1, . . . , En−1 satisfy the following modified quantum Serre
relations:
E2iEj − (q + 1)EiEjEi + qEjE
2
i = 0 for |i− j| = 1 and
EiEj − EjEi = 0 for |i− j| > 1.
Proof. We only prove the first equation for j = i+ 1. The remaining part can be done in a
similar way. By Lemma 1.1, we have the following.
EiEi+1 = lEi,i+2,r + lEi,i+1+Ei+1,i+2,r,
Ei+1Ei = lEi,i+1+Ei+1,i+2,r,
EiEi = (q + 1)l2Ei,i+1,r,
EilEi,i+2,r = qlEi,i+1+Ei,i+2,r,
EilEi,i+1+Ei+1,i+2,r = lEi,i+1+Ei,i+2,r + (q + 1)l2Ei,i+1+Ei+1,i+2,r,
Ei+1EiEi = (q + 1)l2Ei,i+1+Ei+1,i+2,r.
Therefore,
E2i Ei+1 − (q + 1)EiEi+1Ei + qEi+1E
2
i = Ei(EiEi+1 − (q + 1)Ei+1Ei) + qEi+1E
2
i = 0.

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Following Proposition 4.1 and [12], we can now modify the restriction θ|Hq(Q) as follows.
θ : Hq(Q)→ Sq(n, r),
Si 7→ Ei
From now on, unless stated otherwise, by θ we mean the modified map θ|Hq(Q). The following
result is a modified version of Proposition 2.3 in [6] and we will give a direct proof. For any
two modules M,N , recall that Hall multiplication of M and N is given by
MN =
∑
X
FXMNX,
where FXMN = |{U ⊆ X|U
∼= N,X/U ∼= N}| and where the sum is taken over all the
isomorphism classes of modules.
Proposition 4.2. Let A be a strict upper triangular matrix with entries non-negative inte-
gers and let M be the module determined by A. Then
θ(M) =
{
lA,r if
∑
i,j aij ≤ r,
0 otherwise.
Proof. Note that B = {Πi,jM(ij)
xij |xij ∈ Z≥0} is a PBW-basis ofHq(Q), where the product
is ordered as follows: M(ij) is on the left hand side of M(st) if either i = s and j > t, or
i > s. Let M ∈ B be the module determined by A. Supose that M(st) is the left most term
with xst > 0. We can write M =M(st)⊕M
′.
First consider the case M =M(st), that is, M is indecomposable. We may suppose that
t− s > 1. Then M = M(s, t− 1)M(t− 1, t) −M(t− 1, t)M(s, t − 1). By induction on the
lenght of M , Lemma 1.1 and a dual version of it, we have
θ(M(s, t− 1)M(t− 1, t)) = lEs,t,r + lEs,t−1+Et−1,t,r,
θ(M(t− 1, t)M(s, t− 1)) = lEs,t−1+Et−1,t,r.
Therefore θ(M) = θ(M(s, t− 1)M(t− 1, t)) − θ(M(t− 1, t)M(s, t − 1)) = lEst,r.
Now consider the case that M is decomposable. We use induction on the number of
indecomposable direct summands of M . By the assumption we have M = q−1
qxst−1M(st)M
′.
Therefore
θ(M) = q−1
qxst−1θ(M(st))θ(M
′)
= q−1
qxst−1
∑
D∈Dr−1
eEst+DeA−Est+D′ ,
whereD′ is the diagonal matrix with non-negative integers as entries such that co(Est+D) =
ro(A − Est + D
′). Suppose that eB appears in the multiplication of eEst+DeA−Est+D′ and
(f, h) ∈ OB . Note that in the minimal projective resolution Q → P of M
′, the projective
module Pt is not a direct summand of P . Therefore by the definition of the multiplication
eEst+DeA−Est+D′ , we have f/h
∼= M , that is B = A, and the coefficient of eB is about
the possibilities of choosing a submodule, which is isomorphic to Ps, of P
xst
s . Hence the
coefficient is q
xst−1
q−1 and so θ(M) =
∑
D eA+D = lA,r. This finishes the proof. 
Remark 4.3. Proposition 2.3 in [6] has a minor inaccuracy. Indeed, there is a coefficient
missing in front of the image θ(M). For example, let n = 3, r = 2 and let M be the module
determined by the elementary matrix E13. Then θ(M) = vyX,r, but not yX,r, as stated in
Proposition 2.3 in [6], here θ is the original map from the quantised enveloping algebra to
the Schur algebra Sv(3, 2) and yX,r =
∑
D∈D1
[X +D].
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4.2. A homomorphism of algebras Γ : QM→ S+0 . For a given module M , denote by
|M |dir the number of indecomposable direct summands of M . Let Γ : QM → S
+
0 be the
map given by
Γ(M) =


θ(M) if |M |dir ≤ r,
0 otherwise.
Let X be a module and let D = diag(d1, · · · , dn) be a diagonal matrix. Write X =
⊕i,jM(ij)
xij . By eX+D we mean the basis element in Sq(n, r) corresponding to the matrix
with its entry at (i, j) given by xij + δijdi for i ≤ j and 0 elsewhere, where δij are the
Kronecker data. Let σ = (σi)i : Q → P be an injection of Q into P , where P and Q are
projective modules. Then (P,Q) gives a pair of flags (f1, f2) with f2 a subflag of f1. More
precisely, the i-th step of f1 is given by ImPαn−2 · · ·Pαi for i ≤ n − 2 and the (n − 1)-th
step is given by the vector space associated to vetex n − 1 of P , where Pαj is the linear
map on the arrow αj from j to j + 1 for the module P . The i-th step of f2 is given by
ImPαn−2 · · ·Pαiσi for i ≤ n − 2 and the (n − 1)-th step is given by Imσn−1. We have the
following result.
Theorem 4.4. The map Γ is a morphism of algebras.
Proof. The unit in M is the zero module. By the definition of Γ, it is clear that Γ(0) =∑
D∈Dr
eD, the unit of (Θ
u
r , ◦).
We now need only to show
Γ(M ∗N) = Γ(M) ◦ Γ(N). (1)
Let X be a generic point E(M,N). Denote the number of indecomposable direct sum-
mands of X, M , N by a, b and c, respectively. By the definition of Γ, we can write
Γ(X) =
∑
D∈Dr−a
eX+D,
Γ(M) =
∑
D′∈Dr−b
eM+D′ ,
Γ(N) =
∑
D′′∈Dr−c
eN+D′′ .
We first consider the case where a > r. Clearly, in this case Γ(M ∗N) = 0 and we claim
that eM+D′eN+D′′ = 0 for any D
′ ∈ Dr−b and D
′′ ∈ Dr−c. In fact suppose that eL+D′′′
appears in the multiplication, where L is a module and D′′′ is a diagonal matrix. Then
|L|dir ≤ r, and L is a degeneration of X. Since Q is linearly oriented, |L|dir ≥ a. This is a
contradiction. Therefore eM+D′eN+D′′ = 0, and so
(
∑
D′∈Dr−b
eM+D′) ◦ (
∑
D′′∈Dr−c
eN+D′′) = 0.
This proves the equation (1) for the case a > r.
Now suppose that a ≤ r. Note that if (D′,D′′) 6= (C ′, C ′′), where D′, C ′ ∈ Dr−b and
D′′, C ′′ ∈ Dr−c, then eM+D′ ◦ eN+D′′ 6= eM+C′ ◦ eN+C′′ . By Proposition 3.7, we know that
if eM+D′ ◦ eN+D′′ 6= 0, then eM+D′ ◦ eN+D′′ = eX+D for some D ∈ Dr−a.
On the other hand, we can show that for any eX+D appearing in the image of X under
Γ, there exist D′ ∈ Dr−b and D
′′ ∈ Dr−c such that eM+D′ ◦ eN+D′′ = eX+D. Suppose that
0 // Q
σ
// P
τ
// X // 0
is the minimal projective resolution of X. Write D = diag(d1, · · · , dn) and let Y be the
projective module ⊕iP
di
i . Then the pair of flags in F × F , determined by (P ⊕ Y,Q⊕ Y ),
is in the orbit OX+D. We have the following diagram where each square commutes and all
rows and columns are short exact sequences,
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Kerλ

// Q⊕ Y
“
σ 0
0 I
”

// 0

K //
λ

P ⊕ Y
( pτ 0 )
//
( τ 0 )

M,

N
i
// X p
// M
where I is the identity map on Y , K = Ker ( pτ 0 ) and λ = (τ0)|K . Let Z ′
I
// Z ′ be the
maximal contractible piece of the projective resolution
0 // K // P ⊕ Y
( pτ 0 )
// M // 0
of M , and let Z ′′
I
// Z ′′ be the maximal contractible piece of the projective resolution
0 // Kerλ // K // N // 0
of N . Write
Z ′ = ⊕iP
d′i
i and Z
′′ = ⊕iP
d′′i
i ,
and let
D′ = diag(d′1, · · · , d
′
n) and D
′′ = diag(d′′1 , · · · , d
′′
n).
Then eM+D′ ◦ eN+D′′ = eX+D. Therefore,∑
D′∈Dr−b
eM+D′ ◦
∑
D′′∈Dr−c
eN+D′′ =
∑
D∈Dr−a
eX+D.
This proves the equations (1), and so the proof is done. 
The following result is a direct consequence of Theorem 4.4.
Corollary 4.5. KerΓ = Q-Span{M ||M |dir > r}.
4.3. A geometric realisation of 0-Schur algebras.
Theorem 4.6. S+0 (n, r)
∼= QS++0 as algebras.
Proof. Denote by θ0 the specialisation of θ to 0, that is, θ0 : H0(Q) → S0(n, r). We have
Kerθ0 = Q-Span{M ||M |dir > r} = KerΓ, where Γ is as in Theorem 4.4. Now the proof
follows from the following commutative diagram.
Kerθ0 //
∼=

H0(Q)
θ0
//
∼=

S+0 (n, r)
∼=

KerΓ //M
Γ
// S+0 .

As a direct consequence of Theorem 4.6, we obtain a multiplicative basis of the positive
part of 0-Schur algebras, in the sense that the multiplication of any two basis elements is
either a basis element or zero.
Corollary 4.7. The elements in {lA,r| A is an strictly upper triangular matrix in
⋃
s≤rΘ
u
s}
form a multiplicative basis of S+0 (n, r).
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Under the map Γ, this multiplicative basis {lA,r| for any A ∈
⋃
s≤rΘ
u
s} is the image of the
multiplicative basis for H0(Q) studied in [10]. By Theorem 7.2 in [10], the multiplicative
basis for H0(Q) is the specialisation of Lusztig’s canonical basis for a two-parameter quan-
tization of the universal enveloping algebra of gln given in [14]. Thus we can consider the
basis {lA,r| A is a strictly upper triangular matrix in
⋃
s≤rΘ
u
s} as a subset of a specilization
of the canonical basis.
Acknowledgement: The author would like to thank Steffen Ko¨nig for helpful discus-
sions.
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