The formation of functionally different areas in the cerebral cortex results from a 35 timely regulated interaction between intrinsic genetic mechanisms and electrical 36 activity. However, whether and how transcriptional regulation influences 37 spontaneous activity intrinsic to the neocortex during critical periods of 38 corticogenesis is poorly elucidated. Here, we used mice deficient for cortical Nr2f1 39 (also known as COUP-TFI) to investigate how a genetic-determinant of 40 somatosensory area-identity influences immature neural excitability and network 41 activity generated within the neocortex. We found that loss of Nr2f1 alters intrinsic 42 excitability and morphological features of pyramidal neurons during early postnatal 43 stages. We also identified voltage-gated ion channels regulated by Nr2f1 during a 44 critical time window of somatosensory area specification. Accordingly, Nr2f1 loss 45 impacted on spontaneous network activity and synchronization at perinatal stages. 46
. 248
These findings on the molecular landscape of the somatosensory cortex 249 indicate that while expression levels of several ion channels might be modulated by 250
Nr2f1 during cortical development, only few ion channels seem to be directly 251 controlled by Nr2f1. We identified Hcn1 gene as a direct target, whose protein 252 product is known to modulate voltage sag and intrinsic excitability (Brager et al., 253 2012 , Fan et al., 2016 , in agreement with our electrophysiological data (Figure 1) . 254 255 Alterations in Ca2 + burst and synchronous activity in early postnatal Nr2f1-256 deficient cortices. 257 We next hypothesized that electrophysiological, morphological and structural 258 alterations together with decreased HCN1 expression levels could translate into 259 altered patterns of spontaneous cortical network activity (Klueva et al., 2012) . To 260 test this premise, we set up time lapse Ca 2+ imaging in acute horizontal cortical slices 261
of Ctrl and Nr2f1cKO P1 and P4 mouse pups (Figure 5) . These two stages represent 262 critical timepoints of early cortical circuit establishment that precede sensory arrival 263 from thalamic inputs (Corlew et al., 2004) . The time course of Ca 2+ activity from 264 individual cells was quantified through moving average and further filtered for 265 10 pooled experiments by age and genotype and performed a hierarchical clustering 281 using burst frequency and synchronization (Figure 5D) . The findings indicate that 282 network maturation might be the main factor contributing to differences in Ctrl and 283
Nr2f1cKO brains since hierarchical clustering provided stronger evidence of data 284 clustering at P1 than at P4. 285
Our previous data on ion channel transcript differences between the two 286 genotypes support alterations in the endogenous activity of developing sensory 287 areas, most probably affecting the overall frequency at early stages and leading to an 288 asynchronized network at later stages. Taken together, our data indicate that 289 spontaneous network activity and synchronization patterns are altered upon loss of 290 Nr2f1 early after birth, thus deviating from a normal developmental trajectory 291 during neocortical development. 292 293 Impaired intrinsic network and bursting activity in cultured Nr2f1-deficient 294 cortical neurons. 295
A recent study shows that subcortical spontaneous activity in the embryonic and 296 postnatal brain contributes to the formation of the S1 cortical map (Anton-Bolanos 297 et al., 2019) . We thus aimed to explore whether altered neuronal Ca 2+ frequency and 298 synchronization events would result exclusively from changes in spontaneous 299 cortical activity intrinsic to the S1 cortex, as opposed to changes in inputs external to 300 S1. To this purpose, we isolated somatosensory cortices from E18.5 Ctrl and 301
Nr2f1cKO brains, respectively, and cultured the dissociated neurons onto coated 302 multielectrode arrays (MEA). This allowed us to assess network activity during 303 cortical network assembly in an in vitro Ctrl and Nr2f1cKO embryo-derived model in 304 the absence of extracortical inputs. By recording the firing frequency, number of 305 bursts and their duration at different time points (days in vitro, DIV), we monitored 306 the state of excitability of the neural network (Figure 6; Figure 6 -figure 307 supplement 1). Since network maturation correlates with the expression of 308 synchronized events, cross correlation probability between the firing at individual 309 recording sites was used as a quantification parameter of network development in 310 vitro (Gavello et al., 2012 , Gavello et al., 2018 . 311
Our recordings on primary cultured neuronal networks failed to display any 312 spontaneous electrical activity before 6DIV (data not shown). This prompted us to 313 compare the average firing frequency of the earliest events taking place at 9DIV 314 ( Figure 6A) . We first observed that while Ctrl cortical network fired on average at 315 0.51±0.04 Hz, Nr2f1cKO activity was significantly lower (0.30±0.04 Hz) ( Figure 6A , 316 mutant than Ctrl neurons (Figure 6D) , while firing activity was more clustered into 319 bursts in mutant neurons (Figure 6E) . Notably, the firing synchronization index 320 resulted higher in Nr2f1cKO than in Ctrl neuronal networks ( Figure 6F) . Hence, loss 321
of Nr2f1 leads to an overall reduced firing frequency, but also to an increased 322 tendency of firing as bursts rather than isolated spikes in 9DIV-derived cortical 323 neurons. Together with the presence of longer burst duration and increased 324 network synchronization, these data point to an involvement of Nr2f1 in the control 325 of processes that govern neuronal network excitability. 326
Next, we assessed the rate of firing activity, number of bursts and burst 327 duration in Ctrl and Nr2f1cKO 15DIV neuronal cultures. At this stage, we observed 328 that the firing frequency of Ctrl cortical networks reached a maximum value, which 329 then decreased at 20DIV (data not shown). We therefore compared firing parameters 330 measured at 15DIV with those measured at 9DIV to assess whether network 331 maturation was affected in vitro. Interestingly, we observed that from 9DIV to 332 15DIV, the developmental increase in firing activity and in the number of bursts of 333 somatosensory neurons was reduced in Nr2f1cKO neuronal networks ( intrinsic to the immature cortex. Developmental spontaneous activity has already 353 been described to ultimately influence the formation of long range circuits (Tritsch 354 et al., 2007 , Blankenship et al., 2011 , Yamamoto and Lopez-Bendito, 2012 , 355 Schneggenburger and Rosenmund, 2015 , Anton-Bolanos et al., 2019 as well as 356 showing a regionalized pattern in the cortex (Corlew et al., 2004 , Uhlen et al., 2015 . 357
However, in this study, genetic manipulation targeting exclusively cortical neurons 358 allows to investigate the specific contribution of patterning genes to intrinsic 359 network activity within the neocortex. Our findings provide a primary link between 360 intrinsic genetic determination and spontaneous cortical activity through the 361 regulation of voltage-gated ion channels in pyramidal glutamatergic neurons. 362
Moreover, we also show that the hyperpolarization-activated cation channel HCN1 -363 known to contribute to intrinsic neural excitability and spontaneous rhythmic 364 activity in the brain (Shah, 2014)-is a potential direct effector of electrical activity 365 regulated by Nr2f1 during establishment of neuronal synchronicity in the developing 366 neocortex. 367 368
Determinants of spontaneous network activity controlled by patterning genes 369 during cortical area identity specification 370
Normal developmental trajectories in the cerebral cortex are characterized by a 371 sequential process of spontaneous activity patterns in immature networks. In the 372 mouse neocortex, large plateaus of synchronized network activity at birth are 373 followed by early network oscillations and large depolarization potentials along the 374 first postnatal week (Allene et al., 2008, Allene and Cossart, 2010) . Multiple aspects 375 that relate to intrinsically regulated maturation of pyramidal neurons might 376 influence the developmental sequence of cortical network activity. Our data provide 377 13 a novel characterization at the electrophysiological and molecular levels of intrinsic 378 excitability features directly or indirectly regulated by the transcriptional regulator 379
Nr2f1 during the first postnatal week. Our evaluation of how Nr2f1 expression 380 influences the molecular determinants relevant for early neuronal network activity 381 is corroborated by previous transcriptome analyses, in which Nr2f1 loss in post-382 mitotic cortical cells regulate the expression of several activity related genes, such as 383
Chrna7, Kcnq3, Kcnlp4, Robo1 and Sv2b (Alfano et al., 2014) . However, the direct 384 impact of these candidates on immature cortical neuron activity still remains to be 385
investigated. 386
Other recent studies also highlighted the role of cell intrinsic and pre-synaptic 387 factors in determining cortical network development with potential long-term 388 effects (Boillot et al., 2016 , Murase et al., 2016 . In addition, a recent report has 389
shown that the transcription factor Tbr1, known to regulate cortical layer identity, 390 alters the intrinsic excitability of neocortical neurons, by regulating HCN1 391 transcription in neonates and increasing sag response in layer VI (Fazel Darbandi et 392 al., 2018) . As Tbr1 is also a key factor for cortical development, it is presumably 393 regulating spontaneous network activity intrinsic to the neocortex during early 394 developmental stages, but this still remains to be addressed. Hence, our work sets 395 the first evidence that spontaneous network activity intrinsic to the cortex is 396 regulated during early neocortical development by a key area patterning 397 transcriptional regulator. 398
Within immature cortical networks, the earliest patterns of correlated 399 spontaneous activity -e.g. synchronous plateau assemblies -are thought to arise 400 from voltage-gated intrinsic conductance and gap junction coupling (Pearson et al., 401 2004 , Roerig and Feller, 2000 , Blankenship et al., 2011 , Cho and Choi, 2012 . Our 402 work features intrinsic excitability -more precisely, intrinsic bioelectrical 403
properties of neural membranes -as an important component of neocortical 404 development, most likely contributing to the abnormal cortical patterning defects 405 displayed in Nr2f1 mutants. In this context, it is important to note that Nr2f1 loss 406 also affects the expression of many cell-adhesion related genes (i. e., Cdh4, Cdh11, 407 Cdh12, Fat3, and Ncam2) (Alfano et al., 2014) , which could in turn affect gap-junction 408 functionality. Interestingly, intrinsic bioelectrical membrane properties prominently 409 determine the occurrence of membrane potential spikes before gap-junction 410 14 coupling takes place (Allene and Cossart, 2010). Hence, it is tempting to speculate 411 that even earlier forms of activity within the embryonic brain could be responsible 412 for the abnormal area specification observed in the absence of Nr2f1 (Armentano et 413 al., 2007; Alfano et al., 2014) . 414 415 Nr2f1-dependent versus homeostatic changes in intrinsic neural excitability. 416
Our functional analysis indicates that an abnormally differentiating somatosensory 417 area displays increased spontaneous network activity at P1 followed by decreased 418 synchronization within immature neurons at P4. Principal factors for increased 419 excitability of neural network might be the more depolarized resting membrane 420 potential of pyramidal glutamatergic neurons, which might contribute to the higher 421 frequency of Ca 2+ -events observed at P1. Alternatively, a decreased expression of 422 voltage sag (I h ) could lead to opposite changes in membrane excitability, which are 423 strongly age-dependent (Bender and Baram, 2008 , Magee, 1998 , Williams and 424 Stuart, 2000 , Williams and Stuart, 2003 , Berger et al., 2001 , Poolos et al., 2002 , 425 Poolos et al., 2006 , Wang et al., 2003 , Fan et al., 2005 , van Welie et al., 2006 , Brager 426 and Johnston, 2007 , Chen et al., 2001 . Multiple membrane ion channels, which 427 expression is altered in pyramidal neurons upon loss of Nr2f1 function, could 428 contribute to the increase in resting membrane potential in immature neurons, a 429
property of pyramidal neurons that matures during the two first weeks after birth. 430
In our ex vivo electrophysiological analysis, some membrane properties of Nr2f1cKO 431
LVPNs, such as Vrest and APamp, resemble those of less mature neurons. However, 432 other electrophysiological parameters, e.g. Rin, do not change and therefore are not 433 in agreement with a delayed maturation in intrinsic properties. In addition, our 434 analysis on AIS homeostatic plasticity at P21 does not point to a maturation defect in 435 individual neurons, but rather to a stabilized state of abnormal intrinsic excitability 436 leading to decreased dendritic complexity and AIS plasticity, as a possible 437 homeostatic/compensatory mechanism. 438 glass using a Narishige P-10 puller. Data was acquired using a Dagan BVC-700A 533
Amplifier, low-pass filtered at 3kHz and sampled at 20kHz with ITC16 (Instrutech) 534
and AxoGraph X software. Membrane voltage was recorded in the bridge mode. To 535 determine the excitability of pyramidal neurons, we performed 800ms square 536 current steps of 10pA from -100pA to +150pA. The rheobase was defined as the 537 minimum somatic current required to elicit an action potential (AP) from the resting 538 membrane potential of the neuron. Input resistance was calculated from voltage 539 responses to -20pA. Threshold potential was defined as dV/dt = 10mV/ms. Inter-540 spike interval (ISI) was calculated as the difference between first and second AP at 541 the minimal current to elicit >2AP. The amplitude of action potentials was measured 542 from both restingmembrane potential to peak and also from spike threshold (see 543 Table 1 ). Action potential width was measured at half of the maximum amplitude 544 Morphological characterization of biocytin filled layer V pyramidal neurons 599 (LVPNs) was analyzed by using IMARIS software. Cell arborization was 600 reconstructed in a semi-automatic manner, via the filament tracer module. 601
Automatic length measuring tool was used to calculate the total dendritic length and 602 the basal dendritic length. Branching points, branching point orders and tips were 603 manually quantified for both basal and apical dendrites, as well as primary and 604 lateral dendrites. The branch tip order is an integer value equivalent to the number 605 of branching points a dendrite undergoes from its somatic origin to the terminal tip 606 (see also Figure 2D for a graphic representation). Primary dendrites were identified 607 as directly originating from the soma, lateral dendrites were categorized as 608 originating from and perpendicular to the apical dendrite whereas total and basal 609 branch tips were identified as the terminal ends of primary dendrites including or 610 excluding the apical dendrite arborization respectively. 611
The basal Dendritic Complexity Index (bDCI) was calculated as follow : 612 
MEA recordings on primary cultures and analysis of MEA activity. 770
Cortical neurons were obtained from E18.5 Ctrl and Nr2f1cKO mouse embryos. 771
Cortices were rapidly dissected under sterile conditions, kept in cold HBSS (4ºC) 772 with high glucose, and then digested with papain (0.5 mg/ml) dissolved in HBSS plus 773 DNAse (0.1 mg/ml), as previously described (Gavello et al., 2018) . Isolated cells 774
were then plated at the final density of 1200 cells/mm 2 onto the MEA (previously 775 coated with poly-DL-lysine and laminin). Cells were incubated with 1 % 776 penicillin/streptomycin, 1% glutamax, 2.5% foetal bovine serum, 2% B-27 777 supplemented neurobasal medium in a humidified 5 % CO 2 atmosphere at 37ºC. 778
Each MEA dish was covered with a fluorinated ethylene-propylene membrane (ALA 779 scientific, Westbury, NY, USA) to reduce medium evaporation and maintain sterility, 780 thus allowing repeated recordings from the same chip. 781
Multisite extracellular recordings from 60 electrodes were performed using 782 the MEA-system, purchased from Multi-Channel Systems (Reutlingen, Germany). 783
Data acquisition was controlled through MC_Rack software (Multi-Channel Systems 784
Reutlingen, Germany), setting the threshold for spike detection at -30 µV and 785 sampling at 10 kHz. Experiments were performed in a non-humidified incubator at 786 37°C and with 5% CO 2, without replacing the culture medium. Before starting the 787 experiments, cells were allowed to stabilize in the non-humified incubator for 90 788 seconds; then the spontaneous activity was recorded for 2 minutes. 789
Bursts analysis was performed using Neuroexplorer software (Nex 790
Technologies, Littleton, MA, USA) after spike sorting operations. A burst consists of a 791 group of spikes with decreasing amplitude, thus we set a threshold of at least 3 792 26 spikes and a minimum burst duration of 10ms. We set interval algorithm 793 specifications such as maximum interval to start burst (0.17 sec) and maximum 794 interval to end burst (0.3 sec) (Gavello et al., 2012 , Gavello et al., 2018 . Burst 795 analysis was performed by monitoring the following parameters: mean frequency, 796 number of bursts and mean burst duration. Cross correlation probability values 797 were obtained by means of Neuroexplorer software using ± 2 s and 5 ms bin size. 798
The number of experiments is referred to the number of MEA each of those 799 consisted of 59 recording electrodes. 800 801
Statistical tests. 802
Principal component analysis (PCA) was performed on R software using Factominer 803 and the following parameters: Vrest, Rin, Rheobase, Vthreshold, APamplitude, 804
APhalf-width, latency, Sag and ISI. In PCA plots, ellipses represent the 95% 805 confidence and the square the center of mass for each cluster. Hierarchical clustering 806 was performed with Euclidean distance, using both average burst frequency and 807 correlation per condition. All statistical analysis scripts were custom-prepared in R 808 (Computing, 2018) . Additional statistical analyses were also performed using 809
Graphpad Prism7 and data are presented as mean ± s.e.m. n values represent 810 biological replicates from > 3 different brains and > 3 different litters. No statistical 811 tests were used to predetermine sample size but samples sizes were similar as 812 reported in previous publications (Del Pino et al., 2017 , Del Pino et al., 2013 or as 813 generally employed in the field. No randomization was used. Whenever possible 814 both genotypes were processed in parallel. Ex vivo electrophysiology experiments 815 and analysis of all data were performed blind to genotype. Differences were 816 considered significant when P < 0.05. Data sets were tested for normality 817 (Kolmogorov-Smirnov) or homoscedasticity (Leven test) before performing 818 parametric (Student t-test, one-way or 2-way ANOVA followed by Bonferroni's post-819 hoc test) or non-parametric tests (Welch's unequal variances t-test or Mann-820 Whitney test) used to determine p-values. In Figure 5B 
