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Abstract
In this paper, we consider the control problem with the Average-Value-at-Risk
(AVaR) criteria of the possibly unbounded L1-costs in infinite horizon on a Markov
Decision Process (MDP). With a suitable state aggregation and by choosing a priori
a global variable s heuristically, we show that there exist optimal policies for the
infinite horizon problem.
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1 Introduction
In classical models, the optimization problem has been solved by expected performance
criteria. Beginning with Bellman [6], risk neutral performance evaluation has been used
via dynamic programming techniques. This methodology has seen huge development
both in theory and practice since then. However, in practice expected values are not
appropriate to measure the performance criteria. Due to that, risk aversive approaches
have been begun to forecast the corresponding problem and its outcomes specifically
by utility functions (see e.g. [8, 10]). To put risk-averse preferences into an axiomatic
framework, with the seminal paper of Artzner et al. [2], the risk assessment gained new
aspects for random outcomes. In [2], the concept of risk measure has been defined and
1
2theoretical framework has been established. We will use this framework to measure risk
aversion. We replace the risk neutral expectation operator with this risk averse operator
and study the optimal control of infinite sum of cost functions and characterize the optimal
policy stationary as in risk neutral case but in a state-aggregated setting.
The rest of the paper is as follows. In Section 2, we give the preliminary theoretical
framework. In Section 3, we derive the dynamic programming equations for MDP using
AVaR criteria for the infinite time horizon and conclude the paper by giving an application
of our results to classical LQ problem to illustrate our results.
1.1 Controlled Markov Processes
We take the control model M = {Mn, n ∈ N0}, where for each n ∈ N0,
Mn := (Xn, An,Kn, Fn, cn) (1.1)
with the following components:
• Xn and An denote the state and action (or control) spaces, where Xn take values in
a Borel set X whereas An take values in a Borel set A.
• For each x ∈ Xn, let An(x) ⊂ An be the set of all admissible controls in the state
xn = x. Then
Kn := {(x, a) : x ∈ Xn, a ∈ An(x)}, (1.2)
stands for the set of feasible state-action pairs at time n, where we assume that Kn
is a Borel subset of Xn ×An.
• We let xn+1 = Fn(xn, an, ξn), for all n = 0, 1, ... with xn ∈ Xn and an ∈ An as
described above, with independent random disturbances ξn ∈ Sn having probability
distributions µn, where the Sn are Borel spaces.
• cn(x, a) : Kn → R stands for the deterministic cost function at stage n ∈ N0 with
(x, a) ∈ Kn.
The random variables {ξn}n≥0 are defined on a common probability space (Ω,F , {Fn}n≥0,P),
where P is the reference probability space with each ξn measurable with respect to sigma
algebra Fn with F = σ(∪∞n=0Fn). Based on the action a ∈ Kn(x) chosen at time n, we
assume that An is Fn = σ(X0, A0, ..., Xn)-measurable, i.e. our decision might depend
3entirely on the history hn, where hn = (x0, a0, x1, ..., an−1, xn) ∈ Hn is the history up to
time n, where define recursively
H0 := X, Hn+1 := Hn × A×X (1.3)
For each n ∈ N0, let Fn be the family of measurable functions fn : Hn → An such that
fn(x) ∈ An(x), (1.4)
for all x ∈ Xn. A sequence π = {fn} of functions fn ∈ Fn for all n ∈ N0 is called a policy.
We denote by Π the set of all the policies. Then for each policy π ∈ Π and initial state
x ∈ X, a stochastic process {(xn, an)} and a probability measure Pπx is defined on (Ω,F)
in a canonical way, where xn and an represent the state and the control at time n ∈ N0.
The expectation operator with respect to Pπx is denoted by E
π
x .The distribution of Xn+1
is given by the transition kernel Q from X × A to X as follows:
P π(Xn+1 ∈ Bx|X0, g0(X0), ..., Xn, fn(X0, A0, ..., Xn))
= P π(Xn+1 ∈ Bx|Xn, fn(X0, A0, ..., Xn))
= Q(Bx|Xn, gn(X0, A0, ..., Xn))
for Borel measurable sets Bx ⊂ X. A Markov policy is of the form
P π(Xn+1 ∈ Bx|Xn, fn(X0, A0, ..., Xn)) = Q(Bx|Xn, fn(Xn)). (1.5)
That is to say, the Markov policy π = {fn}n≥0 depends only on current state Xn. We
denote the set of all Markovian policies as ΠM . Similarly, the stationary policy is of the
form π = {f}n≥1 with
P π(Xn+1 ∈ Bx|Xn, fn(X0, A0, ..., Xn)) = Q(Bx|Xn, f(Xn)), (1.6)
i.e. we apply the same rule for each time episode n. Suppose, we are given a policy σ =
{fn}∞n=0, then by Ionescu Tulcea theorem [7], there exists a unique probability measure
P σ on (Ω,F), which ensures the consistency of the infinite horizon problem considered.
Hence, for every measurable set B ⊂ Fn and all hn ∈ Hn, n ∈ N0, we denote
P σ(x1 ∈ B) =P (B)
P σ(xn+1 ∈ B|hn) =Q(B|xn, πn(hn))
We consider the following cost function
C∞ :=
∞∑
n=0
cn(xn, an), (1.7)
4for the infinite planning horizon and
CN =
N∑
n=0
cn(xn, an) (1.8)
for the finite planning horizon for some terminal time N ∈ N0. We take that the cost
functions {cn(xn, an)}n≥0 are non-negative and C
N and C∞ belong to space L1(Ω,F ,P0).
We start from the following two well-studied optimization problems for controlled Markov
processes. The first one is called finite horizon expected value problem, where we want to
find a policy π = {gn}Nn=0 with the minimization of the expected cost:
min
π∈Π
Eπx[
N∑
n=0
cn(xn, an)]
where an = πn(x0, x1, ..., xn) and cn(xn, an) is measurable for each n = 0, .., N . The second
problem is the infinite horizon expected value problem. The objective is to find a policy
π = {gn}∞n=0 with the minimization of the expected cost:
min
π∈Π
Eπx[
∞∑
n=0
cn(xn, an)]
Under some assumptions the first optimization problem has solution in form of Markov
policies, whereas in infinite case the policy is stationary. In both cases, the optimal policies
can be found by solving corresponding dynamic programming equations. Our goal is to
study the infinite horizon problem, where we use a risk-averse operator ρ instead of the
expectation operator and look for stationary optimal policy under some conditions.
1.2 Coherent risk measures on L1
We introduce the corresponding risk averse operators that we will be working on through-
out the rest of the paper.
Definition 1.1. A function ρ : L1 → R is said to be a coherent risk measure if it satisfies
the following axioms [2]:
• ρ(λX + (1− λ)Y ) ≤ λρ(X) + (1− λ)ρ(Y ) ∀λ ∈ (0, 1), X, Y ∈ Lp ;convexity-1
• If X ≤ Y P−a.s. then ρ(X) ≤ ρ(Y ), ∀X, Y ∈ Lp
• ρ(c+X) = c + ρ(X), ∀c ∈ R, X ∈ Lp;
5• ρ(βX) = βρ(X), ∀X ∈ Lp, β ≥ 0.
The particular risk averse operator that we will be working with is the AVaRα(X)
Definition 1.2. Let X ∈ L1(Ω,F ,P) be a real-valued random variable and let
α ∈ (0, 1).
• We define the Value-at-Risk of X at level α, VaRα(X), by
VaRα(X) = inf {x ∈ R : P(X ≤ x) ≥ α} (1.9)
• We define the coherent risk measure, the Average-Value-at-Risk of X at level α,
denoted by AVaRα(X) as
AVaRα(X) =
1
1− α
∫ 1
α
VaRt(X)dt (1.10)
We will also need the following alternative representation for AVaRα(X) as shown in [15].
lemma_static_avar_repre: Lemma 1.1. Let X ∈ Lp(Ω,F ,P) be a real-valued random variable and let α ∈ (0, 1).
Then it holds that
AVaRα(X) = min
s∈R
{
s+
1
1− α
E[(X − s)+]
}
, (1.11) avar_representation
where the minimum is attained at s = VaRα(X).
Remark 1.2. We note from the representation above that the AVaRα(X) is real-valued
for any X ∈ L1(Ω,F ,P).
1.3 Time Consistency
Definition 1.3. Let L0(Fn) be the vector space of all real-valued, Fn-measurable random
variables on the space (Ω,F ,Fn,P) defined above. A one-step coherent dynamic risk
measure on L0(Fn+1) is a sequence of mappings such that
ρt : L
0(Fn+1)→ L
0(Fn), n = 0, ..., N − 1. (1.12)
that satify the followings
• ρn(λX + (1− λ)Y ) ≤ λρn(X) + (1− λ)ρn(Y ) ∀λ ∈ (0, 1), Z,W ∈ L0(Fn+1) ;convexity-1
• If X ≤ Y P−a.s. then ρn+1(X) ≤ ρn+1(Y ), ∀X, Y ∈ L0(Fn+1)
6• ρn(c+X) = c + ρn(X), ∀c ∈ L
0(Fn), X ∈ L
0(Fn+1);
• ρn(βX) = βρn(X), ∀X ∈ L0(Fn), β ≥ 0
Definition 1.4. A dynamic risk measure (ρn)
N−1
n=0 on L
0(FN) is called time-consistent if
for all X, Y ∈ L0(FN) and n = 0, ..., N − 1, ρn+1(X) ≥ ρn+1(Y ) implies ρn(X) ≥ ρn(Y ).
Another way to define time consistency is from the point of view of optimal policies
(see also [20]). Intuitively, the sequence of optimization problems is said to be dynamically
consistent, if the optimal strategies obtained when solving the original problem at time
t remain optimal for all subsequent problems. More precisely, if a policy π is optimal on
the time interval [s, T ], then it is also optimal on the sub-interval [t, T ] for every t with
s ≤ t ≤ T .
Remark31 Remark 1.3. Given that the probability space is atomless, it is shown in [20] and [14]
that the only law invariant coherent risk measure operators ρ on (Ω,F ,FNn=0,P), i.e.
X
d
= Y ⇒ ρ(X) = ρ(Y ) (1.13)
satisfying
ρ(Z) = ρ(ρ|F1(...ρ|FN−1)(Z)), (1.14)
for all random variables Z are esssup(Z) and expectation E(Z) operators. This suggests
that optimization problems with most of the coherent risk measures are not time consistent.
2 Infinite Horizon Problem
We are interested in solving the following optimization problem in the infinite horizon.
min
π∈Π
AVaRπα(
∞∑
n=0
c(xn, an)), (2.15) main_problem
First, we put the following assumptions on the problem.
assumptions Assumption 2.1. For every n ∈ N0, we impose the following assumptions on the prob-
lem:
1. The cost function cn : Kn → R is nonnegative, lower semicontinuous (l.s.c.), that is
if (xk, ak)→ (x, a), then
lim inf
k→∞
cn(x
k, ak) ≥ cn(x, a) (2.16)
7and inf-compact on Kn, i.e., for every x ∈ Xn and r ∈ R, the set
{a ∈ An(x)|cn(x, a) ≤ r} (2.17)
is compact.
2. The function (x, a)→
∫
v(x′, s− c)Q(dx′|x, a) is l.s.c. for all l.s.c. functions v ≥ 0.
3. The set An(x) is compact for every x ∈ Xn and for every n ∈ N0.
4. The system function xn+1 = Fn(xn, an, ξn) is measurable as a mapping
Fn : Xn × An × Sn → Xn+1, and (x, a)→ Fn(x, a, s) is continuous on Kn for every
s ∈ Sn.
5. The multifunction also called point-to-set function x→ An(x), from X to A is upper
semicontinuous (u.s.c.) that is, if {xn} ⊂ X and {an} ⊂ A are sequences such that
xn → x
∗, an ∈ A(xn) forall n, and an → a
∗, (2.18)
then a∗ is in An(x
∗).
6. There exists a policy π ∈ Π such that V0(x, π) < M for all x ∈ X0.
To solve (
main_problem
2.15), we first rewrite the infinite horizon problem as follows:
inf
π
AVaRπα(C
∞|X0 = x) = inf
π∈Π
inf
s∈R
{
s+
1
1− α
Eπx [(C
∞ − s)+]
}
= inf
s∈R
inf
π∈Π
{
s+
1
1− α
Eπx [(C
∞ − s)+]
}
= inf
s∈R
{
s+
1
1− α
inf
π∈Π
Eπx[(C
∞ − s)+]
}
Based on this representation, we investigate the inner optimization problem for finite time
N as in [4]. Let n = 0, 1, 2, ..., N . We define
wNπ(x, s) := E
π
x[(C
N − s)+], x ∈ X, s ∈ R, π ∈ Π, (2.19)
wN(x, s) := inf
π∈Π
wNπ(x, s), x ∈ X, s ∈ R, (2.20)
We work with the Markov Decision Model with a 2-dimensional state space X˜ , X ×R.
The second component of the state (xn, sn) ∈ X˜ gives the relevant information of the
history of the process. We take that there is no running cost and we assume that the
8terminal cost function is given by V−1π(x, s) := V−1(x, s) := s
−. We take the decision
rules fn : X˜ → A such that fn(x, s) ∈ An(x) and denote by ΠM the set of Markov policies
π = (f0, f1, ..., ), where fn are decision rules. Here, by Markov policy, we mean that the
decision at time n depends only on the current state x and as well as on the global variable
s as to be seen in the proof below. We denote for
v ∈M(X˜) := {v : X˜ → R+ : measurable} (2.21)
the operators:
Lv(x, s, a) :=
∫
v(x′, s− c)Q(dx′|x, a), (x, s) ∈ X˜, a ∈ An(x) (2.22)
and
Tfv(x, s) :=
∫
v(x′, s− c)Q(dx′|x, f(x, s)), (x, s) ∈ X˜
The minimal cost operator of the Markov Decision Model is given by
Tv(x, s) = inf
a∈An(x)
Lv(x, s, a). (2.23)
For a policy π = (f0, f1, f2, ...) ∈ ΠM . We denote by ~π = (f1, f2, ...) the shifted policy.
We define for π ∈ ΠM and n = −1, 0, 1, ..., N :
Vn+1,π := Tf0Vnπ,
Vn+1 := inf
π
Vn+1π
= TVn.
A decision rule f ∗n with the property that Vn = Tf∗nVn−1 is called the minimizer of Vn. We
have Markovian policies ΠM ⊂ Π in the following sense: Given the global variable s, for
every σ = (f0, f1, ...) ∈ ΠM we find a policy π = (g0, g1, ...) ∈ Π such that
g0(x0) := f0(x0, s)
g1(x0, a0, x1) := f1(x1, s− c0)
... :=
...
We remark here that a Markovian policy σ = (f0, f1, ..., ) ∈ ΠM also depends on the
history of the process but not on the whole information. The necessary information at
time n of the history hn = (x0, a0, x1, ..., an−1, xn) are the state xn and the necessary
information sn , s0− c0− c1− ...− cn−1. This dependence of the past and the optimality
of the Markovian policy is shown in the following theorem.
9Theorem 2.2. [4] For a given policy σ, the only necessary information at time n of theaugment_info
history hn = (x0, a0, x1,..., an−1, xn) are the followings
• the state xn
• the value sn = s− c0 − c1 − ...− cn−1 for n = 1, 2, ..., N .
Moreover, it holds for n = 0, 1, ..., N that
• wnσ = Vnσ for σ ∈ ΠM .
• wn = Vn
If there exist minimizers f ∗n of Vn on all stages, then the Markov policy σ
∗ = (f ∗0 , ..., f
∗
N)
is optimal for the problem
inf
π∈Π
Eπx[(C
N − s)+] (2.24)
Proof. For n = 0, we obtain
V0σ(x, s) = Tf0V−1(x, s)
=
∫
V−1(x
′, s− c)Q(dx′|x, f0(x, s))
=
∫
(s− c)−Q(dx′|x, f0(x, s))
=
∫
(c− s)+Q(dx′|x, f0(x, s))
= Eπx[(C0 − s)
+] = w0σ(x, s)
Next by induction argument
Vn+1σ(x, s) = Tf0Vn~σ(x, s)
=
∫
Vn~σ(x
′, s− c)Q(dx′|x, f0(x, s))
=
∫
E~σx′ [(C
n − (s− c))+]Q(dx′|x, f0(x, s))
=
∫
E~σx′ [(c+ C
n − s)+]Q(dx′|x, f0(x, s))
= Eσx[C
n+1 − s] = wn+1σ(x, s)
We note that the history of the Markov Decision Process h˜n = (x0, s0, a0, x1, s1, a1, ..., xn, sn)
contains history hn = (x0, a0, x1, a1, ..., xn). We denote by Π˜ the history dependent policies
of the Markov Decision Process. By ([5], Theorem 2.2.3), we get
inf
σ∈ΠM
Vnσ(x, s) = inf
π˜∈Π˜
Vnπ˜(x, s).
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Hence, we obtain
inf
σ∈ΠM
wnσ ≥ inf
π∈Π
wnπ ≥ inf
π˜∈Π˜
= inf
σ∈ΠM
Vnσ = inf
σ∈ΠM
wnσ
We conclude the proof. 
Theorem 2.3. [4] Under the conditions of the Assumptions
assumptions
2.1, there exists an optimalbauerle_finite
Markov policy, in the sense introduced above, σ∗ ∈ Π for any finite horizon N ∈ N0 with
inf
π∈Π
Eπx [(C
N − s)+] = Eσ
∗
x [(C
N − s)+] (2.25)
Now we are ready to state our main result.
Theorem 2.4. Under Assumptions
assumptions
2.1, there exists an optimal Markov policy π∗ for the
infinite horizon problem (
main_problem
2.15).
Proof. For the policy π ∈ Π stated in the Assumption
assumptions
2.1, we have
w∞,π = E
π
x [(C
∞ − s)+]
= Eπx [(C
n +
∞∑
k=n+1
Ck − s)
+]
≤ Eπx [(C
n − s)+] + Eπx [
∞∑
k=n+1
Ck],
≤ Eπx [(C
n − s)+] +M(n), (2.26)
where M(n) → 0 as n → ∞ due to the Assumption
assumptions
2.1. Taking the infimum over all
π ∈ Π we get
w∞(x, s) ≤ wn +M(n) (2.27)
Hence we get
wn ≤ w∞(x, s) ≤ wn +M(n) (2.28)
Letting n→∞, we get
lim
n→∞
wn = w∞ (2.29)
Moreover, by Theorem
bauerle_finite
2.3, there exists π∗ = {fn}Nn=0 ∈ Π such that V
N
π (x) = V
∗
0,N(x)
and we also have by the assumption that V Nπ (x) is l.s.c. By the nonnegativity of the cost
functions cn ≥ 0, we have that N → V ∗0,N(x) is nondecreasing and V
∗
0,N(x) ≤ V
∗
0,∞(x) for
all x ∈ X. Denote
u(x) := sup
N>0
V ∗0,N(x). (2.30)
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Then u(x) being the supremum of l.s.c. functions is l.s.c. as well. Letting N → ∞, we
have u(x) ≤ V ∗0,∞(x). Hence V
∗
0,∞(x) is l.s.c. as well. We state that the optimal policies
are stationary via an induction argument as in Theorem
bauerle_finite
2.3 and by Theorem 4.2.3 in [13],
and hence conclude the proof. 
Remark 2.5. We recall that our optimization problem is
inf
π∈Π
AVaRπα(
∞∑
n=0
c(xn, an)), (2.31) eq:finite
which is equivalent to
inf
π∈Π
AVaRπα(
∞∑
n=0
c(xn, an)) = inf
s∈R
{
s+
1
1− α
inf
π∈Π
Eπx [(C
∞ − s)+]
}
(2.32)
Hence, we fix the global variable a priori s as
s = VaRπ0α (C
∞), (2.33)
where VaRπ0α (C
∞) is decided using the reference probability measure P0. It is claimed in
[4] that by fixing global variable s, the resulting optimization problem would turn out to
be over AVaRβ(C
∞), where possibly α 6= β, under some regularity assumptions. But, it is
not clear to us, what these regularity conditions would be for that to hold and why it should
be necessarily case. Since for each fixed s, the inner optimization problem in Equation
eq:finite
2.31 has an optimal policy π(s) depending on s. Hence, as in [4], we focus on the inner
optimization problem but by fixing the global variable s heuristically a priori VaRπ0α (C
N)
with respect to reference probability measure P and then solve the optimization problem for
each path ω conditionally with respect to filtration Fn at each time n ∈ N0 namely by taking
into account whether for that path sn ≤ 0 or sn > 0. Hence, by denoting sn = Cn− s, the
optimization problem reduces to classical risk neutral optimization problem for that path
ω whenever sn ≤ 0. We treat this classical case (see [13]) in the subsection below.
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3 Solving the case when the global variable sn ≤ 0
Recall that the inner optimization problem is
V ∗0 (x) =
1
1− α
inf
π∈Π
Eπx [(C
∞ − s)+].
=
1
1− α
inf
π∈Π
Eπx
[( ∞∑
n=N+1
c(xn, an)− (s− C
N)
)+]
=
1
1− α
inf
π∈Π
Eπx
[( ∞∑
n=N+1
c(xn, an)− sn
)+]
(3.34)
=
1
1− α
inf
π∈Π
Eπx
[
Eπx
[( ∞∑
n=N+1
c(xn, an)− sn
)+
|Fn
]]
(3.35)
=
1
1− α
inf
π∈Π
Eπx
[
Eπx
[( ∞∑
n=N+1
c(xn, an)− sn
)+
|{xn, sn}
]]
(3.36)
Hence, whenever sn ≤ 0, we have a risk neutral optimization problem in that path ω.
Namely,
V πn+1(x) :=
∞∑
i=n+1
1
1− α
ci(xi, πi)−
1
1− α
sn. (3.37)
Without loss of generality, with some abuse of notation, we take
1
1− α
ci(xi, πi)−
1
1− α
s = ci(xi, πi), (3.38)
for all i ∈ N0. That is to say V πn (xn) is the total cost from time n onwards for that
particular path ω, where n = min{m ∈ N0 : sm ≤ 0} given the initial condition xn. The
corresponding minimal cost is then
V ∗n (xn) := inf
π∈Π
V πn (xn), (3.39) optim_eqn
We also denote that for any two integers N > n ≥ 0
V πn (x) = V
π
n,N(x) + V
π
N,∞(x), (3.40)
where
V πn,N(x) :=
N−1∑
i=n
ci(xi, ai) (3.41)
is the (N − n)-step cost when using the policy π, starting at xn and
V πN,∞(x) :=
∞∑
i=N
ci(xi, ai) (3.42)
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is the tail cost from time N onwards. Let
V ∗n,N(xn) := inf
π∈Π
V πn,N(xn) (3.43)
We need the following two technical lemmas.
critical_lemma0 Lemma 3.1. Fix an arbitrary n ∈ N0. Let Kn be as in assumptions, and let u : Kn → R
be a given measurable function. Define
u∗(x) := inf
a∈An(x)
u(x, a), for all x ∈ Xn. (3.44)
• If u is nonnegative, l.s.c. and inf-compact on Kn, then there exists πn ∈ Fn such
that
u∗(x) = u(x, πn), for all x ∈ X (3.45)
and u∗ is measurable.
• If in addition the multifunction x→ An(x) satisfies the Assumption
assumptions
2.1, then u∗ is
l.s.c.
Proof. See [25]. 
critical_lemma Lemma 3.2. For every N > n ≥ 0, let wn and wn,N be functions on Kn, which are
nonnegative,l.s.c. and inf-compact on Kn. If wn,N ↑ wn as N →∞, then
lim
N→∞
min
a∈An(x)
wn,N(x, a) = min
a∈An(x)
wn(x, a) (3.46)
for all x ∈ X.
Proof. See [13] page 47. 
For n ∈ N0 we denote
V ∗n,N(x) := inf
π∈Π
∫ ( N∑
i=n
c(xn, an)− s)
+Q(dx′|x, f0(x, s)
)
(3.47)
V ∗n (x) := inf
π∈Π
∫ ( ∞∑
i=n
c(xn, an)− s)
+Q(dx′|x, f0(x, s)
)
(3.48)
Definition 3.1. A sequence of functions un : Xn → R is called a solution to the optimality
equations if
un(x) = inf
a∈An(x)
{cn(x, a) + E[un+1[Fn(x, a, ξn)]]}, (3.49)
where
E[un+1[Fn(x, a, ξn)]] =
∫
Sn
un+1[Fn(x, a, s)]µn(ds). (3.50)
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First, we introduce the following notations for simplicity. Let Ln(X) be the family of
l.s.c. non-negative functions on X . Moreover, denote
Pnu(x) := min
a∈An(x)
{cn(x, a) + E[un+1[Fn(x, a, ξn)]}, (3.51) min_eqn
for all x ∈ X .
Lemma 3.3. Using the Assumption
assumptions
2.1, then
• Pn maps Ln+1(X) into Ln(X).
• For every u ∈ Ln+1(X), there exists a∗n ∈ Fn such that an ∈ An(x) attains the
minimum in (
min_eqn
3.51), i.e.
Pnu(x) := {cn(x, an) + E[un+1[Fn(x, an, ξn)]}, (3.52) sm_eq
Proof. Let u ∈ Ln+1(X). Then by assumptions we have that the function
(x, a)→ cn(x, a) + E[un+1[Fn(x, an, ξn)] (3.53)
is non-negative and l.s.c. and by Lemma
critical_lemma0
3.1, there exists πn ∈ Fn that satisfies Equation
sm_eq
3.52 and Pnu is l.s.c. So we conclude the proof. 
By dynamic programming principle, we express the optimality equations 38 as
V ∗m = PmV
∗
m+1, (3.54)
for all m ≥ n. We continue with the following lemma.
Lemma 3.4. Using the Assumption
assumptions
2.1, consider a sequence {um} of functions um ∈
Lm(X) for m ∈ N0, then the following is true. If un ≥ Pnun+1 for all m ≥ n, then
um ≥ V ∗m for all m ≥ n.
Proof. By previous lemma, there exists a policy π = {πm}m≥n such that for all m ≥ n
um(x) ≥ cm(x, πm) + um+1(x
π
m+1). (3.55)
By iterating, we have
um(x) ≥
N−1∑
i=m
ci(x
π
i , πi) + um+N (x
π
m+N), (3.56)
Hence we have
um(x) ≥ Vm,N(x, π), (3.57)
for all N > 0. By letting N → ∞, we have um(x) ≥ Vm(x, π) and so um ≥ V
∗
m. Hence,
we conclude the proof. 
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val_iter Theorem 3.5. Suppose that assumptions hold, then for every m ≥ n and x ∈ X,
V ∗n,N(x) ↑ V
∗
n (x), (3.58)
as N →∞ and V ∗n is l.s.c.
Proof. We justify the statement by appealing to dynamic programming algorithm, we
have JN(x) := 0 for all x ∈ XN , and by going backwards for t = N − 1, N − 2, ..., n, and
let
Jt(x) := inf
a∈At(x)
{ct(x, a) + Jt+1[Ft(x, a, ξ)]}. (3.59) eqq
By backward iteration, for t = N −1, ..., n, there exists πt ∈ Fm such that πm(x) ∈ Am(x)
attains the minimum in the Equation (
eqq
3.59), and {πN−1, πN−2, ..., πn} is an optimal policy.
Moreover, Jn is the optimal cost for
Jn(x) := V
∗
n,N(xn), (3.60)
Hence, we have
V ∗n,N(x) = min
a∈An(x)
{cn(x, a) + V
∗
n+1,N [Fn(x, a, ξ)]}. (3.61)
Denoting u(x) = supN>n V
∗
n,N(x), we have u(x) is l.s.c. By Lemma
critical_lemma
3.2, we have
V ∗n (x) = min
a∈An(x)
{cn(x, a) + V
∗
n+1[Fn(x, a, ξ)]}. (3.62)
Moreover, cost functions cn(x, a) being nonnegative, we have u(x) ≤ V ∗n (x). But by defi-
nition, we have V ∗n (x) ≤ u(x). Hence, we conclude the proof. 
Intuitively, the theorem means that whenever sn ≤ 0 we have the risk neutral control
problem where the policy is Markovian in the usual sense and hence whenever sn ≤ 0 we
can solve the sub-problem after time n using the classical dynamic programming principle.
We treat the classical LQ-problem using risk sensitive AVaR operator to illustrate our
results below and give a heuristic algorithm that specifies the decision rule at each time
episode n based on our results above.
3.1 A Toolbox Example
We solve the classical linear system with a quadratic one-stage cost problem with AVaR
Criteria. Suppose we take X = R with a linear system
xn+1 = xn + an + Zn, (3.63)
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with x0 = 0, Zn is i.i.d. standard normal i.e. Zn ∼ N (0, 1). We take one stage cost
functions as c(xn, an) = x
2
n + a
2
n for n = 0, 1, ..., N − 1. We also assume that the control
constraint sets An(x) with x ∈ X are all equal to An = R. Thus, under the above
assumptions , we wish to find a policy that minimizes the performance criterion
J(π, x) := AVaRπα
(N−1∑
n=0
(x2n + a
2
n)
)
, (3.64)
It is well known that in risk neutral case using dynamic programming, the optimal policy
π∗ = {f0, ..., fn−1} and the value function Jn satisfy the following dyanimcs
fN−1(x) = 0
fn(x) = −(1 +Kn+1)
−1Kn+1
KN = 0
Kn =
[
1− (1 +Kn+1)
−1Kn+1
]
Kn+1 + 1, for n = 0, ..., N − 1
Jn(x) = Knx
2 +
N−1∑
i=n+1
Ki, for n = 0, ..., N − 1
(see e.g. [13]). In risk sensitive case, we proceed as follows. We take an = 0 for n =
0, ..., N − 1, i.e. π0 = {0, 0, ....0} and let
s := VaRα(
N−1∑
n=0
c(xn, an))
:= inf
{
x ∈ R : P
(N−1∑
n=0
X2n ≤ x
)
≥ α
}
.
Then we check the global variable s. If s ≤ 0, then we appeal to the risk neutral case
and find the optimal policy accordingly. If s > 0, then we choose a0 = 0, this makes the
cost at time 0 minimal by definition. According to the output we go to time n = 1 and
update our state to x1 and repeat the procedure for each time episode n = 0, ..., N − 1.
We give the pesudocode of this algorithm below.
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Algorithm 1 LQ Problem with AVaR algorithm
1: procedure LQ-AVaR Algorithm
2: s = VaRπ0α (
∑N−1
n=0 X
2
n)
3: for each n ∈ N − 1 do
4: if s ≤ 0 then
5: apply Dynamic Programming from state xn at time n onwards
6: else
7: Choose an = 0
8: Update s = s− x2n
9: Update xn+1 = xn + an + ξn(ω)
10: end if
11: end for
12: end procedure
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