A hybrid recommender systems based on weighted tags by Liang, Huizhi et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Liang, Huizhi, Xu, Yue, Li, Yuefeng, Nayak, Richi, & Shaw, Gavin (2010) A
hybrid recommender systems based on weighted tags. In 10th SIAM In-
ternational Conference on Data Mining (SDM2010), 29 April-1 May, 2011,
Renaissance Columbus Downtwon Hotel, Columbus, Ohio. (Unpublished)
This file was downloaded from: http://eprints.qut.edu.au/41890/
c© Copyright 2011 The Authors
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
A Hybrid Recommender Systems based on Weighted Tags * 






Social tags in web 2.0 are becoming another 
important information source to describe the 
content of items as well as to profile users’ topic 
preferences. However, as arbitrary words given by 
users, tags contains a lot of noise such as tag 
synonym and semantic ambiguity a large number 
personal tags that only used by one user, which 
brings challenges to effectively use tags to make 
item recommendations. To solve these problems, 
this paper proposes to use a set of related tags along 
with their weights to represent semantic meaning of 
each tag for each user individually. A hybrid 
recommendation generation approaches that based 
on the weighted tags are proposed. We have 
conducted experiments using the real world dataset 
obtained from Amazon.com. The experimental 
results show that the proposed approaches 
outperform the other state of the art approaches.  
 
Keywords:  Collaborative Filtering, recommender 
systems, social tags, user profiling, personalization, 
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1 Introduction  
Recommender System is one kind of effective tool 
to deal with information overload issue. The 
collaborative filtering based approach and content 
based approach are two major popularly used 
approaches. Usually, the hybrid approaches that 
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combine the collaborative filtering approaches with 
the content information perform better [1]. 
Traditionally, a set of keywords or taxonomic 
topics extracted from the content information of 
items are used to profile the items’ topics and users’ 
topic preferences [16]. However, since the content 
information of items is not always available, or 
very difficult to process such as videos or audios, 
the content based approaches have restricted 
application areas [1].  
In web 2.0, the tag information is becoming 
another important information source to describe 
the content or classification of items as well as to 
profile users’ topic preferences [3]. Compared with 
other traditional content information, the tags are 
lighted weighted, independent with the content type 
of the items and contain users’ explicit topic 
information. These advantages make tags popularly 
used in many application areas including 
amazon.com, del.ico.us, citeUlike and others. 
However, since there is no restriction on selecting 
words for tagging items, the tags used by users 
contain a lot of noise such as semantic ambiguity 
and tag synonyms. Another concern of tags is that 
nearly 60% tags are personal tags that are only used 
by one user [7]. All these disadvantages of tags 
bring challenges to effectively use tags to improve 
the item recommendation accuracy.  
Recently, the tag quality problem begins to 
arouse attention. Mainly, some terms or keywords 
processing approaches have been proposed such as 
obtaining the semantic explanations of each tag 
using the dictionary word Net [7] [18], extending 
the tags of items through clustering [21] or tag co 
occurrence [3], or using latent semantic topics [13].  
A more recent proposed approach was our previous 
work [14], which was to use the standard item 
taxonomy/ontology given by experts to represent 
the semantic meaning of tags to remove the noise of 
tags. One restriction of that approach is that extra 
item taxonomy or ontology information is needed.  
In this paper, we explore how to use a set of related 
tags to represent the semantic meaning of a tag for 
each user individually.  
The following sections of this paper are 
organized as below. Firstly, the related work will be 
briefly reviewed in Section 2. Then, the proposed 
approach will be discussed in details in Section 3. 
In this section, the approaches of representing tags 
and items with a set of related tags will be 
discussed firstly. Then, the user profiling, the 
neighbourhood formation, and the hybrid 
recommendation generation approaches will be 
discussed. In Section 4, the experiments will be 
discussed. Finally, the conclusions will be given in 
Section 5. 
 
2 Related Work 
 
Recommender systems can be broadly classified 
into three categories: content-based recommender 
systems, collaborative filtering or social filtering 
based recommender systems and hybrid 
recommender systems [1]. The hybrid approaches 
that combine the collaborative filtering approaches 
with the content information are commonly used.  
Currently, the researches about tags in 
recommender systems are mainly focusing on how 
to recommend tags to users such as using the co-
occurrence of tags [3], association rules [12], 
folkrank [10], tensor [2] etc. Not so much work has 
been done on the item recommendation. Diederich 
et al. [4] proposed an exploratory user based 
collaborative filtering approach based on tag based 
user profile. It didn’t use tags to profile the topics 
of items and fail to do content mapping between 
users and items. In the work of Niwa et al. [5] and 
[21], a tf-idf weighted tag based item profiles have 
been used for web page recommendation. The work 
of Tso-shuter [6] extended the user-item matrix to 
user-item-tag matrix to make collaborative filtering 
item recommendation. However, that work didn't 
consider the noise of tags and didn’t use tag as 
content information. More recently, the noise of 
tags or the quality [20] or usefulness [8] of tags has 
become one important research question. The 
Latent Semantic Analysis or PLSI [13] based 
approaches have been used for the tag processing. 
In the recent work of Sen et al [19], a special tag 
rating function was used to find user’s preferences 
for tags. Since Sen’ work needs various kinds of 
extra information or special function, it makes the 
work incomparable and gives restrictions to the 
application of it.  
We extend this existing research in three main 
ways. First, we only use the tag information. No 
extra information sources are used. Second, we 
keep all the tags, including the personal tags. We 
believe each tag is useful and meaningful for the 
user himself/herself. We explore how to solve the 
problems of personal tags, tag synonyms and 
semantic ambiguity. Thirdly, we discuss how to 
hybrid the user based collaborative filtering 
approaches with the content filtering approach 
based on weighted tags to make item 
recommendations.   
 
3 The proposed Approach  
 
3.1 Definitions 
To describe the proposed approach, we define some 
key concepts used in this paper as below.  
 Users: 𝑈 = {𝑢1, 𝑢2 , … , 𝑢|𝑈|}  contains all users 
in an online community who have used tags to 
label and organize items.   
 Items (i.e., Products, Resources):  𝑃 =
{𝑝1 , 𝑝2 , … , 𝑝|𝑃|}  contains all items tagged by 
users in U. Items could be any type of online 
information resources or products in an online 
community such as web pages, videos, music 
tracks, photos, academic papers, books etc. Each 
item p can be described by a set of tags 
contributed by different users.  
 Tags: 𝑇 = {𝑡1 , 𝑡2 , … , 𝑡|𝑇|} contains all tags used 

















 Topics or Concepts: A topic refers to an area or 
a category of interest. Traditionally, topics can 
be represented by a set of taxonomic terms or a 
set of keywords. In this paper, we will use a set 
of tags to represent a topic.   
 
3.2 The representation of tags and items 
 
3.2.1 Item description 
Traditionally, the item classifications or 
descriptions are given by domain experts using a set 
of standard topics as well as a hierarchical structure 
representing the semantic relationships among the 
topics such as item taxonomy or ontology. In web 
2.0, harnessing the collaborative work of thousands 
or millions of web users, the aggregated tags 
contributed by different users form the item 
descriptions from the viewpoint of users or 
folksonomy [3]. At the same time, the tags used by 
each user form the topic description of the user with 
his or her own vocabulary or called user description. 
For example, in Figure 1, the book “The world is 
flat” has been classified with the tags 
“globalization”, “0403”, and “outsourcing” by 
different users. Among the tags for this book, 
“globalization” was used by three users, and each 
of the other tags was used by only one user. The 
user u1 is interested in “0403” and currently two 
items have been collected with this tag.  
Let 𝑝𝑖  be an item, 𝑇𝑝𝑖  be the aggregated tag set 
of the item 𝑝𝑖 ,  𝑛𝑡𝑥 ,𝑝𝑖  denotes how many times the 
tag 𝑡𝑥  has been used by users to describe the item 
𝑝𝑖 . For each 𝑡𝑥 ∈ 𝑇𝑝𝑖 , let 𝑤𝑝 𝑡𝑥  be the weight of 
tag 𝑡𝑥  for the topic representation of item 𝑝𝑖 , 
𝑤𝑝 𝑡𝑥  can be calculated with the equation below: 
𝑤𝑝 𝑡𝑥 = 𝑛𝑝𝑖 ,𝑡𝑥 /  𝑛𝑝𝑖 ,𝑡𝑦 𝑡𝑦 ∈𝑇𝑝𝑖
               (1) 
Different from the term frequency that is derived 
from the content description of the item, the tag 
weight 𝑤𝑝 𝑡𝑥  indicates how popularly the tag 𝑡𝑥  
has been used by users to describe or classify the 
item 𝑝𝑖 . It reflects the “wisdom of crowds” in terms 
of the classifications or descriptions of each item 𝑝𝑖 . 
Reflecting the common viewpoint of users, the 
higher the weight of a tag is, the more likely the tag 
represents the major topic for the item. For example, 
in Figure 1, we can see that the tag “globalization” 
has the highest weight value 0.6 for the book “The 
world is flat”.  
3.2.2 The representation of tags  
As mentioned in Introduction, there are many 
personal tags that are meaningless to other users, 
and there exists some problems such as semantic 
ambiguity and tag synonyms. Since essentially a tag 
is given by a user to describe or organize his/her 
items individually, it’s more accurate to find the 
semantic meaning of a tag for each user 
individually. 
For each user, each tag that he/she used is 
meaningful and useful for himself/herself. Labelled 
with a tag 𝑡𝑥 , a set of items are collected and 
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grouped together according to the user’s topic 
interests. In our previous work, we verified that the 
related topics of a tag for a user can be represented 
by the taxonomic topics of the items that have been 
collected under that the tag by the user [14]. Since 
the topics of an item also can be represented by the 
tags with their weights, in this paper, we propose to 
use the tags of the items that have been collected 
under the tag 𝑡𝑥  by the user 𝑢𝑖  to represent the 
related topics of the user’s original tag 𝑡𝑥 . With this 
approach, for a given tag 𝑡𝑥 , a set of related tags are 
selected to represent the tag 𝑡𝑥  of user 𝑢𝑖 .  
Let 𝑃𝑢 𝑖 ,𝑡𝑥  be the set of items that have been 
collected in the tag 𝑡𝑥  by the user 𝑢𝑖 , the tags of 
each  item 𝑝𝑘 ∈ 𝑃𝑢 𝑖 ,𝑡𝑥  reflect the related topics of 
the tag tx .  Once we have identified the related 
topics, the next important problem is to determine 
the weight of each related tag 𝑡𝑦  that measures how 
strong  𝑡𝑦   is related to the original tag 𝑡𝑥  for 
representing the topics of 𝑡𝑥 . As discussed in 
Section 3.2.1, the weight value of a tag for an item 
reflects how important the tag is for the topic 
representation of this item.  Thus, 𝑤𝑝 𝑡𝑦  given in 
Equation (1)   measures the   weight of how 
important that the tag 𝑡𝑦  represents a given item 𝑝𝑘 . 
Since  𝑤𝑝 𝑡𝑦  is calculated by considering all users 
who have used 𝑡𝑦  to tag 𝑝𝑘 , it represents the 
importance of 𝑡𝑦  to 𝑝𝑘  globally in terms of users. 
For a given user 𝑢𝑖  and a tag 𝑡𝑥 ,  we propose that 
the weight of a tag 𝑡𝑦  being related to tag 𝑡𝑥  for the 
user 𝑢𝑖 , denoted as 𝑟𝑢 𝑖 ,𝑡𝑥  𝑡𝑦 ,  can be calculated by 
combining the global importance of the tag 𝑡𝑦  to 
the items in 𝑃𝑢 𝑖 ,𝑡𝑥 . The calculation of 𝑟𝑢𝑖 ,𝑡𝑥  𝑡𝑦  is 
given below in Equation (2). Here, we assume that 
each item 𝑝𝑘 ∈ 𝑃𝑢 𝑖 ,𝑡𝑥  has equal probability of being 
tagged, which means the items in 𝑃𝑢 𝑖 ,𝑡𝑥  have the 
same importance for the representation of tag 𝑡𝑥  to 
user 𝑢𝑖 .   
𝑟𝑢 𝑖 ,𝑡𝑥  𝑡𝑦 =  
1
 𝑃𝑢𝑖 ,𝑡𝑥   
∙ 𝑤𝑝 𝑡𝑦   𝑝𝑘∈𝑃𝑢𝑖 ,𝑡𝑥
             (2) 
𝑟𝑢 𝑖 ,𝑡𝑥  𝑡𝑦  represents the weight of how strong 
that 𝑡𝑦  is related to 𝑡𝑥  with respect to user 𝑢𝑖 . Let 𝑡𝑥  
be a tag used by user 𝑢𝑖 ∈ 𝑈,  𝑇 =  𝑡1, 𝑡2 , … , 𝑡|𝑇|  
be the set of tags used by all users in U, the 
representation of tag 𝑡𝑥  for user 𝑢𝑖  consists of a set 
of related tags of tag 𝑡𝑥  and their correspondent 
weights, which is described as below: 
𝑅𝑇 𝑢𝑖 , 𝑡𝑥 =   𝑡𝑦 , 𝑟𝑢 𝑖 ,𝑡𝑥  𝑡𝑦   |  𝑡𝑦 ∈ 𝑇    (3)          
Where  𝑟𝑢 𝑖 ,𝑡𝑥  𝑡𝑦  𝑡𝑦 ∈𝑇  =1. With Equation 3, we 
can relate the personal tags with more meaningful 
factual tags [8] that reflect the topics of the item to 
improve the information sharing. Since the meaning 
or topics of each tag for each user is obtained, it can 
effectively solve the problem of tag synonyms and 
semantic ambiguity, spelling variations etc.  
3.2.3 The representation of items 
As discussed in Section 3.2.1, with tag information, 
the topics of an item can be represented by the 
item’s tags with their weights. However, since the 
items follow the power law distribution [3], a large 
number of items are only described by very few 
tags. The tag based content representations are 
always too short to do content mappings. We 
propose to use a set of related tags to expand the 
tags of each item.  
As discussed in Section 3.2.2, for a user, if one 
item 𝑝𝑖  is collected together with some other items 
under one tag of a user, the topics of these items 
should be closely related with each other. Therefore, 
the topics derived from these items should be 
related to the topics of 𝑝𝑖 . Thus, for a given item 𝑝𝑖 , 
we can expand each tag 𝑡𝑥   of 𝑝𝑖  given by 𝑢𝑗  with a 
set of related tags that are derived from the items 
that are collected  together with 𝑝𝑖  under the tag 𝑡𝑥  
by 𝑢𝑗 .  
Let (𝑢𝑗 , 𝑡𝑥) be a user-tag pair of item 𝑝𝑖 , (𝑢𝑗 , 𝑡𝑥) 
is a user-tag pair of item 𝑝𝑖  if and only if user 𝑢𝑗  
has used tag 𝑡𝑥  to label item 𝑝𝑖 . Since each tag of 
an item is associated with one user of the item, the 
total number of user-tag pairs for that item is equal 
to the item’s total number of being tagged. From 
the tags 𝑡𝑥  that contain the item 𝑝𝑖 , we can derive 
tags 𝑡𝑦  which are related to 𝑡𝑥  based on the relation 
strength measured by 𝑟𝑢𝑗 ,𝑡𝑥  𝑡𝑦  for all users 𝑢𝑗  who 
collected 𝑝𝑖  using tag 𝑡𝑥 . The tags which are related 
to 𝑡𝑥  are considered related to the topics of the item 
𝑝𝑖  and therefore can be used to represent the topics 
of the item. The following equation is proposed to 
estimate the relevance of a tag 𝑡𝑦  to an item 𝑝𝑖 : 
𝑤𝑝 𝑡𝑦 =  
1
|(𝑢𝑗 ,𝑡𝑥 )|
∙ 𝑟𝑢𝑗 ,𝑡𝑥  𝑡𝑦 𝑢𝑗∈𝑈𝑝𝑖 ,𝑡𝑥∈𝑇𝑝𝑖  
      (4) 
Where 𝑈𝑝𝑖  is the set of users that have collected 
item 𝑝𝑖 . Thus, each item is represented by a set of 
related tags and their weights. The higher the 
weight of a tag is, the more important topic this tag 
is for the item. However, if a tag is popularly used 
by many users to collect an item, it is not a 
distinctive tag to represent this item. So, similar to 
the tf-idf weighting approach in text mining, we 
also should take the popularity of a tag for all items 
into consideration to measure the importance of a 
tag to a specific item.  
Let 𝑡𝑦  be a tag, |𝑃| is be the total number of 
items,  𝑖𝑖𝑓(𝑡𝑦 )  is defined as the inverse item 
frequency of tag 𝑡𝑦 . Usually,  𝑖𝑖𝑓(𝑡𝑦 )   =
|𝑃|/𝑙𝑜𝑔(|𝑃𝑡𝑦 |), where |𝑃𝑡𝑦 | is the number of items 
that have been described by 𝑡𝑦 . To get a value 
between 0 and 1 to facilitate comparison, we set 
𝑖𝑖𝑓(𝑡𝑦 )   = 1/𝑙𝑜𝑔(𝑒 + |𝑃𝑡𝑦 |) , where e  is  an 
irrational constant approximately equal to 2.72 and 
0 < 𝑖𝑖𝑓 𝑡𝑦 ≤ 1 . By taking the inverse item 
frequency of tag into consideration, we use 
𝑤𝑝 𝑡𝑦 ∙ 𝑖𝑖𝑓(𝑡𝑦 ) to represent the importance of a 
tag 𝑡𝑦  to an item 𝑝𝑖 . The feature representation of 
an item is defined as below:  
𝑅𝑃 𝑝𝑖 =   𝑡𝑦 , 𝑤
𝑝 𝑡𝑦 ∙ 𝑖𝑖𝑓(𝑡𝑦 )  | 𝑡𝑦 ∈ 𝑇      (5)  
Thus, we profile each item 𝑝𝑖  with a tag vector 
and the values in the vector reflect how much 𝑝𝑖  is 
relevant to the tags. The values can be calculated 
based on Equation 5.    
3.3 User Profile Generation 
 
User profile is used to describe user's interests 
and preferences information. Typically, an item 
explicit or implicit rating vector is used in 
collaborative filtering based recommender systems 
to profile a user’s preferences or interests to the 
items, it is also called users’ item preferences [9]. 
For content based approaches, a set of topics 
extracted from the content or taxonomic 
information of items are used to profile users’ topic 
preferences [9]. To get better recommendations, 
both users’ topic preferences and item preferences 
are profiled and hybrid recommendation 
approaches are used to recommend users those 
items that are not only rated by similar users but 
also have similar topics with users’ topic 
preferences. With tag information that are explicitly 
given by users, the topic preferences of each user 
can be based on tags or called tag preferences. 
Thus, we profile each user 𝑢𝑖  with his or her 
item preferences and tag preferences, which is 
denoted by 𝑢𝑖 = {𝑢𝑖
𝑇 , 𝑢𝑖
𝑃 }. 𝑢𝑖
𝑃  is 𝑢𝑖 ’s item 
preferences represented as a |P|-sized binary item 
vector. 𝑢𝑖
𝑇 is the topic preferences of 𝑢𝑖  and is 
represented by a |T|-sized tag vector with values 
reflecting how much 𝑢𝑖  is interested in the tags. 
How to calculate the value or weight of each tag is 
the major focus of this sub section. 
Similar with the item description, the tags that a 
user has used form an original and explicit 
description of the user’s interested tags. Since the 
number of items in one tag of a user is an important 
indicator of how much the user is interested in that 
tag, the item number of each tag can be used to 
describe how much the user will be interested in the 
tag. For each 𝑡𝑥 ∈ 𝑇𝑢 𝑖 , the weight of tag 𝑡𝑥  for the 
representation of user’s tag preferences is denoted 
as 𝑤𝑢 𝑡𝑥  and calculated with the equation below: 
𝑤𝑢 𝑡𝑥 = 𝑛𝑢 𝑖 ,𝑡𝑥 /  𝑛𝑢 𝑖 ,𝑡𝑥 𝑡𝑦 ∈𝑇𝑢𝑖
               (6) 
Where 𝑇𝑢 𝑖  is the tag set of the user 𝑢𝑖  and 𝑛𝑢 𝑖 ,𝑡𝑥  is 
the number of items that are collected under the tag 
𝑡𝑥  by user 𝑢𝑖 .  
To remove the noise of tags and profile users’ 
tag preferences accurately, we firstly use the 
Equation 3 to get the related tags of each tag 𝑡𝑥  for 
the user 𝑢𝑖 . Then, for each related tag 𝑡𝑦 , we 
calculate the total relevance weight of 𝑡𝑦  for the 
user 𝑢𝑖 . The weight of 𝑡𝑦  can be calculated through 
calculating the total frequency of 𝑡𝑦  for each 
representation of the tag 𝑡𝑥  of user 𝑢𝑖 . The 
calculation of 𝑤𝑢 𝑖 𝑡𝑦  is defined as below: 
𝑤𝑢 𝑡𝑦 =  𝑤𝑢 𝑡𝑥 ∙ 𝑟𝑢 𝑖 ,𝑡𝑥  𝑡𝑦 tx ∈𝑇𝑢𝑖  
          (7) 
Where 𝑤𝑢 𝑡𝑥  is the weight of the original tag  
𝑡𝑥  for user 𝑢𝑖  and 𝑟𝑢 𝑖 ,𝑡𝑥  𝑡𝑦  is the relevance weight 
of the related tag 𝑡𝑦  and 𝑡𝑥  in terms of user 𝑢𝑖 .  
Similar with the feature representation of each 
item, we also take a tag’s occurrence for all users 
into consideration to measure the general 
importance of a tag in the topic preference 
identification of a user. Let 𝑡𝑦  be a tag, 𝑖𝑢𝑓(𝑡𝑦 )  is 
defined as the inverse user frequency of tag 𝑡𝑦 . 
Similarly, we set 𝑖𝑢𝑓(𝑡𝑦 )   = 1/𝑙𝑜𝑔(𝑒 + |𝑈𝑡𝑦 |) , 
where |𝑈𝑡𝑦 |  is the user number of tag 𝑡𝑦 , 0 <
𝑖𝑢𝑓 ty ≤ 1 . Thus, the feature representation of 
each user is defined as below:  
𝑅𝑈 𝑢𝑖 =   𝑡𝑦 , 𝑤
𝑢 𝑡𝑦 ∙ 𝑖𝑢𝑓(𝑡𝑦 )  | 𝑡𝑦 ∈ 𝑇   (8)        
Based on Equation 8, we can calculate the 
values of the topic preference vector  𝑢𝑖
𝑇  for each 
user 𝑢𝑖 .    
    
3.4 Neighbourhood Forming  
Neighbourhood formation is to generate a set of 
like-minded peers for a target user 𝑢𝑖𝜖 𝑈 or a set of 
similar peer items for an item 𝑝𝑖𝜖 𝑃 . The “K-
Nearest-Neighbours” technique is used to select the 
top K neighbours with shortest distances to  𝑢𝑖  or 𝑝𝑖  
through computing the distances between 𝑢𝑖  and all 
other users or the distances between 𝑝𝑖  and all users.   
The distance or similarity measure can be 
calculated through various kinds of proximity 
computing approaches such as cosine similarity and 
Pearson correlation. For any two weighted tag 
vectors  𝑣𝑖  and 𝑣𝑗  , the cosine similarity is defined 
as below: 
𝑐𝑜𝑠𝑖𝑛𝑒 𝑣𝑖 , 𝑣𝑗  =
 𝑣𝑖,𝑦 ∙𝑣𝑗 ,𝑦  
|𝑇|
𝑦 =1





       (9) 
Since each user is profiled with item preferences 
and tag preferences, the similarity of two users 
𝑢𝑖 , 𝑢𝑗  includes two parts: the similarity of tag 
preferences denoted as 𝑠𝑖𝑚𝑢
𝑇 𝑢𝑖 , 𝑢𝑗   and the 
similarity of item preference denoted as 
𝑠𝑖𝑚𝑢
𝑃 𝑢𝑖 , 𝑢𝑗  . Cosine similarity is used to measure 
the similarity of tag preferences between two users.   
To measure the similarity of item preferences with 
implicit binary ratings, we use the improved 
approach of [17] that taking the popularity of an 
item into consideration to calculate the similarity of 
item preferences of two users, which is defined as 
below.  
𝑠𝑖𝑚𝑢
𝑃 𝑢𝑖 , 𝑢𝑗  =
 𝑖𝑢𝑓 (𝑝𝑘 )𝑝𝑘∈𝑃𝑢𝑖∩𝑃𝑢𝑗
 |𝑃𝑢𝑖 |∙|𝑃𝑢𝑖 |
              (10) 
Where |𝑃𝑢 𝑖 | is the item count of user  𝑢𝑖 , |𝑃𝑢𝑗 | is 
the item count of user 𝑢𝑗 , and 𝑖𝑢𝑓(𝑝𝑘)  is the 
inversed user frequency of commonly rated or 
tagged item 𝑝𝑘 . 𝑖𝑢𝑓 𝑝𝑘 = 1/𝑙𝑜𝑔⁡(𝑒 + |𝑈𝑝𝑘 |) , 
where |𝑈𝑝𝑘 | is the number of users that have the 
item 𝑝𝑘 . Thus, the similarity of two users is defined 
as below: 
𝑠𝑖𝑚𝑢 𝑢𝑖 , 𝑢𝑗  = 𝜂 ∙ 𝑠𝑖𝑚𝑢
𝑇 𝑢𝑖 , 𝑢𝑗  +  1 − 𝜂 ∙
𝑠𝑖𝑚𝑢𝑃𝑢𝑖 ,𝑢𝑗            (11)               
Where  0 ≤ 𝜂 ≤ 1. Using the similarity measure 
approach, we can generate the neighbourhood of 
the target user 𝑢𝑖 , which includes K nearest 
neighbour users who have similar user profile with 
ui. The neighbourhood of ui, is denoted as: 
Ň(𝑢𝑖) = {𝑢𝑗 |𝑢𝑗 𝜖 𝑚𝑎𝑥𝐾 𝑠𝑖𝑚𝑢 𝑢𝑖 , 𝑢𝑗   , 𝑢𝑗 𝜖𝑈  
where maxK {} is to get the top K values. 
Similarly, we can generate the top K nearest 
neighbour items of each item 𝑝𝑖 , which is denoted 
as: 
Ň(𝑝𝑖) = {𝑝𝑗 |𝑝𝑗 𝜖 𝑚𝑎𝑥𝐾 𝑠𝑖𝑚𝑝 𝑝𝑖 , 𝑝𝑗   , 𝑝𝑗 𝜖𝑃  
3.5 Recommendation Generation 
Typically, from the generated neighbourhood, a set 
of items that are most frequently rated or tagged by 
the neighbour users of the target user or most 
similar to the target user’s rated items will be 
recommended to the target user. Since the topics of 
items and the topic preferences of users can be 
represented by weighted tags, the topic similarity 
between the target user and the candidate item can 
be used to improve the accuracy of 
recommendations through selecting those items that 
are not only rated by most similar users, but also 
have similar topics with the target user. With the 
topic match measure, it makes the collaborative 
filtering approach actually takes the benefits of 
content based recommendation approaches.  
  
For each target user 𝑢𝑖 , a set of candidate items will 
be generated from the items tagged by 𝑢𝑖 's 
neighbourhood formed based on the similarity of 
user profiles, which is denoted as Č𝑢 (𝑢𝑖), Č𝑢 𝑢𝑖 =
{𝑝𝑘 |𝑝𝑘𝜖𝑃𝑢𝑗 , 𝑢𝑗 𝜖 Ň 𝑢𝑖 , 𝑝𝑘 ∉ 𝑃𝑢 𝑖 },  where 𝑃𝑢𝑗  is the 
item set of user 𝑢𝑗 .  
For each candidate item  𝑝𝑘𝜖Č𝑢 𝑢𝑖 , let 
Ň(𝑢𝑖) ∩ 𝑈𝑝𝑘 be the sub set of users in Ň(𝑢𝑖) who 
have tagged the item pk , the prediction score of 
how much ui may be interested in pk  is calculated 
in terms of the aspects of how similar those users 
who have the item pk  and how similar the item's 
topics with 𝑢𝑖 's topic preferences.  
With Equation11, the similarity of two users can 
be measured. Similarly, the cosine similarity is used 
to calculate the topic mapping between the target 
user 𝑢𝑖 and the candidate item 𝑝𝑘  denoted as 
𝑠𝑖𝑚𝑢 ,𝑝 𝑢𝑖 , 𝑝𝑘 . Thus, the prediction score for each 
candidate item  𝑝𝑘𝜖Č𝑢 𝑢𝑖  denoted as 𝐴𝑢 (𝑢𝑖 , 𝑝𝑘) 
can be calculated with Equation 12. 
𝐴𝑢 (𝑢𝑖 , 𝑝𝑘) =
𝑠𝑖𝑚𝑢 ,𝑝 𝑢𝑖 , 𝑝𝑘 ∙  𝑠𝑖𝑚𝑢 𝑢𝑖 , 𝑢𝑗  𝑢𝑗 𝜖Ň 𝑢𝑖 ∩𝑈𝑝𝑘
=
𝑐𝑜𝑠𝑖𝑛𝑒 𝑢𝑖 , 𝑝𝑘 ∙   𝑠𝑖𝑚𝑢 𝑢𝑖 , 𝑢𝑗  𝑢𝑗 𝜖Ň 𝑢𝑖 ∩𝑈𝑝𝑘
  (12)             
   The top N items with larger prediction scores will 
be recommended to the target user  𝑢𝑖 .  
4 Experiments and Evaluations 
4.1 Data preparation 
We conducted the experiments with the real world 
datasets Amazon.com dataset. This dataset was 
crawled from amazon.com on April, 2008. The 
items of the dataset are books. To avoid too sparse, 
we selected those users who have collected no less 
than 5 items and those items that are used by at 
least 3 users. The final dataset consists of 4112 
users, 34201 tags, 30467 items. The average items 
that one user has is 12.78, which is a sparse dataset. 
To facilitate comparison, we also extracted the 
taxonomic descriptors of each item from 
amazon.com. The taxonomy formed by the 
descriptors is tree-structured and contains 9919 
unique topics. The distributions of tags and items 
are shown in Figure 2. We can see the tags and 
items follow the power law distribution and about 





4.2 Experiments setup 
To evaluate the proposed approaches, the dataset 
was 5 folded and split into 5 datasets. For each split 
dataset, 80% of users were used as the training 
users while 20% of users were selected as the test 
users. For each test user, 20% of the items of this 
user were hidden as the test/answer set while 80% 
of each user’s items are used as his/her training set. 
The training set of each user contains user's items 
and corresponding tags information as well. For 
each test user, the recommender system will 
generate a list of ordered items that the test user 
didn’t collect. The top 𝑁 items with high prediction 
scores will be recommended to the user. If an item 
in the recommendation list was in the test user's 
hidden item list, then the item was counted as a hit. 
The average precision and recall of the whole test 
users of one split-dataset were recorded as one run 
of the results. The average precision and recall 
Figure 2 The distribution of tags and items  
 
values of the 5 split datasets were used to measure 
the accuracy performance of the recommendations.  
4.3 Experimental results 
To evaluate the effectiveness of the proposed 
approaches, we conducted the comparison 
experiments. 
We compared the precision and recall value 
produced with the following methods: 
 WTR: This is the proposed approach that uses 
the tag representation and expansion to find the 
actual covered or related tags of each user and 
each item.   
 ARTE: This method is inspired by the approach 
proposed by Shaw [11] that uses association 
rules to find the associated item taxonomic 
topics to expand the user and item topic profiles 
to make recommendation. Different from 
Shaw’s work, the tag information was used 
instead of the item taxonomic topic information. 
The same with Heymann’s approach [12], each 
item’s tag set was used as one transaction record 
of the whole transaction set. Based on the 
transaction set, a set of association rules with 
given confidence and support values will be 
generated.  
 Tag-TPR. This is our previous approach that 
uses the item taxonomic topics given by experts 
to represent the actual covered or related topics 
of each tag [14].   
 Tso-Sutter’s approach. This approach was 
proposed by Tso-Sutter that uses binary user-
item-tag matrixes to make recommendation [6], 
which is an extended standard collaborative 
filtering approach. 
 Diederich’s approach. This approach was 
proposed by Diederich [4]. The tf-idf tag 
profiles are used to represent users’ topic 
preferences. Different from our proposed 
approaches, this approach didn’t consider the 
noise of tags and didn’t combine content 
filtering method.  
 Niwa’s approach.  This approach was proposed 
by Niwa [5]. With this approach, the items were 
clustered based on the tf-idf tag profile of each 
item. Then, each user’s tags were regarded as 
queries. The most relevant items will be 
recommended. This approach didn’t combine 
the collaborative filtering approach.  
 
The top 3 precision and recall results of these 





From the experimental results given in Figure 3, we 
can see that the proposed approach performed the 
best. For the proposed WTR approach, we got the 
best results of with the 𝜂 value 0.82, which means 
that item preferences played more important part in 
neighborhood forming for this dataset. Topic 
preference will play more important role to find 
similar users when in cold start situation [14][15].  
From the experiments, we can see that the 
Association rules based tag expansion approach 
ARTE performed worse than the proposed 
approach. Since the antecedents and the 
consequences of each association rule should occur 
frequently in the transaction dataset, thus the 
personal tags that need to expand can’t find 
associated tags while only the frequent or popular 
tags will be expanded with one or a set of 
associated poplar tags. For tag recommendation, 
this kind of expansion works well since the popular 
tags have more chances to be used by users. But for 
item recommendation, usually the popular tags are 
not so useful to identify the topic preferences of 
users to find similar users or the topics of items to 
find similar items. Another reason is because that 
the association rule based tag expansion is not a 
personalized tag expansion approach since the 
occurrences of tags are just calculated based on the 
tag name and the same set of associated tags was 
expanded based on the same tag name. The noise of 
tags was not removed.    
The comparison of Tag-TPR and WTR suggests 
that the tag information provided by users can be 
used to describe the content information of items as 
well as profiling the topic preferences of users after 
removing the noise of tags using the proposed tag 
Figure 3. Top 3 Precision and Recall results  
 
representation and expansion approach. The 
proposed approach WTR outperformed the Tag-
TPR approach also suggests that the semantic 
meaning of a tag can be more accurately 
represented by a set of related tags than the 
taxonomic topics of items. It also indicates that the 
multiple relationships among users, items and tags 
should be considered to make item 
recommendation. 
Since Tso-Sutter’s approach didn’t consider the 
contend filtering and didn’t use weighting approach 
such as tf or iuf/iif, it failed to improve the 
recommendation accuracy significantly. For 
Diederich’s approach, it ignored the noise of tags 
and simply removed the tags that used by less than 
certain times (i.e., 5 times) in the experiments and 
didn’t combine the content filtering approach. Thus, 
it didn’t largely improve the accuracy of 
recommendation. Niwa’s approach was mainly a 
content filtering approach. It didn’t combine the 
collaborative filtering approach. The tags of items 
were expanded based on the clustering approach. 
But since only the frequent tags in that cluster can 
be selected to represent the topics of the cluster or 
selected to expand the user’s topics, this approach 
failed to perform the best. The proposed approaches 
perform better is because the multiple relationships 
among tags, users and items are used to find the 
semantic representation of each tag of user 
individually to remove the noise of tags and profile 
user’s topic preferences accurately.        
5 Conclusions  
In this paper, we discuss how to improve the 
traditional user based recommender systems to 
make more accurate personalized item 
recommendations based on the social tag 
information in web 2.0. 
To solve the problems caused by the free-style 
vocabulary of tags such as tag synonym, semantic 
ambiguity and large number of personal tags, we 
propose to select a set of related tags to represent 
the related topics of a tag for each user individually. 
Then, based on the tag representation, we propose 
an item tag expansion approach to expand the tags 
of each item. A tag based user profiling approach is 
proposed to profile the tag preferences of each user. 
Based on the item and user profiles representing 
with the weighted tags, a hybrid recommendation 
approach that combines the collaborative filtering 
and content based filtering approaches are 
discussed. The experimental results show that the 
proposed outperform other state of the art 
approaches. The comparisons with the item 
taxonomic topic based approaches suggest that the 
tag information can be used as another kind of 
content information to improve the item 
recommendation accuracy.    
Since the social tags can be used to describe any 
types of items or resources, this research can be 
used to recommend various kinds of items to users. 
This research made a contribution to the tag 
processing as well as the user profiling with tags. 
More significantly, this research made a 
contribution to the improvement of the 
recommendation performances of traditional 
recommender systems (i.e., in e-commerce websites) 
through incorporating this new type of user 




[1] Adomavicius, G., and Tuzhilin, A., “Toward the 
Next Generation of Recommender Systems: A 
Survey of the State-of-the-Art and Possible 
Extensions”, IEEE Transactions on Knowledge and 
Data Engineering, 17(6):2005, pp. 734-749. 
[2] Rendle, S.,   Marinho, L.B.,  Nanopoulos, A., 
Schmidt-Thieme, L.,   “Learning optimal ranking 
with tensor factorization for tag recommendation”, 
In Proc. of SIGKDD 2009, pp. 727-736.  
[3] Li, X., Guo, L., and Zhao, Y. E., “Tag-based 
social interest discovery”, In Proc. of WWW’08, 
2008, pp. 675-684.  
[4] Diederich, J. and Iofciu, T., “Finding 
Communities of Practice from User Profiles Based 
On Folksonomies”. In Proc. of the 1st International 
Worskhop on Building Technology Learning 
Solutions for Communities of Practice, 2006. 
[5] Niwa, S.,  Doi, T.,  and Hon’Iden, S., “Web 
Page Recommender System Based on Folksonomy 
Mining”. Transactions of Information Processing 
Society of Japan, 47(5):2006, pp.1382–1392. 
[6] Tso-Sutter, K.H.L., Marinho, L.B. and Schmidt-
Thieme, L., “Tag-aware Recommender Systems by 
Fusion of Collaborative Filtering Algorithms”, In 
Proc. of Applied Computing, 2008, pp. 1995-1999. 
[7] Bischoff, K., Firan, C. S., Nejdl, W., Paiu, R., 
“Can All Tags be Used for Search?”, In Proc. of 
CIKM’08, 2008, pp.  193-202. 
[8] Sen, S., S. Lam, A. Rashid, D. Cosley, D. 
Frankowski, J.Osterhouse, M. Harper, and J. Riedl., 
“Tagging, communities, vocabulary, evolution”, In 
Proc. of CSCW '06, 2006, pp. 181-190. 
 [9] Burke, R., “Hybrid Recommender Systems: 
Survey and Experiments”, User Modeling and 
User-Adapted Interaction, 12(2002), pp. 331-370. 
[10] Jaschke, R. , Marinho, L.,  Hotho, A. , 
Schmidt-Thieme, L., and Stumme, G.” Tag 
recommendations in folksonomies”, In Proc. of 
PKDD, 2007. 
[11] Shaw, G., Xu, Y., Geva S., Investigating the 
use of Association Rules in Improving 
Recommender systems ADCS 2009.  
[12] Heymann, P., Ramage, D., and Garcia-Molina, 
H., “Social tag prediction”, In Proc. of SIGIR’08, 
2008, pp. 531–538. 
[13] Gemmis, M. de, Lops, P.,  Semeraro, G., and 
Basile, P.,  “Integrating tags in a semantic content-
based recommender”, In Proc. of the 2008 ACM 
conference on Recommender systems, 2008, pp. 
163-170.  
[14] Liang, H., Xu, Y.,  Li, Y., and Nayak, R., 
Weng, L.,  “Personalized Recommender Systems 
Integrating Social tags and Item Taxonomy”, In 
Proc. of  WI 09, 2009. 
[15] C.N. Ziegler, G. Lausen, & L.Schmidt-Thieme, 
“Taxonomy-driven Computation of Product 
Recommendations”, In Proc. of the CIKM 2004, pp. 
406-415. 
[16] M. Balabanovic and Y. Shoham, “Content-
based, collaborative recommendation”. 
Communications of the ACM, 40(3):66–72, 1997.  
[17] Breese, J.S., Heckerman, D., and Kadie, C., 
“Empirical Analysis of Predictive Algorithms for 
Collaborative Filtering”, In Proc. of Conference on 
Uncertainty in Artificial Intelligence, 2008 
 [18] Suchanek, F. M., Vojnovi c´, M., 
Gunawardena D., “Social tags: Meaning and 
Suggestions”, In Proc.of CIKM’08, 2008, pp. 223-
232 
[19] Sen, S., Vig, J., Riedl, J., “Tagommenders: 
Connecting Users to Items through Tags”, In Proc. 
of WWW’09, 2009, pp. 671-680 
[20] S. Sen, J. Vig, and J. Riedl,“Learning to 
Recognize Quality Tags”, In Proc. of IUI, 2009. 
[21] Shepitsen, A. , Gemmell, J.,  Mobasher, B.,  
Burke, R., “Personalized recommendation in social 
tagging systems using hierarchical clustering”, In 
Proc. of the 2008 ACM conference on 
Recommender systems, 2008, Pages 259-266.  
 
