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Abstract
Offshore wind is set to contribute a significant portion of the UK’s renewable energy
production. In order to achieve this, installation costs must be reduced and energy
density optimised, but this must be balanced with the increase in maintenance costs
resulting from fatigue due to wake impact. The aim of this thesis is to investigate
the effects of horizontal axis wind turbine wake impact on a downstream rotor.
A force-free wake implementation of the unsteady vortex lattice method has been
developed in order to simulate the flow around the downstream rotor, including the
effects of an upstream rotor wake, uncorrelated wind field and the dynamic inflow
response of the turbine wake. In addition, a series of wind tunnel experiments were
undertaken to characterise the wake of a horizontal axis wind turbine and measure
time histories of the turbine thrust and blade root bending moments in uniform and
turbulent inflow and upstream rotor wake impact.
Comparisons are made between the model and wind tunnel experiments for a range
of flow cases: uniform inflow, turbulent inflow and operation in an upstream rotor
wake at varying degrees of lateral offset. The upstream flow field is modelled on a
Cartesian grid, following the assumption of frozen turbulence. For both the turbu-
lent flow and upstream rotor wake, a simplified model is used as a starting point
and then refined to better model the effect of turbulence.
Ambient turbulence is found to have minimal impact on the mean response of the
rotor, suggesting that a linearised approach can be taken in the numerical modelling
of turbulence effects. The simple model better predicts the low frequency response,
but does not capture the per revolution frequencies identified by the refined model,
which also better predicts the admittance.
The response of the rotor to an aligned upstream rotor wake is found to be domi-
nated by the wake turbulence, although the proposed model does not reproduce the
measured response. However, for laterally offset upstream rotor wakes the mean ve-
locity deficit is the dominant factor and the model captures the response, including
the shift to higher bending moment cycles which will contribute to increased fatigue.
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1 Introduction and motivation
With dwindling global reserves of fossil fuels and rising energy prices, energy secu-
rity is an increasing concern for governments worldwide. In conjunction with this,
growing concern over global warming means there is increasing pressure on govern-
ments to move to low carbon and renewable forms of energy production. European
Union Directive 2009/28/EC (European Parliament and Council of the European
Union, 2009) places legal obligations on member states to this end, which in the UK
translates to 15% of energy production from renewable sources by 2020.
Offshore wind is seen as one of the UK’s key renewable resources and is therefore
likely to contribute a large proportion of the renewable energy required to meet the
2020 target and beyond. The current installed capacity is only 3.5 GW, but the UK
government has forecast a total 16 GW installed capacity by 2020, with potential
for this to be increased further to 39 GW by 2030 (Department of Energy & Climate
Change, 2013). In order to achieve this it will be necessary to reduce the cost of
installation and operation of wind farms.
In terms of capital cost, there is a trade-off between wake effects, cabling costs and
other installation costs, whilst trying to maximise the energy density of the farm
(The Crown Estate, 2012). Cabling represents around 20% of the installation costs
of a turbine (Barthelmie et al., 1996; The Crown Estate, 2012), meaning that a
denser packing is desirable. However, this is likely to increase the frequency and
extent of wake impact on downstream rotors, which will have implications in terms
of fatigue and associated maintenance costs. Therefore, it is important that the
effects of wake impact are fully understood in order to facilitate correct decisions
about the spacing of wind turbines.
With a view to encouraging and supporting research into wind energy in the United
Kingdom, the SUPERGEN Wind Energy Technologies Consortium was established
in 2006 as part of the Engineering and Physical Sciences Research Council (EPSRC)
funded SUstainable PowER GENeration and supply (SUPERGEN) programme.
The principle aim of the consortium is
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‘To undertake research to achieve an integrated, cost-effective, reliable
& available offshore wind power station.’
The focus of this thesis was in part motivated by the requirements of Deliverable 2.2
(Rotor-wind field interaction) of Phase 2 of this consortium. The developed model
has also been coupled with a structural beam model developed at the Rutherford
Appleton Laboratory as part of Deliverable 4.4.3, although this work will not be
discussed here.
The contribution of this thesis is the development and validation of a new analy-
sis tool in the study of wake impact and corresponding observations regarding the
implications of wake impact loading. The impact of an upstream rotor wake on a
downstream rotor can be considered in terms of two separate effects: the determin-
istic once per revolution loading associated with interaction of the blade with the
mean velocity deficit of the upstream rotor wake and the stochastic loading due to
the increased turbulence in the wake. The effects of both components are investi-
gated. In respect of the latter, a model of ambient turbulence and its effects is also
investigated to give further insight into stochastic loading of the wind turbine prior
to development of the wake turbulence model.
1.1 Governing equations
Prior to the development of any numerical model, the governing equations of the
flow being investigated should be identified. The governing equations of fluid motion
can be derived from the conservation of mass
∂ρ
∂t
+ ρ (∇ ·Q) = 0 (1.1)
and conservation of momentum, the Navier-Stokes equation,
ρ
DQ
Dt
= −ρg −∇p+∇T (1.2)
where D/Dt = ∂/∂t + Q · ∇ is the total derivative, ρ is the density, Q is the total
velocity, t is the time, g is gravitational acceleration, p is the pressure and T is the
stress tensor.
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1.1.1 Incompressible flow assumption
The conditions for incompressible flow can be determined from the Navier-Stokes
and Continuity equations, assuming small harmonic motions, as M  1 and kM 
1 where M is the Mach number and k = ωb/U is the characteristic reduced frequency
of the unsteady motion, where ω is the angular frequency, U is the incident velocity
and b is the half chord; preferred to the chord, c, for historical reasons.
In the case of wind turbines, which have high aspect ratio blades and low tip speeds,
the characteristic reduced frequency, based on the rotation frequency, is of O(10−1).
Most common models operating today have a tip speed of less than 100 m s−1 (Ver-
meer et al., 2003), which in standard atmospheric conditions gives a Mach number
of around M = 0.29. Therefore, compressibility can be neglected.
1.1.2 Conservation of mass
For incompressible flows Equation 1.1 becomes ∇·Q = 0. As the Reynolds number,
Re = ρUc/µ where µ is the dynamic viscosity, of the flow around the blades is
O(106) the flow can also be assumed inviscid outside of the boundary layers and
wakes, which implies the local flow around the blades is irrotational. Therefore,
the velocity can be expressed as the gradient of the velocity potential, Φ, giving
Laplace’s equation,
∇2Φ = 0. (1.3)
This is the governing equation for potential flow.
1.1.3 Conservation of momentum
For incompressible flow the stress tensor becomes ∇T = µ∇2Q where µ is the
dynamic viscosity, which in inviscid flow can be neglected giving the Euler equation
for the conservation of momentum.
ρ
DQ
Dt
= ρ
[
∂Q
∂t
+ (Q · ∇) Q
]
= −ρg −∇p (1.4)
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As the local flow is also assumed irrotational this can be rewritten in terms of the
velocity potential and integrated along a stream line to give the unsteady form of
Bernoulli’s equation,
ρ
∂Φ
∂t
+ 1
2
ρ (∇Φ · ∇Φ) + ρgz + p = f(t). (1.5)
where z is height and f(t) is the integration constant and is a function of time only.
1.2 Axis system
U∞
Ω
x
z
y
Figure 1.1: Axis system definition.
The axis system adopted is a right
handed coordinate system, as defined in
Figure 1.1, with x in the free stream,
U∞, direction, defining the axis of rota-
tion, z perpendicular to the Earth’s sur-
face and y chosen to complete the right
handed system, i.e. positive to the left
when looking from upstream. The cor-
responding turbulence velocities are u, w and v, respectively.
1.3 Turbine specification
The turbine used in both the numerical and experimental work described in this
thesis was based on the Exemplar 5MW turbine designed by the SUPERGEN Wind
Energy Consortium (Leithead and Watson, 2009). The Exemplar turbine is a three
bladed upwind variable speed pitch regulated turbine designed for operation in off-
shore wind farms. It has a rotor diameter of 126 m, hub diameter of 3 m and hub
height of 90 m. The cut-in wind speed is 4 m s−1, with linearly increasing rotational
velocity from 0.5 rad s−1 to rated wind speed of 11.5 m s−1, above which it operates
at a constant rotational velocity of 1.267 rad s−1. The cut-out wind speed is 25 m
s−1. The full specification also includes coning and tilt of the rotor, although this
has been neglected for simplicity.
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61 2 3 4 5 7 8 9 10 11 12 13 14 15 16 17 1819
Instrumented Turbine Hub
Instrumented
Turbine Hub
Upstream
Turbine Hub
Section No
Section No 1 2 3 4 5 6
Radius, R (m) 0.00595 0.01138 0.02222 0.03307 0.04663 0.06290
Chord, c (m) 0.02778 0.02857 0.03059 0.03307 0.03617 0.03692
Pitch Axis (%c) 0.500 0.490 0.460 0.430 0.395 0.375
Twist, β (◦) 13.308 13.308 13.308 13.308 13.000 11.600
Aerofoil Section CIRCYLINDER CIRTRAN172D CIRTRAN105D CIRTRAN071D DU-00W2-401 DU-00W2-350
Section No 7 8 9 0 11 12
Radius, R (m) 0.07917 0.09025 0.11171 0.12798 0.14425 0.16052
Chord, c (m) 0.03538 0.03372 0.03180 0.02975 0.02779 0.02584
Pitch Axis (%c) 0.375 0.375 0.375 0.375 0.375 0.375
Twist, β (◦) 10.162 9.011 7.795 6.544 5.361 4.188
Aerofoil Section DU-00W2-350 DU-91W2-250 DU-93-W-210
Section No 13 14 15 16 17 18 19
Radius, R (m) 0.17679 0.19306 0.20933 0.22288 0.23373 0.24458 0.25000
Chord, c (m) 0.02389 0.02194 0.01998 0.01836 0.01656 0.01126 0.00159
Pitch Axis (%c) 0.375 0.375 0.375 0.375 0.375 0.375 0.375
Twist, β (◦) 3.200 2.319 1.526 0.863 0.400 0.106 0.000
Aerofoil Section NACA-643618
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Table 1.1: Experimental turbine blade specification: Profile, sectional properties &
aerofoil cross-sections.
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Figure 1.2: Indicative performance curve for the modified Exemplar turbine used in the
experiments.
The experimental model was scaled to 1 : 250, and as such the scaled chord was in-
creased by a factor of 2 to improve the structural strength, with the added benefit of
marginally improved Reynolds scaling at the expense of double the solidity of the full
scale. The blade specification is given in Table 1.1 in the form of tabulated sectional
characteristics and plots of the cross-section aerofoil profile thickness normalised
by the chord, y/c. When operating in the upstream rotor wake the maximum tip
speed ratio, due to stall of the turbine, is reduced due to the mean velocity deficit.
This was observed in preliminary tests and is in agreement with the observations
of Adaramola and Krogstad (2011). Therefore the blade pitch was adjusted from
3.84◦, as prescribed by the Exemplar control curve (Leithead and Watson, 2009) for
12 m s−1 flow, to 3.5◦ allowing operation over the range of interest.
Figure 1.2 shows the measured performance curve for the modified turbine. It should
be noted that the values presented are only indicative due to some uncertainty in
the calibration factor, but the curve serves to illustrate the stall region, below a tip
speed ratio of 2, and peak power, at a tip speed ratio of around 3.5.
Unless otherwise stated, all results presented in this thesis, both experimental and
numerical, correspond to the aforementioned turbine.
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1.4 Turbine parameters
Several non-dimensional parameters fundamental to the aerodynamics of wind tur-
bines have been defined. Of these, perhaps the most important is the tip speed
ratio, Λ, which governs the scaling of loads on the wind turbine. The tip speed ratio
is defined as
Λ =
ΩR
U∞
(1.6)
where Ω is the angular velocity of the turbine, R is the blade radius and U∞ is the
free stream velocity.
For comparison between different load cases, it is normal practice to represent the
loads in terms of non-dimensional coefficients integrated over the rotor plane. The
corresponding coefficients for the axial thrust, T , and power, P , are:
CT =
T
1
2
ρU2∞piR2
(1.7)
CP =
P
1
2
ρU3∞piR2
(1.8)
The out-of-plane blade root bending moment, Mb, coefficient is defined as
CMb =
Mb
1
2
ρU2∞piR3
(1.9)
Taken about the connection of the blade to the rotor hub with the rotation plane
defined as the plane perpendicular to the rotation axis.
1.5 Computational methods
The simplest numerical model of wind turbine aerodynamics is the Actuator Disc
Theory; first proposed by Rankine in 1865 with application to propellers and for-
malised by Froude (1889). The wind turbine is modelled as an actuator disc, which
extracts energy from 1D flow, assumed uniform over the disc. By considering the
rate of change of momentum due to the pressure difference across the disc it is
possible to derive expressions of the axial thrust
CT = 4a(1− a)
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and extracted power
CP = 4a(1− a)2
where a = 1− UAD/U∞ is the axial induction factor and UAD is the velocity at the
disc. Maximising the latter equation gives CP |max = 16/27 for a = 1/3, known as
the Lanchester-Betz limit. This can be physically interpreted as the limitation of
energy extracted from the flow due to the need to have flow through the turbine
in order to generate power. Whilst the actuator disc theory provides some useful
insight into the aerodynamics of wind turbines, its applicability to more complex
flows when used in isolation is somewhat limited. However, as will be seen, this and
similar approaches have been used to simplify the modelling of wind turbines in the
application of Navier-Stokes solvers, e.g. for macro-scale flow through wind turbine
arrays.
The Blade Element Momentum (BEM) method, first proposed by Glauert in 1935,
calculates the induction factors along the blade using the equivalence between the
sectional loading and change of momentum in annular rings of the wake. The loading
on the turbine is calculated from the sectional properties accounting for the induc-
tion, often requiring iteration of the solution. Combined with engineering models of
3D and unsteady flow effects, BEM is the current standard for rotor design codes
(Vermeer et al., 2003). One of the fundamental assumptions of BEM theory is that
the spanwise gradient of loading is small, such that each of the rotor annuli can be
treated as independent. This implies that 3D effects, such as tip loss, must be cor-
rected for and wake expansion is neglected. However, the main limitations of BEM
theory are the assumption of steady flow for the momentum balance and axisym-
metric flow such that the solution is independent of azimuth. Whilst BEM theory
is able to accurately predict the performance of wind turbines under steady flow
conditions, given sufficiently accurate aerofoil data, the necessity of corrections for
modelling of 3D and unsteady flow effects makes it unsuitable for the investigation
of either ambient turbulence or wake impact.
At the other end of the scale, the Navier-Stokes equations can be solved directly using
a finite element or finite volume approach. However, direct numerical simulation
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(DNS) is very computationally expensive due to the need to have highly refined
discretisation in the regions of interest in order to resolve very small scale structures,
such as the boundary layers around lifting surfaces or the smallest scales of turbulent
flow. As such, it is common practice to use simplified approaches such as Large
Eddy Simulation (LES), which models the smallest scales of turbulence rather than
resolving them directly, or Reynolds Averaged Navier-Stokes (RANS) equations,
which model all scales of turbulence and solve for the mean velocity field. To further
simplify the model and reduce computational expense, particularly when modelling
the flow through a wind farm, these models are often coupled with actuator disc
representations of the rotor so that the flow around the blades need not be modelled.
Even so, these methods are still relatively computationally expensive, limiting their
use until computational power can be further increased.
The vortex lattice method is an intermediate solution for modelling rotor aerody-
namics, which is able to capture most of the required 3D and unsteady effects with
significantly reduced computational expense. The vortex lattice method has been
applied to many different problems involving unsteady flows: Rossow (1995) used
it to model aircraft performance, Fiddes and Gaydon (1996) investigated the flow
past Yacht sails and Dumitrescu and Frunzulica˘ (2004) used it to study Helicopter
wakes. Katz and Plotkin (2001) present a comprehensive description of the method
and its application to unsteady flows. The vortex lattice method is a potential flow
solution where the lifting surface of the rotor blades is discretised into a lattice of
vortex ring elements. In the unsteady formulation, bound vorticity on the blade
is shed at the end of each time step to form a wake behind the rotor consisting of
vortex ring elements. The wake is propagated downstream according to a specified
velocity. Existing models applied to horizontal axis wind turbines are either pre-
scribed wake (Robison et al., 1995; Coton and Wang, 1999), where the geometry of
the wake, and hence propagation velocity, is known a-priori, or free wake (Bareiß
and Wagner, 1993; Simoes and Graham, 1992; Pesmajoglou and Graham, 2000),
where the wake is propagated according to the local velocity. The latter has the
added benefit of being more general as it explicitly models the shape of the wake
for a given inflow, at the expense of increased computational effort associated with
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calculating the velocity field. In practice, most free wake methods could more ac-
curately be termed semi-free in the sense that, in order to deal with the increased
computational expense, the far wake tends to be frozen, i.e. treated in a prescribed
manner and propagated with the free stream velocity.
One of the main advantages of the vortex lattice method is the explicit modelling
of the wake influence and its response to unsteady flow, known as dynamic inflow.
Hansen and Butterfield (1993) identify dynamic inflow as one of the two main forms
of unsteady flow in wind turbines, the other being dynamic stall which will not
be covered here, but is reviewed by for example Leishman (2002). Dynamic inflow
is the effect of the induced velocity due to vorticity in the wake and associated
delay in the response of blade loads to unsteady flow. Several engineering type
models have been developed over the years to correct the results of BEM theory
to account for dynamic inflow, probably the most commonly used being the model
of Pitt & Peters (Leishman, 2006). However, Sørensen and Madsen (2006) note
that most models of dynamic inflow were developed with reference to helicopters,
which are designed to operate at low induction factors as opposed to the relatively
high values associated with wind turbines, and hence may not be applicable. Snel
and Schepers (1992) discuss several engineering models of dynamic inflow applied
to blade element momentum theory and compared with a free wake vortex model,
including an implementation of the Pitt & Peters model. The authors found that
dynamic inflow effects contribute to large load overshoots for pitching transients,
and less so for coherent wind gusts, and as such are significant in terms of the
unsteady loading of wind turbines. Therefore, it is important that these effects
are included in the simulation of unsteady inflow. In conjunction with the more
generalised approach, another advantage of the vortex lattice method with respect
to dynamic inflow is that the wake influence can be evaluated directly by considering
only the wake vorticity in the solution.
Several computational methods for simulation of wind turbine aerodynamics have
been outlined in this section. The vortex lattice method is preferred for the inves-
tigations in this thesis due to its implicit modelling of key 3D and unsteady effects
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and explicit modelling of the wake influence, at a reduced computational cost when
compared with Navier-Stokes methods.
1.6 Aims and objectives
The aim of this project is to study the impact of horizontal axis wind turbine
(HAWT) rotor wakes on downstream turbine rotors in large arrays of wind turbines.
The wake of a wind turbine consists of two key features: the mean velocity deficit and
added turbulence. Therefore, in order to model wake impact a model of turbulent
inflow is also required. In order to investigate upstream rotor wake impact, several
objectives have been defined:
1. Development of a free-wake vortex lattice method model of a horizontal axis
wind turbine under conditions of ambient turbulence and wake impact;
2. Measurement of time histories of the turbine thrust and rotor blade root bend-
ing moments on an instrumented model turbine operating in ambient turbu-
lence and the wake of a similar turbine;
3. Validation of the model against wind tunnel measurements.
Once these objectives have been completed the effects of ambient turbulence and
wake impact on the rotor can be characterised using the developed model.
1.7 Thesis overview
In this chapter the general problem area and governing equations have been identified
and the aims and objectives of this thesis defined.
In Chapter 2 a review of the pertinent literature is presented, including a discussion
of current understanding of wind turbine rotor wakes and corresponding models, as
well as an overview of atmospheric turbulence.
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A description of the developed free-wake horizontal axis wind turbine model, named
Aeolus after the Keeper of the Winds in Greek Mythology, is presented in Chapter
3. This includes a general overview of the model and load calculations, optimisation
and verification against existing models. Modelling of the wind field, including
ambient turbulence, is also discussed in this chapter.
Chapter 4 gives an overview of the experiments and presents the results and dis-
cussion of both hot-wire investigations of the upstream rotor wake profile and time
histories of the blade root bending moment and turbine thrust.
Validation of the model against the wind tunnel measurements and further discussion
of the effects of ambient turbulence and wake impact are presented in Chapter 5.The
unsteady response of the rotor wake, dynamic inflow, and the fatigue implications
of wake impact are discussed.
In the final chapter, Chapter 6, the conclusions of the research are presented along
with suggestions for further work that would improve the developed model.
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2 Horizontal axis wind turbine wakes: A review
Several reviews of wind turbine aerodynamics have been conducted over the years
(e.g. Vries (1983), Hansen and Butterfield (1993) and Snel (1998, 2003)) and latterly
have begun to focus more on wake aerodynamics and modelling (e.g. Vermeer et al.
(2003) and Sanderse (2009)). The following is a review of horizontal axis wind
turbine (HAWT) wakes as pertains to this thesis, i.e. wake characterisation and
numerical modelling for the purpose of studying wake impacting on downstream
turbines in large arrays. For information regarding the general aerodynamics of
wind turbines the reader is referred to one of the aforementioned reviews.
The characteristics of HAWT wakes are discussed (Section 2.2), followed by a sum-
mary of some of the proposed models (Section 2.3). The literature pertaining to
wake impacting is discussed in Section 2.4 and a brief discussion of fatigue loading
is presented in Section 2.5. Prior to this, a brief overview of ambient turbulence and
its effects on HAWT is presented.
It is noted that the nomenclature within this chapter is primarily consistent with
the relevant references, rather than the convention adopted in the main body of the
thesis, and has been clearly defined where necessary.
2.1 Atmospheric turbulence
The profile of the wind and in particular the nature of turbulence in the atmospheric
boundary layer has been extensively studied over the last few decades due to their
importance to civil structures and meteorology. An overview of engineering models
and applications of atmospheric turbulence can be found in, for example, the work
of Panofsky and Dutton published in 1984 or the CIRIA report of Deaves and Harris
in 1978, both of which are widely cited in the literature. The following is a general
overview of wind in the atmospheric boundary layer and relevant models of the
turbulence spectrum.
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Harris (1970) presents a thorough overview of ‘The nature of the wind’ including
approaches to model the mean and fluctuating components of the wind velocities.
Based upon measurements by Van der Hoven (1957), Harris (1970) identifies an
averaging period of approximately one hour as appropriate for separating out the
effects of turbulence fluctuations, with time scales around one minute, and larger
synoptic and diurnal weather patterns, with times scales around four days and
twenty four hours, respectively, giving stable averages for the mean wind velocity.
The latter effects are caused by surface temperature variations, and the resulting
changes in pressure, due to solar irradiation. The former effect, which is of relevance
to this thesis, is caused by surface friction. In this way, the properties of the mean
flow and turbulence can be treated separately.
Connell (1988) identifies two main factors which govern the characteristics of tur-
bulence in the atmospheric boundary layer: energy generation by shearing of wind
on the earth’s surface or shear layers in the flow and thermal stratification, which
defines the static stability. Burton et al. (2011) define the classes of stability as:
unstable, where rising pockets of hot air cannot cool to the surrounding tempera-
ture and hence continue to rise, and vice versa for falling pockets of cold air; stable,
where rising pockets cool below their surroundings and sink; and neutral, where
pockets of air remain in equilibrium with its surroundings. They also note that
neutral stability is the most important in terms of wind turbines as it corresponds
to strong winds with high turbulence, whereas stable stability give high wind shear
and unstable stability promote gusts.
Similarly, Rohatgi and Barbezier (1999) note, based upon the observations of wind
shear under different stabilities of Hiester and Pennell (1981), that neutral stability
is the better for the fatigue life of the rotor, but suggest that unstable conditions
may be advantageous for power generation due to the generally higher wind speeds.
Conversely, they identify stable stratification as the worst case due to a combination
of high wind shear and low wind speeds. Barthelmie et al. (1996) indicate that
offshore winds tend to be close to neutral.
Turbulent flow at a point can be characterised by: an integral length scale, of the
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order of 150 m to 250 m in atmospheric flows for heights relevant to wind turbine
design (Harris, 1970); turbulence intensity, the ratio of the RMS and mean velocities;
and the mean velocity. However, Connell (1988) notes that the coherence, defined
as
γ2ij(f) =
S2ij(f)
Sii(f)Sjj(f)
(2.1)
where f is frequency, Sii and Sjj are the power spectral density functions and Sij the
cross spectral density function of two points xi and xj, is important in the application
of turbulence to wind turbine loading as it defines the variation of turbulence over
the rotor disc.
2.1.1 Turbulence models
In order to model turbulent inflow, it is necessary to define the frequency spectrum of
the fluctuating velocities. von Ka´rma´n (1948) proposed a model of the longitudinal
spectrum of isotropic and homogeneous turbulence, given by Graham (1976) as
Su(f) =
4σ2Lx
U
{
1 + 4pi
Γ2
(
1
3
)
L2xf
2
Γ2
(
5
6
)
U2
}− 5
6
(2.2)
where Γ is the gamma function, see e.g. Spiegel (1968), Lx is the integral length
scale and σ and U are the RMS and mean velocities. von Ka´rma´n (1948) compared
his model with measurements behind a regular grid in a wind tunnel and found good
agreement.
Burton et al. (2011) note that whilst the von Ka´rma´n spectrum gives a good fit to
wind tunnel turbulence, the Kaimal et al. (1972) model may be a better description
of atmospheric turbulence. Although, it is also noted that the former is still the
more commonly used. Kaimal et al. (1972) developed empirical expressions of the
wind spectra based on a comprehensive set of data from flow over a flat, uniform
site in Kansas, USA. For neutral stability, the spectra of the turbulence velocity
components are:
Su(f) =
105u∗2z
U
{
1 + 33
zf
U
}− 5
3
(2.3a)
Sv(f) =
17u∗2z
U
{
1 + 9.5
zf
U
}− 5
3
(2.3b)
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Sw(f) =
2u∗2z
U
{
1 + 5.3
(
zf
U
) 5
3
}−1
(2.3c)
where z is the vertical coordinate and u∗ is the friction velocity.
Harris (1970) proposed a spectrum identical in form to that proposed by von Ka´rma´n
(1948) and derived the corresponding coherence of the longitudinal component as:
γ2ij =
(
2
Γ
(
5
6
) {(η
2
) 5
6
K 5
6
(η)−
(η
2
) 11
6
K 1
6
(η)
})2
(2.4)
where K is the modified Bessel function of the second kind, see e.g. Spiegel (1968),
and
η = ∆r
√√√√( pi 12 Γ (56)
Γ
(
1
3
)
Lx
)2
+
(
2pif
U
)2
where ∆r =
√
∆y2 + ∆z2. In the case of the Kaimal spectrum, it is not possible to
derive a simple analytical expression for the coherence and empirical models must
be used (Burton et al., 2011), e.g.
γ2ij = e
−1.4η.
Probably the most commonly adopted empirical relation for the coherence function
was proposed by Davenport in 1961 (Kristensen and Jensen, 1979) as
γ2ij = e
−a f∆rij
U (2.5)
where a is a constant defining the rate of decay and ∆rij is the distance between
two points i and j. However, Kristensen and Jensen (1979) note that the value
of C strongly depends on the static stability, and rather than being a constant is
a function of the turbulence intensity and length scale. Consequently, the authors
derive and propose a form of the coherence similar to that of Harris (1970) and
compare this with measurements from the Sotra suspension bridge, Norway, finding
reasonable agreement. Saranyasoontorn et al. (2004) compare the Davenport model,
among others, with data from the Longterm Inflow and Structural Test (LIST)
program and determine that it may not be able to accurately describe coherence at
large separations or low frequencies. However, the von Ka´rma´n coherence is found
to give more favourable agreement.
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Schlez and Infield (1998) propose an alternative expression of the coherence for large
separations,
γ2ij(α) = e
−σ∆rf
U
(
(a1U cosα)
2
+(a2 sinα)
2
) 1
2
(2.6)
where α is the orientation of the wind to the separation and a1 and a2 are empirical
decay constants for longitudinal and lateral separations, respectively. A good fit with
measurements at the Rutherford Appleton Laboratory test site, UK, was found for
a1 = 30 and a2 = 35 s m
−1.
Solari (1987) presents a review of common models of turbulence and proposes an
alternative spectrum, which has similar form to the previous two but with a random
parameter, β = βm + µβ∆β, in place of the usual length scale,
S(f) =
2.21u2∗β
2.5 z
U(
1 + 3.31
(
fβ1.5 z
U
)) 5
3
(2.7)
where µβ is a uniformly distributed random variable in the range [−1, 1] and the
coefficients of β are defined by
βm =

7.5 z0 ≤ 0.03
4.5− 0.856 ln (z0) 0.03 ≤ z0 ≤ 1.0
4.5 z0 ≥ 1.0
∆β =

2.5 z0 ≤ 0.03
2.0− 0.143 ln (z0) 0.03 ≤ z0 ≤ 1.0
2.0 z0 ≥ 1.0
where z0 is the surface roughness height. This expression incorporates the various
models discussed in the review. However, Solari (1987) notes that the precision is
reduced at low frequencies and models that explicitly include the length scale should
be used when the low frequency response is important. Similarly, Solari (1987) also
proposes a form of the exponential coherence function, Equation 2.5, replacing the
velocity with an average of the two points and the coherence decrement with
Cij = b
(
∆rij
zm
)0.25
where zm is the average height of the two points and b = 12 + 5µb.
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2.1.2 Summary
Riziotis and Voutsinas (2000) investigate loading of wind turbines in complex ter-
rains and conclude that ambient turbulence is a significant factor in terms of fatigue
loads, in particular the turbulence intensity is the key parameter. Lubitz (2014)
identifies that the impact of turbulence is governed by the corresponding frequen-
cies: inertia of the wind turbine prevents it from responding to high frequency
turbulence events. Further investigation of turbulence effects is generally consid-
ered in conjunction with wake measurements, e.g. Chu and Chiang (2014), and as
such will be covered in the following sections.
Several models of the spectra and coherence of ambient turbulence in the atmo-
spheric boundary layer have been discussed. As will be seen in Section 4.1.3, the
von Ka´rma´n model gives good agreement with the experiments and hence is the
preferred choice for the investigations in this thesis.
2.2 Wake characteristics
The structure of horizontal axis wind turbine wakes has been investigated extensively
over the last few decades. Both field and wind tunnel investigations have been
undertaken, examples of which are summarised in Table 2.1, and several reviews
(e.g. Ainslie (1988), Elliott (1991) & Vermeer et al. (2003)) written on the subject.
The following discussion highlights some of the key findings.
Alfredsson and Dahlberg (1979) identified two regions in the wake: a region domi-
nated by the tip vortex and a decay region; these are commonly referred to as the
near and far wake, respectively. Transition between the two regions is found to
occur between four rotor diameters (4D) downstream of the turbine (Pascheke and
Hancock, 2008; Ho¨gstro¨m et al., 1988) and 5D beyond which the axial mean velocity
profile is approximately Gaussian (Ainslie, 1988). Alfredsson and Dahlberg (1979)
also investigated the effect of increased ambient turbulence on wake development,
identifying that the distance to transition between the wake regions is reduced to
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2 − 3D. On the contrary, Maeda et al. (2004) conclude that increased ambient
turbulence has little effect, although the former would appear to be more reason-
able due to the increased mixing that would result. Ebert and Wood (1997), in the
first of a series of papers based on hot-wire measurements in a closed circuit wind
tunnel, make several general observations about the near wake. In particular, they
determine that the bound vorticity and velocity profile in the near wake are roughly
radially constant, with an abrupt change between the wake and free stream. The
implication of this observation is that the near wake structure may be dominated
by the rotor loading.
The tip vortex is found to decay 2 − 3D downstream (Ainslie, 1988; Whale et al.,
1996), with some coalescence of vortices between 1− 1.5D observed by Whale et al.
(2000) using Particle Image Velocimetry (PIV) in a water channel. Whale et al.
(2000) also determine that the tip vortex pitch decreases and the vortex strength
increases with tip speed ratio, in agreement with the observations of Ebert and
Wood (1997). Yang et al. (2011) agree with the former, but find the opposite
true for the latter, noting that the strength of the vortex is found to decay with
downstream distance. This behaviour is also observed by Vermeer (2001) and Grant
et al. (1991). Vermeer (2001) suggests that the vortex strength is proportional to the
bound circulation on the blade, which agrees with the observations of Infield et al.
(1993), who find that differences in the blade loading are linked with the strength of
the tip vortex. In the second paper in their series, Ebert and Wood (1999) indicate
that the tip vortex absorbs an increased amount of power with increased tip speed
ratio, which would otherwise be output by the turbine. Finally, the tip vortex is
identified as having a helical structure (Yang et al., 2011) with pitch, p, determined
by Whale et al. (1996) as
p = 2pi
U
ΩR
where U is the transport velocity of the tip vortex, similar to the equation proposed
by Ebert and Wood (2001) in their final paper. Grant et al. (1991) observed that
the tip vortex pitch remained constant with downstream distance.
Ainslie (1988) identified that the velocity deficit is governed by the thrust coefficient,
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whilst the ambient turbulent intensity determines the rate at which it decays with
downstream distance; this is corroborated by Elliott (1991), who determines that
the profiles are symmetric about the centre line in the lateral plane, Ho¨gstro¨m
et al. (1988) and Elliott and Barnard (1990), who indicate that the maximum mean
velocity deficit is located at the wake centreline. Elliott and Barnard (1990) note
that the highest mean velocity deficits are seen for low turbulence intensity and
low wind speeds and vice versa: The effect of wind speed on the deficit is more
pronounced at low turbulence intensity and similarly turbulence intensity level has
a greater impact at low wind speeds. Alfredsson and Dahlberg (1979) determined
that the centreline velocity deficit is a decreasing function of turbulence described
by
U∞ − Uw
U∞
∼
( x
D
)k
where subscript w denotes the wake, k = −1.23 in uniform flow and k = −1.1 in all
other cases. Ho¨gstro¨m et al. (1988) find an exponent of k = −1.06 and constant of
proportionality of 1.02 gives good agreement with field data from 2− 15D, and give
the wake radius in the same region as R = 53 (x/D)0.47.
Vermeer et al. (2003) indicate that the wake increases the turbulence intensity, which
is a more persistent effect than the velocity deficit, but also decays downstream.
Increased wake turbulence is also observed by Pascheke and Hancock (2008), Elliott
(1991), Elliott and Barnard (1990), who identify a peak around the periphery of the
wake due to the tip vortex, and Ho¨gstro¨m et al. (1988), who quantify the longitudinal
component of the wake turbulence intensity, Iw, as
Iw = 0.35
( x
D
)−0.5
between 2 − 10D downstream, similar to the proposed velocity deficit profile, and
note that wake rotation leads to an asymmetry of the turbulence profile. The latter
observation is supported by the significant swirl observed by Pascheke and Hancock
(2008) up to 7D. Vermeer et al. (2003) note that the wake turbulence is more
isotropic than the ambient conditions and Ainslie (1988) gives the length scales as
O(D).
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Based on the above observations, among others, several models have been proposed
to model the wake behind a HAWT. Some of these models are discussed in the next
section.
2.3 Wake modelling
Gonza´lez-Longatt et al. (2012) identify three principal factors in the choice of wake
model:
1. Computational cost;
2. Required accuracy of prediction;
3. Available wind parameters.
The authors refer to Kiranoudis and Maroulis (1997) for the classification of wake
models into explicit (empirically determined, self similar velocity profiles) and im-
plicit (more elaborate models based on Navier-Stokes equations), but also cite
Barthelmie et al. (2006) as concluding that there is little difference between the
two in terms of accuracy. Alternatively, Thomsen and Madsen (2005) classify wake
models according to their intended application: mean velocity deficit models for pre-
dicting power performance in large arrays and turbulence equivalent models for load
prediction on downstream turbines. As the former tend to be of the explicit type
and the latter implicit, the prior classification is adopted in the following discussion.
2.3.1 Explicit models
The model of Lissaman (1979) is often cited as the seminal work on individual wake
modelling paving the way for the development of many explicit, or kinematic, wake
models. The model assumes all turbines are identical and requires the position of
each, along with the diameter, hub height and power coefficient. The wake is sepa-
rated into the near wake, dominated by momentum and rotor generated turbulence,
with velocity deficit, based on the work of Abramovich (1963) on coflowing jets,
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given by
Uw
U∞
=
(1− a) ; 0 < r ≤ rc(1− a) + a (1− η1.5)2 ; rc ≤ r ≤ R (2.8a)
R
rc
r
x
Figure 2.1: Wake geometry.
where a is the axial induction factor, rc
is the radius of the wake core and R is
the wake radius as defined in Figure 2.1,
and
η =
r − rc
R− rc ,
and the far wake, dominated by ambient
turbulence, with velocity deficit given
by
Uw
U∞
= 1−∆U
(
1−
( r
R
)1.5)2
(2.8b)
for 0 < r < R, where ∆U is the normalised centreline velocity deficit. Assuming
that the ambient and wake generated turbulence length scales are comparible, then
the turbulent kinetic energy is the sum of the individual energies giving the wake
growth as (
dR
dx
)2
=
√(
dR
dx
)2
m
+
(
dR
dx
)2
a
(2.8c)
where the ambient term is given by(
dR
dx
)
a
=
α
0.5I
with α = 0.05 and the wake (momentum) term given by(
dR
dx
)
m
= 0.22
[
a− 3
a∆U
]−1
.
Whilst both terms are initially of the same order, the ambient term is quickly found
to dominate. The effect of the ground on wake development is modelled using
imaging and combination of the physical wake with the image wake assuming linear
superposition conserving the momentum deficit and thus drag. A non-uniform inflow
can be applied by assuming the same disturbance as in the uniform flow, and non-
uniform turbulence by assuming growth governed by the respective components.
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Tower shadow can be modelled using a drag producing cylinder with associated
wake. Lissaman (1979) compared the model with limited field data available at
the time and found the results to be promising, but indicated that further data
was needed to make any conclusion. Notably, Ho¨gstro¨m et al. (1988) found good
agreement with field measurements, obtaining the same profile of the velocity deficit
in the far wake.
Katic et al. (1987) proposed a simple wake model for determining power losses across
an array, which is found to give good agreement both with more detailed models and
limited field data from the Nibe wind farm. The authors identify the key parameters
as the direction and speed of the wind and the turbine and wake characteristics. The
model assumes that the wake expands linearly with downstream distance, X, from
the turbine diameter:
Dw = D + 2kX (2.9a)
where k is the wake decay constant. The velocity deficit is asumed to have a ‘top
hat’ profile with velocity:
1− Uw
U∞
=
(
1−
√
1− CT
)( D
Dw
)2
. (2.9b)
Where CT is the thrust coefficient. Interaction between wakes is assumed to give a
kinetic energy deficit equal to the sum of the individual wakes:(
1− Uw
U∞
)2
=
(
1− Uw,1
U∞
)2
+
(
1− Uw,2
U∞
)2
(2.9c)
which quickly approaches an equilibrium in agreement with experimental data.
Ground effect is treated in the same way, using a mirror image of the wake about
the ground plane. The wake decay constant is influenced by both ambient and
wake turbulence as well as atmospheric stability. Gonza´lez-Longatt et al. (2012)
propose a similar model with the wake decay constant inversely proportional to the
logarithmic height profile, replacing the wake width with
Dw = D + (ln(z/z0))
−1X)
where z0 is the roughness height.
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Ainslie (1988) assumes the wake is axisymmetric, fully turbulent with zero circum-
ferential velocities and Gaussian in profile,
U∞ − Uw
U∞
= δe−3.56(
r
Dw
)
2
(2.10)
which is valid from 2D downstream. From wind tunnel data, the initial velocity
deficit is
δ = CT − 0.05− (16CT − 0.5) I∞
10
where I∞ is the ambient turbulent intensity and the wake width, Dw, is given by
conservation of momentum
Dw =
√
3.56CT
8δ (1− 0.5δ) .
This wake profile is then used as the initial condition for a 2D eddy viscosity model.
The Larsen et al. (1996) model is based on the Prandtl turbulent boundary layer
equations. This gives the wake induced velocity as,
U∞ − Uw
U∞
=
1
9
(
CtAx
−2) 13 {r 32 (3c21CTAx)− 12 − ( 352pi
) 3
10 (
3c21
)− 1
5
}2
(2.11a)
and wake radius, Rw,
Rw =
(
35
2pi
) 1
5 (
3c21
) 1
5 (CTAx)
1
3 (2.11b)
Where A is the rotor area, c1 is the non-dimensional mixing length,
c1 = l (CTAx)
1
3
and l is Prandtl’s mixing length. The initial wake radius at the rotor plane is set
equal to the rotor radius and a second empirical boundary condition, based on data
from the Vindeby wind farm combined with the Lissaman (1979) model, prescribes
the wake diameter at 9.5D downstream as
Dw = 1.08D + 21.7D (I∞ − 0.05)
valid for ambient turbulent intensities of 0.05 ≤ I∞ ≤ 0.15. Agreement of the model
with both a full Navier-Stokes simulation and single wake measurements from the
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Vindeby wind farm is found to be satisfactory, with a slight tendency to under-
predict the field data.
Frandsen et al. (2006) propose a wake model that encompasses the flow characteris-
tics of large wind farms. This is further developed by Rathmann et al. (2006) based
on a comparison with data from the Middegrunden and Horns Rev wind farms. For
a single turbine, the wake is assumed axisymmetric with a ‘top hat’ profile, velocity
deficit
Uw
U∞
=
1
2
(
1 +
√
1− 2 A
Aw
CT
)
(2.12a)
and wake diameter, modified by Rathmann et al. (2006),
Dw(x) = Dmax
[
β
k
2 ,Γ + α
x
D
] 1
k
(2.12b)
where k = 2 and
β =
1 +
√
1− CT
2
√
1− CT
.
In the original model the decay factor was proposed as
α = β
k
2
[(
1 + 0.1
x
D
)k
− 1
]
D
x
based on a comparison with the N.O. Jensen model and α = 0.7 is found to give
the best fit to the measured data. The parameter Γ is a dimensionless parameter
which starts at zero for x = 0 and increments as the wake passes each turbine
according the change in the streamtube area. The near wake model is found to
compare well with the field data in terms of the wake velocity deficit and width.
Once neighbouring rows have merged, Frandsen et al. (2006) proposed that the wake
growth is simply vertically linear at a rate governed by the spacing, velocity deficit
and thrust coefficient.
It is noted that, based on observations from the Alsvik wind farm, Magnusson (1996)
propose that the pertinent parameter for wake development is the transport time
as opposed to the distance travelled, although this approach has not been widely
adopted. Assuming Taylor’s frozen turbulence hypothesis this is given by
t(z) =
x
U∞(z)
.
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In the near wake, the profile has twin peaks located at the blade midspan that reduce
to a single peak due to momentum transport as the wake moves downstream. The
time at which the single peak is formed, and transition to the far wake begins, is
given by
t0 = C1
1
f
ln
(
H
z0
)
R
H
(2.13)
where H is the hub height, f is the rotational frequency and C1 = 1 gives a good fit
to the field data. This assumes independence from CT and increased effectiveness of
momentum transport at increased hub height due to larger eddies. Comparison with
a variety of data from both wind tunnel studies and field data give good agreement
supporting these assumptions. For the far wake, Magnusson (1996) fits(
U∞ − Uw
U∞
)
w
= C2 ln
(
t0
t
)
+ CT ; t > t0
where C2 = 0.4. This implies (U∞ − Uw) /U∞ = CT at t = t0. This expression com-
pares well with available data, apart from where the averaging times are increased,
which the author suggests can lead to an underestimate of the velocity deficit by up
to 20% due to wake meandering.
2.3.2 Implicit models
Whilst the above models offer significant insight, and are generally found to be
in good agreement with experimental data, more recent efforts have employed the
Navier-Stokes solutions in an attempt to yield a more general and physically accurate
approach.
Porte´-Agel et al. (2011) propose that large eddy simulation (LES) offers the best
compromise between the excessive complexity and computation cost of direct numer-
ical simulation (DNS) and the limited applicability of Reynolds Averaged Navier-
Stokes (RANS) due to the parameterisation of turbulence. The authors also compare
several models for the wind turbine: the actuator disc approach with uniform loading
across the rotor; a modified actuator disc approach that uses blade element momen-
tum (BEM) theory to distribute loads across the rotor; the actuator line approach of
Sørensen and Shen (2002). The authors find that the latter two perform better than
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the first, indicating the importance of wake rotation and non-uniform loading across
the rotor. Given these conclusions, it is somewhat unsurprising that the majority
of implicit models use a combination of LES and the actuator line model (e.g. Lee
et al. (2013), Machefaux et al. (2012) & Troldborg et al. (2010, 2011)), although
alternatives do exist such as the actuator disc model of Thomsen and Madsen (2005)
or RANS model of Seydel and Aliseda (2013). In general, these models are found
to be in good agreement with experimental data, with discrepancies attributed to
inflow conditions, yaw misalignment (Machefaux et al., 2012) or lack of a turbine
nacelle model (Troldborg et al., 2010).
Sørensen and Shen (2002) developed the Actuator line model as an improvement
over Actuator disc approaches used in earlier 3D Navier-Stokes solvers. The model
applies radially distributed body forces, calculated using combination of BEM and
aerofoil lookup tables, along lines corresponding to the rotor blades. The model is
compared with field data from a Nordtank turbine and found to give good agreement
up to the point where the rotor is stalled, after which the power is overestimated
by around 5%, probably due to inaccuracies in the aerofoil data. The authors note
that as there is no production of vorticity, except that which is diffused into the flow
from along the blade lines, the rotor radius Reynolds number has limited effect on
the results above a minimal value, defined as ReR = 5000 by Sørensen et al. (1998)
based on numerical simulations.
Troldborg et al. (2011) hypothesise, based on the comparison of the standard devia-
tion with velocity deficit predicted by their LES model, that the largest turbulence
energy content is at the highest deficit gradients, supporting the use of an eddy
viscosity model in engineering approaches, as adopted in almost all of the models
presented in this discussion. Troldborg et al. (2010) also note that the tangential
velocities indicate that Helmholtz’s theorem for conservation of circulation holds.
Madsen and Paulsen (1990) propose an integrated rotor and turbulent wake model
based on actuator disc theory combined with the Euler equations and an eddy
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viscosity model.
∂Ux
∂x
= −∂p
∂x
+ fx −
(
Ux
∂Ux
∂x
+ Uy
∂Ux
∂y
)
− ∂uxuy
∂y
∂Uy
∂x
= −∂p
∂y
+ fy −
(
Ux
∂Uy
∂x
+ Uy
∂Uy
∂y
)
(2.14a)
where fx and fy are volume forces representing the rotor loading. This is combined
with the continuity equation and turbulent stresses given by
−uxuy = kRw (Uxmax − Uxmin) ∂Ux
∂y
(2.14b)
where Rw is the wake half width, (Uxmax − Uxmin) is the maximum velocity deficit
and k is a constant. The key advantages of this model are indicated to be the
calculation of performance at higher rotor loadings, indicating that the Betz limit
(maximum Cp = 0.593 derived from momentum theory) does not hold, increased
power coefficient due to turbulent stresses in agreement with measurements and
analysis of turbine arrays with wake interactions. The model identifies the near
wake region, with velocity deficit given by the rotor loading, which decays down-
stream with increased deficit at the centreline until the far wake Gaussian profile is
recovered, similar to the observations of Troldborg et al. (2010). A comparison of
the flap bending moment for both partial (0.47R) and full immersion in the wake of
a turbine at 2.1D upstream show reasonably good agreement with measurements,
although the model tends to slightly under-predict. However, the authors note that
the measurements will include both yaw and once-per-revolution (1P ) effects mean-
ing they will give higher moments.
The ECN WAKEFARM model (Schepers, 2003) divides the turbine wake into a
near wake inviscid expansion region and a far wake region modelled by a parabolised
Navier-Stokes solution with κ−  turbulence eddy viscosity model. The near wake
extends up to 2.25D downstream with velocity deficit
Uw(x)
U∞
=
1
2
(
1 +
x√
x2 +R2
)
(2.15a)
with initial diameter equal to the rotor and expanded downstream diameter of
D∞ = D
√
1− a
1− 2a (2.15b)
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given by inviscid momentum theory expansion and neglecting turbulent mixing. At
2.25D the inviscid expansion is assumed complete and the near wake profile describes
the initial condition for the far wake. As a first approximation, the near wake profile
was assumed constant across the diameter of the wake with deficit
Uw =
1
2
(
1−
√
1− CT
)
U∞ (2.15c)
However, based upon the observations of the ENDOW project, this was later mod-
ified to a Gaussian profile,
Uw(z) = 1.3
(
1−
√
1− CT
)
e
− 1
2
(
y
rσy
)2
e−
1
2(
z−h
rσz
)
2
(2.15d)
where σy = σz = Dw/2D from wind tunnel experiments, which was found to give
improved agreement with measured data.
The ECN WAKEFARM model assumes axial pressure, as well as streamwise diffu-
sion, can be neglected to parabolise the governing equations, which is strictly only
true in the far wake. As such, the empirical near wake model, described above, is
required. Schepers and van der Pijl (2007) propose that an a-priori database of
the streamwise pressure gradient, as a function of the axial induction, be used as
an alternative to calculate wake expansion of a top hat velocity profile at the rotor
corresponding to the given induction. Both models are compared with wind tunnel
data giving similar results, but the latter is preferred as it demonstrates a more
general validity.
Fletcher and Brown (2010) present a model based on the vorticity transport equa-
tion, derived from the Navier-Stokes equations in vorticity-velocity formulation and
assuming incompressibility.
∂ζ
∂t
+ U∇ζ − ζ∇U = S + ν∇2ζ (2.16)
where ζ is the vorticity, ν is the kinematic viscosity,
S = − d
dt
ζb + Ub∇ζb
and subscript b denotes the bound vorticity modelled using lifting line theory. The
velocity field is then determined using the differential form of the Biot-Savart law
∇2U = −∇× ζ.
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The Reynolds number is assumed high enough to solve the flow in its inviscid form.
The authors suggest that the velocity deficit appears to be governed by the inviscid
breakdown of the wake and hence viscous dissipation may have a minimal effect.
2.3.3 Comparison
Several of the models described were developed and/or improved upon as part of the
ENDOW (Efficient Development of Offshore Wind Farms) project. These include:
1. Risø Engineering model, a collection of largely empirical sub models for the
mean wake deficit, turbulence intensity and length scale and the coherence
decay factor (partly based on work by Larsen et al. (1996));
2. Risø WAsP model (Katic et al., 1987);
3. Risø Analytical model (Frandsen et al., 2006);
4. University of Oldenburg (UO) FLaP model (based on Ainslie (1988));
5. ECN WAKEFARM model (Schepers, 2003).
Other models considered include: A fully elliptic turbulent Navier-Stokes model
developed at the Robert Gordon University (RGU); An analytical model based on
transport time using Taylor’s hypothesis developed by the Meteorological Institute
at Uppsala University (MIUU); Garrad Hassan’s axis-symmetric CFD Navier-Stokes
solver (WindFarmer).
In addition, Barthelmie et al. (2004) present an overview of wind farm databases
also compiled as part of the ENDOW project: Bockstigen in the Baltic Sea, 5× 500
kW Wind World stall regulated turbines with D = 37.3 m and H = 41.5 m; Horns
Rev in the North Sea, 80 × 2 MW Vestas pitch regulated turbines with D = 80 m
and H = 67 m; Middelgrunden, 2 km North of Copenhagen, 20×2 MW Bonus stall
regulated turbines with D = 76 m and H = 64 m; Vindeby, 2 km from the coast of
Denmark, 11× 450 kW Bonus stall regulated turbines.
Rados et al. (2001) were the first to compare the proposed wake models, using data
from the Vindeby and Bockstigen wind farms. Considerable variability was observed
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between the different models. All over-predict the wake influence far downstream at
Vindeby, although the turbulent intensities are well predicted, with the exception
of the MIUU model. The ECN and RGU models predict both the velocity and
turbulent intensity profiles reasonably well. However, along with the UO model,
they over predict the turbulent intensity at Bockstigen, which is correctly predicted
by the Risø and WindFarmer models.
Given the unexpectedly poor comparison, several improvements were made and the
results reported by Barthelmie et al. (2004). The near wake, turbulence represen-
tation and wake superposition were improved in the various models, resulting in
better agreement and reduced variability for the single wake case. Differences were
greater at low turbulence levels, but the match at high turbulence was very good.
The authors recommended development of wake meandering, as well as further im-
provement of wake superposition and the near wake representation. To that end,
a series of wake measurements were undertaken at the Vindeby wind farm using a
ship mounted SODAR (SOnic Detection And Ranging) system. A regression fit of
the SODAR data for the hub height velocity with downstream distance gave
U∞ − Uw
U∞
= 1.07
( x
D
)−1.11
which agrees well with the observations of Alfredsson and Dahlberg (1979) and
Ho¨gstro¨m et al. (1988).
Barthelmie et al. (2006) compare the SODAR measurements with the wake models.
Significantly, the authors suggest that no particular model gives consistently better
results, both in terms of the velocity and cumulative momentum deficit, with little
difference in the accuracy between high and low turbulence cases. All the models
compare poorly in the near wake, which is understandable as none were designed
to operate in this region, but also tend to over-predict the velocity deficit in the far
wake.
Following on from the ENDOW project, Barthelmie et al. (2010) compare the WaSP,
WindFarmer and WAKEFARM models with NTUA’s fully elliptic 3D turbulent
RANS and data from the Horns Rev and Nysted wind farms. The Nysted wind
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farm consists of 72× 2.3 MW Siemens stall regulated wind turbines with D = 82.4
m and h = 69 m. The authors find that all models are capable of predicting the wake
width, and the latter three the power deficit, with generally improved performance
for higher wind speeds and axially aligned flow.
Vølund (1992) compared the explicit Katic et al. (1987) model and the implicit
model of Madsen and Paulsen (1990) with field data from a 250 kW turbine operating
in an upstream rotor wake. The author finds that both models sufficiently predict
partial submersion, although the Madsen model does slightly better. Neither model
is able to predict the 1P variation in the flap moment due to wind shear in the case
of full submersion, although the Madsen model does accurately predict the mean
deficit.
Duckworth and Barthelmie (2008) compare the explicit Katic et al. (1987), Ainslie
(1988) and Larsen et al. (1996) wake models. The authors find the Ainslie model to
be the most accurate in terms of the wake width and centreline deficit, whilst being
strongly dependent on the value of CT , when compared with field data from several
wind farms. This parametrisation is not present in the other two models, although
the Larsen model does account for the effects of turbulence intensity.
It is evident from the above comparison that whilst implicit models do offer some
improvement, explicit models are equally capable of estimating the wake of an up-
stream turbine. Of the latter type, models utilising a Gaussian profile, such as
Ainslie (1988), appear to perform the best, as identified by Vermeer et al. (2003).
2.3.4 Turbulence characteristics
In addition to the mean velocity deficit, the turbine wake adds a notable degree of
turbulence into the flow, although this effect is more noticeable in low ambient tur-
bulence than high (Stefanatos et al., 1996) due to increased mixing and subsequent
wake recovery. In order to simulate wake turbulence explicitly, avoiding the large
computation cost of the implicit models, engineering models based on empirical
observations have been proposed by several authors.
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Højstrup (1999) investigates the turbulence in wind turbine wakes using data from
the Nørrekær Enge II wind farm. The author found that turbulence generated by
wake shear has length scales in the order of the wake diameter, in agreement with
Larsen et al. (1996) and significantly smaller than the ambient length scale, and is
input at the higher end of the frequency spectrum, confirming the observations of
Hassan et al. (1988). In the near wake, Højstrup (1999) found that the turbulence
intensity is increased across the wake, with a slight peak in the tip region, and
decreases monotonically towards the background levels (11 − 13%) with increased
downstream distance. Effects are still visible as far downstream as 14.5D.
Crespo and Herna´ndez (1996) proposed a model of the turbulence spectrum in the
wake based on the assumption that the wake spectrum has the same formal depen-
dence on frequency as the ambient flow with modified length and velocity scales,
noting that both flows should be considered anisotropic. The added turbulence
intensity in the wake is defined as
∆I =
√
I2 − I2∞ = 1.026
√
∆k
U∞
(2.17a)
and the wake spectrum becomes
nSu = 19
f ′k
(1 + 33f ′)
5
3
(2.17b)
where f ′ = nz′/U∞ and z′ =
(
2.5(k/5.47)3/2
)
/, k is the turbulent kinetic energy
and  is the dissipation of k in the wake. In the near wake,
∆k = k − k∞ = 1
2
(U∞ − u) (U∞ − u+ ∆Uz) (2.17c)
where ∆Uz is the velocity deficit across the ambient shear boundary layer. The
maximum value is ∆kmax = ∆U
2
0/8 which gives
∆Imax = 0.725a = 0.362
[
1−
√
1− CT
]
.
In comparison with wind tunnel and field data, this is generally in good agreement
up to around 4D where assumptions start to break down. Therefore, it was necessary
to determine an alternative expression for the far wake, given as
∆Imax = 0.73a
0.8325I0.0325∞
( x
D
)−0.32
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derived from a least squares fit of parabolised Navier-Stokes simulation results.
Larsen et al. (1996) also describe an engineering turbulence model applied to the
whole wind farm.The authors presume that the turbulence within the farm is pre-
served from the first turbine, meaning it can be characterised by a turbulence inten-
sity and length scale. The wake turbulence intensity is assumed a function of the
turbine spacing, S, and the free stream velocity, given as
Iw = K (DS)
− 1
3
√
1−
√
1− CT (2.18a)
valid for S ≥ 1, where K = 0.93 calibrated against data from the Vindeby and
Nørrekær Enge wind farms. Assuming a linear relation between thrust and mean
wind speed gives the lengthscale as
Lw = L∞
1− 12.2
(
1− D
L∞
)
U∞S0.6r
 (2.18b)
where L∞ is the ambient lengthscale and the reduced spacing is defined as
Sr = 2
0.8 + (S − 2)0.8
valid for S ≥ 2. This model has the advantage of using a single equation for the
entire length of the wake, which is found to give a satisfactory agreement with
measurements from the Vindeby and Nørrekær Enge wind farms. Additionally,
Duckworth and Barthelmie (2008) find that the model performs better than other
models proposed in the literature, although all tend to over-predict the turbulence
intensity.
Højstrup (1999) compare measured spectral coherence with a simple model,
γ(f) =
√
−zaSf
U
where S is the spacing and za = 12 + 22(z2 − z1)/(z2 + z1), and find reasonable
agreement in both the lateral and vertical planes, although the coherence drops off
much quicker at higher frequencies in the latter case. The author notes that in lower
ambient turbulence, such as that found in the offshore environment, the coherence
in the wake could decrease as the wake effects extend further downstream.
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2.3.5 Superposition
Another consideration when modelling wind turbine wakes is the superposition of
interacting wakes within an array. Rathmann et al. (2006) propose two alternative
models for wake superposition: The mosaic tile wake combination model
1
ρU2∞
n∑
i=1
Ti =
n∑
k=1
∑
Jk
AJkδJk (1− δJk) (2.19)
where Jk denotes a tile associated with a subset of k wakes with area AJk and
deficit δJk and the semi-linear wake combination model based on superposition of
individual wakes. Only the semi-linear model is implemented in the paper, but due
to an overestimate of the velocity deficit in overlapping regions the authors propose
development of the mosaic tile model. Similarly, Stefanatos et al. (1996) conclude
that the linear superposition of wakes gives a poor description of the flow.
However, Stefanatos et al. (1996) also found that lateral interaction of wind tur-
bine wakes was minimal, indicating that whilst the centreline velocity deficit was
slightly reduced, the majority of the wake profile remained unchanged. Conversely,
Barthelmie et al. (2010) found that lateral merging of the wakes increased the power
deficit across the wake, but had little effect on the centreline peak. Even so, the
authors also conclude that the downstream superposition of wakes has minimal im-
pact and identify the power deficit as principally being determined by the nearest
upstream turbine.
There appear to be conflicting observations of wake superposition, suggesting that
further investigation is required in this area as identified early on by Ainslie (1988)
and more recently by Barthelmie et al. (2004). However, the present thesis only
deals with the single wake case and as such the discussion here has been brief.
2.3.6 Wake meandering
Wake meandering, the lateral oscillation of the downstream wake position, has been
identified as one difference between field and wind tunnel data by Ainslie (1988) and
as a key area of interest by Barthelmie et al. (2004) and Sanderse (2009). Barthelmie
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et al. (2006) found that, in general, correcting model data for wake meandering
improves the agreement with field measurements acquired using SODAR.
Corrections proposed by Ainslie (1988) and Ho¨gstro¨m et al. (1988), among others,
and a more physical model developed by Larsen et al. (2007), exist in the literature.
However, as this effect was not observed in the wind tunnel experiments carried out
as part of this thesis, Section 4.2.3, it has been neglected from the modelling.
2.4 Wake impacting
It is well documented that the power generated by a turbine operating in the wake of
an upstream rotor is significantly reduced. This behaviour has been observed in both
numerical simulations (e.g. Fletcher and Brown (2010) & Gonza´lez-Longatt et al.
(2012)) and field/wind tunnel experiments (e.g. McKay et al. (2013)), although
Adaramola and Krogstad (2011) identify a shortage of sufficiently detailed exper-
imental data for verification of numerical models for turbines operating under the
influence of wake interference. Adaramola and Krogstad (2011) identify the velocity
deficit as the principal reason for reduced CT and CP , decreasing with increased
spacing due to wake recovery, which is corroborated by the vorticity transport simu-
lations of Fletcher and Brown (2010). Adaramola and Krogstad (2011) also identify
that the lowest CP at the downstream turbine occurs for optimal operation of the
upstream turbine.
McKay et al. (2013) observed that the greatest deficit, approximately 35% at 3D
separation, occurs between the first and second turbine in a row, but is reduced
to 30% thereafter. Interestingly the authors also observe that, under the direct
influence of an upstream rotor wake, downstream rotors tend to yaw their position
in order to capture higher winds as a result of lateral mixing.
Magnusson and Smedman (1999) found that the velocity deficit behind the down-
stream turbine is lower than expected due to higher turbulence mixing in the wake
of the upstream turbine. Lee et al. (2013) indicate that, in general, the effect of
wake generated turbulence was to increase the fatigue loads on the downstream tur-
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bine. They also found that increased atmospheric turbulence increases the fatigue
loading, also observed by Troldborg et al. (2011), but reduces the relative difference
between the upstream and downstream turbines suggesting it may also mitigate the
wake impact.
Seydel and Aliseda (2013) observe a load minimum, for laterally spaced turbines,
coinciding with the blade passing through the upstream rotor wake. The streamwise
spacing seems impractically small, 1D, which the authors do not discuss although
they do note that their observations may be specific to the given layout. However,
Fletcher and Brown (2010) use a slightly more reasonable spacing of 2D and find
similar results. In the latter study, a lateral offset of 1D was found to be sufficient
in negating the wake influence. The authors note that the impact of the strong
1P variation as the blade passes through the wake will be an increased fatigue
loading. Troldborg et al. (2011) investigate more realistic spacings, 3.3− 6.6D, and
find for full wake operation the downstream turbine shows increased loading with
increased turbulence, but for the laterally offset case the average loading is actually
decreased, supported by the observations of Maeda et al. (2004), but with increased
standard deviation. Vølund (1992) also observed an increase in standard deviation
for lateral offsets and attributes this to the increased turbulence intensity and 1P
variation with blade passing through the upstream rotor wake and notes that wake
interaction excites the 1P , 2P and 4P modes, with the latter attributed to structural
dynamics.
It is clear from these observations that, in addition to the power deficit, one of the
key effects of upstream rotor wake impacting is increased fatigue loading. As such,
a brief discussion of wind turbine fatigue loading follows.
2.5 Fatigue
In their review of wake modelling methods, Crespo et al. (1999) indicate a shortfall
in the literature pertaining to modelling of fatigue loads, but indicate clear experi-
mental evidence for an increase in the equivalent loads due to submersion in a wake.
52
Whilst the authors find explicit type wake models to give reasonable results for the
flow behind a turbine, assuming the correct tuning of parameters, they indicate
that only full 3D approaches offered by implicit models are capable of modelling the
turbulence accurately enough for fatigue estimation.
However, Thomsen and Sørensen (1999) compare a modified form of the Risø PARK
wake model (Katic et al., 1987) assuming a Gaussian profile with field data from
the Vindeby wind farm in terms of fatigue loads generated by the flapwise bending
moment and find good agreement. The Gaussian profile allows the wind speed
influence on fatigue loads to be modelled by a horizontal shear,
u(y) =
√
2e−
1
2
(
1−
√
(1− CT )
)( D
D + 2kX
)3
U∞
2y
D
,
where X is the streamwise spacing and k ≈ 0.5Iu. The fatigue loads are then given
by a damage equivalent load range
Rmeq =
∑
i
Mmi ni
neq
where m is the Wo¨hler exponent, Mi(ni) is the rainflow counting result and neq
is the equivalent number of load cycles. The authors found, in agreement with
Frandsen (1996), that the increased turbulence intensity and reduced length scales
in the wake were the most important factors in fatigue loading, which increased by
≈ 5% for operation in an upstream rotor wake. Frandsen (1996) also indicate that
the turbulence levels and equivalent fatigue widths for single, double and multiple
wake cases are roughly the same and that at low wind speeds the structure of
turbulence is dominated by wake generated turbulence, but at higher speeds the
ambient turbulence dominates. As such, operation in an upstream rotor wake will
have a higher impact in the former case.
The rainflow counting method was first proposed by Matsuishi and Endo in a paper
presented to the Japanese Society of Mechanical Engineers in 1968. Dowling (1971)
indicates that the rainflow method gives a much more accurate estimate of fatigue
life for complicated time histories than other methods that have been proposed.
Downing and Socie (1982) describe one basic algorithm as follows:
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1. Reorder the time series to start and finish with the maximum peak or minimum
valley;
2. Read each peak or valley into an array in turn;
3. Calculate the stress range between the current and previous point;
4. Compare the current range with the previous and if greater then count the
previous range and remove its peak and valley from the array;
5. Otherwise continue to next point.
The end result will be a set of stress ranges with corresponding cycle numbers, which
allows the fatigue life to be assessed using Miner’s Rule (Ragan and Manuel, 2007).
Rychlik (1987) proposes an alternative, but equivalent, algorithm to the rainflow
counting method for fatigue life called the ‘Toplevel-Up Cycle’ counting method.
For each local maximum y(t) of a stress time series y(s) in the range −T ≤ s ≤ T ,
define two ranges bound by t+ as the time of the next up-crossing of y(t) and t−
the previous down-crossing, either taking the s-extremum value if no such crossing
exists, and calculate the stress amplitude of each as
H−(t) = y(t)−min{y(s); t− < s < t}
H+(t) = y(t)−min{y(s); t < s < t+} .
The number of cycles are then counted according to:
1. For H+(t) ≥ H−(t) and t− > −T or H+(t) < H−(t) and t+ < T , one cycle is
defined with an amplitude
H(t) = min
{
H−(t), H+(t)
}
.
2. If t− = −T or t+ = T one half cycle is counted with the respective maxima
H−(t) or H+(t).
3. All other cases count two half cycles with amplitudes H−(t) and H+(t).
This method has the advantage of being both stationary and time invariant, whereas
the rainflow counting method is time invariant only, meaning the solution is inde-
pendent of the start point.
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Ragan and Manuel (2007) propose that Dirlik’s method for estimating fatigue dam-
age from power spectra offers an advantage over traditional time domain methods
utilising rainflow counting, which require many simulations to realise the more im-
portant larger stress ranges. However, whilst the method performs well for tower
bending loads, the periodic components of the blade loads lead to over estimation
of both edge and flapwise bending fatigue damage.
Addressing the same limitation, Sutherland and Osgood (1992) propose, instead,
to use the average frequency spectra of a real time series to generate synthetic
time series for rainflow counting. Deterministic signals are removed by subtracting
the azimuth averaged signal from the time series. Synthetic time series are then
generated with 50% RMS in the average spectrum for 95% of the signal and large
excursions of 110% in the remaining 5% of the signal. This approach gives good
agreement with cycle counts from the real time series, even in the high stress tail,
and is therefore proposed as an effective method of determining fatigue life.
Dahlberg et al. (1992) investigate the effect of an upstream rotor wake on the fatigue
loads of wind turbines using data from the Alsvik wind farm. Three 180 kW Danwin
turbines (D = 23 m) are located in a row, with a forth located such that it is 5, 7
and 9.5D downstream of each of the other turbines. Blade root bending moments,
with dead weight moments subtracted, and power output are sampled at 31.25 Hz.
For operation in undisturbed flow of 10 m s−1 and Iu = 0.03, the flap bending
moment shows a clear 1P variation due to the wind shear and a lesser 4P peak due
to tower excitation of a symmetric rotor mode. Partial shadowing by the wake of a
turbine 5D upstream results in half the power production and a 30% reduction in the
mean flap bending moment, but three fold increase in the standard deviation. The
bending moment deficit is decreased with downstream distance and is lower when
fully aligned with the upstream wake. The 1P peak is further excited, whilst the
4P peak is suppressed. Converting the load-time series to fatigue load spectra using
the rainflow counting technique shows an increased stress range for operation in a
wake, in agreement with Hassan et al. (1988), decreasing with distance downstream,
although the effect is still clear even at 9.5D.
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Hassan et al. (1988) investigated the impact of turbine wakes on fatigue life using
data from the Nibe wind turbines. They found that the load spectrum increased
by a scale factor indicating that the increase is due to the increased turbulence
intensity. Conversely, the authors found that the length scale had little effect.
2.6 Summary
The wake of a wind turbine can be characterised as a mean velocity deficit and
increased turbulence intensity at length scales corresponding to the rotor diameter.
The far wake velocity is found to be suitably approximated by a Gaussian profile
and to decrease with downstream distance.
Both explicit and implicit wake models have been examined. The general consensus
is that, whilst implicit models are more physically accurate and generally applicable,
models of the explicit type are sufficient to capture the turbine wake.
The principal influence of upstream rotor wake impacting is identified as reduced
power production and increased loading, which has been identified as a cause of
increase fatigue loads and reduced rotor life. In order to quantify the latter, a model
of the wake turbulence, as well as the mean profile, is required. However, whilst
there has been some effort to quantify the thrust loading under wake impacting, the
majority or research has focused on the former due to the inherent cost implications
for energy production. With the move to offshore wind farms, the implications
of thrust loading and associated fatigue failure of turbine blades will have a more
significant financial impact. Therefore, an investigation of the influence of wake
impact on rotor thrust loads is of increasing interest.
Both the longitudinal and lateral spacing of turbines will influence the effect of
wake impact. A greater distance between turbines will allow increased mixing and
greater recovery of the turbine wake before reaching the downstream turbine, thereby
reducing the effect of wake impact. However, as has been previously noted, offshore
wind farms will require a denser packing of turbines to reduce cost. As longitudinal
spacings are reduced the impact of lateral spacing will increase: lateral spacing
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offers the possibility of mitigating wake impact by offsetting the upstream rotor
wake. However, whilst both approaches require further research, the former has
been the focus of several projects, but the latter has been less widely investigated.
For these reasons the following work will focus on the lateral offset of the upstream
turbine, fixing the downstream position at a representative length for offshore wind
farms, and will principally investigate the thrust loading implications.
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3 Aeolus: An unsteady vortex lattice method wake
model
As discussed in Section 1.5, the Vortex Lattice Method (VLM) implicitly models
both 3D and dynamic inflow effects thereby making it a suitable choice for investiga-
tion of the unsteady effects of ambient turbulence and wake impact on a horizontal
axis wind turbine rotor.
The continuous vortex line singularity is one of a set of analytical solutions to the
governing equation of potential flow in 3D: Equation 1.3 derived in Section 1.1.2:
∇2Φ = 0,
where Φ is the velocity potential. This forms the basis of the vortex lattice method,
which is a potential flow panel method using quadrilateral elements made up of
straight line vortex filaments to define the circulation around a thin lifting surface.
The specifics of the developed unsteady implementation of the vortex lattice method,
Aeolus, will be discussed in Sections 3.1 – 3.5, followed by a description of the load
calculations in Section 3.6, and the approach to wind field simulation in Section 3.7.
The sensitivity of the model to various input parameters is investigated in Section
3.8. Finally, in Section 3.9 the developed code is verified against analytical results
for a flat plate and existing models for turbine load calculations.
3.1 Boundary conditions
The boundary conditions that apply to potential flow are the far-field boundary
condition and the solid surface boundary condition.
The far-field boundary condition specifies that the disturbance to the flow is negli-
gible in the far field and is implicitly satisfied by the vortex ring solution.
lim
r→∞
∇Φ = 0, (3.1)
where r is the radial distance from the surface.
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The solid surface boundary condition can be determined in one of two ways: the
Neumann type boundary condition specifies the value of the normal derivative of
the velocity potential at the surface; the Dirichlet type boundary condition specifies
value of the velocity potential internal to a closed surface. As the vortex lattice
method is applied to a lifting surface representation of the body, an open surface,
the Neumann type is used, specifying that the velocity normal to the surface is zero.
∇Φ.n = 0, (3.2)
where n is the solid surface normal vector. In order to satisfy this condition all
of the local velocity components normal to the solid surface, including the induced
velocities from each of the vortex ring singularities, must be known.
3.2 The Biot-Savart law
The induced velocity, V , at a point due to a vortex filament is given by the Biot-
Savart law, expressed in scalar form as:
V =
Γ
4pi
∫
sin θ
|r|2 dl, (3.3)
where Γ is the circulation of the vortex filament, r is the radial vector between the
filament and calculation point, l is the length along the vortex filament and θ is the
angle between the vortex filament and r.
Substituting
r =
r⊥
cos θ
and dl =
r⊥
cos2 θ
dθ
where r⊥ is the perpendicular distance between the filament and calculation point
and integrating along the length of the filament gives
V =
Γ
4pir⊥
∫ θ2
θ1
sin θdθ
=
Γ
4pir⊥
[
cos θ1 − cos θ2
]
, (3.4)
where θn are the angles between the vortex filament and the vector connecting the
ends of the filament to the calculation point and subscripts 1 and 2 denote the start
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and end of the filament, respectively. For the case of a filament of infinite length,
θ1 = 0 and θ2 = pi, resulting in the 2D form of the vortex velocity field.
V =
Γ
2pir⊥
(3.5)
dV
Γ
r
r1
r2
r0
p2
p1
p0
θ2
θ1
Figure 3.1: Biot-Savart law geometric defini-
tions.
Expressing Equation 3.4 in vector form
using
r⊥ =
|r1 × r2|
|r0| and cos θi =
rir0
|ri| |r0|
and noting that the direction of the tan-
gential velocity component is given by
n =
r1 × r2
|r1 × r2|
gives a generalised formula for the induced velocity of a finite length vortex filament.
V =
Γ
4pi
r1 × r2
|r1 × r2|2
· r0
(
r1
|r1| −
r2
|r2|
)
(3.6)
where the vectors rn are defined in Figure 3.1.
3.3 Vortex core
Calculation of the induced velocity at any point along the line colinear with a vortex
filament gives rise to either a singularity in, or indeterminacy of, Equation 3.6.
Consequently, an excessively large velocity is induced at positions approaching a
vortex filament. In particular, as two filaments pass close together the velocities they
induce on each other lead to unrealistic convection, and eventual destabilisation, in
the numerical solution due to the discrete nature of the time stepping procedure.
As noted by Snel (1998), in physical terms, vorticity in the flow is not concentrated
along lines of zero thickness. Also, in the VLM the vortex filaments represent the
continuous vorticity on a sheet of zero thickness. Therefore, this problem is of
a purely numerical nature. One solution is to add some numerical damping by
assuming a concentrated vortex filament structure with a solid body core.
60
Vatistas et al. (1991) propose an empirical formula for the tangential velocity induced
by an infinitely long concentrated vortex filament.
V =
Γ
2pi
r⊥
(r2nc + r
2n
⊥ )
1
n
(3.7)
where rc is the core radius and the exponent n is used to describe a family of curves
with the limits n = 1, corresponding to the Scully (1975) vortex model, and n =∞,
corresponding to the Rankine vortex model. The authors find that n = 2 gives the
best fit to experimental data for integer values of n, although it should be noted
that within the aforementioned limits n is a continuous parameter. This is further
supported by the results of shadowgraph visualisations of a rotor tip vortex by Bagai
and Leishman (1993).
Dumitrescu and Frunzulica˘ (2004) use this model in their application of the vortex
lattice method applied to helicopter rotors, but give no details of the implementation.
Equation 3.7 can be factorised as the product of the induced velocity of a 2D point
vortex, Equation 3.5, and a radial basis function, ξ(r⊥), which passes through the
origin and asymptotes to unity.
ξ(r⊥) =
r2⊥
(r2nc + r
2n
⊥ )
1
n
Applying this radial basis function to the equation for a finite length vortex filament,
Equation 3.6, gives the generalised form of the induced velocity for a concentrated
vortex filament.
V =
Γ
4pi
r1 × r2(
2n + |r1 × r2|2n
) 1
n
· r0
(
r1
|r1| −
r2
|r2|
)
(3.8)
where  = r0rc.
In order to investigate the influence of the proposed core model on the numerical
solution, simulations of the rotor described in Section 1.3 with varying values of
the core parameters were compared. Contours of the variation of the rotor load
coefficients with the core parameters are shown in Figure 3.2, normalised by the
values obtained without the core model. For n = 0 a simple cut-off core model,
which prescribes V = 0 for r < rc, was implemented, otherwise the values of n
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Figure 3.2: Contours of variation in rotor coefficients with core parameters normalised by
the equivalent coreless coefficients for Λ = 3.
correspond to the core model of Equation 3.8. The Scully (1975) vortex model
results in the largest deficit in the rotor coefficients, with little difference between
the higher values of n. The solution becomes highly sensitive to the core radius above
rc = 10
−3, dropping below 50% of the undamped value by rc = 10−2. This is caused
by an overlap of the trailing edge wake filament vortex core with the collocation point
on the trailing edge panels towards the tip. For n = 2 the coefficients correspond
to the undamped value for rc = 10
−4 and rc = 10−5 for the thrust and the power,
respectively.
Several authors (e.g. Giannakidis and Graham (1996) & Dumitrescu and Frunzulica˘
(2004)) have proposed the use of a growing core radius to model viscous dissipation.
This approach is not adopted here as the intention is to remove the numerical
instability rather than attempt to provide a physical model of the vortex core.
3.4 The vortex lattice method
The vortex lattice method solves for potential flow around a blade by satisfying the
surface boundary condition, Equation 3.2, on a camber surface representation of
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the blade using a network of vortex ring singularities; equivalent to the edges of a
quadrilateral doublet source panel of constant strength µ = Γ (Lamb, 1945).
t
t− 1
Mean Camber Line
Panel
Vortex Ring
Collocation Point
Aerofoil
Wake
Figure 3.3: Vortex lattice method discretisation.
The lifting surface is first discretised into panels. A vortex ring element is then
assigned to each panel and a collocation point is defined at the middle of each
ring, shown schematically in Figure 3.3. Therefore, each panel intersection has two
opposing vortex filaments with strengths corresponding to the adjacent panels. The
panel normal n is defined at the collocation point as the cross product of the two
vectors defined by the panel diagonals. The surface boundary condition in Equation
3.2 is applied at each of the collocation points.
∇Φm.nm =
[
U∞ + Ωrm +
∑
blade
CmnΓn +
∑
wake
CmoΓo
]
.nm = 0
where U∞ is the free stream velocity, Ω is the angular velocity and subscripts m
denotes the current calculation panel and n and o denote the blade and wake panels,
respectively. The influence coefficient, C, is given by either Equation 3.6 or 3.8 with
unit circulation for the blade and wake, respectively. For a given position in time,
the circulation strengths in the wake are known and hence the above equation can be
rearranged to give a set of simultaneous equations allowing the circulation strengths
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of the lifting surface vortex rings to be determined.
Γ1
...
Γm
 =

C11 . . . C1n
...
. . .
...
Cm1 . . . Cmn

−1
Q1
...
Qn
 (3.9)
where Q is the total velocity, a sum of the rotational, free stream and wake induced
velocity components. The inversion of the coefficient matrix is performed using
Gauss-Jordan elimination. The inverted matrix is stored and is only recalculated as
necessary, e.g. when the blade deforms during aeroelastic coupling.
Several panel distributions were considered: cosine and half cosine distributions
concentrate panels in the regions of higher loading gradients, namely the blade
tip and root and the leading edge, and as such result in faster convergence of the
results and greater resolution of the tip vortex, which significantly influences the
aerodynamics of the blade. However, as the intention is to investigate uncorrelated
stochastic inflow, an equispaced distribution is preferred so as to ensure the inflow
features are adequately captured along the length of the blade.
3.5 Wake development
In order to calculate the wake induced velocities, the vorticity in the wake must be
defined. This is achieved with a time stepping procedure.
Helmholtz’s theorems (von Helmholtz, 1978) of vortex motion can be stated as:
1. An irrotational fluid remains irrotational;
2. A vortex filament is propagated according to the motion of the fluid;
3. The circulation is constant along the length of a vortex filament and conserved
in time.
It follows that, as circulation is constant along the length it cannot suddenly reduce
to zero, and hence a vortex filament cannot end in a fluid and must either form a
closed loop or terminate at a solid boundary. For this reason the bound vorticity on
the blade is shed at the end of each time step to form the wake.
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The wake panel structure follows on from the blade panelling described in the pre-
vious section. At the beginning of each time step a new vortex filament is defined
in the wake, coincident with the trailing filament of the bound vortex ring, simul-
taneously defining the trailing filament of the current wake panel and the leading
filament of the previous wake panel. The wake panel is completed by connecting
the leading and trailing filaments by straight line filaments and assigning the vortex
strength of the shedding panel. In this way, each wake panel is equivalent to the
space traversed in a time step by the trailing edge.
In accordance with Helmholtz’s second theorem, the wake is propagated according
to the local velocity field in the form of a force-free wake:
∆x = Q∆t. (3.10)
This involves the computationally expensive calculation of the self induced velocity
of the wake at each time step, but affords a more generalised approach to prescribed
wake methods which use empirical time histories of the incident velocity to convect
the wake.
Given ny − 1 spanwise panels and nb blades, the number of wake panels after t
time steps is given by nb (ny − 1) t. Equivalently, there are nbny (t+ 1) nodes and
4nb (ny − 1) t filaments within the wake. Therefore, the total number of computa-
tions of the wake induced velocity per step is 4n2bnyt (ny − 1) (t+ 1), which, as t
increases, increases with O(t2).
In order to reduce the expense of computing the self induced velocity of the wake,
the far wake is frozen. After the wake has developed one complete rotation the
self induced velocity term is dropped from the local velocities, meaning the wake is
convected by the free stream alone. The maximum number of free wake nodes is
reduced to 2pinbny/ (Ω dt) reducing the computation to a linear dependence on t.
As the number of revolutions of the rotor increases the relative computational time
asymptotes to zero. At 5 revolutions, the computational time required is 30% of the
unfrozen free wake and the increase in both the thrust and power coefficients is less
than 1%, as shown in Figure 3.4 for Λ = 3.
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Figure 3.4: Comparison of runtime and loads for wake freezing after one complete rotation.
Kelvin’s circulation theorem (Thomson, W. (Lord Kelvin), 1869) states:
‘The circulation in any closed line moving with the fluid, remains con-
stant through all time.’ (p. 248)
Stated mathematically as:
DΓ
Dt
= 0. (3.11)
This is equivalent to Helmholtz’s third theorem. The implication of these two the-
orems is that the circulation strengths of the shed vortex ring elements in the wake
are kept constant.
The final condition that must be satisfied by the wake shedding procedure is the
Kutta condition. Devinant et al. (1999) analytically derive the 3D unsteady Kutta
condition for a thin lifting surface in potential flow as continuity of the potential
jump and the gradient normal component across the trailing edge. For the case of
a constant strength panel discretisation, the components contributing to the latter
disappear leaving the classical condition as implemented by Katz and Plotkin (2001)
among others. This is satisfied, in combination with the force free development of
the wake and conservation of the wake ring strengths, by setting the shed wake
vortex ring strength to that of the shedding bound vortex ring at each time step.
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3.6 Aerodynamic loads
Once the bound circulation distribution has been defined, the loads on the lifting
surface can be calculated in one of several ways.
The pressure loading on the blades is determined by taking the difference between
the upper and lower surface of the unsteady form of Bernoulli’s equation, e.g. see
Katz and Plotkin (2001). Decomposing the tangential velocity into spanwise and
chordwise components and noting that ∆Φ = Γ gives
∆pij = ρ
[
U · τiΓi,j − Γi−1,j
∆cij
+ U · τjΓi,j − Γi,j−1
∆bij
+
∂Γ
∂t
]
(3.12)
where τ is a line vector, i is the chordwise index, j is the spanwise index, c is the
local panel chord and b is the local panel span. The unsteady derivative of Γ with
respect to t is calculated using a backward difference. This approach is chosen as it is
numerically stable and relies only on known values of Γ. The associated truncation
error is of O(dt), where dt is the time step increment.
The most common method of calculating the aerodynamic forces on the blade is to
integrate the pressure loading over the surface.
FN = −
∑
ij
(∆pijAij) .nij (3.13)
where Aij is the panel area. Integrating over each of the blades and resolving into
the axial and rotor plane directions gives the rotor thrust and power. However,
due to the camber surface representation, and corresponding absence of a finite
thickness leading edge to integrate over, the resolved forces neglect the component
due to acceleration of the flow around the leading edge, known as the leading edge
suction force, and are insufficient to accurately predict the in-plane force and hence
the power of a turbine.
Katz and Plotkin (2001) correct for this in the limited case of a lifting surface in
forward motion by assuming the in-plane force, in this case the induced drag, is the
force parallel to the flow direction due to the induced downwash of the chordwise
vortex filaments in combination with the fluid acceleration.
∆Dij = ρ
[
(wind + wW )ij Γij∆bij +
∂Γij
∂t
∆Aij sinαij
]
(3.14)
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where w is the induced downwash. This only applies to motion without side slip
and only accounts for the drag due to chordwise vorticity. It can be extended to
more complex wing motions assuming the direction of the in-plane force component
can be identified.
The current implementation calculates the aerodynamic loads directly from the vor-
tex filaments, circumventing the pressure distribution. The vortex ring is decom-
posed into straight line filaments and the contribution of each filament is calculated
using the unsteady form of the Kutta-Joukowski theorem, as applied by Drela (1999)
and Pesmajoglou and Graham (2000) among others. These are then combined to
give the load on the vortex ring:
Fi = ρΓmQi × r0 (3.15)
where Qi is the total velocity at midpoint of the vortex filament and subscript i
denotes the vortex filament and m the calculation panel. In addition to these loads
the unsteady component is calculated for each panel as:
Fm = ρAm
∂Γm
∂t
nm (3.16)
These forces are then summed over the surface of the blade and resolved into the
axial direction and rotor plane to give the torque and thrust. This has the advantage
of taking into account the drag of every vorticity element and is able to incorporate
more complex motions without modification. Simpson et al. (2013) compared this
method with the correction proposed Katz & Plotkin and found that whilst both
were able to accurate predict the drag with sufficient discretisation, the so called
‘Joukowski’ method converged significantly quicker.
3.7 Wind field simulation
In the present work, it is intended to model the effects of both ambient turbulence
and upstream rotor wake impact, which includes added turbulence. To facilitate
the implementation of these velocity fields, a Cartesian grid is superimposed over
the simulation domain. The grid nodes are propagated according to the mean free
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stream velocity at hub height. This implies an assumption of Taylor’s frozen turbu-
lence hypothesis (Taylor, 1938) for any velocity profile convected on the grid. These
velocities are then linearly interpolated from the grid as necessary for computation
of the local velocity for both the blade loading and wake propagation.
The unsteady loading on a turbine rotor due to the incident wind field is assumed
to be dominated by the effect of length scales of the order of the rotor diameter, D,
(Hansen and Butterfield, 1993). Similarly, Ainslie (1988) identified the dominant
length scales of wake turbulence to be O(D). Schlipf et al. (2010) have shown that
Taylor’s hypothesis holds for these length scales based on the coherence and phase
lag of lidar (light radar) measurements.
Both ambient and wind turbine wake turbulence have been measured to be anisotropic:
Crespo and Herna´ndez (1996) give the standard deviations, σ, of turbulence as
σu = 2.4u
∗; σv = 1.9u∗; σw = 1.25u∗
where u∗ is the turbulent friction velocity. It is evident that of these the lon-
gitudinal component is the more dominant, but all three are of the same order.
α
β
φ
U
U∞(1− a) + u
Ωr(1 + a′) + f(v, w, ψ)
Cl
Ct
Cd
φ
Figure 3.5: Section definitions.
From Figure 3.5 the local inflow at a
given blade section is
φ = arctan
(
U∞ (1− a) + u
Ωr (1 + a′) + f (v, w, ψ)
)
where a and a′ are the axial and
swirl induction factors, respectively, and
f (v, w, ψ) = v cosψ + w sinψ is a func-
tion of the azimuth, ψ. The incidence,
α, of the section is the difference be-
tween the inflow angle and twist. The
thrust is dominated by the lift coefficient, which is given by thin aerofoil theory
as CL = 2pi sinα. Making the appropriate substitutions and rearranging gives an
expression for the sectional lift in terms of the velocity components and blade twist:
CL = 2pi
{
(U∞ (1− a) + u) cos β√
(U∞ (1− a) + u)2 + (Ωr (1 + a′) + f (v, w, ψ))2
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− (Ωr (1 + a
′) + f (v, w, ψ)) sin β√
(U∞ (1− a) + u)2 + (Ωr (1 + a′) + f (v, w, ψ))2
}
(3.17)
It is evident that for small angles of twist and large values of Ωr that the longitudinal
component u is the most significant in terms of the variation of the inflow angle
and corresponding lift, and hence the thrust loading on the rotor. Consequently, to
simplify the numerical modelling only the longitudinal component will be considered.
Finally, distortion of the turbulence due to the presence of the rotor will also be
neglected. In order to model this implicitly, a description of the free stream vor-
ticity would be required, in place of the velocity components, with the associated
computational cost of calculating velocity fields. An alternative may be to model
this empirically by pre-adjusting the input spectrum, e.g. according to the model
proposed by Graham (1976) for flow through a porous disc, although this has not
been attempted in this thesis.
Veers (1984) proposed a method for generating a Gaussian wind series, V (t), from a
given discrete power spectral density (PSD), S(f), by a Fourier series at n discrete
frequencies, fm,
W (t) = W +
n∑
m=1
[Am sin 2pifmt+Bm cos 2pifmt] (3.18)
where W is the mean wind velocity and
Am =
√
1
2
Sm∆f sinφm ; Bm =
√
1
2
Sm∆f cosφm
and Sm is the magnitude of the m
th component of the PSD, ∆f is the discrete fre-
quency spacing and φ is a uniformly distributed random variable in the range [0, 2pi]
that imparts random phase. If the frequency spacing is uniform and the frequencies
start from zero, the time series can be calculated using the inverse Fourier trans-
form. As the number of discrete frequencies becomes large the velocity will approach
a Gaussian distribution. Veers (1984) notes that if the turbulence components are
uncorrelated each of them can be generated independently using this procedure.
Developing this method further, Veers (1984) generates a fully 3D spatially varying
wind field from independently generated Gaussian time histories of N points within
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a plane perpendicular to the free stream velocity assuming Taylor’s frozen turbulence
hypothesis. The spectral matrix,
Sij(f) = γ
2
ij(f)Sii(f)Sjj(f)
where i and j are the indices of, and γ2ij is the coherence between, two points xi and
xj, is decomposed into its lower triangular form.
Hii(f) =
(
Sii(f)−
i−1∑
j=1
Hij(f)
2
) 1
2
Hij(f) =
(
Sij(f)−
j−1∑
k=1
Hik(f)Hjk(f)
)
/Hjj(f) for i < j (3.19a)
Combining the N signals into a diagonal matrix, X(f), the fluctuating component,
W ′(t), of the 3D wind field is then obtained as,
W ′(t) = F−1 (HX) [1] (3.19b)
where [1] is a column vector of 1’s, which acts to sum the rows of HX.
In a later paper, Veers (1988) refers to this method as the Sandia method and gives
further details of the specific elements of Equation 3.19b. The jth input of the matrix
of independent input signals is generated at the mth frequency component by,
Xij(f) =
e
iφjm i = j
0 i 6= j
(3.19c)
which has unit magnitude and random phase, φ, uniformly distributed in the range
[0, 2pi]. To maintain the correct variance, the discrete spectral matrix is derived
from the one-sided PSD, Gii(f), using
Sii(f) =
Gii(f)∆f
2
. (3.20)
Several options are presented for the one-sided spectrum, including the Kaimal et al.
(1972) and von Ka´rma´n (1948) spectra, but the author prefers a spectrum derived
by Solari (1987) for applications involving rotational sampling due to the use of
random coefficients.
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The main disadvantage of the Sandia method is the storage requirement (Veers,
1988), which for a time series of length T at N points within a plane requires
more than T (N2 +N) /2 storage locations. In addition, Mann (1998) points to
the computational expense O (N1N
3
2N
3
3 ) as a significant limitation and proposes an
alternative method that only requires O (N1N2N3) computations and incorporates
anisotropic turbulence and non-zero shear stresses.
However, due to the assumptions made to simplify the derivation, and due to peri-
odicity of the velocity field, the method proposed by Mann (1998) requires a large
domain of O(L1  Lx), which may be suitable for full CFD computations but is
considered excessive for the methods employed in this thesis. Furthermore, given the
relatively small grid used, the computational expense becomes negligible in compar-
ison with the cost of the simulation. Therefore, the Sandia method will be adopted
for the simulation of fully 3D wind fields.
3.8 Convergence studies
An investigation of the sensitivity of the solution to both panelling and time step
parameters is presented. The purpose of such studies is to ensure that the solutions
presented are not unduly influenced by the selection of input parameters, increasing
the confidence in any conclusions that may be made. For the purposes of this thesis,
the rotor described in Section 1.3 is used as the basis of the following studies.
3.8.1 Panel convergence
Contours of the variation of the rotor performance coefficients with the numbers
of panels in the chordwise, nx, and spanwise, ny, directions are shown in Figure
3.6. Both coefficients behave in a similar manner: the coefficient is initially highly
sensitive to and increasing with the number of spanwise panels. However, between
around 3 and 7 panels the dependence shifts to the number of chordwise panels and
above 10 panels the resulting value is fairly invariant to the spanwise distribution.
The same limits apply to the chordwise dependence, meaning that for 9 panels in
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Figure 3.6: Contours of variation in rotor coefficients with panelling parameters for Λ = 3.
both directions the result can be seen to be relatively invariant to the increase in
panelling.
3.8.2 Time step convergence
The non-dimensional time parameter, τ , for a rotor is defined as:
τ =
Ωt
2pi
(3.21)
and can be interpreted as the number of rotor revolutions traversed by the rotor
wake.
Contours of the rotor coefficients for increasing τ and dτ , the equivalent parameter
for a given time step, are shown in Figure 3.7. The initial value of the coefficients
varies significantly with τ up to 3− 4 rotations. This is attributed to the transient
response to an impulsive start. Conversely, the asymptotic value is governed by
dτ , as indicated by the relative invariance of the coefficients with τ above 5 − 6
revolutions, and is increased with decreasing dτ . These observations indicate that a
minimum of τ = 5 is required in order for the impulsive transient to decay and dτ
should be minimised to give the best compromise between reasonable run time and
increased accuracy, but not exceeding dτ = 0.10.
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Figure 3.7: Contours of variation in rotor coefficients with time stepping parameters for
Λ = 3.
3.9 Verification
For the purpose of verification of the developed model, two test cases will be con-
sidered. The simplest case is that of a flat plate wing, for which there are several
analytical solutions that can be used to verify both the steady and unsteady re-
sponse of the VLM. The second case is that of a rotor which will be compared with
Blade Element Momentum (BEM) theory .
3.9.1 Wing case
In order to verify the steady response of the flat plate wing, the variation in the lift
curve slope with the inverse of the aspect ratio is compared to results obtained by
Graham (1971), based upon the first approximation of a set of dual integral equations
derived by applying a Fourier transform to the downwash equation, presented in
Figure 3.8. The predictions from Aeolus are between 5− 10% higher, but the trend
is matched accurately and agreement is generally considered acceptable.
Extension of the verification of the steady response to 3D is achieved via comparison
of the settled coefficients for a flat plate wing of varying aspect ratio with results from
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Figure 3.8: Comparison of steady lift curve slope with results of Graham (1971)
Katz and Plotkin (2001) and the Athena Vortex Lattice (AVL) code developed by
Drela and Youngren (2014), shown in Figure 3.9. The AVL code is a quasi-steady
implementation of the vortex lattice method using horseshoe vortices in place of
vortex rings and the Kutta-Joukowski theorem to calculate the loads. All results
are obtained for thirteen spanwise and four chordwise panels and incidence of five
degrees. Katz and Plotkin (2001) predict marginally lower lift at all A, within
2 − 4%, and significantly higher drag at low A, 15% at A = 4 decreasing to 3%
by A = 20. However, the agreement between Aeolus and AVL is excellent: in
the limiting case the spanwise filaments cancel to give horseshoe vortices, and the
unsteady forces in Equation 3.16 vanish, matching exactly the implementation in
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Figure 3.9: Comparison of settled coefficients with Katz and Plotkin (2001) and Drela and
Youngren (2014).
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AVL. Therefore, the steady response is assumed to be accurate with the discrepancy
in the comparison with Katz and Plotkin (2001) attributed to the different methods
of load calculation.
The unsteady lift response of a flat plate aerofoil to an impulsive start is described
by Wagner’s function, k1(τ),
L = piρcU∞Uk1(τ)
where U = U∞ sinα is the relative velocity, c is the chord and τ = Udt/c. Garrick
(1938) suggests
k1(τ) = 1− 2
4 + 2τ
(3.22)
as a good approximation to Wagner’s function, agreeing within 2% over the entire
range 0 < τ < ∞. Figure 3.10 shows a comparison with the centreline loads from
the developed code for an aspect ratio O(103). As the aspect ratio increases, 3D
effects associated with the wing tips become less significant and hence the asymptote
approaches the 2D value obtained from Equation 3.22.
The initial transient in Figure 3.10 is a result of the unsteady force given by Equation
3.16. For an impulsive start the initial rate of change of circulation is infinite,
theoretically. However, the effect is rapidly reduced and the unsteady transient
response decays with time allowing the lift to converge gradually to Wagner’s result.
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Figure 3.11: Comparison of impulse response with Katz and Plotkin (2001).
This is consistent with the findings of Graham (1983), who used a point vortex wake
and potential flow around a Ka´rma´n-Trefftz aerofoil to investigate the starting flow
around an aerofoil. Furthermore, Wagner’s result was derived assuming a planar
wake, whereas Aeolus assumes a free wake. Consequently, there is a slight increase
in the lift predicted by Aeolus.
Once again, the verification of the impulse response can be extended to 3D by
comparison with Katz and Plotkin (2001), shown in Figure 3.11. The difference in
the steady values has already been discussed, and is attributed to the difference in
the load calculations. Therefore, the principle difference between the two methods
is in the strength of the initial transient. Both models were run with the same
parameters: nx = 5, ny = 14 and U∞dt/c = 0.0625. However, Katz and Plotkin
(2001) note that the initial transient is sensitive the positioning of the trailing wake
vortex filament: in their model they suggest positioning the shed filament slightly
closer to the trailing edge than given by Equation 3.10, justified as the difference
between a discrete vortex and continuous sheet of vorticity, which will increase the
amplitude of the transient response. This approach has not been adopted in the
current implementation and as such there exists the discrepancy seen in Figure
3.11.
Further verification of the unsteady response in the wing case is given by comparison
with the results of Theodorsen (1935). Based on velocity potentials of the circulatory
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and non-circulatory flow, Theodorsen derived expressions for the response of an
aerofoil to sinusoidal pitching, α, and heaving, h, motions. The lift force is
P = −piρb2(Uα˙ + h¨− baα¨)− 2piρUbC(k)Q (3.23)
and pitching moment
Mα = −piρb3
[(
1
2
− a
)
Uα˙ + b
(
1
8
+ a2
)
α¨− ah¨
]
+ 2piρUb2
(
a+
1
2
)
C(k)Q
(3.24)
where b is the half chord, a is the coordinate of the pitch axis and
Q = Uα + h˙+ b
(
1
2
− a
)
α˙.
Garrick (1936) extends this to give an expression for the unsteady drag
Px = piρR (S)
2 + αR (P ) (3.25)
where S = (
√
2/2) [2C(k)Q− bα˙] is the suction force. These analytical results are
compared with the centreline forces of anA = O(103) wing due to forced sinusoidal
pitching and heaving motion of the developed model at a reduced frequency k =
ωb/U∞ = 1.0 in Figure 3.12. The amplitude of the pitching motion is 1◦ and the
heaving is h = 0.01 m.
In general the agreement is found to be acceptable with the biggest discrepancies
in the drag and pitching moments, in particular the drag for the case of heaving
motion. Both the drag and pitching moment will be more sensitive than the lift
to small changes in the incident velocity. As with Wagner’s function, Theodorsen
derives the above results assuming a planar wake. Whilst the wake in Aeolus was
frozen, the relative motion of the trailing edge still imparts a 3D structure, which
will modify the velocities on the blade and accounts for the small discrepancies in
the results.
Finally, comparison with results from Katz and Plotkin (2001) are used to extend
the heaving motion verification to 3D, shown in Figure 3.13. The agreement is good,
although there appears to be a slight phase lead in the k = 0.1 case and a slight
phase lag in the k = 0.5 case, which may simply be a misalignment of the plots as
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Figure 3.12: Comparison of response to pitching and heaving motion at k = 1.0 with the
analytical results of Theodorsen (1935) and Garrick (1936).
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Figure 3.13: Comparison of heave response with Katz and Plotkin (2001).
it is not entirely clear from what point Katz and Plotkin (2001) define the settled
response. There is also a small difference in the magnitudes, the largest being 7%,
which most likely derives from the issues regarding positioning of the trailing wake
filament, as discussed previously.
3.9.2 Rotor case
Having verified the wing response, the next step is to compare with the results of
Blade Element Momentum theory, see e.g. Leishman (2006), for uniform inflow,
shown in Figure 3.14. This represents the simplest flow scenario minimising both
3D flow and dynamic inflow effects. For a direct comparison with the potential
flow results of Aeolus, thin aerofoil theory load coefficients, Cl = 2pi sin(α) and
Cd = 0, are assumed in the BEM code. In addition, Prandtl tip and hub losses are
applied as the associated 3D effects are expected to be implicitly modelled by Aeolus.
The blade modelled corresponds to the rotor used in the experiments, described in
Section 1.3.
Results from the WT Perf BEM code developed at NREL (Platt, 2012) are also
included in Figure 3.14. It is noted that the authors of the WT Perf code have
discontinued distribution due to ‘known bugs’. This presumably accounts for some
of the discrepancy between the two BEM implementations and discontinuities in the
WT Perf results. However, as the agreement is generally acceptable it is assumed
that the BEM is adequate for comparison with Aeolus.
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Figure 3.14: Comparison of Aeolus with Blade Element Momentum (BEM) theory.
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Good agreement is found for the thrust coefficient, with Aeolus predicting marginally
lower values compared with both BEM implementations. The maximum difference
in the thrust coefficient is 9%, excluding Λ = 1, which is 32% larger for WT Perf or
15% smaller than the BEM.
Similarly, the power coefficient is also in reasonable agreement, although WT Perf
predicts values around 20%− 25% higher for Λ ≤ 4 than either the BEM or Aeolus.
The agreement between the latter two is within 5% and is better at low Λ than high.
Conversely, WT Perf gives better agreement than the BEM with Aeolus for the blade
root bending moment coefficient, although the difference is still approximately 20%
reduction in all cases. The BEM predicts bending moment coefficients that are
20%− 30% higher, increasing with tip speed ratio.
A comparison of the blade induction factors, shown in Figure 3.15, clarifies some of
the differences between the models. The induction factors in Aeolus are evaluated
at the pitch axis of the blade. The trends are generally in good agreement, with the
two BEM methods matching quite closely in most cases. The principle differences
are at the tip and root of the blades, corresponding to the regions where 3D effects
will be most dominant. The values from Aeolus are of the similar order over much of
the span, generally agreeing reasonably well with WT Perf in the region just prior
to the tip.
The BEM axial induction factor at the root of the blade is significantly higher
than the Aeolus values. As a result the equivalent load point of the thrust will
shift towards the tip of the blade, giving the increased bending moments seen in
Figure 3.14c. Conversely, the WT Perf code appears to have problems converging
the induction factors at the root for the lower Λ, resulting in higher loading towards
the root and hence reduced bending moment. Given the increased swirl induction
at low Λ, this discrepancy also accounts for the difference in power.
Overall, the agreement is found to be acceptable, notwithstanding the identified
issues with the BEM models.
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Figure 3.15: Comparison of time averaged induction factors from Aeolus and Blade Ele-
ment Momentum (BEM) theory.
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3.10 Summary
An unsteady implementation of the vortex lattice method has been presented, in-
cluding details of the approach to desingularisation of the induced velocities, calcu-
lation of the aerodynamic loads and modelling of a spatially varying wind field.
The model was found to agree well with existing models of the turbine rotor and
flat plate wing, as well as analytical solutions for the latter. Before the developed
model can be used to make predictions it must also be validated against actual
measurements of the loading on a turbine.
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4 Generating a validation database: Wind tunnel
measurements
As discussed in the literature review, Section 2.4, Adaramola and Krogstad (2011)
identified a shortage of sufficiently detailed experimental data for validation of nu-
merical modelling of turbines operating under the influence of an upstream rotor
wake. Therefore, a series of experiments have been conducted with the objectives of
generating a validation database for the numerical model presented in Chapter 3 and
identifying the effects of ambient turbulence and wake impact on the downstream
rotor. These subdivide into two main categories: a characterisation of the wake
profile, discussed in Section 4.2, and time histories of the rotor loading (thrust and
blade root bending moment), discussed in Section 4.3. Preceding the presentation
of these results, a description of the experimental setup is provided.
4.1 Experimental setup
The experiments were performed in the closed circuit Honda wind tunnel at Imperial
College London. The working section has a 3.05× 1.524 m2 cross section and is 9.0
m long. The flow is driven by twin axial fans and has an empty tunnel range of
0 − 40 m s−1 with turbulent intensity of less than 0.25% and a flow uniformity of
±1% (Imperial College London, 2012).
For all test cases, a mean free stream velocity of 12 m s−1 was maintained using
a Proportional-Integral-Derivative (PID) controller acting on the tunnel voltage.
The tunnel velocity was measured using a pitot-static tube, connected to FCO510
Micromanometer with a sampling rate of 5 Hz, located at the inlet to the working
section. The fractal turbulence grid, used to generate ambient turbulence (Section
4.1.3), interfered with the pitot-static measurements. Therefore, pressure tappings
in the wind tunnel contraction walls were used as an alternative to calculate the
flow velocity, again via the FCO510 Micromanometer, in the presence of the grid.
The tappings are located at the start and end of the contraction, with the latter
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0.863 m upstream of the grid position. The velocities were calibrated according to
the method described in Appendix A.3 to give a reference velocity of U∞ = 12 m
s−1 at the centre of the rotor plane.
The instrumented turbine and upstream rotor wake generator used in the wind
tunnel test were based on the Exemplar 5MW turbine, as discussed in Section 1.3.
Two 1 : 250 scale model turbines (D = 0.5 m) were manufactured in-house for the
experiments. The blades were manufactured using an Objet Connex 3D Printer and
Digital ABS material and reinforced with an aluminium rod along the pitch axis,
which also provided a means of connecting the blades to the hub.
A schematic of the tunnel layout is shown in Figure 4.1. The instrumented turbine
has a 0.1 m hub that houses the wireless radio telemetry used to transmit the signal
from a strain gauge located at the root of one of the blades. It was manufactured
using machinable plastic to ensure transparency to the radio signal. As only one
channel was available on the wireless telemetry, the flapwise moment was chosen
as Frandsen (1996) indicates that this gives the best representation of the turbine
loading under different load cases. The instrumented turbine is mounted onto a
shaft protruding from a streamlined nacelle, which is connected to a ZF EBU 250/1
hysteresis brake and Hengstler RI 38 encoder for position and velocity measure-
ments. Hysteresis brakes are capable of infinitely adjustable torque that is largely
independent of rotation velocity making them ideal for controlling a model turbine.
The instrumented turbine was positioned such that the hub centre was coincident
with the tunnel centre line at approximately 6 m downstream of the inlet to the
working section. This corresponds to a height of 0.77 m above the section floor and
1.5 m from the side walls. It was mounted on a steel strut of circular cross-section,
fixed to the tunnel frame through a hole in the tunnel floor.
The upstream rotor wake generator was mounted on a 0.04 m hub made from
aluminium. Similar to the instrumented turbine, this was mounted onto a shaft
connected to a Magtrol HB-140M-2 hysteresis brake and US Digital EM1 encoder
enclosed in a streamlined nacelle. The upstream rotor was located 6.5D ahead of
the instrumented rotor at the same hub height. It was mounted on a rectangular
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Figure 4.1: Schematic of experimental setup: a) Instrumented turbine, where sb and ss
denote the position of blade and strut strain gauges, respectively; b) Top down view of
tunnel layout, flow direction is in positive x; c) Upstream rotor wake generator. D = 0.5
m for both rotors.
strut supported through the tunnel roof, bolted to a steel plate with holes drilled at
lateral offsets of ∆y = 0.0− 1.0D from the tunnel centreline in 0.25D steps.
When both turbines were installed in the tunnel, they were operated at the same tip
speed ratio, relative to the free stream velocity, i.e. with the same rotational velocity.
The rotational velocity was measured using the digital encoders and matched and
maintained via PID control applied to the hysteresis brakes installed in each turbine.
4.1.1 Scaling
As previously discussed, the wind tunnel experiments were conducted at a physical
scale of 1:250. In order for the results of the experiments to be physically consistent,
in addition to the rotor geometry the following dimensionless quantities need to be
matched with the full scale flow (Vries, 1983; Adaramola and Krogstad, 2011):
1. Tip speed ratio, Λ;
2. Tip Mach number, Mt;
3. Reynolds number, based on blade chord c, Rec.
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Of these parameters, the first is both the easiest to match and most important in
terms of turbine performance characteristics. It is therefore assumed that Λ = Λm =
Λf , where subscripts m and f denote the model and full scales, respectively.
The tip Mach number, based on the local velocity at the tip, is given by
Mt =
√
Ω2R2 + U2∞
a∞
=
U∞
√
Λ2 + 1
a∞
where a∞ is the speed of sound in the standard atmosphere. Noting the previous
equality, it follows that U∞ = U∞,m = U∞,f . As most current turbines operate
at wind speeds between 4 − 26 m s−1 (Kjaer et al., 2009) this condition is also
straightforward to apply in the Honda wind tunnel. However, whilst applied in the
experiments, matching of the tip Mach number is only relevant in terms of incom-
pressibility, in a practical sense requiring Mt < 0.3, and is otherwise unimportant.
The blade chord Reynolds Number is given by
Rec =
ρ∞c
√
Ω2R2 + U2∞
µ∞
=
ρ∞cU∞
√
Λ2 + 1
µ∞
where ρ∞ is the density of air and µ∞ the dynamic viscosity of air. Again noting
the tip speed ratio equality, it follows that
U∞,m =
cf
cm
U∞,f
which violates the tip Mach number equality except at full scale. Increasing the
size of the rotor is not practical due to the increased blockage that would result.
Therefore, it is not possible to match the Reynolds number even approximately.
Vries (1983), among others, notes that it is not possible to match all parameters,
but concludes that it is not necessary to obtain the full scale Rec as long as a
certain minimum is achieved. The suggested value is Rec > 3 × 105, although this
is inconsistent with the value given by Sørensen et al. (1998) based on the rotor
radius, discussed previously. Given that Rec =
(
A/
√
Λ2 + 1
)
ReR where A is the
aspect ratio, the value given by Sørensen et al. (1998) is approximately equivalent
to Rec > 2 × 104. The blade chord Reynolds number in the following experiments
was O(2 − 6 × 104) depending upon tip speed ratio and radial position along the
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blade. Consequently, the drag will be increased, the blades will stall earlier giving
a reduced maximum lift and the lift curve slope will be reduced relative to the full
scale turbine.
However, as noted by several authors (Grant et al., 2000; Vermeer et al., 2003;
Adaramola and Krogstad, 2011), for the purpose of validation of numerical modelling
these considerations are of limited significance as the simulations can be matched
to the model scale. The vortex lattice method implicitly assumes Rec =∞ (Whale
et al., 2000) due to the inviscid and irrotational approximations. Whale et al.
(2000) find that for blade chord Reynolds numbers O(103) smaller than the full
scale O(106), experimental results still share the same fundamental characteristics
in the near wake. Furthermore, the authors hypothesise that a rotating wing gen-
erating circulatory lift and shedding vorticity may give rise to an inviscid wake.
Therefore, assuming the inviscid and irrotational assumptions hold, the Reynolds
number scaling will be neglected in the experimental setup.
4.1.2 Blockage
Another important consideration for wind tunnel simulation is the degree of blockage
of the test model, and the corresponding effects on the tunnel flow. Blockage is
defined as the ratio of the swept area of the model to the cross-sectional area of the
test section. The turbine used in the experiments has a rotor blockage ratio of 0.042.
Chen and Liou (2011) investigated the impact of different rotor blockage ratios and
the necessary blockage corrections and found, in agreement with other experiments
in the literature, that for a rotor blockage ratio below 0.10 no correction is required.
Furthermore, Adaramola and Krogstad (2011) argue that the effect of blockage can
be neglected as long as the turbine wake is allowed to expand freely. As will be seen
in Section 4.2, this is the case in the following experiments.
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4.1.3 Fractal grid turbulence
A multi-scale turbulence fractal grid designed by K. Gouder at Imperial College
London, based on the work of Hurst and Vassilicos (2007), was used to simulate
turbulence in atmospheric conditions. The advantage of this type of grid over more
classical designs is multiple scales of turbulence with a larger integral lengthscale
and closer agreement with the von Ka´rma´n (1948) spectrum. Each iteration of
the fractal pattern is a factor 0.342 of the previous, with 4 levels of the pattern
realised. The grid was positioned at the inlet to the working section, 12D upstream
of the instrumented turbine, such that the turbulence profiles should be relatively
homogeneous in the rotor plane (Gouder (2014), priv. comm.).
In order to characterise the turbulence in the rotor plane, measurements were carried
out using hot-wires, according to the method presented in Section 4.2. Figure 4.2
shows the turbulence profiles at the downstream (instrumented) rotor position with
∆y = ∆z = 0 corresponding to the tunnel centreline. The lateral profile, along the
y ordinate, was taken at hub height and the vertical profile, along the z ordinate,
aligned with the rotor position. A clear jet can be seen in the velocity deficit,
∆U =
U∞ − U
U∞
(4.1)
which is normalised by the mean incident velocity defined as the reference velocity
U∞ = 12 m s−1. This is due to the low degree of blockage in the centre of the grid
and wide uprights positioned roughly ∆y = 1.00D from the centreline. However,
the lateral profile remains within 6% of the desired free stream, whilst the vertical
profile drops off more rapidly with distance, reaching 8% deficit by ∆z = 0.50D.
Both the turbulence intensity, Iu, and length scale, Lx, calculated by fitting the von
Ka´rma´n (1948) spectrum and normalised by the rotor diameter, are approximately
constant within the swept area of the rotor, although the length scale decreases
quite sharply in the vertical profile. The turbulence intensity is 12 − 13% and the
length scale is 0.55−0.59D = 0.28−0.3 m, decreasing linearly to 0.45D at the blade
tip, and 0.4D at the extreme of ∆z, in the vertical profile. Whilst the turbulence
intensity increases with ∆y beyond the rotor swept area, the length scale decreases
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Figure 4.2: Fractal grid generated turbulence profiles at the downstream rotor position.
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to approximately 0.5D at the extreme of the recorded measurements. Finally, the
turbulence intensity in the vertical profile is reasonable constant even beyond the
rotor swept area.
The Power Spectral Density (PSD) at each of the positions in the swept area of
the rotor is presented in Figure 4.3. Using an average of the measured turbulence
intensity, Iu = 0.13, and the reference velocity, U∞ = 12 m s−1, the von Ka´rma´n
spectrum was fitted to the results using a least squares type method. The resulting
fit yields a length scale of Lx = 0.29 m and shows good agreement with the mea-
sured values. As such, the aforementioned parameters will be used for numerical
simulation of the ambient turbulence.
The lateral and vertical coherences, relative to the centreline, in the rotor plane are
shown in Figure 4.4. The measurements were taken with one hot-wire fixed at the
tunnel centreline and the other offset by either ∆y or ∆z within the rotor plane.
The measurements are compared with the coherence of the von Ka´rma´n spectrum,
given by Equation 2.4 in Section 2.1.1. At f = 1 Hz the measured coherence is
noticeably lower than that predicted coherence. However at higher frequencies the
agreement is shown to be acceptable. Therefore, the von Ka´rma´n coherence model
will be used to model ambient turbulence in the numerical simulation, congruent
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Figure 4.3: Spectra within the swept area of the rotor behind fractal turbulence grid
compared with von Ka´rma´n spectrum (U = 12 m s−1, Iu = 0.13 and Lx = 0.29 m).
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with the model for the spectra.
4.2 Wake measurements
In order to model the upstream rotor wake accurately, it is necessary to characterise
the mean and fluctuating velocity and turbulent length scale profiles. The upstream
rotor wake structure and turbulence characteristics were investigated using two point
hot-wire measurements in the downstream rotor plane. A fixed single-sensor Dan-
tec Dynamics 55P16 probe was mounted in the rotor plane at hub height on the
tunnel centreline. A secondary matching probe was then mounted in a traversing
mechanism and positioned between ∆y = 0.1D − 1.5D along the y ordinate or
∆z = 0.1D − 1.0D along the z ordinate in 0.1D increments. In the following text
the latter probe will be referred to as the non-fixed probe.
The hot-wire voltage signals were acquired via a Dantec Dynamics 54T42 MiniCTA.
Measurements were recorded for both the axially aligned and ∆y = 1D positions of
the upstream rotor. The sampling rate was chosen as fs = 2 kHz and the sample
length N = 2048 to give a spectral resolution of just under 0.5 Hz. The statistical
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accuracy of the measured spectra, i.e. how accurate the estimate is to the true
spectrum, is given by Bruun (1995) as
% =
zα√
nd
(4.2)
where nd is the number of sub-samples and zα = 1.96 for 95% confidence. Therefore,
nd = 385 sub-samples were recorded for each position to give a statistical accuracy
of ±10% with 95% confidence.
The hot-wires were calibrated before and after each run according to the method set
out in Appendix A.2, where each of the individual calibration curves (polynomial
fit) can also be found. The data was corrected for temperature variation according
to (Jørgensen, 2002):
Vc =
√
Θw −Θ0
Θw −Θ V (4.3)
where Θw = 160
◦ is the overheat temperature, Θ0 = 30◦ is the reference temperature
and Θ and V are the acquisition temperature and voltage, respectively.
4.2.1 Wake profiles
The centreline velocity deficit, turbulence intensity and normalised length scale pro-
files for tip speed ratio Λ = 1 − 5 in uniform flow are shown in Figure 4.5. The
profiles consist of lateral measurements starting from the tunnel centreline in the
rotor plane, corresponding to 6.5D downstream, at hub height behind an upstream
turbine mounted in the ∆y = 1D position.
The velocity deficit increases from approximately 15% at Λ = 1 to approximately
30% at Λ = 4 − 5, with corresponding turbulence intensities of approximately 5%
and 7% and normalised length scales, calculated by fitting the von Ka´rma´n (1948)
spectrum, of approximately 0.10−0.13. At Λ = 1 the deficit profile is approximately
Gaussian with a singe peak at the wake centreline. At higher tip speed ratios, the
wake profile exhibits a small degree of skew indicated by the central peak shifting
0.1D to the higher ∆y. Given the downstream distance of 6.5D, this would corre-
spond to 0.9◦ skew in the wake trajectory. This could be explained as a twisting of
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Figure 4.5: Comparison of lateral wake profiles with the upstream rotor positioned at
∆y = 1.00D in uniform flow at varying tip speed ratio, Λ.
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the support plate as the turbine loading increases. When the turbine is mounted in
the ∆y = 1D position the mounting points in the steel plate are beyond the position
at which the plate is bolted to the tunnel frame. The free end of the steel plate is
clamped via a spacer to the frame. Therefore, it is conceivable that the plate could
twist slightly about this pivot point.
The turbulence intensity at Λ = 1 exhibits a double peak separated by a small dip.
However, at higher tip speed ratios the turbulence intensity increases and becomes
more constant across the wake width. Once again, the profile exhibits a small degree
of skew, with higher intensities at higher ∆y. Likewise, the normalised length scales
exhibit similar behaviour, roughly constant at approximately 0.1 for all tip speed
ratios.
The velocity deficit profile shows little expansion of the wake. However, both the
turbulence intensity and length scale exhibit wake effects out to ∆y = 1.0D−0.4D =
0.6D indicating approximately 20% expansion of the wake. This would imply that
the diffusion of the turbulence is more rapid than that of the mean velocity deficit.
A comparison of the lateral and vertical profiles at the mid-range value of Λ = 3,
chosen as the turbine should be operating below stall, is shown in Figure 4.6. Profiles
for both an axially aligned and ∆y = 1.00D upstream rotor positions, relative to
the tunnel centreline, are included in the figure. The ∆y = 1.00D profiles have been
shifted so that ∆y = ∆z = 0.0D corresponds to the centre of the wake in order to
simplify the comparison.
There are several anomalous readings in both figures, primarily corresponding to
the fixed hot-wire measurements. One possible explanation for this is an error in
the calibration of the probe, most likely caused by a local increase in the velocity of
the flow due to blockage associated with the traverse. Assuming this is indeed the
case, then when the non-fixed probe is repositioned the blockage would be removed
modifying the readings. Figure 4.7 shows the deficit at the fixed hot-wire probe for
increasing lateral separation of the non-fixed probe. Whilst the minimum deficit is
only −5%, indicating an acceleration of the flow, there is a clear increasing trend
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with ∆y until the free stream value is recovered. It is noted that the non-fixed
probe will still experience the same flow field and therefore its calibration will be
accurate. In addition, the cross correlations are a measure of the frequency content
rather than the amplitude and will be unaffected by any error in the calibration.
It is also noted that the lateral profile with the upstream rotor in the ∆y = 1.0D
position will be unaffected by this issue as the fixed hot-wire is positioned outside
the wake profile. Therefore, the anomalous centreline readings will be discounted in
the following discussion.
Perhaps the most significant observation is the level of agreement between both
the lateral and vertical measurements, neglecting the few anomalous data points,
supporting the assumption of an axisymmetric wake for the purposes of modelling.
It is worth noting that the axially aligned profiles do not appear to exhibit the
skew of the 1D profiles and indicate an increased expansion of 20% in the velocity
deficit and 40% in the turbulent characteristics. In addition, the vertical profile
for the ∆y = 1.0D upstream rotor position, and to some extent the axially aligned
position, has a peak at the limit of the wake. This is also evident in the lateral
profile of the axially aligned case, but is beyond the limit of the ∆y = 1.0D profile,
and perhaps indicates the presence of the tip vortex.
A comparison of the centreline and blade tip wake turbulence spectrum with the
von Ka´rma´n spectrum is presented in Figure 4.8. Using the local values of the
measured turbulence intensity, Iu = 0.05 and the corresponding velocity yield a
good agreement with the theoretical spectrum for a length scale of Lx = 0.06 m.
This neglects the peaks at harmonics of the rotational frequency observed in the
tip spectrum, which are assumed to indicate the passage of the tip vortex. As
such it will be assumed in the modelling that the von Ka´rma´n spectrum may be
used to simulate turbulence within the wake using the local velocity and turbulence
parameters.
Given the choice of turbulence spectrum, the lateral and vertical coherences, relative
to the centreline, are compared with the corresponding coherence of the von Ka´rma´n
spectrum, shown in Figure 4.9. The agreement is generally quite reasonable, as is
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Figure 4.6: Comparison of lateral and vertical wake profiles for an axially aligned and
∆y = 1.00D lateral offset upstream rotor, relative to the tunnel centreline, in uniform
flow at Λ = 3.
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expected given the agreement in the spectra. However, there is a significant variation
in the lateral coherence for f = Ω/2pi Hz, the rotation frequency, at a position
corresponding to the edge of the wake, also evident in the vertical coherence. Given
the separation in the lateral coherence, and the frequency at which the peak occurs,
it is assumed that this variation in coherence also corresponds to the passage of
the tip vortex. Chu and Chiang (2014) also observe a similar peak in the velocity
spectra and conclude that this indicates that the wake flow is strongly influenced
by the tip vortex.
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(a) Centreline spectrum: U = 10.5 m s−1.
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(b) Rotor tip spectrum: U = 11.0 m s−1.
Figure 4.8: Centreline spectrum behind an aligned upstream rotor at Λ = 3 compared
with von Ka´rma´n spectrum using the local velocity, Iu = 0.05 and Lx = 0.06 m.
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Figure 4.9: Comparison between measured (symbols) and von Ka´rma´n (lines) coherence
of the upstream rotor wake at Λ = 3.
4.2.2 Combined inflow
A similar set of measurements were taken for flow behind the upstream turbine,
aligned with the tunnel centreline, operating in a turbulent inflow, generated by the
fractal grid described in Section 4.1.3. The profiles at Λ = 3 are compared with the
background turbulence profiles in Figure 4.10.
Due to the geometry of the fractal grid, only the axially aligned upstream rotor wake
case is considered: lateral offset of the upstream rotor would position it behind the
vertical struts of the grid where the flow conditions are uncertain.
Both the lateral and vertical velocity deficit exhibit an increase associated with the
momentum deficit in the wake. Whilst the vertical profile reduces to background
levels by approximately 0.7D, corresponding to a slight expansion of the wake over
the uniform flow case, the lateral profile shows a distinct increase in the velocity
deficit across the entire span of the measurements. The position of the upstream
rotor wake generator is within the development region of the fractal grid turbulence.
It is possible that, as a result of this positioning, the upstream rotor has modified
the development of the turbulence profiles in the tunnel.
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Figure 4.10: Comparison of combined flow upstream rotor wake profiles in turbulent inflow
at Λ = 3 with the turbulence profiles.
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Conversely, the length scales show a reduction in the wake region. Although, once
again the vertical profile recovers the background value outside the wake, whilst the
lateral profile remains lower across the span of the measurements.
The turbulence intensity profiles show a slight reduction in the upstream rotor case,
which is approximately constant at all positions for both the lateral and vertical
profiles. This would suggest that there is increased mixing of the upstream wakes,
both from the turbine and the grid, resulting in a slight reduction in the intensity
at the downstream rotor plane. This is congruous with the increased homogeneity
of the velocity profile.
The above comparison indicates that the impact of a combined turbulent flow and
upstream rotor wake is not a simple case of superposition of one effect with the other.
However, it is noted that, given the general decrease in velocity across the tunnel,
the presence of the upstream turbine appears to have modified the development of
the turbulent profile, making a true comparison difficult to achieve.
4.2.3 Meandering
A simple experiment was devised in order to determine if wake meandering was a
feature of the wake profile. The two single wire probes were positioned such that
they were aligned with the maximum gradient of the velocity deficit on either side
of the wake at hub height. A highly negative cross-correlation coefficient derived
from the resulting signals would indicate a meandering process: As the wake moves
away from one probe, decreasing the deficit, it will move into the other, increasing
the deficit.
The maximum gradient of the velocity deficit was identified as 0.5D from the wake
centreline. As such, the upstream turbine was mounted at the ∆y = 0.5D position,
with the hot-wires mounted on the tunnel centreline and at ∆y = 1D lateral offset
in the downstream rotor plane. Measurements were recorded in both uniform and
turbulent inflow.
Figure 4.11 shows the cross-correlation coefficient of the fluctuating velocity com-
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Figure 4.11: Cross-correlation of meandering wake velocities.
ponent for both uniform and turbulent inflow at each of the tip speed ratios inves-
tigated. Whilst there is a slight negative correlation at Λ = 3, the two signals are
essentially uncorrelated across the board. Therefore, it is concluded that meander-
ing of the wake is not present in the wind tunnel simulations investigated in this
thesis.
A similar, but unrelated, phenomena is steady transverse displacement of the wake.
This can be modelled as the effect of a mirror image wake about the floor and
ceiling planes. The turbine is positioned on the tunnel centreline and hence the two
image wakes should cancel resulting in zero transverse displacement. As previously
indicated, although a minor degree of skew was present when the upstream rotor
was positioned at ∆y = 1D, there was no significant displacement present in the
experiments.
4.3 Turbine experiments
The principal set of experiments define a validation database of rotor blade root
bending moments and rotor thrust loads under different inflow conditions for com-
parison with the numerical model. The flow conditions investigated were:
1. Uniform inflow;
2. Turbulent inflow;
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3. Upstream rotor wake impact.
In addition, a combined flow case for both turbulent inflow and upstream rotor wake
impact was also investigated.
The out-of-plane blade root bending moment was measured using a full bridge strain
gauge consisting of two Micro Measurements 125PC strain gauges positioned either
side of the blade beam at r = 0.056 m, corresponding to the root of the blade at the
connection between blade and hub. The strain gauge signal was transmitted via a
Mantracourt T24-SA wireless strain gauge amplifier to a receiver module connected
to the acquisition computer. The maximum sampling rate of the T24-SA is 200 Hz,
chosen as the sampling rate, with a sample length of N = 1024 to give a spectral
resolution of just under 0.2 Hz. As in the wake measurements, nd = 385 sub-samples
were acquired to give a statistical accuracy of ±10% with 95% confidence for the
measured spectrum.
The rotor thrust was also measured using a full bridge strain gauge located 0.04345
m from the hub centre. However in this case, two Tokyo Sokki Kenkyujo Co. Ltd.
FLA-10-11 strain gauges were used as the space constraint was removed meaning a
larger gauge could be selected to simplify the application process. The thrust strain
gauge signal was acquired using a Fylde FE-379-TA strain gauge amplifier. As all
data was acquired simultaneously, the thrust signal was acquired at the same rates
as the blade root bending moment.
Both strain gauges were calibrated according to the methods described in Appen-
dices A.1.1 and A.1.2, for the blade root bending moment and thrust respectively,
where the calibration curves can also be found.
Measurements in both 12 m s−1 uniform and turbulent flow, generated by the fractal
grid described in Section 4.1.3, are presented in Figures 4.12-4.17 and discussed in
Sections 4.3.1 and 4.3.2, respectively. The results for upstream rotor wake impacting
are presented in Section 4.3.3 and the combined flow case is discussed in Section
4.3.4.
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4.3.1 Uniform flow
The baseline case is a uniform inflow of 12 m s−1 with only the instrumented tur-
bine mounted in the tunnel. Two sets of data were taken in order to confirm the
consistency and repeatability of the results. As such, for each of the tip speed ratios
presented in the following figures there are two points plotted.
In order to account for the drag on the nacelle a measurement of the thrust and
bending moment was recorded in the 12 m s−1 flow with the turbine held stationary.
The bending moment was subtracted from the thrust, assuming the force was acting
at the centre of area of the blades, to give an estimate of the tare drag minus the
drag of the blades, which will be operating in the rotational flow. The tare drag is
then subtracted from the thrust measurements. It is noted that whilst this should
give a relatively accurate estimate of the drag, when the turbine is in operation
the nacelle will experience a momentum deficit and hence the drag should decrease
meaning that the thrust may be sightly underestimated.
The mean thrust coefficient, CT , presented in Figure 4.12, exhibits a linear increase
between Λ = 1− 3, but begins to diverge from this trend as the tip speed ratio in-
creases above this range. The maximum value, at Λ = 5, is CT = 0.40. The variance
in the data points is less than 2%, except for Λ = 1 where there is 6% difference,
indicating a high level of repeatability between the two runs. The increased variance
at Λ = 1 is indicative of the blade stalling, as well as a consequence of the low thrust
at this speed.
The thrust Root-Mean-Squared (RMS) intensity, normalised by the mean, is pre-
sented in Figure 4.13. The intensity decreases with increasing tip speed ratio, from
an average peak value of 0.62 at Λ = 1 to a minimum of less than 0.18 between
Λ = 3 − 5, a result of rotational stiffening of the blade along with attached flow
conditions. Congruently, the variance in the RMS is highest for Λ = 1− 2, with an
increase in intensity of approximately 70% at Λ = 2, and lower at the higher tips
speeds. The blade passing frequency at the lower tip speeds fall either side of the
strut resonant frequency fs = 9.6 Hz at f1 = 7.6 Hz and f2 = 15.3 Hz. Damping of
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the strut resonance will increase the bandwidth of the resonant response, and may
explain some of the increased intensity and variance between runs, in combination
with stall of the blades at low tip speed ratios.
The mean blade root bending moment coefficient, shown in Figure 4.14, follows a
similar trend to the mean thrust coefficient. The maximum value is CMb = 0.052 at
Λ = 5. Yang et al. (2011) attribute the behaviour at low Λ to stall and at high Λ
to small angles of attack and corresponding reduction in lift. There is also a much
higher degree of variance between the two runs, 10−20%, across all tip speed ratios.
The bending moment RMS intensity is presented in Figure 4.15. Again, the trends
are similar to the thrust loading, although the amplitude is around one fifth.
The disparity between runs for the bending moment coefficient is most likely due
to a difference in the incident velocity seen by the turbine. However, given the
agreement between the thrust loads, it is unlikely that this is a consequence of a
global change in the free stream velocity. Rather, a small degree of yaw in the initial
run could be responsible for reducing the local velocity such that the mean velocity
is reduced. The alignment of the turbine was checked between runs allowing for
correction of any yaw offset before the second set. Another theory, which is not
entirely unlikely, is that the blade profile suffered some degree of torsional creep due
to a slight thermal instability in the Digital ABS material. Given the geometry of
the blade, this is most likely to have increased the local incidence and hence loading
on the blade. Whilst an attempt was made to confirm that no deformation had
occurred, it is not possible to be entirely certain due to the complex geometry.
The thrust and blade root bending moment PSD spectra are presented in Figures
4.16 and 4.17, respectively. For clarity, only the results from the second run are
plotted, but it is noted that the peaks occur for the same frequencies in both sets of
data with some differences in magnitude. Most notably the baseline level is slightly
higher in the second set of runs. This is most likely due to deterioration of the
blades between runs; this was particularly evident in the form of fraying of the
trailing edge although still relatively minor. Deterioration of the blades would lead
to greater noise and an increase in the baseline level of the spectrum. The strut,
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Figure 4.12: Comparison between turbulent and uniform flow thrust coefficients.
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Figure 4.13: Comparison between turbulent and uniform flow thrust moment RMS inten-
sity.
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Figure 4.14: Comparison between turbulent and uniform flow blade root bending moment
coefficients.
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Figure 4.15: Comparison between turbulent and uniform flow blade root bending moment
RMS intensity.
fs = 9.6 Hz, and blade, fb = 85.4 Hz, resonant frequencies are also indicated in both
figures, as well as the grid frequency, fg = 50.0 Hz, in the thrust spectra.
The background (12 m s−1 flow with the rotor held stationary) thrust loading spec-
trum is flat with peaks at each of the aforementioned frequencies, dominated by the
peak at the strut resonance, which is several orders of magnitude higher. Similarly,
the bending moment background spectrum also exhibits peaks at the two resonant
frequencies, but not the grid frequency. The latter spectrum also tails off at high
frequency, congruent with the lower noise to signal ratio when compared with the
thrust loading. Finally, the bending moment background spectrum is dominated by
a peak at approximately 56 Hz, also present in the spectrum at 0 m s−1 with the
rotor stationary but vanishes when the tunnel is switched off, indicating that this is
a result of background noise in the wind tunnel environment, which is being picked
up by the antenna of the wireless telemetry system, and can be discounted in the
following discussion.
The rotational spectra are dominated by harmonics of the rotational frequency,
an observation also made by Yang et al. (2011) in their wind tunnel experiments,
and as such have been plotted against frequency normalised by the rotor frequency
to simplify identification of the peaks. Whilst both the grid and strut resonant
frequencies are present in all the thrust spectra, the blade resonant frequency only
appears in the odd numbered tip speed ratios and is particularly significant at Λ = 5.
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Figure 4.16: Comparison between turbulent and uniform flow spectra from the thrust
loading. Spectra are plotted in multiples of the rotational frequency, with the exception
of the background, which is plotted in Hz. Strut, fs, and blade, fb, resonance and grid,
fg, frequencies are marked by vertical strokes.
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Figure 4.17: Comparison between turbulent and uniform flow spectra from the blade root
bending moment. Spectra are plotted in multiples of the rotational frequency, with the
exception of the background, which is plotted in Hz. Strut, fs, and blade, fb, resonant
frequencies are marked by vertical strokes.
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Furthermore, the blade resonant frequency is only present at Λ = 3 and 5 in the
bending moment spectra. Conversely, the strut resonant frequency is not present in
any of the bending moment spectra. As already mentioned, the angle of attack of
the blade, and consequently the aerodynamic damping, will be significantly reduced
at higher Λ hence the vibration is increased, although the effect may be offset by
rotational stiffening. The harmonics of the rotation frequency can be explained
in several ways. Passage of the blade through the tower shadow would produce a
peak at 3P in the thrust spectra and 1P in the bending moment spectra. Higher
harmonics are also present due to the non-sinusoidal nature of the tower shadow
response. Similarly, imbalances in the rotor disc, slight variations in the weight or
geometry due to manufacturing defects, or slight variations in the incident velocity
across the rotor will also produce the 1P peak and higher harmonics.
Excluding the per revolution, resonant and grid frequencies, the remaining peaks
of significance in the thrust spectra are located at approximately 30 Hz (0.77P in
Fig. 4.16f), 46 Hz (1.23P in Fig. 4.16f & 1.5P in Fig. 4.16e), and 78 Hz (2.55P
in Fig. 4.16e & 3.4P in Fig. 4.16d). Of these, only the latter is visible in bending
moment spectra with no additional significant peaks. Therefore, it seems reasonable
to assume that the 78 Hz peak is related to the blade response, whilst the other two
are strut frequencies. Of these, the first, at 30 Hz, corresponds to approximately
three times the strut resonance and hence could be associated with 3P excitation of
the strut resonance. The cause of the remaining two peaks has not been identified.
However, it is noted that in all cases, these peaks are at least an order of magnitude
lower than the dominant peaks in the spectrum and are therefore likely to have a
minimal effect.
4.3.2 Turbulent flow
The uniform flow results discussed in the previous section have been compared with
similar measurements in turbulent flow, generated using the fractal grid described
in Section 4.1.3.
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The mean thrust and bending moment coefficients in turbulent inflow follow the
same trends as the uniform case with similar magnitudes, shown in Figures 4.12 and
4.14, respectively. This is expected as the mean velocities are similar in both cases.
The thrust coefficient results show a slight reduction in the thrust and increased
variance with decreasing tip speed ratio. Conversely, the bending moment coefficient
results have reduced variance and fall between the uniform flow results for the two
runs, possibly supporting the yawed inflow theory for the disparity in the uniform
flow results: the spatial variance of turbulent inflow could reduce the deviation of
velocity around the azimuth and hence the difference in loading.
The key difference between the two flow cases is indicated by the RMS intensity
plots in Figures 4.13 and 4.15 for the thrust and bending moment, respectively.
Both exhibit an increased intensity at all tip speed ratios, although the trends for
the incident turbulence case are similar to the uniform case and exhibit a degree
of scaling of the RMS intensity with the background levels of turbulence. The
implication of this being that the increased RMS intensity is largely due to the
increased turbulence intensity, in agreement with the observations of Hassan et al.
(1988).
The difference between the uniform and turbulent spectra, Figures 4.16 for the thrust
and 4.17 for the bending moment, can be characterised by two distinct observations:
spreading and attenuation of the majority of the peaks and increased baseline level.
The former is due to the nature of turbulence: the azimuthal position of eddies
which excite the per revolution frequencies will vary with time resulting in a spread
of the excitation frequency and reduction in the peak power. The latter obscures
a large number of the peaks identified in the uniform flow case, although notably
the strut resonance peak is several orders of magnitude higher in the thrust spectra.
The turbulence intensity will result in greater excitation of the strut resonance
and corresponding increase of the power in the spectrum. Consequently, the strut
resonance is also likely to dominate the RMS response of the thrust in the turbulent
flow case. Consistently with the observations of the RMS intensity, the baseline level
appears to be scaled up from the uniform flow case across all frequencies. Finally,
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there are no additional peaks in any of the spectra with the exception of the strut
resonance in the bending moment spectra, although the magnitude of the peak is
relatively minor.
4.3.3 Upstream rotor wake
The uniform flow results were also compared with measurements in the wake of
an upstream rotor with uniform inflow. The upstream rotor wake generator was
positioned either axially aligned with the instrumented rotor or laterally offset by
∆y = 0.25−1.00D in 0.25D increments. Both rotors were set to the same rotational
velocity giving a nominal tip speed ratio as normalised against the freestream or
reference velocity.
The mean thrust coefficient, Figure 4.18, shows a clear impact of the upstream rotor
wake, collapsing together as the tip speed ratio decreases. The most significant
reduction in thrust is around 50% for the axially aligned case, which is caused by
the reduced inflow velocity, but by ∆y = 0.75D offset of the upstream rotor the
uniform flow response is mostly recovered. The other two cases fall between the
two extremes, moving towards the uniform flow case with increased lateral offset as
the mean flow velocity is recovered. The bending moment coefficient, Figure 4.19,
exhibits a similar response, although the reduction in bending moments are more
uniformly spaced.
The thrust and bending moment RMS intensities are plotted in Figures 4.20 and
4.21, respectively. The thrust RMS intensities under wake impact are relatively
similar for all lateral offsets, with the exception of the peak at Λ = 1. In the
latter case, the peak is a maximum for the ∆y = 0.25D offset case, decreasing with
increased lateral offset, and the aligned case exhibits the minimum increase over
the uniform flow case. The thrust represents an integrated loading over the entire
rotor disc; therefore, the variation in RMS with lateral offset is likely to be reduced
since part of the rotor will be operating in the undisturbed free flow. Conversely, in
the aligned configuration, there is a general increase in turbulence intensity, which
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Figure 4.18: Comparison between thrust coefficients for different upstream rotor lateral
offsets.
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Figure 4.19: Comparison between blade root bending moment coefficients for different
upstream rotor lateral offsets.
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Figure 4.20: Comparison between thrust moment RMS intensity for different upstream
rotor lateral offsets.
114
0.00
0.10
0.20
0.30
0.40
0.50
0 1 2 3 4 5 6B
en
d
in
g
M
om
en
t
R
M
S
In
te
n
si
ty
Tip Speed Ratio, Λ
Uniform
Aligned
∆y = 0.25D
∆y = 0.50D
∆y = 0.75D
∆y = 1.00D
Figure 4.21: Comparison between blade root bending moment RMS intensity for different
upstream rotor lateral offsets.
explains the slightly higher intensities in this case.
The bending moment intensities exhibit a greater influence from the upstream ro-
tor wake lateral offset, which is consistent with observations of the mean bending
moment coefficient. Once again the ∆y = 0.25D lateral offset exhibits the high-
est intensities, with the exception of Λ = 1 where the aligned case has the highest
peak. As the lateral offset is increased the intensity reduces towards the uniform
flow case, which is mostly recovered by ∆y = 0.75D lateral offset and fully recovered
by ∆y = 1.00D lateral offset. This trend is a result of the combination of the wake
turbulence and mean velocity deficit. In the aligned case, the RMS intensity is gov-
erned by the wake turbulence alone, as the mean velocity deficit is approximately
axisymmetric. When the rotor is offset the mean velocity deficit adds to the RMS
intensity, but the influence of both effects decreases with increased lateral offset.
The normalised thrust and bending moment PSD spectra are plotted in Figures 4.22
and 4.23, respectively. Much like the turbulent flow case, the spectra for the up-
stream rotor wake impacting exhibit no new peaks and the majority are suppressed
as the baseline level increases. Similarly, the baseline level appears to be scaled
from the uniform flow case, indicating that the increased intensity may be the dom-
inating factor. Unlike the ambient turbulence, the peaks do not appear to be more
spread out. This may be a result of the reduced length scale of the wake turbulence,
less than half the ambient length scale, meaning that the reduced correlation of the
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Figure 4.22: Comparison between spectra for different upstream rotor lateral offsets from
the thrust loading. Spectra are plotted in multiples of the rotational frequency, with the
exception of the background, which is plotted in Hz. Strut, fs, and blade, fb, resonance
and grid, fg, frequencies are marked by vertical strokes.
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Figure 4.23: Comparison between spectra for different upstream rotor lateral offsets from
the blade root bending moment. Spectra are plotted in multiples of the rotational fre-
quency, with the exception of the background, which is plotted in Hz. Strut, fs, and blade,
fb, resonant frequencies are marked by vertical strokes.
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turbulence over the rotor plane reduces the response.
The thrust spectra exhibit the same increase in the baseline level for all lateral
offsets, with little difference between the peaks in each case. Contrarily, the bending
moment spectra exhibit differing baseline levels. Both comparisons are congruent
with the observations of the RMS intensity. The ∆y = 1.00D lateral offset and
instrumented spectra are both similar, as well as the ∆y = 0.75D lateral offset case
for Λ ≤ 3. Similarly, the ∆y = 0.25D and 0.50D lateral offset spectra show good
agreement, and also exhibit the highest baseline level for Λ ≥ 3. At lower tip speeds,
the aligned case exhibits the highest baseline level and at higher tip speed ratios
the 0.75D case is most similar to the aligned with both falling between the other
spectra.
4.3.4 Combined
Finally, the two turbulent flow cases, ambient and upstream rotor wake turbulence,
are compared with measurements taken in a combined flow. As discussed previ-
ously, only the axially aligned upstream rotor wake case is considered due to the
geometry of the fractal grid. It is also noted that the upstream rotor will experience
significantly different incident turbulence to the instrumented rotor: the wakes of
the fractal grid elements are likely still to be mixing giving a highly inhomogeneous
flow with significantly increased intensity and reduced length scale.
Figure 4.24 shows a comparison of the combined aligned upstream rotor wake and
turbulent flow case with the individual flow cases results for the thrust and bending
moment coefficients, intensities and spectra at a tip speed ratio of Λ = 3.
The mean thrust coefficient does not indicate any clear trend; the combined case
appears as a combination of the individual responses, showing some dominance of
the ambient turbulence at low tip speeds. Conversely, the mean bending moment
coefficient is clearly dominated by the wake impact, with only a slight increase due
to the turbulent response.
The RMS intensity doesn’t appear to offer much additional insight, with the excep-
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tion of a non-linear increase in the combined case over the two individual cases. The
spectra clearly indicate that the higher energy case dominates the combined flow.
For the thrust spectra this results in an near identical spectrum to the wake case
with increased response at the strut resonant frequency and slight attenuation of
the other peaks. Conversely, for the bending moment the combined case spectrum
is closest to the turbulent case, with a slight reduction in the baseline level, and the
1P peak of the wake case showing through.
In conclusion, whilst the combined thrust coefficient response is unclear, possibly
dominated by the wake flow, the mean bending moment is clearly dominated by
the wake, whilst the dynamic response is dominated by the ambient flow. It should
be noted that as this case corresponds to the axially aligned upstream rotor, the
picture may be different for the laterally offset cases due to stronger 1P excitation.
4.4 Summary
Both measurements of the upstream rotor wake profiles and downstream turbine
loads have been presented. The upstream rotor wake can be approximated by a
Gaussian profile with increasing centreline deficit with tip speed ratio. The turbu-
lence intensity and length scale are approximately constant across the wake width,
and do not vary greatly with tip speed ratio. Finally, the wake demonstrates expan-
sion of 20− 40%, which is also independent of tip speed ratio.
The effect of this wake on the downstream rotor loads is to increase the baseline level
of the spectra and RMS intensities, but reduce the mean loading. Similarly, ambient
turbulence is also found to increase the spectral baseline and RMS intensities, but
does not effect the mean loads. In addition, peaks unobscured by the increase in
the baseline level of the spectra are attenuated and spread by the turbulence.
Issues with the turbulence grid geometry prevent an accurate assessment of the
combined effect, but appear to indicate that the dynamic response is dominated by
the highest energy in the spectrum. The impact on the mean loading is less clear.
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Figure 4.24: Comparison of combined ambient and wake turbulence with individual cases.
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5 Ambient turbulence and wake impact: Mod-
elling and discussion
The two main types of stochastic loading pertinent to wind turbines in large offshore
arrays are ambient turbulence and upstream rotor wake impact. The effects of these
loads are important in terms of the fatigue loading on the rotor and may impact
on rotor life and maintenance costs. Upstream rotor wake impact consists of two
components: a deterministic loading due to the blades passing into and out of the
upstream rotor wake and a stochastic loading due to the added turbulence associated
with the upstream rotor wake. In this chapter the developed model is validated
against the experimental measurements and used to investigate the effects of these
two types of loading: the effects of ambient turbulence are discussed in Section
5.2 and upstream rotor wake impact in Section 5.3. The discussion is preceded
by validation of the developed model using the simplest case of uniform inflow,
presented in Section 5.1.
The blade in the numerical simulations is discretised by nx = ny = 10 giving 9× 9
panels, as recommended by the convergence studies in Section 3.8. In order to
compare with the experimental measurements a maximum time step of 0.005 s is
required, corresponding to a sampling rate of 200 Hz. However, due to the small
geometric scale of the experiments, and associated high angular velocities in order to
maintain the tip speed ratios, Λ, this is insufficient to resolve the wake geometry at
high Λ properly. Therefore, the simulations are oversampled at a time step of 0.0025
s, corresponding to a sampling rate of 400 Hz, giving a non-dimensionalised time
step of 0.019−0.095 across the range of tip speed ratios. Finally, the simulations are
run for t = 600 increments, corresponding to τ = 11.5 − 57 blade revolutions, and
giving a ∆f = 1 Hz resolution for the presented spectra. Both time step parameters
are also in agreement with the recommendations of the convergence studies.
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5.1 Uniform flow
Further to the verifications of both the wing and rotor cases in Section 3.9, in order
to validate the developed vortex lattice method code, Aeolus, in the rotor case the
mean loading is compared with the experimental measurements for a simple uniform
inflow. Comparisons of both the mean thrust and bending moment coefficients are
shown in Figures 5.1 and 5.2, respectively. The trends of both sets of data are
in reasonable agreement. However, there is a mean offset between the numerical
predictions and experimental measurements: 165%− 34% for the thrust coefficient
and 114% − 60% for the bending moment coefficient, inversely proportional to the
tip speed ratio.
Notable omissions from the numerical modelling include: the effects of viscosity, such
as profile drag, stall and reduction in lift; structural loads, such as gravitational or
centripetal forces; tower shadow; 3D features associated with the hub, which is not
modelled in Aeolus. Of these the most significant is likely to be the first, viscous
effects, and in particular the loss of lift associated with a reduced Reynolds number,
but the centripetal loading may also be appreciable. The rotor plane is 0.105 m
upstream of the support strut, which has a diameter of 0.034 m, meaning that the
influence of the ‘tower’ should be negligible. Similarly, the effect of the hub is also
assumed negligible as it will be most significant at the root of the blade, which the
thrust and bending moment are least sensitive to.
The centripetal force, Fc, corresponds to the planar component of the tension, Ft, in
the blade. Therefore it can be used to calculate the tension in the blade and hence
the effect of the blade mass on both the thrust and blade root bending moment.
The centripetal force is given by Newton’s second law of motion as
Fc = mΩ× (Ω× r)
where m = 0.029 kg is the blade mass and r = [0.53 × 10−3, 0.11, 0.22 × 10−3] m
is the distance to the centre of gravity of the blade, determined from the 3D CAD
model. The resulting tension in the blade is given by Ft = Fc (cos θ)
−1 and acts
along the vector from the centre of gravity to the pivot point of the blade. The
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result is that the measured thrust is reduced by 0.1% − 1.2% and the blade root
bending moment increased by 0.1%− 0.4%, increasing with the tip speed ratio.
As the thrust loading on the rotor increases the blade will start to cone downstream.
Idealising the blade as a cantilever beam with sectional properties derived from the
aluminium reinforcement rod along the blade pitch axis and applying the thrust
force at the free end, corresponding to 0.7R, gives a maximum of 1◦ deflection
about the point of the blade at Λ = 5. Modifying the centre of gravity to account
for the deflection increases the reduction in thrust to 0.9%− 7.1% and the increase
in bending moment to 0.4%−2%. Although, the reduction in the measured thrust is
appreciable, it is not large enough to account for the difference between the predicted
and measured values. Therefore, the reduction of lift at low Reynolds number must
be significant if the predictions are to match the measurements.
In order to correct for low Reynolds number effects, the associated reduction in the
lift curve slope needs to be taken into account. The time averaged sectional thrust is
proportional to the sectional lift, neglecting drag. Referring to Figure 3.5 in Section
3.7:
Ct ≈ Clλ√
1 + λ2
where λ = Λr/R is the local speed ratio. Therefore, an approximate correction
for the change in the lift curve slope at low Reynolds number can be applied by
multiplying the predicted sectional thrust by the ratio of the correct lift curve slope
to the thin aerofoil slope, which is taken as 2pi. In order to apply such a correction
suitable aerofoil data must first be identified.
To the knowledge of this author, there is no published data on any of the Delft Uni-
versity aerofoil sections used at Reynolds numbers in the range of the experiments
(Re ≈ 2 to 6× 104). However, Packard (2012) presents measurements of the lift of
a NACA 643618 aerofoil for incidences of θ = −1◦ to 20◦ at Re = 6.4× 104, shown
in Figure 5.3 (reproduced from Packard (2012), Figure 13(a)). These results are
consistent with similar measurements by Mack et al. (2008) on a slightly modified
NACA 643618 aerofoil at Re = 6.42 × 104, also shown in Figure 5.3 (reproduced
from Mack et al. (2008), Figure 14). Both sets of data identify a region of laminar
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Figure 5.1: Comparison between simulation and experimental thrust coefficient.
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Figure 5.2: Comparison between simulation and experimental blade root bending moment
coefficient.
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Figure 5.3: NACA 643618 Lift curve reproduced from Packard (2012) and Mack et al.
(2008) with thin aerofoil theory and modified lift curve slope results. (Re = 6.4× 104).
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Figure 5.4: Comparison between simulation and experimental location of equivalent load
point.
separation at small incidences with a lift curve slope of approximately a0 = 3.11
rad−1, almost half the thin aerofoil value, but identify slightly different incidences
for reattachment and stall of the aerofoil section.
The NACA 643618 aerofoil constitutes the outer third of the blade and will therefore
have the most significant influence on both the thrust and bending moment: The
equivalent load point of the thrust
rMb
R
=
nbCMb
CT
+
rhub
R
is shown in Figure 5.4 and is between 0.6R and 0.7R in most cases. The numerical
model predicts a similar position for the load point, but the opposite trend: a slight
outboard shift with increasing tip speed ratio as opposed to the inboard shift seen
in the measurements. The trend in the measurements is a result of decreased stall
for increased tip speeds: as the incidence of the root sections decreases the sec-
tions recover from stall to attached flow and increase the loading generated inboard.
As a stall has not been incorporated into the present model this behaviour is not
reproduced, but the variation in position is not significant.
The lift curve slope of Packard (2012) has been used to correct the predicted loads
in Aeolus: as the loads are integrated over the blade the panels corresponding to
the NACA 643618 aerofoil are scaled according to a0/2pi. The corrected results,
also presented in Figures 5.1 and 5.2, show significantly improved agreement with
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the experimental measurements at high tip speed ratios, although there is still a
noticeable discrepancy at low tip speed ratios. The overestimation of the thrust is
reduced to 119%− 3% and the bending moment to 56%− 9%. The best agreement
is at Λ = 5, corresponding to a Reynolds number of Re = 6.1× 104, which is within
5% of the aerofoil data value. The Reynolds number decreases with the tip speed
ratio, which may further reduce the lift at lower values. It should also be noted that
losses due to the root sections have not been included and should also improve the
agreement.
Strictly speaking the suggested scaling is only valid for sections with an incidence
lower than 13◦, corresponding to region of laminar stall. This corresponds to tip
speed ratios greater than Λ = 3. However, by Λ = 2 the incidence has increased
sufficiently for most of the outboard sections to be operating in stall, which would
result in greater loss of lift than modelled by the proposed correction. Packard
(2012) identified the stall angle of the NACA 643618 aerofoil as 19◦. Furthermore,
the root sections will be at higher incidence and are likely to operate in stall up to
higher tip speeds, contributing further to losses in the thrust and bending moments.
Two key discrepancies have been identified between the numerical simulation and
experimental measurements. This discussion serves to indicate that the majority of
the mean offset between the experimental and numerical results can be attributed
to the loss of lift at low Reynolds numbers, although there is also likely to be some
effect due to centripetal loading. It is also noted that the blade will operate partially
in stall for most cases, which is currently not accounted for in the model. With this
in mind, the following discussion on ambient turbulence and wake impact effects will
focus on the comparison of the trends, which have been shown to be in reasonable
agreement, and relative differences, neglecting the difference in mean amplitude.
Implicit in this treatment is the assumption that the unsteady response conforms
to the thin aerofoil lift curve slope. As will be seen, this assumption gives good
agreement with the experiments, but it is noted that further investigation would be
required to fully justify this approach.
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5.2 Ambient turbulence
The impact of ambient turbulence on rotor loading is of interest in the design of
wind turbines. In the following discussion, ambient turbulence refers to the higher
frequency fluctuations corresponding to turbulence generated by the friction of the
Earths surface, i.e the atmospheric boundary layer, rather than the lower frequency
changes associated with solar heating and cooling and the corresponding pressure
systems, which act to define the mean about which the former fluctuate (Harris,
1970). Whilst ambient turbulence is lower offshore, it is still significant and likely
to contribute to a reduction in the fatigue life of turbine blades.
In order to investigate the effects of ambient turbulence the wind simulation of Veers
(1988), discussed in Section 3.7, is used to simulate the inflow conditions from the
experimental setup. A comparison between the two sets of results is used to further
validate the numerical response and the numerical model is then used to gain further
insight into the effects of ambient turbulence.
In the first instance, the incident flow is treated as a spatially correlated, meaning
that all nodes within a plane are given the same velocity, time varying wind field
with a von Ka´rma´n spectrum given by U = 12 m s−1, Lx = 0.29 m and Iu = 0.13,
as measured using hot-wire anemometry and discussed in Section 4.1.3. A random
uniformly distributed Gaussian phase is applied to each frequency component and
the inverse Fourier transform is taken to give a time history. Each grid plane per-
pendicular to the flow direction is assigned a uniform velocity corresponding to the
time at which it propagates across the rotor, assuming Taylor’s frozen turbulence
hypothesis.
This model is a simplification of the full, spatially varying, turbulent wind model
of Veers (1988). Without the spatial variation across the rotor disc the numerical
model will not be capable of predicting the per revolution frequencies excited by
the imbalance across the rotor disc. Therefore, the full model is also implemented
to give the spatial variation, referred to as the uncorrelated model in the following
discussion, which requires a coherence function to be defined.
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Based upon the observations in Section 4.1.3 the von Ka´rma´n spectrum was used for
the turbulence and hence the corresponding coherence, as derived by Harris (1970),
is implemented. The result is a fully spatially and time varying turbulent wind
field with characteristics of the longitudinal von Ka´rma´n spectrum matched to the
experimental measurements. Whilst the correlated wind has an intensity of 13% as
intended, the uncorrelated wind inputs vary between 10% and 15% intensity giving
an average of 12.6% over the rotor plane.
As discussed by Veers (1988) there is a loss in variance associated with averaging
between grid nodes. The wind in the simulation was generated at a sampling rate
of 216 Hz, the closest integer value for the grid nodes to 200 Hz, but the simulation
was run at 400 Hz in order to resolve the wake shape. Re-sampling the wind history
at 400 Hz reduces the RMS of the wind by approximately 0.5%. Whilst there is
no loss of variance due to spacial averaging for the correlated turbulence, this must
also be taken in to account in the uncorrelated case. Linearly interpolating the wind
series to the midpoint of each cell in the plane gives a range of variance of 8− 12%
(mean value of 10.4%), corresponding to a mean reduction over the rotor plane of
2.2%. Extending this analysis to three dimensions gives a combined loss of variance
for both spatial and time averaging of 2.3% for a 21 × 21 grid sampled at 216 Hz.
The loss of variance due to spatial averaging is linked with the sharp reduction
in coherence for increasing distance at all but the lowest frequencies. Increasing
the spatial resolution to 41 × 41 increases the coherence between nodes and hence
reduces the combined loss of variance to 1.5%, but requires a substantial increase in
the storage requirements to generate the wind field.
Due to the stochastic nature of turbulence, a similar approach to the experiments is
taken to reduce the statistical error in the predicted spectra: nd = 16 realisations of
the turbulent wind field are simulated for each tip speed ratio using batch processing
on the Imperial College High Performance Computing Service1. Whilst this still
gives a relatively high statistical error, ±40% with a confidence of 90%, the number
1http://www.imperial.ac.uk/ict/services/teachingandresearchservices/
highperformancecomputing
128
of simulations was limited by the computational resources available. However, the
statistical error in the RMS values is given by (Bruun, 1995):
% =
zα√
N
(5.1)
where N = 256× 16 = 4096 giving an error of ±4% with a confidence of 99%.
A comparison of the predicted and measured mean thrust and blade root bending
moment coefficients in turbulent and uniform inflow are shown in Figures 5.5 and
5.6, respectively. In agreement with the experimental results the mean values are
similar to the uniform flow results. Both the correlated and uncorrelated results
are within ±1% of the uniform flow values. Given that the wind time histories are
generated with the same mean value as the uniform flow this is perhaps unsurprising,
but one important consequence of this is that it implies the effects of turbulence are
small enough to be treated linearly. This also confirms that the number of samples
are sufficient for recovering the mean statistics.
As discussed in Section 4.3, the fluctuating component of the thrust loading from
the experiments is dominated by the structural resonance of the support strut. As
the structural response is not included in the present model, a useful comparison of
the transient thrust loading is not possible: there is an order of magnitude differ-
ence in the RMS response, shown in Figure 5.7. Conversely, the bending moment
measurements are largely unaffected by the strut resonance and hence a comparison
is reasonable. Therefore, the fluctuating component of the thrust loading will be
neglected in favour of the bending moment in the following discussion of the model.
However, it is worth comparing the two numerical cases for the thrust coefficient.
The correlated turbulence results in an RMS of the order of the turbulence intensity,
whereas the uncorrelated turbulence only gives around half this value.
As discussed previously, there is a loss of variance associated with linear interpolation
from the grid, which is more significant in the uncorrelated case. In addition, the
admittance, the ratio of the wind input spectrum to the thrust output spectrum,
is significantly reduced in the uncorrelated case, shown in Figure 5.8 for Λ = 3.
This reduction will result in a reduced RMS for the thrust loading in this case. The
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Figure 5.5: Comparison between simulation (lines) and experimental (symbols) thrust
coefficient in turbulent flow.
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0 1 2 3 4 5 6
M
ea
n
B
en
d
in
g
M
o
m
en
t
C
o
effi
ci
en
t,
C
M
b
Tip Speed Ratio, Λ
Uniform
Turbulent
Uniform
Correlated
Uncorrelated
Figure 5.6: Comparison between simulation (lines) and experimental (symbols) blade root
bending moment coefficient in turbulent flow.
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Figure 5.7: Comparison between simulation (lines) and experimental (symbols) thrust
coefficient RMS in turbulent flow.
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Figure 5.8: Comparison of simulation thrust coefficient admittance in correlated and un-
correlated turbulence at Λ = 3.
increase in admittance of the uncorrelated case at high frequency is attributed to
the 3 per revolution excitation resulting from the blades passing through the largest
eddies in the turbulent flow.
The bending moment RMS intensity is shown in Figure 5.9. The correlated model
of the turbulent wind reproduces the trends well, but only predicts 40% − 50% of
the amplitude. Congruent with the thrust loads, the uncorrelated model predicts
even lower RMS intensity, and is nearly constant with tip speed ratio. Once again,
the difference between the two numerical cases is attributed to a loss of variance
and reduced admittance.
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Figure 5.9: Comparison between simulation (lines) and experimental (symbols) blade root
bending moment coefficient RMS in turbulent flow.
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The admittance and spectra of the blade root bending moment are compared with
the measured values, shown in Figure 5.10, for a range of tip speed ratios. Table 5.1
lists the harmonics of the rotational freuencies for each tip speed ratio, based on a
reference velocity of 12 m s−1. The uncorrelated turbulence has a lower admittance
than the correlated case, with the exception of the higher frequencies where har-
monics of the per revolution frequencies start to appear. The agreement between
the two models is better at lower tip speeds than high, congruent with the increased
discrepancy in RMS.
In terms of the comparison with the measurements, the admittance of the uncorre-
lated case gives better agreement than the correlated case, with better agreement
at lower tip speeds. The low frequency admittance is well matched up to ≈ 10 Hz,
except for Λ = 5 where it is approximately half the measured level. The increase in
admittance at the per revolution frequencies is captured, but the amplitude is under-
predicted. The correlated model over-predicts the admittance at low frequency, and
under-predicts the value at high frequency, crossing over at around 15 Hz. The low
frequency behaviour is clearly explained by considering the corresponding inputs to
the model. In the correlated case, the entire blade will observe the same fluctuations
in the velocity increasing the admittance. Conversely, both in the measurements and
uncorrelated model, the velocities observed at each station along the blade will be
different due to the passage of varying sizes of eddies through the rotor.
The underestimation of the admittance, and correspondingly the spectra, at high
frequencies is in part responsible for the reduction in the RMS observed in the nu-
merical simulations, compared with that observed in the measurements. Another
Λ 1 2 3 4 5
1P 7.6 15.3 22.9 30.6 38.2
2P 15.3 30.6 45.8 61.1 76.4
3P 22.9 45.8 68.8 91.7 114.6
Table 5.1: Rotor harmonic frequencies for a range of tip speed ratios, in Hz.
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Figure 5.10: Comparison between experimental and numerical spectra and admittance of
the bending moment coefficient in turbulent flow.
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Figure 5.11: Variation of wake induction (symbols) at Λ = 3 in turbulent flow compared
with local velocity (lines).
possible discrepancy derives from the neglected structural response. In comparing
the RMS the experimental results are presented as the difference between the uni-
form and turbulent inflow measurements in order to distinguish the increase due to
turbulence. Whilst this will account for some of the structural response, the result
will still include some structural components due to excitation by the turbulence.
The blade root bending moment coefficient spectra are also shown in Figure 5.10.
The power at low frequency is well reproduced by the correlated turbulence model,
including the initial slope of the spectra. The agreement improves with increased
tip speed ratio, but falls away at higher frequencies in all cases: the measured
spectra exhibit per revolution frequencies, which are not captured by the correlated
turbulence model. Whilst the uncorrelated turbulence under-predicts the amplitude,
due to the loss of variance, at higher tip speed ratios it reproduces the per revolution
frequencies. These peaks correspond to the 1P , 2P and 3P peaks and exhibit a
similar spread across frequencies. As noted previously, these frequencies occur due
to the passage of the blade through the largest eddies in the simulation, which result
in a significant imbalance across the rotor. The spread in the peak is caused by the
stochastic nature of the excitation; the azimuth at which the eddies are encountered
will vary between revolution resulting in a varying period in the excitation.
In order to investigate the unsteady response of the wake and wake induced ve-
locities at the rotor, known as dynamic inflow, the induction on the blade at the
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0.66R position for Λ = 3 is shown in Figure 5.11 along with the local wind veloc-
ity. Maximum variation in the induction in the correlated wind is approximately
±12.5%, corresponding to the turbulence intensity, and is marginally lower for the
uncorrelated case at approximately 10%. Whilst the higher frequency components
appear to be largely filtered out, the fluctuations of the velocities in the correlated
and uncorrelated turbulence models can be seen in their respective inductions with
a phase lag.
In the correlated case the phase lag appears to be approximately one or two thirds
of a revolution, coinciding with the points in the wake corresponding to the same
input at the two other blades. The response to velocity variations at the blade
is a combination of two interlinked processes: the gradual change in circulation of
the blade, described by Wagner’s Function, and the build-up of vorticity in the
wake. McNae (2013) observed that for a step change in velocity, the passage of
the corresponding starting vortex and higher strength trailing wake from each blade
resulted in step changes in the response at the blade. In the case of stochastic
flow, where changes in velocity are gradual and not maintained long enough for the
change in circulation of the blade to settle, there is still a corresponding ‘starting
vortex’, or change in vorticity of the wake. Therefore the response to a change in
velocity at the blade is governed by the vorticity shed into the wake at that time.
For correlated turbulence, this will be the same for all three blades. Therefore, the
response to a change in velocity will coincide with the passage of the wake from each
blade past the observed blade.
This phase lag is not so apparent in the uncorrelated case, where the change in
velocity is not the same for each blade, although there is some evidence: the peak
in velocity at τ = 2.3 is followed by a peak in induction one third of a revolution
later. This indicates that the induction in the uncorrelated case is mainly effected
by structures large enough to give high correlation over several blades, or indeed
over the entire rotor disc.
One consequence of increased turbulence intensity has been identified as an increase
in fatigue on the blades. Cycle counts of the measured blade root bending moment
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Figure 5.12: Comparison of uniform and turbulent fatigue load histograms for Λ = 3.
for uniform and turbulent flow are shown in Figure 5.12. There is a shift to higher
load cycles, which will correspond to increased fatigue of the blade. This confirms
the observation of several authors that increased turbulence corresponds to reduced
fatigue life. In order to predict the cycle counts using the numerical model signifi-
cantly longer time histories are required. However this would require approximately
a hundred times the number of simulations in order to produce the same time history
length as the measurements. Alternatively, the method proposed by Sutherland and
Osgood (1992) might produce reasonable results, assuming a suitable distribution
of synthetic time histories could be established.
5.3 Upstream rotor wake impact
The effects of upstream rotor wake impact are becoming increasingly important as
wind farms move offshore into large, closely packed regular arrays. In this section
the developed model is used to investigate these effects. The layout investigated is
the same as that used in the experiments, shown in Figure 4.1 of Section 4.1, and
assumes that both rotors have the same geometry and are at the same height. In
order to model this in the vortex lattice method, an explicit wake model, based on
the work of Ainslie (1988) and fitted to the experimental measurements, is proposed.
As discussed in Section 2.3, a Gaussian profile is preferred for the explicit modelling
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of the upstream rotor wake. The Gaussian profile takes the form
U∞ − U
U∞
= Ae−
1
2(
f(r)
C )
2
(5.2)
where f(r) =
(
(y −∆y)2 + z2) 12 is a function of the local radial position and up-
stream rotor wake lateral centreline offset ∆y, and A = ∆U and C are coefficients
prescribing the centreline velocity deficit and wake width, respectively. The ori-
gin is assumed to be at the centre of the hub. In order to determine the values
of the two coefficients, a least squares fit of Equation 5.2 to the measured pro-
files discussed in Section 4.2 was determined using a commercial software package
(MATLAB (R2013b), 2013).
Initially both coefficients were included in the fit expression, giving a range with
respect to tip speed ratio of 0.16− 0.22 for the wake width. As observed in Figure
4.5 of Section 4.2.1 the wake width is constant with tip speed ratio. Therefore, to
retain this characteristic, a value of C = 0.2 was chosen, corresponding to a wake
width of approximately 1.4D and the mean value of the identified range.
Modification of the fit expression to employ the chosen value of the wake width
yielded the centreline velocity deficit, ∆U , as a function of tip speed ratio, shown
in Figure 5.13. A quadratic equation is fitted to the data:
∆U = C2Λ
2 + C1Λ + C0
where the coefficients are C0 = 1.37347 × 10−2, C1 = 1.50476 × 10−1 and C2 =
−1.60873 × 10−2 for the measured profiles. It is noted that whilst these values
represent a good fit to the measured data presented here, further parameterisation
of the expressions for A and C would be necessary to yield a more general equation;
including the effects of downstream distance and perhaps turbulence intensity.
Using the suggested values for the centreline velocity deficit and wake width yields
the fit shown in Figure 5.14. The agreement is acceptable, although the slight
acceleration of the flow outside the wake region is not modelled. It is also noted
that the measurements made at Λ = 5 appear to indicate a slightly flatter wake
shape than given by the Gaussian model, but the fit is still considered acceptable.
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Figure 5.13: Wake centreline deficit quadratic fit.
As a first approximation, this mean velocity deficit profile is applied to the Cartesian
grid and propagated across the rotor with the mean free stream velocity. The mean
thrust and blade root bending moment coefficients are shown in Figures 5.15 and
5.16, respectively. The result of the wake impacting is qualitatively similar: the
greatest deficit is for the aligned case and as the upstream rotor is laterally offset
the loading recovers to the undisturbed flow value, such that with the upstream
wake laterally offset by 1D the uniform flow case is recovered. The spread in the
mean bending moment at each tip speed is approximately the same, however there
appears to be a slightly steeper gradient. Conversely, the thrust exhibits the same
gradients, but a reduced deficit with increasing tip speed ratio, most notably in the
aligned case.
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Figure 5.14: Comparison of measurements (symbols) with wake velocity deficit model
(lines).
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One explanation for the reduced deficit with increasing tip speed ratio for the aligned
rotor is reduced drag of the nacelle in the wake velocity deficit: the drag is corrected
for in the zeroing of the thrust loads, but is measured for the case of uniform inflow
and will decrease with the inflow velocity. This will be most significant in the aligned
case, where the core of the upstream wake will pass directly over the nacelle.
Time histories of the fluctuating component of the blade root bending moment for
Λ = 3 are shown in Figure 5.17. The experimental data has been passed through a
low pass FIR filter to remove frequency content higher than the revolution frequency.
For the aligned case, the mean velocity deficit wake model does not result in any
azimuthal variation and as such the fluctuating component is zero. For upstream
rotor wake centreline offsets between ∆y = 0.25D and 0.75D, both the amplitude
and frequency of the fluctuating loads is in reasonable agreement. Whilst the nu-
merical results maintain a constant amplitude, the measurements vary, indicating
lower frequency components in the loading. Finally, with the upstream rotor wake
centreline laterally offset by ∆y = 1.00D the numerical model is not capable of pre-
dicting the amplitude of the oscillations, but still shows some azimuthal variation
with the correct frequency.
Azimuthally averaging of the filtered fluctuating component of the blade root bend-
ing moment, shown in Figure 5.18 for Λ = 3, removes some of the variation due
to the low frequency components. The agreement of the ∆y = 1.00D laterally off-
set wake is improved, although the scatter of the measured data obscures the trend
making a true comparison difficult. Conversely, the aligned case shows no difference.
The agreement for the ∆y = 0.25D case is particularly good. In this configuration
the variation of the deficit over the azimuth will most closely resemble a sinusoidal
signal, meaning that most of the variation is captured by the per revolution fre-
quency. At the two intermediate offsets, the agreement is not as good, although the
general trend is still preserved. In these cases the rotor will experience regions of
undisturbed flow and the resulting deficit will no longer follow a sinusoid. Therefore,
the higher harmonics of the revolution frequency, which have been filtered out of the
measurements, are required to reproduce the shape. To illustrate this, the measure-
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Figure 5.15: Comparison between simulation (lines) and experimental (symbols) thrust
coefficient in an upstream rotor wake.
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Figure 5.17: Comparison between measurements and simulation of upstream rotor wake
impact load time histories for increasing lateral offset at Λ = 3.
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ments for ∆y = 0.50D are re-filtered to include the second harmonic of the rotation
frequency and the results included in Figure 5.18c. The agreement is significantly
improved, although there is still some disparity.
The reasonable agreement for the intermediate offsets supports the assumption of
the thin aerofoil result for the lift curve slope, a0 = 2pi, of the unsteady loads.
However, as already noted, further investigation is required in order to formally
justify this effect.
In order to improve the agreement for the aligned and ∆y = 1.00D laterally offset
cases it was deemed necessary to model the added turbulence of the wake. The wake
turbulence was modelled using the same method as the ambient turbulence with
parameters corresponding to the measured wake turbulence, identified in Section
4.2.1. The turbulence is assumed uncorrelated, scaled with the local mean velocity
with intensity Iu = 0.05 and length scale Lx = 0.06 m, in agreement with the
observations of the measurements, and is limited to the wake region with a width
of 1.4D.
Modelling of the wake turbulence results in some improvement in the agreement of
the time histories. However, whilst the aligned case now exhibits some variation,
it is still significantly less than the measurements and doesn’t appear to correlate
particularly well with the frequency of oscillation. For the ∆y = 1.00D offset case,
the difference is less obvious, although some of the oscillations peak at slightly higher
values. For lateral offsets between the previous two, the effect of the turbulence is
minimal with the turbulent wake model showing much the same response. This
suggests that the mean velocity deficit is the dominant factor in determining the
unsteady response, but could also indicate issues with the wake turbulence model.
Two possible issues with the wake turbulence model have been identified. The first
is the loss of variance due to interpolation discussed in the previous section with
respect to uncorrelated turbulence. Given both the low intensity and coherence
of the wake turbulence, any reduction will have a significant impact on the result-
ing turbulence profile. The second, and possibly more significant, is that coherent
142
-0.010
-0.005
0.000
0.005
0.010
0.015
0 60 120 180 240 300 360
C
M
b
Azimuth, ψ (◦)
Experimental
Turbulent wake
Mean wake
(a) Aligned
-0.010
-0.005
0.000
0.005
0.010
0.015
0 60 120 180 240 300 360
C
M
b
Azimuth, ψ (◦)
Experimental
Turbulent wake
Mean wake
(b) ∆y = 0.25D lateral offset.
-0.010
-0.005
0.000
0.005
0.010
0.015
0 60 120 180 240 300 360
C
M
b
Azimuth, ψ (◦)
Experimental
Re-filtered
Turbulent wake
Mean wake
(c) ∆y = 0.50D lateral offset.
-0.010
-0.005
0.000
0.005
0.010
0.015
0 60 120 180 240 300 360
C
M
b
Azimuth, ψ (◦)
Experimental
Turbulent wake
Mean wake
(d) ∆y = 0.75D lateral offset.
-0.010
-0.005
0.000
0.005
0.010
0.015
0 60 120 180 240 300 360
C
M
b
Azimuth, ψ (◦)
Experimental
Turbulent wake
Mean wake
(e) ∆y = 1.00D lateral offset.
Figure 5.18: Comparison between measurements and simulation of upstream rotor wake
impact azimuthally binned loads for increasing lateral offset at Λ = 3.
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structures related to the tip vortex have been neglected. This is in part due to
the implementation of the von Ka´rma´n spectrum and coherence. Whilst this model
agrees with the measurements at most frequencies, it neglects the increased power
and coherence at the per revolution frequencies attributed to the passage of the tip
vortex. Consequently, the fluctuating loads and RMS will be reduced.
Furthermore, the von Ka´rma´n coherence model assumes homogeneity of the turbu-
lence. However, the wake coherence model was based on the measured coherence
with the centreline. In the case of ambient turbulence, where the profile is reasonably
homogeneous, this will give an accurate measure of the coherence. Conversely, given
the mean velocity deficit profile, the flow in the turbine wake is non-homogeneous
and hence the measured coherences are unlikely to accurately represent the wake.
Therefore, the von Ka´rma´n coherence model may not be the most appropriate. A
modified form of the Davenport exponential coherence function, proposed by So-
lari (1987), was also investigated, but was found to give poor agreement with the
measured values.
Finally, whilst the length scale was matched to the experiments, the identified value
is significantly lower than the rotor diameter which is suggested in the literature to
dominate the turbulence in the wake. These length scales may correspond to eddies
associated with the tip vortex. It is also highly likely that the downstream rotor will
influence the upstream rotor wake, possibly distorting the turbulence and causing
expansion of the wake. This is neglected in the current model, but may also have
a significant impact. Consequently, it is suggested that the model of the wake tur-
bulence requires further investigation, including more detailed measurements of the
coherence, possible interaction between the upstream rotor wake and downstream
rotor and representation of coherent structures such as the tip vortex.
One possible solution would be to utilise the vortex wake modelled in the simulation,
which explicitly models the tip vortex roll-up in the wake and the influence of the
downstream rotor on the upstream rotor wake. However, this approach would give
rise to a number of issues: in order to accurately model the wake expansion, the
neglected components of the free stream turbulence would need to be incorporated
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Figure 5.19: Azimuthal variation of wake induction at Λ = 3 for different laterally offsets.
into the model adding additional complexity and computational expense; the addi-
tion of a second vortex wake would double the crucial computation cost associated
with computation of the induced velocities; as discussed in Section 3.3, there exists a
numerical instability in the computation of local velocities from vortex filaments. In
the latter case, it is noted that application of the vortex core to the bound vorticity
is not desirable as it will strongly influence the calculation of the blade circulation.
As such, the simulation would be prone to strong instabilities in the upstream wake,
making this approach unsuitable.
In order to investigate the dynamic inflow effects associated with wake impacting,
the axial induction of the wake on the blade is investigated using the numerical
model. The induction factor, a, is defined as the ratio of the wake induced velocity
to the undisturbed flow, U∞ = 12 m s−1, at the blade pitch axis. Figure 5.19
shows the variation of the induction factor at different lateral offsets with azimuthal
position at the 0.66R radial position of the blade for Λ = 3. The centre of the wake
impact is at 180◦.
The axial induction with the upstream rotor laterally offset by ∆y = 1.00D is
reasonably constant with azimuth, coinciding with the uniform flow value of a = 0.2.
Similarly, for the axially aligned upstream rotor the induction is also constant, but
as a result of the velocity deficit in the wake and the reduced loading of the blade,
the corresponding strength of the wake vorticity and resulting axial induction is
145
0.00
0.10
0.20
0.30
0 60 120 180 240 300 360
A
x
ia
l
In
d
u
ct
io
n
,
a
Azimuth, ψ (◦)
Λ = 1
Λ = 2
Λ = 3
Λ = 4
Λ = 5
Figure 5.20: Azimuthal variation of wake induction for a ∆y = 0.50D laterally offset wake
for Λ = 1− 5. Horizontal lines indicate the uniform flow induction factor.
reduced, in the latter case by 15%. For the intermediary lateral offsets an azimuthal
variation in induction becomes apparent: a slight increase just prior to the blade
entering the upstream rotor wake, followed by a decrease to a minimum as the blade
exits the wake and eventual recovery of the initial induction. For ∆y ≥ 0.5D, the
induction factor at ψ = 0◦ or 360◦ is unaffected by the wake impact. The deficit in
the induction decreases as the upstream rotor is laterally offset. This is due to the
reduced velocity deficit and corresponding wake vorticity.
Conversely, the variation in axial induction increases with the tip speed ratio of the
upstream turbine, shown in Figure 5.20 for a ∆y = 0.50D laterally offset wake. As
the tip speed ratio increases, so too does the velocity deficit in the wake. Therefore,
whilst for a given lateral offset of the wake, the overlapping region between the wake
and rotor is constant, the amplitude of the velocity variation in this region increases
with tip speed ratio of the upstream turbine. As a consequence, the width of the
wake disturbance appears to increase, although in reality the width is constant but
the disturbance is minimal at the outer edges.
The variation of axial induction due to wake impact is explained via two processes
as follows. Firstly, the strength of vorticity in the wake is considered. As the blade
passes through the velocity deficit of the upstream rotor wake the circulation around
the blade decreases and the strength of the shed vorticity is reduced. Outside the
upstream rotor wake the circulation increases again and the strength of the shed
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vorticity gradually returns to the undisturbed flow value. Therefore, the induction
factor reduces in the wake impact region and increases outside of this region up
to the undisturbed value as the wake induced velocity varies with the strength
of the shed vorticity. Secondly, due to the velocity deficit in the upstream rotor
wake, the propagation velocity of the downstream rotor wake is equivalently reduced.
This results in a closer proximity between the rotor blade and shed vorticity in the
downstream rotor wake. For the sake of argument it is assumed the vorticity in the
wake is constant, this would then exhibit as an increase in the wake induced velocity
over the wake impact region. Superimposing these two effects gives the observed
variation in the axial induction: the closer proximity mitigates the reduced strength
of the wake vorticity as the blade passes into the upstream rotor wake, followed by a
reduction through the wake region, with a recovery towards the undisturbed values
when the blade emerges into the undisturbed flow.
Finally, as discussed in Section 2.5, one effect of upstream rotor wake impact is an
increase in the fatigue of turbine components. Cycle counts of the measured blade
root bending moment for each of the upstream rotor wake positions are shown in
Figure 5.21. Both the axially aligned and ∆y = 1.00D laterally offset wakes show
single peaks in the low load range, similar to the uniform flow case discussed in
the previous section. This indicates that the wake turbulence may have minimal
impact on the loading and corresponding fatigue, which contradicts evidence in the
literature suggesting that this is a key component of increased fatigue as a result of
wake impact. However, for the intermediate lateral offsets of ∆y = 0.25D to 0.75D
the fatigue cycle counts show a double peak, with a significant proportion of load
cycles moving to a higher loading. This will result in increased fatigue as discussed
in the literature, but would imply that the principal effect is the azimuthal variation
resulting from the mean velocity deficit in the upstream rotor wake.
Also included in Figure 5.21 are cycle counts from the turbulent wake model. As
with the ambient turbulence case, the time histories are not sufficiently long in order
to accurately predict the cycle counts. However, the simulated results do show the
same shift in load cycles to higher loads. This suggests that if a sufficiently long
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Figure 5.21: Comparison of wake impact fatigue load histograms for Λ = 3.
time history could be generated using the numerical model then it may be possible
to reproduce the cycle counts of the experimental models. However, as discussed in
the ambient turbulence case, this would require significantly longer time histories.
In order to utilise the method proposed by Sutherland and Osgood (1992), the
representation of the wake turbulence would need to be improved first.
5.4 Summary
The developed model has been compared with measurements of the blade root bend-
ing moment and turbine thrust for uniform and turbulent inflow and wake impact.
The disparity between the measured and predicted response to uniform inflow is
attributed to a reduction in the mean lift curve slope to a0 = 3.11 rad
−1. However,
it has also been shown that the unsteady response conforms with the thin aerofoil
lift curve slope of a0 = 2pi rad
−1. Further discrepancies between the uniform flow
results are attributed to the absence of a stall model in Aeolus.
The comparison with the measurements for ambient turbulence showed similar
trends in the predicted results. Both correlated and uncorrelated models of tur-
bulence were investigated. The former was able to better predict the low frequency
end of the blade root bending moment spectra, whilst the latter better predicted
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the admittance. In addition, the uncorrelated model was able to reproduce the in-
crease at the per revolution frequencies, but suffers from a loss of variance due to
interpolation. The developed model was also used to investigate the dynamic inflow
response to the stochastic inflow. It is suggested that the response is governed by
the shed vorticity in the wake, corresponding to eddies large enough to give sufficient
correlation over the rotor disc. Cycle counts of the measured blade root bending
moment indicate a shift to higher load ranges, increasing the fatigue as suggested in
the literature. However, the numerical time histories were insufficient for predicting
this behaviour.
Wake impact has also been investigated. Again, the trends in the mean loads are
reasonably well reproduced with some discrepancies, in part due to the estimation
of the tare drag of the nacelle. Furthermore, comparison of the time histories of
the fluctuating loads shows good agreement for intermediate lateral offsets, ∆y =
0.25D − 0.75D, of the wake. This is presented as support for the assumption of
the thin aerofoil lift curve slope for unsteady loading. However, the model of wake
turbulence is found to be insufficient to capture response in some cases. In particular,
coherent structures related to the tip vortex are not represented, which it is suggested
is in part responsible for the failure to predict the response of either the axially
aligned or ∆y = 1.00D cases. The response of dynamic inflow to wake impact
was investigated with the numerical model. It has been suggested that this is a
combination of the proximity of the wake and the reduction in the shed vorticity
with the wake impact region.
Finally, the fatigue implications of wake impact are discussed with reference to cycle
counts from the measurements. These suggest that the mean velocity deficit is the
more dominant fatigue load, rather than the wake turbulence as suggested in the
literature. As in the ambient turbulence case, the numerical model does not provide
sufficient time histories for an accurate estimation of the cycle count. However, the
shift in cycle to higher bending moment is still observed in the numerical data. This
suggest that if the wake turbulence model could be sufficiently improved, then the
numerical model may be capable of predicting the fatigue loading.
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6 Conclusions and future work
The stated aim of the project presented in this thesis was the investigation of up-
stream rotor wake impact on downstream horizontal axis wind turbines. Wake
impact is likely to become an increasingly important factor in the design of off-
shore wind farms as the market strives for increased energy density and reduced
installation costs.
Aeolus, an unsteady implementation of the vortex lattice method, has been devel-
oped to model a horizontal axis wind turbine rotor and wake. A Cartesian velocity
grid was superimposed over the computational domain to support modelling of am-
bient turbulence and upstream rotor wakes. The model has been verified against
existing models and analytical solutions for a flat plate wing and against results
from blade element momentum theory for the rotor.
In conjunction with the aforementioned development, measurements of the turbine
thrust and blade root bending moment on a turbine operating in uniform and turbu-
lent inflow and under the influence of upstream rotor wake impact were undertaken
in the Honda wind tunnel. In addition, hot-wire measurements were recorded to
aid the characterisation of the ambient and wake turbulence as well as the mean
velocity deficit in the wake.
The measurements and numerical model have been compared for uniform inflow,
ambient turbulence, summarised in Section 6.1, and wake impact, summarised in
Section 6.2, and the resulting observations discussed. Recommendations for future
work are presented in Section 6.3.
Comparison of the measurements and predictions in uniform inflow identified a
mean offset between the two sets of data. This has been attributed to a reduction
in the lift curve slope at low Reynolds number, based on data available in the
literature. The numerical predictions were corrected by scaling the predicted loads,
giving significantly improved agreement. Further discrepancies at low tip speeds are
identified as stall of the blade, which has not been incorporated into the current
model. Finally the trends in both the mean thrust and blade root bending moment
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with tip speed ratio are reproduced. Noting the difference in lift curve slope, the
developed model is assumed to correctly capture the response of the rotor. Finally,
the unsteady loading was assumed to match the thin aerofoil lift curve slope, which
has been justified based upon the observed agreement of the fluctuating loads in the
following sections.
6.1 Ambient turbulence
Ambient turbulence was modelled using the Sandia method. Based on the wind
tunnel measurements a von Ka´rma´n spectrum was used. Both correlated and un-
correlated models were investigated. Whilst the former gives better agreement for
the low frequency end of the blade root bending moment spectra, the latter gives
better agreement with the admittance function. The uncorrelated model suffers
from a loss of variance due to interpolation from the velocity grid.
The mean response to the turbulence is similar to uniform inflow, observed in both
the wind tunnel measurements and numerical simulation. One consequence of this
is that the effect of turbulence may be small enough to support a linear approach
in modelling.
The dynamic inflow response is investigated using the numerical model. The higher
frequency content in the stochastic inflow is filtered out, with the induction only
exhibiting a response to larger variations. The phase lag between the inflow velocity
and wake induced velocity indicates that the response may be governed by vorticity
shed into the wake by eddies that are large enough to have a high correlation over
the rotor disc.
Cycle counts of the measured blade root bending moment indicate a shift to higher
bending moment ranges in turbulent inflow, in agreement with the literature. This
would imply an increased fatigue. However, the numerical model time histories were
not sufficiently long to support estimation of these effects.
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6.2 Wake impact
In agreement with the literature, hot-wire measurements of the upstream rotor wake
support the use of a Gaussian profile to model the mean velocity deficit. Further-
more, the measurements indicate that whilst the wake width is independent of tip
speed ratio, the centreline velocity deficit can be approximated by a quadratic func-
tion of tip speed ratio.
The proposed model is found to give reasonable agreement with the measured trends
in the reduction of the thrust and blade root bending moment due to wake impact.
For lateral offsets of the upstream rotor wake centreline, time histories of the fluctu-
ating loads show reasonable agreement, suggesting the mean velocity deficit is the
dominant effect. The agreement suggests that the assumption of the thin aerofoil
lift curve slope for the unsteady loads, as used in the model, is appropriate.
However, in the axially aligned case, and to some extent the ∆y = 1.00D offset
wake, the wake turbulence is deemed to dominate the response. An attempt to
model the response was made using a similar approach to the ambient turbulence.
Based on the wind tunnel measurements the wake turbulence spectra was modelled
as a von Ka´rma´n spectrum, scaled according to the mean velocity deficit, with
constant intensity and length scale. Whilst this resulted in some improvement,
the key features of the response in the axially aligned flow were not reproduced.
Based on observations from the measurements it is proposed that the wake includes
coherent structures related to the tip vortex, identified by harmonics of the rotation
frequency in the wake spectra and increased coherence between the centreline and
tip region at these frequencies, which were neglected in the current approach. It is
suggested that this may account for the disparity between the measurements and
predictions.
An investigation of the dynamic inflow response to the mean velocity deficit wake
impact model shows that the response is a combination of two factors: proximity
of the downstream rotor wake and the reduction in the shed vorticity as the blade
passes through the upstream rotor wake region.
152
Finally, the measured time histories are used to discuss some of the fatigue im-
plications of wake impact. Comparison of cycle counts of the blade root bending
moment at different lateral offsets suggest that the mean velocity deficit is the key
component in shifting cycles to higher bending moment ranges, rather than the wake
turbulence. Cycle counts of the numerical time histories show similar trends in the
shift to higher load cycles, but as already noted significantly longer time histories
would be required in order to provide a proper prediction.
6.3 Future work
The developed model could be improved directly by addition of a model to treat
both static and dynamic stall, which are likely to have a significant impact on the
turbine loading at low tip speed ratios. Furthermore, given the issues resulting from
low Reynolds numbers in the experiments, validation of the developed model against
field data would be beneficial.
Investigation of the lift curve slope of unsteady motion at low Reynolds numbers
could yield some interesting observations. The results presented in this thesis suggest
that, whilst the mean flow may have a reduced lift curve slope, the fluctuating loads
due to unsteady motions follow the thin aerofoil result. An experiment could be
devised to confirm this observation and give further insight into the mechanisms
involved.
Further investigation of the turbulence in the wake of a horizontal axis wind tur-
bine is recommended, with particular emphasis on the modelling of coherence of
the turbulent components and coherent structures related to the tip vortex. This
would require more detailed measurements of the wake structure, perhaps utilising
more advanced methods such as particle image velocimetry. Whilst it has been hy-
pothesised that the mean velocity deficit dominates the response to an upstream
rotor wake with a laterally offset centreline, the wake turbulence is important in the
aligned case which will account for a significant proportion of wake impact scenarios.
One of the key consequences of the load scenarios investigated in this thesis is the po-
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tential for increased fatigue. This has been briefly addressed with reference to cycle
counts of the measured time histories. In order to predict these results, the numerical
model would need to generate significantly longer time histories, presently limited
by the available computational resources. Alternatively, it is suggested that the syn-
thetic time history approach proposed by Sutherland and Osgood (1992) could be
adopted with the developed model providing estimates of the power spectral density.
However, this would be contingent on the previously discussed improvements to the
wake turbulence model.
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A Calibrations
In the following appendix, the process and results of the various calibrations used
in analysing the experimental data are presented. Each calibration consists of the
acquisition of a mean value of a signal at a known set point.
The statistical RMS error of a sample is given by:
% =
zα√
N
(A.1)
Where N is the number of samples and the confidence parameter zα = 2.57 for 99%
confidence. Unless otherwise stated, in each of the following calibrations N = 216 =
65536 samples were recorded per data point. Consequently, the statistical error is
1%.
A.1 Strain gauges
The calibration of a strain gauge bridge is achieved by recording the mean of the
voltage signal due to an applied moment, given by suspending a known mass at a
known radial position. In all cases a sampling rate of 200 Hz was used in accordance
with the experimental procedure.
A.1.1 Blade
The blade root strain gauge bridge was calibrated via the T24-SA wireless strain
gauge amplifier using masses of 2− 50 g located from 50− 100 mm from the centre
of the gauge pattern. The combinations of mass and location are listed in Table
A.1. Positive bending moment is defined for forces acting in the direction of the free
stream velocity.
After processing the experimental data, it became evident that the original strain
gauge calibrations did not cover the entire range of readings. Hence a final cali-
bration was taken on the 14-02-2014, augmenting the previous ones with additional
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masses of 100 g and 200 g. Due to time limitations, the number of samples was
reduced to N = 214 = 16384, yielding a statistical error of 2%.
Each of the masses was calibrated using a Mettler PM1200 precision balance (max:
1200 g ±0.001 g) , with the exception of the 100 g mass which was checked using a
Mettler Toledo AG245 precision balance (max: 210 g ±0.0001 g); confirming that
all measurements are within ±0.03 g. The locations were marked with an accuracy
of ±1 mm. Consequently, the measurement error is 0.29× 10−6 N m.
Mass (kg)
Position (m)
0.05 0.10 0.15
0.002 0.10× 10−3 0.20× 10−3 ‡ 0.30× 10−3 ‡
0.005 0.25× 10−3 0.50× 10−3 ‡ 0.75× 10−3 ‡
0.020 1.00× 10−3 2.00× 10−3 3.00× 10−3 ‡
0.050 2.50× 10−3 5.00× 10−3 ‡ 7.50× 10−3 ‡
0.100† 5.00× 10−3 - -
0.200† 10.00× 10−3 20.00× 10−3 30.× 10−3
† Additional data points for 14-02-2014 calibration; ‡ Not included in 14-02-2014 calibration
Table A.1: Blade calibration load points.
The resulting calibration curves are shown in Figure A.1. As expected for a full
bridge strain gauge the response is linear in all cases. Applying a linear least squares
fit of the form
y = mx+ c
gives −1.17 < m < −1.19 and −5.26 × 10−5 < c < 5.05 × 10−4, where the higher
magnitude values correspond to the less accurate calibration on the 14-02-2014.
As the purpose of this later run was to confirm the linear response, the original
calibrations are used in the conversion of the experimental data as they exhibit less
disparity.
In order to identify the resonant frequency of the blade, an additional sample set
was taken whilst the blade was excited by an impulse type forcing, i.e. the blade was
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Figure A.1: Blade strain gauge calibration.
tapped with an allen key to excite the resonance. Figure A.2 shows the resulting
spectrum, clearly indicating the blade resonance at fb = 85.4 Hz.
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Figure A.2: Blade resonance spectrum.
A.1.2 Strut
The strut strain gauge bridge was calibrated via a Flyde 379TA strain gauge am-
plifier using masses of 0.2 kg, 1.0 kg and 2.0 kg located 100 mm, 200 mm and 300
mm from the centre of the gauge pattern. The measurement error is the same as
for the blade strain gauge. Positive bending moment is defined for forces acting in
the direction of the free stream velocity. The resulting calibration curve is shown in
Figure A.3. Using a linear least squares fit gives m = 21.12 and c = 3.69× 10−3.
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Figure A.3: Strut strain gauge calibration.
Again, the resonant frequency of the strut was identified using an impulse excitation.
Figure A.4 shows the resulting spectrum. The strut resonance is clearly identified
at fs = 9.57 Hz. It is also noted that there is a clear peak at the grid frequency of
fg = 50 Hz, although this is several orders of magnitude smaller than the resonance.
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Figure A.4: Strut resonance spectrum.
A.2 Hot-wire
The hot-wires were calibrated against a pitot positioned in close proximity. A pre-
liminary measurement of the mean reading was conducted to determine whether
the presence of the pitot accelerated the flow past the hot-wires. The reading at 50
mm separation was found to match that without the pitot tube present. At 0.25
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mm separation, corresponding to placing the pitot between the two hot-wire probes,
there was a 0.25% increase in the voltage reading. Therefore, the pitot was mounted
at hub height, 50 mm from the fixed hot-wire probe, on the opposite side to the
non-fixed probe. The tunnel voltage was incremented from 0 to 5 V in 0.5 V steps,
corresponding to approximately 0−20 m s−1, and recordings taken from each of the
hot-wires and the pitot tube at each increment after allowing the tunnel velocity to
settle.
The calibration process is repeated at the end of each set of measurements. The
data is corrected for temperature fluctuations according to Equation 4.3 in Section
4.2. A polynomial curve of the form
U = C0 + C1Ec + C2E
2
c + C3E
3
c + C4E
4
c
where Ec is the corrected voltage, is then fitted to the results to give a calibration
curve for each run (Jørgensen, 2002).
Figures A.5 to A.8 show the calibrations for each of the hot-wire wake measurements.
Figure A.9 shows the calibration for the wake meandering measurements.
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(a) Lateral measurements (13/05/2013).
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(b) Vertical measurements (23/07/2013).
Figure A.5: Hot-wire calibration: Uniform flow, Aligned upstream Rotor.
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(a) Lateral measurements (25/07/2013).
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(b) Vertical measurements (19/07/2013).
Figure A.6: Hot-wire calibration: Uniform flow, 1D offset upstream Rotor.
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(a) Lateral measurements (12/05/2013).
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(b) Vertical measurements (22/07/2013).
Figure A.7: Hot-wire calibration: Turbulent flow, Aligned upstream Rotor.
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(a) Lateral measurements (26/07/2013).
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(b) Vertical measurements (20/07/2013).
Figure A.8: Hot-wire calibration: Turbulent flow, 1D offset upstream Rotor.
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Figure A.9: Hot-wire calibration: Wake meandering (16/05/2013).
A.3 Tunnel
The free stream velocity measurements from the tunnel contraction pressure tap-
pings were calibrated in order to ensure exact agreement with the velocities measured
by the pitot tube. This was done by first calibrating a hot-wire at the downstream
turbine position according to the method described in the previous section. The
hot-wire calibration is shown in Figure A.10. The hot-wire was then used to record
the velocities simultaneously with the contraction tappings, both for uniform inflow
and with the fractal turbulence grid. The resulting calibrations are shown in Figure
A.11. Applying a linear least squares fit yields m = 0.99 and c = −0.02 for uniform
flow and m = 1.33 and c = 0.02 with the fractal grid installed.
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Figure A.10: Hot-wire calibration: Tunnel calibration (29/04/2013).
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Figure A.11: Tunnel velocity calibration.
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