ABSTRACT This paper investigates the issue of quality-related fault detection and diagnosis. A total principal component regression (TPCR) model is build, based on which process variables space is divided into two orthogonal subspaces. Subsequently, two statistical indices with different correlations with output space are designed in each subspace, respectively. An appropriate decision logic is used to determine whether a fault is quality-related or not. Once a fault is detected, it is necessary to explore the cause of the failure. Due to traditional contribution plots often provide inaccurate diagnostic result, this paper introduces an improved method without smearing effect, which is integrated into TPCR model for accurate fault diagnosis. Simulation results demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
Fault detection and fault diagnosis are important research subjects in process monitoring community, which play crucial roles for the safety and reliability of complex industrial processes like chemical, metallurgical, steel, and semiconductor [1] . Due to analytic models are usually difficult to obtain, data-driven technologies are regarded as the most effective monitoring means for the above systems [2] . As a typical one, multivariate statistical process monitoring (MSPM) has proved its effectiveness in a large number of industrial examples [3] - [5] . Among the numerous methods of MSPM, principal component analysis (PCA) and partial least squares (PLS) are the basic ones. In general, PCA and PLS work in a similar manner [6] . The major difference is that PCA models all variables as a whole while PLS builds the linear regression model between process and quality variables. Therefore, PLS has a natural advantage for quality concerned monitoring issues.
Abnormalities that seriously affect product quality should be paid more attention. As quality variables are usually hard to be measured online [7] , it is more reasonable to evaluate them by process information. Such being the case, it is very meaningful to study the correspondence between process faults and quality variables. In this context, quality-related fault detection, as a hot subject, is raised recently [8] , [9] , which studies the way of identifying process faults that affect quality variables and those that do not affect. Although PLS is the earliest proposed method for such a purpose, it is, however, incompetent for such a task due to its oblique decomposition characteristic [10] . To overcome the defect of PLS, many effective improvements had been put forward, for example, Zhou proposed a TPLS model to further divide PLS's subspaces into four parts [9] ; based on a similar idea, Qin developed a CPLS model with better performance [11] ; Yin modified PLS model by least squares to make it more stable [12] , [13] ; Wang developed another two advanced methods by the way of post-processing [14] , [15] ; Jiao designed a new model for dynamic process [16] ; Adel and Peng developed multi-mode methods in [17] and [18] for batch process, respectively. More recently, Zhang summarized and compared all the typical linear results in [19] . For nonlinear cases, Peng proposed a TKPLS model using the same idea as [9] , while Jia realized a MKPLS model with stable performance [20] whose principle is very similar to that of [13] . Other effective nonlinear methods can also be found in [21] - [26] .
Once a fault is detected, the subsequent step is to diagnosis the root causes of the fault, i.e., identify the faulty variables. In MSPM, contribution plots is an efficient diagnosis method which has been widely used in various processes [27] - [29] . It requires no prior fault information, but as well known, it suffers from smearing effect which makes it provide uncorrect diagnosis results even for sensor faults [27] , [28] , [30] . To further improve the diagnosis performance, Alcala and Qin modified contribution plots by reconstruction and proposed a so-called reconstruction-based contribution (RBC) method [29] . In fact, RBC is not entirely reliable for isolation of fault variables because faulty variables may smear over non-faulty variables to make their RBC plots exceed the corresponding threshold [31] . Based on missing variable analysis and probabilistic PCA (PPCA), Kariwala proposed a branch and bound (BAB) method [32] , the concept of which is similar to reconstruction but it does not require any known faulty datasets. However, when fault propagates, the diagnostic results of BAB may be inconsistent since it locates faulty variables by minimizing the statistics of PPCA. Liu further developed the idea of BAB, and derived a more stable contribution plots method [31] which is without smearing effect. Inspired by Liu's method, this work will integrate it into TPCR to develop a quality-related fault detection and diagnosis method. The details about the new method will be presented in the following sections.
Sec. II gives a brief description about PCA and contribution plots; Sec. III describes the proposed method in detail; Sec. IV presents the simulation results and Sec. V provides the conclusion.
Notations:
II. PRELIMINARIES A. PCA MODEL AND PCA-BASED FAULT DETECTION
In a process containing m process variables and l quality variables,
∈ R l represent process and quality samples, respectively. N training samples consti-
A PCA model can be expressed as follows:
where T ∈ R N ×γ and P ∈ R m×γ are the score and load matrices of X, respectively. γ is the number of latent variables.X is residual. Eq. (1) can be solved by the following steps [6] :
1) perform SVD on
Given a new sample x new , the T 2 statistic of PCA-based fault detection is calculated as:
and its corresponding threshold is:
The Q statistic is calculated as:
B. CONTRIBUTION PLOTS BASED FAULT DIAGNOSIS
The principle of contribution plots is to calculate the weight of each variable to T 2 , Q or a combination of them. For illustrative purposes, let's take the combination as an example, the fault detection index is:
whose corresponding threshold is [27] :
where S is the covariance of X, =
. According to the definition of contribution plots [27] , the contribution of the j th variable to φ is calculated as:
where ξ j ∈ R m is the j th column of a m-dimensional identity matrix. Usually, the variables with large contributions are more likely the root causes for a fault. However, it is meaningless to compare the absolute magnitudes of variable contributions, because their scales are inconsistent even in normal operations. Therefore, it seems quite necessary to derive a unified control limit for contribution plots. A general practice is to calculate the relative contribution of each variable through the following calculation [10] :
where µ(C) and s(C) are the mean and standard values of variable contributions of normal samples, respectively. C new is raw variable contribution, while C new,r is relative variable contribution.
III. THE PROPOSED METHOD A. TPCR MODEL
The PCA model does not establish the correlation between X and Y, therefore it cannot be used to quality-related fault detection. In this study, we will build a TPCR model which can extract such correlation information from the score matrix T of X. Firstly, perform least squares on T and Y:
then,Ŷ = TQ T .
Here,Ŷ is the prediction of Y. Eq. (11) builds the linear regression relation between T and Y. Further, perform PCA onŶ to get:
where the number of latent variables contained in T y is γ y = l. Obviously, T y is the fully part of T that related to Y. Next, we peel out the part that is completely related to Y in X through T y :
then,
Theorem 1: After TPCR decomposition, X o is completely uncorrelated withŶ.
Proof: From Eqs. (12) , (13) , (14) , we have:
therefore,Ŷ
that is, X o andŶ are completely uncorrelated. According to Theorem.1, TPCR divides the original process variables matrix X into a part that highly related to quality variables matrix Y and a part that completely unrelated to Y. The former is represented by X y , and the latter by X o .
B. TPCR BASED FAULT DETECTION AND DIAGNOSIS
In general, X y contains a large portion of process variations while the variance of X o is relatively small. Hence, we apply T 2 and Q statistics in the subspaces corresponding to X y and X o , respectively.
The corresponding thresholds are:
The fault determination logic is:
When a fault is detected, we need to locate the faulty variables. For convenience, here we also use a combined index:
y ,th
Suppose there are n f sensors out of order, i.e.
According to the algorithm of reconstructed missing data [31] , we have:
Denote as a diagonal matrix whose diagonal elements are ones if the corresponding variables are faulty, otherwise they are zeros. Then, it holds that:
and
If we let x n f represent the collection of all the faulty variables, then it is obvious that x new = ξ x n f . From Eq. (28), the reconstructed faulty variables set x * n f can be calculated as:
According to the theory of [31] , the reduction of the combined index (RCI) of the reconstructed data is:
and the contribution of each faulty variable to the RCI is:
Based on the above deductions, x n f can be obtained by the following steps [31] : VOLUME 6, 2018 FIGURE 1. The flow chart of the proposed fault detection and diagnosis method.
1) Initialization
, where x new (j) is the j th non-faulty variable that has not been added into X n f , calculate RCIs by Eq. (29) and Eq. (30). 3) Only add the variable corresponding to the largest RCI into X n f , set n f = n f + 1. 4) Repeat steps 2) to 3) until φ * n f is lower than the control limit of φ t . 5) Arrange the faulty variables in X n f in descending order according to their contributions to the RCI which are calculated by Eq. (31). Fig. 1 shows the flow chart of the proposed fault detection and diagnosis method.
IV. SIMULATION RESULTS
In this section, we will compare the proposed method with PCA-based fault detection and diagnosis method by a literature example which was firstly introduced by Zhou et al. [9] and widely used for testing quality-related monitoring approaches.
where, 
is a uniform distribution. Faulty samples are added into normal samples by the following form:
where, x * k is fault-free value, and f are fault direction and magnitude, respectively. 400 samples are generated under normal condition to train model. Another 400 samples are used for testing, in which the first 200 are normal while the last 200 are faulty.
First of all, we need to determine which faults are qualityrelated and which are not. For this purpose, we perform QR-decomposition on c T to get fault direction basis:
where the values of q i c are listed in Table 1 . Obviously, faults in the direction of q 1 c are completely quality-related while faults in the directions of q i c (i = 2, 3, 4, 5) are completely quality-unrelated. Here, we take two examples to illustrate: one is = q 1 c for a quality-related fault, and the other is = q 5 c for a quality-unrelated fault, the magnitudes of them are both f = 6.0. Fig. 2 shows the changes of y k , x 1 , x 2 , x 3 , x 4 , x 5 . It is obvious that quality variable is disturbed by the fault, and variables x 1 , x 2 are the main causes of the fault. The fault detection and diagnosis results of PCA for the fault are show in Fig. 4 and Fig. 5 , while the results of TPCR are show in Fig. 6 and Fig. 7 . In Fig. 4 , it can be seen that all the statistics T 2 , Q and their combination φ detect the fault. PCA provides us accurate detection result for the fault. So does TPCR who also gives accurate detection result since all its statistics T 2 y , Q o and their combination φ t significantly alarm from the 201 th sample as shown in Fig. 6 . In Fig. 5 , it shows that PCA identifies four variables (x 1 , x 2 , x 3 , x 4 ) play almost the same role for the fault, while TPCR clearly points out that only variables x 1 and x 2 are the main causes of the fault as shown in Fig. 7 . Compared with PCA, it is obvious that TPCR provides us more accurate diagnosis result for the quality-related fault. VOLUME 6, 2018 Fig. 3 shows the changes of y k , x 1 , x 2 , x 3 , x 4 , x 5 . As we can observe, quality variable is not disturbed by the fault, and only the variable x 5 is the root cause of the fault. Fig. 8 shows the fault detection result of PCA for the fault, from where we can see that PCA is not suitable for quality-related fault detection because all its statistics alarm from the 201 th sample. Based on the result of PCA, it is impossible to identify that the current fault is quality-unrelated. Fig. 9 shows the fault diagnosis result of PCA for the fault. As can be seen from Fig. 9 , x 5 is identified as the root cause for the fault, however, variables x 1 , x 2 , x 4 are also considered as possible causes for the faut since their contributions are not zeros. Obviously, the PCAbased fault diagnosis is affected by smearing effect. As for TPCR, its fault detection result is shown in Fig. 10 , from where we can observe that it identifies the current fault as a quality-unrelated fault since it only alarms in its Q o statistic but does not alarm in its T 2 y statistic. Based on its detection result, we can easily infer that the current fault is qualityunrelated. Besides, just as shown in Fig. 11 , TPCR locates x 5 as the only root cause of the fault, which is quite accurate.
A. QUALITY-RELATED FAULT OCCURS

B. QUALITY-UNRELATED FAULT OCCURS
V. CONCLUSION
In this paper, we proposed a quality-related fault detection and diagnosis method. We first builded a TPCR model which can divide process variables space into a quality-related subspace and a quality-unrelated subspace. In the subspaces we designed T 2 and Q statistics to realize quality-related fault detection. After a fault was detected, an enhanced contribution plots method was integrated into TPCR to locate faulty variables. Simulation results demonstrated that the proposed method preformed much better than PCA based one for quality-related fault detection and diagnosis.
