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Abstract
We study the AdS/CFT correspondence for string states which flow into
plane wave states in the Penrose limit. Leading finite radius corrections to
the string spectrum are compared with scaling dimensions of finite R-charge
BMN-like operators. We find agreement between string and gauge theory
results.
1 Introduction
The celebrated AdS/CFT correspondence asserts that the dual description of N=4
four dimensional super Yang Mills is type IIB string theory in AdS5 × S5 with self-dual
RR five-form field strength [1–3]. The radius of curvature of AdS5 and S
5 scales like
R/ls ∼ (g2YMN)1/4 ∼ (gN)1/4. The spectrum of string states in this background corre-
sponds to the spectrum of operators in SYM. Part of the difficulty in directly verifying
this proposal is that string quantization in the presence of RR flux is notoriously diffi-
cult. On the other hand type IIB supergravity, which describes the dynamics of massless
string modes, is only valid for the large values of R/ls, while on the SYM side one can
perform reliable computations only for small ’t Hooft coupling gN . Until recently, one
mostly studied the properties of supergravity modes, and the corresponding protected
SYM operators, appealing to nonrenormalization theorems to compare their correlators
in the dual descriptions [4].
The GS superstring can be quantized exactly in the plane wave background [5, 6], which
can be viewed as the Penrose limit of the AdS5 × S5 geometry [7, 8]. The limit involves
scaling both the AdS5 radius R→∞ and the R-charge J ∼ R2. One considers states with
finite plane wave light cone energy and momentum. It has been proposed by Berenstein,
Maldacena and Nastase (BMN) [7] that such string states correspond to single trace
operators in the gauge theory with certain phases inserted. Remarkably, the parameter
controlling perturbative expansion of scaling dimensions of such operators is λ′ = gN/J2,
which can be made small to allow reliable gauge theory computations. BMN were able
to resum the diagrams weighted by powers of λ′ and show precise agreement between the
scaling dimensions of SYM operators and the light cone energies of corresponding string
states. This has been further confirmed in [9–11]. The following development included
studying string interactions both in the plane wave string theory and in the gauge theory
[11–20].
The plane wave limit is a dramatic improvement over being able to handle just the
supergravity states and protected operators. But we would still like to get closer to the full
AdS string theory. One way to gain insight is to do systematic perturbation theory around
the plane wave limit, taking 1/R2 as a small parameter. This approach has been tested
in [21] on the AdS3 × S3 background with NS-NS flux. String theory in this background
is described by an exactly solvable SL(2)×SU(2) WZNW model. It has been shown [21]
that one can recover the exact string spectrum at small coupling g to the next to leading
order in 1/R2 expansion.
In the present paper we use this approach to determine the leading order finite radius
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corrections to the string spectrum in AdS5 × S5. On the Yang Mills side, the corre-
sponding calculation involves refining the definition of BMN operators and computing
their scaling dimensions. We work at small string coupling g, which corresponds to com-
puting only planar diagrams in the gauge theory. Furthermore, we consider only the
leading non-trivial term in the λ′ expansion. The calculation of scaling dimensions in
SYM then reduces to computing the matrix of two-point functions and its subsequent
diagonalization. We identify the gauge theory operator which corresponds to the light
cone worldsheet Hamiltonian, and show that its matrix elements relevant for diagonaliza-
tion agree with the string theory results. Hence we conclude that to the accuracy we are
working at, the scaling dimensions of gauge theory operators agree with the spectrum of
string states in AdS5 × S5.
The paper is organized in the following way. In section 2 we describe how to quantize
the string in the background which includes the O(1/R2) corrections to the plane wave
metric, and show how to compute the leading corrections to the spectrum of bosonic
plane wave states. In section 3 we explain how the definition of BMN operators should be
extended to include finite J effects. There we also establish agreement between string and
SYM results for a subset of matrix elements of the light cone Hamiltonian. In section 4 we
discuss our results and mention possible future developments. In appendix A we present
an alternative technique, based on the formalism of [22], for computing 1/R2 corrections
in string theory. The results for physical quantities are the same as in section 2. Appendix
B contains the tools we use in the SYM calculations. In appendix C we generalize the
results of section 3.
Note added: As we were completing this paper, we found out that related issues are
addressed in [23–25].
2 Corrections to the plane wave string spectrum
In this section, we do perturbation theory on the worldsheet following the method
described in [21]. We start by outlining the procedure used in [5–7] for deriving the
leading order spectrum in the Penrose limit of AdS5 × S5. The AdS5 × S5 metric is
ds2 = R2
[
−dt2 cosh2ρ+ dρ2 + sinh2ρ dΩ23 + dψ2 cos2θ + dθ2 + sin2θ dΩ′32
]
. (2.1)
The Penrose limit of this geometry is obtained by zooming in on the neighborhood of a
lightlike geodesic circling the equator of S5. This is done by changing variables as
X+ =
1
2
(t+ ψ), X− =
1
2
(t− ψ)R2, ρ = r
R
, θ =
y
R
, (2.2)
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and taking R to be large, while keeping |X±|, r, y finite. At leading order in 1/R2, the
AdS5 × S5 metric (2.1) reads
ds20 = −4dX−dX+ − (r2 + y2)dX+dX+ + dri dri + dyi dyi. (2.3)
Coordinates yi and ri parameterize two copies of R
4, but the SO(8) symmetry of the
metric (2.3) is broken down to SO(4)× SO(4) by the RR flux
F+1234 = F+5678 = const. (2.4)
We would like to quantize type IIB superstring in the background (2.3), (2.4). As was
shown in [5, 6], the way to do this is to look at the sigma-model part of the GS action,
and use κ-symmetry in light-cone gauge to determine the rest of the worldsheet action.
Bosons and fermions decouple for the plane wave background (2.3) in light-cone gauge
[5, 6]. We will only be interested in the bosonic part of the full superstring action. The
light cone gauge for bosonic fields is specified by
X+ = τ, (2.5)
∂σγσσ = 0,
detγαβ = −1,
where the worldsheet coordinates are τ ∈ (−∞,∞), σ ∈ [0, l]. The worldsheet metric can
be written as [26]
γαβ =

 −γσσ(τ) γστ (τ, σ)
γστ (τ, σ) γ
−1
σσ (τ)(1− γ2στ (τ, σ))

 . (2.6)
In this section we consider only the y part of the theory. The r part can be included
by noticing that (2.3) and (2.4) are invariant under y ↔ r while in the O(1/R2) correction
to the plane wave metric y and r terms come with opposite signs (see below). This means
that to restore the r terms in the final result one needs to copy the y part, substitute
y → r and flip the sign in front of the O(1/R2) terms. This is confirmed in appendix A,
where explicit calculations are performed.
In the light cone gauge (2.5) the bosonic part of the Lagrangian is
L0=− 1
4π
∫ l
0
{
γσσ
[
4X˙−+
∑
i
(yiyi−y˙iy˙i)
]
−2γστ
[
2(X−)′−∑
i
y˙iy
′
i
]
+γ−1σσ (1−γ2στ )
∑
i
y′iy
′
i
}
,
(2.7)
where we used the leading order spacetime metric (2.3). The equation of motion for the
worldsheet metric (Virasoro constraints) are
(X−)′ =
1
2
∑
i
y˙iy
′
i, X˙
− =
1
4
∑
i
[
y˙iy˙i + y′iy
′
i − yiyi
]
. (2.8)
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One can use the equation of motion for X− and the leftover gauge freedom σ → σ+ f(τ)
to set γστ = 0 in (2.7) [26]. The equation of motion for the zero mode of X
− implies that
γσσ is related to the conserved light cone momentum P− = −i ∂∂X− . Choosing the gauge
l = 2πη, where η ≡ −1
2
P−, (2.9)
sets γσσ = 1 at the leading order in 1/R
2. The plane wave Hamiltonian that follows from
(2.7) can therefore be written as
H0 =
1
4π
∫ l
0
dσ
∑
i
[
(2π)2P iyP
i
y + yiyi + y
′
iy
′
i
]
. (2.10)
where P iy = y˙i/2π. The worldsheet theory of a light cone string is massive in the plane
wave background. The fields can be expressed in terms of eigenmodes
yi =
i√
2
∑
n
1√
wn
[
yin − yin†
]
, (2.11)
where the τ, σ-dependent oscillators yi, yin
† are defined as
yin = α
i
ne
−iwnτ−inσ
η , yin
† = αin
†e
iwnτ+inσ
η , (2.12)
and the frequencies are given by
wn =
√
η2 + n2. (2.13)
Substituting the field expansions into (2.10) diagonalizes the plane wave Hamiltonian
H0 =
1
η
∑
i,n
wnN
i
n, (2.14)
where N in = y
i
n
†yin. The normal ordering constant cancels between bosons and fermions
by virtue of spacetime supersymmetry, so we do not include it in (2.14). The leading
terms in the expansion of H0 in powers of 1/η
2 are
H0 =
∑
i,n
N in +
1
2η2
∑
i,n
n2N in +O
(
1
η4
)
. (2.15)
In addition, we have the level matching condition
∑
i,n
nN in = 0. (2.16)
To compute O(1/R2) corrections to the string spectrum in the plane wave background,
one would add the O(1/R2) correction ds21 to the leading metric ds20, write down the
4
bosonic part of the light cone Lagrangian, and then use κ-symmetry to write the full GS
action. Subsequently the system can be quantized perturbatively in 1/R2. Expanding
(2.1) to next to leading order in 1/R2 we have
ds21 =
1
R2
[
−2dX−dX+(r2 − y2)− 1
3
(r4 − y4)dX+dX+ + 1
3
(r4dΩ3
2 − y4dΩ′32)
]
. (2.17)
The bosonic part of the O(1/R2) Lagrangian is therefore quartic in the fields. The leading
form of the κ-symmetry then implies that the fermionic part of theO(1/R2) GS action is at
most bi-quadratic in bosons and fermions. We are considering corrections to the spectrum
of bosonic states, so the fermionic part of the action can only contribute diagonal matrix
elements of the type
1
R2
∑
i,n
f(wn)N
i
n, (2.18)
where f(wn) is some function. Fixing the exact form of f(wn) in (2.18) requires dealing
with the O(1/R2) fermionic part of the superstring action. This we have not bothered to
do. We also drop all terms that are due to the normal ordering of bosonic operators in
all subsequent calculations.
Using the identities dyidyi = dy
2 + y2dΩ2 and ydy = yidyi we can write y
4dΩ′3
2 =
yiyidyjdyj − yiyjdyidyj and deduce the correction to the leading order Lagrangian (2.7)
L1 =
1
4πR2
∫ l
0
dσ
[
1
3
∑
i
y4i−
1
3
∑
i 6=j
[
y2i (y˙
2
j−y2j−(y′j)2)+yiyj(y′iy′j−y˙iy˙j)
]
(2.19)
+
1
2
y2X˙−
]
.
Terms proportional to γστ are higher order in 1/R
2 and do not contribute to (2.19). As
explained in [21], for the purpose of computing the leading corrections to the spectrum,
the correction to the Hamiltonian equals minus the correction to the Lagrangian.1 The
correction to the plane wave Hamiltonian can therefore be written as
H1 =
1
4πR2
∫ l
0
dσ
[
− 1
3
∑
i
y4i+
1
3
∑
i 6=j
[
y2i [(2πP
j
y )
2−y2j−(y′j)2] (2.20)
+yiyj(y
′
iy
′
j−(2π)2P iyP jy )
]
− 1
2
∑
i,j
y2i [(2πP
j
y )
2 + (y′j)
2 − y2j ]
]
,
where in rewriting the last term we used the Virasoro constraint [the second equation in
(2.8)].
1One can convince oneself that this is the case by perturbing the Lagrangian, calculating the canon-
ically conjugate momenta, and keeping only terms up to O(1/R2) in the Hamiltonian. In [21] the zero
mode of X− was treated separately, but one can show that this is not necessary.
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Next we expand (2.20) in modes (2.11). We are interested in first order corrections
to the energies, so we only need to compute matrix elements of H1 between degenerate
states. Plane wave string states are
yi1n1
† . . . yiknk
† . . . |η〉. (2.21)
They are degenerate only when the two sets of worldsheet momenta (n1, . . . nk, . . .) and
(n′1, . . . n
′
k, . . .) are permutations of one another. Thus the only relevant terms in H1 are
of the form yky
†
kyly
†
l . Diagonal contributions come from y
i
ky
i
k
†yjl y
j
l
†; they add up to
HD1 =
1
2ηR2

1
2
∑
i;n
n2(N in)
2
w2n
− ∑
i,j;m,n
n2N inN
j
m
wmwn

 . (2.22)
The relevant off-diagonal terms are of the form yim
†yiny
j
n
†yjm, i 6= j,m 6= n; and yim†yin†yjmyjn,
i 6= j. These add up to
HOD1 =
1
2ηR2
∑
i 6=j;m6=n
nm
wnwm
(yim
†yin
†yjmy
j
n − yim†yinyjn†yjm) +
1
4ηR2
∑
i 6=j;n
n2
w2n
yin
†yin
†yjny
j
n.
(2.23)
Expanding (2.22) and (2.23) in powers of 1/η we obtain
HD1 =
1
2η3R2

1
2
∑
i;n
n2(N in)
2 − ∑
i,j;m,n
n2N inN
j
m

+O
(
1
η5R2
)
(2.24)
and
HOD1 =
1
2η3R2
∑
i 6=j;m6=n
nm(yim
†yin
†yjmy
j
n−yim†yinyjn†yjm) (2.25)
+
1
4η3R2
∑
i 6=j;n
n2yin
†yin
†yjny
j
n+O
(
1
η5R2
)
,
respectively. The leading 1/η term in H1 is a sum of these two expressions.
An alternative derivation is given in appendix A, where more details are provided.
3 Anomalous dimensions and AdS/CFT
We now turn to the boundary N = 4 Super Yang-Mills theory. Our starting point
will be the BMN operators [7] which correspond to plane wave states in the Penrose
limit. One can still regard plane wave states as belonging to the Hilbert space of the full
AdS5 × S5 theory, even though they are no longer eigenstates of the full Hamiltonian.
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As explained in the previous section, departing from the Penrose limit corresponds to
turning on perturbative corrections to the plane wave Hamiltonian. Eigenstates of the
full Hamiltonian can be found using ordinary quantum-mechanical perturbation theory.
SYM operators which correspond to string eigenstates must have definite conformal
dimensions. Such operators may be obtained from a complete set of operators by di-
agonalizing the matrix of their two-point functions. This procedure is analogous to the
diagonalization of the string theory Hamiltonian. We find that the spectra computed
on both sides of the correspondence match, and the operator defined by the matrix of
two-point functions is the SYM counterpart of the string Hamiltonian.
This section is organized as follows. In section 3.1 we define operators that correspond
to plane wave states away from the strict Penrose limit. In section 3.2 we show how the
matrix of two-point functions is related to the string Hamiltonian. In section 3.3 we
match the matrix elements of the light cone Hamiltonian between the string and the
gauge theory. We analyze a simple case where all of the excited modes have distinct
SO(4) indices and none of them is excited more than once. The most general case is
treated in appendix C. Feynman rules are discussed in appendix B.
3.1 Operators
The important assumption that we start with is that suitably refined BMN operators
continue to correspond to plane wave states, regarded as states in the Hilbert space of
AdS5 × S5, even away from the plane wave limit. To define the right operators we will
follow closely the logic of BMN. We start with the operator which corresponds to the light
cone vacuum
1√
Ω
tr [zJ ] ↔ |η〉, (3.1)
where z = 1√
2
(φ5 + iφ6) and Ω is a normalization constant (more about this below). For
the ground state (3.1) there is a relation J = R2η, but this gets modified by O(1/R2)
terms for excited states.
SYM operators which correspond to states with excited zero modes can be generated
by acting on the light cone ground state (3.1) with generators of the global symmetry
group. The generators that we will be interested in are rotations in ij plane, denoted by
Tij and their combinations Tiz =
1√
2
(Ti5+ iTi6) and Tiz¯ =
1√
2
(Ti5− iTi6). They act on the
fields as
[Tiz, z] = 0, [Tiz, z¯] = φ
i, [Tiz , φ
j] = −z δji , (3.2)
[Tiz¯, z] = φ
i, [Tiz¯, z¯] = 0, [Tiz¯ , φ
j] = −z¯ δji .
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On the worldsheet we have a correspondence
Tiz ↔ yi0, Tiz¯ ↔ yi0†. (3.3)
Consider as an example the operator corresponding to the state yi0
†yj0
†|η〉, i 6= j. It is
obtained by computing successive commutators of Tiz¯ and Tjz¯ with (3.1). Either of these
generators can turn any z in the string of z-s into φi or φj respectively. The result is
therefore the sum of tr [z, . . . φi z . . . φj z . . .] over all possible positions of inserted φ’s:
1√
Ω
[
J∑
a=0
J∑
b=a
tr [za φi zb−a φj zJ−b] + (i↔ j)
]
↔ yi0†yj0†|η〉. (3.4)
This formula has an obvious generalization for higher number of φ insertions, as long as
no label appears more than once. If some of the φ’s indices do coincide, Tiz¯ can act on
the same field. In this case, z is first turned into φi, and then into −z¯. For example, in
the case of two φ insertions we have
1√
Ω
(
2
J∑
a=0
J∑
b=a
tr [za φi zb−a φi zJ−b]−
J+1∑
a=0
tr [za z¯ zJ+1−a]
)
↔ yi0†yi0†|η〉. (3.5)
To construct an operator with three φ’s with the same index inserted, one should act by
Tiz¯ on both terms in (3.5) to produce
1√
Ω
(∑
tr [z . . . φi . . . φi . . . φi . . .]− 3∑ tr [z . . . φi . . . z¯ . . .]) ↔ yi0†yi0†yi0†|η〉, (3.6)
where dots stand for a bunch of z’s and the sum is over all possible positions of the
insertions. The second sum in (3.6) has J + 1 times fewer terms than the first sum, and
is subleading when it comes to computing two-point functions. Throughout this paper
we are interested in the subleading corrections in 1/J ∼ 1/ηR2, and therefore we should
keep this term. If we act with Tiz¯ one more time, a term 3
∑
tr [z . . . z¯ . . . z¯ . . .] appears
when Tiz¯ hits the φ
i in the second sum in (3.6). This piece is O(1/J2) compared to the
leading term, so we can drop it.
In general, when an arbitrary number of zero modes excited, the corresponding SYM
operator is
O = O˜ − O∗, (3.7)
O˜ = 1√
Ω
∑
tr [z . . . φi1 . . . φik . . .], (3.8)
O∗ = 1√
Ω
∑
(p,q): ip=iq
tr [z . . . φi1 . . . φik . . . φˇip . . . φˇiq . . . z¯ . . .], (3.9)
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where φˇip stands for φip being omitted from the string of operators and the sum in O∗
runs over all possible pairs of (φip, φiq) with the same indices. When writing (3.7), we
omitted terms which appear when Tiz¯ hits the same field more than twice, as such are
O(1/J2). When all φ’s inserted have different flavors, the operator O∗ vanishes and we
have O = O˜.
Next we turn to the construction of operators which correspond to general string states
(2.21). Such operators must satisfy a few necessary requirements. First, if only the zero
modes are excited, they must reduce to the BPS operators described. Second, they must
vanish unless the level matching condition
∑
i,n
nN in = 0, (3.10)
is satisfied. Finally, our operators must reduce to the BMN operators as J →∞.
Suppose there is a total of N oscillators excited,
N =
∑
i
Ni, Ni =
∑
n
N in. (3.11)
Due to the cyclicity of the trace,
1√
Ω
tr [z . . . φi1 . . . φik . . .] (3.12)
is equivalent to (J + N) other terms in O˜ which are related to it by cyclic permutations.
According to [7], at the leading order in the 1/J expansion, oscillators yin
† correspond to
insertions of φik with the phase exp(2πinkak
J
), where ak counts the number of z’s to the
left of this φik . One has to be be more careful when 1/J effects are taken into account.
In order for an operator to vanish when the level matching condition is not satisfied, each
sum over cyclically related terms in (3.12) must vanish separately. This happens when
the phases assigned to the φik insertions are
qaknk = exp
(
2πinkak
J + N
)
. (3.13)
Here ak counts all operators appearing to the left of the φ
ik insertion, and not just the z-s.
Similar arguments can be made to fix the form of O∗. Again, each φik insertion comes
with a phase given by (3.13). In order to satisfy the level matching condition we should
also assign a phase qaz¯nk+nl to z¯.
To summarize, we have a correspondence which relates SYM operators and plane wave
string states away from the strict Penrose limit
O = (O˜ − O∗) ↔ yi1n1† . . . yiknk† . . . |η〉, (3.14)
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where
O˜ = 1√
Ω
∑(∏
k
qaknk
)
tr [z . . . φi1 . . . φik . . .], (3.15)
O∗ = 1√
Ω
∑
(np,nq): ip=iq

 ∏
k 6=p,q
qaknk

 qaz¯np+nq tr [z . . . φi1. . .φik . . .φˇik . . .φˇil. . .z¯ . . .], (3.16)
and the phases qaknk are given by (3.13).
The normalization constant Ω will be chosen so that the leading term in 1/J expansion
of the O(g0) two-point function is normalized to one. This leading term is given by the
interaction-free diagrams
......
φi1n1
φi1n1
φiknk
φiknk
, (3.17)
where the subscript nk in φ
ik
nk
means that the corresponding insertion of φik in the string
of operators comes with the phase qaknk . Expression (3.17) contains only contractions of
the same φiknk . Interaction-free diagrams with contractions of φ
ik
nk
and φilnl with nk 6= nl
are also allowed, as long as ik = il. Such diagrams however are subleading in 1/J .
From (3.17) we infer that
Ω = cNJ+N(J + N)Ω˜, (3.18)
where c is an irrelevant numerical prefactor; NJ+N arises from the number of color loops
in (3.17); and (J + N) takes care of the fact that performing a cyclic permutation in one
of the operators entering the two-point function gives an equivalent diagram. When no
oscillators are excited more than once, there is no further choice of contractions and Ω˜
is equal to the number of ways N φ’s can be distributed among J z’s, Ω˜ =
∏
N
n=1(J + n).
When there are multiple excitations of the same mode, there can be N in! inequivalent
permutations of the φin in either one of the operators. This gives rise to N
i
n! copies of the
diagram (3.17). We conclude that in general,
Ω˜ =
∏
k
N iknk !
N∏
n=1
(J + n). (3.19)
3.2 Two-point functions and the light cone Hamiltonian
The light cone energy of a string state and its momentum are related to the anomalous
dimension ∆ and R-charge J of the corresponding operator as follows
Hlc = −P+ = i ∂
∂X+
= ∆− J, (3.20)
η = −1
2
P− = i
2
∂
∂X−
=
∆+ J
2R2
. (3.21)
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One can find anomalous dimensions of the gauge theory operators by looking at two-
point functions, and we are now going to explain this in detail. We will only consider
planar diagrams. This amounts to neglecting string amplitudes of genus one and higher.
Furthermore, we will only look at the terms in Hlc which behave like
1
η2a
∼
(
R2
J
)2a
=
(4πgN)a
J2a
, (3.22)
1
R2η2a+1
∼ 1
R2
(
R2
J
)2a+1
=
(4πgN)a
J2a+1
,
with a = 0, 1.
On the string theory side, the first line in (3.22) corresponds to the truncated expansion
in powers of 1/η2 of the plane wave Hamiltonian H0. The second line corresponds to the
expansion of H1. Terms in the two lines differ by a factor of 1/J . On the gauge theory
side this factor arises when finite J corrections are taken into account, which leads to the
modification of BMN operators, explained in section 3.1. The first perturbative (from the
SYM point of view) correction to the light cone energy in (3.22) corresponds to a = 1,
which implies that a = 0 term in the second line of (3.22) vanishes. This is in complete
accord with the expansion of H1 in powers of 1/η.
Consider a set of gauge theory operators Oα labeled by α = {(ik, nk)}. We will be
interested in the SYM operators which correspond to plane wave states with N worldsheet
oscillators excited. Their two-point functions can be arranged as
〈Oα(x)O¯β(0)〉 = 〈Oα(x)O¯β(0)〉g0 + 〈Oα(x)O¯β(0)〉g1 +O(g2) (3.23)
=
1
|x|2(J+N)
[
Tαβ − Fαβ log(µ2x2) +O(g2)
]
.
Here, T is a matrix of combinatorial factors which come from interaction-free diagrams in
〈Oα(x)O¯β(0)〉g0, while F captures theO(g) effects of SYM interactions in 〈Oα(x)O¯β(0)〉g1.
O(g) contributions to the two point functions (3.23) come from diagrams of the type
❅
❅
 
 
...• . (3.24)
In appendix B we show that (3.24) is equal to
γ ≡ −β log µ2x2 ≡ −gN
2π
log µ2x2 (3.25)
times a numerical factor determined by the fields which go into the 4-point vertex.
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OperatorsOα may not have well defined scaling dimensions at orderO(g). To find pure
operators and their anomalous dimensions, we need to transform to a basis of eigenstates
of the dilatation operator. By a linear transformation, we should bring (3.23) to the form
1
|x|2(J+N)
[
1− diag[{λρ}] log(µ2x2)
]
, (3.26)
where the order O(g) anomalous dimensions λρ are the eigenvalues of T−1F, and 1 is a
unit matrix [27]. The matrices in (3.23) have the form
T = 1+
1
J
T(1) +O(1/J2), (3.27)
F = F(0) +
1
J
F(1) +O(1/J2), (3.28)
since the operators Oα were chosen to be orthonormal at leading order, see the end of
section 3.1. Hence, up to corrections that are higher order in 1/J
T−1F = F(0) +
1
J
(
F(1) −T(1)F(0)
)
+O(1/J2). (3.29)
Finally, light cone energies of worldsheet states are related to the quantum numbers
of operators in N=4 SYM as
∆− J = N+ λρ. (3.30)
In other words, N1 + T−1F, plays the role of the light cone Hamiltonian. In the next
section we will show that Hlc − N = H0 +H1 − N is identical to T−1F computed in the
gauge theory [the H0 and H1 are given by (2.15), (2.24) and (2.25)]. This means that to
the accuracy we are working at, the spectrum of eigenstates of the light cone worldsheet
Hamiltonian is the same as the spectrum of the dilatation operator in SYM.
3.3 Equality of matrix elements
Let us now show that T−1F and Hlc − N indeed have the same matrix elements that
are relevant for the diagonalization. In this section we consider matrix elements between
states with all modes having distinct SO(4) indices. We also assume that no modes are
excited more than once, N in ≤ 1. In appendix C we generalize these results to matrix
elements between arbitrary plane wave states.
The relevant off-diagonal terms in Hlc are given by (2.25). When sandwiched between
|X 〉 = yi1n1† . . . yim†yjn†|η〉, m 6= n, (3.31)
and
|X ′〉 = yi1n1† . . . yjm†yin†|η〉, m 6= n, (3.32)
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with i 6= j, the off-diagonal part of the Hamiltonian (2.25) gives rise to the following
matrix element
〈X |HOD1 |X ′〉 = −
1
J
(
R2
J
)2
mn
√
N imN
j
nN in
′N jm′, (3.33)
where we expressed η as
η =
J
R2

1 + 1
2J
∑
i,m
N im +O(1/J2)

 . (3.34)
This follows from (3.20) and (3.21). The second term in the brackets gives an O(1/J)
correction when used in the leading order Hamiltonian (2.15). We should also reinstate
the normal ordering term (2.18). The SYM calculations will fix it to be 1
R2η3
∑
i,n n
2N in.
Combining these contributions, the diagonal matrix elements1 read
〈O|H0+HD1 −N|O〉=
1
2
(
R2
J
)2∑
i,n
n2N in+
1
J
(
R2
J
)2 [
− ∑
i,j,m,n
n2N imN
j
n+
∑
i,n
n2N in(N
i
n+1)
4
]
.
(3.35)
For the states considered in this subsection N in = 1 and off-diagonal elements of H1 other
than (3.33) vanish.
We will also denote the SYM operators corresponding to states (3.31)-(3.32) by X and
X ′. As explained in section 3.1, no terms of the type tr [z . . . z¯ . . . φi . . .] appear as long as
all ik labels distinct. That is, X∗ = X ′∗ = 0, and X = X˜ ,X ′ = X˜ ′. Contributions to TXX ′
and TOO come from the diagrams similar to (3.17),
......
φim
φim′
φjn
φjn′
φiknk
φiknk
. (3.36)
The top and bottom rows in (3.36) correspond to the two SYM operators entering the
two-point function. Summing the phases over positions of φ’s we obtain
1
Ω˜
∑ ′∏
k
rakk = δmm′δnn′ −
δm+n,m′+n′(1− δmm′δnn′)
J
+O(1/J2). (3.37)
The prime on the sum in (3.37) means that we count modulo cyclic permutations, and
we defined
rnk ≡ qnkqn′k∗ = exp
(
2πi(nk − n′k)
J + N
)
. (3.38)
1Here and below O stands for an arbitrary worldsheet state or SYM operator, for example X or X ′.
Diagonal matrix elements are all given by the same expression.
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Only rm and rn are different from one, so (3.37) can be computed by making use of the
invariance under cyclic permutations and fixing am = 0 (and so r
am
m = 1). The O(1/J)
term in (3.37) appears because the range of an is [1, J +N− 1]. Contributions with more
than two rnk 6= 1 are suppressed by at least 1/J2 compared to (3.37), so we do not need
to worry about them. Comparing (3.37) with (3.23) and (3.27), we arrive at
T
(1)
XX = T
(1)
X ′X ′ = 0, T
(1)
XX ′ = −1. (3.39)
We now turn to the computation of F. Consider the diagrams that contribute both
to 〈X (x)X¯ ′(0)〉g1 and to the diagonal correlator 〈O(x)O¯(0)〉g1. These are
❅
❅
 
 
... •
φiknk
z¯
z
φiknk
+ ❅❅
 
 
... •
φiknk
φiknk
z
z¯
+ (φiknk ↔ z, φiknk ↔ z¯), (3.40)
and
❅
❅
 
 
...•
φiknk
φikn′
k
φilnl
φiln′
l
z
z¯
φiknk
φiknk
+ ❅❅
 
 
...•
φiknk
φiln′
l
φilnl
φikn′
k
z
z¯
φiknk
φiknk
+ (φiknk ↔ φilnl, φikn′k ↔ φ
il
n′
l
). (3.41)
The level matching condition gives
m+ n = m′ + n′. (3.42)
The diagrams in (3.41) which contribute to F
(1)
XX ′ have nk = n
′
l = m,nl = n
′
k = n. The
contribution (3.40) differs from the interaction-free diagram (3.36) just by an overall factor
−γ (qn′
k
∗ + qn′
k
− 2). (3.43)
Therefore, summing over possible configurations of fields gives (3.37) times (3.43), for a
particular φiknk participating in the interaction vertex in (3.40). Since any one of the φ
ik
nk
can be used in the interaction (3.40), this must be further summed over k. We find
−γ
[
δmm′δnn′ − δm+n,m′+n′(1− δmm′δnn′)
J
]∑
k
(qn′
k
∗ + qn′
k
− 2). (3.44)
This expression overcounts certain diagrams which do not appear in (3.40). More precisely,
whenever two φ’s are sitting next to each other the φ − φ line cannot cross or touch a
z − z¯ line, either to the left or to the right. We will deal with such diagrams separately.
We can read off the O(J0) part of F from (3.44) by using (3.23) and γ = −β logµ2x2,
F(0) = −β∑
k
(qnk
∗ + qnk − 2). (3.45)
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Expanding the q’s in powers of 1/J and taking the leading term gives the result of BMN,
F(0) = f (0)1, (3.46)
f (0) =
2πgN
J2
∑
k
(nk)
2 =
1
2
(
R2
J
)2∑
n
n2N in. (3.47)
To get O(1/J) corrections to this result we have to be more careful. As explained above,
in (3.44) we overcounted the configuration of fields where two φ’s appear next to one
another in the top row of (3.40), as in (3.41):
(qaknkq
al
nl
. . .)tr [. . . φikφjl . . .] + (k ↔ l). (3.48)
Now diagrams in (3.40) where φik (φjl) interacts with z − z¯ propagator to the right (left)
are not allowed. The value of such diagrams is
−γ(q∗n′
k
+qn′
l
−2)qnlq∗n′
l
raknk+nl−n′k−n′l+(k ↔ l) = −γ(q
∗
nk
+qnl−2qnlq∗n′
l
) raknk+nl−n′k−n′l+(k ↔ l),
(3.49)
where we used (3.42). Their contributions have to be substituted by the ones that appear
in (3.41) instead. These are given by
γ(qnlq
∗
n′
l
− qnlq∗n′
k
)raknk+nl−n′k−n′l + (k ↔ l). (3.50)
The difference of (3.50) and (3.49) is the same for both diagonal (n′k = nk, n
′
l = nl) and
off-diagonal (n′k = nl, n
′
l = nk) cases, and equals
γ(q∗nk + qnl − qnlq∗nk − 1)raknk+nl−n′k−n′l + (k ↔ l). (3.51)
This should be summed over ak and divided by the normalization constant Ω˜. Since the
number of configurations with two φ’s next to each other is down by 1/J compared to the
total number of configurations, we pick up an overall factor of 1/J . Configuration which
have three and more φ’s next to each other are suppressed by even higher powers of 1/J ,
and we can neglect them to the order we are working.
The full result for 〈X (x)X¯ ′(0)〉g1 is given by (3.44), plus (3.51) with nk = m,nl = n.
Other terms in (3.41) are O(1/J2) and are not important for us. Since m′ = n, n′ = m
for an off-diagonal element, the first term in (3.44) vanishes, and we have
F
(1)
XX ′ = −β
[∑
k
(qn′
k
∗+qn′
k
−2) + (q∗m−n+qm−n−q∗m−qm−q∗n−qn+2)
]
. (3.52)
To get the corresponding off-diagonal element of the light cone Hamiltonian, we should
add −[T(1)F(0)]XX ′/J to F(1)XX ′/J , see (3.29). According to (3.39) and (3.45), such addition
precisely cancels the first term in (3.52), and we find
[T−1F]XX ′ = −β
J
(q∗m−n+qm−n−q∗m−qm−q∗n−qn+2). (3.53)
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Expanding the q’s in powers of 1/J , taking the leading term and substituting the value
of β we arrive at
[T−1F]XX ′ = − 1
J
(
R2
J
)2
mn. (3.54)
This reproduces the string theory off-diagonal matrix element (3.33), since for the states
we are considering N in = 1.
Let us now compute the diagonal terms. Now all of the diagrams in (3.41) contribute,
(3.51) should be summed over k and added to (3.44) with m′ = m,n′ = n. This gives
〈O(x)O(0)〉g1 = −γ
∑
k
(qnk
∗ + qnk − 2) +
γ
2J
∑
k 6=l
(qnk+qnl − qnlq∗nk − 1 + c.c.). (3.55)
Since TOO = 1, we have
[T−1F]OO = −β
∑
k
(qnk
∗ + qnk − 2) +
β
2J
∑
k 6=l
(qnk+qnl − qnl−nk − 1 + c.c.). (3.56)
The first term gives (3.46) at the leading order, however the definition (3.13) of qnk implies
that there is a 1/J correction to the leading term. Expanding in powers of 1/J and keeping
terms up to O(1/J) one can write (3.56) as
[T−1F]OO =
1
2
(
R2
J
)2∑
n
n2 +
1
J
(
R2
J
)2− ∑
i,j,m,n
n2N imN
j
n−
1
2
∑
k 6=l: ik 6=il
nknl

 . (3.57)
Using the level matching condition (which now reads
∑
k nk = 0), we can write the last
term in parenthesis as
−1
2
∑
k 6=l: ik 6=il
nknl =
1
2
∑
k
n2k. (3.58)
Substituting this back into (3.57) one can see that the resulting expression is equal to the
string theory result (3.35). In appendix C we generalize the results of this subsection to
matrix elements between the generic states.
4 Summary and further developments
It has been known for some time [5, 6] that type IIB string theory is solvable in the
plane wave background, which can be viewed as the Penrose limit of AdS5×S5. BMN [7]
showed that the string spectrum in this background, can be recovered from the boundary
N=4 super Yang-Mills. Motivated by these results, we analyzed the properties of this
correspondence when finite radius effects are included. We found that to the leading order
in 1/R2 and λ′ = gN/J2, the string theory spectrum matches the spectrum of anomalous
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dimensions of (linear combinations of) BMN operators. On the string side we have an
interacting worldsheet theory, when the leading O(1/R2) corrections to the plane wave
metric are taken into account. Leading corrections to the string spectrum can then be
computed with quantum mechanical perturbation theory. On the SYM side, departing
from the Penrose limit forces one to refine the BMN operators, paying attention to 1/J
corrections. We nevertheless assume that these refined operators continue to correspond
to plane wave states even away from the Penrose limit. Such operators however do not
have definite scaling dimensions, when 1/J corrections are included. Finding the spectrum
of scaling dimensions in SYM requires one to compute the matrices of two-point functions
〈OαO¯β〉g0 ∼ Tαβ and 〈OαO¯β〉g1 ∼ Fαβ. Then, T−1F is related to the light cone worldsheet
Hamiltonian. We find matching between the matrix elements of these operators.
There is a number of questions raised by the results of this paper. It would be interest-
ing to see if the correspondence between the operators we define in section 3.1 and plane
wave states is exact and holds for arbitrary values of AdS radius. So far we matched
the leading 1/R2, λ′ terms in matrix elements of the light cone Hamiltonian. We did
not include the fermionic part of the superstring in our analysis, which led to an unde-
fined normal ordering constant in diagonal matrix elements. Incorporating fermions and
extending the results of [5, 6] to O(1/R2) corrections is an interesting open problem. It
would also be interesting to extend our analysis to higher powers of λ′. This would require
computing diagrams with multiple interactions, but perhaps one may be able to come up
with a resummation technique similar to the one introduced in [7]. Extending our results
to higher orders in 1/R2 seems more difficult technically, but might also deserve some
interest.
Other possible extensions include studying backgrounds that are more complicated
than AdS5 × S5. Probing the strong coupling behavior of boundary theories with fewer
supersymmetries may be of particular interest, but it remains to be seen how far one can
go with this perturbative approach.
5 Acknowledgments
We would like to thank Per Kraus, David Kutasov and David Sahakyan for many useful
discussions, as well as for carefully reading the preliminary version of the manuscript.
We are grateful to Dan Freedman and Lubos Motl for sharing their insights on their
construction of leading order SYM operators. The work of A.P. was supported by DOE
grant #DE-FG02-90ER40560.
17
Appendix
A An alternative worldsheet discussion
In Section 2 we discussed how to do the worldsheet calculations in the spirit of Polchin-
ski [26]. In this Appendix, we explain in detail how to fix the gauges using the method
described in GSW [22]. We find the same results for physical quantities as in Section 2.
A.1 Penrose limit of AdS5 × S5
Before fixing any gauges, the bosonic part of the worldsheet action is
S = − 1
4πα′
∫
(d2σ)
√−γγabGab (A.1)
where the induced metric on the worldsheet is Gab ≡ ∂aXµ∂bXνGµν . Using reparametriza-
tion invariance and Weyl invariance, we can bring the worldsheet metric to the form
γab = ηab =
(−1 0
0 1
)
(A.2)
in (τ, σ) coordinates. The leading order target space metric (2.3) is
ds20 = −4dX−dX+ − (r2 + y2)dX+dX+ + dXI dXI (A.3)
I = 1, ..., 8. After fixing the worldsheet metric as in (A.2), the string action (A.1) becomes
S0 = − 1
4πα′
∫
(dτdσ)
[
4X˙−X˙+ +X2X˙+X˙+ − X˙IX˙I
−4(X−)′(X+)′ −X2(X+)′(X+)′ +X ′IX ′I
]
(A.4)
The action (A.4) is not completely gauge fixed. We still have the freedom to reparame-
terize the worldsheet coordinates holomorphically,
σ+ → σ˜+(σ+), σ− → σ˜−(σ−) (A.5)
where σ± = τ ± σ are the holomorphic and antiholomorphic worldsheet coordinates.
Under (A.5), the new
τ˜ =
1
2
[
σ˜+(τ + σ) + σ˜−(τ − σ)
]
(A.6)
satisfies the free massless wave equation
¨˜τ − τ˜ ′′ ≡
[
∂2τ − ∂2σ
]
τ˜ = 0 (A.7)
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X− enters the action (A.4) linearly, so we can integrate it out, imposing its equation of
motion as a constraint. This equation is X¨+ − (X+)′′ = 0, and it has the form (A.7).
Hence we can choose the light-cone gauge
X+ = x+ + p+τ (A.8)
This exhausts all the gauge freedom in the problem. After integrating out X− and choos-
ing the lightcone gauge, the action becomes
S0 = − 1
4πα′
∫
(dτdσ)
[
(p+)2X2 − X˙IX˙I +X ′IX ′I
]
(A.9)
From this, we find the lightcone Hamiltonian to be
H0 =
1
4πα′
∫ 2π
0
dσ
[
(2πα′)2PIPI +X
′
IX
′
I + (p
+)2XIXI
]
(A.10)
where PI are the momenta conjugate to XI . The Hamiltonian (A.10) is quadratic, and
can be quantized exactly. Expand the XI and PI in modes as
XI =
+∞∑
n=−∞
i
√
α′
2̟n
[
aIn − aIn†
]
, 2πPI =
+∞∑
n=−∞
√
̟n
2α′
[
aIn − aIn†
]
(A.11)
where the frequencies are
̟n =
√
(p+)2 + n2 (A.12)
and the oscillators
aIn = α
I
ne
−i(̟nτ−nσ), aIn
† = αIn
†e+i(̟nτ−nσ) (A.13)
close as [αIm, α
J
n
†] = δIJδmn. In terms of these oscillators, (A.10) reads
H0 =
8∑
I=1
+∞∑
n=−∞
̟n
[
N In +
1
2
]
(A.14)
where the number operators are N In ≡ aIn†aIn (no sum on either n or I). We will drop the
normal ordering constants, since they cancel against the fermionic ones in the plane wave
limit.
To compare space-time quantum numbers with worldsheet quantities, we look at the
Noether charges associated with target space isometries. The relevant ones for us will be
the energy E = i∂t, and the angular momentum J = −i∂ψ, where t and ψ are the global
coordinates on AdS used in (2.1). In the dual CFT description, these correspond to the
conformal dimension ∆ = E and the R-charge J . We find
−i ∂
∂X±
↔ P± =
∫ 2π
0
dσP±, where Pµ =
δS
δX˙µ
=
1
2πα′
GµνX˙
ν (A.15)
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are the momenta canonically conjugate to the coordinates Xµ. In the light-cone gauge,
∆ + J
R2
↔ i ∂
∂X−
↔ −P− = 2p
+
α′
(A.16)
∆− J ↔ i ∂
∂X+
↔ −P+ = 1
p+
H0 =
∑
I
∑
n
̟n
p+
N In (A.17)
Given our gauge choice (A.8), P+ and H0 should differ by a factor of −p+; the minus sign
in (A.17) comes about because H = i∂t, while P = −i∂X . The light-cone states
|Im, Jn, ...〉 ≡ aIm†aJn† ... |0, p+〉 (A.18)
have p+ = J√
4πgN
, with R4 = 4πgNα′2; ∆−J = [1+ m2
2(p+)2
] + [1+ n
2
2(p+)2
] + ... for large p+.
Oscillators (A.13) explicitly depend on time, so they are Heisenberg picture operators.
To go to the Schroedinger picture, we can just drop the time dependence and use the
equations of motion which follow from the Hamiltonian (A.10). These are
aIn = α
I
n e
+inσ,
d
dt
aIn = −i̟nαIn e+inσ (A.19)
aIn
† = αIn
†e−inσ,
d
dt
aIn
† = +i̟nα
I
n
† e−inσ (A.20)
It will be convenient to work with Heisenberg picture operators throughout, and convert
the final expressions to the Schroedinger picture before doing perturbation theory.
A.2 Corrections to the Penrose limit of AdS5 × S5
The 1/R2 correction to the space-time metric is given by 1
R2
ds21 with
ds21 = −2dX−dX+(r2 − y2)−
1
3
(r4 − y4)dX+dX+ + 1
3
(r4dΩ3
2 − y4dΩ′32) (A.21)
Using the identities dridri = dr
2 + r2dΩ23 and rdr = ridri, we can write r
4dΩ23 =
[riridrjdrj − rirjdridrj] and similarly for the y-s. This results in the contributions
Xab ≡ 1
3
[XiXi (∂aXj)(∂bXj)−XiXj (∂aXi)(∂bXj)] (A.22)
to the induced metric Gab. X can be either r or y in (A.22), and the sums on the repeated
i and j run from 1 to 4. The i = j terms cancel in (A.22).
After fixing the worldsheet metric as in (A.2), the bosonic part of the action becomes
S = S0 +
1
R2
S1 with S0 given in (A.4), and
S1 = − 1
4πα′
∫
(dτdσ)
{
−2X−
[
∂τ (X˙
+(r2 − y2))− ∂σ((X+)′(r2 − y2))
]
+
1
3
[
X˙+X˙+ − (X+)′(X+)′
]
(r4 − y4)− (rττ − yττ) + (rσσ − yσσ)
}
(A.23)
20
(we integrated by parts so that derivatives of X− do not appear in S1). Since the variable
X− appears linearly in the action S, we can integrate it out, and impose its equation
of motion as a constraint. Although this equation is no longer linear, it can be solved
perturbatively in 1/R2. Writing
X+(τ, σ) = X+0 +
1
R2
X+1 (A.24)
where X+0,1 are both of order one, we get
0 = X¨+0 − (X+0 )′′ +
1
R2
{
X¨+1 − (X+1 )′′ + ∂τ
[
X˙+0
(
r2 − y2
2
)]
− ∂σ
[
(X+0 )
′
(
r2 − y2
2
)]}
(A.25)
Since X+0 satisfies the free massless wave equation, we can take X
+
0 = x
+ + p+τ . Thus
the (modified) light-cone gauge choice is
X+(τ, σ) =
(
x+ + p+τ
)
+
1
R2
X+1 (A.26)
To completely fix the gauge, we have to make sure that contributions of the form x+1 +p
+
1 τ
and ein(τ±σ), are absent in the mode expansion of X+1 (τ, σ). In terms of the original
coordinate X+ and the original τ and σ, this is a statement that
1
R2
X+1 (τ, σ) ≡ X+(τ, σ)−
1
2π
∑
n,±
ein(τ±σ)
∫
(dσdτ)X+(τ, σ)e−in(τ±σ) (A.27)
The leftover piece X+1 is not a new dynamical variable; rather, it depends on ri and
yi. It is defined to satisfy
X¨+1 − (X+1 )′′ +
1
2
p+∂τ
(
r2 − y2
)
= 0 (A.28)
The r2 and y2 should be taken as their leading order versions (A.11). Setting rin ≡ ain
and yin ≡ ai+4n in the mode expansions (A.11), we find
X+1 =
ip+α′
2
∑
m , n
̟n√
̟m̟n
[
(rimr
i
n − rim†rin†)− (yimyin − yim†yin†)
]
[(̟m +̟n)2 − (m+ n)2]
+
ip+α′
2
∑
m6=n
̟n√
̟m̟n
[
(rimr
i
n
† − rim†rin)− (yimyin† − yim†yin)
]
[(̟m −̟n)2 − (m− n)2] (A.29)
Equation (A.28) is solved in Heisenberg picture; the operator X+1 is determined in terms
of the Heisenberg picture oscillators (A.13). Since (A.29) contains no explicit time depen-
dence, it can be interpreted as a Schroedinger picture expression (when the oscillators are
taken to be in Schroedinger picture), and used in perturbative calculations of energies.
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The action in the modified lightcone gauge (A.26) reads
S = − 1
4πα′
∫
(dτdσ)
{
(p+)2(r2 + y2)− r˙ir˙i − y˙iy˙i + r′ir′i + y′iy′i
+
1
R2
[
(rσσ − yσσ)− (rττ − yττ ) + 1
3
(p+)2(r4 − y4) + 2p+X˙+1 (r2 + y2)
]}
(A.30)
after integrating out X−, i.e. after solving the constraint equation (A.25). As discussed
in [21], the first order correction to the Hamiltonian is minus the correction to the La-
grangian, δH = −δL. Hence the (modified-)lightcone Hamiltonian is
H =
1
4πα′
∫ 2π
0
dσ
{[
(2πα′)2(P ri P
r
i + P
y
i P
y
i ) + (r
′
ir
′
i + y
′
iy
′
i) + (p
+)2(r2 + y2)
]
+
1
R2
[
(rσσ − yσσ)− (rττ − yττ ) + 1
3
(p+)2(r4 − y4) + 2p+X˙+1 (r2 + y2)
]}
(A.31)
with X+1 given in (A.29).
The conserved charges corresponding to ∆+J
R2
and ∆− J are
−P− = 2p
+
α′
+
4p+
4πα′
∫ 2π
0
dσ
1
R2
(
X˙+1
p+
+
r2 − y2
2
)
(A.32)
−P+ = 1
p+
H (A.33)
In terms of the (Schroedinger picture) oscillators,
−P− = 2p
+
α′
{
1 +
α′
2R2
[
4∑
i=1
+∞∑
n=−∞
1
̟n
(N rn
i −Nyni)
]}
(A.34)
Corrections of the form aa and a†a† precisely cancels between 1
p+
X˙+1 and
1
2
(r2 − y2) in
(A.32). For p+ ≫ 1, the worldsheet parameter p+ is related to J and N as
p+ =
J√
4πgN
{
1 +
1
J
4∑
i=1
+∞∑
n=−∞
[
Nyn
i +
2πgNn2
J2
N rn
i
]}
(A.35)
to order 1/R2. Here we used R4 = 4πgNα′2, and wrote (∆ + J) = 2J + (∆ − J). In
(A.35) the contributions of the y and r oscillators have rather different structure.
The Hamiltonian (A.31) is relatively involved, so we analyze it in more detail. The
leading order lightcone string states
|ap, bq, ...〉 = yap†ybq† ... |0, p+〉 (A.36)
with worldsheet momenta (p, q, ...) and (p′, q′, ...) are degenerate only when the (p, q, ...)
and (p′, q′, ...) are permutations of one another. Hence the only terms in δH relevant for
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computing the first correction to the worldsheet energies, are the ones which permute the
worldsheet momenta, namely aka
†
kaka
†
k and aka
†
kala
†
l .
Such terms in
[
(rσσ − yσσ)− (rττ − yττ ) + 13(p+)2(r4 − y4)
]
combine as
2
(
α′
2
)2∑
k
(p+)2
̟2k
[rikr
i
kr
j
k
†rjk
† − yikyikyjk†yjk†]
+ 2
(
α′
2
)2∑
k 6=l
(p+)2 +̟k̟l − kl
̟k̟l
[rikr
i
lr
j
l
†rjk
† − yikyilylk†yjk†]
+ 2
(
α′
2
)2∑
k 6=l
(p+)2 −̟k̟l + kl
̟k̟l
[rikr
j
l r
i
l
†rjk
† − yikyjl yil †yjk†] (A.37)
and the term 2p+X˙+1 (r
2 + y2) gives
− 2
(
α′
2
)2∑
k
[rikr
i
kr
j
k
†rjk
† − yikyikyjk†yjk†]
− 2
(
α′
2
)2∑
k 6=l
2(p+)2(̟k +̟l)
2
̟k̟l[(̟k +̟l)2 − (k + l)2] [r
i
kr
i
lr
j
l
†rjk
† − yikyilylk†yjk†]
− 2
(
α′
2
)2∑
k 6=l
2(p+)2(̟k −̟l)2
̟k̟l[(̟k −̟l)2 − (k − l)2] [r
i
kr
j
l r
i
l
†rjk
† − yikyjl yil †yjk†] (A.38)
Expressions (A.37)-(A.38) appear in 1
p+
δH with an overall prefactor of
1
4πα′
· 2π · 1
R2
· 1
p+
=
1
2α′R2p+
(A.39)
and we find
1
p+
δH =
α′
4R2(p+)3
∑
i,j
∑
k
k2(p+)2
̟2k
(yiky
i
ky
j
k
†yjk
† − rikrikrjk†rjk†)
+
α′
4R2(p+)3
∑
i,j
∑
k 6=l
−2kl(p+)2
̟k̟l
(yiky
i
l
†yjl y
j
k
† − rikril †rjl rjk†)
+
α′
4R2(p+)3
∑
i,j
∑
k 6=l
2kl(p+)2
̟k̟l
(yiky
j
k
†yily
j
l
† − rikrjk†rilrjl †)
+ ... (A.40)
The “...” stands for terms not of the form aa†aa†, as well as terms with more than two
distinct worldsheet momenta; we are also dropping corrections which are higher order in
1/R2 and 1/p+. The second and third lines of (A.40) cancel if i = j.
In deriving (A.37)-(A.38), we have not been careful about the ordering of oscilla-
tors. This means that we may have overlooked some terms which involve commutators
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[yim, y
i
m
†] = 1. The only terms in (A.40) where this could happen come from the first line.
This means we could be possibly neglecting
−δ′P+ =
(
α′
4R2(p+)3
)
ζ
∑
i
∑
k
k2(p+)2
̟2k
(Nyk
i −N rk i) (A.41)
If we were to keep track of the ordering of oscillators, we would find ζ = 1. However, we
have not analyzed the fermionic side, which can also produce similar terms.
Finally, we compare the results of this Appendix with what we found in Section 2. We
will only look at the y-oscillators. The difference between p+ and η is
p+ = η

1 + 1
2R2
∑
i;n
Nyin
̟n

 (A.42)
so the frequencies in the two approaches are related as
̟m = wm

1 + η2
2R2w2m
∑
i;n
Nyin
wn
+O(1/R4)

 (A.43)
Expressions (A.40) and (A.41) then change trivially as ̟n → wn, p+ → η at this order
in 1/R2, while
1
p+
∑
i;n
̟nN
yi
n =
1
η
∑
i;n
wnN
yi
n −
1
2R2η
∑
i,j;m,n
n2Nyin N
yj
m
wmwn
+O(1/R4) (A.44)
Together, (A.40) and (A.44) reproduce the sum of (2.14), (2.22) and (2.23).
B N=4 SYM
Here, we give some details of the N=4 SYM needed for the order g0YM (tree) and g2YM
(one-loop level) calculations of Section (3.2). First we write down the N=4 SYM action
in terms of the fields we will be dealing with. When SUSY is broken down to N=1,
things much more cumbersome, so from the very beginning we use the N=4 Lagrangian
[27](A.12),
L = 1
g2
YM
tr
{
−1
4
FµνF
µν + iλσµDµλ¯+ iψjσ
µDµψ¯
j +DµzjD
µz¯j (B.1)
+i
√
2[λ, ψj]z¯
j − i√
2
ǫjkl[ψj , ψk]zl + i
√
2[λ¯, ψ¯j]zj − i√2ǫjkl[ψ¯j , ψ¯k]z¯l
+[zj, zk][z¯
j , z¯k]− 1
2
[zj , z¯
j ][zk, z¯
k]
}
we leave the fields z1, z¯
1 as they are, and substitute
zj =
1√
2
(φj + iφj+3) , z¯
j = 1√
2
(φj − iφj+3) , j = 2 and 3. (B.2)
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za ab=              N A(x,y) G(x,y)δ
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b
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ab    ij
=              N A(x,y) G(x,y)δ δ
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1
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Figure 1: Order g2YM corrections to scalar propagators consist of a gauge boson exchange
and a fermion loop.
The rest of the fields (gauge bosons and fermions) remain unchanged, and (B.1) becomes
L = L0 + L1 + L2 + Lother (B.3)
where
L0 = 1g2
YM
tr
{
(∂µz1)(∂
µz¯1) +
∑
k
1
2
(∂µφk)(∂
µφk)
}
(B.4)
gives propagators for the scalars;
L1 = 1g2
YM
tr
{
−iAµ[z1, ∂µz¯1]− iAµ[z¯1, ∂µz1] +
∑
k
(−iAµ)[φk, ∂µφk] (B.5)
+i
√
2 z1
(
[λ¯, ψ¯1]− [ψ2, ψ3]
)
+ i
√
2 z¯1
(
[λ, ψ1]− [ψ¯2, ψ¯3]
)
+iφ2
(
[λ, ψ2] + [λ¯, ψ¯
2]− [ψ3, ψ1]− [ψ¯3, ψ¯1]
)
+ φ5
(
[λ, ψ2]− [λ¯, ψ¯2] + [ψ3, ψ1]− [ψ¯3, ψ¯1]
)
+iφ3
(
[λ, ψ3] + [λ¯, ψ¯
3]− [ψ1, ψ2]− [ψ¯1, ψ¯2]
)
+ φ6
(
[λ, ψ3]− [λ¯, ψ¯3] + [ψ1, ψ2]− [ψ¯1, ψ¯2]
)}
gives 3-field vertices; and
L2 = 1g2
YM
tr
{
−[Aµ, z1][Aµ, z¯1]−
∑
k
1
2
[Aµ, φk][A
µ, φk] (B.6)
−1
2
[z1, z¯1][z1, z¯1] +
∑
k
[z1, φk][z¯1, φk] +
∑
k>l
1
2
[φk, φl][φk, φl]


contains 4-field interactions. Finally,
Lother = 1g2
YM
tr
{
−1
4
FµνF
µν + iλσµDµλ¯+ iψjσ
µDµψ¯
j
}
(B.7)
gives propagators for the gauge bosons and the fermions and their interactions with each
other (at order O(g2YM) these do not contribute to the diagrams we care about, and neither
do the ghost terms). The Lagrangian (B.3) has a leftover SO(4) symmetry rotating the
φ-s.
Feynman rules for the Lagrangian (B.3) are somewhat awkward, but the tree and one-
loop diagrams which involve only the scalars can be packaged in a convenient way. First,
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Figure 2: Order g2YM corrections to two point functions of operators of the form
tr z...φ1z...φ2: four-field irreducible blocks. When scalars φi are involved, the diagrams
above represent the net contribution of all contributing Feynman diagrams, packaged in
a way to mimic the N=1 component fields Feynman diagrams. (Thick lines would corre-
spond to exchanges of auxiliary fields Fi and D in the N=1 formulation.) Diagrams with
z2 are given for comparison only. There are similar diagrams with one or both z-lines
running in the opposite direction.
O(g2YM) corrections to the scalar propagators are diagonal in color indices, see Figure 1.
Fermion loops cancel in 〈φa2(x)φb5(y)〉g2
YM
because of the way the signs work out in (B.5).
Corrections to the 4-point irreducible blocks are more involved, but they can be related
to the corresponding diagrams involving only z-s and z¯-s. By comparing two-point func-
tions of the protected operators in the [0,2,0] of SU(4) written on the one hand in terms of
φ-fields, and on the other hand in terms of z-s and z¯-s, we get the diagrams shown in Figure
2. Comparison of two-point functions of the Konishi scalar
∑6
k=1 trφ
kφk =
∑3
k=1 tr z
kz¯k
produce the relations listed in Figure 3.
The “D-term” contributions A and B, and the four-field interaction “F -term” B˜ are
defined by Figures 2 and 3. As in [27] [16], the A and B are not separately gauge invariant.
These must appear as the gauge invariant combination 2A+B, which vanishes in theN=4
theory. So one only has to look at “F -term” contributions, which are all proportional to
γ ≡ 1
2
B˜(x, 0)N = −g
2
YMN
4π2
log x2µ2 ≡ −β log x2µ2 (B.8)
computed for example in [7, 27]. In this paper, we are using the conventions of [7]; in the
Lagrangian (B.1) we have g2YM = 2πg.
We only have to consider planar diagrams since we are interested in the leading large
N behavior. Put differently,
tr [ta1 ...tak ] tr [tak ...ta1 ] =
(
N
2
)k [
1 +O(1/N2)
]
(B.9)
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Figure 3: Order g2 corrections to two point functions of operators of the form
tr z...φ1z...φ1: four-field irreducible blocks. Thick lines correspond to exchanges if the
gauge boson and auxiliary fields Fi and D in the N=1 formulation. The diagrams above
represent the net contribution of all contributing Feynman diagrams, packaged in a way
to mimic the N=1 component fields Feynman diagrams.
and SU(N) traces of all other permutations of the generators (other than cyclic) are
suppressed by 1/N2. To see this, one can use the “trace merging formula”
2 (trAtc) (trBtc) = trAB − 1
N
(trA) (trB) (B.10)
valid when tc are SU(N) generators in the fundamental representation.
At one loop, all but the nearest neighbor interactions are suppressed. The relevant
contributions in Figure 2 have the form
❅
❅
 
 
...•
a
a′
b
b′
c1
c1
cJ
cJ
= tr
[
tatbtc1 ...tcJ
]
tr
[
tcJ ...tc1tb
′
ta
′
]
fabpfa
′b′p
= 1
2
(
1
2
N
)J−1
tr
(
tatbtb
′
ta
′
)
fabpfa
′b′p
[
1 +O(1/N2)
]
= 1
2
(
1
2
N
)J−1
tr
(
ta[tp, ta]tb
′
[tp, tb
′
]
) [
1 +O(1/N2)
]
=
(
1
2
N
)J+3 [
1 +O(1/N2)
]
(B.11)
The difference between the orderings (ab) and (ba) in (B.11) is a minus sign,
❅
❅
 
 
...•
a
a′
b
b′
c1
c1
cJ
cJ
= − ❅❅   ...•
b
a′
a
b′
c1
c1
cJ
cJ
(B.12)
Diagrams shown in the first two lines of Figure 3 have the form
...••
a
a′
b
b′
c1
c1
cJ
cJ
= 1
2
[faa
′pf bb
′p + fab
′pf ba
′p] tr
[
tatbtc1...tcJ
]
tr
[
tcJ ...tc1tb
′
ta
′
]
= 1
2
(
1
2
N
)J+3 [
1 +O(1/N2)
]
(B.13)
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Only one of the two ff -terms contributes at this order; the other one is suppressed by
at least 1/N3. The contribution (B.13) is insensitive to a↔ b. The contributions (B.11)
and (B.13) come with a numerical prefactor of
2
N
G(x, 0)J+2γ (B.14)
with γ = −β log x2µ2 defined in (B.8).
To summarize, the tree level correlators are
N
. . .
1
. . .
2
. . . .
φiφ iφi
= (1
2
GN)J+N (B.15)
and the relevant one-loop contributions can be schematically represented as
. . . .. . . .
φ
iφ
i
= − . . . .. . . . φ
iφ
i
= γ × (1
2
GN)J+N (B.16)
when only one φ is involved in the interaction, and
. . . . . . . .
φiφ
iφ j
j
φ
= − . . . . . . . .
φ jφ
iφj
i
φ = γ × (
1
2
GN)J+N, i 6= j (B.17)
when two distinct φ within either trace interact. Furthermore, we have
. . . .. . . .
φiφ i
=
. . . . . . . .
φiφ
jφj
i
φ
=
. . . . . . . .
φ
iφ iφ
i iφ
=
1
2
γ × (1
2
GN)J+N, i 6= j
(B.18)
Finally, the diagrams which involve a zzz¯z¯ vertex can be read off from (B.17) and (B.18)
by expanding the z and z¯ participating in the vertex in terms of the two remaining φ’s,
. . . . . . . .
z
z
z
z
= −1
2
γ × (1
2
GN)J+N,
. . . . . . . .
z
z z
z
=
3
2
γ × (1
2
GN)J+N
(B.19)
In the results (B.15)-(B.19), we dropped terms suppressed by 1/N2.
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C Equality of matrix elements: generic states
In this appendix we will complete matching the matrix elements of the light cone
Hamiltonian between the two sides of the AdS/CFT correspondence. In section 3.3 we
matched matrix elements for a subset of states. There we considered states with all
excited modes having distinct SO(4) indices ik, and no mode excited more than once. We
will now consider states with some ik being equal. We initially restrict to the case with
no modes excited more than once, N in ≤ 1, but will eventually generalize to most general
case.
In contrast with section 3.3, O∗ no longer vanishes. In addition to (3.33), we now have
to consider off-diagonal elements between the states
|Y〉 = yi1n1† . . . yim†yin†|η〉, m 6= n, (C.1)
and
|Y ′〉 = yi1n1† . . . yjm†yjn†|η〉, m 6= n, (C.2)
which are given by
〈Y|HOD1 |Y ′〉 =
1
J
(
R2
J
)2
mn
√
N imN
i
nN
j
m
′N jn′. (C.3)
There is also an off-diagonal element given by (3.33), but we have analyzed all diagrams
contributing to it in section 3.3. Let us briefly explain why this is the case. Consider
O(g0) part of the contributing two-point function, which we denote by 〈X X¯ ′〉g0 . 〈X˜ X¯ ′∗〉g0
and 〈X ′∗ ¯˜X〉g0 vanish, as there are no contributing interaction-free diagrams. Although
〈X∗X¯ ′∗〉g0 has nonvanishing terms, they are O(1/J2). This is because X∗ is itself O(1/J)
compared to O˜, and an additional factor of 1/J will appear because phases in X∗ and X ′∗
do not match exactly. Similar conclusions can be made about O(g) correlator 〈X˜ X¯ ′〉g1.
Let us compute the off-diagonal element (C.3) in the gauge theory. The only contri-
bution to 〈Y(x)Y¯ ′(0)〉g0 comes from
〈Y∗(x)Y¯ ′∗(0)〉g0 =
1
Ω
∑
......
φˇim
φˇjm
φˇin
φˇjn
φiknk
φiknk
=
1
J
, (C.4)
where the sum runs over all configurations of fields. No O(g0) diagrams appear in 〈Y˜Y¯ ′∗〉g0,
〈Y∗ ¯˜Y ′〉g0 and 〈Y˜ ¯˜Y ′〉g0 . Hence we have
T
(1)
YY ′ = 1. (C.5)
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Computation of FYY ′ is more involved. Possible contributions are
〈Y˜(x) ¯˜Y ′(0)〉g1 = 1
Ω
∑
❅
❅
 
 
...•
φim
φjm′
φin
φjn′
z
z¯
φiknk
φiknk
+(m↔n)+(m′↔n′)+(m↔n,m′↔n′)(C.6)
=
γ
2J
(qn−m + q
∗
n−m + 2),
which holds both for m′ = n, n′ = m (off-diagonal) and m′ = m,n′ = n (diagonal),
−〈Y˜(x)Y¯ ′∗(0)〉g1 = −
1
Ω
∑
❅
❅
 
 
...•
φim
z
φin
z¯
z
z¯
φiknk
φiknk
+(m↔n)+(z↔z¯)+(m↔n, z↔z¯)(C.7)
= − γ
2J
(qm + q
∗
m + qn + q
∗
n),
similar contribution from 〈Y∗(x)Y¯ ′∗(0)〉g1, and
〈Y∗(x)Y¯ ′∗(0)〉g1 =
1
Ω
∑
❅
❅
 
 
... •
z
z¯
z¯m+n
zm+n
φiknk
z¯
z
φiknk
+(φiknk↔z)+(φiknk↔z¯) (C.8)
+(φiknk↔z, φiknk↔z¯)
+
1
Ω
∑
❅
❅
 
 
...•
z
z¯
z¯m+n
zm+n
z
z¯
φiknk
φiknk
+(z↔z¯m+n)+(z¯ ↔ zm+n)+(z↔z¯m+n, z¯ ↔ zm+n)
=
γ
J

− ∑
p:np 6=m,n
(qnp + q
∗
np − 2)−
1
2
(qm+n + q
∗
m+n) + 3

 .
(Recall that the subscript in z¯n+m stands for the phase q
az¯
n+m which depends on the position
of the z¯ in the string of operators.) Combining (C.5)–(C.8) we have
[T−1F]YY ′ = − β
2J
(qm+n − qm−n + c.c.) = 1
J
(
R2
J
)2
mn, (C.9)
which indeed agrees with (C.3), provided N in ≤ 1.
Let us now turn to the diagonal matrix element. Part of it was computed in section
3.3 and is given by (3.57). But now there are other contributions both to T
(1)
OO and to
FOO. To update the former, we must take into account
〈O∗(x)O¯∗(0)〉g0 = 1
Ω
∑
i,(m6=n)
∑
......
φˇim
φˇim
φˇin
φˇin
φiknk
φiknk
=
∑
i
Ni(Ni − 1)
2J
, (C.10)
and
δ〈O˜(x) ¯˜O(0)〉g0 = 1
Ω
∑
i,(m6=n)
∑
......
φim
φin
φin
φim
φiknk
φiknk
= −∑
i
Ni(Ni − 1)
2J
, (C.11)
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which cancels (C.10) to keep TOO = 1. The O(g1) correlators related to (C.10) are given
by the sum of (C.8) over pairs (nk 6= nl) : ik = il with the substitution m = nk, n = nl:
〈O∗(x)O¯∗(0)〉g1 = γ
J
∑
(nk 6=nl):ik=il

3− ∑
p 6=k,l
(qnp+q
∗
np−2)−
1
2
(qnk+nl+q
∗
nk+nl
)

 (C.12)
=
γ
J
[
−
(∑
i
Ni(Ni−1)
2
)∑
k
(qnk+q
∗
nk
−2)
+
∑
(nk 6=nl):ik=il
{
(qnk + qnl − 2 + c.c.)−
1
2
(qnk+nl + q
∗
nk+nl
) + 3
} ]
.
The O(g1) counterpart of (C.11) is
δ1〈O˜(x) ¯˜O(0)〉g1=γ
J
[(∑
i
Ni(Ni−1)
2
)∑
k
(qnk+q
∗
nk
−2) + ∑
(nk 6=nl):ik=il
(qnk+qnl−2qnl−nk+c.c.)
]
.
(C.13)
The first term in this expression is a value of the corresponding interaction-free diagram
times the sum of possible phases, while the second term takes care of overcounted cor-
rections (this technique for computing O(g1) diagrams was explained in more detail in
section 3.3) There is also a contribution which is a direct analog of (3.55)
δ2〈O˜(x) ¯˜O(0)〉g1=γ
J
∑
(nk 6=nl):ik=il
[
(qnk + qnl − 2 + c.c.) +
1
2
(qnk−nl + q
∗
nk−nl + 2)
]
. (C.14)
Finally, we should include the sum over pairs in (C.7) and the same term due to
−〈Y∗(x) ¯˜Y ′(0)+Y˜(x)Y¯ ′∗(0)〉g1 = −
γ
J
∑
(nk 6=nl):ik=il
(qnk + qnl + c.c.), (C.15)
Combining (C.12)–(C.15) we get
δ[T−1F]OO = − β
2J
∑
(nk 6=nl):ik=il
[3qnk−nl+qnk+nl−4qnk−4qnl+4+c.c.] (C.16)
= − 1
J
(
R2
J
)2 ∑
(nk 6=nl):ik=il
nknl,
which should be added to (3.57). In the case of N im ≤ 1, (C.16) combined with the last
term in (3.57) gives
− 1
J
(
R2
J
)2  ∑
(k,l):ik 6=il
nknl +
∑
(nk 6=nl):ik=il
nknl

 = 1
2J
(
R2
J
)2∑
k
n2k, (C.17)
where we used the level matching condition. Hence we again reproduce (3.35).
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Our last step will be generalization to the case of unconstrained N in. To see how (3.54)
is modified recall that all contributing correlators should be divided by
√
N im!N
j
n!N in!N
j
m!N im
′!N jn′!N in′!N
j
m
′! . . . (C.18)
where . . . stands for other N iknk which will be cancelled by the number of possible contrac-
tions, just as they are cancelled in non-interacting diagrams to produce TOO = 1+O(1/J).
On the other hand, the combinatorial factor that multiplies all the correlators contributing
to (3.54) is
N im!N
j
n!N
i
n
′!N jm
′! . . . (C.19)
The ratio of (C.19) and (C.18) is precisely the factor
√
N imN
j
nN in
′N jm′ which appears in
(3.54). The combinatorial factor in (C.3) can be restored in the similar manner.
In addition to (3.33) and (C.3) we also need to consider off-diagonal matrix elements
between the states
|Z〉 = yi1n1† . . . yin†yin†|η〉, (C.20)
and
|Z ′〉 = yi1n1† . . . yjn†yjn†|η〉, (C.21)
which are given by
〈Z|HOD1 |Z ′〉 =
1
4J
(
R2
J
)2
n2
√
N in(N
i
n − 1)N jn′(N jn′ − 1). (C.22)
This can be computed similarly to (C.9). One should just multiply each term in (C.5)–
(C.8) by
JN√
Ω˜ Ω˜′
N in(N
i
n − 1)
2
N jn
′(N jn
′ − 1)
2
(N in − 2)! (N jn′ − 2)!. (C.23)
The ingredients in (C.23) correspond to the normalization, the number of possible choices
of a pair out of N in (N
j
n
′) φin’s ( φ
j
n’s), and the number of permutations of the leftover
φin’s ( φ
j
n’s). Substituting Ω˜ ≈
√
JNN in!N
j
n! . . . and Ω˜′ ≈
√
JNN in
′!N jn′! . . . into (C.23) one
recovers correct combinatorial factor in (C.22).
The expressions for diagonal matrix elements (3.57) and (C.16) do not change when
we allow N in > 1. However (C.17) changes to
1
2J
(
R2
J
)2∑
i,n
n2(N in)
2. (C.24)
There is an additional contribution to the diagonal matrix element, which is similar to
(C.16) but with nl = nk. To compute it, one has to follow the logic which led to (C.16)
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paying special attention to combinatorial factors. We now have
δ〈O∗(x)O¯∗(0)〉g0 = 1
Ω
∑
i,n
∑
......
φˇin
φˇin
φˇin
φˇin
φiknk
φiknk
=
∑
i,n
N in(N
i
n − 1)
4J
(C.25)
and
δ〈O˜(x) ¯˜O(0)〉g0 = 0. (C.26)
since the diagram analogous to (C.10) with m = n have been already taken care of, and
absorbed in the normalization constant. The analog of (C.12) is
δ〈O∗(x)O¯∗(0)〉g1=γ
J
∑
i,n
N in(N
i
n−1)
4
[
−∑
k
(qnk+q
∗
nk
−2)+2(qn+q∗n−2)−
1
2
(q2n + q
∗
2n)+3
]
,
(C.27)
while the contribution similar to (C.13) is absent. The analog of (C.14) is
δ3〈O˜(x) ¯˜O(0)〉g1=γ
J
∑
i,n
N in(N
i
n − 1)
4
[4(qn + q
∗
n − 2) + 2] . (C.28)
Finally, there is an analog of (C.15) given by
−δ〈O∗(x) ¯˜O′(0)+O˜(x)O¯∗(0)〉g1 = −γ
J
∑
i,n
N in(N
i
n − 1)
2
(qn + q
∗
n). (C.29)
Combining (C.25)–(C.29) we get the following contribution to the diagonal matrix element
from the φin/φ
i
n interactions
β
J
∑
i,n
N in(N
i
n − 1)
4
(
4qn − q2n
2
+ c.c.
)
= − 1
J
(
R2
J
)2∑
i,n
n2N in(N
i
n − 1)
4
. (C.30)
Adding this to (C.24) and then replacing the last term in (3.57) with the resulting ex-
pression we recover the string theory result (3.35). This concludes the matching of matrix
elements between the string and the gauge theory.
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