Drugs of abuse cause persistent alterations in synaptic plasticity that may underlie addiction behaviors. Evidence suggests glial cells have an essential and underappreciated role in the development and maintenance of drug abuse by influencing neuronal and synaptic functions in multifaceted ways. Microglia and astrocytes perform critical functions in synapse formation and refinement in the developing brain, and there is growing evidence that disruptions in glial function may be implicated in numerous neurological disorders throughout the lifespan. Linking evidence of function in health and under pathological conditions, this review will outline the glial and neuroimmune mechanisms that may contribute to drug-abuse liability, exploring evidence from opioids, alcohol, and psychostimulants. Drugs of abuse can activate microglia and astrocytes through signaling at innate immune receptors, which in turn influence neuronal function not only through secretion of soluble factors (eg, cytokines and chemokines) but also potentially through direct remodeling of the synapses. In sum, this review will argue that neural-glial interactions represent an important avenue for advancing our understanding of substance abuse disorders.
INTRODUCTION
Drug abuse remains an intractable and costly disorder (Degenhardt et al, 2013) . For instance, the recent crisis of opioid abuse, driven in part by increased use of opioid-based prescription pain medication, has resulted in a dramatic rise of overdose-associated deaths in the past decade (Calcaterra et al, 2013; Case and Deaton, 2015) . Drug dependence exacts an enormous cost beyond the loss of life, both in terms of individual suffering as well as the economic burden of treatment and incarceration for the use of illegal substances. To treat this epidemic, we must advance our understanding of the biological and environmental factors that contribute to the pathophysiology of drug abuse.
The vast majority of preclinical and clinical research on addiction has focused on uncovering neuronal adaptations that follow exposure to drugs of abuse. Despite decades of progress toward understanding the neurobiological consequences of acute and repeated drug exposure, the underlying mechanisms of addiction behavior-including drug-seeking, drug-taking, and relapse behavior following periods of abstinence-remain unsolved. Although drug-induced alterations in neuronal function remain an essential component for theories of drug addiction (Koob and Volkow, 2010) , accumulating evidence suggests they are not the only cells impacted by drugs of abuse. Glial cells, including microglia and astrocytes, are also influenced by exposure to abused drugs, and their responses likely contribute to the behavioral outcomes associated with substance abuse (Coller and Hutchinson, 2012; Miguel-Hidalgo, 2009 ). Once viewed as passive support elements for neurons, it is now clear that both microglia and astrocytes can actively regulate many aspects of neuronal function, including neurotransmitter release, gene regulation, electrophysiology, dendritic morphology, synaptic connectivity, and cell viability (Araque et al, 2014; Eroglu and Barres, 2010; Kettenmann et al, 2013; Salter and Beggs, 2014) . As immunocompetent sentinels of the central nervous system (CNS), they are also critical participants in the development and protection of the CNS, including neural development, cell migration, programmed cell death, and regulation of synapse maturation and elimination Chung et al, 2015a; Hanisch and Kettenmann, 2007; .
In the following review, we argue that glia participate in the molecular and synaptic changes that occur in neurons following drug exposure, and these neural-glial interactions consequently influence behavioral responses to these drugs. We deliberately narrow our focus of 'glia' to microglia and astrocytes, given the wealth of existing literature on these cell types and the critical neuroimmune signals they produce. Nonetheless, there are other glial and non-neuronal cells in the brain-including oligodendrocytes, endothelial cells, vascular cells, and other cells of innate and adaptive immunity-and their potential contributions to addiction are undoubtedly important as well, but are beyond the scope of this review.
First, a brief overview of the neurobiology of drugs of abuse is presented, focusing on dopaminergic circuitry. Second, several mechanisms regulating glial physiology are reviewed, highlighting pathways of innate immune signaling. Third, we discuss recent evidence that microglia and astrocytes directly monitor synaptic activity in the healthy CNS and modify synaptic structures. Fourth, we explore how opioids, alcohol, and psychostimulants can influence glia and neuroimmune signaling, tracing evidence from signaling to behavior. Finally, future research and clinical implications will be discussed.
NEUROCIRCUITRY INVOLVED IN REWARD AND REINFORCEMENT OF ABUSED SUBSTANCES
Patterned neural activity between brain regions coordinates the manifestation of motivated behavior toward natural stimuli that promote survival and reproductive needs, such as food, water, or a potential mate. Although the specifics of these needs vary considerably within and across species, they share a common characteristic of eliciting purposive behaviors to seek and obtain a particular goal (Sternson, 2013) . In a similar manner, drugs of abuse exhibit remarkable diversity, differing in terms of chemical structure, affinity for various target receptors within the brain and periphery, solubility across the blood-brain barrier, metabolism and eventual clearance from the organism. Despite these structural and functional differences, drugs of abuse (like natural rewards) share a common characteristic of being reinforcing; humans and animals will work to acquire and consume these substances, rapidly associating environmental and interoceptive cues that predict their availability and increasing the frequency of behaviors required to obtain them (Hyman et al, 2006) . Repeated exposure to drugs of abuse can produce the condition of drug addiction, characterized by compulsive drug-seeking and drug-taking behavior that continues despite harmful consequences (Deroche-Gamonet et al, 2004; Koob and Volkow, 2010) . A full review of the mechanisms of drug addiction is beyond the scope of this review, but the basic evidence for a neuronal basis of drug reinforcement is provided.
Most investigations into the pathogenesis of drug addiction and the physiological consequences from acute and repeated drug exposure have focused on the function and adaptations of dopamine-producing neurons in the ventral midbrain. Two anatomical divisions-the ventral tegmental area (VTA) and the substantia nigra pars compacta (SNc)-provide dopaminergic innervation throughout the forebrain, including the prefrontal cortex (PFC), amygdala, hippocampus, and striatum (Tritsch and Sabatini, 2012) . Dopaminergic projections from the SNc largely terminate in the dorsal striatum (the nigrostriatal pathway), while neurons originating from the VTA send projections to the nucleus accumbens (NAc), a component of the ventral striatum, as well as the PFC (the mesolimbic and mesocortical pathways, respectively) (Björklund and Dunnett, 2007; Oades and Halliday, 1987) . Initial insight into the functional consequence of dopaminergic transmission in the context of reward was strongly influenced by experiments of intracranial selfstimulation (Olds and Milner, 1954) . Rats with electrodes implanted in certain locations, including fibers of passage for the mesocorticolimbic pathway, would exert extraordinary effort in order to receive electrical stimulation (Crow, 1972; Olds, 1958) . In addition, fast-scan cyclic voltammetry, which can resolve fluctuations in extracellular dopamine levels at the subsecond scale, have largely confirmed that drugs of abuse increase the amplitude of phasic dopamine release (Phillips et al, 2003; Vander Weele et al, 2014) . Taken together, these results suggest that dopaminergic transmission in response to drug administration may be a common neurobiological substrate that may account for the overwhelmingly reinforcing properties of various abused substances (Lüscher and Malenka, 2011) .
Although the dynamics of mesocorticolimbic dopamine release are important for certain aspects of reinforcement learning, it is clear that dopamine is not always necessary for the development of reward-like behavior (Salamone and Correa, 2012) . For instance, transgenic mice incapable of producing dopamine still exhibit preference for sweetened sucrose solution over water (Cannon and Palmiter, 2003) and develop conditioned place preference (CPP) for a morphine-paired chamber (Hnasko et al, 2005) . There are some caveats to the validity of this transgenic method (eg, the mice must be treated daily with L-DOPA to survive and given caffeine to overcome hypoactivity), but these experiments and others indicate that non-dopaminergic molecular mechanisms may also mediate reinforcement learning.
There are multiple, non-mutually exclusive explanations for why researchers have faced challenges in unraveling the neurocircuitry involved in addiction. For one, the composition of cells within the midbrain reward system are more complex than originally presumed (Lammel et al, 2014; Lammel et al, 2012) . Neurons within the VTA are not identical in the synaptic input they receive, nor do they project to identical targets (Beier et al, 2015) . In addition, VTA neurons may release more than just dopamine, often co-releasing glutamate and GABA simultaneously (Hnasko et al, 2010; Root et al, 2014; Tritsch and Sabatini, 2012) , which complicates the characterization of post-synaptic effects. An additional hindrance in translating addiction research involves the necessity of comparing results across experiments that can vary dramatically by a multitude of factors, including the drug concentration, method of delivery (eg, experimenter administered vs self-administration), timecourse of drug access (eg, hours of access per day, number of days of access), and the consequent neuroadaptations that occur from repeated drug exposure. To understand how reward and reinforcement is encoded in the brain, we need to understand the pathways and the participants-that is, understanding not only the detailed neuronal circuitry but also characterizing which cell types can contribute to a given behavioral outcome. To this end, there is a growing appreciation that glia and non-neuronal cell types can be key participants in a wide array of cognitive and behavioral functions. The following sections serve as an entry point to discussing mechanisms that impact glial-neuroimmune signaling and therefore the neurocircuitry underlying abuse liability and reward behavior.
GLIAL PHYSIOLOGY: MECHANISMS REGULATING FUNCTION

Microglia
Microglia have long been considered the resident immune cells of the brain and spinal cord, sharing many functional characteristics with circulating and tissue-specific macrophages of myeloid origin (del Río-Hortega, 1932; Thomas, 1992) . They are distributed throughout all brain regions but in varying densities, with the highest concentration of cells appearing in the substantia nigra, basal ganglia, and hippocampus (Lawson et al, 1990) . Each cell has numerous ramified processes that extend throughout the surrounding neuropil, but their processes rarely overlap with those of a neighboring microglial cell (Kierdorf and Prinz, 2013) . This spatial organization within the brain demonstrates how microglia are active surveyors of their tissue microenvironment, sensing the location of other microglia and receiving regulatory signals from surrounding neurons that influence their location. The surface membrane of microglia is replete with a tremendous diversity of receptors for mounting stimulus-specific responses against a variety of potential threats to tissue homeostasis (for review see Hanisch et al, 2007; Lucin and Wyss-Coray, 2009; Ransohoff and Perry, 2009; Saijo and Glass, 2011) . This includes an extensive catalog of exogenous factors, such as infectious microbes (eg, bacterial, viral, or fungal pathogens), toxins, and other foreign substances (ie, xenobiotics), as well as noxious endogenous compounds released from dead or dying cells that often result from conditions such as traumatic brain injury, ischemia, or neurodegeneration (Xanthos and Sandkühler, 2014) . Upon detection of these threats, microglia mount specialized responses that can include phagocytosis, lysosomal degradation, and secretion of cytokines, chemotactic cytokines (ie, chemokines), or growth factors that can effect neuronal function, recruit additional immune cells, aid in tissue repair, or induce apoptosis (Kierdorf and Prinz, 2013) . In addition to these signaling principles that are initiated by the presence of exogenous factors that are not usually seen in the CNS or endogenous factors not normally seen at such concentrations (such as intracellular release of heat shock proteins), there are also a number of endogenous membranebound and secreted factors originating from neurons that influence microglial activity (Hanisch et al, 2007) . These so called 'on' and 'off' signals that regulate microglial responses are extremely varied and beyond the scope of this review (see Biber et al, 2007) . We focus in the sections that follow on the signaling pathways associated with Toll-like receptor (TLR) complexes, as these are the most extensively characterized receptors for host defense, as well as in the response to drugs of abuse (Gay et al, 2014; Trotta et al, 2014) . See Box 1 BOX 1 Toll-like Receptors: Recognition, Signaling, and Cell Types Toll-like receptors (TLRs) are transmembrane pattern recognition receptors (PRRs) that have an essential role in coordinating innate immune responses through detection of microbial pathogens (Kawai and Akira, 2006) . All TLRs contain a cytosolic Toll/interleukin-1 receptor (TIR) domain and a leucine-rich ectodomain that accommodates binding of highly conserved pathogen-associated molecular patterns (PAMPs), such as bacterial lipoproteins, bacterial flagellin, and viral single-stranded RNA (Gay et al, 2014; Kawai and Akira, 2006) . Beyond pathogen recognition, there is increasing evidence that TLRs may also recognize danger-associated molecular patterns (DAMPs), which include numerous endogenous ligands such as peptides, lipoproteins, glycosaminoglycans, and nucleic acids released by activated or necrotic cells (reviewed in Piccinini and Midwood, 2010) . Individual TLR recognition is also dependent on their extracellular (TLR1, TLR2, TLR4, TLR5, and TLR6) or intracellular (TLR3, TLR7, TLR8, and TLR9) residence. For example, a difference in the subcellular localization of TLRs differentially induces the MyD88-dependent (extracellular and intracellular) or MyD88-independent (intracellular) pathways (Kawai et al, 2001) . A brief introduction of the MyD88-dependent and MyD88-independent signaling pathways is provided below (see Figure 2) . For a detailed history and description of TLR signaling we recommend the following reviews (O'Neill et al, 2013; Piccinini and Midwood, 2010; Takeda and Akira, 2004; Trotta et al, 2014) . The MyD88-dependent pathway requires the adaptor proteins TIRAP (TIR domain containing adaptor protein) and MyD88 to initiate the signal cascades necessary for translocation of nuclear factor-κB (NF-κB) to the nucleus (Trotta et al, 2014) . NF-κB then binds to DNA and produces pro-inflammatory products such as IL-1β, IL-6, IL-8, tumor necrosis factor alpha (TNF-α), inducible nitric oxide synthase (iNOS), and also anti-inflammatory IL-1ra and IL-10 cytokines (Lee and Kim, 2007) . In addition to NF-κB, the mitogen-associated protein (MAP) kinases, JUN N-terminal kinase (JNK) and p38, signaling pathways are also activated to produce the transcription factors activator protein 1 (AP1) and cyclic AMP-responsive element-binding protein (CREB), respectively. The MyD88-independent pathway uses the adaptors TICAM (Toll-like receptor adaptor molecule) 1 or TRIF (TIR-domain-containing adaptor inducing interferon-β) and TICAM2 or TRAM (TRIF-related adaptor molecule). Binding of TICAM1/TICAM2 or TRIF/TRAM to TIR domains on TLRs allows for the production of transcription factor IRF3 (IFN regulatory factor 3) and IFN-β. To-date, only TLR4 and TLR3 contain a MyD88-independent pathway using the TRIF/TRAM or TRIF adaptor molecules, respectively (O'Neill et al, 2013) . It is well understood that TLRs are found on immune cell types such as macrophages, dendritic cells, and B and T cells as well as non-immune cell types including fibroblasts and epithelial cells . TLRs have also been found on microglia, where activation results in production of immunoregulatory signaling molecules. Nonetheless, not all TLRs are localized exclusively on microglia. TLR4, for example, has been observed on microglia, neurons, astrocytes, neural progenitor cells, and endothelial cells (AlfonsoLoeches et al, 2010; Grace et al, 2014b; Jack et al, 2005; June et al, 2015; Liu et al, 2011; Rolls et al, 2007) . Advanced transcriptome analysis of purified cell populations in rodent cortex confirms that these other cells have transcript copies for TLR4 . In contrast, TLR2 mRNA expression is highly enriched in microglia, suggesting that some pathways of innate immune signaling are preferentially localized to discrete glial cell populations (Hickman et al, 2013; Zhang et al, 2014) . Therefore, depending on the ligand, localization, MyD88 contribution, and cell type, TLR signaling can produce a wide variety of pro-and anti-inflammatory products, which may be used to communicate with multiple cell types. It should be noted that while TLR signaling is a major source of inflammatory products, other non-TLR pathways (eg, IL-1R, TNFR, and ITAMassociated receptors) can also lead to cytokine production (Yang et al, 2010) (reviewed in (Ivashkiv, 2008) ). Although these secreted molecules can aid in host defense against invading pathogens, many are neurotoxic and must be quickly inactivated upon pathogen clearance to prevent neuronal injury. For example, an imbalance of pro-inflammatory cytokines is implicated in numerous neurodegenerative diseases and is considered detrimental for cognition (Jones et al, 2015; Kilic et al, 2008; Williamson et al, 2011) . Taken together, there is growing evidence that TLR-induced inflammatory products impact not only immune signaling, but also behavior.
for an in-depth discussion of TLRs and their unique properties of recognition and signaling.
Astrocytes
Astrocytes have traditionally been characterized as supportive cells in the brain for their roles in maintaining neuron homeostasis and survival. The mammalian nervous system requires astrocytes; genetic elimination of astrocyte precursors is lethal to pups within 2 weeks of birth, which coincides with the period of exuberant synaptic outgrowth in the rodent cerebral cortex (Li et al, 2012a) . Similar to microglia, in the healthy brain astrocytes extend a network of cellular processes throughout the CNS parenchyma that ensheath synapses and establish connections with blood vessels. A single astrocyte can make contact with a large number of synapses emerging from a single neuron as well as across a population of neurons, ranging from hundreds of synaptic contacts per astrocyte in the cortex to tens of thousands of synapses in the hippocampus (Bushong et al, 2002; Halassa et al, 2007) . As a result, astrocytes are well-positioned to integrate signals from a great number of synapses at once, which may have implications for higher-order information processing.
The role of astrocytes at the synaptic cleft are diverse and involve reuptake of neurotransmitters, buffering of extracellular ion concentrations, and release of many diffusible signaling molecules (see Araque et al, 2014; Fields et al, 2015) . In particular, astrocytes have been shown to be essential for glutamate regulation between neurons. Inhibition of astrocyte proliferation leads to profound sensitivity to glutamate toxicity in vitro (Rosenberg and Aizenman, 1989) , while in vivo disruption of astrocyte potassium channel activity results in impaired synaptic glutamate clearance with devastating effects to survival (Djukic et al, 2007) . Astrocytes express glutamate transporters, including GLAST and GLT-1, which are critical for clearing synaptic glutamate. This was confirmed by intracerebroventricular delivery of antisense oligonucleotides against GLAST or GLT-1, which results in excessive glutamate release, striatal neurotoxicity, and progressive motor deficits (Rothstein et al, 1996 ) (see Figure 1 and Table 1) .
Although the immunoregulatory properties of astrocytes are perhaps less appreciated than microglia, astrocytes can also participate in inflammatory signaling within the CNS as well as regulating immune cell trafficking at blood vessels (see Tian et al, 2012) . In response to injury or other insults, astrocytes can secrete a variety of neuroimmune signaling molecules, including IL-1α, IL-6, TNFα, and IFN-γ (Lau and Yu, 2001 ). Release of immune-related molecules from astrocytes can signal to and regulate glial cell function as well as modulate synaptic function. In particular, release of the cytokine TNFα from astrocytes has been shown to increase AMPA glutamate receptor trafficking and modulate synaptic scaling of hippocampal neurons in culture (Beattie Stellwagen and Malenka, 2006) . In total, astrocytes and microglia are both essential contributors to maintaining tissue homeostasis in the CNS through a variety of signaling mechanisms.
GLIAL REGULATION OF NEURONAL FUNCTION AND STRUCTURE
Microglia
Resident tissue macrophages, including microglia, have the capacity to defend the organism against threats to tissue homeostasis. Under healthy conditions, it was traditionally assumed that microglia remained in a resting or quiescent state before rapidly mounting stimulus-specific responses to various signals of injury or danger, termed activation (Kreutzberg, 1996) . Activation was most evident by alterations in cell morphology, in which resting microglia retract their highly ramified processes and adopt an amoeboid shape distinguished by high motility (Stence et al, 2001) . However, the notion of microglia 'resting' in the healthy CNS was upended by a series of reports that devised an elegant preparation to visualize mammalian microglia in vivo (Davalos et al, 2005; Nimmerjahn et al, 2005) . Microglia were fluorescently labeled in transgenic mice expressing enhanced GFP at the locus of the Cx3cr1 gene (Jung et al, 2000) and visualized by thinning the skull and performing two-photon microscopy. This preparation revealed that the soma of cortical microglia remain relatively stationary, but in contrast, their ramified processes are highly motile, retracting and extending protrusions throughout the parenchyma and surveying the entire brain every few hours (Nimmerjahn et al, 2005) . This surveillance allows microglia to dynamically respond to signs of injury, which rapidly extend their processes toward sites injured by focal laser ablation (Davalos et al, 2005) . Similar results were also obtained from zebrafish embryos; like their mammalian counterparts, microglial cells expressing GFP under the promotion of the apolipoprotein-E locus display highly mobile, extensively branched processes, which phagocytose apoptotic neurons for lysosomal degradation (Peri and Nüsslein-Volhard, 2008) . Taken together, these results indicate that microglia are not simply 'reactive' immune cells that mobilize following infection or injury, but are active sentinels that are constantly surveying the healthy CNS. On the basis of these observations, researchers have sought a potential explanation for why an organism might expend considerable energy to continuously scan the neuropil under homeostatic conditions. As a result, several groups have argued that microglia might have an essential role in monitoring synaptic activity Graeber, 2010; Kettenmann et al, 2013; . In support of this hypothesis, ultrastructural analysis in mice has revealed that microglial processes make direct contact not only with axon terminals and dendritic spines but also astrocytes and their perisynaptic processes that ensheath dendritic branches (Tremblay et al, 2010) . Similarly, simultaneous in vivo two-photon imaging of fluorescently labeled neurons and microglia confirmed that microglial processes make frequent but brief contact with dendritic spines (Wake et al, 2009) . These results put microglia in a prime position to monitor fluctuations in secreted elements at synapses, but it was unclear if their function could be altered by changes in neuronal activity. Remarkably, reducing basal neural activity in the visual cortex by either binocular occlusion or intraocular injection of tetrodotoxin (TTX) reduces the frequency that processes make contact with neurons (Wake et al, 2009 ). Similar results were obtained when animals were reared in complete darkness during a critical period of visual cortex development (Tremblay et al, 2010) . In contrast, increasing neuronal activity in zebrafish by either glutamate uncaging or repetitive visual stimulation results in increased contact by microglial processes, which preferentially ensheath neurons with high spontaneous calcium transients through a mechanism that likely involves calcium-induced release of ATP from neurons (Li et al, 2012b) . Contact by microglial processes was also associated with a subsequent decrease in spontaneous spiking frequency (Li et al, 2012b) . Therefore, microglia appear to monitor synaptic function and alter their physiological behavior in response to changes in neuronal activity, which in turn can exert influence on the activity properties of contacted neurons. Likewise, microglial surveillance of synapses is likely an evolutionarily conserved process, as similar properties are observed from zebrafish to mice. On the basis of their macrophage-related lineage, many wondered if microglia have a role in phagocytosing structural rudiments of the CNS, including synapses.
In seeking answers to these questions, it has become increasing clear that microglia can be active participants in sculpting neural circuits. The initial insight for synaptic stripping originated from the facial nerve injury model, in which unilateral incision of the facial nerve would reliably produce microglial activation on the transected side. Light and electron microscopy revealed that microglial processes make direct contact with dendritic shafts and perikarya of damaged neurons and remove synaptic terminals from these branches, suggesting that under conditions of sterile injury, microglia can remove synaptic structures from axotomized neurons (Blinzinger and Kreutzberg, 1968) . A similar outcome was described in the sensorimotor cortex following immune activation; focal targeting of cortical microglia by stereotaxic delivery of heat-killed bacteria and subsequent peripheral bacterial challenge resulted in increased contact of Iba1 + and CD68 + microglia processes with neurons and decreased the number of presynaptic terminals compared with saline injections (Trapp et al, 2007) . Increased elimination of dendritic spines is also observed under other conditions of injury that are characterized by microglial activation, including ischemia (Wake et al, 2009 ) and craniotomy (Xu et al, 2007) . These results are consistent with the notion that microglia are sensitive to changes in the neuronal milieu and that certain molecular signals can promote pruning of synapses. However, it was previously unclear what molecular signals may promote synapse elimination and, more importantly, if this process was restricted to states of severe injury, or if it may have broader implications for shaping neuronal connectivity.
These questions were methodically addressed in the context of retinogeniculate system development. Axons from retinal ganglion cells (RGCs) form exuberant synaptic connections in the dorsal lateral geniculate nucleus (dLGN) of the thalamus early in development. These imprecise and overlapping projections are then selectively eliminated in an activity-dependent fashion, resulting in remarkably precise eye-specific segregation of synaptic input (Luo and O'Leary, 2005; Schafer et al, 2013a) . During the postnatal period when synaptic refinement is still ongoing (P5), microglial phagocytosis of RGC inputs is high, compared with time periods after eye-segregation is established (P9 or P30) (Schafer et al, 2012) . This synaptic pruning is exquisitely dependent upon neuronal activity. When neuronal activity in one eye is inhibited by intraocular injection of TTX, microglia preferentially engulf RGC input from the TTX-treated eye; conversely, when neuronal activity in one eye is augmented by forskolin (an adenylyl cyclase activator that potentiates neuronal activity), microglia preferentially engulf RGC input from the saline-treated eye (Schafer et al, 2012) . Thus, microglia participate in synaptic refinement during development by engulfing the synapse with relatively 'weak' synaptic strength.
Subsequent synaptic refinement experiments determined a somewhat surprising role for classical complement proteins of the immune system in this process; specifically, C1q and C3 localize to synapses intended for elimination. Microglia that express the complement receptor for C3 (also known as CD11b/CD18) are activated for phagocytosis of these 'opsonized' or labeled synapses. Mice with transgenic knockout of either the ligand C3 or its receptor CR3 both show a significant decrease in RGC synaptic engulfment compared with wild type, and this disruption in synaptic pruning results in greater overlap between ipsilateral and contralateral RGC input to the dLGN, a deficit which persists well into adulthood (Schafer et al, 2012) . These results represent some of the most compelling evidence that microglia directly alter neural circuitry by actively phagocytosing structural elements from neurons, a process driven by changes in neuronal activity.
Astrocytes
The participation of astrocytes in the development, maturation, and refinement of neuronal synapses has been wellestablished for over two decades. Early work with in vitro preparations of neuronal cultures noted that astrocytes were required for proper axon outgrowth, spatial arrangement, and neuron cell survival (Banker, 1980; Noble et al, 1984) . The ability to identify astrocyte-specific factors regulating neuron function was achieved with the development of a purified culture of neurons (ie, RGCs), whose survival can be maintained in the absence of glia with the addition of several growth factors (Meyer-Franke et al, 1995) . When cultured in isolation, these RGC neurons extend their processes but produce very few functional synapses. Interestingly, when cultured with a feeder layer of astrocytes for several days, these neurons produce numerous functional synapses, based on characterization of their electrophysiological properties, immunostaining for synaptic markers, and evaluation by electron microscopy (Pfrieger and Barres, 1997; Ullian et al, 2001) . Culturing RGCs with astrocyte conditioned medium (ACM) results in similar synaptic development, implying that secreted signals from astrocytes promote synapse formation (Christopherson et al, 2005) .
To this end, a great number of synaptogenic molecules from astrocytes have been identified. In the context of early brain development, a critical role for thrombospondins (TSPs) has been characterized. TSPs are extracellular matrix proteins secreted by astrocytes that appear to be important for synapse formation. Purified TSP1 or TSP2 delivered to RGCs replicates the development of synapses seen following ACM treatment (Christopherson et al, 2005) . Consistent with these in vitro data, genetic knockout of TSP1 or TSP2 causes a dramatic reduction in synaptic puncta in the mouse cerebral cortex (Christopherson et al, 2005) . Subsequent experiments identified the calcium channel subunit α2-δ1 as the synaptic receptor responsible for the synaptogenic action of TSPs (Eroglu et al, 2009) . Although the synapses formed by TSPs are functionally 'silent' by lacking AMPA receptors, astrocytes can also promote GluA1-containing AMPA receptor expression to produce postsynaptically 'active' synapses through release of glypicans 4 and 6 (Allen et al, 2012) .
In addition to TSPs, the secreted matricellular protein hevin (also known as secreted protein acidic and rich in cysteine (SPARC)-like 1, or SPARCL1) is important for RGC synapse formation in vitro and for establishing synaptic connectivity to the superior colliculus in vivo (Kucukdereli et al, 2011) . Interestingly, the protein SPARC is also released by astrocytes and functions to inhibit the synaptogenic action of hevin (Kucukdereli et al, 2011) . The positive and negative actions of these molecules on synapse formation demonstrate that astrocytes can carefully tune the formation of synaptic elements in a bidirectional manner.
There are many other molecules released by astrocytes that have been shown to be synaptogenic, and importantly, their expression is dynamically regulated at different developmental time points (for an extensive review see Chung et al, 2015a; Clarke and Barres, 2013) . Interactions between astrocytes and microglia may determine synapse elimination as well. The complement protein C1q that opsonizes synapses for elimination is expressed by purified RGCs, and its transcription is regulated by astrocytic release of the cytokine transforming growth factor (TGF)-β (Bialas and Stevens, 2013) . On the basis of these results and others, it has been proposed that astrocytic control of synaptic transmission and plasticity may have an important role in the development and maintenance of substance abuse (Haydon et al, 2009) .
These collective data suggest that under pathological conditions in the CNS or in conditions of altered glial activation, there may also be inappropriate remodeling of synaptic structures and persistent alterations in neuronal activity (Chung et al, 2015b; Robel and Sontheimer, 2016) . On the basis of the ability of microglia and astrocytes to monitor, effect, create and eliminate synapses (see Figure 1) , one could hypothesize that synaptic remodeling may occur under the conditions of drug exposure and abuse and could contribute to the persistent behavioral effects characteristic of substance abuse disorders (Coller and Hutchinson, 2012; Miguel-Hidalgo, 2009 ).
OPIOIDS, GLIA, AND NEUROIMMUNE SIGNALING
Drugs of abuse could influence glia directly through interactions at surface receptors sensitive to these natural or synthetic compounds, or indirectly through their effects on neighboring neurons surveyed by microglia or astrocytes, which include but are not limited to changes in neurotransmitter release or synthesis, protein trafficking, spontaneous or evoked patterns of action potentials, and release of cytokines, chemokines, or other immune signaling molecules. In turn, glial responses to drugs of abuse could influence neuronal function directly through physical remodeling of structural components (Brown and Neher, 2014; Corty and Freeman, 2013) , as described in the previous section, or indirectly through a variety of released compounds (see Block et al, 2007) . This chemical communication from glia can be both anti-inflammatory and neuroprotective (eg, IL-10, TGF-β, and BDNF) or proinflammatory and neurotoxic (eg, IL-1β, TNFα, and NADPH oxidase) (see Figure 1) . In particular, the expanding literature implicating glia as critical effectors of synaptic maturation and pruning can be extended to predict that glia may participate in regulating synaptic plasticity in the face of drug exposure. The following section will explore the physiological effects that opioids exert on glial biology, in particular changes to neuroimmune signaling, as well as the evidence that glial activity may influence behavioral responses to these drugs. The phrase 'neuroimmune signaling' is used deliberately to emphasize that, while microglia and astrocytes are the principal cells of immune regulation in the CNS, they signal to and receive signals from all cells of the CNS, including neurons, microglia, astrocytes, oligodendrocytes, non-parenchymal CNS macrophages, and endothelial cells (see Hutchinson and Watkins, 2014) .
Derivatives of the opium poppy (Papaver somniferum), particularly morphine, have been used for thousands of years due to their potent analgesic and rewarding effects. Opioids have varying degrees of selectivity for the classical heterotrimeric G i/o -coupled opioid receptors-μ, δ, and κ receptorsbut the reinforcing effects are largely attributed to their signaling at μ-opioid receptors (Matthes et al, 1996) , which is due in part to suppression of local GABAergic inhibition of VTA dopamine neurons (Di Chiara and Imperato, 1988; Johnson and North, 1992; Shoaib et al, 1995) . Apart from their effects on neurons, there is some evidence that microglia can be influenced through classical opioid receptor signaling. Cell cultures of neonatal cortical microglia from rats show immunoreactivity for all three receptor classes and dynamically regulate their expression in response to morphine exposure (Turchan-Cholewo et al, 2008) , while others have detected μ-and κ-receptors on cultured human microglia (Chao et al, 1996 (Chao et al, , 1997 . Treatment with morphine or the selective μ-opioid receptor agonist DAMGO inhibits chemotaxis in human cultures (Chao et al, 1997) , although increases in morphine-induced chemotaxis were observed in rodent cultures in a manner that requires P2X 4 purinergic receptors (Horvath and DeLeo, 2009; Takayama and Ueda, 2005) . These differences could be species-specific or due to disparities in the assays used to quantify chemotaxis. Alternatively, a compound used by Horvath and DeLeo (2009) as a μ-opioid receptor antagonist (CTAP) has also been described as an antagonist for TLR4 (Grace et al, 2014b) , making it difficult to interpret these results. In contrast to cultured cells, fluorescence-activated cell sorting (FACS) of purified microglia and astrocytes from the NAc revealed near undetectable relative gene expression for μ-, δ-, and κ-opioid receptors on either cell type (Schwarz et al, 2013) . These results could implicate heterogeneous expression of opioid-sensitive glia across regions and developmental time points, but also suggests that the role of opioid receptors on glia awaits further description.
Beyond the classical opioid receptors, a fascinating area of research receiving considerable interest has originated from the observations of overlapping cellular responses between opioids and typical activators of the innate immune system (Jacobsen et al, 2014) . Similar to an exposure of bacterial lipopolysaccharide (LPS), it was discovered that repeated injections of morphine increases microglial CD11b and astrocytic GFAP densitometry in the rat brain . Importantly, these measures of glial activation are not found across the entire brain, but are rather restricted within certain brain regions, including the VTA, dentate gyrus, periaqueductal gray, dorsal caudate, and other regions that have previously been associated with opioid dependence . In a similar manner, an acute injection of morphine rapidly increases mRNA expression of both microglial CD11b and astrocytic GFAP in the NAc, but not the hippocampus (Schwarz et al, 2011) . Concomitant systemic treatment with a pharmacological modulator of glial activation such as ibudilast, which functions as a nonselective phosphodiesterase inhibitor but has broad effects on glial function (Gibson et al, 2006) , is effective at preventing CD11b and GFAP induction by morphine ), a result replicated by targeted intra-NAc infusions of ibudilast (Schwarz et al, 2011) . Minocycline, a highly lipidsoluble tetracycline antibiotic that can also modulate glial activity, is capable of preventing LPS-induced upregulation of microglial Iba1 but has no effect on astrocytic GFAP upregulation following LPS (Yoon et al, 2012) . In vitro assessment of cultured rat microglia confirms that minocycline can inhibit microglial activation to morphine, measured by a dose-dependent reduction in morphineinduced cyclooxygenase-1 production following minocycline treatment (Hutchinson et al, 2008) . These results indicate that opioids may stimulate microglia and astrocytes into an activated state through a shared mechanism of LPS detection, although their activation appears to be confined to discrete locations within the brain. Systemic or regionspecific injections of glial modulators prevent morphineinduced elevations of CD11b or GFAP, although the precise mechanisms whereby ibudilast or minocycline suppress glial activity remain unclear. It is important to consider that both ibudilast and minocycline are known to affect the functional properties of other cells, so the mechanism of action for these pharmacological agents may not be exclusive to glia (González et al, 2007) .
In addition to changes in surface markers indicative of glial activation, opioid administration increases a number of neuroimmune signaling molecules and receptors, including cytokines (IL-1β, TNFα), chemokines (CCL2), and related intracellular signaling pathways affecting gene transcription (extracellular signal-related kinase (ERK)/mitogen-activated protein kinase (MAPK), NF-κB, activator protein-1 (AP-1)) (reviewed in Coller and Hutchinson, 2012) , which are all reminiscent of the downstream inflammatory profile induced by innate immune PRR signaling (see Rivest, 2009 ). Consequently, opioid-induced neuroimmune signaling appears to be largely pro-inflammatory, although transcription of the anti-inflammatory cytokine IL-10 is also induced by acute morphine (Schwarz et al, 2011) , an effect that parallels LPS injection (de Waal Malefyt et al, 1991) . For instance, acute treatment of morphine rapidly increases gene expression of interferon-γ (IFN-γ) and several classes of chemokines within the NAc, an effect which is suppressed by pre-treatment with ibudilast (Schwarz et al, 2011) . This effect was mediated in part through significant induction of antiinflammatory IL-10 gene expression in response to ibudilast treatment (Schwarz et al, 2011) .
Because of the striking similarities in the neuroimmune signaling response between endotoxin (ie, LPS) and opioid drugs, investigators predicted there would be a commonality in how these disparate xenobiotics initiate comparable outcomes. This prediction has led to the characterization of TLR4 as a novel, non-classical opioid-binding site that encompasses mechanisms of innate immunity to alter glial function (see Box 1). Opioid-induced activation through non-classical binding has experimental precedent in the context of neuropathic pain (Watkins et al, 2009 ); opioidinduced hyperalgesia was reported in opioid receptor triple knockout mice, suggesting alternative sites of action for altering nociception (Juni et al, 2007) . In silico docking simulations predicted that opioids would bind to the LPS-binding pocket of MD-2, the co-receptor for TLR4 , which was later confirmed in vitro (Wang et al, 2012a) . In an extensive series of experiments, morphine was determined to induce conformational changes at the MD-2 structure to induce TLR4 oligomerization, resulting in pro-inflammatory interleukin production that was blocked by pharmacological or RNA interference at the TLR4/MD-2 complex (Wang et al, 2012a) . Likewise, (+)-naloxone and (+)-naltrexone, which are stereoisomers of traditional antagonists to opioid receptors, have been characterized as selective antagonists to TLR4 signaling with no appreciable function at opioid receptors Wang et al, 2016) . These initial insights have expanded the notion of TLRs as not just sensors for pathogen-or damage-associated molecular patterns, but are perhaps sensitive to a wider range of xenobiotic or 'non-self'-associated molecular patterns.
Considering the previous evidence that opioids likely contribute to glial activation through TLR4-dependent signaling, one could predict that consequences of this signaling pathway would influence responding to opioids. Consistent with this prediction, (+)-naloxone (a TLR4 antagonist) administered immediately before morphine injections prevents the establishment of morphine CPP in rats, while transgenic mice deficient in either TLR4 or MyD88 both failed to demonstrate CPP for oxycodone ). An explanation for this effect may partly derive from alterations in dopaminergic transmission; similar to the result obtained using ibudilast, (+)-naloxone suppresses morphine-induced dopamine release into the NAc as measured by in vivo microdialysis . Opioid-induced TLR-mediated signaling appears to depend on microglial p38 MAPK (Zhang et al, 2012) , a pathway associated with cAMP-responsive element-binding protein (CREB) -mediated transcription of pro-inflammatory cytokines and chemokines (Gay et al, 2014) . Thus, in addition to opioid receptor-mediated effects on neurons, TLR signaling can strongly influence conditioning to the motivational properties of different classes of abused opioid drugs.
Experiments designed to investigate if microglia or astrocytes contribute to self-administration of opioids are desperately needed, as this behavioral paradigm has strong validity for modeling voluntary acquisition of abused substances. In rats, self-administration of remifentanil, an ultra-short-acting synthetic opioid, is dose-dependently reduced by (+)-naloxone treatment . In a similar fashion, chronic antagonism of TLR4 with (+)-naltrexone delivered via osmotic minipumps during withdrawal reduces cue-induced heroine self-administration (Theberge et al, 2013) . Importantly, a single dose of (+)-naltrexone administered before extinction testing was ineffective at reducing heroin intake, suggesting that TLR4 antagonism may not acutely diminish the reinforcing properties of heroin after repeated exposure but rather influence synaptic remodeling during the withdrawal period.
Importantly, mechanisms of drug metabolism can also influence neuroimmune activation. For instance, the morphine metabolite morphine-3-glucuronide exhibits strong affinity for the TLR4 receptor, while morphine-6-glucuronide exhibits no TLR4 activation (Lewis et al, 2010; Wang et al, 2012a) . Alternative synthetic opioids would produce different metabolites, which could be an important factor when considering similarities and differences in behavioral outcomes to these opioid drugs. On the basis of the differences in pharmacodynamics and cellular metabolism, glial activation and the resultant neuroimmune signaling will likely vary across different classes of abused substances, and may even vary within opioids.
Although a comprehensive explanation of the underlying neuronal adaptations to opioids remains an essential and ongoing research endeavor, these results affirm that neuroimmune signaling contributes to the pathogenesis of opioid abuse and offers a potential entry point for future development of therapeutics.
ALCOHOL, GLIA, AND NEUROIMMUNE SIGNALING
Alcohol or ethanol (hereafter referred to as alcohol) has been extensively characterized for its effects on neuronal physiology, neurotransmission, and synaptic plasticity (Weiss and Porrino, 2002) . The pharmacological effects of alcohol in the brain are diverse and include alterations in lipid cell membrane permeability, GABA release, GABA A and NMDA receptor functionality, and adaptations in other neurotransmitter systems (see Valenzuela, 1997) . The positive reinforcing properties of alcohol suggest that dopaminergic neurotransmission is altered during repeated drug exposure, and indeed, alcohol administration leads to changes in VTA dopamine neuron activity using in vitro and in vivo models (Brodie et al, 1999; Weiss et al, 1993; Yim and Gonzales, 2000) . Functional alterations in related circuits, including the central amygdala, frontal cortex, NAc, and bed nucleus of the stria terminalis (BNST) have been vigorously examined, and several molecular mechanisms have been implicated in the transition from acute to chronic alcohol consumption, including corticotropin-releasing factor (CRF), neuropeptide Y (NPY), and endogenous opioids (Mitchell et Although alcohol-induced effects on glia have not been as extensively characterized as its effects on neurons, accumulating evidence suggests that both microglia and astrocytes are impacted by acute and chronic alcohol. Early in vitro work with astrocyte progenitors cultured from fetal rat brains found that acute alcohol resulted in reduced GFAP expression in addition to stunted astrocyte cell proliferation (Guerri et al, 1990; Renau-Piqueras et al, 1989) . In vivo, rats given free access to alcohol show increased activation of astrocytes (measured by GFAP) in discrete subregions of the hippocampus following shorter exposure periods (4-12 weeks), but decreased astrocyte activation was observed following extended drug access (36 weeks) (Franke, 1995) . Likewise, analysis of post-mortem human tissue reveals reduced GFAP immunoreactivity in dorsolateral prefrontal cortex (Miguel-Hidalgo et al, 2002) and a dramatic loss of astrocytes in the hippocampus of alcoholics (Korbo, 1999) . Microglia also show classical signs of activation in response to alcohol. Chronic alcohol treatment results in increased CD11b densitometry in the frontal cortex of female mice (Alfonso-Loeches et al, 2010). Likewise, increased immunoreactivity for microglial Iba1 is observed in the cingulate cortex of alcohol-dependent humans (He and Crews, 2008) . These results offer indirect evidence that alcohol can influence cell viability and activation state in microglia and astrocytes, although it is important to note that these glial responses do not appear to be uniform throughout the brain but rather differ based on brain region assessed, the concentration and frequency of drug exposure, and the developmental period during exposure. Further studies are required to delineate the mechanisms explaining these selective glial responses to alcohol.
Alcohol is a potent neurotoxic substance to the tissues of the CNS and its administration is associated with a cascade of various neuroimmune signaling molecules. Similar to LPS treatment, application of alcohol to cultured microglia results in marked elevations of soluble IL-1β, IL-6, CCL3, CXCL2, and TNFα (Boyadjieva and Sarkar, 2010) . Treating developing hypothalamic neurons in culture with alcohol-activated microglia-conditioned media results in apoptotic death of neurons-an effect that is blocked by pre-treating conditioned media with blocking antibodies against TNFα-suggesting that improper TNFα release in response to alcohol could damage neighboring cells (Boyadjieva and Sarkar, 2010) . Cytokine signaling within discrete brain regions can also have functional consequences on neurotransmission. Bath treatment of IL-1β alters action potentialindependent vesicular GABA release in a subset of mouse central amygdala neurons, an effect that is reversed by co-administration of alcohol (Bajo et al, 2015) . Because both neurons and astrocytes express IL-1 receptors, it cannot be determined if the electrophysiological consequences are driven by glial dependent or independent mechanisms, a caveat that is worth considering for many of the studies examined here. Regardless, inhibition of IL-1 signaling in the basolateral amygdala via local infusions of IL-1 receptor antagonist reduced acquisition of alcohol, suggesting that cytokine expression in the amygdala could modulate the reinforcing effects of alcohol (Marshall et al, 2016) .
The regulation of oxidative stress, a critical function of glia for maintaining homeostasis, is another important pathway of interaction between neurons and glia in response to alcohol. Cultured neonatal hamster microglia exposed to alcohol for 24-48 h show increased levels of superoxide anions (Colton et al, 1998) . Consequently, shifts in oxidative stress can impact neuronal cell viability. An in vitro application of microglia-conditioned media after 24 h alcohol incubation increased alcohol-induced apoptosis of developing hypothalamic neurons and produced elevations in intracellular production of O 2 − , reactive oxygen species (ROS), and nitrite while reducing several antioxidative substances (Boyadjieva and Sarkar, 2013) . Likewise, increased expression of NADPH oxidase is found in cortical tissue from both alcohol-treated mice and alcohol-dependent humans (Qin and Crews, 2012) . Increased catalytic production of superoxides can potentially lead to neurodegeneration either directly through oxidation of proteins and cell membranes, or indirectly through amplification of NF-κB-mediated transcription of TNFα or other proinflammatory cytokines (Crews and Vetreno, 2016) .
Genetic analyses have an important role in identifying many immune-related genes associated with alcohol abuse in both rodents and humans (Kimpel et al, 2007; Liu et al, 2006; Mulligan et al, 2006) . Validating several candidate genes from these studies (including Cd14, Il1ra, and Il6) through single-gene null mutations in mice confirmed that knockout of each gene resulted in decreased alcohol consumption on a two-bottle choice test (Blednov et al, 2012) . In humans, polymorphisms with genes encoding for IL-1β, IL-1RN, IL-10, and other immune-related genes have been associated with alcohol dependence, the functional impact of these allelic variants generally supporting a link between increased pro-inflammatory signaling and increased susceptibility to alcoholism (Marcos et al, 2008; Pastor et al, 2005) . Consistent with this notion, when whole-brain transcriptome analysis was conducted across multiple strains of rats, the functional relationship among candidate genes most strongly associated with alcohol consumption included gene networks related to neuron-glia communication and neuroimmune signaling (Saba et al, 2015) . As a whole, these investigations implicate immune gene regulation as a fundamental signaling network in the context of alcohol abuse.
Similar to opioids, there is considerable evidence that innate immune signaling pathways, including TLRs, are implicated in the neuroimmune response to alcohol (for a detailed review see Crews and Vetreno, 2016; Crews et al, 2015) . In alcohol-preferring rats, self-administration of alcohol is associated with increased TLR4 protein expression in the VTA, but not ventral pallidum (June et al, 2015) . Several members of the receptor complex-TLR4, MD-2, and CD14-are critical for alcohol-induced activation of astrocytes in culture, as small interfering RNA (siRNA) to knockdown expression of any of these three targets prevented nuclear translocation of the NF-κB-p65 subunit in response to alcohol (Alfonso-Loeches et al, 2010). As predicted from these results, TLR4-deficient mice, unlike their wild-type counterparts, show no evidence of alcohol-induced effects on NF-κB-p65 activation, proinflammatory cytokine production, or caspase-3 cleavage, a marker for apoptosis (Alfonso-Loeches et al, 2010) . Null mutations in CD14 can broadly disrupt many of the LPS-or alcohol-induced changes in the electrophysiological properties of GABA neurons in mouse central amygdala, supporting the notion that TLR signaling contributes to alcohol-induced changes in neuronal activity (Bajo et al, 2014) .
Disruptions to innate immune signaling appears to contribute to the behavioral consequences of alcohol. Acute alcohol-induced sedation was significantly attenuated in mice genetically deficient for either TLR4 or MyD88, and was nearly absent in mice lacking TLR2 (Corrigan et al, 2015; Wu et al, 2012) . The authors also observed interesting interactions between alcohol and morphine, such that the loss of righting reflex that is potentiated by alcohol and morphine co-administration in wild-type mice is absent in Tlr2 − / − and Myd88 − / − mice, but not Tlr4 − / − mice (Corrigan et al, 2015) . These complex findings highlight how innate immune signaling pathways frequently exhibit synergistic or compensatory interactions, and the relative contribution of different TLRs to drug-induced behavioral effects are still a matter of ongoing investigation, especially in the case of polydrug abuse. Acute administration of both morphine and alcohol also results in increased Iba1 + microglia and NF-κB-p65 expression in layer 5 of motor cortex, but these drug-induced changes in glial activation and transcription factor phosphorylation are not observed in mice lacking TLR2 or TLR4 (Corrigan et al, 2015) . Direct manipulation of TLR4 expression can also influence drinking behavior. Viral mediated delivery of siRNA to knockdown expression of TLR4 in the central amygdala was found to inhibit binge drinking in rats (Liu et al, 2011) . In a similar fashion, delivery of siRNA against either TLR4 or CCL2 into the VTA produced a reduction in voluntary alcohol consumption in rats, while consumption of sucrose was unaffected (June et al, 2015) . Although these results suggest a potential role for both TLR4 and TLR2, there are still many questions that remain regarding their relative contributions to neuroimmune signaling cascades induced by alcohol. Future studies should endeavor to disentangle the cell-type-specific contributions of these innate immune receptors.
There are also age-dependent effects of alcohol on neuronal and glial function, which can have significant health implications. For example, prenatal exposure to alcohol can result in fetal alcohol spectrum disorders, resulting in a broad spectrum of cognitive and behavioral abnormalities. By virtue of their critical role during brain development, researchers have hypothesized that improper glial activation during critical periods of development could lead to excessive cytokine and chemokine signaling, reduced cell survival, and possible aberrant sculpting of synapses Wilhelm and Guizzetti, 2015) . Indeed, acute alcohol exposure during the third trimesterequivalent time period in mice has been found to rapidly induce surface markers of microglial activation along with increased production of IL-1β and TNFα (Ahlers et al, 2015) . This pro-inflammatory activity coincides with cortical neuronal apoptotic cell death, which likely drives the acute microglial response (Ahlers et al, 2015) . This pattern may be reversed with chronic exposure, as repeated alcohol dosing in rats reduces the number and size of Iba1 + microglia in the dentate gyrus and CA1 subregions of the hippocampus (Boschen et al, 2016) . However, it is unclear if these results are due to cell death, decreased proliferation, or cell migration.
Beyond early development, adolescence is also a developmental period marked by unique sensitivity to alcohol that can often result in long-lasting consequences to neuronal function. Properties of circuit function such as long-term potentiation, spontaneous interneuron firing, and alcoholinduced dopamine release in the NAc is impacted by adolescent alcohol exposure (Shnitko et al, 2016; Swartzwelder et al, 1995; Yan et al, 2010) . Although the effects to neurons have been well characterized, much less is known about glial responses to alcohol during adolescence. Adolescent binge alcohol has been found to increase microglial activation (ie, Iba1 histology) in the hippocampus, consistent with exposure during adulthood (McClain et al, 2011) . However, there is some evidence that alcohol may uniquely affect astrocytes during this developmental period. Intermittent alcohol exposure during adolescence is associated with changes in TSP expression within the hippocampus (Risher et al, 2015b) . As previously mentioned, TSPs are glycoproteins secreted in part by astrocytes which mediate cell and matrix adhesion and are critical regulators of synaptogenesis during CNS development (Christopherson et al, 2005; Eroglu et al, 2009) . Accordingly, the authors found that intermittent alcohol treatment results in exaggerated LTP in CA1 neurons and altered dendritic spine morphology in a manner indicative of spine immaturity (Risher et al, 2015a) . As a result, one could conjecture that TSPs represent one of the soluble signals secreted by astrocytes to regulate excitatory synaptic restructuring in response to alcohol. Additional work is required to determine if astrocytes are required for this effect and if it is indeed restricted to certain brain regions during adolescence.
The evidence gained from this diverse set of methodologies converges on the hypothesis that innate immune signaling and pro-inflammatory neuroimmune gene regulation contributes to the biological and behavioral outcomes of alcohol abuse. Although microglia and astrocytes are the principle cells contributing to neuroimmune signaling within the CNS, definitive cell-type-specific characterization, particularly for in vivo experiments, is often lacking. Genetic manipulations restricted to defined cell types (such as manipulating genes of interest under the promotion of Cx3cr1 for microglia or Gfap for astrocytes) or in an inducible manner (such as using tamoxifen-inducible Cre) offer a promise for refined perturbations of molecular and cellular targets.
PSYCHOSTIMULANTS, GLIA, AND NEUROIMMUNE SIGNALING
Similar to opioids and alcohol, psychostimulants are remarkably reinforcing substances with a high potential for abuse (see Taylor et al, 2013 for review). The most commonly abused psychostimulants are cocaine and amphetamines, which includes the structurally related compounds of D-amphetamine, methamphetamine, and 3,4-methylenedioxymethamphetamine (MDMA or ecstasy). The pharmacological effects of psychostimulants are wideranging but are primarily characterized by their effects on elevating extracellular concentrations of monoamine neurotransmitters, including dopamine, norepinephrine, and serotonin (Ritz et al, 1990) . Like other drugs of abuse, acute administration of psychostimulants results in increased dopamine release in the NAc, which is thought to occur by antagonism or reversal of dopamine transporter molecules (Volkow et al, 1997) . The effects on presynaptic dopamine release are hypothesized to be an essential component to the highly motivational properties of these substances. However, mice lacking dopamine transporter will still self-administer cocaine, suggesting alternative or compensatory mechanisms for reinforcement (Rocha et al, 1998) . On the basis of the extant literature of psychostimulants and their effects on glia, the following section will focus on cocaine, amphetamine, and methamphetamine.
There are several lines of evidence demonstrating that psychostimulants can alter the activation state of microglia and astrocytes in rodents. Cocaine and methamphetamine administration results in increased Iba1 densitometry across many regions, including striatum (Liao et al, 2016) . Methamphetamine in particular can result in degeneration of dopaminergic terminals in the striatum, a process that is associated with elevated microglial activity (Thomas et al, 2004) . Repeated amphetamine causes increased GFAP expression on astrocytes in the caudate-putamen but not the NAc or prefrontal cortex (Armstrong et al, 2004) . Following withdrawal from prolonged cocaine selfadministration GFAP expression is reduced in the NAc, an effect similar to alcohol (Scofield et al, 2016) . In addition, post-mortem analysis of human cocaine abusers found evidence for increased microglial activation, particularly in the SNc (Little et al, 2009) . Observing these changes in antigen expression demonstrates that the administration of some psychostimulants affect glia as well as neurons.
In terms of functional consequences, psychostimulants can profoundly alter the release of inflammatory mediators, although the responses are often dose-dependent and demonstrate drug-and brain region-specificity (see Coller and Hutchinson, 2012) . In the brain, acute cocaine results in increased IL-1β mRNA in the NAc and cortex (Cearley et al, 2011) , while methamphetamine leads to increased IL-6 and TNFα in hippocampus and frontal cortex (Gonçalves et al, 2008) . Similarly, acute injections of cocaine results in elevated IL-1β mRNA in the VTA, an effect that is blocked with (+)-naloxone treatment (Northcutt et al, 2015) . These data are supported by in vitro preparations, as cultured microglia exposed to cocaine upregulate transcription of TNFα, IL-6, and CCL2 (Liao et al, 2016) as well as IL-1β (Northcutt et al, 2015) . Cocaine is cytotoxic to neurons and induces autophagy through a nitric oxide-mediated signaling pathway, which likely evokes an inflammatory or neuroprotective response from nearby astrocytes and surveillant microglia (Guha et al, 2016) . Isolated microglia also show cocaine-induced cytotoxicity, causing their own release of ROS (Costa et al, 2013; Liao et al, 2016) . Although the contribution of astrocytes cannot be ruled out, these results support the assumption that microglia produce inflammatory mediators in response to some psychostimulants, which may not necessarily be a secondary response to changes in neuronal activity or survival.
On the basis of the involvement of TLR signaling for opioids and alcohol, in addition to the antagonistic effects of (+)-naloxone treatment on cocaine-induced cytokine production, it was predicted that TLR activation would be associated with psychostimulant abuse. Indeed, recent data have implicated TLR2 and the TLR4/MD-2 signaling complex as critical pathways for the physiological and behavioral effects of cocaine. In a series of in vitro and in vivo experiments, Liao et al (2016) demonstrate that cocaine activates mouse microglia resulting in proinflammatory cytokine release, as well as upregulation of TLR2 mRNA and protein. Blocking transcription of TLR2 or inhibiting downstream oxidative stress with an NADPH oxidase inhibitor prevented cocaine-induced cytokine production. Beyond TLR2, Northcutt et al (2015) present compelling evidence that cocaine directly interacts with TLR4/MD-2. These data were supported by structural modeling, which found that cocaine docks to MD-2 at the same site as (+)-naloxone or (+)-naltrexone. More importantly, the authors found that pharmacological or genetic disruption of TLR4 signaling significantly decreased selfadministration of intravenous cocaine for both mice and rats (Northcutt et al, 2015) . Thus, these experiments lend support to the notion that innate immune receptors in the CNS have the capacity to recognize xenobiotics and the resulting inflammatory response may contribute to the reinforcing properties of cocaine.
It is currently unclear if other psychostimulants have direct activity with TLRs. Not all drugs may participate in TLR signaling; for instance, chronic antagonism of TLR4 with (+)-naltrexone during withdrawal does not modify cueinduced drug seeking for methamphetamine (Theberge et al, 2013) . These results suggest that methamphetamine may act autonomously from TLR4, or alternatively, these results may be specific to the conditions of the behavioral paradigm (ie, incubation of drug-seeking). It is important to keep in mind that different classes of psychostimulants may have unique or divergent mechanisms for effecting glial cells. These mechanisms could involve direct receptor signaling on glia (eg, through TLRs) or as a consequence of their neurotoxicity on neurons or other cells. In addition, the extent to which glial cells or their immune signaling mechanisms influence behavioral responding for other psychostimulants, such as MDMA or the amphetamine-like synthetic cathinones (known as 'bath salts'), still await characterization.
A recent report suggests that astrocytes within the NAc may have a direct role in the manifestation of cue-induced cocaine seeking in rats. To manipulate intracellular calcium signaling in a discrete population of astrocytes, the authors utilized viral mediated transfection to express the designer receptor exclusively activated by a designer drug (DREADD) hM3D (a designer G q -protein coupled receptor) under the control of the GFAP promoter (Scofield et al, 2015) . This method allows for pharmacological control of astrocyte intracellular signaling. Electrochemical recordings demonstrated that astroglial G q -DREADD activation results in a reliable increase of glutamate release in the NAc core, and this manipulation is associated with an inhibition of cueinduced cocaine seeking (Scofield et al, 2015) . Subsequent experiments suggested that the protective effect of astroglial stimulation was related to synaptic signaling for metabotropic glutamate receptors mGluR2/3 (Scofield et al, 2015) . These data suggest that astrocytes can directly influence drug-seeking behavior for cocaine, and the methodologies employed emphasize the opportunities for glial cell-type-specific manipulations in the context of addiction.
In humans, there is conflicting data regarding the state of microglial activation after continued psychostimulant drug abuse. Minocycline treatment can reduce some of the subjective reinforcing effects of D-amphetamine, but it is difficult to determine if this response is glial mediated or not (Sofuoglu et al, 2011) . Using positron emission tomography (PET) and the radioligand [ 11 C](R)-PK11195 to measure microglial activity, the brains of abstinent methamphetamine abusers showed evidence of reactive microgliosis in the midbrain, striatum, thalamus, and the orbitofrontal and insular cortices (Sekine et al, 2008) . In general, this measure of activation was negatively correlated with the duration of abstinence (Sekine et al, 2008) . In contrast, in a group of abstinent cocaine abusers, a separate quantification of microgliosis via PET imaging revealed no difference in microglial activation between abusers and controls across cortical and subcortical brain regions (Narendran et al, 2014) . The inconsistencies in these observations could be due to simple differences in radioligand specificity or pharmacological differences in the psychostimulant abused, but could also be explained by differences in how the experimenters dealt with normalization of nonspecific ligand binding (Narendran et al, 2014) . These discrepancies not only highlight some of the challenges associated with translating the preclinical work to human models but also underscore the necessity for more research to interrogate the role of glia and immune signaling in the living human brain.
FUTURE RESEARCH DIRECTIONS AND CLINICAL IMPLICATIONS
Unfortunately, nature seems unaware of our intellectual need for convenience and unity, and very often takes delight in complication and diversity.-Ramón y Cajal (1906) .
Neuroscientists have made remarkable progress in their efforts to characterize the neurophysiological consequences of drug exposure and associate these changes with the pathological behavioral phenotypes that manifest as substance abuse and addiction. With some notable exceptions highlighted in this review, the preponderance of the extant literature on the biological mechanisms of addiction has focused on the neurotransmitters, neuronal receptors, electrophysiological properties, intracellular signaling pathways, genetic and epigenetic factors that are specific to neurons and their associated circuits. Given the clear evidence that neuronal and synaptic changes occur in response to the drugs of abuse, the primacy of neurons as the fundamental cells responsible for behavior, and the longstanding assumption that glial cells serve largely supportive roles, this focus on neurons is an entirely logical preoccupation. Indeed, neurons should and will continue to remain at the center of the investigations and theories of addiction. However, we argue that neuroscientists, glial biologists, and addiction researchers should consider a focus on the role that neural-glial interactions have in the development and maintenance of substance abuse. Gaining basic insight into the foundation of psychiatric illness requires a well-validated animal model, which has often been an issue of concern when modeling other neuropsychiatric disorders (eg, depression, anxiety, schizophrenia, attention deficit/hyperactivity disorder, etc.); either the etiology of the disorder is unknown, or the behavioral outcome does not faithfully recapitulate the features of the human disease (Nestler and Hyman, 2010) . In contrast, animal models of drug addiction are perhaps the best validated models for psychiatric disease (Fernando and Robbins, 2011) : the precipitating factor is known (ie, exposure to drug), and both rodent and non-human primate procedures for drug self-administration can reproduce many of the behavioral features of addiction, including drugseeking, drug-taking, relapse, and reinstatement following abstinence. Despite the face validity of these models, it is still unclear what accounts for the individual differences in addiction-like behavior, as only a relative minority of individuals who consume addictive substances transition to compulsive, dysregulated drug use (Warner et al, 1995) . This heterogeneity in the behavioral outcome following drug exposure is influenced by the complex interactions of numerous genetic and non-genetic risk factors, including chronic stress, previous experience with other classes of drugs, comorbid psychiatric conditions, the type of drug abused, the route of administration, and the frequency of drug exposure. In addition, variations in early-life environmental conditions represent an important area for future research. For instance, rats that receive enriched maternal care show decreased preference for morphine as well as increased expression of anti-inflammatory IL-10 in the NAc, which may be persistently altered due to decreased Il-10 gene methylation in microglia (Schwarz et al, 2011) . Given the unique developmental ontogeny of microglia (see Box 2) and their critical role in early brain development, it could be hypothesized that microglial-specific epigenetic modifications of inflammatory signaling could cause longlasting changes in risk or resilience to opioid reinforcement.
On the basis of the ability of microglia and astrocytes to effect the formation, maturation, and elimination of synapses, one could predict that synaptic remodeling may occur under the conditions of drug abuse and could contribute to the persistent behavioral effects characteristic of the disorder. The mechanisms dictating microglial and astrocytic synapse refinement during normal development are still being refined and thus have yet to be applied under the conditions of acute or repeated drug exposure. Nevertheless, the review has examined evidence from a neuroimmune perspective that different classes of abused drugs can impact glial morphology and function, alter neuroimmune signaling, and influence drug-related behavior. The concept of glial mediated synaptic plasticity may represent a missing link connecting evidence of neuroimmune signaling to the persistent behaviors that result from pathological drug abuse. While acknowledging the interesting results reviewed thus far, it is still possible that neuroimmune signaling or glial mediated synaptic plasticity are not a fundamental component in the pathophysiology of addiction and represent an epiphenomenon of other, more essential processes. In this regard, drug abuse functions as an ideal behavioral model to further interrogate the causal or secondary role of glial cells in the development of a complex neuropsychiatric disorder.
There are a few considerations that are worth discussing. First, there is a need for greater specificity in the empirical characterization of neural-glial interactions in response to experimental manipulation. Despite its widespread use, the term 'activation' with respect to glial function does not signify a single type of response. Although the classification has its utility, it is clear that these cells do not exist in a binary state between 'inactive' and 'active.' For instance, microglia change their shape and function depending on the type and concentration of signals in its local environment, both through direct contact of membrane-bound adhesion molecules, and at a distance through secreted molecules. Historically, the morphology of microglia was used to infer its functional state-whether it was ramified and quiescent, or amoeboid and phagocytic-but morphology alone is often insufficient in infer the functional properties of the cell. In a similar fashion, the responses of microglia to differing insults may not be uniformly pro-inflammatory or antiinflammatory. Along with increasing precision to measure and perturb genetic-and pathway-specific neural ensembles, there is a growing appreciation that these cellular subpopulations must be carefully and exhaustively characterized if their function is ever to be fully understood. Advancements in RNA sequencing (RNA-seq) should permit a higher fidelity BOX 2 Microglia: a unique cell with a unique origin Neuroimmunologists have faced many challenges in their attempts to characterize the origin and development of microglia (Geissmann et al, 2010; Ransohoff and Cardona, 2010) . Although microglia reside in the brain parenchyma, there are several other classes of myeloid cells that contribute to immune regulation of the CNS, including meningeal macrophages, perivascular macrophages, choroid plexus macrophages, and low levels of dendritic cells (Prinz and Priller, 2014) . Classification of these cell types can be ambiguous but is improved by a combinatorial description of its tissue location, phenotype (eg, cell-surface markers or transcriptional profile), functional properties, and developmental lineage (Ransohoff and Cardona, 2010) . Embryonic and adult murine microglia share many markers with other macrophages, such as F4/80, Fcγ receptors, and macrophage-1 antigen (Mac-1), also known as complement receptor 3 (CR3) or CD11b/CD18 (Perry et al, 1985) . Moreover, their development requires PU.1 (Beers et al, 2006; McKercher et al, 1996) , a transcription factor expressed exclusively in cells of hematopoietic origin (Walton et al, 2000) . Despite these similarities, it has remained controversial whether or not tissue-resident macrophages are replenished by blood monocytes or whether they are self-renewed by distinct progenitors. The bulk of evidence now indicates that certain tissue-specific macrophages, including liver Kupffer cells , epidermal Langerhans cells (Merad et al, 2002) , and microglia in the CNS (Ajami et al, 2007) can proliferate without contribution from the bone marrow under homeostatic conditions, supporting the notion of a separate developmental trajectory for tissue-resident immune cells (Ginhoux and Jung, 2014) . During mammalian embryogenesis, hematopoiesis occurs in two distinct waves. During the first wave (primitive hematopoiesis), hematopoietic stem cells originate from the extra-embryonic yolk sac; in mice, this is evident around E7.5 (Samokhvalov et al, 2007) . The second wave (definitive hematopoiesis) involves the progressive colonization and emergence of hematopoietic stems cells from the aorta-gonad-mesonephros region at E10.5 (Medvinsky and Dzierzak, 1996) , followed by the fetal liver, placenta, spleen, and thymus, before finally colonizing the bone marrow (Orkin and Zon, 2008) . Cultures of embryonic tissue at numerous time points determined that microglial progenitors with high proliferative capacity were already present in the embryonic brain at E9.5, when hematopoiesis is restricted to the yolk sac and before the start of definitive hematopoiesis (Alliot et al, 1999) . From these observations, it was proposed that microglia may originate from the yolk sac during primitive hematopoiesis, populating the brain very early during development and maintaining a self-renewing population separate from ongoing definitive hematopoiesis. This hypothesis was confirmed by elegant fate mapping analyses in transgenic mice (Ginhoux et al, 2010) , in which tamoxifen-inducible expression of Cre recombinase was placed under the promotion of the runt-related transcription factor 1 (Runx1) locus, which is expressed in all cells of hematopoietic origin (North et al, 2002; Samokhvalov et al, 2007) . After crossing these mice with an eYFP Cre-reporter strain, timed injections of 4-hydroxytamoxifen to pregnant females at different gestational time points could precisely and irreversibly label embryonic myeloid progenitors present during a narrow time-frame (o24 h post injection). When Cre was activated between E7.25 and E7.5 and flow cytometry performed at E10.5, a significant proportion of microglia in the brain were eYFP + , while virtually no circulating monocytes were eYFP + . In contrast, activating Cre after E8.0 resulted in a complete lack of tagged microglia in the brain, while a significant percent of monocytes in the blood were tagged with eYFP (Ginhoux et al, 2010) . The authors concluded that microglia arise from progenitors in the yolk sac during the restricted period of primitive hematopoiesis, which is maintained with very little contribution from definitive hematopoiesis, in contrast to blood monocytes or non-parenchymal CNS macrophages. Consistent with this notion, gene knockout of the transcription factor Myb prevented the development of circulating monocytes/macrophages, but yolk sac-derived macrophages developed normally and populated the brain (Schulz et al, 2012) . Recently, it was further demonstrated that microglia are generated from a common erythromyeloid progenitor in the yolk sac in a manner that requires Pu.1 or the transcription factor interferon regulatory factor 8 (Irf8), but not Myb or other genetic targets important for definitive hematopoiesis (Kierdorf et al, 2013a) . This evidence confirms that microglial ontogeny is distinct from other myeloid-derived cells born of definitive hematopoiesis, which may have implications for its unique functions in the brain beyond host defense. Moreover, it offers insight for microglia-restricted genetic targeting strategies for future therapies.
of classifying cell-type-specific transcriptional dynamics during homeostasis and in response to drugs of abuse (Ginhoux et al, 2016) . Efforts to develop searchable RNA-seq transcriptome libraries of the healthy mouse cerebral cortex have already highlighted novel cell-specific gene expression and alternative splicing in neurons, astrocytes, microglia, oligodendrocytes, and vascular cells . Massively parallel single-cell sequencing should also help in identifying if there is heterogeneous transcriptional regulation in subpopulations of glial cells, which may unravel brain region-and drug-type-specific effects that are currently unexplained (Zeisel et al, 2015) . To this end, FACS purification of CD11b + microglia and GLT1 + astrocytes in the NAc following acute morphine found microglial-specific upregulation of chemokine ligands CCL4 and CCL17, their receptor CCR4, and anti-inflammatory IL-10 (Schwarz et al, 2013) . The authors also found a concomitant downregulation of fractalkine ligand CX3CL1 in neurons, suggesting that opioid exposure rapidly changes neuron-glia crosstalk as well as autocrine regulation or glia-to-glia chemotaxis. Therefore, utilizing high-resolution cell sorting and sequencing of neurons and glia may ultimately reveal epigenetic and/or post-transcriptional modifications that may account for the developmental sensitivity and 'priming' of microglia by immunological or environmental factors.
As mentioned above, another topic of considerable interest relates to brain region-specific glial responses to acute or repeated drug exposure. The mechanisms that drive regional selectivity in glial activation, despite the penetrance of drugs of abuse throughout CNS parenchyma, are currently unknown. Although speculative, an enticing possibility may be related to the heterogeneity of tissue milieu, in particular variances in neuronal innervation patterns that dictate neurotransmitter release within a given region. Within the NAc, for example, simultaneous triggering of microglial or astrocytic TLR4/ MD-2 by opioids that coincides with dopamine receptor binding from transient opioid-or cue-induced elevations in phasic dopamine release may produce a unique microglial phenotype within this region. This example is still a reductionist account of the staggering degree of complex molecular cascades initiated by opioid administration, such as known changes to GABAergic signaling in the VTA (Johnson and North, 1992; Laviolette et al, 2004; Taylor et al, 2016) , all of which may have equally important roles in dictating the outcome of glial responses to drugs of abuse.
Beyond regional differences in network connectivity, others have suggested that microglia and astrocytes themselves are a heterogeneous population with specialized responses across the brain, some of which may be dictated by neuron-glial interactions (Bayraktar et al, 2015; Hanisch, 2013) . For instance, astrocyte expression of TSP1 and TSP2 is found primarily in rodent cortex early in development (Christopherson et al, 2005) , while TSP4 is expressed in astrocytes of the subventricular zone (Benner et al, 2013) . Astrocyte-released glypicans 4 and 6 are also found primarily in the hippocampus and cerebellum, respectively (Allen et al, 2012) . For microglia, signaling between the neuronal chemokine fractalkine (CX3CL1) and the microglial receptor CX3CR1 represents a critical pathway for bidirectional communication. CX3CL1 is expressed on subsets of neurons in the CNS, particularly within the striatum, hippocampus, and cortical layer II (Kim et al, 2011) , although the mechanism regulating this heterogeneous expression is unknown. Disruptions to CX3CR1 can increase neurotoxicity, delay synapse maturation in the hippocampus, and result in social interaction deficits (Cardona et al, 2006; Paolicelli et al, 2011; Zhan et al, 2014) . The maintenance and survival of microglia also depends on signaling at colony stimulating factor 1 receptor (CSF1R). The cytokine IL-34, which is primarily produced by neurons in the CNS, was identified as a separate ligand for CSF1R with a unique spatial distribution in the CNS; mice deficient in IL-34 have reduced numbers of microglia compared with wild-type mice, but only localized to brain regions where IL-34 would normally be expressed, including the cerebral cortex, basal ganglia, and hippocampus (Greter et al, 2012; Lin et al, 2008; Wang et al, 2012b) . Moreover, microglia are curiously found in higher densities in regions that either produce or receive dopamine (Lawson et al, 1990) , suggesting some unknown chemotactic or proliferation signal. Notably, a recent genome-wide transcriptional profile of rodent microglia uncovered remarkable phenotypic diversity across different regions in the healthy adult brain, identifying steady-state differences in immune vigilance and energy metabolism (Grabert et al, 2016) . This regional heterogeneity could be programmed early in development and influence the migration and seeding of the embryonic brain, or the differences may emerge after exposure to local differences in the neurochemical environment, such as neurotransmitter innervation and blood-brain barrier permeability. Collectively, these results imply that glia may have regionally localized responses to drugs of abuse-for example, one could speculate that microglia or astrocytes in the NAc could mount an exaggerated pro-inflammatory response to cocaine compared with microglia in the cerebellum. As a result, neuroimmune responses or synaptic remodeling could be restricted within particular neural circuits associated with drug reinforcement.
With this consideration in mind, it is perhaps less perplexing how drug-induced neuroimmune signaling may produce a different physiological outcome compared with an alternative insult; that is, how a similar signaling pathway could be involved in sickness behavior and reinforcement for abused substances. Both LPS and opioids (as an example) may signal through TLR4, but there are differences between these molecules in terms of how and where they interact with TLR4. LPS does not easily diffuse across the blood-brain barrier under normal conditions (Banks and Robinson, 2010 ), but appears to nevertheless activate TLR4 receptors through diffusible signals originating from TLR4-dependent activity from cells within the circumventricular organs or resident macrophages in the choroid plexus, perivascular space, and endothelium Rivest, 2009) . In contrast, opioids can easily penetrate CNS tissue and signal directly at neurons and glia, suggesting independent patterns of cell recruitment . Drug-specific recruitment of multiple innate immune signaling pathways may also explain their unique neuroimmune and behavioral outcomes; opioids, for example, signal at TLR4 but there is also evidence that they may participate in signaling through TLR2 and TLR9 (He et al, 2011; Li et al, 2010b) , although there is currently less evidence for these alternative pathways. Moreover, the affinity of the opioids morphine and fentanyl at the TLR4/MD-2 complex is considerably less than LPS in reporter HEK 293 cells . In this case, opioid-induced production of cytokines and chemokines may not mimic the broadly neuroinflammatory response to LPS, but rather function in a neuromodulatory role (Jacobsen et al, 2014; Rostène et al, 2007) .
Finally, while there is exciting evidence that suppression of the pro-inflammatory glial response to drugs of abuse is successful at reducing drug reward, efficaciously translating these results to the clinic will require a more nuanced approach. Therapeutics targeting TLRs certainly offers a promising avenue for investigation, given their involvement across many classes of drugs. For a discussion on the translational potential of TLR4 antagonism in the context of drug abuse, see Bachtell et al (2015) . Alternatively, methods for manipulating anti-inflammatory cytokines such as IL-10 may yield some promise for treating drug-induced inflammation. IL-10 is a powerful suppressor of TLR-induced cytokine production (Curtale et al, 2013) . In addition, IL-10 treatment has proven successful at treating animal models of neuropathic pain (Dengler et al, 2014; Kwilasz et al, 2015) . However, the outcomes have been mixed for other preclinical models. In differing mouse models of Alzheimer's disease, viral mediated overexpression of IL-10 worsens amyloid-β plaque deposition, while IL-10 deficiency promotes amyloid-β plaque clearance and improved outcomes on cognitive tasks (Chakrabarty et al, 2015; Guillot-Sestier et al, 2015) . In contrast, intracerebroventricular infusions of IL-10 receptor blocking antibodies exacerbates disease onset in the SOD1 G93A model of ALS, while targeted intrathecal overexpression of IL-10 in CD11b-expressing microglial cells greatly improves disease progression (Gravel et al, 2016) . Although the disease models and methods of IL-10 manipulation vary significantly between these studies, they highlight the need for further studies to clarify how neuroimmune signaling is tuned in the context of disease as well as homeostasis.
CONCLUSION
Microglia and astrocytes have received considerable attention recently due to their contributions to a wide array of homeostatic and non-inflammatory processes, as well as during states of heightened inflammation and injury (Brown and Neher, 2014; Ginhoux and Jung, 2014; Prinz and Priller, 2014; Salter and Beggs, 2014; Walsh et al, 2014) . Glial and neuroimmune mechanisms have been extensively characterized in the context of pathological pain (Grace et al, 2014a) , while researchers attempting to decode the complex etiology of neurodegenerative disorders such as Alzheimer's disease have also argued for a more holistic framework, where the interactions and compensatory responses between neurons, glia, and vascular cells all contribute to the progression of the disease (De Strooper and Karran, 2016) . Given their role in immune surveillance and debris clearance, it is perhaps unsurprising that microglial activation in particular has been implicated in neurodegenerative diseases beyond Alzheimer's disease, including multiple sclerosis and Parkinson's disease (Chung et al, 2015b; Heneka et al, 2015; Hong et al, 2016) . As evidence accumulates positioning glia as critical for synapse maturity and elimination, many have speculated that glia and immune signaling are associated with many neuropsychiatric disorders, from stress-related conditions such as depression (Hodes et al, 2015; Miller and Raison, 2015) , to neurodevelopmental disorders such as autism and schizophrenia (Gupta et al, 2014; Sekar et al, 2016; Werling et al, 2016) . Here, we propose that microglia and astrocytes have an important yet largely unexplored role in the development and maintenance of drug addiction. Advancements in our ability to control the activity state of these glial cells could allow us to further dissect the contribution of neurons and glia in regulating behavior in health and disease. This renewed focus on glia represents a necessary step in the continued elaboration of the deeply complex network of cells involved in motivation and addiction. -ol]-enkephalin; DREADD, designer receptor exclusively activated by a designer drug; FACS, fluorescence-activated cell sorting; GABA, γ-aminobutyric acid; GFAP, glial fibrillary acidic protein; GFP, green fluorescent protein; GLAST, glutamate-aspartate transporter; GLT-1, glutamate transporter 1; Glu, glutamate; L-DOPA, L-3,4-dihydroxyphenylalanine; MDMA, 3,4-methylenedioxymethamphetamine; NMDA, N-methyl-D-aspartate receptor; NPY, neuropeptide Y; PET, positron emission tomography; siRNA, small interfering RNA; SPARC, secreted protein acidic and rich in cysteine; TSP, thrombospondin; TTX, tetrodotoxin. See Table 1 for a complete list of abbreviations related to neuroimmune signaling.
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