Introduction
In the paper we follow the notation of Harary [1] . By a unicyclic graph we mean any connected graph with exactly one cycle. The graph isomorphism problem can be stated as follows:
For given graphs G\ and Gi determine whether or not they are isomorphic and, if they are, derive any isomorphism of Gi onto Gi-Two graphs G\ = (Vi,Ei) and G2 = (^,£2) are isomorphic (G1 = G2) if there exists a one-to-one mapping <j> of V\ onto V% such that (ui,vi) G E\ whenever (<j>(ui),<j>(v 1)) e E 2 ,
for every pair («1, Vi) of vertices in Vi.
In this paper instead of testing isomorphism between two unicyclic graphs U\ and U2 we test isomorphism between some matrices M^ and MU 2 corresponding to Ui and U2, respectively. The main theorem is true for unicyclic graphs with at least three so-called offshoots only. (By an offshoot we mean every component of the graph obtained from a unicyclic graph by deleting all the edges of the cycle.) In the last section there are some examples showing that the theorem is not true for graphs with less than three offshoots. In that sense the number "three" is best possible.
Since the exact definition of the matrix Mu for a given unicyclic graph U is given in the next section let us only mention here that many questions concerning the structural properties of U (e.g. the length of the cycle, the number of offshoots or the cardinality of the set of leaves in the particular offshoot) can easily be answered by the use of the matrix Mu-Moreover such a matrix is usually small and it is rather surprising that it provides enough information to define a unicyclic graph U, up to isomorphism.
Definitions and lemmas
In order to state the main theorem we shall introduce some definitions first. We denote by J(G) the set of all vertices of degree one in the graph G. In case G is either a tree or a unicyclic graph we call any vertex belonging to J(G) a leaf. We use U and U v (p € Af, p > 3) to denote the set of all unicyclic graphs and the set of all unicyclic graphs with a cycle of length p, respectively. By M n (n € N) we mean the set of all matrices n x n of non-negative elements. Finally, the notation (i = k, n) means "for every natural i from k to n". DEFINITION Now we introduce some definitions for unicyclic graphs. Clearly, for any cycle C there are two different directions of C. In order to simplify the notation we use the same symbol uv to denote both a directed and undirected edge. It will not lead to misunderstandings. The set of all pairs (U,C + ), where U € U and C + is a direction of the cycle C in U is denoted by Similary, denotes the set of all pairs (U,C
where U € Hp and C + is a direction of the cycle C in U. In both above cases we shall denote a pair (¿7, C + ) by U + and write
We shall also write "a direction in U" instead of "a direction of the cycle C in U n .
We define a path between vertices u, v € V{U) to be a sequence of vertices {«o,.
The length of a path in U + € li + is equal to the number of edges of this path. A path from u to v will be denoted by [u,v] .
The pseudodistance between vertices
, is the length of the shortest path from u to v in U + .
Notice that the pseudodistance is not a metric in a graph U + € U + .
and let J(U) = {«i,..., u n }. The matrix Mu+ € A4 n such that M(j+ [i, j] is equal to the pseudodistance between vertices U{ and uj (i,j = l,n) in U + is called the matrix of pseudodistances in U+.
Clearly, for any graph U € U there exist exactly two, up to isomorphism, matrices of pseudodistances. These matrices correspond to the two different directions in U. 
The unicyclic graph theorem
In this section we state and prove the main theorem of this paper. + again. Now we have got two graphs Uand U^ each with a fixed direction such that M is the matrix of pseudodistances corresponding to both of them.
Let U + 6 U + be any graph such that M is its matrix of pseudodistances. We shall prove some properties of U + . Let M e M n . Let us divide the set {1,..., n} of indices of the matrix M into classes by the equivalence relation TZ C {1,..., n} x {1,..., n} defined as follows: 
., n})(M[i, ft] -i] = M[j, *] -M[k,j]))
.
-V"
First we will show that 1Z is in fact an equivalence relation on the set {1,...,»}. It is obvious that 1Z is reflexive and symmetric. In order to prove transitivity of 1Z we will first show that:
(a pair (i, j) satisfies the condition (7)) (u,-and Uj belong to the same offshoot in the graph U + )
Proof of (8). Necessity. Assume on the contrary that Ui and Uj belong to different offshoots. Since U + has at least three oifshoots, there exists k € {1,..., n} such that u;, uj, u\t belong to pairwise different offshoots. Let c Sl ,c 42 ,c S3 denote the base vertices of these offshoots, respectively. There are two cases up to the orientation of the cycle in U + (see Fig. 1 ).
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Figure 1.
In the case a), denote cti=p(c Sl , c S2 ), a 2 =p(c a2 , c, 3 ) and a 3 =p(c S3 , c Sl ). Then
M[i, fc] -M[k, i] = ai + <22 -«3 and M[j, fc] -M[k, j] = a 2 --o>i.
Thus c*i + a2 -<*3 = -a 3 ~ «1 a^d therefore a\ -0. It is a contradiction because, by the assumption, u,-and Uj belong to different offshoots.
In the case b) we proceed analogously. Sufficiency. Let u,-and Uj belong to the same offshoot, say 0\. The proof of sufficiency is divided into two cases.
Case a). Uk G OBy
the definition of the pseudodistance we trivially 
Case b). Uk & 0\.
Two subcases are possible (see Fig. 2 ). Since they are analogous, we consider the case i) only. Clearly,
The proof of (8) is completed.
Transitivity of the relation TZ is now immediate. By (8), if iTZj and jlZk then the vertices U{ and Uj belong to the same offshoot and so do uj and Uk. Thus Ui and u k (and clearly Uj as well) belong to the same offshoot, so by (8), illk.
The relation 1Z defines a partition of the set {l,...,n} of indices of the matrix M into t classes . .,F t . This partition corresponds to the partition of the set of leaves in the graph U + into offshoots. More precisely, indices i,j belong to the same class if and only if corresponding leaves U{ and Uj belong to the same offshoot in U + . Hence, we shall identify a class F s with a set of leaves belonging to an offshoot 0 S (5 = l,f). In order to streamline the notation we use the symbol c s (s = l,i) to denote a base vertex of an offshoot 0 S and conversely an offshoot corresponding to a base vertex c s is denoted by 0" (s = l,i). We have established so far that U + has got t offshoots, where t > 3. Now let us consider any triple Si, S2, S3 £ {1,..., i} such that s\ ^ S2 'fi s 3 ^ and let i,j, k 6 {l,...,n} be any indices such that i € F Sl ,j € F S2 and k € F S3 . We define p as follows:
p = |M[i,j] + M[j, k} + M[k, i] -M[j,»] -M[k,j] -M[i, *]|.
Now we show that p is a well-defined number equal to the length of the cycle in the graph U + . Actually, up to the orientation of the cycle, two cases are possible (see Fig. 3 ). Now for every index i of the matrix M (i G Fmi, 1 < m\ < t) let us define a number
(see Fig. 4 ), where j G Fm2 and k G Fm3 are any indices such that mj 2/^3/ mi, 1 < m2,m3 < i, (which of course implies i ^ j k ji i). The number DIST(i) (i = 1, n) is well defined and equal to the distance between the leaf u,-and the vertex cmj, where Ui G 0mi in the graph i7+. Now let /1 (1 < 11 < n) be any fixed element of and ls (1 < ls < n) be any element of Fs (s = 2, t). Then Therefore, if we fix the vertex ci on the cycle of length p then we uniquelly determine the positions of the base vertices c a of the offshoots 0 3 (s = 2, t).
Let us introduce the ordering relation -< on the set {Fi,..., F t } defined as follows: Now renumber the classes Fi,...,Ft according to the order -< and reorder the rows and thè columns of the matrix M simultaneously in such a way that the succesive rows (resp. columns) correspond to indices belonging to the successive classes Fi,...,F t .
At the same time let us renumber the leaves in the graph U + in the same way as we have renumbered the rows and the columns of the matrix M. Now the matrix M has the form depicted in Fig. 5 . Remove the edge b p b\ from the graph U + and add paths of length MAX with end-vertices in b p and . Let a and ¡3 be the other ends of these paths (see Fig. 6 ), and denote by T the tree obtained this way, i.e. According to the above construction applied to U + we change the matrix M (and obtain the matrix M') in the following way: 1°). We add the (n + 1 )'th and the (n + 2)'th rows and columns corresponding to the vertices a and ¡3, respectively. 3°). Similar example applies for the case of U\ and U2 with exactly two offshoots each (see Fig. 9 ). 4°). Let both U\ and U2 have the cycle of length p, where p is the even number. Following the construction of classes F\,..., F t from the proof of Theorem we can invent a "mixed" example (see Fig. 10 ), where Mv+ = MJJ+ , whereas U\ has got one offshoot and Ui has got two offshoots. Clearly, the above "mixed" example cannot be constructed for graphs with cycles of odd length.
