In this paper we characterize Lipschitz conjugacy of linear flows on R d algebraically. We show that two hyperbolic linear flows are Lipschitz conjugate if and only if the Jordan forms of the system matrices are the same except for the simple Jordan blocks where the imaginary parts of the eigenvalues may differ. Using a well-known result of Kuiper we obtain a characterization of Lipschitz conjugacy for arbitrary linear flows.
Introduction
The flow induced by the linear autonomous differential equationẋ = Ax is given by (t, x) → e At x. Two linear flows e At x and e Bt x are said to be topologically conjugate if there exists a homeomorphism h : R d → R d such that h(e At x) = e Bt h(x) for all x ∈ R d and t ∈ R. In the hyperbolic case, i.e. if A and B have no eigenvalues with real part zero, the flows e At x and e Bt x are topologically conjugate if and only if the dimensions of the stable eigenspaces coincide (cf. [1, Theorem 7.1., p. 113]). In the case of C 1 -conjugacy, which means topological conjugacy by a C 1 -diffeomorphism, we obtain a quite different result: Two linear flows e At x and e Bt x (not necessarily hyperbolic) are C 1 -conjugate if and only if they are linearly conjugate. This can be proved very easily by differentiating the conjugacy identity. Hence there is a big gap between topological and differentiable conjugacy. A property of maps that lies between continuity and differentiability is Lipschitz continuity. In the present paper we study conjugacy of linear flows by bi-Lipschitz homeomorphisms. A famous theorem of Rademacher says that a Lipschitz continuous map is differentiable Lebesgue almost everywhere. Thus Lipschitz continuity is very close to differentiability and as we show in this paper, Lipschitz conjugacy is very close to C 1 -conjugacy and therefore to linear conjugacy. Our main theorem states that two hyperbolic flows e At x and e Bt x are Lipschitz conjugate if and only if the real Jordan forms of A and B coincide except for the simple Jordan blocks, where the imaginary parts of the eigenvalues may differ. Using a result of Kuiper (cp. [2, §1] or [3, Theorem B'] for a different formulation) we obtain that arbitrary linear flows are Lipschitz conjugate if and only if their hyperbolic parts are Lipschitz conjugate and their non-hyperbolic parts are linearly conjugate. This paper is organized as follows: In section 3 we repeat some facts about Lipschitz continuous maps including the theorem of Rademacher, and we give a sufficient condition for a map to satisfy a global Lipschitz condition (Lemma 3.2). In section 4 the notion of kinematic similarity of (nonautonomous) linear differential equations is introduced and characterized algebraically in the autonomous case. Kinematical similarity is a generalization of linear conjugacy. Unlike in the case of a linear transformation, a kinematical similarity transformation may vary in time but has to be bounded together with its inverse. This notion was first introduced by Perron in his stability theory (see [4] ). In [5] Markus characterizes kinematic similarity within the set of systems that are kinematically similar to an autonomous system by giving a complete set of invariants. A consequence of his result is that two autonomous systems are kinematically similar if and only if the complex Jordan forms of the system matrices coincide after dropping the imaginary parts of the eigenvalues. We state this fact in Proposition 4.2 and give a proof which is partially based on the results of Markus. In section 5 we state and prove our main theorem, Theorem 5.6. To this end, we first have to prove some auxiliary results. In particular, using Lemma 3.2 we verify the mentionable fact that two hyperbolic linear flows are Lipschitz conjugate if and only if they are conjugate by a homeomorphism which, together with its inverse, satisfies a global Lipschitz condition (Corollary 5.4). Using this result we can show that Lipschitz conjugacy implies kinematic similarity of both the given systems and of two associated systems. The algebraical characterization of kinematic similarity provided in section 4 then yields an algebraical characterization of Lipschitz conjugacy.
Preliminaries
By R we denote the reals, by 
, we denote the corresponding Jacobi matrix by Dh ξ = Dh(ξ).
In this paper we use the the notion real Jordan form in a somewhat unconventional manner. Usually, for a matrix A ∈ R d×d one obtains the real Jordan form from the complex Jordan form by combining r × r Jordan blocks corresponding to a complex pair λ ± iµ of eigenvalues to one 2r × 2r block of the form
This is done for all nonreal eigenvalues λ + iµ of A. In addition to this we also combine such blocks if λ + iµ is real, i.e. if µ = 0. This means, if λ is a real eigenvalue of A and the r × r Jordan block
appears twice in the complex Jordan form, we combine the two blocks to obtain the 2r
This has the following advantage: If A and B are Lyapunov blocks, i.e. if all eigenvalues have the same real part, and if the nilpotent parts of the complex Jordan forms coincide, then also the nilpotent parts of the real Jordan forms do (modulo rearranging the blocks).
For any matrix A ∈ R d×d the flow induced by the differential equationẋ = Ax is briefly denoted by e At x. For an eigenvalue λ of A we denote the corresponding real generalized eigenspace by E metric induced by a norm. If a map f : X → Y is invertible and both f and f −1 are Lipschitz continuous, we call f a bi-Lipschitz homeomorphism.
for all x 1 , x 2 ∈ X with a constant L ≥ 0, we say that f satisfies a global Lipschitz condition, or that f is globally Lipschitz continuous. The following theorem of Rademacher (see also [6, Th. 5.5.7, p. 196] ) reveals that Lipschitz continuity is much stronger than continuity and is indeed almost differentiability. For x, y ∈ R d we define the straight line segment
Moreover, we define (x, y) := [x, y]\{x, y}.
Then f satisfies a global Lipschitz condition with Lipschitz constant L.
Proof. By Theorem 3.1 the set R d \∆(f ) has Lebesgue measure zero. By a well-known result in measure theory there exists a set C ⊂ R d which is the countable union of closed sets (a socalled F σ -set) such that C ⊂ ∆(f ) and λ d (∆(f )\C) = 0 (see e.g. [7, Lem. 1.5.3., p. 37]). Since
As the countable union of closed sets C is a Borel set. Consequently, the intersection of C with every line segment [x, y] is a Borel set in [x, y], and thus, Lebesgue measurable with respect to the one-dimensional Lebesgue measure on [x, y]. We fix a point x ∈ R d and define the set
We want to show that C x is dense in R d . To this end, we assume that the converse holds, i.e. 
forms an open pyramid. Without loss of generality we may assume that x = 0 and Q = (−1, 1) d−1 × {1}. We define the transformation
The map g is obviously a C 1 -diffeomorphism with inverse
Since P x is open in R d and C is Lebesgue measurable, also P x \C is Lebesgue measurable. In the following we use the notation s := (s 1 , . . . , s d ) ands := (s 2 , . . . , s d ). By the Transformation Theorem and the Theorem of Fubini we obtain
Now assume to the contrary that the inner integral over s 1 is zero for somes ∈ (−1, 1)
, which is a contradiction to the assumption that the Lebesgue measure of (x, y)\C is positive. Consequently, λ d (P x \C) > 0, which is a contradiction to (3.2) . This shows that C x is dense in
d is rectifiable and by [6, Theorem 2.7.6., p. 57] the length of f • c can be calculated as follows.
Since f • c is a curve from f (x) to f (y) and the estimate (3.1) holds, we obtain
From the continuity of the function y →
follows that the same estimate holds for all y ∈ R d .
Kinematic similarity
In this section we study kinematic similarity of linear flows. We use the following definition according to [8, p. 39 ]. 
such that both t → S(t) and t → S(t) −1 are bounded. In this case the function (t, x) → S(t)x is called a kinematic similarity transformation. Remark 1. In the autonomous case (A(t) ≡ A and B(t) ≡ B for some A, B ∈ R d×d ) we also say that the matrices A and B and the corresponding flows e At x and e Bt x are kinematically similar.
A straightforward calculation shows that if µ(t) is a solution ofẋ = Ax then ν(t) := S(t)µ(t) is a solution ofẋ = Bx, provided that S solves (4.1). The following proposition characterizes kinematic similarity in the autonomous case. Proof. In the autonomous case the solution of the initial value problemṠ = BS − SA,
Since S(t) is invertible if and only if S 0 is invertible, the assertion holds.
Remark 2.
If the matrices A and B are linearly conjugate by a matrix C ∈ Gl(d, R), i.e. CA = BC, then they are also kinematically similar. In this case a kinematic similarity transformation is given by (t, x) → e Bt Ce −At x ≡ Cx.
The following proposition gives an algebraic characterization of kinematic similarity. It states that two matrices are kinematically similar if and only if their Jordan forms coincide after deleting the imaginary parts of the eigenvalues. Proposition 4.2. Two matrices A, B ∈ R d×d are kinematically similar if and only if there exist matrices D, N, S A , S B ∈ R d×d such that the real Jordan forms (as they are described in Section 2) J A and J B of A and B, respectively, can be written as
where D is a diagonal matrix containing the real parts of the eigenvalues, S A , S B are skewsymmetric matrices containing the imaginary parts of the eigenvalues and N is a nilpotent upper triangular matrix.
Proof. (⇒): Let A and B be kinematically similar. Since linear conjugacy implies kinematic similarity then also J A and J B are kinematically similar. By [5, Theorem 1, p. 312] the Lyapunov exponents, i.e. the real parts of the eigenvalues, of J A and J B are the same and also their algebraic multiplicities. We denote by λ 1 < λ 2 < · · · < λ r the different real parts and by m i the multiplicity of λ i for i = 1, . . . , r. We define
where I mi is the m i × m i identity matrix and m 1 + · · · + m r = r. Then
where S X is a skew-symmetric matrix containing the imaginary parts of the eigenvalues of X, and N X is the nilpotent part of J X . Now let (t, x) → S(t)x, S(t) = e J B t S 0 e −J A t be a kinematic similarity transformation from J A to J B . Let x ∈ R d be a vector contained in the Lyapunov space corresponding to the real part λ i , i ∈ {1, . . . , r}. Then t → e J A t x e −λit has subexponential growth, since
Here we used that e S A t is orthogonal for all t ∈ R. Let M > 0 be an upper bound for S(t) and m > 0 an upper bound for S(t) −1 . Then
This shows that also S(t)e J A t x = e J B t S 0 x has subexponential growth, which implies that S(t)x is also contained in the Lyapunov space corresponding to λ i . Thus S(t) must have the same block diagonal form as D, and consequently S 0 D = DS 0 . This yields
since e S A t and e S B t are orthogonal for all t ∈ R. Hence N A and N B are kinematically similar. Obviously, every entry of the matrixS(t) := e N B t S 0 e −N A t is a polynomial in t. Since S (t) is bounded, this implies that every entry is constant, i.e.S(t) ≡ S 0 and consequently
By differentiating this equation at t = 0 we obtain S 0 N A = N B S 0 . Thus we may assume N A = N B , which yields the desired result.
(⇐): It suffices to show that J A = D + S A + N and J B = D + S B + N are kinematically similar. Since skew-symmetric 2 × 2-matrices commute, S A and S B commute, and consequently also J A and J B . We define
Then S(t) = S 0 and S(t)
for all t ∈ R, since S(t) is orthogonal. This proves the kinematic similarity of J A and J B .
The proof of Proposition 4.2 yields the following corollary. 
The main result
Now we introduce the notion of Lipschitz conjugacy for linear flows. 
Thus differentiability at x implies differentiability at e −At x for every t ∈ R.
such that the following statements hold.
Proof. For any eigenvalue λ of
for every pair ±iα of complex conjugate imaginary eigenvalues and let
Let C ∈ Gl(d, R) be a matrix such that J F := CF C −1 is the real Jordan form of F . Then C maps eigenvectors of F to eigenvectors of J F , and eigenvectors of J F corresponding to different eigenvalues are orthogonal with respect to the Euclidean scalar product. We define the norm · * by x * := Cx for all x ∈ R d . Now we can show that V has the desired properties: (i) Let x ∈ V . Then there exist unique x i ∈ E λi , i = 1, . . . , r, such that x = x 1 + · · · + x r .
The restriction of e J F t to each eigenspace E λ (F ) with Re(λ) = 0 is an isometry with respect to the Euclidean norm. This yields
for every t ∈ R. (ii) Let x ∈ R d be a vector which satisfies (5.1). Then e F t x does neither converge to zero nor to infinity for t → ∞. Thus x ∈ E c (F ). Also e F t x does not grow polynomially, and hence x must be a linear combination of eigenvectors corresponding to eigenvalues with real part zero.
The following proposition and its corollary show that in the hyperbolic case Lipschitz conjugacy is equivalent to conjugacy by a homeomorphism which, together with its inverse, satisfies a global Lipschitz condition. Proposition 5.3. Let A, B ∈ R d×d be matrices with negative eigenvalue real parts. Let h : R d → R d be a topological conjugacy from e At x to e Bt x. Then the following statements are equivalent:
(i) h is a bi-Lipschitz homeomorphism.
(ii) h and h −1 satisfy global Lipschitz conditions, i.e. there exist constants l, L > 0 with
(iii) h and h −1 satisfy a Lipschitz condition in a neighborhood U of x = 0.
Proof. Obviously the implications "(ii) ⇒ (i)" and "(i) ⇒ (iii)" hold. Hence we only have to show that (iii) implies (ii): Let U be an open neighborhood of x = 0 such that h| U and h −1 | U are Lipschitz continuous with Lipschitz constants L ± > 0. By choosing U small enough we obtain that
We want to show that h is Lipschitz continuous. To this end, let x 0 ∈ R d \{0}. Since all eigenvalue real parts of A are negative by assumption, the flow e At x is contracting, i.e. every trajectory converges to zero in forward time. Therefore there exists a time t 0 ≥ 0 with e At0 x 0 ∈ U . Then V := e −At0 U is an open neighborhood of x and for any z 1 , z 2 ∈ V there exist x 1 , x 2 ∈ U with z 1 = e −At0 x 1 and z 2 = e −At0 x 2 . Consequently,
This proves Lipschitz continuity of h. In order to apply Lemma 3.2 and to obtain the result we have to prove that Dh x is globally bounded. To this end, let ξ ∈ ∆(h| U ). Then there exists a function r :
x−ξ = 0 and for every x ∈ R d \{ξ} we have
This implies
and hence
Since the flow e At x is contracting, we may assume that U is forward invariant under e At x, i.e. e At U ⊂ U for all t ≥ 0. Consequently,
Bt Dh ξ e −At is the trajectory through Dh ξ of the linear flow induced by the matrix differential equationṠ = BS − SA, we obtain by Lemma 5.2 a norm · * on R d×d such that e Bt Dh ξ e −At * = Dh ξ * for all t ∈ R and ξ ∈ ∆(h| U ).
Since all norms on R d×d are equivalent, there are c, C > 0 such that
This implies that for x = e At ξ with ξ ∈ ∆(h| U ) we have 
where P s and P u are the projections onto E s (A) and E u (A), respectively. It is easy to see that h is a homeomorphism, and
Hence alsoh is a topological conjugacy from e At x to e Bt x. The global Lipschitz continuity of h s and h u yield the global Lipschitz continuity ofh. To see this, let L s be a Lipschitz constant for h s and L u one for
This proves the claim.
By Corollary 5.4 we may assume in the following that all Lipschitz conjugacies satisfy global Lipschitz conditions. In order to prove our main theorem we need the following technical lemma.
Lemma 5.5. Let A, B ∈ R d×d be matrices with only negative (or only positive) eigenvalue real parts. Let h : R d → R d be a bi-Lipschitz homeomorphism which satisfies
Then h is a Lipschitz conjugacy from e At x to e Bt x.
Proof. If the eigenvalues of A and B have positive real parts, we can replace A by −A and B by −B. Consequently, we may assume that the eigenvalue real parts are negative. We define the function
Since f is obviously continuous, the set
is closed. Consequently, it suffices to show that X is dense in R × R d . By [1, Theorem 5.1., p. 108] there exists a so-called adapted norm · A , i.e. a norm with the property
where a > 0 is a constant. According to [1] it is possible to define such a norm by
where a, τ > 0 are suitably chosen constants. We define the unit sphere S A := {x ∈ R d | x A = 1} in the norm · A . S A is a fundamental domain for the restriction of the flow e At x to R d \{0}, which means that for every x = 0 the orbit O x = {e At x} t∈R hits S A exactly once.
andÃ(x) is a positive definite symmetric matrix, S A is a regular preimage. Now assume to the contrary that there exists an open set U ⊂ S A such that for all z ∈ U
If this set is not Lebesgue measurable for every z ∈ U , we can replace ∆(h) by an F σ -set of the same measure as in the proof of Lemma 3.2. We define the transformation
The map g is a C 1 -diffeomorphism with inverse
where τ : R d \{0} → R is defined implicitely by e Aτ (x) x A − 1 = 0. The following holds for the measure of R d \∆(h).
and thereforeγ z is continuously differentiable. This implies that the linear differential equation (5.7) is satisfied for all t ∈ R, and thus
If x = e As z for some s ∈ R and z ∈ Z we get h(e At z) = h(e A(t+s) z) = e B(t+s) h(z)
= e Bt e Bs h(z) = e Bt h(e As z) = e Bt h(x).
This shows that X contains the set R × z∈Z O z , which is obviously dense in R × R d . Thus X is dense in R × R d , which proves the lemma.
Now we can state and prove our main theorem.
Theorem 5.6. Let A, B ∈ R d×d be matrices with eigenvalues real parts different from zero. Then the following statements are equivalent:
(i) e At x and e Bt x are Lipschitz conjugate.
(ii) The real Jordan forms J A and J B of A and B, respectively, can be written as
where D is a diagonal matrix containing the real parts of the eigenvalues, S A , S B are skew-symmetric matrices containing the imaginary parts of the eigenvalues and N is a nilpotent upper triangular matrix, and, furthermore, the following relation holds: where D is a diagonal matrix containing the real parts of the eigenvalues, S A , S B are skewsymmetric matrices containing the imaginary parts of the eigenvalues and N is a nilpotent upper triangular matrix. Without loss of generality we may assume that D = λI for some λ ∈ R\{0}, since h surely preserves the Lyapunov spaces. Differentiating the conjugacy identity h(e At x) = e Bt h(x) by t at t = 0 yields
Bh(x) = Dh x Ax for all x ∈ ∆(h). and thus, C −1 S A and C −1 S B are kinematically similar. C −1 can be calculated by using the geometric series formula:
The latter equality holds since N k = 0 for all k ≥ d. This yields
The nilpotent part in the Jordan partition of
which follows from the fact that S X and N commute. ConsequentlyM A andM B are kinematically similar, and a kinematic similarity transformation is given by (t, x) → S(t)x with S(t) = eM B t Dh x e −M A t . SinceM A andM B are nilpotent, every entry of S(t) is a polynomial in t, which implies S(t) ≡ Dh x . Consequently
Since Dh x and N commute, we also get Dh xÑ =Ñ Dh x and thus
This means that the image of Dh x S A − S B Dh x is contained in the kernel ofÑ . We want to show that kerÑ ⊂ ker N and therefore
To this end, letÑ
Equation (5.12) says that S A and S B are conjugate on the image of N . In particular, the following diagram commutes, since the matrices S A , S B and Dh x commute with N :
We can write the matrices S A and S B in the following way:
where r is the number of Jordan blocks in A and B and
For the numbers r k we have
The nilpotent matrix N is then given by N = diag(N 1 , . . . , N r ) with
With every k ∈ {1, . . . , r} a subspace
Consequently, the subspace N k is trivial if and only if dim L k = 2 and 1 ≤ k ≤ s or dim L k = 1 and s < k ≤ r. Thus the restriction of S X to im N has the same eigenvalues as S X except for those whose associated Jordan blocks are all trivial (which means they have size 2 × 2 in the nonreal and 1 × 1 in the real case). Since S A and S B are linearly conjugate on im N we may assume that µ k (A) = µ k (B) for all k ∈ {1, . . . , r} with N k = {0}. This implies ker(S B − S A ) ⊂ im N and thus (5.8) holds.
(ii) ⇒ (i): It suffices to show that e J A t x and e J B t x are Lipschitz conjugate, so we may assume A = J A and B = J B . We define the Lipschitz conjugacy Lyapunov blockwise. This means that we may also assume that D = λI for one eigenvalue real part λ = 0. Define S := S B − S A . Since S is skew-symmetric, R d can be written as the direct sum of the kernel and the image of S:
Let U := ker S and V := im S. U and V are invariant with respect to both of the flows e At x and e Bt x, since S commutes with A and B by the assumptions. We define the conjugacy h Analogously one shows that g(h(x)) = x. Continuity of h and h −1 follows since both maps preserve the Euclidean norm, i.e. h(x) = h −1 (x) = x for all x ∈ R d (Note that U = V ⊥ ). Thus, h is a homeomorphism. The conjugacy identity can be checked separately on U and V : On U = ker S we have S B x ≡ S A x and therefore h(e At x) = e At x = e (λI+N )t e S A t x = e (λI+N )t e S B t x = e Bt x = e Bt h(x).
By (5.8) we have N S = 0. This implies e N t x = x for all x ∈ V = im S, which yields h(e At x) = e In order to show that h is a Lipschitz conjugacy it suffices to show that h| V is Lipschitz continuous. h| V is obviously C 1 on V \{0}. So we can prove Lipschitz continuity by giving an upper bound for Dh x . A straightforward calculation shows that Since S is skew-symmetric, we obtain The same argument can be used to show the Lipschitz continuity of h −1 .
