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Resumen
En este artı´culo probamos que el problema de Cauchy asociado a la ecuacio´n del calor en espacios de Sobolev
perio´dico esta´ bien colocado. Hacemos esto en un modo intuitivo usando la teorı´a de Fourier y en una versio´n
elegante usando la teorı´a de semigrupos, inspirados en los trabajos de Iorio [1] y Santiago and Rojas [3].
Tambie´n, estudiamos la relacio´n entre el dato inicial y la diferenciabilidad de la solucio´n. Finalmente, estudiamos
el correspondiente problema no homoge´neo y probamos que esta´ localmente bien colocado y ma´s au´n obtenemos
la dependencia continua de la solucio´n respecto al dato inicial y a la no homogeneidad.
Palabras clave. Teorı´a de semigrupos, Ecuacio´n del calor, Ecuacio´n no homoge´nea, Espacios de Sobolev perio´dico, Teorı´a
de Fourier.
Abstract
In this article we prove that the Cauchy problem associated to the heat equation in periodic Sobolev spaces is well
posed. We do this in an intuitive way using Fourier theory and in a fine version using Semigroups theory, inspired
by works Iorio [1] and Santiago and Rojas [3]. Also, we study the relationship between the initial data and
differentiability of the solution.
Finally, we study the corresponding nonhomogeneous problem and prove it is locally well posed and even more we
obtain the continuous dependence of the solution with respect to the initial data and the non homogeneity.
Keywords. Semigroups theory, Heat equation, nonhomogeneous equation, Periodic Sobolev spaces, Fourier theory.
1. Introduccio´n. Sea la ecuacio´n del calor propuesto por Fourier (1807)
(1.1) ut − α2uxx = 0 .
Sabemos que la ecuacio´n (1.1) es de tipo parabo´lica y de su importancia en las Ecuaciones Diferenciales Parciales.
En la ecuacio´n (1.1), α2 es una constante conocida como el coeficiente de difusio´n te´rmica, en este trabajo consi-
deraremos α2 = 1, y como dato inicial consideramos u(0) = φ ∈ Hsper, donde s es un nu´mero real y denotamos
porHsper al espacio de Sobolev perio´dico de orden s. Dicha ecuacio´n describe la distribucio´n del calor (o variacio´n
de temperatura) en una regio´n a trave´s del tiempo.
La ecuacio´n que estudiamos esta´ asociada a feno´menos de difusio´n, como el flujo del calor en un medio conducti-
vo, citamos a Rubinstein [4].
Sabemos que la ecuacio´n del calor gobierna la difusio´n de partı´culas o la propagacio´n del potencial de accio´n en
ce´lulas neuronales y que puede utilizarse para modelar algunos problemas en finanzas, como por ejemplo en los
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procesos de Black-Scholes o Ornstein-Uhlenbeck, citamos por ejemplo [5].
Sabemos tambie´n, que la ecuacio´n de Burgers ut − uxx + uux = 0 se puede transformar en la ecuacio´n del calor
vı´a la transformacio´n de Cole-Hopf, de ahı´ que se enfatiza el estudio de esta ecuacio´n, para esto podemos citar
Iorio [1].
Citamos Iorio [1], donde encontramos trabajos relacionados al modelo (1.1) y Santiago and Rojas [3] de donde
nos motivamos siguiendo las ideas ahı´ plasmadas. Probaremos la existencia y unicidad de solucio´n de (1.1), ası´
como la dependencia continua de la solucio´n respecto al dato inicial. Luego introduciremos una familia de opera-
dores para reescribir nuestro resultado en una versio´n ma´s elegante. Haremos ana´lisis de diferenciabilidad versus
dato inicial del problema y finalmente probaremos que el modelo no homoge´neo de (1.1) esta´ localmente bien
colocado.
Nuestro artı´culo esta´ organizado como sigue. En la seccio´n 2, indicamos la metodologı´a usada y citamos la refe-
rencia usada para los resultados preliminares que se puedan necesitar. En la seccio´n 3, probamos que el problema
de Cauchy asociado a la ecuacio´n del calor homoge´neo esta´ bien colocado. En la seccio´n 4, hacemos el ana´lisis
de la diferenciabilidad de la solucio´n versus dato inicial. En la seccio´n 5, probamos que el problema de Cauchy
asociado a la ecuacio´n del calor no homoge´neo esta localmente bien colocado y adema´s obtenemos la dependencia
continua de la solucio´n respecto al dato inicial y a la no homogeneidad. Finalmente, en la seccio´n 6, damos las
conclusiones de nuestro estudio.
2. Metodologı´a. Como marco teo´rico, en este trabajo usamos fuertemente los siguientes to´picos: Teorı´a
de Fourier en espacios de Sobolev perio´dico, ana´lisis armo´nico, teorı´a de semigrupos de clase Co y familias de
operadores fuertemente continuas. Como referencia en la revisio´n de algunos resultados previos que usaremos,
citamos a Iorio [1], Santiago et al [2] y Santiago and Rojas [3].
Toda esta teorı´a la usamos en el ana´lisis de existencia y buena colocacio´n del problema de Cauchy para la ecuacio´n
del calor, realizando una serie de ca´lculos y aproximaciones en el desarrollo del trabajo.
3. Existencia de solucio´n de la ecuacio´n del Calor. En esta seccio´n, empezamos probando que existe solu-
cio´n de la ecuacio´n del calor homoge´neo en espacios de Sobolev perio´dico, usando la teorı´a de Fourier.
Teorema 1. Sea s un nu´mero real fijo y el problema
(P1)
∣∣∣∣∣∣
u ∈ C([0,+∞), Hsper)
∂tu− ∂2xu = 0 ∈ Hs−2per
u(0) = φ ∈ Hsper
entonces (P1) esta´ globalmente bien colocado i.e. ∃!u ∈ C([0,∞), Hsper) satisfaciendo la ecuacio´n (P1), de modo
que la aplicacio´n : φ→ u, que asigna a cada dato inicial φ la solucio´n u del PVI (P1), es continua.
Adema´s, u ∈ C([0,∞), Hsper) ∩ C1([0,∞), Hs−2per ) y la solucio´n u satisface la regularidad:
u(t) ∈ H∞ , ∀t > 0
con ‖u(t)‖r ≤ C‖φ‖s , ∀r ∈ R y t > 0, donde H∞ es la interseccio´n de los espacios Hrper ∀r ∈ R .
Demostracio´n:La prueba lo hacemos del siguiente modo.
1. Primero obtenemos el candidato a solucio´n. Para conseguir ese candidato tomamos la transformada de
Fourier a la ecuacio´n
∂tu = ∂
2
xu
y conseguimos
∂tuˆ = (ik)
2uˆ = −k2uˆ ,
que para cada k es una EDO con dato inicial uˆ(k, 0) = φˆ(k).
Ası´, planteamos un sistema no acoplado de ecuaciones de primer orden homoge´neas
(Ωk)
∣∣∣∣∣∣
uˆ ∈ C([0,+∞), l2s(Z))
∂tuˆ(k, t) = −k2uˆ(k, t)
uˆ(k, 0) = φˆ(k) con φ̂ ∈ l2s(Z)
∀k ∈ Z , y conseguimos
uˆ(k, t) = e−k
2tφˆ(k) ,
de donde obtenemos nuestro candidato a solucio´n:
u(t) =
∞∑
k=−∞
uˆ(k, t)φk =
∞∑
k=−∞
e−k
2tφˆ(k)φk ,(3.1)
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aquı´ estamos denotando φk(x) = eikx.
2. En segundo lugar, probaremos que:
(3.2) u(t) ∈ Hsper y ‖u(t)‖s ≤ ‖φ‖s.
En efecto, sea t > 0, φ ∈ Hsper y observando que e−2k
2t < 1, tenemos
‖u(t)‖2Hsper = 2pi
+∞∑
k=−∞
(1 + k2)s|e−k2tφˆ(k)|2
= 2pi
+∞∑
k=−∞
(1 + k2)s|φˆ(k)|2e−2k2t
≤ 2pi
+∞∑
k=−∞
(1 + k2)s|φˆ(k)|2 <∞ .
= ‖φ‖2Hsper .
Obviamente tambie´n se cumple (3.2) para t = 0.
3. Ahora, probaremos que u(·) es continua en [0,+∞).
Sea t′ ∈ [0,∞),
‖u(t)− u(t′)‖2Hsper
= 2pi
+∞∑
k=−∞
(1 + k2)s|(e−k2t − e−k2t′)φˆ(k)|2
= 2pi
+∞∑
k=−∞
(1 + k2)s|φˆ(k)|2| (e−k2t − e−k2t′)︸ ︷︷ ︸
H(t):=
|2 .(3.3)
Se observa que l´ımt→t′ H(t) = 0. Ahora, necesitamos de la convergencia uniforme de la serie para el
intercambio de lı´mites. Para esto, tomamos el k-e´simo te´rmino de la serie y lo mayoramos por una serie
convergente, i.e.
Ik,t : = 2pi(1 + k
2)s|φˆ(k)|2| (e−k2t − e−k2t′)︸ ︷︷ ︸ |2 ≤ 8pi(1 + k2)s|φˆ(k)|2 ,
donde hemos usado la desigualdad triangular (propiedad de la norma) y la desigualdad e−θ ≤ 1 siempre
que θ ≥ 0.
Ası´,
+∞∑
k=−∞
Ik,t ≤ 4‖φ‖2Hsper < ∞ ,
y usando el Teorema del M-Test de Weierstrass tenemos que la serie converge uniformemente. Luego esta´
permitido el intercambio de lı´mite, esto es
l´ım
t→t′
‖u(t)− u(t′)‖2Hsper =
+∞∑
k=−∞
l´ım
t→t′
Ik,t = 0
y de ahı´ concluimos
l´ım
t→t′
‖u(t)− u(t′)‖Hsper = 0 .
4. Probaremos que ∂tu = ∂2xu en H
s−2
per , esto es,∥∥∥∥u(t+ h)− u(t)h − ∂2xu
∥∥∥∥
Hs−2per
−→ 0 cuando h→ 0 .
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En efecto,
∥∥∥∥u(t+ h)− u(t)h − ∂2xu
∥∥∥∥2
Hs−2per
= 2pi
+∞∑
k=−∞
(1 + k2)s−2
∣∣∣φˆ(k)∣∣∣2 ∣∣∣∣∣e−k
2(t+h) − e−k2t
h
− (ik)2e−k2t
∣∣∣∣∣
2
= 2pi
+∞∑
k=−∞
(1 + k2)s−2
∣∣∣φˆ(k)∣∣∣2
∣∣∣∣∣∣∣∣∣∣
e−k
2t ·
{
e−k
2h − 1
h
+ k2
}
︸ ︷︷ ︸
M(h):=
∣∣∣∣∣∣∣∣∣∣
2
.(3.4)
Usando L’Hospital tenemos que M(h) −→ 0 cuando h→ 0.
Ahora, necesitamos la convergencia uniforme de la serie para habilitar el intercambio de lı´mites. Para ello
procedemos mayorando el k-e´simo te´rmino de la serie. Previamente observamos para h > 0 :
e−k
2h − 1
h
=
∫ h
0
1
h
∂
∂s
{
e−k
2s
}
ds =
∫ h
0
1
h
[−k2] e−k2sds
y tomando norma tenemos
∣∣∣∣∣e−k
2h − 1
h
∣∣∣∣∣ ≤ 1hk2
∫ h
0
∣∣∣e−k2s∣∣∣ ≤ 1
h
|k|2 · h = |k|2 .(3.5)
O tambie´n se puede proceder usando el Teorema del valor medio, aplicado a la funcio´n f(t) = e−tk
2
en
el intervalo [0, h].
Usando la desigualdad (3.5) procedemos a mayorar [M(h)]2 como sigue
[M(h)]2 ≤ {2|k|2}2 ≤ 4{1 + |k|2}2 .(3.6)
La desigualdad (3.6) tambie´n es va´lido para el caso t = 0, donde so´lo usamos (3.5).
Ahora, pasamos a mayorar el k-e´simo te´rmino de la serie, donde usamos la estimativa (3.6),
(1 + k2)s−2
∣∣∣φˆ(k)∣∣∣2 e−2k2t[M(h)]2 ≤ (1 + k2)s−2 ∣∣∣φˆ(k)∣∣∣2 [M(h)]2
≤ (1 + k2)s−2
∣∣∣φˆ(k)∣∣∣2 4(1 + |k|2)2
= 4(1 + k2)s
∣∣∣φˆ(k)∣∣∣2
y tambie´n sabemos que la serie 2pi
∑+∞
k=−∞(1 + k
2)s
∣∣∣φˆ(k)∣∣∣2 = ‖φ‖2Hsper < ∞ desde que φ ∈ Hsper.
Usando el Teorema M-Test de Weierstrass tenemos que la serie (3.4) converge uniformemente y por lo
tanto es posible intercambiar lı´mites y obtener lo que se querı´a mostrar, i.e.
∥∥∥∥u(t+ h)− u(t)h − ∂2xu
∥∥∥∥2
Hs−2per
−→ 0 cuando h→ 0 ,
y esto implica lo que se querı´a probar.
5. Probaremos la dependencia continua de la solucio´n respecto a los datos iniciales, i.e. sean φ y φ˜ da-
tos pro´ximos en Hsper, entonces sus correspondientes soluciones u y u˜, respectivamente, tambie´n esta´n
pro´ximos en el espacio solucio´n.
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Sea t > 0,
‖u(t)− u˜(t)‖2Hsper = 2pi
+∞∑
k=−∞
∣∣∣∣e−k2t(φ̂(k)− ̂˜φ(k))∣∣∣∣2 (1 + k2)s
= 2pi
+∞∑
k=−∞
e−2k
2t︸ ︷︷ ︸
≤1
∣∣∣∣φ̂(k)− ̂˜φ(k)∣∣∣∣2 (1 + k2)s
≤ 2pi
+∞∑
k=−∞
(1 + k2)s
∣∣∣∣φ̂(k)− ̂˜φ(k)∣∣∣∣2
= ‖φ− φ˜‖2Hsper .
Tomando supremo sobre (0,+∞) tenemos
(3.7) sup
t∈(0,+∞)
‖u(t)− u˜(t)‖Hsper ≤ ‖φ− φ˜‖Hsper .
Ası´,
(3.8) sup
t∈[0,+∞)
‖u(t)− u˜(t)‖Hsper = ‖φ− φ˜‖Hsper .
De aquı´ tenemos que si φ→ φ˜ entonces u→ u˜.
6. Unicidad de Solucio´n.- La desigualdad (3.7) o igualdad (3.8) nos permitira´ mostrar que la solucio´n es
u´nica. En efecto, sea φ ∈ Hsper y supongamos que existan u y u˜ dos soluciones, entonces usando (3.7) o
(3.8) tenemos,
‖u(t)− u˜(t)‖Hsper ≤ sup
t∈[0,+∞)
‖u(t)− u˜(t)‖Hsper = ‖φ− φ‖Hsper = 0 ,
de donde concluimos que u = u˜.
Ası´, el problema (P1) esta´ bien colocado y su u´nica solucio´n que depende continuamente del dato inicial
es
u(x, t) =
+∞∑
k=−∞
e−k
2tφˆ(k)eikx .
7. Probaremos que ∂tu(·) es continua en [0,+∞). En efecto, como ∂tu(t) = ∂2xu(t) en Hs−2per tenemos
‖∂tu(t)− ∂tu(t′)‖Hs−2per = ‖∂2xu(t)− ∂2xu(t′)‖s−2
≤ ‖u(t)− u(t′)‖s → 0 cuando t→ t′ .
Luego ∂tu(·) es continua en t′.
Ana´logo, usando la inmersion Hs−2per ⊂ Hr−2per para r ≤ s, obtenemos
‖∂tu(t)− ∂tu(t′)‖Hr−2per = ‖∂2xu(t)− ∂2xu(t′)‖r−2
≤ ‖∂2xu(t)− ∂2xu(t′)‖s−2
≤ ‖u(t)− u(t′)‖s → 0 cuando t→ t′ .
8. Sea t > 0, para r > s tenemos
‖u(t)‖2r = 2pi
+∞∑
k=−∞
(1 + k2)r|φ̂(k)|2|e−k2t|2
= 2pi
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2 e−2k2t · (1 + k2)r−s︸ ︷︷ ︸
G(k,t):=
≤ C∗2pi
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2 < ∞
= C∗‖φ‖2s ,
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donde |G(k, t)| ≤ C∗, ∀k ∈ Z , t > 0. Ası´,
(3.9) u(t) ∈ Hrper , ∀r ∈ (s,+∞) .
El caso r = s ya lo hemos probado en el item 2.
9. Ahora, consideramos el caso r < s. Como r < s entonces Hsper ⊂ Hrper y desde que el dato inicial
φ ∈ Hsper, entonces φ ∈ Hrper y satisface
(3.10) ‖φ‖r ≤ ‖φ‖s .
De (3.2) y usando (3.10) tenemos que
‖u(t)‖2r ≤ ‖φ‖2r ≤ ‖φ‖2s < ∞ .
Es decir,
(3.11) u(t) ∈ Hrper,∀r ∈ (−∞, s) .
Finalmente, de (3.9), (3.2) y (3.11) concluimos que para t > 0
u(t) ∈ Hrper , ∀r ∈ R ,
y existe C := ma´x{1,√C∗} tal que ‖u(t)‖r ≤ C‖φ‖s ∀r ∈ R y ∀t > 0.

En consecuencia tenemos los siguientes resultados
Corolario 1. La u´nica solucio´n de (P1) es
u(x, t) =
+∞∑
k=−∞
e−k
2tφˆ(k)eikx .
Corolario 2. La solucio´n u de la ecuacio´n homoge´nea (P1) satisface
‖u(t)‖s ≤ ‖φ‖s , ∀t > 0 ,(3.12)
‖∂tu(t)‖s−2 ≤ ‖φ‖s , ∀t > 0 .(3.13)
Demostracio´n:De (3.2) obtenemos (3.12). Por otro lado, sabemos que enHs−2per se tiene ∂tu(t) = ∂
2
xu(t), entonces
‖∂tu(t)‖s−2 = ‖∂2xu(t)‖s−2 ≤ ‖u(t)‖s ≤ ‖φ‖s .

Ahora, introduciremos una familia de operadores que verificaran las condiciones de ser un semigrupo de contrac-
cio´n de clase C0.
Teorema 2. Sea s ∈ R y la aplicacio´n
S : [0,+∞)→ L(Hsper)
t→ S(t)
tal que S(t) = e∂
2
xt , i.e. aplica S(t)φ = {e−k2tφˆ(k)}∨, ∀φ ∈ Hsper.
Entonces {S(t)}t≥0 es un semigrupo de clase Co de contraccio´n en Hsper.
Adema´s, se verifican los siguientes enunciados:
1. S(·)φ ∈ C([0,∞), Hsper).
2. La aplicacio´n φ→ S(·)φ es continua y ∀ϕ1, ϕ2 ∈ Hsper se satisface:
‖S(t)ϕ1 − S(t)ϕ2‖Hsper ≤ ‖ϕ1 − ϕ2‖Hsper , ∀t ≥ 0 ,
sup
t>0
‖S(t)ϕ1 − S(t)ϕ2‖Hsper ≤ ‖ϕ1 − ϕ2‖Hsper .
3. S(t) ∈ L(Hsper, Hrper) ∀t > 0,∀r ∈ R y satisface:
‖S(t)φ‖r ≤ c‖φ‖s , ∀φ ∈ Hsper , ∀r ∈ R , t > 0 .
4. En particular vale ‖S(t)φ‖s ≤ ‖φ‖s y adema´s ‖∂tS(t)φ‖s−2 ≤ ‖φ‖s.
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Demostracio´n:Primero observamos que S(0)φ = φ, ∀φ ∈ Hsper, ası´ S(0) = I . De la linealidad de la transfor-
mada de Fourier y de su inversa tenemos que S(t) es lineal.
Si φ ∈ Hsper probaremos que S(t)φ ∈ Hsper y ‖S(t)φ‖s ≤ ‖φ‖s, i.e. ‖S(t)‖ ≤ 1. En efecto, ana´logo a (3.3)
tenemos
‖S(t)φ‖2Hsper = 2pi
+∞∑
k=−∞
(1 + k2)s|e−k2tφˆ(k)|2
= 2pi
+∞∑
k=−∞
(1 + k2)s|φˆ(k)|2e−2k2t(3.14)
≤ 2pi
+∞∑
k=−∞
(1 + k2)s|φˆ(k)|2 = ‖φ‖2Hsper <∞ .
Luego, S(t)φ ∈ Hsper y ‖S(t)φ‖s ≤ ‖φ‖s, es decir S(t) ∈ L(Hsper) con ‖S(t)‖ ≤ 1.
Ahora probaremos que S(t+ r) = S(t) ◦ S(r), ∀t, r ≥ 0.
S(t+ r)f(x) =
∞∑
k=−∞
e−k
2(t+r)fˆ(k)eikx
=
∞∑
k=−∞
e−k
2t e−k
2rfˆ(k)︸ ︷︷ ︸
gˆ(k):=
eikx
= S(t)g(x)
donde g es tal que gˆ(k) = e−k
2rfˆ(k), ∀k ∈ Z. Ası´,
g(x) =
∞∑
k=−∞
e−k
2rfˆ(k)eikx = S(r)f(x) .
Por lo tanto, S(t+ r)f = S(t) ◦ S(r)f , ∀t, r ≥ 0.
Ahora probaremos la continuidad de t→ S(t)φ, esto es
(3.15) ‖S(t+ h)φ− S(t)φ‖Hsper → 0 cuando h→ 0 .
En efecto, usando el item 3 de la prueba del teorema anterior, tenemos
‖S(t+ h)φ− S(t)φ‖2Hsper
= 2pi
+∞∑
k=−∞
(1 + k2)s|(e−k2(t+h) − e−k2t)φˆ(k)|2
= 2pi
+∞∑
k=−∞
(1 + k2)s|φˆ(k)|2| (e−k2(t+h) − e−k2t)︸ ︷︷ ︸
H(t,h):=
|2 .(3.16)
Observamos que l´ımh→0H(t, h) = 0.
Ahora, necesitamos de la convergencia uniforme de la serie para el intercambio de lı´mites. Para eso, tomamos el
k-e´simo te´rmino de la serie y lo mayoramos por una serie convergente, i.e.
Ik,t,h : = 2pi(1 + k
2)s|φˆ(k)|2|(e−k2(t+h) − e−k2t)|2 ≤ 8pi(1 + k2)s|φˆ(k)|2 ,
donde hemos usado la desigualdad triangular (propiedad de la norma) y la desigualdad e−θ ≤ 1 siempre que θ ≥ 0.
Ası´,
(3.17)
+∞∑
k=−∞
Ik,t,h ≤ 4‖φ‖2Hsper < ∞ ,
y usando el Teorema del M-Test de Weierstrass tenemos que la serie en (3.17) converge uniformemente. Luego
esta´ permitido el intercambio de lı´mite, esto es,
l´ım
h→0
‖S(t+ h)φ− S(t)φ‖2Hsper =
+∞∑
k=−∞
l´ım
h→0
Ik,t,h = 0
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y de ahı´ concluimos
l´ım
h→0
‖S(t+ h)φ− S(t)φ‖Hsper = 0 .
Observacio´n 1. Tambie´n se verifica
l´ım
t→0+
‖S(t)φ− φ‖Hsper = 0 .
Por lo tanto, {S(t)}t≥0 es un semigrupo de clase Co de Contraccio´n en Hsper.
Ahora, sean ϕ1 y ϕ2 datos pro´ximos en Hsper, entonces probaremos que sus correspondientes S(·)ϕ1 y S(·)ϕ2,
respectivamente, tambie´n esta´n pro´ximos. Como {S(t)}t≥0 es de contraccio´n, para t ≥ 0 tenemos
‖S(t)ϕ1 − S(t)ϕ2‖Hsper = ‖S(t)[ϕ1 − ϕ2]‖Hsper ≤ ‖ϕ1 − ϕ2‖Hsper .
Tomando supremo sobre (0,+∞) tenemos
(3.18) sup
t∈(0,+∞)
‖S(t)ϕ1 − S(t)ϕ2‖Hsper ≤ ‖ϕ1 − ϕ2‖Hsper .
De aquı´ tenemos que si ϕ1 → ϕ2 entonces S(·)ϕ1 → S(·)ϕ2.
Usando la inmersion Hsper ⊂ Hrper, ∀r ≤ s y (3.14), obtenemos
‖S(t)φ‖r ≤ ‖S(t)φ‖s ≤ ‖φ‖s , ∀r ≤ s .
Sabemos que en Hs−2per vale
(3.19) ∂tS(t)φ = ∂2xS(t)φ , ∀φ ∈ Hsper ,
cuya prueba es ana´loga al item 4 de la prueba del Teorema 1.
Usando la igualdad (3.19) obtenemos:
‖∂tS(t)φ‖s−2 = ‖∂2xS(t)φ‖s−2 ≤ ‖S(t)φ‖s ≤ ‖φ‖s .

A seguir enunciamos el Teorema 1 en funcio´n del semigrupo {S(t)}t≥0.
Teorema 3. Sea s ∈ R y {S(t)}t≥0 el semigrupo de clase C0 del Teorema 2, S(·)φ es la u´nica solucio´n de∣∣∣∣∣∣
u ∈ C([0,∞), Hsper)
ut = Au en Hs−2per
u(0) = φ ∈ Hsper
en el sentido que
(3.20) l´ım
h→0
∥∥∥∥S(t+ h)φ− S(t)φh −AS(t)φ
∥∥∥∥
Hs−2per
= 0 ,
donde A := ∂2x , y si ϕ1 ∼ ϕ2 entonces S(·)ϕ1 ∼ S(·)ϕ2.
Adema´s, S(·)φ ∈ C([0,∞), Hsper) ∩ C1([0,∞), Hs−2per ) y se satisface la siguiente regularidad: Si φ ∈ Hsper
entonces S(t)φ ∈ H∞ ∀t > 0 y existe una constante C > 0 tal que ‖S(t)φ‖Hrper ≤ C‖φ‖Hsper ∀t > 0 y ∀r ∈ <.
Demostracio´n:La prueba de (3.20) es ana´loga al del item 4 de la prueba del Teorema 1. Y la prueba del resto
del enunciado tambie´n se sigue como la prueba del Teorema 1 y como consecuencia del Teorema 2.

4. Ana´lisis de la diferenciabilidad versus datos iniciales. Con la finalidad de incrementar y enriquecer
nuestro estudio nuevamente buscaremos el espacio infinito dimensional donde ocurre la diferenciabilidad y su
conexio´n con los datos iniciales.
Teorema 4. Sea s ∈ R . Si t > 0 y u es solucio´n de (P1) entonces ∀r ∈ R vale:
l´ım
h→0
∥∥∥∥u(t+ h)− u(t)h − ∂2xu(t)
∥∥∥∥
r
= 0 .
Esto quiere decir que la diferenciabilidad se da´ enHrper, ∀r ∈ R , i.e. ∂tu(t) = ∂2xu(t) enHrper, ∀r ∈ R , ∀t > 0.
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Demostracio´n:Sea t > 0, φ ∈ Hsper∥∥∥∥u(t+ h)− u(t)h − ∂2xu(t)
∥∥∥∥2
r
= 2pi
+∞∑
k=−∞
(1 + k2)re−2k
2t
∣∣∣∣∣e−k
2h − 1
h
+ k2
∣∣∣∣∣
2
|φ̂(k)|2
= 2pi
+∞∑
k=−∞
(1 + k2)r−se−2k
2t
∣∣∣∣∣∣∣∣
e−k
2h − 1
h
+ k2︸ ︷︷ ︸
M(h):=
∣∣∣∣∣∣∣∣
2
|φ̂(k)|2(1 + k2)s .(4.1)
Usando L’Hospital tenemos que M(h) −→ 0 cuando h→ 0.
Ahora, necesitamos la convergencia uniforme de la serie para habilitar el intercambio de lı´mites. Para ello proce-
demos mayorando el k-e´simo te´rmino de la serie (4.1). Previamente usando el Teorema del valor medio, aplicado
a la funcio´n f(t) = e−tk
2
en el intervalo [0, h], obtenemos para h > 0:∣∣∣∣∣e−k
2h − 1
h
∣∣∣∣∣ ≤ 1h |k|2 · h = |k|2 .(4.2)
Usando la desigualdad (4.2) procedemos a mayorar [M(h)]2 como sigue
[M(h)]2 ≤ {2|k|2}2 ≤ 4{1 + |k|2}2 .(4.3)
Pasamos a mayorar el k-e´simo te´rmino de la serie, donde usamos la estimativa (4.3)
Ik,t,r := (1 + k
2)r−se−2k
2t
∣∣∣φˆ(k)∣∣∣2 [M(h)]2(1 + k2)s
≤ (1 + k2)r−s4k4e−2k2t︸ ︷︷ ︸
G(t,r):=
∣∣∣φˆ(k)∣∣∣2 (1 + |k|2)s
y como |G(t, r)| ≤ C ∀(t, r) ∈ [,+∞) × R , y ∀k ∈ Z donde  es suficientemente pequen˜o, y por otro lado
sabemos por hipo´tesis que la serie:
2pi
+∞∑
k=−∞
(1 + k2)s
∣∣∣φˆ(k)∣∣∣2 = ‖φ‖2Hsper <∞
desde que φ ∈ Hsper. Ası´, usando el Teorema M-Test de Weierstrass tenemos que la serie (4.1) converge uniforme-
mente y por lo tanto es posible intercambiar lı´mites y obtener lo que se querı´a mostrar, i.e.∥∥∥∥u(t+ h)− u(t)h − ∂2xu(t)
∥∥∥∥2
Hrper
−→ 0 cuando h→ 0 .

Teorema 5. Sea s ∈ R . Si u es solucio´n de (P1), entonces
l´ım
h→0+
∥∥∥∥u(h)− φh − ∂2xu(0)
∥∥∥∥
r
= 0 , ∀r ≤ s− 2 .
Esto es, ∂t+u(0) = ∂2xu(0) en H
r
per, ∀r ≤ s− 2.
Demostracio´n: ∥∥∥∥u(h)− u(0)h − ∂2xφ
∥∥∥∥2
r
= 2pi
+∞∑
k=−∞
(1 + k2)r
∣∣∣∣∣∣∣∣
e−k
2h − 1
h
+ k2︸ ︷︷ ︸
M(h):=
∣∣∣∣∣∣∣∣
2
φ̂(k)|2 .(4.4)
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Usando L’Hospital tenemos que M(h) −→ 0 cuando h→ 0+.
Ahora, necesitamos la convergencia uniforme de la serie para habilitar el intercambio de lı´mites. Para ello proce-
demos mayorando el k-e´simo te´rmino de la serie (4.4). Ası´, usando la estimativa (4.3) obtenemos
Ik,r := (1 + k
2)r
∣∣∣φˆ(k)∣∣∣2 [M(h)]2
≤ (1 + k2)r+24
∣∣∣φˆ(k)∣∣∣2 .
Por otro lado, como φ ∈ Hsper, tenemos que converge la serie:
2pi
+∞∑
k=−∞
(1 + k2)s
∣∣∣φˆ(k)∣∣∣2 = ‖φ‖2Hsper <∞ .
Luego, usando la inmersion continua en los espacios de Sobolev perio´dico, i.e. Hsper ⊂ Hr+2per , para r ≤ s − 2,
obtenemos
8pi
+∞∑
k=−∞
(1 + k2)r+2
∣∣∣φˆ(k)∣∣∣2 = 4‖φ‖2
Hr+2per
≤ 4‖φ‖2Hsper <∞ , ∀r ≤ s− 2 .
Ası´, usando el Teorema M-Test de Weierstrass tenemos que la serie (4.4) converge uniformemente y por lo tanto
es posible intercambiar lı´mites y obtener lo que se querı´a mostrar, i.e.∥∥∥∥u(h)− u(0)h − ∂2xu(0)
∥∥∥∥2
Hrper
−→ 0 cuando h→ 0+ .

Teorema 6. Sea s ∈ R y φ ∈ Hsper, son equivalentes los siguientes enunciados:
1. Existe l´ımh→0+
(
S(h)−1
h
)
φ en (Hsper, ‖ · ‖s).
2. φ ∈ Hs+2per .
Demostracio´n:Supongamos que se tenga el item 1, entonces A = ∂2x es el generador infinitesimal del semi-
grupo de contraccio´n {S(t)}t≥0. Ası´, Aφ = ∂2xφ ∈ Hsper, de ahı´ tenemos
(4.5) (1− ∂2x)φ = φ− ∂2xφ ∈ Hsper .
Usando la transformada de Fourier a (4.5) obtenemos
(4.6) ((1 + k2)φ̂(k))k∈Z ∈ l2s ,
de donde conseguimos
‖φ‖2s+2 = 2pi
+∞∑
k=−∞
(1 + k2)s+2|φ̂(k)|2
= 2pi
+∞∑
k=−∞
(1 + k2)s|(1 + k2)φ̂(k)|2 <∞ .
Entonces, φ ∈ Hs+2per .
Recı´procamente, sea φ ∈ Hs+2per ,
∥∥∥∥S(h)φ− φh − ∂2xφ
∥∥∥∥2
s
= 2pi
+∞∑
k=−∞
(1 + k2)s
∣∣∣∣∣∣∣∣(
e−hk
2 − 1
h
) + k2︸ ︷︷ ︸
M(h):=
∣∣∣∣∣∣∣∣
2
|φ̂(k)|2 .(4.7)
Usando L’Hospital tenemos que M(h) −→ 0 cuando h→ 0+.
Ahora, necesitamos la convergencia uniforme de la serie para habilitar el intercambio de lı´mites. Para ello proce-
demos mayorando el k-e´simo te´rmino de la serie.
Previamente observamos para h > 0:
e−k
2h − 1
h
=
∫ h
0
1
h
∂
∂s
{
e−k
2s
}
ds =
∫ h
0
1
h
[−k2] e−k2sds
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y tomando norma tenemos∣∣∣∣∣e−k
2h − 1
h
∣∣∣∣∣ ≤ 1hk2
∫ h
0
∣∣∣e−k2s∣∣∣ ds ≤ 1
h
|k|2 · h = |k|2 .(4.8)
O tambie´n se puede proceder usando el Teorema del valor medio, aplicado a la funcio´n f(t) = e−tk
2
en el intervalo
[0, h].
Usando la desigualdad (4.8) procedemos a mayorar [M(h)]2 como sigue
[M(h)]2 ≤ {2|k|2}2 ≤ 4{1 + |k|2}2 .(4.9)
Pasamos a mayorar el k-e´simo te´rmino de la serie, donde se usa la estimativa (4.9)
(1 + k2)s
∣∣∣φˆ(k)∣∣∣2 [M(h)]2 ≤ (1 + k2)s ∣∣∣φˆ(k)∣∣∣2 4(1 + |k|2)2
= 4(1 + k2)s+2
∣∣∣φˆ(k)∣∣∣2
y sabemos que la serie 2pi
∑+∞
k=−∞(1+k
2)s+2
∣∣∣φˆ(k)∣∣∣2 = ‖φ‖2
Hs+2per
<∞ desde que φ ∈ Hs+2per . Usando el Teorema
M-Test de Weierstrass tenemos que la serie (4.7) converge uniformemente y por lo tanto es posible intercambiar
lı´mites y obtener lo que se querı´a mostrar, i.e.∥∥∥∥u(h)− u(0)h − ∂2xu(0)
∥∥∥∥2
Hsper
−→ 0 cuando h→ 0+ .

5. Ecuacio´n del Calor no Homoge´nea. Estudiaremos la existencia de solucio´n de la ecuacio´n del calor no
homoge´nea en espacios de Sobolev perio´dico.
Teorema 7. Sea s ∈ R fijado, F ∈ C([0, T ], Hsper) , {S(t)}t≥0 el semigrupo de contraccio´n de clase C0
definido en Teorema 2 y up(t) :=
∫ t
0
S(t− τ)F (τ)dτ . Entonces
up ∈ C([0, T ], Hsper) ∩ C1([0, T ], Hs−2per )
o mejor au´n:
up ∈ C([0, T ], Hrper) ∩ C1([0, T ], Hr−2per ) , ∀r ≤ s .
Consiguiendose obtener en Hs−2per :
∂tup(t) = F (t) +
∫ t
0
∂tS(t− τ)F (τ)dτ︸ ︷︷ ︸
=∂2xup(t)
esto es, con respecto a la norma de Hs−2per .
Mejor au´n, ∂tup(t) = F (t) + ∂2xup(t) con respecto a la norma de H
r−2
per , ∀r ≤ s .
Ası´, up(t) satisface
(P2,p)
∣∣∣∣∣∣
up ∈ C([0, T ], Hsper) ∩ C1([0, T ], Hs−2per )
∂tup(t)− ∂2xup(t) = F (t) ∈ Hs−2per
up(0) = 0
con la primera derivada calculada en la norma de Hs−2per .
Demostracio´n:Probaremos que up es continua. En efecto, para t < t′ y τ ∈ (t, t′),
‖up(t)− up(t′)‖s
=
∥∥∥∥∥
∫ t
0
S(t− τ)F (τ)dτ −
∫ t′
0
S(t′ − τ)F (τ)dτ
∥∥∥∥∥
s
≤
∥∥∥∥∫ t
0
{S(t− τ)− S(t′ − τ)}F (τ)dτ
∥∥∥∥
s
+
∥∥∥∥∥
∫ t′
t
S(t′ − τ)F (τ)dτ
∥∥∥∥∥
s
≤
∫ t
0
‖{S(t− τ)− S(t′ − τ)}F (τ)‖sdτ +
∫ t′
t
‖S(t′ − τ)F (τ)‖sdτ .(5.1)
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Por otro lado, conseguimos:
(5.2)
∫ t
0
‖{S(t− τ)− S(t′ − τ)}F (τ)‖sdτ < 
∫ t
0
dτ = t ≤ T ,
siempre que |t− t′| < δ.
Tambie´n, obtenemos: ∫ t′
t
‖S(t′ − τ)F (τ)‖sdτ ≤
∫ t′
t
‖F (τ)‖sdτ
≤ sup
τ∈[0,T ]
‖F (τ)‖s
∫ t′
t
dτ
= (t′ − t) sup
τ∈[0,T ]
‖F (τ)‖s .(5.3)
Usando (5.2) y (5.3) en (5.1) obtenemos
l´ım
t→t′
‖up(t)− up(t′)‖s = 0 .
Ana´logamente probamos que
l´ım
t→t′
‖up(t)− up(t′)‖r = 0 , ∀r ≤ s .
En segundo lugar, usando la versio´n generalizada al ca´lculo diferencial en espacios de Banach, obtenemos en
Hs−2per :
∂tup(t) = S(t− t)F (t)︸ ︷︷ ︸
=F (t)
−S(t− 0)F (0) · 0 +
∫ t
0
∂tS(t− τ)F (τ)dτ
= F (t) +
∫ t
0
∂tS(t− τ)F (τ)dτ = F (t) + ∂2xup(t) .
Similarmente, vale ∂tup(t) = F (t) +
∫ t
0
∂tS(t− τ)F (τ)dτ = F (t) + ∂2xup(t) en Hr−2per , ∀r ≤ s.
Ahora, probaremos que ∂tup es continua. Para t < t′ y τ ∈ (t, t′),
‖∂tup(t)− ∂tup(t′)‖s−2 = ‖F (t) + ∂2xup(t)− {F (t′) + ∂2xup(t′)}‖s−2
≤ ‖F (t)− F (t′)‖s−2 + ‖∂2xup(t)− ∂2xup(t′)‖s−2
≤ ‖F (t)− F (t′)‖s + ‖up(t)− up(t′)‖s .(5.4)
Usando la continuidad de F y up en (5.4) obtenemos que
l´ım
t→t′
‖∂tup(t)− ∂tup(t′)‖s−2 = 0 .
Ana´logamente, probamos que l´ımt→t′ ‖∂tup(t)− ∂tup(t′)‖r−2 = 0 , ∀r ≤ s .
Finalmente, hemos obtenido en Hs−2per : ∂tup(t) = F (t) + ∂
2
xup(t) y evidentemente up(0) = 0.

Teorema 8 (Existencia de solucio´n local). Sea T > 0 , s ∈ R fijado y F ∈ C([0, T ], Hsper)
(PF1 )
∣∣∣∣ ∂tu− ∂2xu = F (t) ∈ Hs−2peru(0) = φ ∈ Hsper
entonces ∃!u ∈ C([0, T ], Hsper)∩C1([0, T ], Hs−2per ) solucio´n de (PF1 ). Mejor au´n, u ∈ C([0, T ], Hrper)∩C1([0, T ], Hr−2per ),
∀r ≤ s.
Demostracio´n:La prueba lo haremos del siguiente modo.
1. Primero, obtenemos el candidato a solucio´n. Para conseguir esto, aplicamos la transformada de Fourier a la
ecuacio´n no homoge´nea (PF1 )
∂tu(t)− ∂2xu(t) = F (t)
y tenemos
∂tû(k, t) = −k2û(k, t) + F̂ (k, t)
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que para cada k es una EDO no homoge´nea con dato inicial û(k, 0) = φ̂(k) .
Ası´, planteamos un sistema no acoplado de ecuaciones de primer orden no homoge´neo
(Ωk)
∣∣∣∣∣∣
û ∈ C([0, T ], l2s(Z))
∂tû(k, t) = −k2û(k, t) + F̂ (k, t)
û(k, 0) = φ̂(k) con φ̂ ∈ l2s(Z) ,
∀k ∈ Z, que resolveremos a continuacio´n.
Sea k 6= 0, multiplicando por el factor integrante ek2t, a la ecuacio´n diferencial de (Ωk), obtenemos
∂t{ek2tû(k, t)} = ek2tF̂ (k, t),
integrando de 0 a t, obtenemos ∫ t
0
∂t{ek2τ û(k, τ)} dτ =
∫ t
0
ek
2τ F̂ (k, τ) dτ ,
luego,
ek
2tû(k, t)− û(k, 0) =
∫ t
0
ek
2τ F̂ (k, τ) dτ ,
esto es,
û(k, t) = e−k
2tφ̂(k) + e−k
2t
∫ t
0
ek
2τ F̂ (k, τ) dτ
= e−k
2tφ̂(k) +
∫ t
0
e−k
2(t−τ)F̂ (k, τ) dτ .
Si k = 0, la EDO no homoge´nea es: ∣∣∣∣∣ ∂tû(0, t) = F̂ (0, t)û(0, 0) = φ̂(0) .
Integrando de 0 a t, obtenemos ∫ t
0
∂tû(0, τ) dτ =
∫ t
0
F̂ (0, τ) dτ
luego
û(0, t)− û(0, 0) =
∫ t
0
F̂ (0, τ) dτ ,
esto es,
û(0, t) = φ̂(0) +
∫ t
0
F̂ (0, τ) dτ .
Finalmente,
û(k, t) = e−k
2tφ̂(k) +
∫ t
0
e−k
2(t−τ)F̂ (k, τ) dτ , ∀k ∈ Z .
El candidato a solucio´n de (PF1 ) es
u(t) =
+∞∑
k=−∞
û(k, t)φk
=
+∞∑
k=−∞
{e−k2tφ̂(k) +
∫ t
0
e−k
2(t−τ)F̂ (k, τ) dτ }φk
=
+∞∑
k=−∞
e−k
2tφ̂(k)φk +
+∞∑
k=−∞
{
∫ t
0
e−k
2(t−τ)F̂ (k, τ) dτ }φk
=
+∞∑
k=−∞
e−k
2tφ̂(k)φk +
∫ t
0
+∞∑
k=−∞
e−k
2(t−τ)F̂ (k, τ)φk dτ
= S(t)φ︸ ︷︷ ︸
uh(t):=
+
∫ t
0
S(t− τ)F (τ)dτ︸ ︷︷ ︸
up(t):=
,
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donde uh es la solucio´n de la ecuacio´n homoge´nea de (PF1 ) que ya fue probada y up es la solucio´n particular de
(PF1 ) con condicio´n nula, que tambie´n fue probada en el teorema previo.
2. Observamos que u(t) ∈ Hsper. Adema´s, como uh, up ∈ C([0, T ], Hsper), entonces u = uh+up ∈ C([0, T ], Hsper).
Similarmente, como uh, up ∈ C1([0, T ], Hs−2per ), entonces u = uh + up ∈ C1([0, T ], Hs−2per ).
Similarmete se prueba que u = uh + up ∈ C([0, T ], Hrper) ∩ C1([0, T ], Hr−2per ), ∀r ≤ s.
Tambie´n, verificamos que u(0) = uh(0) + up(0) = φ+ 0 = φ .
Como existen ∂tuh(t), ∂tup(t) en Hs−2per , entonces u(t) = uh(t) + up(t) satisface en H
s−2
per :
∂tu(t) = ∂tuh(t) + ∂tup(t)
= ∂2xuh(t) + (∂
2
xup(t) + F (t))
= (∂2xuh(t) + ∂
2
xup(t)) + F (t)
= ∂2x(uh(t) + up(t)) + F (t)
= ∂2xu(t) + F (t) .

Corolario 3. La u´nica solucio´n de (PF1 ) es
u(x, t) =
+∞∑
k=−∞
e−k
2tφ̂(k) eikx +
∫ t
0
+∞∑
k=−∞
e−k
2(t−τ)F̂ (k, τ) eikx dτ .
Teorema 9. Sea T > 0, la solucio´n de (PF1 ) satisface
‖u(t)‖r ≤ ‖φ‖s + T‖F‖s,∞ , ∀r ≤ s ,
sup
t∈[0,T ]
‖u(t)‖r ≤ ‖φ‖s + T‖F‖s,∞ , ∀r ≤ s .
Adema´s,
‖∂tu(t)‖r−2 ≤ ‖φ‖s + (1 + T )‖F‖s,∞ ,
sup
t∈[0,T ]
‖∂tu(t)‖r−2 ≤ ‖φ‖s + (1 + T )‖F‖s,∞
∀r ≤ s, donde ‖F‖s,∞ := supt∈[0,T ] ‖F (t)‖s.
Demostracio´n:Sea u solucio´n de (PF1 ) entonces
u(t) = S(t)φ+
∫ t
0
S(t− τ)F (τ) dτ.
Usando la desigualdad triangular de la norma ‖·‖r, inmersio´n continua deHsper enHrper ∀r ≤ s, ‖S(t)ψ‖s ≤ ‖ψ‖s
para ψ ∈ Hsper, obtenemos
‖u(t)‖r ≤
∥∥∥∥S(t)φ+ ∫ t
0
S(t− τ)F (τ) dτ
∥∥∥∥
r
≤ ‖S(t)φ‖r +
∥∥∥∥∫ t
0
S(t− τ)F (τ) dτ
∥∥∥∥
r
≤ ‖S(t)φ‖s +
∥∥∥∥∫ t
0
S(t− τ)F (τ) dτ
∥∥∥∥
s
≤ ‖φ‖s +
∫ t
0
‖S(t− τ)F (τ)‖s dτ
≤ ‖φ‖s +
∫ t
0
‖F (τ)‖s dτ
≤ ‖φ‖s + sup
τ∈[0,T ]
‖F (τ)‖s
∫ t
0
dτ
≤ ‖φ‖s + T‖F‖s,∞ , ∀r ≤ s .(5.5)
Tomando supremo en la desigualdad (5.5) tenemos
sup
t∈[0,T ]
‖u(t)‖r ≤ ‖φ‖s + T‖F‖s,∞ , ∀r ≤ s .
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Por otro lado, vale en Hs−2per la igualdad ∂tu(t) = ∂
2
xu(t) + F (t) .
Usando la desigualdad triangular de la norma ‖ · ‖r−2 , la inmersio´n continua de Hs−2per ⊂ Hr−2per ∀r ≤ s y que el
operador diferencial ∂2x va de H
s
per en H
s−2
per , obtenemos
‖∂tu(t)‖r−2 = ‖∂2xu(t) + F (t)‖r−2
≤ ‖∂2xu(t)‖r−2 + ‖F (t)‖r−2
≤ ‖∂2xu(t)‖s−2 + ‖F (t)‖s−2
≤ ‖u(t)‖s + ‖F (t)‖s , ∀r ≤ s .(5.6)
Usando (5.5) en (5.6) obtenemos
‖∂tu(t)‖r ≤ ‖φ‖s + T‖F‖s,∞ + ‖F (t)‖s
≤ ‖φ‖s + (T + 1)‖F‖s,∞ , ∀r ≤ s .(5.7)
Tomando supremo en la desigualdad (5.7) ontenemos
sup
t∈[0,T ]
‖∂tu(t)‖r−2 ≤ ‖φ‖s + (T + 1)‖F‖s,∞ , ∀r ≤ s .

A continuacio´n enunciaremos y probaremos la dependencia continua de la solucio´n de (PF1 ) respecto al dato inicial
y a la no homogeneidad F .
Teorema 10. (Dependencia continua de la solucio´n respecto al dato inicial y a la no homogeneidad) Sea
T > 0, s un nu´mero real fijado, ϕj ∈ Hsper, Fj ∈ C([0, T ], Hsper) y denotemos por uj a la correspondiente
solucio´n de (PFj1 ) para j = 1, 2. Entonces
‖u1(t)− u2(t)‖s ≤ ‖ϕ1 − ϕ2‖s + T‖F1 − F2‖s,∞ ,
sup
t∈[0,T ]
‖u1(t)− u2(t)‖s ≤ ‖ϕ1 − ϕ2‖s + T‖F1 − F2‖s,∞
y
‖∂tu1(t)− ∂tu2(t)‖s−2 ≤ ‖ϕ1 − ϕ2‖s + (1 + T )‖F1 − F2‖s,∞ ,
sup
t∈[0,T ]
‖∂tu1(t)− ∂tu2(t)‖s−2 ≤ ‖ϕ1 − ϕ2‖s + (1 + T )‖F1 − F2‖s,∞ ,
donde ‖F‖s,∞ := supτ∈[0,T ] ‖F (τ)‖s.
O mejor au´n, ∀r ≤ s
‖u1(t)− u2(t)‖r ≤ ‖ϕ1 − ϕ2‖s + T‖F1 − F2‖s,∞ ,
sup
t∈[0,T ]
‖u1(t)− u2(t)‖r ≤ ‖ϕ1 − ϕ2‖s + T‖F1 − F2‖s,∞
y
‖∂tu1(t)− ∂tu2(t)‖r−2 ≤ ‖ϕ1 − ϕ2‖s + (1 + T )‖F1 − F2‖s,∞ ,
sup
t∈[0,T ]
‖∂tu1(t)− ∂tu2(t)‖r−2 ≤ ‖ϕ1 − ϕ2‖s + (1 + T )‖F1 − F2‖s,∞ .
Demostracio´n:Sea ui solucio´n de (PFi1 ) entonces
ui(t) = S(t)ϕi︸ ︷︷ ︸
ui,h(t):=
+
∫ t
0
S(t− τ)Fi(τ) dτ︸ ︷︷ ︸
ui,p(t):=
para i = 1, 2.
Tomando la diferencia de u1(t) con u2(t), tenemos en Hsper:
u1(t)− u2(t) = S(t){ϕ1 − ϕ2}+
∫ t
0
S(t− τ){F1(τ)− F2(τ)}dτ .
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Ahora, usando la desigualdad triangular de la norma ‖ · ‖r, inmersio´n continua de Hsper en Hrper para r ≤ s y
‖S(t)ψ‖s ≤ ‖ψ‖s con ψ ∈ Hsper, obtenemos
‖u1(t)− u2(t)‖r ≤ ‖S(t){ϕ1 − ϕ2}‖r +
∥∥∥∥∫ t
0
S(t− τ){F1(τ)− F2(τ)}dτ
∥∥∥∥
r
≤ ‖S(t){ϕ1 − ϕ2}‖s +
∫ t
0
‖S(t− τ){F1(τ)− F2(τ)}‖rdτ
≤ ‖ϕ1 − ϕ2‖s +
∫ t
0
‖S(t− τ){F1(τ)− F2(τ)}‖sdτ
≤ ‖ϕ1 − ϕ2‖s +
∫ t
0
‖F1(τ)− F2(τ)‖sdτ
≤ ‖ϕ1 − ϕ2‖s + sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s
∫ t
0
dτ
≤ ‖ϕ1 − ϕ2‖s + T sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s , ∀r ≤ s .(5.8)
Tomando supremo en la desigualdad (5.8) obtenemos
sup
t∈[0,T ]
‖u1(t)− u2(t)‖r ≤ ‖ϕ1 − ϕ2‖s + T‖F1 − F2‖s,∞ , ∀r ≤ s .
Por otro lado, en Hs−2per para i = 1, 2, tenemos
∂tui(t) = Fi(t) + ∂
2
xui(t).
Tomando la diferencia de ∂tu1(t) con ∂tu2(t) tenemos en Hs−2per :
∂tu1(t)− ∂tu2(t) = F1(t)− F2(t) + ∂2xu1(t)− ∂2xu2(t)
y usando la desigualdad triangular de la norma ‖ · ‖r−2, la inmersio´n continua de Hs−2per ⊂ Hr−2per ∀r ≤ s y que el
operador diferencial ∂2x va de H
s
per en H
s−2
per
‖∂tu1(t)− ∂tu2(t)‖r−2 ≤ ‖F1(t)− F2(t)‖r−2 + ‖∂2x{u1(t)− u2(t)}‖r−2
≤ ‖F1(t)− F2(t)‖s−2 + ‖∂2x{u1(t)− u2(t)}‖s−2
≤ ‖F1(t)− F2(t)‖s + ‖u1(t)− u2(t)‖s .(5.9)
Usando (5.8) en (5.9), obtenemos para r ≤ s :
‖∂tu1(t)− ∂tu2(t)‖r−2 ≤ ‖F1(t)− F2(t)‖s + ‖ϕ1 − ϕ2‖s + T‖F1 − F2‖s,∞
≤ ‖ϕ1 − ϕ2‖s + (1 + T )‖F1 − F2‖s,∞ .(5.10)
Tomando supremo en la desigualdad (5.10) obtenemos
sup
t∈[0,T ]
‖∂tu1(t)− ∂tu2(t)‖r−2 ≤ ‖ϕ1 − ϕ2‖s + (1 + T )‖F1 − F2‖s,∞ ,
∀r ≤ s.

6. Conclusiones. En nuestro estudio de la ecuacio´n del calor en espacios de Sobolev perio´dico tanto en el
caso homoge´neo (P1) como en el correspondiente problema no homoge´neo (PF1 ) hemos obtenido importantes
resultados, entre los cuales destacamos:
1. Usando la teorı´a de Fourier, demostramos la existencia y unicidad de solucio´n del modelo (P1), ası´ como
la dependencia continua de la solucio´n respecto al dato inicial.
2. Probamos la regularidad de la solucio´n de (P1).
3. Introduciendo una familia de operadores, la cual forma un C0-Semigrupo, reescribimos la solucio´n del
problema (P1), obteniendo resultados ma´s elegantes.
4. En el ana´lisis de diferenciabilidad de la solucio´n versus el dato inicial obtenemos resultados como el saber
en que´ espacio Hrper existe la derivada ∂tu(t) = ∂
2
x(t) y que esto depende mucho del espacio donde se
tome el dato inicial.
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5. Usando la teorı´a de Fourier y la teorı´a de Semigrupo probamos la existencia de solucio´n local y unicidad
de solucio´n del modelo no homoge´neo (PF1 ).
6. Tambie´n, obtenemos la dependencia continua de la solucio´n de (PF1 ) respecto al dato inicial y a la parte
no homogenea del problema.
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