Introduction
If g is a finite-dimensional complex simple Lie algebra, the associated 'untwisted' affine Lie algebraĝ is a central extension, with one-dimensional centre, of the space of Laurent polynomial maps C × → g (on which a Lie bracket is defined using pointwise operations). Since the cocycle of the extension vanishes on the constant maps, we can regard g as a subalgebra ofĝ. If V is any representation of g, it is easy to extend the action of g on V to an action ofĝ on the same space. If a ∈ C × , evaluation at a gives a homomorphism ev a :ĝ → g (under which the centre maps to zero) which is the identity on g, so pulling back V by ev a gives the desired extension. It follows from the results of [2] that, if V is finite-dimensional and irreducible, these are, up to isomorphism, the only possible extensions.
Quantum deformations U q (g) and U q (ĝ) of the universal enveloping algebras of g andĝ were introduced in 1985 by V. G. Drinfel'd and M. Jimbo. These algebras depend on a parameter q ∈ C × ; we assume throughout this paper that q is transcendental. It is well-known (see [5] or [9] , for example) that, up to twisting by certain simple automorphisms, there is a natural one-to-one correspondence between the finite-dimensional representations of U q (g) and those of g. Corresponding representations have the same character, and hence the same dimension. However, the structure of the finite-dimensional representations of U q (ĝ) is not well-understood. A parametrization of these representations in the spirit of Cartan's highest weight classification of the finite-dimensional irreducible representations of g is proved in the case g = sl 2 in [3] , and in [6] in general.
As in the classical situation, we may regard U q (g) as a subalgebra of U q (ĝ). If g is of type sl n , the action of U q (g) on any representation V extends to a representation of U q (ĝ). However, if g is not of type sl n , it is not usually possible to extend the action of U q (g) on an irreducible finite-dimensional representation V to an action of U q (ĝ) on V . Thus, it is natural to ask how V can be 'enlarged' so as to obtain a representation of U q (ĝ). To make this question precise, we define in this paper a natural partial ordering on the set of isomorphism classes of representations of U q (g). By an affinization of a finite-dimensional irreducible representation V of (d i a ij ) is symmetric. Let R be the set of roots and R + a set of positive roots. The roots can be regarded as functions I → Z; in particular, the simple roots α i ∈ R + are given by α i (j) = a ji , (i, j ∈ I).
Let Q = ⊕ i∈I Z.α i ⊂ h * be the root lattice, and set Q + = i∈I N.α i . A weight is an arbitrary function λ : I → Z; denote the set of weights by P , and let P + = {λ ∈ P : λ(i) ≥ 0 for all i ∈ I} be the set of dominant weights. Define a partial order ≥ on P by
Let θ be the unique highest root with respect to ≥. Define a non-degenerate symmetric bilinear form ( , ) on h * by
and denote by ( , ) also the induced form on h. Set d 0 = 1 2 (θ, θ), a 00 = 2, and, for all i ∈ I,
LetÎ = I ∐ {0} andÂ = (a ij ) i,j∈Î . Then,Â is the generalized Cartan matrix of the untwisted affine Lie algebraĝ associated to g. Let q ∈ C × be transcendental, and, for r, n ∈ N, n ≥ r, define
Definition 1.1. With the above notation, U q (ĝ) is the unital associative algebra over C with generators
, and the following defining relations:
The algebra with generators
(i ∈ I) and the above defining relations (with the indices i, j restricted to I) is denoted by U q (g).
Note that there is a canonical homomorphism of algebras
for all i ∈ I. The following result is well-known (see Proposition 1.2. U q (ĝ) has the structure of a Hopf algebra, with comultiplication ∆, counit ǫ, and antipode S, given by
for all i ∈Î. Moreover, U q (g) is a Hopf algebra with structure maps given by the same formulas, but with the index i being restricted to the set I.
It is well-known thatĝ may also be described as a central extension, with onedimensional centre, of the loop algebra of g, i.e. the space of Laurent polynomial maps C × → g under pointwise operations. Drinfel'd [7] and Beck [1] give an analogous realization of U q (ĝ): Theorem 1.3. Let A q be the unital associative algebra with generators 
for all sequences of integers r 1 , . . . , r m , where m = 1 − a ij , Σ m is the symmetric group on m letters, and the φ ± i,r are determined by equating powers of u in the formal power series
i . Suppose that the root vector x + θ of g corresponding to θ is expressed in terms of the simple root vectors x + i (i ∈ I) of g as
Then, there is an isomorphism of algebras f : U q (ĝ) → A q defined on generators by
where µ ∈ C × is determined by the condition
LetÛ ± (resp.Û 0 ) be the subalgebra of U q (ĝ) generated by the x ± i,r (resp. by the φ ± i,r ) for all i ∈ I, r ∈ Z. Similarly, let U ± (resp. U 0 ) be the subalgebra of
It is clear that setting
gives U q (ĝ) the structure of a graded algebra. The following result is a more precise formulation of this remark.
Proof. It is clear, as we have already said, that there is an algebra automorphism τ t given on generators by the above formulas. To see that τ t respects the coalgebra structure, note that, by the formula for the isomorphism f in 1.3,
Using 1.2, it is easy to check that both sides of the equations
agree on the generators in 1.1, and hence on the whole of U q (ĝ).
The τ t are the quantum analogues of the 'translation' automorphisms which take a loop ℓ : C × → g to the loop ℓ t given by ℓ t (u) = ℓ(tu). We shall also need to make use of the quantum analogue of the Cartan involution Proposition 1.6. There is a unique algebra involutionω of U q (ĝ) given on the generators of the presentation 1.3 by
Moreover, we have
where ∆ op is the opposite comultiplication of U q (ĝ) and κ is the Hopf algebra automorphism of U q (ĝ) such that
Proof. That the formulas in (2) do define an algebra involution of U q (ĝ) is easily checked, using 1.3. To prove (3) and (4), we computeω(
It follows from the formula for the isomorphism f in 1.3 that
and, becauseω is an involution,
Equations (3) and (4) are now easily checked on the generators in 1.1.
It is clear thatω is compatible, via the canonical map U q (g) → U q (ĝ), with the Cartan involution ω of U q (g), given by
Finite-dimensional representations
Let W be a representation of U q (g), i.e. a (left) U q (g)-module. One says that λ ∈ P is a weight of W if the weight space
w} is non-zero; the set of weights of W is denoted by P (W ). We say that W is of type
The character of W is the function ch
.w, one says that W is a highest weight representation with highest weight λ. Lowest weight vectors and representations are defined similarly, by replacing x
For a proof of the following proposition, see [5] or [9] .
Proposition 2.1. (a) Every finite-dimensional representation of U q (g) is completely reducible. (b) Every finite-dimensional irreducible representation of U q (g) can be obtained from a type 1 representation by twisting with an automorphism of U q (g).
(c) Every finite-dimensional irreducible representation of U q (g) of type 1 is both highest and lowest weight. Assigning to such a representation its highest weight defines a bijection between the set of isomorphism classes of finite-dimensional irreducible representations of U q (g) and
+ has the same character as the irreducible representation of g of the same highest weight.
By (a) and (c), if W is any finite-dimensional representation of U q (g) of type 1, we can write
for some uniquely determined multiplicities m λ (W ) ∈ N. It will be useful to define m λ (W ) = 0 for λ ∈ P \P + .
Proposition 2.1(continued). (e) The multiplicities of the irreducible components in the tensor product V (λ)⊗V (µ)
, where λ, µ ∈ P + , is the same as in the tensor product of the irreducible representations of g of the same highest weight.
We now turn to representations of U q (ĝ). Note that, such a representation V may be regarded as a representation of U q (g) via the canonical homomorphism U q (g) → U q (ĝ). We say that V is of type 1 if c 1/2 acts as the identity on V , and if k i acts semisimply on V for all i ∈Î. Observe that V is then of type 1 as a representation of U q (g); in particular, the multiplicities m λ (V ) (λ ∈ P ) are well-defined.
A vector v ∈ V is a highest weight vector if The following result is proved in [5] . Note, however, that in contrast to the case of U q (g), finite-dimensional representations of U q (ĝ) are not completely reducible, in general.
The next result gives a parametrization of the finite-dimensional irreducible representations of U q (ĝ) of type 1 analogous to that given for U q (g) by 2.1(c). If P = (P i ) i∈I is any I-tuple of polynomials
Let P be the set of I-tuples of polynomials with constant term 1, and, for any λ ∈ P + , let
of type 1 and highest weight (Φ ± i,r ) i∈I,r∈Z . Then, there exists P = (P i ) i∈I ∈ P such that This result is proved in [3] when g = sl 2 (C), in [5] when g = sl n (C), and in [6] in the general case. We denote by V (P) the finite-dimensional irreducible representation of U q (ĝ) associated to P ∈ P. Abusing notation, we shall say that a representation V as in 2.3 has highest weight P.
The next result describes the behaviour of the representations V (P) under tensor products. If P = (P i ) i∈I , Q = (Q i ) i∈I ∈ P, let P⊗Q ∈ P be the I-tuple
Proposition 2.4. Let P, Q ∈ P be as above, and let v P and v Q be highest weight vectors of V (P) and V (Q), respectively. Then, in V (P)⊗V (Q),
where the complex numbers Ψ ± i,r are related to the polynomials P i Q i as the Φ ± i,r are related to P i in (5).
Corollary 2.5. If P, Q ∈ P, V (P⊗Q) is isomorphic to a quotient of the subrepresentation of V (P)⊗V (Q) generated by the tensor product of the highest weight vectors.
Let λ i (i ∈ I) be the fundamental weights of g:
For any a ∈ C × , let V (λ i , a) = V (P), where
The V (λ i , a) are called the fundamental representations of U q (ĝ). This terminology is justified by the following consequence of 2.5:
is isomorphic to a subquotient of a tensor product of fundamental representations.

Minimal affinizations
We propose the following definition. 
as a representation of U q (g). Thus, V gives a way of 'extending' the action of U q (g) on V (λ) to an action of U q (ĝ), at the expense of 'enlarging' V (λ) by adding representations of U q (g) of smaller highest weight.
If V is an affinization of λ, we denote its equivalence class by [V ], and we write Q λ for the set of equivalence classes of affinizations of λ. Note that there is an obvious surjective map P λ → Q λ , given by P → [V (P)]. One can easily describe Q λ in case λ is fundamental:
For any i ∈ I, 
Proof. This is immediate from (5), since
If V is an affinization of λ j , with highest weight P = (P i ) i∈I , say, then deg(
For arbitrary λ ∈ P + , we have Propostion 3.5. For any λ ∈ P + , Q λ is a finite set.
Proof. Let V be an affinization of λ, let P ∈ P λ be the highest weight of V , and suppose that
where a i,r ∈ C × . By 2.5, V is isomorphic to a subquotient of
(the terms in the tensor products may be taken in any order). By 2.1(a) and 3.4, V is isomorphic as a representation of U q (g) to a subrepresentation of
Up to isomorphism, this representation obviously has only finitely many subrepresentations, hence 3.5 is proved.
The rest of this section is devoted to the definition of a natural partial order on Q λ . It is convenient to first define a partial order on a set which contains all of the Q λ . Namely, if f : P + → N is any function, let
and define
We say that f g iff, for all µ ∈ P + , either
is a partial order on F .
Proof. That f f , for all f ∈ F , is obvious. If f g and g f , suppose for a contradiction that there exists µ ∈ P + with f (µ) = g(µ). Note that, since supp(f )∪supp(g) is finite, there are at most finitely many such µ, so we may assume that µ is maximal (with respect to the partial order on P + ) among those weights for which f (µ) = g(µ). Without loss, assume that f (µ) < g(µ). Since g f , there exist ν > µ with f (ν) > g(ν); but this contradicts the maximality of µ.
Suppose finally that f, g, h ∈ F are such that f g and g h, and assume for a contradiction that f \ h. This means that there exists µ ∈ P + such that
If 3.6(i) holds for f and g, then by (6), g(µ) > h(µ). Since g h, there exists
. On the other hand, if (3.6)(ii) holds for f and g, then, by (6),
(ii) ′ there exists ν > µ with h(ν) ≤ f (ν) < g(ν).
Note that any ν satisfying (ii)
′ lies in supp(g). Thus, if there exists ν satisfying (ii) ′ , we may assume that ν is maximal with this property. Since g h, there exists
′ . Since ν ′′ > ν, this contradicts the maximality of ν.
Similarly, assuming that (i)
′ holds for some ν ′ also leads to a contradiction.
If V is an affinization of λ, define f V ∈ F by
It is clear that f V depends only on the equivalence class of V , and that the map Q λ → F given by [V ] → f V is injective. Thus, induces a partial order on Q λ , which we also denote by .
It follows immediately from 3.5 that Corollary 3.9. For any λ ∈ P + , minimal affinizations of λ exist.
The rank 1 case
In this section, g = sl 2 (C) and I = {1}.
Defintion 4.1. Let r ∈ N, a ∈ C × . The q-segment S r,a of length r and centre a is the sequence of non-zero complex numbers aq −r+1 , aq −r+3 , · · · , aq r−1 . Two qsegments S 1 and S 2 , of lengths r 1 and r 2 , are said to be in special position if S 1 ∪S 2 is, when suitably ordered, a q-segment of length strictly greater than max{r 1 , r 2 }; otherwise, S 1 and S 2 are said to be in general position. (1 − a −1 q r−2k+1 u), so that the roots of P r,a are the elements of S r,a . Then: (a) V (P r,a ) is irreducible as a representation of U q (sl 2 ), and has dimension r +1; (b) a tensor product
where r 1 , r 2 , . . . , r m ∈ N, a 1 , a 2 , . . . a m ∈ C × , is irreducible as a representation of 
two irreducible tensor products of the form (7) are isomorphic as representations of U q (ŝl 2 ) iff one is obtained from the other by permuting the factors in the tensor product; (c) every finite-dimensional irreducible representation of U q (ŝl 2 ) of type 1 is isomorphic to a tensor product of the form (7).
where r 1 + · · · + r m = r and m > 1. By 2.1(e) and the well-known Clebsch-Gordan decomposition for representations of sl 2 (C), the second part of 4.3 follows.
We record the following result here, as it will be needed later. It is an immediate consequence of Propsition 4.9 in [3] . Proposition 4.4. Let r, s ∈ N, a, b ∈ C × , and let v, w be U q (ŝl 2 ) highest weight
) iff b/a = q r+s−2p+2 for some 0 < p ≤ min{r, s}. In that case, W and V /W are irreducible as representations of U q (ŝl 2 ), and as representations of U q (sl 2 ), The proof of 5.1 will occupy the remainder of this section. If g is of type A 2 , it is proved in [4] . From now on, we assume that g is of type C 2 or G 2 .
Proof of 5.1(a).
To prove that 5.1(a) is necessary, we need the following two lemmas. To state the first lemma, we note that, for each i = 1, 2, there is an algebra homomorphism Assuming these lemmas, suppose that V (P) is minimal but that, for some i ∈ I, P i = 1 and the roots of P i do not form a q i -segment. Let Q = (Q j ) j∈I ∈ P λ be such that, for j = 1, 2, if Q j = 1 the roots of Q j form a q j -segment. We claim that
, where s 1 , s 2 > 0. Hence, µ < λ − α i , and, by 5.3(a),
so µ satisfies 3.8(ii). This proves our claim, and hence also that 5.1(a) is necessary.
Proof of 5.2.
Suppose thatÛ i .v P is reducible. Then, by 2.2(b), there exists v ∈ U i .v P , not a multiple of v P , such that v is annihilated by x + i,r for all r ∈ Z and is an eigenvector of k i . It is easy to see from the relations in 1.3 that the set of such vectors v is preserved by the action of the φ ± j,s , for all j ∈ I, s ∈ Z. Hence, we may assume that φ
for some Φ ± j,s ∈ C. In particular, v is a common eigenvector of k 1 and k 2 , and since v ∈Û i .v P , its weight is clearly of the form λ − tα i for some t ∈ Z. Then, x + j,r .v = 0 for j = i as well. This shows that v is a U q (ĝ)-highest weight vector, which contradicts the irreducibility of V (P).
, the statement is clear, since then λ − rα i / ∈ P + . Let P i = 1 be such that the roots of P i form a q i -segment. If m λ−rα i (V (P)) = 0, then, by 1.4, we see that there exists 0 = v ∈ V (P) λ−rα i ∩Û i .v P such that x + i,0 .v = 0. But, by 5.2 and 4.2(a),Û i .v P is irreducible as a representation of U q i (sl 2 ), so this is impossible.
Before showing that 5.1(b) holds, we show that if one of P 1 , P 2 is equal to 1, say P 1 without loss, and the roots of P 2 form a q 2 -segment, then [V (P)] is minimal. For, suppose Q ∈ P λ is such that [V (Q)] is minimal and [V (Q)] [V (P)]. Then Q 1 = 1, and since 5.1(a) is neccessary, the roots of Q 2 form a q 2 -segment. But then, for some t ∈ C × , τ *
From now on, we assume that P i = 1, i = 1, 2, and that the roots of P i form a q i -segment with centre a i ∈ C × , i = 1, 2. To complete the proof of 5.1, we need the following two results. Status: RO Proposition 5.4. Let g be of type C 2 or G 2 , and let µ = r 1 λ 1 + r 2 λ 2 ∈ P + . Assume that, if Q i = 1, the roots of Q i form a q i -segment of length r i and centre
(b) Assume that Q i = 1, i = 1, 2. Let M be a highest weight representation of U q (ĝ) with highest weight Q ∈ P µ such that
(c) Assume that Q i = 1 and define Q (i) ∈ P r i λ i as follows:
Proposition 5.5. Let g be of type C 2 or G 2 . Let µ = r 1 λ 1 + r 2 λ 2 ∈ P + , let Q = (Q i ) i∈I ∈ P µ , and let
Define polynomials Q i (u) by
Assuming these propositions, we complete the proof of 5.1 as follows. Suppose that [V (P)] is minimal but that a 1 /a 2 has neither of the values stated in 5.1(b). We continue to assume 5.4 and prove 5.5.
Proof of 5.5.
We first reduce to the case when V (Q) is fundamental. By 2.6, V (Q) is isomorphic to the unique irreducible subquotient of
which contains a U q (g)-subrepresentation isomorphic to V (µ), and henceω * (V (Q)) is isomorphic to the unique irreducible subquotient of
which contains a U q (g)-subrepresentation isomorphic to V (the order of the factors in the tensor product on the right-hand side of (10) is the reverse of that on the left-hand side). It is clear that the unique such quotient of
is isomorphic to (τ * t )
−1 (V (Q)). To prove the result in the fundamental case, note that, by 3.3,
for some a i ∈ C × (not necessarily the complex conjugate of a i ). Assume that a 1 /a 2 = q −(3d 1 +d 2 −1) . By 5.9, if v i is a U q (ĝ)-highest weight vector in V (λ i , a i ), and
so the result follows from 3.4.
Proof of 5.4(a).
We assume that d 2 = 1. The fact that m µ−s i α i (V (Q)) = 0 follows from 5.3(b). If Q 1 = 1 it is enough to notice that µ − α 1 − α 2 / ∈ P + . If Q 2 = 1, we must consider separately the cases when g is of type
If g is of type C 2 , then x + 0 .v Q has weight r 1 λ 1 − α 1 − 2α 2 , which is Weyl group conjugate to r 1 λ 1 − α 1 ∈ P + . Hence, if m ν (V (Q)) > 0 and .v Q ) is (r 1 − 1)λ 1 which is less than r 1 λ 1 − α 1 − α 2 . But then (r 1 − 1)λ 1 + α 1 , and hence also its Weyl group conjugate (r 1 − 1)λ 1 + α 1 + 3α 2 , is a weight of V (r 1 λ 1 − α 1 − α 2 ). This is impossible because (r 1 − 1)
The proof of 5.4(a) is now complete.
We assume from now on that Q i = 1, i = 1, 2. To prove (b) and (c) we shall need the following result. 
.m}. Then, the following are equivalent:
We assume 5.7 and complete the proof of 5.4. (8) is satisfied. By 5.7(b), we can write 
Proof of 5.4(b). Suppose that
).
A straightforward calculation shows that these equations are consistent only if (9) holds.
Proof of 5.4(c).
We prove this when g is of type C 2 , the G 2 case is similar. 
is a linear combination of the following two elements: Since we are given that x 
