Abstract. Different credit assignment strategies are investigated in a two level co-evolutionary model which involves a population of Gaussian neurons and a population of radial basis function networks consisting of neurons from the neuron population. Each individual in neuron population can contribute to one or more networks in network population, so there is a two-fold difficulty in evaluating the effectiveness (or fitness) of a neuron. Firstly, since each neuron only represents a partial solution to the problem, it needs to be assigned some credit for the complete problem solving activity. Secondly, these credits need to be accumulated from different networks the neuron participates in. This model, along with various credit assignment strategies, is tested on a classification (Heart disease diagnosis problem from UCI machine learning repository) and a regression problem (Mackey-Glass time series prediction problem).
Introduction
Co-evolution is one of the ways, used in literature [1] [2] [3] [4] , to implement the divideand-conquer strategy for tackling complex computational problems. These implementations differ from each other on the basis of interactions between individuals, species and populations. Co-evolution occurs either at intra or interpopulation level. The idea is to co-evolve complete solutions (systems) and subsolutions (modules) simultaneously. These can be divided into two categories -single and two-level co-evolutionary methods. In single-level co-evolutionary methods the sub-components/modules are evolved in separate genetically isolated sub-populations. Fitness evaluation for these modules is carried out either by combining representative individuals from these sub-populations and then passing back the fitness of the system, thus created, to the representative individual [1, 2] or by sharing the fitness of current best module with other modules with similar input-output function [3] . While in two-level co-evolutionary methods [4] modules are evolved in a separate population along with systems in another. These modules are evaluated on the basis of their contribution to various systems in the second population.
In this work, we present one such two-level co-evolutionary model which coevolves RBF Networks and Gaussian neurons in separate populations. This is similar to the Symbiotic Adaptive Neuro-Evolution or SANE [4] . Main differences between SANE and this model are the use of RBF Networks instead of Multi-Layer Perceptrons (MLPs) and the credit assignment strategies used for the fitness evaluation of neurons (which are Radial Basis Gaussian Functions (RBGFs) in this case). Also, in each generation, RBF networks can be trained using iRprop [5] (an improved version of Rprop [6] ). SANE co-evolves a population of neurons and a population of two-layer feed forward networks. For the fitness of an individual in neuron population it uses the sum of fitnesses of a few good MLPs in the MLP population, in which that individual participates. We argue that this credit assignment strategy among neurons would work only if the problem is decomposable into modules that are mostly independent but otherwise, as is mostly the case, the fitness of a neuron should depend on the other neurons present in the MLP to model the interdependencies between the modules. This inspires the use of Gaussian Kernel Functions along with RBF networks instead of MLPs, where we can get a nice localized property. In other words, the influence of a RBGF on some distance from its center can be neglected. Thus, we should expect them to be relatively independent of each other, i.e., the effectiveness of one RBGF in a network should not be influenced by the presence of others. It does not hold for MLPs, where the effect of all hidden neurons should be taken into account at each point of the input space. Locality in RBF Networks has been exploited [7, 8] to solve the aforementioned credit assignment problem.
The rest of the paper is organized as follows. In Sect. 2 we describe the co-evolutionary model. Section 3 discusses various credit assignment strategies used, followed by the description of experiments and results in Sect. 4 . Finally we conclude in Sect. 5 with discussion on results obtained.
Co-evolutionary Model
The co-evolutionary model consists of a network population (netPop) and a neuron population (neuPop). This is similar to SANE except for the use of RBGFs in neuPop and RBF networks in netPop. Figure 1 gives a pseudo code for the model. RBF networks in netPop consist of pointers to RBGFs. Each network is represented by an array of integers that stores the indices of RBGFs from neuPop. Each RBGF has the following real valued parameters associated with it
where d and n are the dimensionalities of input and output spaces respectively. In neuPop each RBGF is initialized with its center (µ) randomly chosen from one of the input data points. Widths (σ) and weights (w) are initialized randomly. Individuals in netPop point to random individuals in the neuPop initially. 
which is the inverse of mean-squared error achieved by RBF network net on the validation data set and is a small constant to prevent very high values of fitness if the mean-squared error approaches zero. Before evaluating the network on validation data it can be trained partially on a training data set to help evolution find good solutions in fewer generations. It can be viewed as lifetime learning of an individual in the evolutionary process. Now we can choose to copy the modified (trained) values of various neuron parameters back to the RBGF population (Lamarckian evolution) or we can choose not to copy them back and just use the trained individual to evaluate fitness (Baldwinian evolution). Since one neuron can take part in many networks, we need to make averaged genotypic changes, in the neuPop, corresponding to training in each network in neuPop. After training all the networks in the network population average modifications are made on neurons in neuPop, which is similar to the Averaged Lamarckian Evolution Heuristic proposed in [9] . Different fitness assignment strategies for fitness of neurons in neuPop are discussed in Sect. 3.
The breeding strategy used is similar to the one in SANE, though different crossover and mutation operators are used for the real coded parameters. After sorting the neuron population, each neuron from the top 25% of the population is crossed (crossover operator produces an equally distributed random number in between the two parent chromosomes) with another neuron chosen randomly from the top 25% neurons to produce an offspring. One random parent and the offspring replace two worst performing neurons in the neuPop. Thus in each generation 25% of population is replaced by new offspring. For mutation neuron centers and widths, for each neuron in the population, are perturbed with normally distributed noises with zero mean and one standard deviation. Weights are evolved only in absence of learning. Evolutionary algorithm used for the network level is identical to the neuron level. Since networks consist of pointers one point crossover is used. Each array value corresponding to the bottom 75% networks is then mutated to a random value with probability 0.01.
Fitness Assignment in Neuron Population
Fitness of a neuron in neuPop depends on the fitness of networks in netPop. It should depend on the number of networks it participates in, effectiveness of those networks and its contribution to those networks. Following three fitness assignment strategies try to take these factors into consideration.
Using A Few Good Networks
Each neuron gets the summed fitness of the top 25% networks from netPop. Though the fitness assignment strategy is exactly the same as SANE, yet improvement in performance is expected because of local characteristics of RBGFs. We will compare the performance of SANE and our model with this and other credit assignment strategies in Sect. 4.
Credit Sharing along Orthogonal Dimensions
Here a credit apportionment strategy (proposed in [8] ) is used to split the credit for the overall performance of the RBF network, first, into orthogonal niches and then the credit available for each individual niche is apportioned among individual RBGFs depending on how much they contribute to that niche. In an RBF Network for a set of (say) m basis functions φ i s, singular value decomposition (SVD) of transformed training data matrix A, whose elements are a ki = φ i (x k ), gives A = UΣV T , where U has orthogonal columns u 1 , . . . u m , Σ is a diagonal matrix with positive or zero elements (the singular values), and V an orthogonal matrix with entries v ij . Credit available to each basis function φ i is given by (for details refer to [8] )
where f j (= u j · f ) is the inner product in the finite Euclidean basis {δ k }, k = 1, . . . , p, where δ k (x) is 1 at x = x k and 0 elsewhere and p is the number of training points. Credit available from a particular network is then multiplied with the network's fitness and summed over all networks in which the neuron participates to obtain neuron fitness.
Weights-based Credit Assignment
Since the output of a RBF Network (net j ) is a weighted sum of activations of each RBGF (φ i ), these weights (w ij s) can be used to evaluate the relative contribution of a RBGF to network j as
where E(·) denotes the mean value over all RBGFs (φ i s) in net j . As discussed in [7] , while evolving a single network we should have β ∈ (1, 2) to encourage the desired behaviour of competition and cooperation among RBGFs with similar and different functionalities, respectively. Also, β = 2.0 produces too much of competition and β = 1.0 is insufficient to prevent competition among RBGFs with dissimilar activations, while β = 1.5 yields the desired behavior. In our experiments, we have used the three values of β (1, 1.5 and 2) although we do not expect to observe the aforementioned phenomenon as the neurons obtain their fitness from a group of networks rather than a single network.
Experimentation and Results
In the following, the co-evolutionary model (Sect. 2) along with different fitness assignment strategies (Sect. 3) are tested on a classification problem (Sect. 4.1) and a regression problem (Sect. 4.2). Different parameters used for experimentation are listed in table 1.
Heart Disease Diagnosis Problem
Heart disease diagnosis dataset, taken from UCI benchmark database [10] , is used as the classification problem. This dataset has 270 instances with 13 continuously valued attributes; based on these attributes, any given pattern has to be classified into 2 classes, which are either presence or absence of the disease. The whole dataset is divided into -Training Set ( Figure 2 shows the best and average fitnesses of individuals in the two populations for a simulation run with Baldwinian learning and a credit assignment strategy using weights (Sect. 3.3, β = 1.5). Plot (a) in fig. 2 also shows the number of neurons that are in use at a given generation. From this plot we can observe that, with generations, the networks in netPop are specialized to certain neurons in neuPop. After 100 generations these networks use 54 neurons from neuPop, with maximum neuron fitness being 553.5. Similar plots with Lamarckian learning show that this number is approximately the same (∼ 53 after 50 generations and 55 after 100 generations) with maximum neuron fitness being 480.4 after 50 and 470.1 after 100 generations along with a much sharper rise in fitness early on. This lower fitness of best neuron is the result of averaging in Lamarckian evolution. Also, we observe the co-evolutionary effect where networks in netPop first search for good neurons in neuPop and then concentrate on those neurons. In other words, neurons in neuPop first increase their use then their fitness. The number of neurons in use drops from approximately 220 to 30-60 and then it stays constant. Networks in netPop only use neurons from this subset. Though the plots do not show it, yet we can speculate that this subset does not change a lot as the average neuron fitness increases gradually without large variations. It is because of the aggressive breeding strategy inherent in SANE, which we have used for these experiments. Table 2 gives the mean and standard deviation values of the percentage classification accuracies achieved by the co-evolutionary model with different credit assignment strategies, for 30 runs with different seeds. Parts (a), (b) and (c) list results without learning, Baldwinian learning and Lamarckian learning, respectively. In addition part (a) also lists these values for SANE. Few observations can be made from these results -(1) Though SANE performs as good as others on test set, it is unable to fit the training data that well. On average, same credit assignment strategy with RBF networks produce 170 correct classifications out of 202 as against 149 correct classifications by SANE. (2) [11] and 84.9% [12] ).
Mackey-Glass Time Series Prediction Problem
The Mackey-Glass time series is generated by the following differential equation using fourth order Runge-Kutta method with initial condition x(0) = 1.2 and time step of 1.ẋ
where α = 0.2, β = −0.1, τ = 17 as used in [7, 8, [13] [14] [15] . Each network receives four past data points x(t), x(t − 6), x(t − 12) and x(t − 18) as inputs and predicts 6 time steps ahead (x(t + 6)). For predicting further steps ahead iterative predictions of x(t + 6), x(t + 12), . . . , x(t + 84) are used during testing, e.g. the network uses its own prediction for time step t + 6 and the input points x(t), x(t − 6) and x(t − 12) to predict x(t + 12). For training x(t + 6) values are used as targets. This setup is same as that used in [13, 16] . 500 points starting from 118 are used for training and following 500 points are used for testing. No validation set is used for comparison purposes. For fitness evaluation of networks in (1) training set is used instead of validation set. Table 3 gives the mean and standard deviation values, of the normalized root-mean-squared (RMS) errors achieved on test set by the co-evolutionary model with different credit assignment strategies, for 30 runs with different seeds. Here normalized RMS errors are obtained by dividing the absolute RMS error values by the standard deviation of x(t) [13, 14, 16] . Results are listed only for experiments with Baldwinian learning as no-learning does not produce good generalization performance (normalized RMS error ∼ 1.2 in 2000 generations) and Lamarckian learning results are again very similar to Baldwinian learning. Observations 2, 3 and 4 from Sect. 4.1 are again verified from these results. These results are comparable to those obtained by an ensemble of RBF networks with similar computational overhead (20 networks with 18 neurons each), though there are better results available in the literature [13] (see table 3 ). Each network in the ensemble is trained using iRprop with centers initialized using K-meansClustering, widths initialized randomly between 0 and 1 and weights and bias values initialized by means of linear regression. After training, best network was tested on testing data. 
Conclusion
A two-level co-evolutionary model which co-evolves RBF Networks and Gaussian neurons in separate populations was presented in this work along with different credit assignment strategies for evaluating the fitness of neurons in neuron population. These strategies were evaluated, on the basis of their performance, in conjunction with the co-evolutionary model on two test problems. In between these two populations a co-evolutionary effect was observed, where networks in network population first search for good neurons in neuron population and then consolidate on these neurons. It was argued that the use of RBF networks instead of MLPs was beneficial in such a co-evolutionary model because of local characteristics of Gaussian neurons. Which was also verified by a comparison of the model with SANE on heart disease diagnosis problem. Other than the use of RBF networks, this model only differed with SANE in real-coded parameters and variational operators and had same fitness assignment strategy and breeding strategy.
The introduction of learning produced a significant improvement in performance of the system on both heart disease diagnosis problem and Mackey-Glass time series prediction problem. The number of generations for experiments with or without learning were chosen to allow similar running times. Further, Lamarckian learning was able to produce similar results in half the number of generations.
The results obtained on the two test problems were comparable to the results available in literature, although different credit assignment strategies used did not produce significantly different results, specially in the presence of learning, for the two test problems used.
