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Abstract. The development of taxonomies/ontologies is a human intensive 
process requiring prohibitively large resource commitments in terms of time 
and cost. In our previous work we have identified an experimentation 
framework for semi-automatic taxonomy/hierarchy generation from 
unstructured text. In the preliminary results presented, the taxonomy/hierarchy 
quality was lower than we had anticipated. In this paper, we present two 
variations of our experimentation framework, viz. Latent semantic Indexing 
(LSI) for document indexing and the use of term vectors to prune labels 
assigned to nodes in the final taxonomy/hierarchy. Using our previous results of 
taxonomy/hierarchy quality as the baseline we present results that demonstrate 
significant improvement in taxonomy/hierarchy label quality resulting from the 
above and present insights into the reason for the same. Finally, we present a 
discussion on methods for further improving taxonomy/hierarchy quality. 
1   Introduction 
Ontologies form the foundation of the Semantic Web vision [1]. A majority of the 
ontologies today are relatively small, i.e., not of Web scale. There has been a recent 
trend towards the design of larger ontologies [35][34]. These efforts are however 
manually driven and have required prohibitively large amounts of resource 
commitments both in terms of time and cost. For the Semantic Web vision to be 
realized it is critical that along with semi-automatic approaches for semantic 
annotation of web resources [2][3], semi-automatic methods for ontology creation be 
investigated. Although there has been a recent interest in the problem of semi-
automated ontology creation most of these methods (discussed in the next section), 
have either been limited in their scope or have met with limited success. In our 
approach, we view the creation of a taxonomy/hierarchy as the first step towards the 
creation of an ontology. We recognize that the taxonomy/hierarchy that we produce 
does not have the desirable meta-properties [33] that a “good” formal taxonomy 
should have. For the purposes of our work we subscribe to the following definition of 
a “taxonomy/hierarchy” which is closer to that of a hierarchy or a thesaurus. “A 
hierarchy or thesaurus is a system that shows relationships between terms from 
 
general, broader concepts to more specific categories.” Furthermore, taking 
inspiration from information retrieval and library science, a broader term is defined as 
follows: a concept C1 is assumed to be broader than a concept C2, if a query 
comprising of C1 returns a superset of the documents returned by a query comprising 
of C2. We are at the first steps in our approach, where we seek to generate a hierarchy 
or thesaurus of concepts, and plan to consider the more formal aspects of a taxonomy 
[33] in the future.  
In [34] we outlined the design of a comprehensive experimental framework that 
combines statistical clustering and NLP techniques for taxonomy/hierarchy 
generation. We also presented preliminary results using the SMART [32][22] 
indexing engine that represents documents in a vector space. We observed that many 
spurious labels were generated for nodes in the final taxonomy/hierarchy. Further 
inspection revealed that these labels were terms outside the biomedical domain.  
The advantage of Latent Semantic Indexing (LSI) [29] over SMART is that it 
identifies latent concepts or eigenvalues in the input data and maps both documents 
and terms into the same eigenvector space. Document and term vectors generated 
have dimensions that are the latent concepts represented by the eigenvalues. 
Furthermore, the selection of these underlying dimensions or latent factors involves a 
dimension reduction step, where eigenvectors are chosen corresponding to the most 
significant eigenvalues. This potentially leads to a better and compact description of 
the information content represented in the underlying corpus. We believe that this 
feature of LSI will allow us to reduce the number of candidate labels for a node to the 
salient terms in the domain. LSI is used to index the data and enable operations that 
perform a limited form of sense disambiguation on the generated taxonomy/hierarchy 
labels. The two main components of our approach may be summarized as:  
• Use of LSI [29] to create vector-space based representations of terms and 
documents in a corpus, based on a common set of latent dimensions 
• Use of the term vectors generated above to perform sense disambiguation of the 
taxonomy/hierarchy labels 
We compare the quality of the generated taxonomies by using NLP techniques in 
conjunction with SMART (as presented in our previous work) with those generated in 
this current work without using NLP techniques but indexing the data using an LSI 
based approach.  
     This paper is organized as follows. In Section 2, we review relevant work, 
focusing on the attempts made by other researchers to address (parts of) this problem. 
The experimentation framework for taxonomy/hierarchy generation is described in 
detail in Section 3. In Section 4 we discuss in further detail the use of LSI for 
indexing. Section 5 describes in detail the techniques for node label assignment and 
pruning. In section 6 we briefly present the metrics we use to measure quality of the 
final taxonomy/hierarchy. Experiments and evaluations are presented in Section 7. 
Section 8 discusses the conclusions and future work. 
2   Related Work  
Approaches for semi-automatic taxonomy/hierarchy generation use a combination of: 
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• 
• 
• 
Supervised machine learning approaches requiring a set of training examples. 
NLP approaches for generating concepts and relationships between them; and 
Statistical clustering and data mining approaches for search, categorization and 
visualization of data 
The concept forming system COBWEB [7] has been used to perform incremental 
conceptual clustering on structured instances of concepts extracted from the web [8]. 
An approach that used training examples consisting of structured concept instances is 
presented in [9]. A classification taxonomy/hierarchy based on a set of structured 
rules was proposed in [10]. Naïve Bayesian approaches for classification have been 
presented in [18]. 
Effectively mining relevant information from a large volume of unstructured 
documents has received considerable attention in recent years [19]. Document 
clustering has been used for browsing large document collections in [20], using a 
“scatter/gather” methodology. Clustering of Web documents to organize search 
results has been proposed in [21]. Physicists have used clustering to find the spatial 
grouping of stars into galaxies [23]. An approach that pre-processes documents by 
applying background knowledge in order to improve the clustering results was 
proposed in [24]. An interesting approach proposed in this paper is that of Term 
Neighbourhood Expansion (TNE). This technique identifies a set of terms that are 
closest in the common neighbourhood of all the labels generated for a cluster. Labels 
generated for a cluster are typically based on an analysis of the cluster centroid. 
Frameworks and hybrid approaches, combining the above techniques are 
presented in [25][5][26]. A complementary approach that uses the structure and 
content of web pages on the Web to generate ontologies is presented in [27]. Hybrid 
approaches have also been used to automate semantic annotation, a closely related 
task, examples of which are the SemTag [3] and OntoMate – Annotizer systems [28], 
and the Semagix content management platform [4]. 
We believe that our framework [34] provides a rigorous approach to this hard 
problem will enable us to identify the optimal settings of various parameters that lead 
to semi-automated creation of useful real-world taxonomies.  The novel contribution 
of this paper is to compare the quality of the taxonomy/hierarchy generated using 
Latent Semantic Indexing (LSI) and Term Neighbourhood Expansion (TNE) in 
contrast with using SMART indexing in conjunction with NLP. The use of our TNE 
technique in conjunction with LSI considerably improves the quality of the learnt 
taxonomy/hierarchy.  
3   The Taxonomy/hierarchy Generation Framework  
The components of a framework for generating taxonomic/thesauri structures from 
textual documents are illustrated in Fig. 1. 
 
 
Data Extraction
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Pre-process data 
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Taxonomy
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Fig. 1. The Taxonomy/hierarchy Generation Framework 
Data Extraction and Sampling MeSH and MEDLINE® are used as the target 
gold taxonomy/hierarchy and source of our dataset respectively. Further details are 
presented in Section 7. 
NLP techniques for Pre-processing In this paper we do not pre-process the 
document abstracts using NLP. This is because we want to demonstrate a comparison 
between the LSI indexing vs. SMART indexing with the use of NLP and their effect 
on the taxonomy/hierarchy quality.  
Document Indexing The abstracts (documents) are mapped to a vector space, the 
dimensions of which could either be words or extracted phrases. In our experiments 
the dimensions of the vectors in the space represent the latent dimensions generated 
by LSI [32]. Details of this are discussed in Section 4. 
Document Clustering A bisecting K-Means strategy [30] is used to cluster our 
dataset. Details of our algorithm are available in [34].  
Taxonomy/hierarchy Extraction The hierarchy generated by the above process is 
an artifact of the clustering process and does not capture the notion of 
taxonomy/hierarchy. A taxonomy/hierarchy is extracted from the cluster hierarchy 
using the “cohesiveness” measure. Details of this algorithm are in [34]. 
Label assignment and smoothing A set of potential labels, based on the cluster 
centroids are assigned to the nodes in the taxonomy/hierarchy. Various techniques 
such as propagation of labels to parent nodes and TNE (Term Neighborhood 
Expansion) is used to prune labels of node in the final taxonomy/hierarchy. 
Taxonomy/hierarchy Evaluation Finally, the generated taxonomy/hierarchy is 
evaluated wrt the gold standard taxonomy/hierarchy using a variety of different 
measures that measure content-based similarity (i.e., overlap between the labels 
extracted) and the structural similarity (i.e., consistency of parent-child relationships) 
between the two taxonomies.  
 
Definitions of some symbols used are in order. Consider a set of document vectors D 
= {d1, …, dM} in the Euclidean space RN. Let the centroid of the set be denoted by: 
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m( ) =  
1
M
di
i=1
M
D ∑  
(1) 
 
The intra-cluster (or intra-set) cohesiveness is defined as: 
c( ) =  
1
M
cos(d ,  m( ))
i = 1
M
iD D∑  (2) 
 
Let {πi }ki=1 be a partition of D with the corresponding centroids m1 = m(π1), …, mk = 
m(πk). The parent/child relationships are established as follows: 
∀i, 1 ≤ i ≤ k, child(D) = πi and parent(πi) = D (3) 
 
The quality of the partition increases if the intra-cluster cohesiveness increases. Thus 
the quality Q of the partition {πi}ki=1  is given by: 
Q({ } ) =  
1
k
c( )
i=1
k
i i
i=1
k
π π∑  
(4) 
 
Given a cluster node πi, we define the labels(πi) to contain the labels extracted 
from the cluster centroid.  
As discussed earlier, LSI allows us to extract the salient concepts in the domain 
and generates document and term vectors whose dimensions are the latent concepts 
represented by the eigenvalues. Our primary objective in this paper is to investigate 
the role of LSI and TNE for improving the label quality of the taxonomy/hierarchy. 
We compare the quality of the taxonomies obtained wrt the case where the documents 
are pre-processed using NLP techniques and indexed using SMART [34] 
4   Document indexing using Latent Semantic Indexing  
LSI applies singular-value decomposition (SVD) to a term-document matrix where 
each entry gives the number of times a term appears in a document [37]. Typically, a 
large term-document matrix is decomposed to a set of 200-300 orthogonal factors 
from which the original matrix can be approximated by linear combination. Roughly 
speaking, these factors may be thought of as artificial or latent concepts; they 
represent extracted common meaning components of many different words and 
documents. Each term or document is then characterized by a vector of weights 
indicating its strength of association with each of these underlying concepts. 
 Consider a collection of m documents with n unique terms that, together, form an n 
by m sparse matrix E with terms as its rows and the documents as its columns. Each 
entry in E gives the number of times a term appears in a document. In the usual case, 
log-entropy weighting (log(tf+1)entropy) is applied to these raw frequency counts 
 
before applying SVD. The structure attributed to document-document and term-term 
dependencies is expressed mathematically in the SVD of E:  
E = U(E) Σ(E) V(E)T 
where U(E) is an n x n matrix such that U(E)TU(E) = In, Σ(E) is an n x n matrix of 
singular values and V(E) is an n x m matrix such that V(E)TV(E) = Im, assuming for 
simplicity that E has fewer terms than documents. The attraction of SVD is that it can 
be used to decompose E to a lower dimensional vector space k. In this rank-k 
construction: 
E = Uk(E)Σk(E) Vk(E)T 
In this LSI vector space, words similar in meaning and documents with similar 
content will be located near one another. These dependencies enable one to query 
documents with terms, but also terms with documents, terms with terms, and 
documents with other documents. Berry, Dumais and O'Brien [37] provide a formal 
justification for using the matrix of left singular vectors Uk(E) as a vector lexicon. 
The use of LSI allows us to apply novel technique to prune labels as discussed in 
Section 5. This technique is referred to as Term Neighborhood Expansion (TNE). 
Given: 
• 
• 
• 
A taxonomy node N 
A lexicon L of terms created from the underlying document corpus. 
Let t ∈ labels(N), be the term vector corresponding to t 
→
t
A neighborhood of t may be defined as: 
neighborhood(t) = { <w, αt> |  w ∈ L, α = } 
→→
• tw (5) 
The term neighborhood expansion of a taxonomy node can then be defined as: 
TNE(N) = {<w, β> | t ∈ labels(N), <w, αt> ∈ neighborhood(t), β = ∑
t
tα } (6) 
The top K labels can be chosen from the above set to compute the dominant sense 
neighborhood (DSN) of N. 
DSN(N) = { w |  <w, β> ∈ TNE(N), β is among the top K values of TNE(N)} (7) 
5   Taxonomy/hierarchy Node Labeling 
There are essentially two aspects of node labeling: 
• Label propagation and smoothing using the label propagation algorithm 
discussed below 
• Determining the dominant sense neighborhood using Term Neighborhood 
Expansion (TNE)  
In [34] we assigned labels to each node, based on the node’s centroid vector. Since 
we were using SMART [32], we simply chose the top k weighted values of the 
centroid vector and determined the salient terms. In this paper the use of LSI [29] 
means that terms and documents are represented in the same “latent” space. This 
enables us to compute the (cosine) distance between the centroid vector and the term 
vectors and thereby find the terms that are “closest” to the centroid. In our 
experiments in this paper we have used this technique to generate candidate labels for 
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nodes. Given a cluster node πi, we define the labels(πi) to contain the labels extracted 
from the cluster centroid.  
U
)children(πA
labels(A))s(childLabel
i
i
∈
=π  
))ent(labels(par)ls(parentLabe ii ππ =  
U
T
T
 A 
labels(A))taxLabels(
∈
=  
The same labels can appear in multiple nodes of the taxonomy/hierarchy. Our 
approach for refining the labels of the taxonomy/hierarchy, referred to as taxonomic 
propagation, involves propagation of labels across different levels of the 
taxonomy/hierarchy. Some heuristics used are: 
• 
• 
evel L do 
j dren(πi) do 
 labels(π ) ∩ labels(πj) ≠ φ 
πi) - ∆ 
3. End Propagate to Children 
4. Start with cluster nodes in leaves(T) 
5. For a
a. If  childLabels(πi) ≠ φ 
b.
c. For ∈ children(πi) do 
j) - ∆ 
 
After ighborhood Expansion (TNE), 
discusse her reduce the number of 
potential lab e in the final taxonomy/hierarchy by computing the 
dominant sen
Propagate to Child: If a label appears both in the parent and one or few 
children, the label will be propagated to the child and removed from the parent. A 
parent node in a taxonomy/hierarchy is a generalization of its children. Hence the 
parent should not have a label that only one or few of its children have.  
Propagate to Parent: If a label has been assigned to all the children of a node, 
the label will be propagated to the parent and removed from all the children 
nodes at which it appears. If every child of a node in a taxonomy/hierarchy has a 
label that the node itself has, having that label in the parent node suffices to 
convey the fact that children of this node also talk about the concept that the label 
represents.  
The algorithm for label propagation is as follows: 
1. Start with the Root(T) 
2. For each cluster node πi at l
a. For cluster node π  ∈ chil
i. If ∆ = i
ii. labels(πi) = labels(
 e ch cluster node πi at level L do 
∆ = labels(πi) ∩
 labels(πi) = labels(πi) + ∆ 
 πj 
i. labels(πj) = labels(π
6. End Propagate to Parent 
7. End Label Propagation 
the label propagation stage we apply Term Ne
d in the previous section, which attempts to furt
els for each nod
se neighborhood for a node. 
 
6   Taxono
We separate t xonomy/hierarchy, in an 
attempt to discover tr ffs and dependencies that might exist between the two. A 
discussion of the various uality metrics is presented below: 
• Con res the overlap in the labels present 
in y, Tgen and the gold standard 
taxonomy/hierarchy (subtree of MeSH rooted at “Neoplasms”) Tgold. There are 
two variants of this me ic: 
my/hierarchy Quality Metrics 
he content and structural aspects of a ta
ade-o
 q
tent Quality Metric (CQM): This measu
the generated Taxonomy/hierarch
tr
o CQM-P: This measures the precision, i.e., the percentage of labels in Tgen 
that appear in Tgold 
|)(T taxLabels )TtaxLabels(|  P-CQM goldgen ∩=
(8) 
 
| )TtaxLabels(| gen
 
o CQM-R:  This measures the recall, i.e., the percentage of labels in Tgold that 
appear in Tgen 
(T taxLabels )∩
|
|)
 )TtaxLabels(|
TtaxLabels(|  R-CQM
gold
goldgen
=  
 
(9) 
• e
e gold
shou stent relationship (parent-child or ancestor-descendant) in 
Tgen or vi
 (10) 
adLinks(T) ⊇ pcLinks(T) (12) 
        As
o SQM-P: This measures the precisio , i.e., the percentage of parent-child 
Structural Quality Metric (SQM): This measures the structural validity of th  
lab ls, i.e., when two labels appear in a parent child relationship in T , they 
ld appear in a consi
ce versa. Based on the above discussion, let: 
pcLinks(T) = {<a,b> | a is parent of b in T}
adLinks(T) = {<a,b> | a is ancestor of b in T} (11) 
 
 above, there are two variants of the SQM metric: 
n
relationships in Tgen that appear consistently in Tgold. 
|)pcLinks(T|
|)adLinks(T  )pcLinks(T|  P-SQM goldgen
gen
∩
=
(13) 
 
o SQM-R: rent-
relationships in Tgold that appear consistently in Tgen. 
 
This measures the recall, i.e., the percentage of pa child 
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|)pcLinks(T|
 R-SQM gengold= |)dLinks(T )pcLinks(T| a ∩
gold
 
 
(14) 
The above measures are scaled appropriately. It is quite likely, especially for 
smaller data se gen is likely to be
than the numb pact on the recall related 
quality measur d SQM-R will be 
scaled appropriately to reflect this.  
7   Results and Observations 
A gold stand  and relevant citations 
are sampled from We chose the sub-tree 
under the concept Neoplasms consisting f 649 concepts. Multiple data sets of 
dif
1]. The results that we present in this paper 
are compared to the baseline results that we obtained in our earlier work [34]. MeSH 
is one of the most widely and effectively used organizations of concepts in the 
by domain experts and is used to index over 14 
million medical documents. These features have been the majors deciding factor in 
ou
chosen. These results are shown below. Fig. 2 shows the values of label recall CQM-
ts, that the number of concepts generated in
er of concepts in Tgold, This will have an im
es and the respective denominators in CQM-R an
 T  less 
ard taxonomy/hierarchy (MeSH [6]) is chosen
 the MEDLINE bibliographic database. 
o
ferent sizes are sampled using techniques such as uniform or density biased 
sampling, based on the underlying distribution of the documents wrt the concepts in 
the taxonomy/hierarchy. Each data point in the graphs shown below is obtained by 
averaging the values of quality generated by 10 sample datasets. These samples are 
created using density biased sampling [3
biomedical field. It has been created 
r choice of MeSH and MEDLINE® as our data sources.  
The notion of differentiation is captured by the difference in the cluster 
cohesiveness between successive layers of the hierarchical cluster tree. In the course 
of our experimentation, it was observed that the successive values of cohesiveness 
down a cluster hierarchy are monotonically increasing in value. Details of this 
algorithm are discussed in [34]. The taxonomy creator or user is expected to suggest a 
set of cohesiveness levels which correspond to differentiation between the various 
layers of the taxonomy. This is the extent of human involvement in the overall 
process.  
It is however possible to determine the optimal setting of these cohesiveness levels 
that maximize the overall quality of the output taxonomy. In fact we plan to use a 
Genetic Algorithm [38] to determine the maximum quality measures for a particular 
configuration of our framework. As it turns out this is a multi-objective optimization 
problem [38]. For the purposes of this paper we have simply chosen to run the 
taxonomy/hierarchy extraction with no. of cohesiveness levels = 6,8,10 and 15 values 
of cohesiveness where the cohesiveness values are computed by dividing the range of 
values observed into n parts and choosing the boundaries that divide these parts as the 
cohesiveness values.  
Among the runs of the taxonomy/hierarchy extraction process using the above 
values the one that gave us the maximum value for the label quality recall was 
 
R obtained using LSI in conjunction with TNE in contrast with those obtained with 
SMART using NLP. As is evident from the Fig. the improvement obtained by using 
LS
 observed even when larger values of k (number of labels 
ex
I with TNE is appreciable. Fig. 3 shows the same comparison for the structure 
precision SQM-P. A similar trend is observed in this comparison too. The values 
obtained using LSI+TNE are better than those obtained using SMART and NLP 
preprocessing. Fig. 4 shows the comparison between structural recall between the two 
methods. Clearly the use of LSI with TNE results in an overall increase in the quality 
of the taxonomy produced. Another observation is that the use of LSI and TNE makes 
the quality of the final taxonomy independent of the number of labels extracted. This 
is evident from the smoothing effect achieved in the graphs for LSI and TNE. This 
smoothing effect was
tracted) were used.  
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Fig. 4. LP) 
The use of LSI to index document and term vectors into the same eigenvector 
space allows erm vectors 
and document atent salient 
“concepts” in t th a set of 
labels assigned nant set of 
cohesive term generated 
by LSI to com y/hierarchy. 
These techniq nomy while 
ensuring that th e reason why 
our results show an
8 
    In this pape use of LSI in 
con
Ou
rec
ure based on different values of the 
cohesiveness used to extract a taxonomy/hierarchy. This will provide a maximal limit 
of quality measure against which other variations can be measured. The performance 
improvement that we have demonstrated in this paper provides an initial validation of 
 Comparison of Structure Quality Recall (LSI+TNE vs. SMART+N
us to reduce the number of dimensions along which both t
 vectors differ. These dimensions indirectly represent the l
he corpus. In addition to this our TNE technique begins wi
 to a node and further reduces it by finding the domi
s for that node. It does this by using the term vector lexicon 
pute a restricted set of labels for each node in the taxonom
ues together reduce the number of labels of nodes in a taxo
e resulting labels are the salient domain terms. This is th
 increase in overall quality. 
Conclusions and Future Work 
r we built upon our previous work by investigating the 
junction with TNE to improve the quality of the taxonomy/hierarchy generated. 
r results have shown that these techniques produce a substantial increase in label 
all (CQM-R), structure recall (SQM-R) and structure precision (SQM-P) over our 
baseline (results from SMART with NLP). These results seem to obviate the use of 
shallow NLP preprocessing. This however does not necessarily rule out the use of 
stronger NLP techniques to improve the taxonomy/hierarchy quality further. 
    We therefore propose to use stronger NLP techniques at various stages of our 
framework to further improve our results. We also propose to investigate the use of 
hyponymy, hypernymy and synonymy among other relations in WordNet® to further 
reduce the number of labels assigned to the nodes. Our results also pointed to the 
possibility of running a multi-objective optimization to determine the optimal values 
of content and structure recall/precision meas
 
our overall framework, approach and techniques. We believe that we have made 
substantial progress toward the goal of semi-automatic taxonomy/hierarchy 
iding us 
annotation. Proceedings of the 12th International WWW Conference (WWW 
2003), Budapest, Hungary, May 2003. 
[4] B. Hammond, A. Sheth, and K. Kochut. Semantic Enhancement Engine: A Modular 
Platform for Semantic Applications over Heterogeneous Content. 
In Real World Semantic Web Applications, V. Kashyap and L. Shklar, Eds., IOS Press. 
Lean, VA, November 
2002. 
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Appendix 
 
Fig. 5. Example of Learnt Taxonomy/Hierarchy (note that the darker shaded 
nodes and capitalized labels indicate a match with a gold taxonomy node) 
 
Fig. 6. Corresponding portion of MeSH (gold taxonomy/hierarchy) 
