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Abstract—Automotive electronic control systems are expected to 
respond to input demands in real-time (circa: milliseconds) to 
ensure occupant and road user safety and comfort.  System 
complexity and real-time computing requirements create 
significant challenges in proving the robustness of control systems; 
here robustness is the degree to which a system can function 
correctly in the presence of unexpected inputs. Evidence shows 
that faults still escape to customers incurring large warranty costs. 
Existing test methods can be ineffective in testing robustness with 
the primary focus being on requirements validation. Evidence 
from other industries such as IT and medical suggests faults that 
are difficult to find, manifest due to complex interactions and 
sequences of events.  Whilst model based approaches are becoming 
more prevalent, they are still an abstraction of the real world and 
deal with ‘time’ at this conceptual level.  This can leave some doubt 
on their validity for representing real-time testing. However, there 
is little evidence within the literature pointing to effective sequence 
interaction testing (SIT) within real-time test environments. The 
novelty of the proposed approach is a methodology for creating 
and running t-way input sequence interaction test suites in real-
time with the time between input events (TBE) considered as a 
critical test parameter.   The effect of TBE on the triggering of 
faults for a safety monitoring system deployed in a prototype 
embedded electric machine control unit is presented to 
demonstrate the approach.  The system is tested with 2688 3-way 
event sequence interaction tests across a TBE range from 1 
millisecond to 500 milliseconds validating the effectiveness of the 
approach in eliciting faults. 
 
Keywords—Real-time testing, sequence interaction, time-
between-events, robustness, hardware-in-the-loop, test optimization 
I.  INTRODUCTION 
The continued growth in the use of electronics and software 
in vehicles has been predicted, where some premium vehicle 
have claimed to host up to 70 Electronic Control Units (ECUs), 
independent computing platforms, linked together by directly 
wired signals and communications networks.  Vehicle control 
and customer features are delivered through 100 million lines of 
software code distributed between these ECUs [1, 2].  This 
creates a major opportunity for financial costs associated with 
failures including recall actions [3] and warranty returns [4].  
According to the 2014 J.D. Power vehicle dependability study, 
customer retention for vehicle manufacturers drops from 56% to 
43% if owners experience three or more problems [5]. 
 
Failures in automotive software: The natural reluctance of 
vehicle manufacturers to disclose failure information means that 
detailed failure data are not available in the public domain.  
Nevertheless there is sufficient information to suggest that 
automotive electronics, both software and hardware, still fail.  
Analysis of data from the Vehicle Safety Branch of the UK 
Government’s Vehicle and Operator Services Agency revealed 
that a total of 561,860 vehicles were involved in 114 recall 
actions in the ten year period between January 2003 and January 
2013 of which 66% were software related faults [3].  The prolific 
media coverage related to the case of sudden unintended 
acceleration of Toyota vehicles suggests that the results of 
investigations published by [6, 7] may not provide consistent 
evidence of the true root causes.  This has led to questions 
regarding the possibility of complex electronic software or 
system interaction issues, termed Mandelbugs, existing; a 
Mandelbug being “a fault whose activation and/or error 
propagation are complex” [8].  These types of failure are directly 
related to the robustness of the system, where robustness is 
defined as “the degree to which a component or system can 
function correctly in the presence of invalid inputs or stressful 
environmental conditions” [9]. 
 
Interactions: The authors propose that unintended 
interaction effects at the input can be classed as invalid inputs.  
Although one can argue that unintended interactions are valid 
inputs as they can be possible in operation, they are not 
considered systematically in system design as the premise is 
generally only single input cases or known input sequences.   
 
Based on an empirical study of user interface software at 
Bellcore, Cohen et al suggest that most software faults that 
escaped to the field were caused by either single parameter 
values, which can be tested by normal functional or operation 
test cases, or by an interaction of pairs of values [10].  Kuhn et 
al. have also demonstrated that most software failures are as a 
result of either a single parameter value or the interaction of a 
small number of parameters; not every parameter being 
responsible for every software failure [11].  Evidence for this 
came from studies looking at failures in medical devices which 
concluded that 43% of failures were due to logic errors which 
includes incorrect logic in the requirement specification and 
unexpected behavior of two or more conditions occurring 
simultaneously [12].  The same authors suggest that 
combinatorial testing up to 6-way interaction testing can be 
considered exhaustive or pseudo-exhaustive given experimental 
evidence that most failures would be exposed [13].  
Real-time systems: Real-time systems are generally 
classified as hard real-time and soft real-time. Hard real-time 
systems have to adhere to strict timing requirements, down to an 
accuracy of 1 millisecond (ms) or less and are often safety 
critical. This is important to meet the operational aspects and 
response times of the environment they exist in [14, 15]. 
Effective test methods are needed to test the robustness of real-
time embedded control systems based on the evidence of failures 
escaping to customers.  
 
The paper is organized as follows. The Research Objective 
and related research question is defined, followed by a 
summary of Related Work.  The Definitions section defines 
specific terms related to events and sequence interactions.  The 
Methodology section describes the experimental setup and the 
steps from defining inputs to creating and implementing 
sequence interaction test suites. The Results and Discussion 
sections follow and a Conclusion section summarizes the 
results and their outcomes as well as the key contributions and 
proposed future research. 
 
II. RESEARCH OBJECTIVE 
As described in previous sections, there is evidence in 
literature to suggest event interactions cause faults. The 
objective of the research is therefore not to prove this. However 
the research takes the state of existing work on sequence 
interaction testing (SIT), and extends it to investigate the effect 
of time separation between events in elicitation of faults on 
embedded controller systems in real-time.   
 
The following research question is proposed: How does the 
time between input events affect the elicitation faults in a real-
time embedded system? 
 
This leads to two objectives of the research: 
 
(1) The proposal of a general approach to develop SIT test 
suites with TBE as a key parameter. 
 
(2) Through a case study, demonstrate the effect of TBE on 
the total number of fault instances and the cross-
coupling behavior between the input events for a given 
set of SIT. 
  
The novelty of the proposed approach is the methodology 
for creating and running t-way input sequence interaction test 
suites in real-time with the TBE considered as a critical test 
parameter.  The effectiveness of the approach is determined by 
evidence that the violation of a given system property 
(requirement) is due to the interactions of events in a sequence 
and not due to any single event effect.  The methodology is 
validated by application to the safety monitoring system of a 
prototype automotive electric machine ECU in real-time 
operating down to a 1ms resolution.  The ECU is integrated in 
to a real-time HIL experimental setup as described in section A. 
 
III. RELATED WORK 
A. Combinatorial interaction testing and sequence covering 
arrays 
Combinatorial interaction testing is based on the seminal 
works of C.R.Rao who developed combinatorial concepts using 
orthogonal arrays based on Latin Squares [16].  Subsequent 
influential work led by Cohen et al. [10, 17] on combinatorial 
testing has been a catalyst in creating further research in this area 
with researchers such as Chee et al. [18] and Kuhn et al. [19] 
developing approaches to generate Sequence Covering Arrays 
(SCA).  A SCA is an optimized array of event sequences for a 
given number of possible events that could occur for an event 
based system.  
SCAs intend to optimize the number of test cases generated 
while giving full input coverage for the number of grouped 
events [19]. An example of a 7-event sequence covering array 
for 3-way sequences from [19] is shown in Table 1 where all 
possible 3-way sequences are covered in only 12 tests.  
TABLE 1: SEVEN-EVENT TEST SET FOR 3-WAY SEQUENCES 
 
Research in approaches to generate SCAs focus on 
optimizing the number of test cases generated to ensure that each 
t-way sequence, where ‘t’ is the number of events for which the 
sequences are being tested, is achieved [19-24].  Related work 
carried out by Farchi et al. on the order of events within a 
sequence raise the challenge of managing the order of execution 
of events through conditional selection of possible events based 
on what the selected order for a given test is [25].  Farchi et al. 
use this as a constraint to manage the test space.  Similarly 
Erdem et al. and Brain et al. challenge Kuhn et al.’s approach in 
not considering the challenge of implementing SCAs and the 
issue of ordering the inputs to constrain possible input sequences 
[26, 27].  The authors deal with the removal of illegitimate 
sequences and the problem of then having to consider how other 
sequences in the same test would have to be reconsidered. More 
abstract treatment of the subject relates to optimizing the bounds 
of the size of covering arrays (lower and upper) such as [28]. 
However, one of the biggest drawbacks of the SCA approach 
is that it doesn’t guarantee consecutiveness of those ‘t’ events as 
each may be separated by other events which are not part of the 
Test
1 0 1 2 3 4 5 6
2 6 5 4 3 2 1 0
3 2 1 0 6 5 4 3
4 3 4 5 6 0 1 2
5 4 1 6 0 3 2 5
6 5 2 3 0 6 1 4
7 0 6 4 5 2 1 3
8 3 1 2 5 4 6 0
9 6 2 5 0 3 4 1
10 1 4 3 0 5 2 6
11 2 0 3 4 6 1 5
12 3 1 6 4 3 0 2
Events
sequence of events being investigated.  In real-time systems, 
especially those where the implementation of the requirements 
in software is not necessarily known by the system integrator or 
the system tester, in essence a black-box, such interactions can 
exist and therefore warrant consideration when building test 
suites. 
B. Sequence testing for real-time systems 
The treatment of SCAs to test actual software systems is 
considered by Rahman et al. who propose an approach to 
optimize the selection of sequence coverage and tests on a real 
application called Embedded Network Traffic Monitoring 
System [29]. This can at best be classed as a soft-real time 
system not demanding the level of rigor a vehicle control 
system may demand.  Petke et al. compare the effectiveness of 
combinatorial interaction test suites generated by simulated 
annealing and greedy algorithms on a set of real software 
programs written in C but not for real-time systems as defined 
above [30].  Becci et al. proposed a robustness test methodology 
for input sequence variation for an automotive control systems 
as part of a hardware-in-the-loop (HIL) test extending the SCA 
approach [31].  This paper considers the use of TBEs but there 
is little evidence showing the effect of TBE on the extraction of 
faults.  The paper also considers SCA ‘as-is’ without addressing 
the need for the consecutiveness of events.   
 
There is generally a lack of research investigating the effects 
of interactions between inputs for real-time control systems in 
a pragmatic and systematic manner. 
 
C. Definitions 
Events: An event is normally treated as the change in the 
state of an input that would cause the output state of the system 
to change.  In its simplest form, referring to Fig. 1, the transition 
from state S1 to state S2 occurs if condition C is true, where C 
can be triggered by an input event. 
 
 
Figure 1: Events and states 
 
Time between events (TBE): The time between two events 
X and Y is defined as the time between event X reaching its 
final state, and event Y reaching its final state. In the example 
in Fig. 2, the time between Event 1 and Event 2 is TBE1 and the 
time between Event 2 and Event 3 is TBE2.  
 
 
Figure 2: Events, sequences and time between events 
Sequence of events:  A sequence of t-way events, Sn is a 
series of events that occur from event 1 to t with each event 
separated by a TBE defined for two subsequent events. The 
sequence always starts with a reset time, tRes which is sufficient 
to allow the system to return to a stable initial state for 
subsequent SITs.   
 
The example in Fig. 2 illustrates two 3-way event 
sequences, S1 and S2.  For S1 Event 2 occurs at exactly TBE1 
after Event 1 occurs and Event 3 occurs exactly TBE2 after 
Event 2 occurs. Similarly for S2, Event 5 occurs exactly TBE3 
after Event 4 occurs and Event 6 occurs exactly TBE4 after 
Event 5 occurs. 
 
IV. METHODOLOGY 
The following section describes the methodology designed 
specifically for creating and implementing SIT test cases with 
the integration of the TBE parameter.  Each event must be tested 
independently to ensure that it does not trigger the violation of 
a system property.  The description of the electric machine 
control system test setup is provided and is used through the 
following steps to describe the application of the test 
methodology.  Step 1 defines the inputs and events.  Step 2 
calculates all 3-way permutations of events. Step 3 creates the 
sequence test suite.  Step 4 creates the real-time test cases ready 
to run.  Finally step 5 runs and evaluates the tests against the 
properties. 
 
A. Experimental Setup 
A real-time embedded electric machine electronic control 
unit (ECU) is tested.  The ECU is part of a development 
program with industrial partners and therefore subject to 
frequent hardware and software updates as issues are identified 
and rectified.  The version of software tested for this experiment 
was the latest available to date and the results reflect the 
performance of this system specifically.  The authors expect 
that as the system evolves due to the improvements made, the 
experimental results will differ from those presented in this 
paper. 
 
A dSPACE® HIL system is used to conduct the real-time 
testing of the ECU.  The ECU inputs and outputs (I/O) are 
mapped to the I/O channels on the dSPACE® HIL rig including 
digital, analog and vehicle communication network 
connections.  Sensors such as thermistors are modelled using a 
resistor bank and high speed signals such as the Pulse Width 
Modulated (PWM) signals and resolver signals are mapped 
through a specialized DS5202 FPGA Base Board to meet the 
speed and accuracy requirements.  
 
The ECU is connected to a Vector CANalyzer through the 
CANcaseXL hardware interface in order to manage the 
initialization and reset commands required for the experiments 
over the Controller Area Network (CAN) bus. The complete 
experimental setup is shown in Fig. 3. 
 
 
Figure 3: Experimental setup 
B. Step 1: Input and event definition 
Each time one of the properties defined below is violated, a 
fault occurs and is recorded.  The fault indication output signal 
(FAULT_OUT) is a hard wired common collector logic-type 
channel and is the only measured output signal. Input signals 
are evaluated against defined safety threshold values (Table 4). 
If an input signal goes beyond its respective threshold, the ECU 
must detect it and trigger the FAULT_OUT output pulling it 
LOW.  This in turn must halt the ECU operation and disable the 
PWM outputs to make the system safe.  The output states 
indicate the following: 
 
FAULT_OUT = LOW, fault triggered 
 
FAULT_OUT = HIGH, no fault 
 
The property being investigated for the application is 
defined in terms of the FAULT_OUT output signal.  
FAULT_OUT = LOW if any input signal (Table 3), Inx, crosses 
a defined threshold, Thrx, set for each input Inx (Table 4).  The 
ECU has 8 inputs and each input has two threshold values, a 
lower threshold and a higher threshold.  Inputs In1 to In4 can be 
positive or negative hence an individual threshold value is 
defined for each polarity.  Input In5 to In8 are always positive 
and have a low threshold and a high threshold. 
 
Properties being verified 
if |Inx| ≥ |Thrx| then FAULT_OUT = LOW, for 1 ≤ x ≤ 4 
 
if |Inx| ≤ |Thrx| then FAULT_OUT = HIGH, for 1 ≤ x ≤ 4 
 
if Inx ≥ Thrx then FAULT_OUT = LOW, for 5 ≤ x ≤ 8 (High Thr.) 
 
if Inx ≤ Thrx then FAULT_OUT = HIGH, for 5 ≤ x ≤ 8 (High Thr.) 
 
if Inx ≤ Thrx then FAULT_OUT = LOW, for 5 ≤ x ≤ 8 (Low Thr.) 
 
if Inx ≥ Thrx then FAULT_OUT = HIGH, for 5 ≤ x ≤ 8 (Low Thr.) 
 
TABLE 3: INPUT SIGNALS 
Input Signal  Signal Name Signal Units 
In1 AC current 1 A 
In2 AC current 2 A 
In3 AC current 3 A 
In4 DC current A 
In5 DC voltage V 
In6 Temperature 1 °C 
In7 Temperature 2 °C 
In8 Temperature 3 °C 
 
An event, En, where n is the nth event, occurs when an input 
changes state as described previously.  However, if the input 
values change and don’t exceed the threshold then 
FAULT_OUT must not be triggered.   
 
At the beginning of each test sequence, FAULT_OUT is set 
to HIGH by ensuring all the input signals are well within their 
respective thresholds. The start values, which are the values set 
for each input when the system is reset at the beginning of a 
sequence test, and the final values are shown in the Table 4. The 
final values are selected to be within but close to the threshold. 
 
C. Step 2: Calculation of all 3-way permutations of events 
The standard combinatorial formula is given by equation (1) 
 
    (
𝑛
𝑘
) =
𝑛!
𝑘!(𝑛−𝑘)!
    
 
            (1) 
 
where 𝑛 is all possible event numbers and 𝑘 is the t-way 
combinations of events to be considered. In the case of the 
presented application, 𝑛 = 16 and 𝑘 = 3, giving a total of 560 3-
way combinations. However, the input space is constrained as 
events associated with the same input, as shown in Table 4, are 
mutually exclusive and can't occur in the same sequence in 
normal operation.  This reduces the total number of 3-way 
combinations from 560 to 448.  Given there are six 3-way 
permutations per combination possible, the total number of 3-
way sequences generated is 2688 for the 16 events defined in 
the experiments presented. 
TABLE 4: EVENT TABLE 
Event No 
 (E)  
Signal 
(In) 
Fault 
Threshold 
(Thr) 
Start 
Value 
(RESET) 
Final 
Value 
E1 In1 -54 -44 -53 
E2 In1 46 36 45 
E3 In2 -59 -49 -58 
E4 In2 41 31 40 
E5 In3 -59 -49 -58 
E6 In3 41 31 40 
E7 In4 -497 -487 -496 
E8 In4 480 470 479 
E9 In5 38 48 39 
E10 In5 222 212 221 
E11 In6 34 44 35 
E12 In6 65 55 64 
E13 In7 24 34 25 
E14 In7 179 169 178 
E15 In8 24 34 25 
E16 In8 179 169 178 
 
D. Step 3: Creation of sequence interaction test suite 
 
Kuhn et al [11] suggest that 50 - 97 percent of software 
faults could be identified by two ways interaction testing. 
Further evidence in the same study suggests that 3-way 
interaction testing could account for more than 90 percent of 
bugs. In order to ensure a higher possibility of detecting faults, 
3-way interaction testing was selected for this study.  
The sequence test matrix is created based on all the possible 
permutations for the 16 events defined in Table 4 and the 
consideration of constraints. A sample of the complete 
sequence test matrix is presented in Table 5.  Event occurrences 
are shown in two consecutively dark shaded cells.  For each 
sequence three events occur representing the 3-way SIT before 
the inputs are reset for the next SIT. 
 
An additional constraint is applied to the occurrence of 
events to ensure that for each 3-way event sequence, the same 
event does not occur more than once as this would need the 
signal to be reset within a sequence. 
 
E. Step 4: Create real-time test cases 
Automated testing is usually performed by executing tests 
on a standard PC connected to the HIL system. However, this 
method cannot cope when greater timing precision is required 
e.g. if ECU interaction has to be captured and responded to with 
a 1ms resolution and accuracy due to the non-deterministic 
nature of operating systems.  The dSPACE® real-time testing 
solution [32] allows test suites to run on the real-time processor 
board of the HIL system synchronously with the plant model 
(model of the system being controlled) to allow all tests to run 
in real-time enabling the 1ms resolution and precision in 
controlling the TBE and tres values.  
TABLE 5: TEST MATRIX SHOWING ONLY THE FIRST 6 SEQUENCES 
 
 
The effect of varying TBE on the triggering of faults is the 
key element of the research.  TBE values are selected from very 
small time values (1ms) to relatively large values (500ms) 
which cover typical timings in a real-time embedded system. 
Most real-time embedded systems run at 1ms clock cycles but 
may sample inputs from any range between 1ms and 500ms 
depending on the real-time operational requirements.  Table 6 
defines the TBE values tested for each experiment. 
TABLE 6:  TBE PARAMETER VALUES AGAINST EXPERIMENT (EXPT.) 
 
 
The reset time is fixed at tres = 10ms for all experiments.  
The FAULT_OUT output and all the inputs are logged at 1ms 
intervals and the measured FAULT_OUT values are compared 
with expected values to identify violation of the property. 
Allowing for a reset between sequences, a total of 10752 (2688 
x 4) individual events (test cases) are created and run using an 
automated Python test script.  
 
Fig. 4 shows the ‘General Algorithm’ for SIT test suite 
creation which is fed by the ‘System Information’ which 
includes parameters required for the test suite generation.  
  
Experiment 1 2 3 4 5 6 7 8 9 10
TBE (ms) 1 2 3 4 5 10 20 50 100 500
 Figure 4: General algorithm for SIT test suite creation 
V. RESULTS 
Prior to running the SITs, each individual event was tested 
independently to ensure that it did not violate the properties 
above. This is the single input event case. The assumption 
therefore is that if a property is violated during the SIT then it 
must be due to a sequence interaction effect and not due to an 
individual event. The results presented in this section relate to 
the total number of faults triggered by unique SITs against the 
TBE.  
 
 
Figure 5: Effect of TBE on total faults triggered (log scale) 
 
Fig. 5 shows the effects of TBE on the total faults triggered. 
It is observed that there is a significant increase in the number 
of faults as the TBE increases from 1ms to 20ms.  The 
maximum number of faults occurs when TBE is approximately 
20ms, assuming the lack of further data points to suggest the 
absolute peak.  With TBE between 20ms and 500ms the 
reduction in faults triggered is significant but much more 
gradually than the increase given the logarithmic scale of the 
graph. 
 
Other interesting observations are related to the number of 
faults triggered at TBE values of 5, 6, 8 and 9ms respectively. 
If the data points are extrapolated from 4ms to 10ms then a 
steady increasing trend in faults triggered would be evident.  
However, the number of faults for these values of TBE 
decreases suggesting that the hardware and software 
configuration of the system is less prone to interaction effects 
for these TBE values, although faults are still triggered. 
 
In order to evaluate the relationship between event 
interactions on the triggering of faults, interaction matrices are 
presented for different values of TBE.  The matrices in Fig. 7(a) 
- (f) identify the occurrence of faults when two events interact.  
The columns represent the events which trigger the fault and the 
rows represent the preceding event prior to the fault being 
triggered.  The top left corner shows the TBE value and the 
cumulative count of the fault being triggered is shown in each 
of the individual cells of the matrices. 
 
From TBE of 1ms to 20ms, the fault is triggered by Event 3 
more frequently than any other event as can be seen in Fig. 6 
and Fig. 7(a) – 7(c).  The total fault count increases with the 
same profile as the total sequence faults as can be seen in Fig. 
6. The results in Fig. 7(a) - 7(c) highlighted that the faults 
caused by Event 3 were influenced by all other preceding 
events.  Further analysis is needed to understand which 
preceding events have the most significant interaction effect, 
however superficial observations suggest that Event 5 and 7 
have more influence than other events at lower TBE values and 
Event 1 has major influence at higher TBE values.  Note that 
Event 4 is created by the same input as Event 3 and therefore 
mutually exclusive in terms of interactions. 
 
 
Figure 6: Effect of Event 3 on total faults triggered (log scale) 
At TBE of 20ms on Fig. 7(c), the total number of faults 
triggered at event 3 due to the interaction effects of the 
preceding event reached a peak of 241. Although Event 3 has a 
weak interaction effect on triggering faults caused by other 
events at lower TBEs, this changes as the TBE increases from 
20ms to 500ms.  Between these values the faults triggered by 
Event 3 drops significantly (Fig. 6). However the number of 
faults triggered by other events with Event 3 as the preceding 
event increases noticeably as can be seen in Fig. 6 and Fig. 7(d) 
– 7(f).  Fig. 7(d) – 7(f) provide some indication on the most 
likely event that will trigger a fault after Event 3 has occurred 
but without any clear distinction between triggering events.  
The total number of faults triggered with Event 3 as the 
preceding event peaks at 278 at a TBE of 100ms before 
decreasing as TBE approaches 500ms.  
 
 
 
(a) 
 
.  
(b) 
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(d) 
 
 
(e) 
 
 
(f) 
Figure 7: Event Interaction effects 
VI. DISCUSSION 
In the results section, the key observations are presented.  
More subtle observations exist in the data which can warrant a 
second level of detailed interaction analysis.  For example at 
higher TBEs Event 3 has less interaction effect on Event 1 and 
to some extend Event 8.  Event 15 always precedes Event 13 to 
trigger one fault independent of the TBE and could be an 
outlier.  At higher TBEs, in particular 500ms (Fig. 7(f)), there 
seems to be a strong influence of Event 3 and Event 2 where 
this influence diminishes with other events. 
 
From the results there is clear evidence of interaction effects 
between input events triggering faults for the ECU under test.  
Although it is not the subject of this particular research, some 
system analysis and potential causes for fault triggering are 
presented.   
 
1ms
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0 0 18 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 14 0 0 0 0 0 0 0 0 0 1 0 0 0
16 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0
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10ms
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0 0 18 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 1 0 0 1 0 0 0 0 0 0 0 0 2 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 24 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 17 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 18 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 16 0 0 0 0 0 0 0 0 0 1 0 0 0
16 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0
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20ms
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 22 0 0 0 0 0 0 0 0 0 0 0 0 0
3 4 1 0 0 0 0 1 0 1 8 9 8 10 9 12 10
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 24 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 23 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 22 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 18 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 23 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 12 0 0 0 0 0 0 0 0 0 1 0 0 0
16 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0
TRIGGERING EVENT
P
R
EC
ED
IN
G
 E
V
EN
T
50ms
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0 0 21 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0
3 1 10 0 0 19 18 20 13 20 20 21 22 22 22 22 22
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 4 0 0 0 0 1 0 0 0 0 0 0 0 0
6 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0
16 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
TRIGGERING EVENT
P
R
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G
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V
EN
T
100ms
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0 0 24 0 0 0 0 1 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 1 22 0 0 22 20 22 17 22 22 22 22 22 20 22 22
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0
16 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
TRIGGERING EVENT
P
R
EC
ED
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G
 E
V
EN
T
500ms
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
3 4 20 0 0 4 2 7 0 5 5 2 3 3 2 8 5
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 2 0 0 0 0 0 0 0 0 0 1 1 1 0
8 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
TRIGGERING EVENT
P
R
EC
ED
IN
G
 E
V
EN
T
In the case of the application tested, the most significant 
interaction effect was related to one input signal (In2 – AC 
current).  The input In2 is linked to an analog to digital converter 
(ADC) port on the ECU where the scaling is such that a voltage 
reading of -10V to +10V equates to a current value of -616A to 
+616A respectively.  Evaluating the interaction between Event 
3 and Event 1 at higher TBEs, as the equivalent AC current at 
In2 steps from an initial value of -49A to a final value -58A, the 
equivalent AC current at In1 steps from -44A to -53A.  Further 
analysis of the threshold values from Table 4 indicates that the 
threshold values for In1 is different to the threshold values of 
the other AC current inputs In2 and In3.  This may suggest a 
difference in either the input circuitry or component tolerances 
between the inputs which could manifest in subtle variations 
causing a transient effect on triggering signals causing them to 
exceed the threshold. 
 
Some key learning from the research are discussed here. (1) 
Assumptions about lower values TBE (e.g. 1ms – 10ms) teasing 
out more faults than higher values (e.g. 20ms – 500ms) are not 
necessarily valid.  It may be true for some systems but it can’t 
be generalized.  When designing SIT test suites, a range of 
TBEs should be considered.  (2) The interaction effects for a 
given input can be bidirectional i.e. an event can interact with 
another event to trigger faults and also be interacted with to 
trigger faults.  (3) Different levels of analysis are needed to 
understand interaction effects.  If effectiveness is considered as 
a measure of the total number of faults generated by a test suite 
then a high level fault count may indicate the most effective 
TBE (e.g. 20ms in Fig. 5) and can be a good start for detailed 
system interrogation.  However detailed interaction analysis 
can help in focusing test effort around different TBE values for 
fault localization (e.g. 100ms in Fig. 6).  
 
The work successfully demonstrated the effectiveness of the 
proposed approach in identifying faults due to sequence 
interactions with TBE as a key parameter in a real-time 
environment. The authors are unable to claim that the proposed 
approach is more effective than any other existing approaches, 
only in as much as suggesting that the approach is relevant and 
necessary. It is acknowledged that an interesting route for 
further effectiveness evaluation could include studies 
comparing the approach with SCA and other randomized 
testing approaches as part of future research. 
 
VII. CONCLUSION 
The effectiveness of the research in answering the question, 
“How does the time between input events (TBE) affect the 
elicitation of faults in a real-time embedded system?” is 
concluded in this section.  
 
The effect of input interactions on real-time systems is an 
important area of work, and equally important is how the 
pragmatic testing of such interactions has to be conducted.  
Through this research a methodology for conducting real-time 
SIT is proposed.  Building on previous work 3-way event 
sequence permutations beyond the SCA approach is presented 
and solves the challenge coverage of the consecutiveness of 
events, something that the SCA approach is not designed to 
cover.  This is an important aspect for testing a real-time 
system.  Real-time testing of a safety control function of a 
prototype electric machine ECU was used to demonstrate the 
effectiveness of the approach in finding faults where the fault 
output is triggered due to input event sequence interactions.  For 
the experiment conducted, TBE values ranging from 1ms to 
500ms were selected and for each TBE 2688 3-way input 
sequence interaction tests were generated.  A minimum of 169 
(TBE 500ms) and maximum of 431 (TBE 20ms) fault trigger 
instances were detected.  
 
The research has demonstrated that the TBE for a given 
event sequence is significant in eliciting faults in an embedded 
control system in a real-time test environment.  The values of 
TBE selected can have different interaction effects i.e. the 
direction of influence of one input on another input can change 
for different TBEs.  Therefore consideration of a range of TBE 
values in designing SITs is important. 
 
Interesting areas to explore further include evaluating the 
effectiveness of using a non-fixed value of TBE for a SIT test 
suite exploring approaches for how these values can be 
generated.  This can be influenced by the results of fixed TBE 
testing as presented, to guide the selection of the most 
influential TBE values as a means of optimizing sequence 
ordering.  The effectiveness of the approach needs to be further 
investigated on a broader set of requirements and potentially 
more importantly from an industrial context, on different 
embedded systems. One of the assumptions made was 3-way 
interaction testing is sufficient to identify more than 90% of 
faults based on previous research. There is a need to understand 
whether pair wise SIT is sufficient to identify sequence 
interaction related faults. Future work will be conducted to find 
out precisely how effective the proposed approach by 
comparing with other approaches in a pragmatic and systematic 
manner. 
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