The responses of single cells in the central nucleus of the inferior colliculus of the rat were studied with characteristic frequency tones amplitude modulated by pseudorandom noise or sinusoidal waveforms, in order to investigate the degree to which these responses can be described by a linear model. When pseudorandom noise was used as the modulating waveform, period histograms of the response locked to the periodicity of the noise were cross-correlated with a single period of the noise. The response of a model, having this cross-correlogram as its impulse response and the pseudorandom noise sequence as the input waveform, differed in appearance from the corresponding period histogram of the neural discharges, indicating that the latter contained a non-negligible, nonlinear component.
The responses of single cells in the central nucleus of the inferior colliculus of the rat were studied with characteristic frequency tones amplitude modulated by pseudorandom noise or sinusoidal waveforms, in order to investigate the degree to which these responses can be described by a linear model. When pseudorandom noise was used as the modulating waveform, period histograms of the response locked to the periodicity of the noise were cross-correlated with a single period of the noise. The response of a model, having this cross-correlogram as its impulse response and the pseudorandom noise sequence as the input waveform, differed in appearance from the corresponding period histogram of the neural discharges, indicating that the latter contained a non-negligible, nonlinear component.
Further manipulation of the data showed that the most significant nonlinearities were of even order, which indicates that the changes in neural discharge rate to increments and decrements in stimulus intensity are asymmetrical. In some units, particularly at low mean stimulus intensities, this was clearly evident as a halfwave rectification of the period histogram. The magnitude of the modulation of the period histograms increased as a function of the sound intensity for some units, while in others it decreased; in still other units the magnitude of the modulation of the neural discharges was relatively constant over a large range of stimulus intensities. When the modulation transfer functions were estimated from the responses to noise-modulated sounds they were found to be very similar to those obtained using sinusoidally modulated sound, despite large degrees of nonlinearity being present in the responses to both types of sound.
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Intraduction
The presence of temporal variations of amplitude and frequency may play an important role in the perception of speech and other complex auditory signals. Our understanding of how these signals are encoded and processed at the neuronal level is relatively sparse, particularly where the central nuclei of the auditory pathway are concerned. We have recently undertaken a study of the responses of single neurons in the inferior Previous studies have shown that neurons in the cochlear nucleus reproduce changes in the amplitude and frequency of tones and noise to an extent that depends upon the frequency at which the amplitude or frequency is changed (Moller, 1971 (Moller, , 1972 (Moller, , 1974 (Moller, , 1976a Frisina, 1983) . The modulation of the discharge rate of neurons in the cochlear nucleus to amplitude-modulated tones has been described by period histograms that are locked to the modulation waveform of the stimulus sound. These histograms show the degree of phase-locking of neural discharges to the envelope of the sound. The shape of these histograms is approximately sinusoidal, with a frequency equal to the modulation rate, provided the modulation rate is within certain limits. The amount of distortion, measured as the magnitude of the second and third harmonics, is small (Moller, 1974) . When the degree of modulation of such a sound is increased beyond the value which produces a 100% modulation of the histograms, peak clipping of the histograms occurs. The degree of modulation of these histograms divided by the degree of modulation of the stimulus plotted as a function of the modulation frequency is known as the modulation transfer function (Moller, 1972 (Moller, , 1973 (Moller, , 1974 . Use of a random signal (pseudorandom noise) to modulate the amplitude of continuous sound provides more natural sounds and makes it possible to give more general descriptions of the response patterns of these neurons (Moller, 1973 (Moller, , 1976a . Crosscorrelating the neural firing with the modulation waveform reveals the way in which the firing pattern is related (ph~e-liked) to the modulation. The modulation transfer functions for cochlear nucleus units obtained by analyzing their responses to pseudorandom noise-modulated tones are very similar to those obtained when sinusoidally modulated tones are used (Moller, 1973) .
Some neurons in the co&ear nucleus show their highest degree of phase-locking when the modulation frequencies are centered around a particular modulation rate, with less phase-locking occurring when the modulation frequencies are higher or lower than this rate (bandpass type); other neurons respond with an almost equal degree of phase-locking to all modulation frequencies up to a certain modulation frequency, above which the modulation of the discharge pattern decreases rapidly (lowpass type) (MBller, 1976b) . The fact that neurons in the eochlear nucleus accurately reproduce the envelope of a sound in their discharge patterns has been taken as an indication that the responses to the modulation waveforms of these cells can be accurately described by a linear filter (Mailer, 1974) . However, since the modulation transfer functions in many cochlear nucleus units change as a function of stimulus intensity (Moller, 1973 (Moller, , 1976b . such a model is normally only valid within a narrow range of stimulus intensities, and, consequently, more than one linear model is needed to describe the responses over a range of sound intensities.
While neurons in the cochlear nucleus reproduce the envelope of an amplitude-modulated sound faithfully for modulation rates up to 800-1000 Hz (Moller, 1972; Frisina, 1983) those in the inferior colliculus respond over a much more limited range of modulation frequencies, with modulation transfer function lo-dB cutoffs seldom exceeding 3~-4~ Hz (Rees and Moller, 1983 Moller, , 1987a . In addition, the period histograms obtained using sinusoidal AM in the inferior colliculus are indicative of a nonlinear response to changes in the amplitude of a sound.
Given these transformations in the neuronal responses between the cochlear nucleus and the inferior colliculus and the considerable number of nuclei which provide nucleotopic inputs to the inferior colliculus (Osen, 1972; Adams, 1979; Brunno-Bechtold et al., 1981) we considered it important to assess the extent to which the linear systems approach provides an accurate description of the neuronal response properties at this level, prior to it being employed to study the broader issues associated with the coding of ampiitudemodulated sounds.
Methods
Action potentials were recorded extracellularly, using glass-coated tungsten microelectrodes, from single units in the central nucleus of the inferior colhculi of rats anesthetized with urethane f1.5 g/kg, i.p.). The sound stimuli were presented to the contralateral ear. The surgical preparation and procedures for presenting the sound stimuli have been described in previous papers (Moller, 1969; Rees and Moller, 1983) .
The animals' temperature was maintained at 38°C throughout the experiment. Compound action potential (CAP) thresholds were monitored in selected animals with a Teflon-coated silver wire electrode placed close to the round window. The experiment was discontinued if the CAP threshold increased by more than lo-20 dB above its initial value.
Pseudorandom noise was used to modulate the stimulus sound in a way similar to that described earlier in studies of the responses from single neurons in the cochlear nucleus (Moller, 1973) . The properties of pseudorandom noise are similar to those of Gaussian noise, but pseudorandom noise is generated by continuously repeating a single segment of noise for the duration of the signal. This makes it possible to average the neural discharges over many noise periods by constructing a period histogram of the discharges locked to the periodicity of the noise. When enough responses are included, such a period discharge can be regarded as being a continuous function that describes the probability of firing along one period of the pseudorandom noise. Cross-correlating such a period histogram with one period of the pseudorandom noise yields a cross-correlogram that shows the degree of similarity between the modulation waveform and the occurrence of discharges, and reveals any time shift between a small change in amplitude of a sound and the resulting change in the neural discharge (O'Leary and Honrubia, 1975; Marmarelis and Marmarelis, 1978; Swerup, 1978; Moller 1983b) .
There are certain advantages in using noise rather than sinusoids to modulate the carrier signal, including the fact that noise-modulated sounds are more similar to natural sounds than are sinusoidally modulated sounds. Since noise has a broad spectrum the dynamic properties are tested for many frequencies at the same time. Noise may thus be regarded as a "richer" signal than sinusoids. Since the impulse response of a linear system can be determined by using Gaussian random noise as the input to the system and then cross-correlating the output with the noise used as the input (Lee and Schetzen, 1965; Marmarelis and Marmarelis, 1978) this type of stimulation has the added advantage that the modulation transfer function can be determined by correlating the output of the system with the modulation waveform. Therefore, when tones that are amplitude-modulated with (pseudorandom) noise are used as stimuli, the integrated cross-correlogram becomes an estimate of the step response; thus the cross-correlogram of the response corresponds to a hypothetical increment in the stimulus intensity, as long as the system can be regarded to function as a linear system. Finally, again for a linear system, the Fourier transform of the cross-correlograms obtained by cross-correlating the modulation noise and the response is an estimate of the modulation transfer function (O'Leary and Honrubia, 1975; Swerup, 1978; Marmarelis and Marmarelis, 1978; Moller, 1983b) . The pseudorandom noise used to amplitude modulate the carrier signal consisted of ternary m-sequences with a length of 19 682 datapoints. It was generated by a PDP 11/60 minicomputer (Moller, 1981 (Moller, , 1982 (Moller, , 1983a , and after digital lowpass filtering the number of datapoints was reduced to 2 048 by linear interpolation.
The cutoff frequency of the digital filter was one fifth of the sampling rate of the final noise sequence. Thus, if the noise, after the number of datapoints was reduced to 2048, was sampled at a rate of 50 kHz then the upper cutoff frequency of the digital lowpass filter was 10 kHz; sampling at 6.667 kHz, as was done in the present study, gives an upper cutoff frequency of 1.33 kHz. At this sampling rate the duration of each noise period was 307.2 ms. The pseudorandom noise used in the present study has been tested on linear and nonlinear models (Moller, 1983b) .
Digital-to-analog conversion of the noise, with a resolution of 12 bits, was achieved using a laboratory peripheral accelerator (LPA Ilk). The output was lowpass filtered (cutoff frequency 1.2 kHz) using an analog filter with 18 dB per octave attenuation.
This signal was used to modulate sinusoidal carriers using an analog multiplier (for details see Moller, 1973) . The modulation depth was 25% (root mean square, RMS). The recorded discharges were transformed to unit impulses and processed by the same computer via an analog-todigital converter connected to a second LPA Ilk using methods described earlier (Moller, 1982 (Moller, , 1983a . During the experiment period histograms of the responses (with 2048 bins) locked to the periodicity of the noise were compiled and stored on disk memory, and cross-correlation functions were computed off-line between these histograms and the noise that was used as modulation.
One way of obtaining a complete description of systems that have significant degrees of nonlinearity is to apply Gaussian noise to its input and compute higher-order cross-correlations between the input and the output (Lee and Schetzen, 1965) . However, it is not a simple task to interpret such results. An estimate of the degree and the type of nonlinearity that is present can be obtained in a different way: by comparing the response of the system to that of a model, the impulse response of which is equal to the first-order cross-correlation. The difference between the actual response and the model response then becomes a measure of the degree of nonlinearity within the system and also a measure of the degree to which the obtained cross-correlograms can be regarded as a valid description of the system's response (Marmarelis and Marmarelis, 1978) .
The model response was computed by convolving one period of the noise with the cross-correlograms, as described above. When the response of the model was subtracted from the actual response (the histogram) a measure of the contribution to the actual response from nonlinearities was obtained. The pseudorandom noise that was used was of the inverse-repeat type, which means that the two halves of the noise sequence were identical but inverted. When the two halves of the histogram were subtracted from each other, even-order nonlinearities such as those produced by halfwave rectification were cancelled, and the difference betw.een such folded histograms of the actual response and the histogram of the model response then became a measure of the contribution of odd-order nonlinearities to the response. Such folded histograms were obtained by subtracting the second half of the histogram from the first half, so that the resulting length was 1024 bins (for details see Moller, 1983a) . The root mean square (RMS) value of the actual response (histograms) was computed after the mean value was subtracted, and the RMS value of the model response as well as of the folded histograms and the folded model response were also computed. The computed correlograms were Fourier transformed to obtain estimates of the linear portion of the modulation transfer functions and a Hanning window (Blackman and Tukey, 1958) was used for smoothing (Moller, 1973 (Moller, , 1983b .
The sinusoidally amplitude-modulated tones were generated in a way similar to that in which noise-modulated sounds were generated, using the same computer, and period histograms were obtained of the responses. The amplitudes of the fundamental frequencies of these histograms were obtained by Fourier transformation of the histograms.
The electrode tracks through the inferior colliculus were marked by passing a direct current of 5 PA through the tungsten recording electrode for a few seconds at a selected depth in the electrode track. At the end of the experiment the animal was perfused through the heart with physiological saline followed by 10% formalin saline. After further fixation the brain was removed from the skull and 50-pm thick frozen sections were cut through the inferior colliculus. The sections were stained with cresyl violet and the lesions and electrode tracks were identified. The responses described in this paper were recorded from neurons located in the central nucleus of the inferior colliculus, as defined by the cytoarchitectonic criteria of cell size, density of packing, and density of staining.
Results
Examples of the responses from a cell in the inferior colliculus may be seen in Figs. 1 and 2 . The frequencies of the tones were equal to the units' center frequencies. It can be seen that there was a great difference between the model response and the actual response. This shows that the response of such a model describes the responses from neurons in the inferior colliculus rather poorly.
When the second half of the histogram is subtracted from the first half (D in Figs. 1 and 2 ) thereby cancelling even-order nonlinearities, the difference between this folded histogram of the response (D) and the folded model response (E) is greatly reduced (F). This procedure is identical to combining the response to a stimulus of one polar- ity with that to a stimulus of the opposite polarity, the difference between the model response and the and this method has been used to eliminate the actual response becomes very small, as illustrated effect of rectification in the neural tr~sduction in in Figs. 1 and 2 (the cross-correlograms obtained the cochlea from the analysis of the responses using folded histograms are identical to those obfrom single auditory nerve fibers using a different mined using unfolded histograms). This indicates type of pseudorandom noise (Meller, 1977) . Thus, that the difference between the actual response when the analysis is based upon folded responses from the inferior colliculus and the model re- sponse from the inferior colliculus is caused by even-order nonlinearities, since the response of a system that contains even-order nonlinearities to a symmetrical input signal (zero mean value) will have a certain degree of asymmetry, because the transfer function of such a system contains terms of even order (y=x+ax2+bx4...).
CROSS-CORRELATION
These results therefore indicate that these neurons have an asymmetric response to increases and decreases in the stimulus intensity. In some units this asymmetry is total, and the histograms obtained resemble a halfwave rectification of the response. This implies that the unit only responds to increases (or decreases) in stimulus intensity. Although rectification is seen in some units over the whole range of stimulus intensities, most units showing total rectification do so only at low mean intensities. Examples of recordings made from the former type of unit obtained at stimulus levels of 25 and 55 dB above threshold are shown in Figs. 3 and 4 . It is seen that at both sound intensities the histograms of the responses have the appearance of halfwave rectified responses. When these histograms are compared to the halfwave rectified model responses (B in Figs. 3 and 4) , the fit between the model responses and histograms is much improved compared to the fit between the histogram and the (unrectified) model response in each case. The correlograms obtained are independent of halfwave rectification, except for the absolute amplitude. The appropriate comparison be-209 tween model responses and histograms as shown in Figs. 3 and 4 is, therefore, made after the model response has been multiplied by a factor of 2. It can be seen from these examples that there is a non-negligible difference between the actual response and the model response. Also, the difference between the folded histogram and the folded model response in this case is of a much smaller magnitude than the difference between the unfolded recordings, again indicating that the nonline~ties are mainly of even order. (The RMS value, calculated after the mean value is subtracted, represents the total value of the modulation of the histogram, and it is a measure of the sensitivity of the unit to small changes in the amplitude of a continuous tone.) In some units it had a peak at a particular sound intensity, while in other units the RMS values of the histograms were nearly independent of the stimulus intensity. In some units the RMS value of the histograms was greatest just above threshold and decreased monoto~~~ly as the stimulus intensity was increased to 60 to 70 dB above threshold.
RMS values of the histograms of responses from three inferior collicular units at different stimulus intensities are plotted as a function of stimulus intensity (filled circles) in Fig. SA, B , and C, together with the model response (open circles) and the difference between the model response and the actual response (filled squares). In the unit depicted in Fig. 5A the RMS value of the histogram increased when the stimulus intensity reached a peak, and then decreased as the stimulus intensity was further increased to reach a second, smaller, peak between 50 and 60 dB above threshold. The same was true for the model re- sponse, except that the model response was of a smaller magnitude than the actual response, indicating that a non-negligible part of the actual response is a result of nonlinearities. Components of the response that are uncorrelated with the pseudorandom noise also contribute to the difference between the actual response and the model response. The curve showing the difference between the actual response and the model response is similar to the curve showing the RMS value of the histogram; however, the difference between the folded actual response and the folded model response (open squares) was of much smaller magnitude than the difference between the unfolded recordings, and its value was almost independent of the stimulus intensity. This again shows that the nonlinearities in the responses of these units are mainly of an even order. It also indicates that uncorrelated components contribute relatively little to this difference. The graph in Fig. 5B shows results from a unit in which the RMS values of the histograms were nearly independent of the stimulus intensity. In this case also the difference between the actual response and the model response was nearly independent of the stimulus intensity, as was the difference between the folded recordings. The unit depicted in Fig. 5C had a response that decreased monotonically with stimulus intensity. Although this is quite different from the situation just described, the difference between the model response and the actual response followed the same course, and so did the difference between the folded recordings. Fig. 6 shows results obtained in a unit that had a rectified type of response. Here the difference between the actual response and the model response was large (A), but the difference between the folded responses was small. When instead the actual response is compared to the rectified model response the difference is much smaller. The rectified model response was multiplied by a factor of 2 before the comparison was made, as was done in Figs. 3 and 4 .
In some units we compared the modulation transfer functions obtained by Fourier transfor- as judged from their responses to tones that were amplitude modulated with pseudorandom noise and also to tones amplitude modulated with sine waves.
Discussion
The correlation between the discharge patterns of single neurons and the envelopes of tones that are amplitude modulated with pseudorandom noise was used to study how neurons in the inferior colliculus respond to small changes in stimulus amplitude.
The results show that the envelope of an amplitude-modulated sound is not reproduced in the discharge pattern in single neurons in the inferior colliculus in the same nearly linear way as it is in neurons in the cochlear nucleus. Also, the shapes of the cross-correlograms of the responses from cells in the inferior colliculus are more complex, and suggest a greater variety of response types: neurons in the cochlear nucleus give essentially only two different classes of modulation responses (Moller, 1976b) . When the response of a linear model was compared with the actual response large discrepancies were found, indicating that these neurons have significant nonlinearities in their responses to amplitude-modulated sounds. When the even-order nonlinearities were cancelled by folding the histograms as well as the model response, the difference between the actual response and that of the model response was much smaller. This is taken to indicate that most of the nonlinearities are of even order, and may be a result of asymmetry in the response to increasing and decreasing sound intensity. Such an asymmetry in the response to increments and decrements, although much less in extent, has been shown to exist in the responses from single cells in the cochlear nucleus (Moller, 1979) . For a few units in the inferior colliculus the histograms obtained resembled halfwave rectified versions of the model response of many neurons. These histograms thus represent the filtered and halfwave rectified version of the waveform that is used to modulate the stimulus sound with little or no information preserved about the absolute intensity of the sound. The responses from these inferior colliculus neurons may thus be represented by a model that consists of a relatively linear filter followed by a nonlinearity that in many neurons can be represented by a halfwave rectifier. This halfwave rectification of the responses recorded to modulation in the inferior colliculus may be correlated with the much lower levels of spontaneous activity which are found at successively higher levels of the auditory system. Spontaneous activity would provide a background discharge on which the variations in firing rate arising from the modulation of the stimulus would be imposed. One would also expect that the halfwave rectification in the absence of spontaneous activity would be most marked at low intensity levels, where the mean level of the stimulus is sufficient to elicit only a weak neural discharge. The extent of these effects may, of course, vary with the type and level of anesthesia.
Under this condition increments in intensity would elevate the firing rate, but there would be little background discharge against which the decreased probability of firing induced by a decrement in intensity would be revealed. Similarly, if the rate-intensity function of a unit showed saturation at high intensities, only intensity decrements would produce a change in discharge rate. The linear filters that model the response at different sound intensities are likely to differ in a systematic way.
The bandwidth of the frequency tuning of neurons in the inferior colliculus must be considered in exploring the finding that the upper cutoff frequency of the modulation transfer function for neurons in the inferior colliculus is lower than it is for neurons in the cochlear nucleus.
The modulation of an amplitude-modulated tone that passes through a bandpass filter will be attenuated by the bandpass filter when the modulation frequency exceeds half the bandwidth of the filter. In other words, a bandpass filter can be regarded as acting as a lowpass filter on the envelope of an amplitude-modulated tone, the car-rier frequency of which is as equal to the center frequency of the bandpass filter. The cutoff frequency of this lowpass filter is equal to half the bandwidth of the bandpass filter. The frequency tuning demonstrated in the auditory system cannot be equated with the function of a symmetrical bandpass filter, but its lowpass effect on the envelope of an amplitude-modulated tone can be expected to be negligible as long as the modulation frequency is lower than half the bandwidth of the frequency tuning.
Since the width of the frequency tuning of neurons in the cochlear nucleus increases with center frequency, one would expect that the upper cutoff frequency of the modulation transfer function would be higher in neurons with a high center frequency. This is not the case, and there is evidence that it is not the width of the frequency tuning of the neurons in the cochlear nucleus that limits their response to high modulation frequencies; rather, other properties of the neurons not related to their tuning seem to limit their ability to respond to fast changes in sound intensity. The width of the frequency tuning of neurons in the inferior colliculus is narrower and varies more from neuron to neuron than it does in the cochlear nucleus.
Similarly, in the inferior colliculus we found no relationship between a unit's characteristic frequency and its modulation transfer function. Also, since the upper cutoff frequency of the modulation transfer function is below 400 Hz, even in units with high center frequencies, it seems unlikely that the bandwidth of the unit, which is much greater than 800 Hz, should significantly influence the ability of the unit to follow rapid changes in amplitude. Also, the upper cutoff frequency of 1.2 kHz of the noise that is used to modulate the stimulus sound is several times higher than the upper cutoff frequency of the modulation transfer function of the units that are studied, and the bandwidth of the noise used as modulation therefore seems adequate and unlikely to influence the results.
The finding that the magnitude of the modulation of the period histograms to noise-modulated tones changes with the stimulus intensity in different ways for different units, indicates that units differ in the ways they transmit information about the envelope of a sound, as one might expect from the variety of rate-intensity function shapes which have been noted in the inferior colliculus (Rose et al., 1963) . This is in contrast to the results of earlier studies, in which neurons in the cochlear nucleus were found to respond to amplitude modulation over a large range of sound intensities, with the degree of modulation of the histograms obtained in response to tones that were amplitude modulated with pseudorandom noise being relatively constant between 10 and 60 dB above the unit's threshold (Moller, 1975) . The way that the envelope of an amplitude-modulated sound is coded in the discharge pattern of neurons in the inferior colliculus is thus different in several ways from the way that this sound is coded in the responses of cochlear nucleus units. Since the envelopes of natural sounds carry much information, such differences in coding of this information may indicate a neural specificity that is of importance for the disc~~nation of complex sounds. In most cells the cochlear nucleus modulation transfer functions determined by Fourier transforming cross-correlograms of the response to noise-modulated tones were similar to those determined from the responses to sinusoidally amplitude-modulated tones (Moller, 1973) . It is interesting to note that when a similar comparison was made for cells in the inferior colliculus there was general agreement between the modulation transfer functions obtained in these two ways despite the much larger degree of nonlinearity. It seems as if the linear filtering that can be assumed to precede a strong nonlinea~ty in the response of these neurons is very much the same, regardless of whether pseudorandom noise or sinusoids are used as modulation signals.
On the basis of the findings described in this paper, the responses of collicular units to AM estimated with pseudorandom noise-modulated stimuli provide data which are comparable with those given using sinusoidal modulation. It is important to remember, however, that there is, much more than at the level of the co&ear nucleus, a nonlinear component in the response which may play a role in the neuronal processing of modulation which is not taken into account when the modulation transfer function is derived from the linear component alone.
