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La prolifération des électroniques et des émetteurs radiofréquences rend de plus en plus
compliqué le processus de conception des systèmes sur le plan CEM. Ce processus doit abou-
tir à limiter le risque d’interférences ou de défauts au niveau le plus faible notamment dans
le contexte des interférences électromagnétiques intentionnelles (IEMI). Ces défauts CEM
doivent alors être anticipés lors de la phase de conception. Cependant, du fait de la dispersion
des valeurs prises par certains paramètres du système, la modélisation déterministe éprouve
quelques diﬃcultés à identiﬁer le risque encouru. La mauvaise connaissance de l’eﬀet des incer-
titudes associées au système, aboutit alors à prendre des marges de conception considérables
conduisant à des surcoûts de fabrication. Pour cette raison, il est devenu important de prendre
en compte l’impact des incertitudes des diﬀérents paramètres constitutifs d’un système (en
phase de conception). Ces paramètres sont essentiellement géométriques (e.g. position de câ-
blages) ou électromagnétiques (e.g. caractéristiques intrinsèques de matériaux). Ils inﬂuent
par nature sur les performances CEM de ce système.
Ces travaux de thèse portent sur l’analyse de la propagation des incertitudes relatives à ces
paramètres sur des sorties de modèles de CEM. Le but visé, consiste à quantiﬁer sous une forme
probabiliste, le risque de défaut d’un système contenant de nombreux paramètres incertains.
Ce type d’étude statistique devrait également permettre, via des analyses de sensibilité, des
stratégies de conception de systèmes « ﬁables » ou à moindres coûts.
Dans le contexte des applications visées, les approches dites « ﬁabilistes » et la méthode
dite de « stratiﬁcation contrôlée », ont été identiﬁées comme intéressantes, du point de vue de
l’analyse d’événements extrêmes.
Dans un premier temps, nous nous sommes consacrés à la transposition des méthodes
ﬁabilistes dans un contexte CEM. Ces techniques permettent de quantiﬁer la probabilité de
défaillance d’un système, déﬁnie comme la probabilité de dépassement d’un seuil de risque, et
renseignent, via une analyse de sensibilité locale, sur les paramètres clés à ajuster.
Dans un second temps, nous nous sommes intéressés à la méthode de stratiﬁcation contrô-
lée, non appliquée à ce jour à notre connaissance en CEM. L’objectif de cette approche consiste
à estimer un quantile extrême de la réponse d’intérêt d’un modèle rigoureux, via l’utilisation
d’un modèle simple beaucoup moins coûteux en termes de temps de calcul. Ce processus
permet d’accélérer l’obtention d’observations extrêmes, nécessaires à l’estimation du quantile
recherché.
Les deux techniques ont été mises en oeuvre sur un problème complexe dans un contexte
IEMI, pour estimer la probabilité d’occurrence d’événements d’interférences extrêmes. Elles
ont permis de dégager des tendances similaires, quant à l’importance de certains paramètres
d’entrée incertains sur les événements rares.
Les deux méthodes, bien appliquées, pourraient constituer un apport considérable en ma-
tière de conception CEM.

Abstract
The proliferation of electronic and radio frequency transmitters makes more complicated
the system design process on an EMC point of view. This process should lead to limit the risk
of interferences or defects to the lowest level particularly in the context of intentional electro-
magnetic interferences (IEMI). Therefore, these EMC defects have to be anticipated during
the design stage. However, due to the dispersion of the values taken by some parameters of
the system, the deterministic modeling presents some diﬃculties to identify the involved risk.
The poor knowledge of the uncertainties eﬀect associated with the system, leads then to take
important design margins at the price of additional costs of manufacturing. For this reason, it
has become important to take into account the impact of uncertainties of the various consti-
tuent parameters of a system (at the design stage). These parameters are essentially geometric
(e.g. position of wirings) or electromagnetic (e.g. intrinsic characteristics of materials) ones.
They inﬂuence by nature the EMC performance of this system.
This thesis work deals with the analysis of the propagation of uncertainties of these para-
meters on EMC model outputs. It aims at quantifying in a probabilistic form, the default risk
of a system containing numerous uncertain parameters. This type of statistical analysis should
also allow through sensitivity analyses, design strategies of "reliable" systems or at lower cost.
In the context of targeted applications, the so-called "reliability approaches" and the
"controlled stratiﬁcation" method have been identiﬁed as interesting from the point of view
of the analysis of extreme events.
Firstly, we are dedicated to the transposition of reliability methods in an EMC context.
These techniques are used to quantify the probability of failure of a system, deﬁned as the
probability of exceeding a threshold of risk. They also inform through a local sensitivity
analysis, on the key parameters to adjust.
Secondly, we have focused our work on the controlled stratiﬁcation method, not yet applied
in EMC as far as we know. The objective of this approach is to estimate an extreme quantile
of the interest response of a rigorous model, using of a much cheaper simple model in terms of
computation time. This process allows to speed up the identiﬁcation of extreme observations
required for the estimation of the researched quantile.
Both techniques have been applied on a complex problem in an IEMI context, to estimate
the probability of occurrence of extreme interference events. They have revealed similar trends
as regards to the importance of some uncertain input parameters on rare events.
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L’objet de ces travaux de thèse concerne essentiellement le domaine de la propagation
des incertitudes relatives aux paramètres d’entrée sur les observations eﬀectuées en sortie au
moyen de modèles de calcul électromagnétique. Les applications concernées visent le domaine
très général de la CEM et en particulier le domaine des interférences électromagnétiques in-
tentionnelles (IEMI). L’objectif visé consiste à évaluer en termes probabilistes des niveaux
d’interférences extrêmes dans le cadre de la conception d’un système comportant de nom-
breux paramètres d’entrée incertains (par nature ou en l’absence de préconisations). Plus
concrètement, ce type d’évaluation probabiliste devra mener à la détermination d’un quantile
particulier des observations de sorties ou à l’évaluation du risque de dépassement d’un seuil
de susceptibilité (i.e. état de défaillance). Au-delà, cette approche, au moyen d’analyses de
sensibilité, visera à élaborer des stratégies de conception de systèmes « sûrs ».
Deux familles de méthodes ont été identiﬁées comme pertinentes dans le cadre des applica-
tions visées. La première famille de méthodes est celle des méthodes ﬁabilistes. Elles ont trait
à la recherche de probabilité de dépassement d’un seuil, considéré comme seuil de risque pour
le système en s’appuyant sur un nombre limité d’appels au modèle de calcul. Le recours à ces
diﬀérentes méthodes peut permettre d’approcher raisonnablement ce seuil de risque dans des
situations assez typiques de CEM et plus particulièrement d’IEMI.
La seconde famille de méthodes pourrait s’avérer encore plus riche dans le cadre de la
résolution de problèmes de CEM ou d’IEMI. Il s’agit de la méthode dite de stratiﬁcation
contrôlée. Elle consiste à estimer le quantile extrême d’une observation issue du modèle initial
à partir de l’utilisation d’un modèle plus grossier (et donc en général bien moins coûteux en
temps de calcul).
Ce manuscrit présente ainsi les aspects théoriques et pratiques de ce travail de thèse. Il est
organisé en cinq chapitres en dehors du chapitre introductif et de la conclusion.
– Le chapitre 2 de ce document rappelle les éléments de contexte de la CEM. Nous revenons
dans ce chapitre sur les diﬀérentes techniques de mesure d’émission et de susceptibilité
utilisées lors des campagnes d’essais CEM d’un équipement électronique. Nous évoquons
ensuite, la nécessité d’anticiper ces diﬀérentes phases de tests et l’importance de la
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prise en compte des incertitudes durant la phase initiale de conception. Nous resituons
ensuite nos travaux dans le contexte du CEA dont nous introduisons rapidement les
activités. Après avoir présenté la méthodologie globale du traitement des incertitudes,
nous terminons ce chapitre en évoquant la démarche à adopter pour l’analyse et la
propagation des incertitudes à travers un modèle numérique reproduisant un phénomène
d’intérêt.
– Dans le chapitre 3, nous présentons l’état de l’art des principales techniques statistiques
permettant de traiter des incertitudes associées à des paramètres d’entrée d’un problème.
Nous recensons dans ce chapitre les travaux eﬀectués en CEM, puis dans les sciences
de l’ingénieur. La première partie du chapitre établit un inventaire structuré des prin-
cipales méthodes utilisées jusqu’à présent en CEM. Ces travaux ont permis d’étudier
diﬀérentes applications de bio-CEM et de CEM. Cependant, hormis quelques travaux
récents, il semble que la communauté CEM ne se soit pas encore penchée de manière
signiﬁcative sur l’étude de perturbations électromagnétiques extrêmes. De ce fait, nous
eﬀectuons dans la deuxième partie du chapitre, un état de l’art des outils traitant de
l’aléa dans les sciences de l’ingénieur. Dans cet état de l’art, nous identiﬁons des ap-
proches potentiellement intéressantes telles que les méthodes ﬁabilistes et la technique
de stratiﬁcation contrôlée, qui pourraient s’inscrire dans le cadre de l’analyse d’événe-
ments extrêmes de CEM. Enﬁn, nous dressons une synthèse rappelant les principaux
avantages et inconvénients des diﬀérentes techniques présentées dans ce chapitre.
– Le chapitre 4 est dédié à l’analyse de risque d’un défaut CEM. La première partie du
chapitre détaille les éléments théoriques des méthodes ﬁabilistes (issues de la mécanique
des structures). La seconde partie propose la mise en oeuvre de ces techniques sur un
cas d’étude canonique de CEM dans l’hypothèse d’application de la théorie des lignes
de transmission. Une estimation d’une probabilité de défaillance d’un système CEM
comprenant des paramètres d’entrée incertains (e.g. impédances, position des câbles...)
est établie. Dans cette étude, la probabilité de défaillance du système CEM est déﬁnie
comme la probabilité que le courant induit par diaphonie engendre un dysfonctionnement
d’un appareil électronique connecté à l’extrémité d’un câble. Une analyse de sensibilité de
cette probabilité de défaillance est également eﬀectuée, et montre qu’une préconisation
plus restrictive sur certains paramètres d’entrée peut permettre à un concepteur CEM
de proposer des stratégies de systèmes plus ﬁables. Par ailleurs, l’avantage de ce type de
méthodes est d’estimer une probabilité de défaillance en réduisant le coût de calcul par
rapport à une méthode de simulation de type Monte Carlo.
– Le chapitre 5 quant à lui, décrit la méthode de stratiﬁcation contrôlée, qui est une
approche complémentaire aux méthodes de ﬁabilité pour l’analyse d’événements rares en
CEM. Cette technique est consacrée à l’estimation de valeurs extrêmes, dans le contexte
de simulations coûteuses basées sur une modélisation rigoureuse, incluant des paramètres
d’entrée incertains. Il s’agit d’une technique de réduction de variance pour accélérer
l’estimation d’un quantile extrême de la distribution d’un observable issu d’un modèle
rigoureux. L’approche repose sur l’utilisation d’un modèle simple (ayant un coût de
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calcul relativement faible) permettant d’identiﬁer des réalisations d’entrée pertinentes
par l’intermédiaire de strates partitionnant l’espace de la sortie du modèle. Une fois que
ces réalisations ont été identiﬁées, elles sont utilisées pour eﬀectuer des simulations via
le modèle complexe, et ainsi estimer un quantile extrême de ce dernier. La méthode est
appliquée pour l’étude d’un cas simple de câblage aﬁn d’estimer un niveau de quantile
extrême d’un courant interférent. Nous montrons que les valeurs extrêmes sont obtenues
à un coût de calcul réduit par rapport à une estimation de quantile empirique classique.
– Le chapitre 6 est consacré à la mise en oeuvre pratique des méthodes ﬁabilistes et de
la technique de stratiﬁcation contrôlée sur un cas d’IEMI. Plus précisément, nous nous
intéressons dans cette partie, à un câble de transport d’électricité illuminé par une onde
plane électromagnétique (EM), en considérant des paramètres d’entrée incertains tels
que, les angles d’incidence et de polarisation associés à l’onde EM, la forme d’onde
et les paramètres géométriques du câble. L’observation porte sur le courant de court-
circuit en extrémité de câble. L’objet de ce problème de couplage consiste d’une part,
à quantiﬁer la probabilité d’occurrence d’événements d’interférences extrêmes. D’autre
part, nous souhaitons identiﬁer et hiérarchiser l’eﬀet des variables aléatoires d’entrée sur
ces niveaux d’interférences extrêmes. Dans ce cas test, les deux familles de méthodes
sont appliquées pour l’étude d’une ligne au-dessus d’un sol rocailleux (i.e. σ = 10−3
S/m), et au-dessus d’un sol en terre (i.e. σ = 5 × 10−2 S/m). Les résultats obtenus sont
discutés et confrontés en fonction de la nature du sol. Enﬁn, les principaux avantages et
inconvénients présentés par les deux types de techniques dans cette étude, sont donnés
sous la forme d’une conclusion.
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Première partie







2.1.1 Définition de la CEM
Depuis quelques dizaines d’années, les équipements électroniques sont de plus en plus pré-
sents dans notre quotidien (ordinateurs, automobiles, téléphones, etc.). Ces équipements sont
à l’origine de rayonnements électromagnétiques utiles (communications RF) ou non intention-
nels, contribuant à la modiﬁcation de notre environnement électromagnétique. Ils doivent de
même fonctionner correctement au sein de cet environnement. Ces perturbations potentielles,
qui peuvent également provenir de courants électriques parasites, doivent donc être évitées.
Pour cette raison, un équipement électronique doit être testé avant sa mise en circulation
sur le marché et sa conformité doit être établie vis-à-vis d’un cahier des charges (qui repose
essentiellement sur des normes de CEM).
La CEM est ainsi déﬁnie, par l’aptitude d’un dispositif, d’un appareil ou d’un système à
fonctionner de façon satisfaisante dans son environnement électromagnétique, sans produire
lui-même des perturbations électromagnétiques intolérables pour d’autres appareils ou sys-
tèmes. Cependant, la complexité des environnements électromagnétiques et des équipements
électroniques nécessite lors des essais CEM d’eﬀectuer des simpliﬁcations. Les techniques de
mesure eﬀectuées en laboratoire, sont alors divisées en 2 catégories essentielles : émission et
susceptibilité (immunité). On distingue ensuite les modes de propagation des signaux per-
turbateurs : conduction et rayonnement. Les techniques de mesure se résument alors en 4
types :● les techniques de mesure des perturbations émises par conduction ;● les techniques de mesure des perturbations émises par rayonnement ;● les techniques de mesure de la susceptibilité des équipements aux perturbations conduites ;● les techniques de mesure de la susceptibilité des équipements aux perturbations rayon-
nées.
Dans le contexte de l’étude de la susceptibilité, il faut également intégrer la problématique
liée aux interférences électromagnétiques intentionnelles (IEMI).
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Pour la réalisation des essais, la communauté CEM s’appuie régulièrement sur les chambres
anéchoïques et les chambres réverbérantes à brassage de modes (CRBM). Ces moyens d’essai
sont des cages de Faraday qui isolent l’objet sous test de l’environnement électromagnétique
extérieur. Les chambres anéchoïques permettent de tester les équipements dans un environne-
ment où l’absence de réﬂexion des ondes électromagnétiques sur les parois est recherchée via
l’introduction de matériaux absorbant les ondes électromagnétiques. D’autre part, les CRBM
sont équipées de parois métalliques (acier, aluminium) permettant au contraire de réﬂéchir les
ondes électromagnétiques à l’intérieur de la cavité.
Cependant, compte tenu de la complexité des architectures électriques et électroniques
à concevoir, il est particulièrement important d’anticiper avec soin ces étapes de tests de
conformité CEM aﬁn de les passer avec succès. Pour cela, la phase de conception du produit
est devenue primordiale. Cette étape est présentée dans la section suivante.
2.1.2 La conception en CEM
De nos jours, la conception en CEM est un savoir-faire stratégique dans les secteurs in-
dustriels comme l’automobile ou l’aéronautique. Dans ces secteurs d’activités, la communauté
CEM est à la recherche de techniques eﬃcaces, plus ﬁables et plus économiques. En s’appuyant
sur l’élaboration du cahier des charges, les concepteurs doivent identiﬁer les risques potentiels
de dysfonctionnement (susceptibilité) ou de dépassement de gabarit (émissivité).
Le recensement de ces risques s’appuie sur le cahier des charges qui liste les performances
que le dispositif doit vériﬁer, ainsi que sur l’analyse des risques d’auto-perturbations internes
au dispositif. Ce recensement est le fruit de l’expertise et de la capitalisation des projets de
développement passés. Un risque CEM se traduit par un schéma du type Source-Couplage-
Victime. Cela nécessite une connaissance la plus précise possible de la nature de la source,
du niveau de susceptibilité de la victime et de la quantiﬁcation du couplage. Les deux pre-
mières conditions sont nécessaires pour évaluer un scénario CEM, tandis que la quantiﬁcation
du couplage peut s’appuyer sur un calcul analytique, des codes de calcul ou une approche
expérimentale. A l’issue de l’étude quantitative du scénario CEM, les informations obtenues
permettent au concepteur de faire évoluer l’architecture électrique/électronique du « disposi-
tif » si nécessaire, ou de décider de l’ajout de dispositifs de protection (blindage, ﬁltrage).
Les évaluations actuelles reposent très majoritairement sur une analyse déterministe de ces
diﬀérents scénarios en recourant de plus en plus systématiquement à la simulation électrique/-
électronique. Toutefois, la modélisation déterministe présente certaines diﬃcultés pour évaluer
les risques de défaut de systèmes, en raison de la dispersion des valeurs possibles prises par
certains paramètres (relative au système et/ou à l’environnement EM). La méconnaissance de
l’impact de ces incertitudes conduit alors potentiellement, à prendre des marges de concep-
tion importantes entraînant des surcoûts liés au processus de fabrication. Il est donc devenu
nécessaire de considérer l’eﬀet des incertitudes en CEM. Ceci est l’objet de la section suivante.
2.1.3 Impact des incertitudes en CEM
Depuis quelques années, de nombreuses démarches statistiques ont été introduites en CEM.
Un intérêt particulier est porté à ces outils en raison de la complexité des phénomènes phy-
siques observés et des nombreuses variables conditionnant les calculs d’interférence électroma-
gnétique. La modélisation de ces niveaux d’interférence est diﬃcilement concevable de manière
entièrement déterministe ou sous forme d’études paramétriques exhaustives compte tenu des
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coûts de calcul. Par contre, ils peuvent être plus naturellement décrits sous la forme d’une
statistique.
En eﬀet, les modèles de simulation numérique utilisés pour la prédiction d’une interférence
ne donnent des résultats acceptables que si les paramètres d’entrée qu’on leur fournit sont
parfaitement connus. Cependant, certaines structures étudiées en CEM sont décrites par des
facteurs inconnus ou parfois mal déﬁnis. Un exemple typique pour illustrer ces limites peut
être donné par un toron dans un avion dont la position relative des câbles est inconnue car
non contrôlable (Fig. 2.1). Une certaine variabilité de cette structure existe donc entre deux
avions de modèle identique : trajet imparfaitement déﬁni, position des câbles...
De plus, les impédances d’extrémité présentées par les équipements connectés en bout de ligne
peuvent être vaguement connues. Le manque de connaissance sur ces paramètres d’entrée peut
entraîner une mauvaise prédiction des niveaux d’interférence et des risques de défauts.
Pour les raisons évoquées, la prise en compte des incertitudes impactant les niveaux d’in-
terférences de systèmes est étudiée par de plus en plus d’organismes de recherche. Parmi ces
acteurs, on peut citer par exemple le CEA/Gramat, l’institut Pascal, l’institut Xlim, le Dé-
partement d’Électronique de Politecnico di Torino et, dans le cadre des travaux objet de ce
manuscrit, l’IETR. Ainsi, cette thèse est le fruit d’une collaboration entre l’IETR et le CEA/
Gramat. Nous présentons alors brièvement les activités de ce dernier dans la section suivante,
avant d’introduire la méthodologie globale du traitement des incertitudes.
Figure 2.1 – Photo d’un faisceau de câbles à l’intérieur d’un A380 [1].
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2.2 Activités du CEA
Le Commissariat à l’énergie atomique et aux énergies alternatives (CEA) est un organisme
public de recherche scientiﬁque français qui emploie environ seize mille salariés à travers dix
centres d’études répartis dans toute la France (Fig. 2.2).
Il s’agit d’un acteur majeur de la recherche, du développement et de l’innovation qui
intervient dans quatre grands domaines :● les énergies « bas carbone »,● les technologies pour l’information et les technologies pour la santé,● les Très Grandes Infrastructures de Recherche (TGIR),● la défense et la sécurité globale.
Figure 2.2 – Carte des diﬀérents centres CEA en France.
Pour chacun de ces quatre grands domaines, le CEA s’appuie sur une recherche fondamen-
tale d’excellence et assure un rôle de soutien à l’industrie par un transfert actif de l’innovation.
Reconnu comme un expert dans ses domaines de compétences, le CEA est pleinement
inséré dans l’espace européen de la recherche et exerce une présence croissante au niveau
international. Ses activités de recherche se répartissent au sein de plusieurs pôles opérationnels :● Direction des Sciences du Vivant (DSV),● Direction des Sciences de la Matière (DSM),● Direction de la Recherche Technologique (DRT),● Direction de l’Énergie Nucléaire (DEN).● Direction des Applications Militaires (DAM).
Le CEA/Gramat (situé dans le département du Lot) est quant à lui, lié à la DAM. Il s’agit
du centre de référence pour la Défense en matière de vulnérabilité des systèmes d’armes aux
agressions mécaniques ou électromagnétiques et d’efficacité des armements. Les études qui y
sont menées contribuent à répondre aux besoins de l’État en nucléaire de Défense, en Défense
conventionnelle et en sécurité globale.
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Nucléaire de Défense
La contribution au nucléaire de Défense consiste à évaluer la vulnérabilité et les besoins
de durcissement (protection), des systèmes aux eﬀets des armes nucléaires (e.g. évaluation de
l’eﬀet d’une impulsion électromagnétique d’origine nucléaire (IEMN, voir Fig. 2.3), eﬀet méca-
nique des armes...). Le CEA/Gramat possède un ensemble de moyens de simulation numérique
et d’installations expérimentales pour évaluer la vulnérabilité des armes aux agressions méca-
niques, électromagnétiques et thermiques.
Défense conventionnelle
La défense conventionnelle porte sur la vulnérabilité et le durcissement des systèmes
d’armes vis-à-vis des agressions électromagnétiques. Ces dernières ont pour but de faire échouer
la mission d’un système générant une perturbation irrécupérable de ses fonctions électroniques
voire en détruisant physiquement ses composants. Elle concerne aussi la vulnérabilité des sys-
tèmes aux eﬀets des armes conventionnelles ainsi que leurs eﬃcacités. Divers travaux ont été
menés sur l’eﬃcacité des armes anti-infrastructures, sur la défense anti-missile balistique ou
encore sur la vulnérabilité des aéronefs (voir Fig. 2.4).
Figure 2.3 – Générateur capable de reproduire l’IEMN à échelle réelle sur des systèmes.
Sécurité globale
Le CEA/Gramat travaille sur l’évaluation de la vulnérabilité et sur la protection des sys-
tèmes complexes, des infrastructures critiques (exemple : vulnérabilité d’un tunnel autoroutier)
et des systèmes de transport. Les outils de simulation développés pour les besoins de Défense
permettent d’analyser les vulnérabilités de systèmes civils et/ou de juger de l’opportunité de
technologies contribuant à leur protection.
Au travers des études menées par le CEA/Gramat, il apparaît que les analyses sont dé-
pendantes d’un nombre important de paramètres incertains relatifs aux agressions EM (e.g.
direction de l’onde incidente). De ce fait, la nécessité de décrire les incertitudes dans une
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Figure 2.4 – Chambre anéchoïque pour l’étude de la vulnérabilité aux micro-ondes de forte
puissance.
démarche adaptée et d’étudier leur propagation à travers des moyens de simulations EM est
devenue incontournable en recherche CEM. La méthodologie globale du traitement d’incerti-
tudes est alors introduite dans la section suivante.
2.3 Méthodologie globale du traitement d’incertitudes
La prise en compte de l’incertain dans la modélisation d’un problème physique se fait par
un ensemble d’outils statistiques et de méthodes probabilistes qui permettent dans un premier
temps de quantiﬁer les sources d’incertitude relatives au problème, puis dans un second temps
de propager ces incertitudes à travers un modèle numérique.
L’objectif de cette section est d’introduire un ensemble de techniques couramment utilisées
en modélisation statistique et probabiliste. Une déﬁnition des sources d’incertitude est d’abord
introduite, suivie de diﬀérentes méthodes de modélisation de l’aléa, prenant en compte les
diﬀérentes sources d’information (e.g. avis d’expert, observations numériques, etc.).
2.3.1 Types d’incertitude
Un modèle mathématique est une représentation abstraite et simpliﬁée d’un phénomène
physique sous forme d’équations liant des paramètres d’entrée. La conception d’un modèleM
nécessite, dans un premier de temps, d’identifier tous les paramètres intervenant en entrée du
modèle. De manière systématique, l’identiﬁcation de paramètres d’un modèle s’eﬀectue à partir
d’observations. Lors de la modélisation, une valeur, i.e. la mesure sera attribuée à chaque
observation. En général, chaque mesure est liée à une incertitude provenant essentiellement
du dispositif expérimental. Essentiellement, deux types de sources d’incertitude peuvent être
associée à l’incertitude de mesure :
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● le comportement aléatoire du phénomène physique observé et vériﬁé expérimentalement
mène à une dispersion statistique plus ou moins importante des mesures. Par exemple, la
valeur du niveau d’interférence entrainant un défaut CEM sur un composant électronique
est considéré comme intrinsèquement aléatoire ;● l’incertitude épistémique correspondant au manque de connaissance du phénomène phy-
sique d’intérêt.
Dans beaucoup de cas, il est diﬃcile d’établir une distinction claire entre l’incertitude
épistémique et aléatoire puisque les deux types d’incertitude peuvent être confondus au sein du
même système. En pratique, aucune distinction n’est en générale faite entre ces deux catégories.
Lorsque l’incertitude de certains paramètres d’entrée est identiﬁée, un modèle probabiliste de
celui-ci est construit.
Cependant, il est important de distinguer le banc d’expérimentation réalisé en phase de
conception et le comportement d’un système réel existant. Par exemple, pour un système
électromagnétique simple comme un faisceau de câbles, les données expérimentales disponibles
à partir des mesures sont souvent suﬃsantes pour identiﬁer l’aléa du paramètre du modèle. Par
contre, lorsque l’on s’intéresse au système réel, qui est beaucoup plus complexe, la modélisation
numérique peut être diﬃcile. Il peut aussi arriver que pour un système complexe, peu de
données soient disponibles. Dans ce cas et en vue d’assurer le bon fonctionnement du système
étudié, un avis d’expert ou des informations peuvent être intégrées aux données expérimentales
dans un processus d’actualisation des modèles numériques (voir section 3.2.2).
2.3.2 Modéliser une variable aléatoire à partir d’un avis d’expert
Modéliser le contenu probabiliste d’un paramètre peut être diﬃcile lorsqu’aucune ou peu
d’information sont disponibles. Le modèle peut être choisi par un avis d’expert. Dans ce cas,
des informations disponibles à partir d’expertises ou d’études permettent de compléter des
données objectives.
Le principe de maximum d’entropie (PME) [2] permet de déterminer la loi de probabi-
lité d’un paramètre donné à partir d’une information subjective sur ce paramètre sans faire
d’hypothèses supplémentaires. Le principe est le suivant : pour une variable aléatoire continue
X ∶ Ω �→ DX ⊂ R, la densité de probabilité fX caractérisant le mieux l’information connue
est celle qui maximise l’entropie H au sens de Shannon :
H = −�
DX
fX(x) log fX(x)dx (2.1)
L’objectif du PME est de maximiser H en s’appuyant sur des informations disponibles
pour X (e.g. bornes, moments statistiques, etc.). Ces informations s’écrivent sous forme de
contraintes :
E[cj(X)] = ηj , j ∈ {1, . . . ,n} (2.2)
où cj est la fonction pour laquelle ηj est un moment d’ordre j, et en ajoutant la propriété
d’une densité de probabilité : �
DX
fX(x)dx = 1 (2.3)
vraie quelle que soit la loi support de X. La densité de probabilité fX qui maximise l’entropie
est obtenue en résolvant le problème 2.1 sous les contraintes 2.2 et 2.3.
Ainsi, lorsqu’il s’agit de modéliser une connaissance approximative d’un phénomène par
une distribution de probabilité, le PME nécessite :
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● d’identiﬁer les contraintes auxquelles cette distribution doit répondre ;● de choisir parmi les distributions vériﬁant ces contraintes celle ayant la plus grande
entropie au sens de Shannon.
De toutes ces distributions, par déﬁnition de l’entropie, celle d’entropie maximale contient le
moins d’information, et c’est pour cette raison qu’elle est la moins arbitraire parmi toutes
celles que l’on pourrait utiliser. Le PME mène au choix de distribution suivante :● uniforme si la plage des variations du paramètre étudié est bornée ;● exponentielle si l’espérance du paramètre est connue et si sa plage de variation est bornée
ou semi-bornée ;● gaussienne si l’espérance et l’écart-type du paramètre sont connus et la plage de variation
non bornée.
La distribution de probabilité obtenue peut ensuite être utilisée comme loi a priori dans
un contexte d’inférence bayésienne (voir section 3.2.2).
2.3.3 Modéliser une variable aléatoire à partir d’observations
La statistique est l’ensemble des outils mathématiques permettant de déterminer les ca-
ractéristiques d’un ensemble de données. La statistique comprend [3] :● la collecte des données ;● le traitement des données collectées, aussi appelé statistique descriptive ;● la modélisation statistique des données, aussi appelée inférence statistique, qui est basée
sur la théorie des sondages et la statistique mathématique.
La modélisation statistique des données est une description probabiliste du mécanisme qui
a généré les observations. L’approche statistique est une approche d’inversion permettant de
remonter des eﬀets (les observations) aux causes (le modèle probabiliste générateur). En pra-
tique, on dispose en général d’un échantillon X = {x(1), . . . ,x(n)} dont les points sont supposés
être des réalisations de variables aléatoires Xk, k = 1, . . . ,n indépendantes et identiquement
distribuées (i.i.d.). On cherche alors à déterminer la loi de probabilité commune à ces variables.
Il est possible de répondre à cette question par l’intermédiaire de diﬀérentes méthodes, regrou-
pées en deux catégories : les méthodes statistiques paramétriques ou les méthodes statistiques
non paramétriques. La modélisation statistique dans un contexte paramétrique identiﬁe des
paramètres de la loi de probabilité de X à partir d’un échantillon. Les principales étapes à la
mise en oeuvre d’une telle démarche sont :
1. les outils des statistiques descriptives permettent de décrire un ensemble relativement
important de données. Par exemple, l’espérance et l’écart-type sont calculés et des outils
de visualisation tels que la boîte à moustaches et les histogrammes sont utilisés ;
2. une ou plusieurs familles de lois paramétriques fX(x;θ) (e.g. Gaussienne, Weibull, etc.)
susceptibles de modéliser l’échantillon ;
3. les paramètres regroupés dans le vecteur θ, vecteur des paramètres (espérance, écart-
type... par exemple) sont estimés à partir de la méthode des moments (voir annexe
A.1), du principe de maximum de vraissemblance (voir annexe A.2) ou d’une technique
d’inférence bayésienne (voir annexe B).
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D’autre part, la statistique non paramétrique, quant à elle, est l’ensemble des méthodes
statistiques permettant d’extraire de l’information pertinente à partir des données, sans faire
d’hypothèse que la loi de probabilité commune à ces observations appartienne à une famille
paramétrée connue. Dans ce cas, les études statistiques ne se font plus sur les paramètres
de lois de probabilité θ. Une méthode non paramétrique souvent utilisée est l’estimation par
noyau qui permet d’estimer la fonction de densité de probabilité d’une variable aléatoire en
se basant sur un échantillon statistique [4].
Dans un contexte de statistique paramétrique ou non paramétrique, l’identiﬁcation d’un
modèle nécessite d’appliquer des tests statistiques pour vériﬁer et valider les hypothèses a
posteriori.
2.3.4 Analyse et propagation d’incertitudes
L’analyse de l’eﬀet des incertitudes des variables d’entrée sur la sortie d’un modèle, peut
être illustrée par le schéma général représenté sur la ﬁgure 2.5 [4] :● l’étape A consiste en la définition du modèle numérique utilisé pour représenter le sys-
tème physique étudié, auquel on attribue éventuellement un critère de défaillance. Dans
le cas d’un système complexe, il est nécessaire d’identiﬁer les entrées et sorties de chaque
sous-modèle utilisé. Cette étape correspond à une analyse déterministe classique ;● l’étape B correspond à la quantification des sources d’incertitude en les modélisant dans
un contexte probabiliste (incertitudes portant sur la longueur, la distance entre câbles
par exemple). Cela se traduit par une identiﬁcation des paramètres d’entrée du modèle
numérique qui sont considérés comme incertains. On adopte dans ce manuscrit une
description probabiliste des paramètres incertains, sous forme de variables ou vecteurs
aléatoires ;● l’étape C correspond à la propagation des incertitudes aﬀectant les paramètres d’entrée à
travers le modèle numérique. Il s’agit d’évaluer l’aléa de la réponse du système vis-à-vis
du critère déﬁni à l’étape A ;● l’étape C’ permet de quantiﬁer l’impact relatif des variables aléatoires en entrée du
modèle sur l’aléa de la réponse. Il s’agit d’une hiérarchisation des variables aléatoires
d’entrée et de l’inﬂuence de celles-ci sur la réponse aléatoire du système, appelée analyse
de sensibilité.
2.4 Conclusion
Le calcul des interférences électromagnétiques sur un système complexe à forte densité
de composants électroniques et d’interconnexions est un déﬁ majeur de la CEM depuis de
nombreuses années. La modélisation déterministe, bien qu’ayant fait l’objet de progrès consi-
dérables, possède certaines limites qui la rendent diﬃcilement utilisable en phase de conception
des systèmes, là où elle devrait permettre l’évaluation des risques et la possibilité de prendre
des mesures préventives. La grande diversité des paramètres ainsi que la dispersion des valeurs
possibles sont à l’origine de ces diﬃcultés. Ainsi, la description des incertitudes associées aux
paramètres d’entrée, et l’étude de leur propagation au sein des modèles est d’une grande im-
portance en CEM. L’emploi d’outils d’analyse d’incertitudes adaptés à ce domaine pourrait
faire évoluer très fortement les méthodes de conception utilisées jusqu’à présent.






















Figure 2.5 – Schéma général pour l’analyse d’incertitudes [4].
Nous présentons alors dans le chapitre suivant, des techniques statistiques permettant
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3.1 Outils statistiques traitant de l’aléa pour le calcul des in-
terférences électromagnétiques
3.1.1 Introduction
La prise en compte de l’incertain dans les problèmes de CEM est devenue un enjeu in-
dustriel car les systèmes étudiés sont de nature complexe au sens où tous les paramètres
de conception ne peuvent être complètement déterminés. En eﬀet, pour un système à forte
densité d’électroniques et d’interconnexions, la modélisation déterministe possède certaines
limites malgré les progrès considérables eﬀectués depuis ces dernières années. Pour pallier ces
limites, une approche statistique permettant d’estimer l’impact des diﬀérents aléas d’entrée
sur l’observable de sortie semble pertinente.
Le but de cette section est de répertorier les principaux outils statistiques utilisés jusqu’à
présent en CEM.
3.1.2 Méthode de simulation de Monte Carlo (MC)
Le principe de la méthode de simulation de Monte Carlo (MC), sous sa forme classique, est
d’application générale et simple. Elle ne nécessite aucune préparation et mène à une économie
de réﬂexion.
Soit M un modèle mathématique (e.g. une fonction analytique, un code de calcul basé
sur les éléments ﬁnis, etc.) décrivant un phénomène physique par exemple. La méthode de
simulation de MC s’appuie sur la génération de réalisations des vecteurs d’entrée, soit un
échantillon de taille n noté {x(1),⋯,x(n)}. Ces réalisations sont sélectionnées de manière
aléatoire dans l’espace des paramètres d’entrée incertains dans le but d’évaluer la quantité
d’intérêt (i.e. moments statistiques, probabilité de défaillance, densité de probabilité...) de
l’observable Y =M(X), où X est un vecteur aléatoire.
Par exemple, la méthode de simulation de MC peut être utilisée pour estimer l’espérance et
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n − 1 n�k=1�M �x(k)� − µˆY �2 (3.2)
Les statistiques calculées sur des échantillons sont en réalité des quantités aléatoires. En
ingénierie probabiliste, il est souvent pratique de lancer une seule simulation de MC en utilisant
un échantillon de grande taille, aﬁn de fournir une estimation des quantités d’intérêt. Il est
aussi possible d’obtenir des intervalles de conﬁance sur les estimateurs. D’après le théorème de
la limite centrale, l’estimateur de l’équation 3.1 est asymptotiquement gaussien. Ainsi, pour
n suﬃsamment grand, un intervalle de conﬁance de niveau (1 − α) sur µY est donné par :
µˆY − yα/2 σˆY /√n − 1 ≤ µY ≤ µˆY + yα/2 σˆY /√n − 1 (3.3)
où yα/2 = −Φ−1(1 − α/2), avec Φ avec la fonction de répartition d’une distribution gaussienne
centrée réduite. Cette dernière équation peut aussi être utilisée avec un critère sur la largeur
de l’intervalle de conﬁance. Supposons que l’espérance ait été calculée avec une précision ±εµY
d’intervalle de conﬁance (1 − α). La taille minimale nmin de l’échantillon est alors :
nmin = 1 + ⌈(yα/2CˆV Y /εµY )2⌉ (3.4)
où ⌈x⌉ arrondit x au plus petit entier, supérieur à x et CˆV Y = σˆY /µˆY est l’estimateur du
coeﬃcient de variation de Y .
Des intervalles de conﬁance de la variance de la réponse peuvent également être obtenus
(voir [1]), ainsi que les moments d’ordre supérieurs. Cependant, la méthode de simulation de
MC converge très lentement, i.e. en 1/
√
N , où N est la taille de l’échantillon considéré. Aﬁn
de réduire les temps de calcul, des méthodes alternatives sont exposées dans ce chapitre.
3.1.3 Collocation stochastique (CS)
3.1.3.1 Introduction
Les méthodes statistiques de propagation d’incertitudes utilisées pour calculer les moments
statistiques se décomposent en deux types d’approches : les techniques par perturbations et
les méthodes de quadrature.
Le principe de la technique de perturbation s’appuie sur un développement limité au-
tour des espérances des variables d’entrée. L’eﬃcacité de la méthode dépend fortement de la
linéarité du modèle.
L’idée des méthodes de quadrature est basée sur l’approximation des formulations in-
tégrales des moments statistiques (i.e. espérance, variance...) par des sommes pondérées de
fonctions à calculer et à évaluer en certains points. Parmi les diﬀérentes méthodes de qua-
drature, la méthode de collocation stochastique (CS) est souvent employée en CEM. Il s’agit
d’une méthode non intrusive, i.e. qui ne nécessite aucune modiﬁcation de la fonction ou du
modèle à évaluer. Son principe est détaillé dans la section suivante.
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3.1.3.2 Principe de la méthode de CS
Cas unidimensionnel
Soit f une fonction réelle : f : R→ R et X est une variable aléatoire.
La méthode de CS permet d’obtenir l’espérance et la variance de la réponse aléatoire Y = f(X).
Pour cela, elle s’appuie sur le choix d’un nombre limité de réalisations judicieusement choisies





où les n polynômes de Lagrange L1(x), . . . ,Ln(x) forment une base de degré inférieur ou égal






xi − xj (3.6)
et vériﬁent la propriété :
Li(xj) = δij (3.7)
où δij est le symbole de Kronecker et les points xj sont appelés points de collocation. Ces points
de collocation xj sont choisis de manière à ce qu’ils correspondent aux points d’intégration de
la règle de quadrature de Gauss associée à la loi de probabilité des variables aléatoires d’entrée
(e.g. polynômes de Hermite pour une distribution gaussienne).







où p est la densité de probabilité de la variable aléatoire X et les ωj sont les poids d’intégration.






















D’après la propriété 3.7, on obtient alors :
�
R
p(x)Li(x)dx ≈ ωi. (3.12)
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De manière similaire, la variance de l’observable Y = f(X) déﬁnit par :
Var[f(X)] = E[f(X)2] −E[f(X)]2 (3.15)






Les moments peuvent également être obtenus pour un nombre de variables aléatoires d’en-
trée supérieur. En eﬀet, si l’observable Z dépend de M variables aléatoires Y = f(X1, . . . ,XM),
de lois de probabilité p1, . . . ,pM ayant comme support D1, . . . ,DM . On suppose que l’on dis-
pose des points et des poids des règles de quadratures associées à ces lois de probabilité. Pour
k = 1, . . . ,M , on a alors pour ik = 1, . . . ,nk, les points (xkik) et les poids (ω
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xkik − xkjk , (3.18)
on peut alors projeter f sur la base de ces polynômes :









(x1) . . . LMiM (x
M). (3.19)
En remplaçant (x1, . . . ,xM ) par (x1i1 , . . . ,x
M
iM
) dans 3.19, avec ik = 1, . . . ,nk pour k = 1, . . . ,M ,
et en utilisant la propriété des polynômes de Lagrange Lki (x
k
j ) = δij , on peut écrire bi1...iM =




Enﬁn, l’espérance est donnée par :





p1(x1) . . . pM(xM)f(x






ωi1 . . .ωiM f(x
1
i1
, . . . , xMiM )
(3.20)
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et la variance s’écrit :
Var[Z] = E[f(X1, . . . ,XM)






ωi1 . . .ωiM f(x
1
i1
, . . . , xMiM )
2 −E[f(X1, . . . ,XM)]2. (3.21)
A travers les formules d’espérance et de variance, on remarque que le coût de calcul aug-
mente considérablement avec la dimension. En eﬀet, pour un nombre r de points de colloca-
tions, et de M variables aléatoires d’entrée, il faut rM réalisations. L’inconvénient majeur de
la méthode est que son eﬃcacité diminue fortement lorsque le nombre de variables aléatoires
d’entrée augmente. Pour cette raison, on eﬀectue généralement une analyse de sensibilité glo-
bale (voir section 3.2.1) avant la méthode de CS pour réduire le nombre de variables aléatoires
d’entrée et conserver celles qui ont le plus d’inﬂuence sur la réponse du modèle. Dans ce cas,
la CS fait preuve d’une bonne précision et d’une eﬃcacité remarquable (seulement quelques
réalisations permettent d’aboutir à un résultat satisfaisant) par rapport à une approche à
partir de simulation de MC [2].
3.1.4 Chaos polynomial (CP)
3.1.4.1 Développement par CP de la réponse d’un modèle
On considère un système décrit par un modèle numériqueM (e.g. une fonction analytique,
un code aux éléments ﬁnis). Pour simpliﬁer cette présentation, nous supposons que ce modèle
dépende de M variables aléatoires indépendantes (représentant des paramètres incertains)
(X1, . . . ,XM), regroupées dans un vecteur aléatoire X. Le vecteur aléatoire X est caracté-
risé par sa densité jointe (supposée connue) notée fX(x). La réponse aléatoire du modèle
Y =M(X) est supposée scalaire et de variance ﬁnie.




où les aλ sont des coeﬃcients inconnus, les Ψλ représentent une base constituée de polynômes
orthonormaux de variables aléatoires avec λ = {λ1, . . . ,λM} déﬁnissant un vecteur des degrés
des polynômes. Le développement 3.22 est appelé représentation par chaos polynomial (CP)
de Y .
Pour construire cette base, on déﬁnit une famille de polynômes orthonormaux {P ik, k ∈ N}
de degré k pour chaque variable aléatoire d’entrée Xi. L’orthonormalité est déﬁnie par rapport
à la densité fX(xi) comme :
⟨P ij ,P ik⟩ = � +∞−∞ P ij (x)P ik(x)fXi(x)dx = δjk (3.23)
où δjk = 1 si j = k et 0 sinon.
En pratique, des familles de polynômes orthogonaux sont associées en fonction des lois des
variables aléatoires d’entrée. Par exemple, si Xi est de loi gaussienne (resp. uniforme) alors la
famille des polynômes d’Hermite (resp. Legendre) est choisie.
On peut alors construire une famille de polynômes multivariés {Ψλ,λ ∈ NM} formant une
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Ces polynômes sont orthonormaux par rapport à la densité fX(x) :
⟨Ψλ,Ψβ⟩ = �
RM
Ψλ(x)Ψβ(x)fX(x)dx = δλβ. (3.25)
La série du développement par CP est ensuite tronquée aﬁn de ne conserver que les poly-
nômes de la base Ψλ dont le degré ∣λ∣ = ∑Mj=1 λj ne dépasse pas h :
Y CP = �
λ∈NM , 0≤∣λ∣≤h
aλΨλ(X) (3.26)
où les polynômes sont de degrés λ = {λ1, . . . ,λM}. Pour M variables aléatoires, le nombre de





3.1.4.1.a Exemple de construction de base du CP
Supposons que la réponse aléatoire Y d’un modèleM(X1,X2) dépende de deux variables
aléatoires gaussiennes X1 et X2 dont les espérances et les écarts-types sont respectivement
notés µ1, µ2 et σ1, σ2.
En utilisant une transformation linéaire, i.e. ξi =
(Xi − µi)
σi
, les variables aléatoires d’entrée
Xi peuvent être transformées en variables aléatoires gaussiennes centrées réduites ξi.
Ainsi, l’ensemble des polynômes d’Hermite déﬁnis par :
P0(x) = 1
Pn(x) = xPn−1(x) − dPn−1(x)
dx
(3.28)




⟨Pi,Pj⟩ = � +∞−∞ Pi(x)Pj(x)ϕ(x)dx = δij ⋅ i! (3.29)
où δij = 1 si i = j et 0 sinon.
On remarque alors que pour vériﬁer l’orthonormalité, il faut considérer les polynômes
P˜i(x) =
Pi(x)�⟨Pi,Pi⟩ = Pi(x)√i! , i ∈ N.
On suppose que l’on souhaite représenter la réponse aléatoire Y par un développement en
CP de degré inférieur ou égal à h = 3. En chacune des variables ξ1, ξ2, on utilise les polynômes
d’Hermite normés P˜λ1(ξ1), P˜λ2(ξ2) pour former la base Ψ(λ1,λ2)(ξ1,ξ2) :




















































La réponse Y peut alors s’exprimer en fonction de cette base Ψλ comme suit :
Y CP = �
λ∈N2, 0≤∣λ∣≤3
a(λ1,λ2)Ψ(λ1,λ2)(ξ1,ξ2)
= a(0,0)Ψ(0,0)(ξ1,ξ2) + a(1,0)Ψ(1,0)(ξ1,ξ2) + a(0,1)Ψ(0,1)(ξ1,ξ2)
+ a(1,1)Ψ(1,1)(ξ1,ξ2) + a(2,0)Ψ(2,0)(ξ1,ξ2) + a(0,2)Ψ(0,2)(ξ1,ξ2)
+ a(2,1)Ψ(2,1)(ξ1,ξ2) + a(1,2)Ψ(1,2)(ξ1,ξ2) + a(3,0)Ψ(3,0)(ξ1,ξ2)
+ a(0,3)Ψ(0,3)(ξ1,ξ2)
= a(0,0) ⋅ 1 + a(1,0) ⋅ ξ1 + a(0,1) ⋅ ξ2 + a(1,1) ⋅ ξ1ξ2 + a(2,0) ⋅ (ξ21 − 1)/√2
+ a(0,2) ⋅ (ξ22 − 1)/√2 + a(2,1) ⋅ (ξ21 − 1)ξ2/√2 + a(1,2) ⋅ (ξ22 − 1)ξ1/√2
+ a(3,0) ⋅ (ξ31 − 3ξ1)/√6 + a(0,3) ⋅ (ξ32 − 3ξ2)/√6
avec les coeﬃcients a(λ1,λ2) à déterminer où 0 ≤ λ1 ≤ 3, 0 ≤ λ2 ≤ 3. Ces coeﬃcients peuvent
être identiﬁés au moyen de diﬀérentes approches qui sont présentées maintenant.
3.1.4.2 Calcul des coefficients de la base du CP
Le développement de la réponse aléatoire Y sur la base du CP conduit à identiﬁer une
famille déﬁnie par une liste de coeﬃcients :
A = {aiλ ∶ λ ∈ NM , 0 ≤ ∣λ∣ ≤ h, i = 1, . . . ,M} (3.30)
Ces coeﬃcients peuvent être calculés à partir d’un ensemble d’évaluations de l’observable Y
pour des réalisations de paramètres d’entrée bien choisies. Cette approche présente l’avantage
d’être non intrusive, c’est à dire qu’elle ne nécessite pas de modiﬁcation du modèleM. Parmi
ces techniques non intrusives, deux types de méthodes équivalentes permettent de calculer les
coeﬃcients du CP : les approches par projection et par régression.
3.1.4.2.a Approches par projection
Les approches par projection utilisent l’orthonormalité de la base du CP pour calculer
les coeﬃcients du développement. Ainsi, en multipliant l’équation 3.22 par Ψλ(X) puis en
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prenant l’espérance de l’expression, on montre que :
aλ = E [M(X)Ψλ(X)] = �
D
M(x)Ψλ(x)fX(x)dx (3.31)
où D est le support de X.
En pratique, l’estimation de 3.31 peut se faire à partir de méthodes d’intégration numérique







où les x(i) sont les points choisis dans l’espace des paramètres incertains et les ωi sont les
poids d’intégration. Diﬀérentes techniques peuvent être employées pour le choix des points et
des poids d’intégration. Par exemple, la simulation de MC peut être considérée avec N points










Comme mentionné dans la section 3.1.2, la vitesse de convergence de la simulation de
MC est lente, i.e. en 1√
N
. Cependant, ce taux de convergence peut être accéléré au moyen
d’autres techniques comme l’échantillonnage par Latin hypercube [4]. Le principe consiste à
eﬀectuer des tirages dans l’espace des paramètres d’entrée, segmentés en strates au préalable.
La technique de quadrature 3.8 peut également être utilisée pour l’estimation de l’intégrale
3.31.
3.1.4.2.b Approches par régression









si tous les polynômes multivariés Ψλ(X) de degré ∣λ∣ ≤ h sont considérés
(en les numérotant de 0 à H − 1).
En introduisant la notation suivante :
a = {a0,⋯,aH−1}T (3.35)
Ψ(X) = {Ψ0(X),⋯,ΨH−1(X)}T (3.36)
où (⋅)T représente la transposée, la relation 3.37 s’écrit :
Y CP = aTΨ(X). (3.37)
On génère un ensemble {x(1),⋯,x(N)}T de réalisations des vecteurs d’entrée, i.e. un plan
d’expériences. Ce plan d’expériences peut être construit à partir de tirages aléatoires de type
MC ou de tirages par Latin hypercube par exemple. On note Y l’ensemble des réponses du
modèleM correspondantes.
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La résolution du problème de régression consiste à identiﬁer l’estimateur des moindres
carrés donné par :






�aTΨ(x(i)) −M(x(i))�2 . (3.38)
On peut montrer que l’estimateur s’écrit :
aˆ = �ΦTΦ�−1ΦTY (3.39)
où Φ est la matrice de terme Φij = Ψj(x(i)), i = 1, . . . ,N et j = 0, . . . ,H − 1.
Cependant, il faut un nombre d’évaluations du modèle M supérieur au nombre de coef-
ﬁcients H du CP aﬁn que le problème de régression soit bien posé. De manière générale, la
règle N = 2H points choisis par tirages aléatoires ou tirages par Latin hypercube mène à des
résultats convenables [3].
3.1.4.3 Post-traitements des coefficients de la base du CP
Une fois les coeﬃcients dans la base du CP obtenus, il est possible d’eﬀectuer des post-
traitements à moindre coût de calculs pour évaluer une quantité d’intérêt. Par exemple, l’otho-
normalité de la base permet d’obtenir directement l’espérance et la variance de la réponse Y
à partir des coeﬃcients :
E [Y ] = a0 (3.40)




Il est également possible d’obtenir d’autres quantités d’intérêt telles que la densité de pro-
babilité de la réponse Y , une probabilité de défaillance ou eﬀectuer une analyse de sensibilité
des paramètres d’entrée.
3.1.5 Krigeage
Le krigeage est une méthode d’estimation linéaire garantissant le minimum de variance.
Le terme « krigeage » provient du nom de famille de l’ingénieur minier sud-africain Danie G.
Krige. Il a été formalisé pour la prospection minière par Georges Matheron [5] à l’École des
mines de Paris.
Supposons que nous ayons à évaluer en n points, une fonction f dépendant d’un vecteur
aléatoire X = {X1, . . . ,XM} contenant M variables . On note l’ensemble des réalisations du
vecteur d’entrée X = {x(1), . . . ,x(n)} et l’ensemble des réponses associées Y = {f(x(1)), . . . ,
f(x(n))}.
Le métamodèle Krigeage est basé sur un processus stochastique, qui est exprimé pour tout
vecteur d’entrée x comme [6] :
y(x(i)) = µ + γ(x(i)), i = 1, . . . ,n, (3.42)
où l’espérance µ est un modèle de régression estimé à partir des données disponibles (e.g.
une fonction polynomiale en x) et γ(x(i)) est un processus gaussien d’espérance nulle et de
fonction de covariance Cov(.,.). En pratique la fonction de covariance (inconnue) peut être
modélisée comme :
Cov(γ(x(i)),γ(x(j))) = σ2 ⋅Corr(x(i),x(j)), (3.43)
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où σ2 est la variance du processus et Corr(.,.) est une fonction de corrélation paramétrique.
Cette fonction de corrélation est généralement choisie comme :
Corr(x(i),x(j)) = exp�− M�
h=1
θh∣x(i)h − x(j)h ∣ph� (θh ≥ 0, ph ∈ [0,2]) (3.44)
où ph sont les paramètres représentant le lissage de l’interpolation (e.g. ph = 2 est le plus lisse
et correspond à une fonction de corrélation gaussienne) et les θh sont les facteurs d’échelle
qui peuvent être estimés par la méthode du maximum de vraisemblance. D’autres fonctions
de corrélation existent et le choix de ces fonctions de corrélation a un impact direct sur la
précision de la prédiction.
Une fois les paramètres de corrélation θh et ph obtenus, nous pouvons estimer les valeurs





T ⋅R−1 ⋅ 1
σˆ2 =




où R est la matrice de taille n × n dont le terme (i,j) est Rij = Corr(x(i),x(j)) et 1 est le
vecteur de taille n contenant les valeurs 1.
Le krigeage fournit une prédiction linéaire sans biais pour tout vecteur d’entrée x∗ :
yˆ(x∗) = µˆ + rT ⋅R−1 ⋅ (Y − 1µˆ) , (3.46)
où r = �Corr(x∗,x(1)), . . . ,Corr(x∗,x(n))�T est le vecteur de corrélation entre les réalisations
disponibles {x(i), i = 1, . . . ,n} et la réalisation {x∗} où s’eﬀectue la prédiction.
De plus, ce métamodèle est basé sur un processus gaussien permettant d’estimer un inter-
valle de conﬁance de la prédiction 3.46 à partir de la variance :
s2(x∗) = σ2





Cet indicateur peut alors être directement exploité aﬁn de choisir judicieusement des nou-
veaux points pour lesquels l’évaluation de la fonction exacte (ou le modèle numérique) permet
d’améliorer la précision du méta-modèle. Une illustration de l’interpolation par krigeage de la
fonction y = x ⋅ sin(x) et de l’intervalle de conﬁance associé à 95 % est donnée sur la ﬁgure
3.1.
Puisque le méta-modèle krigeage s’appuie sur la matrice de corrélation spatiale entre les
points échantillonnés, il présente des limites lorsque la dimension de l’espace d’entrée et le
nombre de points échantillonnés augmente. Cette méthode est également limitée lorsque la
fonction à modéliser présente des discontinuités.
3.1.6 Quelques applications traitant des incertitudes en CEM
Ces dernières années, diﬀérentes techniques statistiques ont été employées en CEM pour
traiter des problèmes comportant des incertitudes. Ces diﬀérentes méthodes sont généralement
la collocation stochastique (CS) [2, 8–16], la technique dite d’unscented transform (UT) [13,
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Figure 3.1 – Le métamodèle krigeage et l’intervalle de conﬁance associé à 95 % [7].
17], les plans d’expériences [18, 19], les métamodèles de type chaos polynomial (CP) [20–26]
et le krigeage [27, 28], ou encore la théorie des valeurs extrêmes [29–31].
Elles ont été appliquées en Bio-CEM [12, 28, 32–34] et en CEM [14, 35], via des études
portant sur la vulnérabilité [29, 30, 35–38], la susceptibilité [18, 19, 24–26, 39, 40], l’eﬃcacité
de blindage [15] ou encore le retournement temporel [2, 16].
A l’exception de [29–31, 36, 37], on remarque que les travaux eﬀectués se sont princi-
palement intéressés à l’eﬀet des incertitudes d’entrée sur la tendance centrale (espérance,
écart-type, pdf) d’observables (e.g. courant, tension...) issus d’un couplage champ EM-câbles
[8, 27, 41]. D’autres études ont été menées sur l’exposition d’êtres humains aux ondes EM par
l’intermédiaire de l’évaluation d’une quantité d’intérêt, le débit d’absorption spéciﬁque (DAS)
[12, 28, 32–34].
A travers cet état de l’art, nous constatons que seules quelques études ont été menées sur
l’analyse de valeurs extrêmes. L’objet de la section suivante est alors d’établir un inventaire
des diﬀérents outils introduits dans le domaine des sciences de l’ingénieur, et qui pourront
s’avérer intéressants notamment dans le contexte de l’analyse de risque d’un défaut CEM.
3.2 Outils statistiques traitant de l’aléa en sciences de l’ingé-
nieur
3.2.1 Analyse de sensibilité globale par les indices de Sobol
Les indices de Sobol [42] visent à quantiﬁer l’impact de la variabilité de chaque (ou d’un
ensemble) variable aléatoire d’entrée Xi sur la variabilité de la réponse Y d’une fonction f
connue de manière implicite (i.e. de forme analytique non connue).
Le principe est basé sur la décomposition du modèle f en somme de fonctions de dimensions
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croissantes :





fij(Xi,Xj) + . . . + f1,...,n(X1, . . . ,Xn) (3.48)
où
f0 = E [Y ] ,
fi(Xi) = E [Y ∣Xi] −E [Y ] ,
fi,j(Xi,Xj) = E [Y ∣Xi,Xj] −E [Y ∣Xi] −E [Y ∣Xj] −E [Y ] ,
fi,j,k(Xi,Xj ,Xk) = E [Y ∣Xi,Xj ,Xk] −E [Y ∣Xi,Xj] −E [Y ∣Xi,Xk] −E [Y ∣Xj ,Xk] . . .
Cette décomposition a été introduite par Sobol [42] pour l’analyse de sensibilité. Ce dernier
a notamment montré qu’elle était unique [43].
Ainsi, lorsque les variables aléatoires d’entrée Xi sont indépendantes, la variance de la
réponse Y peut être décomposée comme suit :





Vij + . . . + V1...n (3.49)
où
Vi = Var (E [Y ∣Xi]) ,
Vij = Var (E [Y ∣Xi,Xj]) − Vi − Vj ,
Vijk = Var (E [Y ∣Xi,Xj ,Xk]) − Vij − Vik − −Vjk − Vi − Vj − Vk,
. . .




Vij − . . . − �
1≤i1<...<in−1≤n
Vi1...in−1
L’importance d’une variable aléatoire Xi sur la variance de la réponse Y se quantiﬁe en
étudiant la décroissance de la variance de Y dans le cas où l’on ﬁxe la variable Xi à une valeur
x∗i , i.e. Var (Y ∣Xi = x∗i ). Aﬁn de considérer toutes les valeurs possibles x∗i de l’espace de la
variable Xi, il suﬃt de considérer l’espérance E[Var (Y ∣Xi)], qui sera d’autant plus faible par
rapport à la variance de Y , que la variable Xi est importante. En s’appuyant sur la formule
de la variance totale :
Var (Y ) = Var (E[Y ∣Xi]) +E [Var (Y ∣Xi)] , (3.50)
on peut utiliser de manière équivalente le fait que la quantité Var (E[Y ∣Xi]) sera plus grande
lorsque la variable Xi sera importante par rapport à la variance de Y .
On déﬁnit alors à partir de la relation 3.50 et de la décomposition de la variance 3.49,








Cet indice quantiﬁe la sensibilité de la réponse Y par rapport à la variable aléatoire d’entrée
Xi.
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De manière similaire, il est également possible de déﬁnir les indices d’ordre plus élevés, e.g.
pour le second ordre :
Sij =






Par exemple, les indices de second ordre mesurent la sensibilité de la variance de Y par rapport
à l’interaction des variables Xi et Xj , qui n’est pas prise en compte dans l’eﬀet des variables
seules.
Ces indices sont compris entre 0 et 1, et leur somme est égale à 1. De plus, si n est le nombre
de variables alors le nombre d’indices de sensibilité construit est égal à 2n − 1. On remarque
alors que pour un nombre de variables d’entrée n trop important, le nombre d’indices de
sensibilité augmente considérablement.
Pour cette raison, Homma et Saltelli [44] ont introduit des indices de sensibilité totaux,
qui quantiﬁent la sensibilité totale de la variance Y à une variable Xi, en incluant toutes les
interactions impliquant Xi.




où i ⊂ p est l’ensemble d’indices contenant l’indice i.
Par exemple, pour un modèle à trois variables d’entrée, ST1 = S1 + S12 + S13 + S123.
En pratique, les indices de Sobol peuvent être estimés par simulation de MC. Pour un
problème à k variables d’entrée, l’estimation de tous les indices nécessite N × 2k appels à la
fonction f , où N est la taille de l’échantillon. Par contre, l’estimation des indices de premier
ordre et des indices totaux ne nécessite que N ×(2p+1) calculs. Pour cette raison, la démarche
à adopter ne consiste à estimer dans un premier temps que les indices de premier ordre et les
indices totaux. Si les écarts entre ces indices sont faibles, cela montre que l’eﬀet des variables
est principalement expliqué par chacune d’entre elles (prises toutes seules) et qu’il n’est pas
nécessaire de calculer les indices d’ordres intermédiaires. Dans la situation opposée, cela signiﬁe
que la part associée aux interactions entre variables d’entrée est signiﬁcative et qu’il peut être
utile d’estimer les indices d’ordres plus élevés.
De plus, puisque le nombre de simulations demandé pour l’évaluation des indices de Sobol
est important, il est très fréquent d’avoir recourt à une approximation de la fonction f par
un métamodèle. En général, un échantillon de taille 10000 (obtenu souvent à l’aide d’un
métamodèle) suﬃt pour estimer les indices de sensibilité d’une fonction dépendant de 10
variables [43].
3.2.2 Actualisation bayésienne des paramètres d’entrée
3.2.2.1 Introduction
Dans la section précédente, l’analyse de sensibilité globale permet de quantiﬁer l’impact
de la variabilité d’une variable d’entrée sur la réponse de la fonction d’intérêt f . Cependant,
la méthode proposée n’apporte aucune information supplémentaire sur la distribution des pa-
ramètres d’entrée du modèle. Une mise à jour de la description probabiliste des paramètres
d’entrée peut être très intéressante. En eﬀet, le modèle probabiliste établi en phase de concep-
tion présente souvent des limites quand on cherche à représenter l’aléa de la réponse d’un
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système réel. Si l’incertitude qui repose sur un paramètre d’entrée est trop grande à cause du
manque de connaissance de ce paramètre, il arrive souvent d’observer une importante varia-
bilité de la réponse du modèle. Dans ce contexte, la prise de décision devient alors diﬃcile.
Pour pallier le manque d’information sur les paramètres d’entrée du modèle, diﬀérentes
techniques ont été proposées, en particulier en dynamique des structures. Le problème de
l’identiﬁcation (dans un contexte bayésien) de la meilleure valeur du paramètre d’entrée a été
introduit aﬁn de contrôler l’état des structures à partir de données de surveillance. L’objet de
ces études était de déduire l’évolution de la rigidité en raison des dégâts, e.g. [45], [46].
Un procédé bayésien pour actualiser la densité de probabilité jointe des paramètres d’entrée
du modèle est maintenant présenté.
3.2.2.2 Énoncé du problème
Supposons que le modèle mathématique M(x,t) représente l’évolution dans le temps de
la réponse y(t) d’un système, à valeurs dans RN , dépendant de paramètres regroupés dans
un vecteur x, à valeurs dans RM . Un vecteur aléatoire X = {X1,⋯,XM} modélise le manque
d’information sur les paramètres d’entrée par l’intermédiaire d’une loi de probabilité pX dé-
terminée en phase de conception. La réponse du modèle s’écrit comme un vecteur aléatoire
Y :
Y (t) =M(X,t). (3.54)
Il convient de souligner que la série des vecteurs {Y (t), t ∈ [0, T ]} est un processus
aléatoire, mais pour une réalisation x du vecteur X des paramètres d’entrée, l’évolution
t�→ (Y (t)∣X = x) est purement déterministe.
Soit y˜(t) la valeur réelle de la réponse du système considéré. Dans le cas où le modèle est
« parfait » et que la réalisation x˜ des paramètres d’entrée est connue, on peut écrire :
y˜(t) =M(x˜,t). (3.55)
Supposons que l’on dispose de mesures expérimentales Y = {y(1),⋯,y(K)}, correspondant
à la réponse du système aux diﬀérents instants {t(1),⋯, t(K)}. Les mesures expérimentales sont
en général diﬀérentes des prédictions établies par le modèle, on suppose donc qu’il existe une
réalisation e(k) d’une variable aléatoire E, considérée ici comme erreur de modèle/mesure,
vériﬁant :
y(k) =M �x˜,t(k)� + e(k). (3.56)
Il est possible de décomposer l’erreur de modèle/mesure E qui est considérée comme
étant aléatoire, en E = Emes +Emod où Emes est l’erreur commise lors de mesures expéri-
mentales. L’erreur de modèle Emod est inconnue puisqu’elle n’est pas maîtrisée. En pratique,
cette erreur est cependant calibrée à partir d’avis d’experts, en supposant par exemple que
Emod ≡N(0,CEmod).
Si on suppose que les deux types d’erreur sont indépendantes, l’erreur de modèle/mesure
obtenue suit une loi gaussienne :
E ≡N(0,CE), (3.57)
avec CE = CEmes +CEmod . Ainsi, chaque mesure observée (i.e. variable aléatoire) s’exprime
de manière conditionnelle à la réalisation du vecteur des paramètres d’entrée comme :
Y k∣X = x ≡N �M �x,t(k)� ,CE)� , (3.58)
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ou par la densité de probabilité conditionnelle de Y k :







�y −M �x,t(k)��T ⋅C−1E ⋅ �y −M �x,t(k)��� ,
(3.59)
où ϕM est la densité de probabilité de la loi multi-gaussienne de dimension M . En utilisant le
théorème de Bayes (voir annexe B.1), il est possible d’obtenir la distribution a posteriori de
X, notée fX :
fX(x) = c pX(x)L(x∣Y), (3.60)
où L est la fonction de vraisemblance donnée par :
L(x∣Y) = K∏
k=1
fY k ∣X �y,x, t(k)� (3.61)




Dans la relation 3.60, le problème majeur du calcul de fX se trouve dans l’évaluation de la
constante de normalisation c. Diﬀérentes méthodes numériques peuvent être employées pour
évaluer cette constante c, comme la technique de simulation par MC ou Latin hypercube.
De manière alternative, il existe une autre démarche qui évite de calculer la constante c
en générant directement un échantillon selon la densité de probabilité 3.60. Ces techniques
appelées méthodes de MC par chaînes de Markov sont abordées maintenant.
3.2.2.3 Méthodes d’actualisation par simulation de MC
3.2.2.3.a Chaînes de Markov
Une chaîne de Markov est une suite de vecteurs aléatoires {X j , j ∈ N} telle que les pro-
priétés probabilistes de chaque état j ne dépendent que de l’état j − 1. Cela se traduit par :∀A ⊂ DXj , on a :
P(Xj ∈ A∣X1,⋯,Xj−1) = P(Xj ∈ A∣Xj−1). (3.63)
Une chaîne de Markov est dite homogène (dans le temps) si les densités marginales des états
Xj ne dépendent pas de j : fXj(x) ≡ fX(x). Sous cette condition, les propriétés associées
à la chaine sont complètement déﬁnies par la densité de transition J , correspondant à la
probabilité conditionnelle suivante :
J �X˜,A� = P �Xj ∈ A∣Xj−1 = X˜)� . (3.64)
Principe de la simulation de Monte Carlo par chaînes de Markov (MCMC)
Les méthodes MCMC sont une classe d’algorithmes permettant d’échantillonner une den-
sité de probabilité à partir de la construction d’une chaîne de Markov. L’idée est de générer
itérativement des échantillons d’une chaîne de Markov, qui se comporte asymptotiquement
comme la densité de probabilité que l’on souhaite échantillonner.
Plusieurs conditions sont nécessaires pour la convergence des algorithmes présentés dans
la section suivante :
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● l’invariance : si Xj a pour densité de probabilité fX , alors Xj+1,⋯,XN ont pour densité
marginale fX . Il est diﬃcile de vériﬁer cette propriété en pratique, on choisit alors un






La relation 3.65 signiﬁe que les probabilités de passer de A vers B et de B vers A sont
égales ;● l’apériodicité qui permet d’éliminer les noyaux conduisant à un comportement périodique
de la chaîne de Markov ;● la récurrence : l’espérance de la durée de retour sur un état est ﬁnie, i.e. les trajectoires
de la chaîne de Markov repassent une inﬁnité de fois dans A ;● l’irréductibilité, i.e. en partant de n’importe quel point de départ x(0), il est possible
d’atteindre tous les ensembles de probabilité non nulle en un nombre ﬁni d’itérations.
Ainsi, ces propriétés mènent à l’introduction de la notion d’ergodicité : une chaîne de
Markov de distribution invariante, en plus d’être apériodique, récurrente et irréductible est
appelée ergodique.
3.2.2.3.b Algorithmes de Metropolis-Hastings (MH)
L’algorithme de Metropolis-Hastings (MH) [47] est un algorithme d’échantillonnage avec
rejet qui a pour but d’obtenir des réalisations de X. La transition entre x(j) et x(j+1) est
déﬁnie par l’intermédiaire de la densité de transition q �x∣x(j)�.
L’algorithme de MH peut être présenté comme suit :
1. j = 0, initialiser avec une valeur arbitraire la chaîne à x(0) ;
Tant que j ≤ N
2. générer x˜ ∼ q �x∣x(j)� ;
3. calculer le taux d’acceptation :




4. générer up ∼ U([0,1]) :
(a) si up < α �x(j), x˜� alors x(j+1) ←� x˜ et j devient j + 1 (acceptation) ;
(b) sinon, retourner en 2. (rejet).
L’eﬃcacité de l’algorithme de MH dépend en majeure partie du choix de la densité de
transition q �x˜∣x(j)�. En eﬀet, elle doit couvrir le support de fX : si le support de q �x˜∣x(j)� est
trop petit, certaine zones du support de fX ne sont pas explorées et l’échantillon simulé ne sera
pas représentatif de X. Au contraire, si le support de q �x˜∣x(j)� est trop large, l’algorithme
eﬀectuera alors un grand nombre de rejets et sa convergence sera ralentie. En pratique, en
fonction du choix de la densité de transition q �x˜∣x(k)�, plusieurs variantes de l’algorithme de
MH existent [3].
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Algorithme MH à marche aléatoire
On commence par générer un candidat x˜ à partir de x(j) en ajoutant une perturbation
aléatoire :
x˜ = x(j) + ξ, (3.66)
où ξ est une réalisation du vecteur aléatoire Ξ, généralement gaussien centré ou uniforme.
Dans ce cas, la densité de transition s’écrit :
q �x˜∣x(j)� = q �x˜ −x(j)� (3.67)
et la probabilité d’acceptation devient :
α �x(k), x˜� =min⎧⎪⎪⎨⎪⎪⎩1,
fX(x˜) q �x(j) − x˜�
fX(x(j)) q �x˜ −x(j)�
⎫⎪⎪⎬⎪⎪⎭ . (3.68)
Si la densité de transition est q �x˜∣x(j)� est symétrique, i.e. q �x −x(j)� = q �x(j) −x�, la
probabilité d’acceptation devient :
α �x(j), x˜� =min�1, fX(x˜)
fX(x(j))
� . (3.69)
Cette version de l’algorithme MH s’appelle algorithme de Metropolis-Hastings à marche
aléatoire (random walk algorithm). La principale diﬃculté de la méthode réside dans le choix
des paramètres de la densité de transition, comme par exemple le paramètre d’échelle pour ξ.
En eﬀet, s’il est trop petit, l’algorithme va accepter un grand nombre de candidats x˜ (taux
d’acceptation élevé) et la chaîne de Markov va converger trop lentement. Inversement, si le
paramètre d’échelle est trop grand, cela va conduire à un taux d’acceptation trop faible [50].
[48] propose un algorithme pour calibrer le taux d’acceptation en modiﬁant plusieurs fois le
paramètre d’échelle.
Algorithme MH indépendant
La densité de transition est indépendante de l’état x(j), i.e. q �x∣x(j)� = q (x), donnant la
probabilité d’acceptation suivante :




De manière générale, l’algorithme de MH permet de générer des réalisations d’une densité
de probabilité fX quelconque. Cependant, au début de l’algorithme, les réalisations générées
peuvent ne pas avoir fX pour distribution car si le nombre d’itérations I (longueur de la chaîne
de Markov) est trop petit, les propriétés asymptotiques de convergence ne sont pas atteintes.
Il suﬃt donc d’éliminer les I0 premières itérations, appelées la période de « chauﬀe ». Cela
peut être fait par une représentation graphique permettant de visualiser le tracé de la chaîne
de Markov et à éliminer les I0 premières itérations [3].
En résumé, l’algorithme de MH utilisé dans le contexte bayésien, permet de simuler des
réalisations de la densité de probabilité de la relation 3.60 sans avoir à calculer la constante
de normalisation c.
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3.2.2.3.c Actualisation de modèles par résolution du problème inverse
L’algorithme de MH est une technique particulièrement appropriée lorsque l’on souhaite
simuler des réalisations a posteriori d’un vecteur aléatoire de densité fX déﬁnie en 3.60. Le
choix de la version de l’algorithme à utiliser est orienté par la densité de probabilité pX choisie
a priori. Ainsi, deux cas se présentent :
1. l’identiﬁcation en phase de conception de la densité de probabilité pX se fait à partir
d’une collection de structures représentatives (e.g. maquettes, bancs d’essais) ;
2. le manque d’informations expérimentales est complété par un avis d’expert. Dans ce cas,
le support de la densité de probabilité a priori peut ne pas couvrir le support de fX .
Dans le premier cas, l’algorithme de MH indépendant est adapté au problème posé. Si la
densité de transition choisie est pX , la probabilité d’acceptation s’écrit en utilisant 3.60 :




⎧⎪⎪⎨⎪⎪⎩1, L (x˜∣Y)L �x˜(j)∣Y�
⎫⎪⎪⎬⎪⎪⎭ . (3.71)
Finalement, la probabilité d’acceptation ne dépend que de l’évaluation de la fonction de
vraisemblance.
Dans le second cas, il est recommandé dans [49] d’utiliser l’algorithme MH à marche
aléatoire « en cascade ». Cet algorithme génère un candidat x˜ et l’accepte ou le rejette suc-
cessivement par rapport aux densités pX et L.
L’algorithme MH à marche aléatoire « en cascade » est le suivant :
1. j = 0, initialiser avec une valeur arbitraire la chaîne à x(0) ;
Tant que j ≤ N
2. générer ξ, calculer x˜ = x(j) + ξ ;
3. calculer le taux d’acceptation a priori :
α �x(j), x˜� =min�1, pX(x˜)
pX(x(j))
� ;
4. générer up ∼ U([0,1]) :
(a) si up < α �x(j), x˜� (acceptation) alors aller en 5.,
(b) sinon, retourner en 2. (rejet).
5. évaluer la probabilité d’acceptation pour la fonction de vraisemblance :
αL �x(j), x˜� =min⎧⎪⎪⎨⎪⎪⎩1, L (x˜∣Y)L �x˜(j)∣Y�
⎫⎪⎪⎬⎪⎪⎭ ,
où L est déﬁnie en 3.61. Noter que cela requiert de faire appel au modèle.
6. générer uL ∼ U([0,1]) :
(a) si uL < αL �x(j), x˜� (acceptation) alors x(j+1) ←� x˜ et j devient j + 1,
(b) sinon, retourner en 2. (rejet),
Après avoir obtenu le nombre I de tirages, on élimine les I0 premiers éléments par une analyse
graphique ou d’autres procédures données dans [50].
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3.2.2.3.d Conclusion
Cette section a permis d’introduire les méthodes de simulation par chaînes de Markov.
Elles sont utiles pour simuler des réalisations de la densité de probabilité a posteriori, qui
caractérise la loi actualisée du vecteur des paramètres d’entrée d’un modèle. Des mesures de
la quantité de réponse du modèle sont nécessaires pour la mise en place de la méthode.
De plus, la démarche requiert l’évaluation de la fonction de vraisemblance L, faisant appel
au modèle (voir la relation 3.61). Ainsi, il est clair que ces méthodes sont coûteuses en termes
d’appels au modèle M, en particulier lorsque le candidat x˜ est souvent rejeté par le test de
l’étape 6 de l’algorithme MH à marche aléatoire « en cascade ». En pratique, elles peuvent
être appliquées à des modèles analytiques ou des méta-modèles (e.g. développements par chaos
polynomial) de modèles complexes.
Une fois que les réalisations de la distribution a posteriori ont été calculées, des réalisations
du vecteur de la quantité de réponse sont disponibles sans eﬀort supplémentaire : i.e., le modèle
a été évalué sur l’échantillon de la loi a posteriori au cours de l’algorithme qui a permis de le
générer. Ainsi, la méthode fournit « gratuitement » la distribution a posteriori de la quantité
de réponse.
3.2.3 Méthodes de fiabilité
Depuis de nombreuses années, les méthodes de ﬁabilité [51], [52] sont développées pour
évaluer la sûreté des structures dans un contexte incertain. Il faut noter les travaux récents et
pratiquement simultanés de l’institut Pascal visant à appliquer ces outils ﬁabilistes en CEM
[53]. La ﬁabilité des structures a pour objectif de calculer la probabilité de défaillance Pf
relative à un scénario de défaillance.
Le critère de défaillance est représenté mathématiquement par une fonction d’état-limite,
notée g, dépendant du vecteur aléatoire d’entrée X. Par convention, la fonction d’état-limite
est déﬁnie par :
g ∶ RM �→ R
X �→M(X) − ys (3.72)
oùM est le modèle de simulation numérique utilisé, ys est un seuil ﬁxé et :● Df = {x; g(x) ≤ 0} déﬁnit le domaine de défaillance ;● Ds = {x; g(x) > 0} déﬁnit le domaine de sûreté ;● ∂D = {x; g(x) = 0} est la surface d’état-limite.
Ainsi, la probabilité de défaillance est déﬁnie comme :
Pf = P(g(x) ≤ 0) = �
Df
fX(x)dx (3.73)
où fX est la densité de probabilité jointe de X.
Cependant, l’intégrale déﬁnie par la relation 3.73 est souvent très complexe à calculer
car le domaine d’intégration est déﬁni implicitement et la fonction d’état-limite est rarement
analytique. Le calcul peut tout de même être eﬀectué par une méthode d’intégration numérique
comme la simulation de MC mais cette méthode nécessite un nombre important d’appels à
la fonction d’état-limite g et par conséquent au modèleM, en particulier quand on cherche à
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calculer des probabilités faibles (Nsim = 10k+3 pour une probabilité de défaillance de l’ordre de
10−k). Il est donc assez diﬃcile d’utiliser cette méthode lorsque le modèle physique est assez
coûteux en termes de temps de calcul.
Ainsi, les méthodes FORM, SORM (first and second order reliability methods) qui consistent
à approcher la fonction d’état-limite (resp. à l’ordre 1 et 2) ont été introduites pour approxi-
mer la probabilité de défaillance à un moindre coût de calcul. La technique FORM permet
également de quantiﬁer les eﬀets des incertitudes en entrée du modèle physique à travers les
mesures de sensibilité locale à la défaillance du système.
D’autres méthodes basées sur des simulations ont également été développées aﬁn d’estimer
une probabilité de défaillance. On peut notamment citer l’importance sampling [52] qui consiste
à échantillonner une zone identiﬁée au préalable par FORM, ou encore le subset simulation [54]
qui consiste à eﬀectuer des simulations tendant progressivement vers le domaine de défaillance.
3.2.4 Estimation de quantile par stratification contrôlée (SC)
Supposons que l’on dispose d’un modèle simpliﬁé noté Z = fs(X) et d’un modèle complexe
noté Y = f(X) permettant de fournir des quantités de réponse du phénomène d’intérêt.
L’utilisation du modèle simpliﬁé pour estimer directement un quantile extrême peut ne pas être
eﬃcace. En eﬀet, un modèle simpliﬁé peut reproduire la réponse du modèle complexe f(X)
pour des réalisations classiques de X mais pas pour des réalisations rares de X. Cependant,
dans certaines conditions, il peut être néanmoins utile.
Dans cette section, nous introduisons brièvement la méthode de stratiﬁcation contrôlée
(SC) [55] qui consiste à utiliser le modèle simpliﬁé et le modèle complexe pour la prédiction
d’un quantile extrême. En eﬀet, le modèle simpliﬁé est exploité pour segmenter l’espace de sa
sortie Z = fs(X) en k intervalles particuliers I1,...,Ik appelées strates. Une fois ces intervalles
déﬁnis, des réalisations de X seront sélectionnées dans chacun de ces intervalles puis serviront
à évaluer le modèle complexe Y = f(X) aﬁn d’augmenter le nombre de réalisations nécessaires
pour l’estimation du quantile d’intérêt.
Soient k + 1 quantiles −∞ = zα0 < zα1 < ... < zαk = ∞ de Z associés aux probabilités
0 = α0 < α1 < ... < αk = 1. On déﬁnit par strates les intervalles ]zαj−1 ,zαj ]. D’après la formule
des probabilités totales, on a :
F (y) = P(Y ≤ y) = k�
j=1




P(Y ≤ y∣Z ∈]zαj−1 , zαj ]) ⋅ (αj − αj−1). (3.74)
Ainsi, l’estimation de F (y) se résume aux estimations des probabilités conditionnelles
suivantes :
pj(y) = P(Y ≤ y∣Z ∈]zαj−1 , zαj ]). (3.75)
Pour cela, on déﬁnit une suite d’entiers N1,...,Nk tels que ∑kj=1Nj = n. On tire ensuite Nj
réalisations des variables aléatoires d’entrée (X(j)i )i=1,...,Nj de manière à obtenir Nj réponses
Z
(j)
i dans la strate ]zαj−1 , zαj ]. Ensuite, on évalue les réponses du modèle complexe Y
(j)
i pour
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pˆj(y)(αj − αj−1). (3.77)






�pj(y) − pj(y)2� . (3.78)
Ainsi, l’estimateur du quantile d’ordre α par stratiﬁcation contrôlée YˆSC(α) est :
YˆSC(α) = inf{y, FˆSC(y) > α} (3.79)
où FˆSC(y) est l’estimateur de la fonction de répartition introduit en 5.18.
Cependant, l’eﬃcacité de la stratiﬁcation contrôlée repose sur la capacité du modèle sim-
pliﬁé à reproduire les mêmes tendances relatives aux variables d’entrée que le modèle complexe
au niveau des valeurs extrêmes. Dans le cas où le modèle simpliﬁé (qui est beaucoup moins
coûteux en temps de calcul) permet d’identiﬁer des réalisations extrêmes avec le modèle com-
plexe, l’estimation d’un quantile d’ordre α (α proche de 1) sera plus précise qu’une estimation
empirique classique, qui s’appuie sur un échantillonnage de type MC.
3.3 Positionnement de la thèse
Ce chapitre a permis de passer en revue les principales méthodes statistiques utilisées
pour la prise en compte de l’incertain dans le domaine de l’ingénierie, et spéciﬁquement en
CEM. L’objectif de l’analyse était de répertorier les diﬀérentes techniques statistiques avancées
issues des sciences de l’ingénieur et de mettre en évidence par l’intermédiaire d’une étude
bibliographique, celles qui pourraient apporter une contribution intéressante en CEM. Une
synthèse établissant les principaux avantages et inconvénients des outils statistiques présentés
dans ce chapitre est donnée dans la table 3.1.
Diﬀérentes techniques statistiques telles que le chaos polynomial, la collocation stochas-
tique, l’unscented transform et la théorie des valeurs extrêmes ont été introduites aﬁn de traiter
des problèmes CEM comprenant des incertitudes (voir section 3.1.6).
Toutefois, l’estimation de valeurs extrêmes d’observables dépendant de paramètres incer-
tains dans des problèmes de CEM, a fait l’objet de quelques travaux seulement.
En eﬀet, ce type d’étude est particulièrement intéressante pour un concepteur CEM dans
la mesure où il doit estimer le risque de dysfonctionnement de son système aﬁn de garantir la
protection des équipements électroniques face à de potentiels signaux parasites. En phase de
conception, il n’existe qu’une très vague idée des impédances d’extrémité présentées par les
équipements de bout de ligne.
Dans ce manuscrit, nous nous intéressons alors à la mise en oeuvre d’outils statistiques,
qui pourraient permettre à un ingénieur CEM d’identiﬁer les diﬀérents scénarios de défaut
présentés par son système, et proposer des stratégies de conception plus robustes.
A partir des outils statistiques présentés en section 3.2, nous remarquons que des tech-
niques utilisées dans les sciences de l’ingénieur telles que les méthodes ﬁabilistes (FORM,
SORM, importance sampling et subset simulation, voir section 3.2.3), ou encore la technique
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de stratiﬁcation contrôlée (voir section 3.2.4) pourraient permettre d’eﬀectuer ce type d’ana-
lyse. Ce manuscrit sera donc consacré à la présentation détaillée de ces techniques, puis à leurs
mises en oeuvre sur un problème réaliste de CEM (cas d’application du CEA/Gramat).
Table 3.1 – Synthèse des méthodes statistiques.
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Deuxième partie





Probabilité de défaillance et analyse de sensibilité par méthodes
de fiabilité appliquées au calcul d’interférences
électromagnétiques extrêmes
4.1 Introduction
Depuis quelques années, de nombreuses approches statistiques ont été introduites en CEM.
Cela semble naturel lorsque l’on s’intéresse à des problèmes physiques dépendant de nom-
breuses variables incertaines conditionnant les niveaux d’interférences. Le développement de
ces techniques statistiques dans le domaine de la CEM a permis par exemple d’estimer l’es-
pérance et l’écart-type d’une réponse d’intérêt qui dépend de diﬀérentes variables aléatoires
[1–4].
Quelques travaux seulement traitent de l’estimation de valeurs extrêmes dans un contexte
CEM [5–9]. Cependant, ce type d’approche est assez pertinent pour eﬀectuer une analyse de
risque. Un cas typique serait la détection d’un défaut d’un équipement électronique connecté
en bout de câble lorsqu’il est illuminé par un champ électromagnétique [9, 10].
Par ailleurs, un tel équipement électronique peut diﬀérer de l’un à l’autre pour des raisons
liées au processus de fabrication. Dans ce cas, un ensemble d’équipements serait alors idéa-
lement représenté par une densité de probabilité de défaillance dépendant, par exemple, du
niveau de courant appliqué à son entrée. Ainsi, une analyse ﬁabiliste d’un système CEM doit
prendre en compte la probabilité que le courant interférent (ou autre grandeur pertinente)
atteigne une certaine valeur ainsi que la probabilité que l’équipement électronique soit en état
de défaillance pour cette valeur spéciﬁque d’amplitude de courant.
Dans ce chapitre, nous introduisons d’abord les outils d’analyse de fiabilité (issus de la
mécanique probabiliste [11, 12]) permettant d’estimer une probabilité de défaillance notée Pf
déﬁnie comme la probabilité de dépassement d’une valeur de seuil limite. Nous fournissons
ensuite des facteurs indiquant la sensibilité de la probabilité de défaillance par rapport aux
paramètres d’entrée du phénomène physique considéré. Enﬁn, dans la section 4.3, nous appli-
quons ces outils pour l’analyse de risque d’un défaut CEM en prenant en compte des incerti-
tudes sur les paramètres d’entrée inﬂuençant les niveaux d’interférence d’un simple problème
de diaphonie d’une ligne de transmission à deux ﬁls conducteurs.
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4.2 Méthodes pour l’analyse de fiabilité
En raison du manque de connaissance des valeurs prises par certains paramètres d’entrée
d’un ensemble d’équations, l’analyste est contraint d’utiliser une modélisation statistique par
l’intermédiaire de variables aléatoires décrivant l’information disponible sur la distribution des
paramètres d’entrée. Ainsi, la réponse d’un modèle numérique (i.e. représentant un phénomène
physique) devient alors incertaine. Le but de l’analyse de ﬁabilité consiste à déterminer la
probabilité de défaillance d’un système et à fournir une hiérarchisation des paramètres d’entrée
(analyse de sensibilité). Ceci est basé sur la déﬁnition d’une fonction d’état-limite, qui est
maintenant introduite [13].
4.2.1 Fonction d’état-limite
Soit un vecteur aléatoire X de taille M (contenant M variables aléatoires) décrivant les
incertitudes identiﬁées sur les entrées du modèle. L’évaluation de la ﬁabilité d’un système
repose sur la fonction d’état-limite g dépendant du vecteur aléatoire d’entrée X déﬁnie par :
g ∶ RM �→ R
X �→ yS −M(X), (4.1)
où M est le modèle de simulation numérique utilisé pour représenter le phénomène d’intérêt
et yS est un seuil déterminé. La fonction d’état-limite g est formulée de telle sorte que :
1. Df = {x; g(x) ≤ 0} déﬁnit le domaine de défaillance du système ;
2. Ds = {x; g(x) > 0} déﬁnit le domaine de sûreté ;
3. ∂D = {x; g(x) = 0} est la surface d’état-limite.
En notant par fX la fonction de densité de probabilité (pdf) du vecteur aléatoire X, la
probabilité de défaillance Pf d’un système s’écrit alors :
Pf = P(g(x) ≤ 0) = �
Df
fX(x)dx. (4.2)
En général, l’intégrale déﬁnie en 4.2 doit être résolue en employant des méthodes nu-
mériques telles que la simulation de Monte Carlo (MC) dont la convergence est lente. Cela
nécessite alors de nombreuses évaluations de la fonction d’état-limite g, et par conséquent, du
modèle numérique M. Pour contourner cette diﬃculté, des méthodes d’approximation pour
l’analyse de ﬁabilité [11, 12] ont été développées pour estimer la probabilité de défaillance à
un coût de calcul relativement faible par rapport à la méthode de simulation par MC. Ces
méthodes sont basées sur l’identiﬁcation du point de conception qui est maintenant présentée.
4.2.2 Transformation de l’espace des variables d’entrée et définition du
point de conception
Le principe des méthodes ﬁabilistes est basé sur la transformation du problème décrit dans
l’espace des variables physiques, vers l’espace des variables aléatoires gaussiennes centrées
réduites indépendantes.
Pour identiﬁer le point de conception, la première étape consiste à réécrire l’intégrale
4.2 dans l’espace gaussien standard en ayant recours à une transformation isoprobabiliste
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T ∶ X �→ ξ, où ξ est le vecteur aléatoire des variables aléatoires gaussiennes centrées ré-
duites. Diﬀérentes transformations (e.g. transformation de Rosenblatt ou Nataf [11, 12]) ont
été proposées pour la transformation probabiliste des variables aléatoires d’entrée physiques.
La transformation de Rosenblatt est appliquée lorsque la distribution de probabilité jointe est
connue (information riche mais rarement disponible) tandis que la transformation de Nataf
nécessite seulement la connaissance des distributions marginales des variables d’entrée et leurs
corrélations (une information pauvre mais généralement disponible). Une fois que la trans-
formation de Rosenblatt ou Nataf est appliquée, les variables aléatoires gaussiennes centrées
réduites sont ensuite transformées en des variables aléatoires indépendantes par des techniques
de décorrélation [12]. Ainsi, l’équation 4.2 est reformulée dans l’espace des variables aléatoires





φM(ξ)dξ1 . . .dξM , (4.3)
où G(ξ) = g(T−1(ξ)) et φM est la pdf multi-gaussienne standard. Cette pdf est maximale à
l’origine et décroît exponentiellement avec le terme ∥ξ∥2. Pour cette raison, les points ayant la
contribution la plus signiﬁcative dans l’intégrale 4.3 sont ceux du domaine de défaillance qui
sont les plus proches de l’origine de l’espace gaussien standard.
La seconde étape de la méthode est d’identiﬁer le point de conception ξ∗ (i.e. le point
de défaillance le plus probable), qui est le point de défaillance du domaine le plus proche de
l’origine dans l’espace gaussien standard. Ce point est la solution du problème d’optimisation
sous contraintes :
P ∗ = ξ∗ = Arg min
ξ∈RM
�∥ξ∥2 ∶ G(ξ) ≤ 0� . (4.4)
Diﬀérents algorithmes peuvent être utilisés pour résoudre le problème d’optimisation 4.4
tels que l’algorithme d’Hasofer-Lind-Rackwitz-Fiessler (HLRF) que nous présentons mainte-
nant.
4.2.3 Algorithme de Hasofer-Lind-Rackwitz-Fiessler (HLRF)
L’algorithme de Hasofer-Lind-Rackwitz-Fiessler (HLRF) [14, 15] est un algorithme d’op-
timisation du premier ordre pour déterminer le point de conception. Il est très eﬃcace même
si sa convergence n’est pas assurée dans tous les cas. Dans cette section, nous présentons le
principe de l’algorithme HLRF illustré sur la ﬁgure 4.1.
Pour identiﬁer le point de conception ξ∗, nous nous plaçons en un point ξ(k), point de
départ à l’itération (k). Ce point ne vériﬁe pas forcément la contrainte, i.e. G(ξ) peut être
non nulle. Le développement en série de Taylor au voisinage de ce point est :
G(ξ) = G(ξ(k)) +∇G(ξ(k))T ⋅ (ξ − ξ(k)) +O2.
Cela donne l’équation de l’hyperplan tangent à G(ξ) en ξ(k) :
∇G(ξ(k))T ⋅ ξ + b = 0.
On écrit maintenant que le point ξ(k+1) doit vériﬁer la contrainte :
G(ξ(k+1)) = G(ξ(k)) +∇G(ξ(k))T ⋅ (ξ(k+1) − ξ(k)) = 0. (4.5)
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Nous divisons cette relation par la norme ∥∇G(ξ(k))∥ et nous introduisons le vecteur des
cosinus directeurs α :
α = − ∇G(ξ)∥∇G(ξ)∥ , (4.6)
nous obtenons l’état-limite 4.5 sous la forme :
G(ξ(k))∥∇G(ξ(k))∥ − (α(k))T ⋅ (ξ(k+1) − ξ(k)) = 0
ou comme :
G(ξ(k))∥∇G(ξ(k))∥ − (ξ(k+1) − ξ(k))T ⋅ (α(k)) = 0
On obtient alors :
(ξ(k+1))T ⋅α(k) = (ξ(k))T ⋅α(k) + G(ξ(k))∥∇G(ξ(k))∥ . (4.7)
A l’itération (k), on pose :
ξ(k+1) = β(k) ⋅α(k) �⇒ β(k) = (ξ(k+1))T ⋅α(k), (4.8)
où β(k) est la distance entre l’origine et le point ξ(k+1).
Cela mène à la relation itérative donnant l’indice de fiabilité de HLRF :
β(k) = �(ξ(k))T ⋅α(k)� + G(ξ(k))∥∇G(ξ(k))∥ . (4.9)
Cette formulation constitue l’algorithme initial HLRF.
Interprétation physique
L’itération de l’algorithme HLRF peut se réécrire au point ξ(k+1) en introduisant l’équation
4.9 dans 4.8 comme suit :
ξ(k+1) = �(ξ(k))T ⋅α(k)� ⋅α(k) + G(ξ(k))∥∇G(ξ(k))∥ ⋅α(k). (4.10)
L’équation 4.10 est composée de 2 termes :
– Le premier projette ξ(k) en ξ(k
′) (voir Fig. 4.1) sur la direction normale α(k) passant
par l’origine : le terme �(ξ(k))T ⋅α(k)� ⋅α(k) de l’expression 4.10 ;
– le deuxième terme projette ξ(k
′) en ξ(k+1) : partie
G(ξ(k))∥∇G(ξ(k))∥ ⋅α(k) de la relation 4.10.
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Résumé de l’algorithme
L’algorithme peut être résumé par les étapes suivantes :
1. choisir un point de départ ξ(0), le point choisi à l’itération k = 0 est généralement l’origine
de l’espace gaussien standard (en l’absence d’informations particulières) ;
2. évaluer la fonction d’état-limite G(ξ(k)) ;
3. calculer le gradient de l’état-limite ∇G(ξ)(k) et sa norme ∥∇G(ξ)∥(k), et en déduire α(k)
par 4.6 ;
4. calculer β(k) par la relation 4.9 ;
5. calculer ξ(k+1) par la relation 4.8 ;
6. si ∥ξ(k+1) − ξ(k)∥ ≤ � arrêter le calcul, sinon k devient k + 1 et aller en 2.
Nous vériﬁons après convergence, que ξ(k+1) = ξ(k) et G(ξ(k)) = 0. L’algorithme est arrêté




















Figure 4.1 – Illustration de l’itération de l’algorithme HLRF [12].
L’équation 4.10 peut se réécrire sous la forme :
ξ(k+1) = ξ(k) +∆(k)d(k)
= ξ(k) +∆(k) ��(ξ(k))T ⋅α(k)� ⋅α(k) + G(ξ(k))∥∇G(ξ(k))∥ ⋅α(k) − ξ(k)� (4.11)
où ∆(k) est le pas et d(k) = ��(ξ(k))T ⋅α(k)� ⋅α(k) + G(ξ(k))∥∇G(ξ(k))∥ ⋅α(k) − ξ(k)� est la direction
de descente.
L’algorithme HLRF correspond au choix ∆(k) = 1. Cependant, la convergence globale de
cette algorithme n’est pas assurée. Pour contourner cette diﬃculté, [16] a proposé une version
améliorée de l’algorithme HLRF en ajustant le pas de descente ∆(k) à chaque itération [12].
Après l’identiﬁcation du point de conception, la troisième étape consiste à eﬀectuer des dé-
veloppements en séries de la fonction d’état-limite en ce point. Ces techniques sont maintenant
présentées.
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4.2.4 Estimation de la probabilité de défaillance à partir du point de concep-
tion
4.2.4.1 Principe des approximations FORM et SORM
La méthode FORM (first-order-reliability method) eﬀectue un développement en série de
Taylor de la fonction d’état-limite G au voisinage du point de conception ξ∗ pour calculer
une approximation de 1er ordre de la probabilité de défaillance. Cela consiste à remplacer le
domaine de défaillance par le demi-espace déﬁni par l’hyperplan tangent à la surface d’état-























Figure 4.2 – Principe de l’approximation FORM : construction de l’hyperplan tangent au
point de conception ξ∗.
L’équation de l’hyperplan noté G˜ autour du point de conception ξ∗ peut être recherchée
comme suit [13] :
G˜(ξ) = G(ξ∗) +∇G(ξ∗)T ⋅ (ξ − ξ∗)
=
∇G(ξ∗)T∥∇G(ξ∗)∥ ⋅ (ξ − ξ∗) = −αT ⋅ (ξ − ξ∗)
= β −αT ⋅ ξ = 0,
(4.12)
où β est l’indice de ﬁabilité et les composantes du vecteur unité α = − ∇G(ξ∗)∥∇G(ξ∗)∥ sont les
cosinus directeurs du vecteur gradient au point de conception. De plus, l’équation 4.12 a été
obtenue à partir de G(ξ∗) = 0 (car ξ∗ est sur la surface d’état-limite ∂D), et en normalisant
la fonction d’état-limite par ∥∇G(ξ∗)∥.





φM(ξ)dξ1 . . .dξM . (4.13)
En partant du postulat que les variables aléatoires gaussiennes sont indépendantes, il est
possible de démontrer que la solution de l’intégrale 4.13 est donnée par [11, 12] :
Pf ≈ Pf,FORM = Φ(−β), (4.14)
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où β est l’indice de ﬁabilité, et Φ est la fonction de répartition d’une variable aléatoire gaus-
sienne centrée et réduite unidimensionnelle.
Cependant, l’approximation 4.13 peut être insuﬃsante. De ce fait, la méthode SORM
(second-order-reliability-method) a été proposée pour eﬀectuer une approximation d’ordre 2
de la probabilité de défaillance. Elle consiste à substituer la surface d’état-limite par une
hyper-surface d’ordre 2 autour du point de conception ξ∗. L’idée est basée sur le calcul de la
matrice Hessienne de la fonction d’état-limite autour du point de conception ξ∗. En utilisant
une rotation du système de coordonnées dans l’espace gaussien standard (i.e. v = R ⋅ ξ), la
fonction d’état-limite peut être réécrite comme [13] :







où vM est la M -ème composante du vecteur de rotation v et {κi, i = 1, . . . ,M −1} représente les
courbures du paraboloïde approximé autour du point de conception. [17] a proposé la première
formule asymptotique pour exprimer l’approximation de second ordre de la probabilité de
défaillance, mais une amélioration a été apportée par [18] :






Nous remarquons ainsi que l’approximation SORM de la probabilité de défaillance donnée













Figure 4.3 – Approximation SORM : construction d’une hyper-surface d’ordre 2 (i.e. para-
boloïde) au point de conception ξ∗.
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4.2.4.2 Importance sampling (IS)
Les approximations FORM-SORM de la probabilité de défaillance sont obtenues à un coût
de calcul faible par rapport à la simulation de type MC. Par ailleurs, diﬀérents inconvénients
peuvent être rencontrés lorsqu’un problème complexe est traité tels que :● le point de conception ξ∗ trouvé après résolution du problème d’optimisation 4.4 peut
avoir été incorrectement identiﬁé (i.e. ξ∗ est un minimum local au lieu d’être un minimum
global) ;● La qualité des approximations de la probabilité de défaillance établies par 4.14 et 4.16
peut être insuﬃsante.
Aﬁn de contourner ces limites, une approche complémentaire appelée importance sampling
(IS) a été introduite [19]. Puisque le poids de Pf est principalement localisé autour du point de
conception ξ∗, la méthode consiste à concentrer l’échantillonnage autour de ce point (Fig. 4.4)
en sélectionnant une densité d’échantillonnage d’importance (importance sampling density,
ISD) ψ [12]. En pratique, ψ peut être sélectionnée comme une densité gaussienne réduite de
dimension M centrée autour du point de conception ξ∗, i.e. ψ(ξ) = φM(ξ − ξ∗).











où 1Df est la fonction indicatrice du domaine de défaillance prenant la valeur 1 dans le domaine
de défaillance et 0 dans le domaine de sûreté. L’expression 4.17 peut être reformulée comme
l’espérance Eψ [⋅] par rapport à la densité d’échantillonnage d’importance ψ :
Pf = Eψ �1Df φM(ξ)ψ(ξ) � . (4.18)













où l’échantillon {ξ(k), k = 1, . . . ,N} est maintenant tiré selon la densité d’échantillonnage ψ.
Il est alors possible de fournir un estimateur de la variance de Pf :
V̂ar[Pf,IS] ≈ 1
N − 1 ⎛⎝ 1N N�k=1⎛⎝1(k)Df �φM(ξ
(k))
ψ(ξ(k))
�2⎞⎠ − P 2f,IS⎞⎠ . (4.20)
4.2.5 Analyse de sensibilité locale
Une information supplémentaire appelée facteurs d’importance peut également être dérivée
par l’analyse FORM introduite dans la section 4.2.4.1. L’intérêt de ces facteurs est de détermi-
ner le poids de chaque variable d’entrée du modèle physique sur la probabilité de défaillance.
Nous sommes alors intéressés par l’inﬂuence de chaque variable aléatoire sur la défaillance du
système, mesurée par l’indice de ﬁabilité β autour du point de conception ξ∗.
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Figure 4.4 – Échantillonnage concentré autour du point de conception ξ∗.
4.2.5.1 Sensibilité de l’indice de fiabilité par rapport aux variables
A partir de la fonction d’état-limite linéarisée G˜ calculée par FORM dans 4.12, nous
remarquons que les cosinus directeurs de α représentent la sensibilité de l’indice de ﬁabilité β







D’autre part, la variance de la fonction d’état-limite linéarisée G˜ est déﬁnie par :
Var �G˜� = αT ⋅Var [ξ] ⋅α. (4.22)
En utilisant le fait que les variables gaussiennes standards ξi, i = 1 . . .M soient indépen-
dantes, i.e. Var [ξ] = IM , où IM est la matrice identité de taille M , et comme α est un vecteur
unité, la variance de G˜ devient :
Var �G˜� = M�
i=1
α2i = 1. (4.23)
Cela signiﬁe que les facteurs d’importance α2i représentent la proportion de variance as-
sociée à la variable ξi. Lorsque les variables aléatoires d’entrée physiques sont indépendantes,
chaque variable aléatoire physique Xi est associée à sa variable aléatoire gaussienne standard
ξi. Dans ce cas, les coeﬃcients α2i fournissent directement une mesure d’importance de chaque
variable aléatoire d’entrée physique Xi. Si les variables aléatoires d’entrée physiques sont cor-
rélées, le vecteur d’importance γ utilisant le Jacobien de la transformation probabiliste T a
été introduit (voir [12] pour plus de détails).
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4.2.5.2 Sensibilité de l’indice de fiabilité aux paramètres des distributions de
probabilité
Outre la sensibilité de l’indice de ﬁabilité β aux variables aléatoires d’entrée, la sensibilité de
β par rapport aux paramètres des distributions de probabilité (espérance, écart-type...) de ces
mêmes variables aléatoires peut être obtenue. Cependant, les sensibilités obtenues en dérivant
β par rapport aux paramètres des lois de distribution ne permettent pas une comparaison
d’importance entre les paramètres des lois de distribution. Pour surmonter cette diﬃculté,










où piλ est le paramètre de λ-ème distribution de la variable Xi, i = 1, . . . ,M . Il est à noter
qu’une nouvelle fois, si les variables aléatoires d’entrée physiques Xi, i = 1, . . . ,M sont cor-
rélées, la matrice Jacobienne de la transformation probabiliste T doit être introduite pour le
calcul des paramètres d’élasticités (voir [12] pour plus de détails).
4.2.6 Estimation de la probabilité de défaillance en grandes dimensions :
subset simulation (SS)
Dans l’analyse de ﬁabilité, les méthodes FORM, SORM et IS sont des outils classiques
permettant à l’ingénieur de résoudre le problème dans la plupart des cas [13]. Cependant, bien
que ces techniques soient relativement robustes, lorsque la complexité du problème augmente
(avec par exemple un grand nombre de paramètres d’entrée incertains) la construction d’une
bonne densité d’échantillonnage d’importance peut être problématique [20]. Par conséquent,
une nouvelle méthode de simulation appelée subset simulation (SS) a été développée par [20]
pour estimer des probabilités de défaillance faibles en grandes dimensions.
Supposons que l’événement de défaillance Df soit rare, l’approche introduite par [20],
consiste à estimer la probabilité de défaillance Pf en introduisant des événements de défaillance
conditionnels intermédiaires plus fréquents Dfi , i = 1, . . . ,R appelés sous-ensembles, déﬁnis
comme Df1 ⊃ Df2 ⊃ . . . ⊃ DfR = Df . Les diﬀérents sous-ensembles intermédiaires sont déﬁnis
par Dfi = {g(x) ≤ ti, i = 1, . . . ,R} où l’ensemble des seuils {ti, i = 1, . . . ,R} constitue une suite
décroissante avec tR = 0. Ainsi, la probabilité de défaillance Pf est donnée par déﬁnition de la
probabilité conditionnelle comme suit :
Pf = P �Df� = P �DfR� = P� R⋂
i=1
Dfi�
= P �DfR ∣DfR−1� ⋅ P�R−1⋂
i=1
Dfi�
= . . . = P �Df1� R∏
i=2
P �Dfi ∣Dfi−1� .
(4.25)
Le principe de l’approche par SS est d’estimer la probabilité de défaillance Pf en estimant
les quantités P �Df1� et les probabilités conditionnelles {P �Dfi ∣Dfi−1� , i = 2, . . . ,R} [20]. L’es-
timation des ces quantités dépend en pratique des diﬀérents sous-ensembles Dfi , i = 1, . . . ,R
et leurs seuils associés ti. Les seuils intermédiaires {ti, i = 1, . . . ,R} doivent être choisis de ma-
nière à ce que les probabilités de défaillance conditionnelles intermédiaires ne soient pas trop
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faibles pour être bien estimées. Une valeur de probabilité cible P cf doit être choisie en pratique
(généralement P cf ≈ {0.1,0.2} [20]). L’estimation du 1er seuil t1 est eﬀectuée par simulation
de MC où P �Df1� = P cf (cf. Fig. 4.5-a. et Fig. 4.5-b.). Les seuils suivants {ti, i = 2, . . . ,R}
associés aux événements de défaillance conditionnels {Dfi ∣ Dfi−1}, i = 2, . . . ,R sont générés
par simulation de Monte Carlo par chaînes de Markov (MCMC) basée sur une version modiﬁée
de l’algorithme de Metropolis-Hastings (MH). Il en résulte les points verts sur la Fig. 4.5-d.
lorsque i = 2, et les triangles violets sur la Fig. 4.5-f. pour i = 3) [20]. Cette technique est eﬀec-
tuée jusqu’à ce qu’un seuil négatif soit obtenu. Une fois que cette étape est atteinte, la surface
d’état-limite recherchée {g(x) = 0} a été trouvée (i.e. ceci est l’étape R et le seuil négatif

















































Figure 4.5 – La procédure de la méthode de subset simulation : (a) Niveau Conditionnel 1 :
simulation de MC standard ; (b) Niveau Conditionnel 1 : sélection adaptative du 1er seuil ; (c)
Niveau Conditionnel 2 : simulation de MCMC ; (d) Niveau Conditionnel 2 : sélection adaptative
du 2ème seuil ; (e) Niveau Conditionnel 3 : simulation de MCMC ; (f) Niveau Conditionnel 3 :
sélection adaptative du 3ème et dernier seuil [20].
La section suivante a pour but d’utiliser ces techniques de ﬁabilité pour analyser un pro-
blème canonique de diaphonie dans le contexte des lignes de transmission.
4.3 Estimation et analyse de sensibilité de la probabilité de
défaillance dans un problème de diaphonie
Les résultats présentés dans cette section ont été obtenus avec la toolbox open-source
FERUM 4.1 [21] (Finite Element Reliability Using Matlab R○), couplée à un code de calcul
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basé sur la théorie des lignes de transmission utilisant le formalisme de l’équation BLT (Baum-
Liu-Tesche) [22, 23].
Pour étudier l’impact des incertitudes de paramètres d’entrée sur les interférences électro-
magnétiques [4], nous avons considéré un exemple très simple d’une ligne de transmission sans
pertes à deux ﬁls au-dessus d’un plan de masse parfaitement conducteur (PEC, Fig. 4.6). Le
ﬁl conducteur n○1 est situé à une hauteur h1 au-dessus du plan de masse en étant alimenté
par une force électromotrice e = 1 V. Les deux impédances connectées aux extrémités sont
notées R1 et R2. Le ﬁl conducteur n○2 est lui, placé à une hauteur h2 au-dessus du plan de
masse, en étant relié à deux impédances résistives aux extrémités, notées R3 et R4. Les deux
ﬁls conducteurs sont de même longueur, notée Lg. Nous nous sommes intéressés au courant
induit par diaphonie à l’extrémité opposée sur le ﬁl conducteur n○2, noté I2(Lg), dépendant
des aléas suivants :● R1 est une variable aléatoire distribuée uniformément entre 1 Ω et 10 Ω ;● R2 et R3 sont des variables distribuées uniformément entre 10 kΩ et 100 kΩ ;● h1 et h2 varient indépendamment l’une de l’autre avec un aléa uniforme entre 1,5 cm et
2,5 cm ;● Lg est une variable aléatoire de distribution uniforme entre 9,5 m et 10,5 m.
De plus, l’impédance R4 est ﬁxée à 10 Ω, la distance d entre les deux ﬁls est égale à 1 cm
et le diamètre de chaque ﬁl est 1 mm. L’objectif de l’étude est d’estimer une probabilité de
défaillance Pf déﬁnie comme la probabilité que le maximum de courant induit évalué dans
une bande de fréquence prédéﬁnie ∆f excède un seuil noté It : Pf = P �max∆f I2(Lg) ⩾ It�.
Aﬁn de traiter des valeurs extrêmes de courant, nous avons choisi une bande de fréquence
pour laquelle la ligne de transmission entre potentiellement en régime de résonance. En eﬀet,
compte tenu des domaines d’impédances choisis, la ligne de transmission entre en résonance
aux alentours de 7,5 MHz (quart de longueur d’onde). L’intérêt de ce type d’étude est d’adopter
le point de vue d’un ingénieur CEM. En phase initiale de conception, il n’a qu’une très vague
information sur les paramètres d’entrée de son système tels que les positions de câblage ou
les impédances d’extrémités. Cependant, il doit s’assurer que le courant I2(Lg) ne risque
pas d’engendrer un dysfonctionnement de l’équipement électronique connecté à l’extrémité du
câble. D’autre part, il est également intéressé par les mesures préventives à prendre sur les
paramètres d’entrée pour éviter la défaillance du système.
4.3.1 Analyse préliminaire des performances de la méthode FORM
4.3.1.1 Illustration de la méthode FORM sur un cas d’étude simplifié
Pour montrer les performances de l’analyse FORM, le problème de diaphonie présenté
dans la section 4.3 a tout d’abord été simpliﬁé. En eﬀet, seules les impédances R1 et R2 (Fig.
4.6) ont été considérées comme variables aléatoires dans le problème simpliﬁé avec les mêmes
distributions de probabilité. Toutes les autres variables aléatoires de la conﬁguration initiale
sont ﬁxées à leurs valeurs moyennes : R3 = 55 kΩ, h1 = h2 = 2 cm et Lg = 10 m.
Le but de ce problème de diaphonie simpliﬁé est de mettre en évidence la bonne ap-
proximation de la probabilité de défaillance Pf établie par FORM et SORM, qui repose sur
l’approximation de la fonction d’état-limite g. Ainsi, nous avons sélectionné un seuil arbitraire
It = 73 mA, et nous avons estimé Pf = P �max∆f I2(Lg) ⩾ It� par les analyses FORM et
SORM. Les probabilités de défaillance Pf,FORM et Pf,SORM sont alors comparées à un résultat
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Figure 4.6 – Ligne de transmission à deux ﬁls conducteurs au-dessus d’un plan de masse de
type conducteur électrique parfait (PEC) avec des aléas uniformes sur : les impédances R1,
R2, R3, les hauteurs h1, h2, et la longueurs des ﬁls Lg.
de référence obtenu à l’aide de 10 000 réalisations par simulation de MC : Pf,MC = 0,049 ± 4 %.
Il est à souligner que 10 000 réalisations par simulation de MC ont été eﬀectuées pour atteindre
un compromis entre coût de calcul et précision de l’estimation de Pf . Ainsi, l’approximation
de la probabilité de défaillance obtenue par FORM est Pf,FORM = 0,069 en ayant recours à 106
appels au modèle numérique. Pour améliorer la précision de l’estimation eﬀectuée par FORM,
nous utilisons une approximation SORM fournissant Pf,SORM = 0,049 à l’aide de 5 appels
supplémentaires au code de calcul. Le nombre d’appels au modèle est relativement faible car
l’approximation SORM est eﬀectuée une fois que le point de conception ξ∗ a été identiﬁé au
préalable par FORM. Nous remarquons ainsi que les résultats fournis par ces méthodes sont
assez satisfaisants dans la mesure où FORM donne une estimation relativement proche de la
simulation de MC avec un grand nombre de tirages, tandis que SORM converge vers la même
valeur de référence obtenue à partir de cette simulation de MC.
Aﬁn de donner une visualisation de l’approximation de la probabilité de défaillance Pf calculée
par la méthode FORM, nous avons représenté 2000 réalisations de la fonction d’état-limite
g en fonction des impédances R1 et R2 dans l’espace physique (Fig. 4.7(a)) et dans l’espace
gaussien (Fig. 4.7(b)). L’approximation de la fonction d’état-limite G par l’hyperplan FORM
au point de conception ξ∗ dans l’espace gaussien, est également illustrée sur la ﬁgure 4.7(b).
Ainsi, nous observons que l’hyperplan tangent (en noir) établi par FORM au point de concep-
tion ξ∗ (en vert) sépare les réalisations de la fonction d’état-limite G situées dans le domaine
de défaillance (en magenta) et celles dans le domaine de sûreté (en bleu). La réalisation en
rouge visible sur la ﬁgure 4.7(a) représente la moyenne du vecteur aléatoire X = {R1,R2} dans
l’espace physique qui est transformé en l’origine de l’espace gaussien standard sur la ﬁgure Fig.
4.7(b). Il apparaît ainsi relativement que l’hyperplan établi par FORM comptabilise à tort des
réalisations qui ﬁgurent dans le domaine de sûreté. SORM à l’aide de 5 appels supplémentaires
au code de calcul parvient donc à corriger cette estimation initiale.
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Figure 4.7 – Représentation de la fonction d’état-limite g en fonction du vecteur aléatoire
X = {R1,R2} dans l’espace physique (a) et dans l’espace gaussien (b) obtenue à partir de 2000
réalisations par simulation de MC. Les réalisations dans le domaine de sûreté sont en bleu et
celles dans le domaine de défaillance sont en magenta. La réalisation en rouge est l’évaluation
de g pour les valeurs moyennes des variables et la réalisation en vert est le point de conception
ξ∗ où l’hyperplan FORM (en noir) est déterminé.
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4.3.1.2 Illustration de la méthode FORM sur le cas d’étude initial
Comme montré précédemment, FORM et SORM fournissent une bonne approximation
de la probabilité de défaillance Pf lorsque le problème considéré est relativement simple (i.e.
avec deux variables aléatoires d’entrée). Nous revenons maintenant à la conﬁguration initiale
présentée dans la section 4.3 (avec six variables aléatoires d’entrée). D’abord, il est intéressant
d’observer le comportement du courant induit I2(Lg) en régime de résonance. Ainsi, une
représentation du courant induit I2(Lg) dans la bande de fréquence [5-10 MHz] a été donnée
à partir de 10 réalisations par simulation de MC sur la ﬁgure 4.8. Nous observons une variabilité
importante de I2(Lg) et surtout de max∆f I2(Lg) en raison des phénomènes de résonance qui
apparaissent autour des fréquences fn telles que fn = (2n + 1) ⋅ c/4 ⋅ Lg, où n ∈ N, Lg est la
longueur de la ligne et c est la vitesse de la lumière. La première fréquence de résonance de
la ligne se situe aux alentours de 7,5 MHz. On observe cependant un motif particulier de la
courbe lié à la combinaison des couplages inductifs et capacitifs.
Figure 4.8 – Représentation du courant induit I2(Lg) en fonction de la bande de fréquence
[5-10 MHz] obtenue à partir de 10 réalisations par simulation de MC dépendant des variables
aléatoires uniformes suivantes : les impédances R1, R2, R3, les hauteurs h1, h2 et la longueur
Lg des câbles.
Nous souhaitons maintenant approximer la probabilité de défaillance Pf par l’analyse
FORM avec une valeur de seuil It = 70 mA. La probabilité de défaillance obtenue par FORM
est alors Pf,FORM = 0,139 avec 142 appels au code de calcul. Dans un second temps, une
approximation par la méthode SORM indique Pf,SORM = 0,082 avec 27 appels additionnels au
code de calcul. Le résultat de référence, obtenu à partir de 10000 réalisations par simulation de
MC est Pf,MC = 0,087 ± 3 %. Dans ce cas, nous notons un écart signiﬁcatif entre les résultats
fournis par FORM et le résultat de référence. Ceci montre les limites de l’analyse FORM
lorsque la complexité du problème augmente. Aﬁn de montrer à nouveau l’approximation
de la fonction d’état-limite g eﬀectuée par FORM, 2000 évaluations de la fonction d’état-
limite g à partir de simulations de MC sont représentées sur l’axe de l’impédance aléatoire R1
dans l’espace physique (voir Fig. 4.9(a)). Après utilisation de la transformation probabiliste
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(de l’espace physique vers l’espace gaussien standard), FORM eﬀectue une approximation de
la surface d’état-limite par un hyperplan tangent (en noir) au point de conception ξ∗ (en
vert) sur la ﬁgure 4.9(b). Dans ce cas, nous observons par exemple sur l’axe de la variable
aléatoire gaussienne ξ1 que les réalisations de g dans le domaine de sûreté (en bleu) et celles
dans le domaine de défaillance (en magenta) ne sont pas correctement séparées. Ceci permet
de mettre en évidence certaines limites de la méthode FORM pour approximer de manière
satisfaisante le domaine de défaillance. La raison de ces diﬃcultés, est liée à la fonction d’état-
limite g qui présente une forme non-linéaire et trop irrégulière dans le domaine couvert par
les diﬀérentes variables aléatoires. Par ailleurs, l’approximation de la surface d’état-limite
établie par SORM est suﬃsante dans ce cas. Cependant, si le nombre de variables aléatoires
d’entrée augmente, l’approche SORM pourrait également être insuﬃsante pour approximer la
probabilité de défaillance Pf . Aﬁn de contourner ces possibles diﬃcultés de FORM et SORM,
les approches par IS et SS introduites dans les sections 4.2.4.2 et 4.2.6, qui sont plus robustes
vis-à-vis de la complexité du problème, seront utilisées dans l’analyse suivante.
4.3.2 Susceptibilité d’un équipement électronique connecté à l’extrémité
du câble n○2
La première partie de la section 4.3 était dédiée à l’estimation de probabilité de dépasse-
ment de valeurs extrêmes du courant induit I2(Lg). Cependant, un ingénieur CEM peut avoir
pour objectif d’estimer la probabilité de ne pas engendrer de dysfonctionnement de l’équi-
pement électronique connecté en bout de ligne, dont l’impédance d’entrée est R4. La pdf de
défaillance de cet équipement est supposée connue en fonction de la valeur du courant HF qui
lui est appliqué en entrée. La partie suivante décrit une procédure permettant de calculer la
probabilité d’obtenir une défaillance de l’équipement.
4.3.2.1 Intégration de la défaillance d’un équipement électronique dans le cas
d’étude
Dans le problème de diaphonie considéré, plutôt que de choisir l’impédance R4 comme
une variable aléatoire, nous l’avons ﬁxée à 10 Ω. En eﬀet, R4 a été choisi de cette façon pour
représenter un ensemble d’équipements électroniques (ayant une impédance connue) fabriqués
sous les mêmes conditions et connectés à l’extrémité d’un câble. Puisque les appareils diﬀèrent
entre eux en raison des conditions de fabrication, chacun possède son propre seuil de défaut
et ainsi l’ensemble des équipements peut être représenté par une pdf de défaillance (fournie à
partir d’expériences ou d’analyses théoriques).
A partir de la connaissance de la probabilité de défaillance de l’équipement, l’objectif
de l’étude est désormais d’estimer la probabilité de défaillance Pf,sys d’un système déﬁnie
comme : la probabilité d’avoir une défaillance de l’équipement Dfd si le maximum de courant
induit calculé dans la bande de fréquence ∆f = [5-10 MHz] atteint cette valeur seuil. En termes
de probabilités, cela se traduit par l’estimation de la quantité suivante :





où P �Dfd ∣max∆f I2(Lg)� est la probabilité conditionnelle de Dfd sachant max∆f I2(Lg).
Dans le seul but de proposer une illustration, un histogramme de max∆f I2(Lg), représenté
en bleu sur la ﬁgure 4.10, a été construit à partir de 10000 réalisations par simulation de MC. La
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Figure 4.9 – Évaluation de la fonction d’état-limite g en fonction de la composante de la
variable aléatoire R1 (parmi les six variables aléatoires) dans l’espace physique (a) et dans
l’espace de la variable aléatoire gaussienne correspondante (b) obtenue à partir de 2000 réa-
lisations par simulation de MC. Les réalisations dans le domaine de sûreté sont en bleu et
celles dans le domaine de défaillance sont en magenta. La réalisation en rouge est l’évaluation
de g en la valeur moyenne de R1 et la réalisation en vert est la composante ξ∗1 du point de
conception ξ∗ où l’hyperplan FORM (en noir) est eﬀectué.
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probabilité de défaut de l’équipement P �Dfd� est supposée suivre une distribution gaussienne
avec une espérance égale à 80 mA et un écart-type égal à 6 mA. La pdf correspondante
apparaît en rouge sur la ﬁgure 4.10. Deux situations peuvent alors se présenter. Dans le
premier cas, aucune intersection ne se produit entre les valeurs maximales de l’histogramme
de max∆f I2(Lg) et les valeurs minimales des courants pour lesquelles P �Dfd� est signiﬁcative.
Dans cette situation, Pf,sys peut être considérée comme nulle et l’équipement est alors ﬁable
avec un niveau de probabilité très élevé. Les courbes de la ﬁgure 4.10 présentent la situation
opposée. Comme les deux courbes se chevauchent, Pf,sys donnée par 4.26, sera signiﬁcativement
non nulle.
Figure 4.10 – Illustration par histogramme des niveaux du maximum de courant induit
I2(Lg) dans la bande de fréquence [5 − 10 MHz] (en bleu) et de la pdf gaussienne de dé-
faillance de l’équipement électronique R4 (en rouge). Le domaine surligné en rouge sous la pdf
gaussienne est la probabilité de défaillance Pf,sys du système. R1 est distribué uniformément
entre 1 Ω et 10 Ω.
4.3.2.2 Estimation de la probabilité de défaillance d’un système CEM
La probabilité de défaillance Pf,sys du système CEM est estimée en discrétisant le domaine
de défaillance (le domaine surligné sous la pdf de défaillance) comme :
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I2(Lg)) ∈ [I2min + (i − 1) ⋅∆i,
I2min + i ⋅∆i]� ⋅ �P(max
∆f
I2(Lg) ≥ I2min + i ⋅∆i)
− P(max
∆f
I2(Lg) ≥ I2min + (i − 1) ⋅∆i)�.
(4.27)
I2min correspond à la valeur limite de courant en dessous de laquelle P �Dfd� est négligeable.
Nous sélectionnons I2min comme étant environ trois fois l’écart-type en dessous de la moyenne,
i.e. I2min = 60 mA. Le pas ∆i est choisi pour être légèrement en dessous de l’écart-type, comme
un compromis entre temps de calcul et précision de l’estimation de Pf,sys. La sommation est
arrêtée à N intervalles discrets telle que P(max∆f I2(Lg) ≥ I2min + N ⋅∆i) soit négligeable.
Pour N intervalles, cela nécessite (N + 1) estimation de P(max∆f I2(Lg)) avec les techniques
FORM, SORM, IS ou SS. Pour ce qui concerne le cas de la ﬁgure 4.10, N = 4 intervalles
sont sélectionnés avec I2min = 60 mA, ∆i = 5 mA. Ainsi, l’évaluation maximale est eﬀectuée
pour I2(Lg) = 80 mA, pour laquelle la probabilité d’excéder cette valeur a été trouvée comme
négligeable, e.g. 7,9 ×10−4 ± 71 % par SS.
La probabilité de défaillance Pf,sys calculée par FORM, SORM, IS et SS ainsi que leurs
nombres d’évaluations du modèle nsys sont donnés dans la table 4.1. La probabilité de dé-
faillance totale du système CEM calculée par FORM est autour de 3,2 % tandis que celle
calculée par SORM, IS et SS sont autour de 2 %. Le nombre d’appels au modèle utilisé par
chaque méthode est respectivement 1113, 135, 1100 et 1800. Les résultats obtenus sont com-
parés au résultat de référence fourni à partir de 10000 réalisations par simulation de MC,
Pf,sys,MC =[2,00 % ; 2,19 %]. Nous remarquons alors que les résultats fournis par SORM, IS et
SS sont assez satisfaisants dans la mesure où la diﬀérence entre eux et le résultat de référence
est très faible. Les nombres entre crochets indiquent les intervalles de conﬁance déterminés à
partir des estimations IS, SS et MC. D’autre part, la réduction du nombre d’appels au modèle
est signiﬁcative.
Table 4.1 – Comparaison des méthodes de ﬁabilité dans la bande de fréquence [5-10 MHz]
lorsque R1 est distribué uniformément entre 1 Ω et 10 Ω.
FORM SORM IS SS MC








a 1100 1800 10000
a
additionnel à FORM
4.3.2.3 Sensibilité de la probabilité de défaillance Pf,sys du système CEM
La probabilité de défaillance Pf,sys du système CEM calculée précédemment est de l’ordre
de 2 %. Au cours de l’analyse FORM, nous avons obtenu les facteurs d’importance introduits
dans la section 4.2.5.1. Ainsi, les facteurs d’importance sur la probabilité de défaillance pour
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le dépassement du seuil It = 60 mA (i.e. la plus faible valeur de courant pour laquelle le
système entre en état de défaillance) sont R1 = 95 %, R2 = 2 % et R3 = 2 %. Les autres
variables d’entrée sont négligeables. Cela montre que la variable d’entrée que l’ingénieur CEM
doit contrôler pour éviter que le système soit défaillant est l’impédance R1. Cependant, les
facteurs d’importance ne donnent pas d’information sur les mesures qui doivent être prises aﬁn
d’éviter une défaillance possible du système. Pour obtenir cette information, nous avons besoin
d’exploiter les élasticités des paramètres (c.f. section 4.2.5.2) obtenues par l’analyse FORM
pour le seuil It = 60 mA. Une représentation des élasticités de la borne inférieure (la borne
supérieure aurait pu être choisie mais elle était moins inﬂuente) de chaque variable d’entrée est
donnée sur la ﬁgure 4.11. Par exemple, une augmentation des bornes inférieures R1min = 1 Ω
de l’impédance R1 et h1min =1,5 cm de la hauteur h1 du ﬁl n
○1 provoquera une diminution
de la probabilité de défaillance Pf,sys du système CEM (ici une augmentation de R1min = 1 Ω
aura plus d’impact que sur h1min =1.5 cm car la taille de la barre est plus élevée). Inversement,
une augmentation des bornes inférieures R2min = 10 kΩ et R3min = 10 kΩ engendrera une
augmentation de la probabilité de défaillance Pf,sys alors que les bornes inférieures h2min =1,5
cm et Lgmin =9,5 m sont négligeables. Notons que ce résultat relatif à la longueur pouvait être
anticipé. En eﬀet, la détection du courant maximal sur une plage de fréquence permet de ne
pas être sensible à la modiﬁcation des fréquences de résonance introduites par les variations
de longueur.
Figure 4.11 – Élasticités des bornes inférieures de chaque variable aléatoire d’entrée obtenues
par l’analyse FORM pour le seuil de It = 60 mA.
Nous supposons maintenant que le concepteur CEM soit capable de spéciﬁer une borne
inférieure plus restrictive pour R1, en l’augmentant de 1 Ω à 2 Ω. Nous calculons à nouveau,
de la même façon, la probabilité de défaillance Pf,sys avec les mêmes variables aléatoires que
précédemment mais maintenant l’impédance R1 est uniformément distribuée entre 2 Ω et
10 Ω. Une fois encore, 10000 évaluations du maximum de courant induit I2(Lg) à partir de
simulation de MC ont permis de représenter la probabilité de défaillance Pf,sys sur la ﬁgure
4.12. Cette probabilité de défaillance Pf,sys est représentée par le domaine surligné en rouge
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sous la pdf de défaillance de l’équipement électronique. Nous remarquons que ce domaine a été
réduit par rapport à celui représenté sur la ﬁgure 4.10 (qui correspond au cas où R1min = 1 Ω).
Dans ce cas, nous avons eu seulement besoin d’utiliser N=3 intervalles.
Figure 4.12 – Histogramme représentant les niveaux du maximum de courant induit I2(Lg)
dans la bande de fréquence [5−10 MHz] (en bleu) et tracé de la pdf gaussienne de défaillance de
l’équipement électronique R4 (en rouge). Le domaine surligné en rouge sous la pdf gaussienne
est la probabilité de défaillance Pf,sys du système. R1 est distribué uniformément entre 2 Ω et
10 Ω.
Les résultats de Pf,sys obtenus par les méthodes de ﬁabilité et leurs nombres d’appels
respectifs au modèle nsys sont donnés à la table 4.2. La probabilité de défaillance est estimée
comme étant inférieure à Pf,sys = 1 % par les méthodes ﬁabilistes. Une nouvelle fois, les
estimations fournies par SORM, IS et SS sont proches du résultat de référence obtenu à partir
de 10000 réalisations par simulation de MC. Pour indication, la probabilité que le maximum
de courant induit I2(Lg) excède 60 mA passe de 30 % si R1 est uniformément distribué entre
1 Ω et 10 Ω, à 22 % lorsque R1 est une variable aléatoire uniforme entre 2 Ω et 10 Ω. Cela
montre l’impact d’une légère modiﬁcation sur la charge R1.
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Table 4.2 – Comparaison des méthodes de ﬁabilité dans la bande de fréquence [5-10 MHz]
lorsque R1 est distribué uniformément entre 2 Ω et 10 Ω.
FORM SORM IS SS MC












Dans ce chapitre, nous avons proposé diﬀérentes méthodes de ﬁabilité permettant de calcu-
ler une probabilité de défaillance dans un contexte de CEM, déﬁnie comme la probabilité que
le courant induit dépasse une valeur seuil en considérant des incertitudes sur des paramètres
d’entrée du modèle.
Ces méthodes à un coût de calcul relativement faible par rapport à la simulation de MC,
estiment de manière assez satisfaisante la probabilité de défaillance lorsque l’on s’intéresse à
un problème simple (e.g. avec deux variables aléatoires d’entrée). Cependant, lorsque la com-
plexité du problème traité augmente (e.g. avec un nombre de variables aléatoires important),
les méthodes classiques telles que FORM et SORM peuvent échouer lors de l’estimation de
la probabilité de défaillance (même si dans le cas considéré, SORM fournit d’assez bonnes
estimations de cette probabilité). Les limites de ces méthodes mènent alors à l’utilisation de
méthodes plus robustes et plus eﬃcaces telles que l’importance sampling (IS) et le subset
simulation (SS).
Ces outils d’analyse de ﬁabilité pourraient permettre à un concepteur CEM, d’établir un
diagnostic des risques de son système à partir d’une information relativement modeste sur les
paramètres d’entrée tels que la position des câblages ou les impédances.
A partir de la connaissance de la probabilité de défaillance d’un équipement électronique,
nous pouvons fournir une estimation du risque de défaillance d’un équipement électronique,
une fois que la probabilité de dépassement des niveaux de courant à son entrée est déterminée
via les méthodes ﬁabilistes. Nous montrons également que l’analyse de sensibilité associée à
l’identiﬁcation du point de conception peut se révéler utile en vue de la reprise de concep-
tion du système sous l’angle d’une spéciﬁcation plus restrictive d’un paramètre. Le choix d’un
simple problème de diaphonie a alors permis de mettre en évidence l’avantage de ce type
d’approche. Nous évaluerons également leurs contributions sur un problème réaliste de CEM
dans la section 6.3 (chapitre 6).
Le chapitre suivant a pour objet de présenter de manière détaillée, la technique de strati-
ﬁcation contrôlée (SC), introduite dans la section 3.2.4 (chapitre 3). En eﬀet, cette méthode
semble être particulièrement intéressante dans le cadre de l’estimation de valeurs extrêmes
d’une réponse d’intérêt obtenue à partir d’un modèle rigoureux.
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CHAPITRE 5
La méthode de stratification contrôlée appliquée à la
détermination d’interférences éléctromagnétiques extrêmes avec
des variables d’entrée incertaines
5.1 Introduction
Le principal déﬁ posé par la simulation d’un scénario de compatibilité électromagnétique
est d’estimer si le risque d’interférence est avéré, compte tenu de la multiplicité et de la
variabilité des paramètres décrivant ce scénario. Au delà de cette estimation, l’objectif est alors
de fournir les solutions de conception ou éléments de protection promettant de minimiser ou
d’écarter ce risque. Nous nous plaçons dans la situation où l’estimation du risque dépend de
divers paramètres d’entrée, incluant certains d’entre-eux qui peuvent être considérés comme
incertains en premier lieu. Ces évaluations s’appuient très souvent sur des modèles sophistiqués
à diﬀérentes échelles d’un système (distribution de champ électromagnétique, interaction avec
les câbles, circuits électroniques) nécessitant d’importantes ressources en termes de temps et
de taille mémoire.
L’obtention avec eﬃcacité des moments de la distribution de la réponse d’un système
sollicité par une source d’interférence, a été l’objet d’investigations de plusieurs chercheurs
ces dernières années. Divers techniques ont été introduites telles que le chaos polynomial,
la collocation stochastique, la méthode dite d’unscented transform et les plans d’expériences
[1–10]. Les techniques par les plans d’expériences visent par exemple, à échantillonner de
manière judicieuse l’espace des variables aléatoires d’entrée, pour construire des métamodèles
de la réponse d’intérêt. De tels métamodèles ont également été utilisés dans une série de
travaux sur une technique de cartographie de l’espace introduite par [11] pour des applications
d’antenne. La plupart de ces méthodes ont été développées pour identiﬁer la tendance centrale
de la réponse. Elles ne sont donc pas adaptées à l’évaluation de probabilité d’événements
extrêmes. Puisque seules quelques techniques s’intéressent à l’estimation de valeurs extrêmes
[12–15], nous avons proposé dans le chapitre 4, l’utilisation d’une approche ﬁabiliste visant
à approximer un domaine de défaillance, correspondant à la probabilité de dépassement de
gabarit. Ces méthodes permettent également de déterminer la sensibilité de la réponse relative
à diﬀérentes variables aléatoires d’entrée ou leurs combinaisons.
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Ce chapitre est dédié à une approche alternative dite de stratification contrôlée (SC), qui a
été récemment proposée dans le contexte des statistiques appliquées [17]. Cette approche pos-
sède deux caractéristiques d’intérêt pour les applications de CEM. La première, est qu’elle vise
spéciﬁquement à accélérer le processus d’estimation d’un quantile extrême d’une distribution
de sortie, qui pourrait représenter des valeurs de risque d’un point de vue CEM. La seconde,
est que cette méthode a pour but d’utiliser un modèle rigoureux coûteux en temps de calcul
mais d’une manière moins intensive, via le contrôle d’un modèle beaucoup moins sophistiqué
et corrélé d’une certaine manière au modèle rigoureux. Lorsqu’un tel modèle existe, il aide à
élaborer une stratégie d’échantillonnage des paramètres d’entrée incertains permettant d’ac-
célérer de manière très signiﬁcative l’estimation de la probabilité d’événements extrêmes avec
la même incertitude que ce qu’une approche de type MC avec un nombre important de tirages
fournirait.
Ce chapitre est organisé comme suit. Tout d’abord, le principe détaillé de la méthode de
SC est présenté dans la section 5.2. Une attention particulière est accordée à la déﬁnition
d’un coeﬃcient de corrélation entre les modèles de calcul simple et rigoureux. Ce critère de
corrélation est en eﬀet déterminant pour cette méthode. De plus, cette section introduit un al-
gorithme aﬃné appelé la stratification contrôlée adaptative (SCA) qui améliore potentiellement
les performances de la SC. La section 5.3 présente un cas d’étude simple et les sections 5.4 et
5.5 traitent des applications soulignant les propriétés des techniques SC et SCA. Le scénario
considéré est celui d’une propagation d’interférence au sein d’un réseau de ﬁls conducteurs
au-dessus d’un plan de masse parfaitement conducteur. Dans les deux sections, le modèle ri-
goureux est basé sur une résolution numérique des équations de Maxwell par la méthode des
moments (MoM). Le modèle simple est basé sur la théorie des lignes de transmission (TLT)
dans la section 5.4 ou sur un maillage grossier pour la solution numérique fournie par la ré-
solution de la MoM dans la section 5.5. Enﬁn, la section 5.5.1.4 permet d’illustrer le fait que
l’échantillon de valeurs extrêmes obtenues à partir de la technique de SC, peut servir de test
pour l’ajustement d’une distribution de Pareto généralisée.
5.2 Stratification contrôlée (SC)
5.2.1 Présentation de la méthode de SC
Supposons que Y = f(X), où X est un vecteur aléatoire de taille M décrivant les incerti-
tudes des paramètres d’entrée, et Y est la réponse aléatoire d’un modèle rigoureux f coûteux
en temps de calcul. Nous supposons également qu’un modèle simple fs existe : Z = fs(X). La
réponse Z de ce modèle simple est une approximation grossière de f .
La méthode de SC propose une stratégie permettant d’utiliser le modèle simple fs, pour esti-
mer des valeurs extrêmes avec un nombre réduit d’appels au modèle coûteux f .
5.2.1.1 Estimation empirique (EE) de quantile
On cherche à estimer le quantile d’ordre α de la sortie Y , notée yα. Généralement, l’es-
timation du quantile est eﬀectuée à partir de l’estimation de la cdf, qui mène ensuite à un
estimateur du quantile yα. Supposons que l’on dispose d’un échantillon de taille n (Y1, . . . ,Yn)
représentant un ensemble de n variables aléatoires indépendantes et identiquement distribuées
(i.i.d) de loi inconnue et dont la pdf est p(y). L’estimateur empirique (EE) de la cdf F (y),
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où 1Yi≤y est la fonction indicatrice qui vaut 1 lorsque Yi ≤ y, et 0 sinon. La cdf F (y) est
asymptotiquement gaussienne par :√




σ2EE = F (y)(1 − F (y)). (5.2)
L’estimation du quantile d’ordre α est donnée par :
YˆEE(α) = inf{y, FˆEE(y) > α} (5.3)
qui est également asymptotiquement normal :√









Ce résultat asymptotique met en évidence que la variance est plus élevée lorsqu’un quantile
extrême est recherché car p(yα) est faible.
Aﬁn de réduire la variance du quantile, diﬀérentes approches telles que l’estimation de
quantile par variable de contrôle et l’estimation de quantile par stratiﬁcation contrôlée ont été
introduites [17]. Ces techniques sont présentées maintenant.
5.2.1.2 Estimation de quantile par variable de contrôle (VC)
Cette section présente une approche de réduction de variance basée sur l’utilisation du
modèle simple Z = fs(X) comme variable de contrôle (VC). En s’appuyant sur le modèle
simple Z, il est possible d’évaluer les quantiles zα ou toute espérance E[h(Z)] d’une fonction
de Z par simulation de MC. Un estimateur de la cdf F (y) donné par une VC Z s’écrit comme :
FˆV C(y) = FˆEE(y) −C(hˆn −E[h(Z)]), (5.5)
où la fonction h ∶ R �→ R est déﬁnie par l’utilisateur [18] et hˆn = 1n ∑nj=1 h(Zj). Le paramètre
optimal C est le coeﬃcient de corrélation entre h(Z) et 1Y ≤y. Cette valeur est inconnue en
pratique. Elle est alors estimée par le paramètre Cˆ, déﬁni comme l’estimateur de la pente
obtenue par régression des moindres carrés de 1Yj≤y sur h(Zj) :
Cˆ =
∑nj=1 (1Yj≤y − FˆEE(y))(h(Zj) − hˆn)∑nj=1(h(Zj) − hˆn)2 . (5.6)
Il a été montré dans [19] que l’estimateur FˆV C(y) avec le coeﬃcient de corrélation estimé
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(hˆn −E[h(Z)])(hˆn − h(Zj))∑ni=1(h(Zi) − hˆn)2 avec ∑nj=1Wj = 1.












n −N01Zj>zα . (5.8)
L’estimateur 5.7 a été montré par [20], comme équivalent à l’estimateur de maximum de
vraisemblance. Comme les estimateurs de MC convergent [18], nous obtenons ainsi :√




σ2V C = F (y)(1 − F (y))(1 − ρI(α)2), (5.9)
où ρI(α) est le coeﬃcient de corrélation entre 1Y ≤y et 1Z≤zα donné par :
ρI(α) =
P(Y ≤ y,Z ≤ zα) − αF (y)�
F (y)(1 − F (y))√α − α2 . (5.10)
L’objectif est maintenant d’estimer le α-quantile de Y en utilisant l’estimateur par VC
FˆV C(y) de la cdf de Y . On considère les statistiques d’ordre (Y(1), . . . ,Y(n)), où l’échantillon
est ordonné dans l’ordre croissant avec les poids correspondants W(i) donnés dans l’équation
5.8. En ayant recours à l’estimateur 5.7 de la cdf F (y), l’estimateur par VC du α-quantile est






En utilisant des résultats de réduction de variance pour les techniques de MC [21], cette
estimateur YˆV C(α) est également asymptotiquement normal :√







(1 − ρ2I(α)), (5.12)
où σ2V C est la variance réduite et ρI(α) est le coeﬃcient de corrélation entre 1Zi≤zα et 1Yi≤yα :
ρI(α) =
P(Y ≤ yα, Z ≤ zα) − α2
α − α2 . (5.13)
Nous pouvons remarquer que la variance de YˆV C(α) est réduite par un facteur de (1−ρ2I(α))
par rapport à la variance de l’estimateur empirique YˆEE donné dans 5.4. Ceci souligne que,
plus le coeﬃcient de corrélation ρI(α) est élevé, plus la variance du quantile σ2V C est réduite
[17].
Enﬁn, l’estimateur ρˆI(α) du coeﬃcient de corrélation est donné par :
ρˆI(α) =
∑nj=1(1Yj≤y − FˆEE(y))(1Zj≤zα − hˆn)�∑nj=1(1Yj≤y − FˆEE(y))2�∑nj=1(1Zj≤zα − hˆn)2
��������������y=YˆV C(α) (5.14)
avec hˆn = 1n ∑nj=1 1Zj≤zα .
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5.2.1.3 Estimation de quantile par SC
Les modèles simple Z = fs(X) et rigoureux Y = f(X) fournissent des réalisations de
réponse. Le modèle simple peut mener à des écarts signiﬁcatifs de la réponse par rapport au
modèle rigoureux. Cependant, il est nécessaire que la sensibilité des paramètres d’entrée reste
similaire à celle du modèle rigoureux, particulièrement pour les réalisations extrêmes de la
réponse Y . Ceci est quantiﬁé, seulement a posteriori, avec le critère de corrélation donné par
5.14.
Ainsi, nous introduisons la technique de SC consistant à combiner le modèle simple et le
modèle rigoureux pour l’estimation de quantile extrême. Plus précisément, le modèle simple
est utilisé pour stratiﬁer l’espace de la sortie Z = fs(X) en r intervalles particuliers I1, . . . ,Ir
appelés strates. Une fois que ces intervalles ont été identiﬁés, des réalisations de X sont choisies
dans chacun d’entre-eux, et sont exploitées pour évaluer le modèle complexe Y = f(X). Par
ce procédé, nous augmentons le nombre de réalisations adéquat pour l’estimation du quantile
recherché [17].
Soient r+1 quantiles −∞ = zα0 < zα1 < . . . < zαr =∞ reliés aux probabilités 0 = α0 < α1 < . . .
< αr = 1. Nous déﬁnissons par des strates, les intervalles ]zαj−1 ,zαj ], pour j = 1, . . . ,r. D’après




P(Y ≤ y∣Z ∈]zαj−1 , zαj ]) ⋅ (αj − αj−1). (5.15)
Ainsi, l’estimation de F (y) nécessite le calcul des probabilités conditionnelles suivantes :
pj(y) = P(Y ≤ y∣Z ∈]zαj−1 , zαj ]). (5.16)
Cela mène à l’introduction d’une suite d’entiers N1, . . . ,Nr tels que ∑rj=1Nj = n. En premier
lieu, nous tirons Nj réalisations des variables aléatoires d’entrée (X
(j)
i )i=1,...,Nj aﬁn d’obtenir
Nj réponses Z
(j)
i dans la strate ]zαj−1 ,zαj ]. Ensuite, nous calculons pour ces réalisations d’en-
trée, les réponses du modèle rigoureux Y (j)i . Lorsque ces réponses sont obtenues, les quantités















pˆj(y)(αj − αj−1). (5.18)






�pj(y) − pj(y)2� . (5.19)
Lorsque le nombre de strates r est déﬁni, nous introduisons les nombres réels positifs βj
tels que ∑rj=1 βj = 1 et Nj = [nβj], où [x] est la partie entière de x. L’estimateur FˆSC(y) est
alors asymptotiquement normal par :√









�pj(y) − pj(y)2� . (5.20)
76
CHAPITRE 5. LA MÉTHODE DE STRATIFICATION CONTRÔLÉE APPLIQUÉE À LA
DÉTERMINATION D’INTERFÉRENCES ÉLÉCTROMAGNÉTIQUES EXTRÊMES AVEC
DES VARIABLES D’ENTRÉE INCERTAINES






�F (y) − F (y)2� . (5.21)
En posant Nj = (αj −αj−1) ⋅n, on peut remarquer que la variance de l’estimateur 5.21 est
alors identique à celle de l’estimateur empirique : Var[FˆSC(y)] =
1
n
[F (y)−F (y)2] = Var[FˆEE(y)].
Dans ce cas, la technique de SC est donc inutile.









En posant αj =
j
r
et Nj = nr , et si de plus, les sorties Z et Y sont fortement corrélées, la
variance de l’estimateur FˆSC(y) devient Var[FˆSC(y)] =
1
4rn
. Nous remarquons que la variance
est réduite d’un facteur r par rapport à l’estimateur empirique 5.2. Ceci souligne que la
réduction de la variance peut être assez importante lorsque les variables Z et Y sont bien
corrélées.
De plus, nous montrons maintenant qu’il est pertinent d’augmenter le nombre de réalisa-
tions dans la queue de distribution de la sortie Z aﬁn d’avoir une meilleure estimation d’un
quantile extrême yα de la sortie Y . Supposons que nous soyons intéressés par une estimation
dans la queue de distribution de la cdf F (y), dans la zone où F (y) ≈ 1−ε avec 0 < ε≪ 1. Pour
présenter l’intérêt de la technique, nous déﬁnissons r = 4 strates avec α1 = 1/2, α2 = 1 − 2ε,
α3 = 1 − ε, et nous prenons Nj = n/4 (pour j = 1, . . . ,4) réalisations dans chaque strate. Cette
stratégie répartie n
2
réalisations dans la queue de distribution, où Z > z1−2ε. Deux situations
peuvent être envisagées :
1. Si Z et Y sont indépendantes, cette stratégie signiﬁe que la variance donnée par 5.21 est
Var[FˆSC(y)] ≈ 2ε/n. Ceci mène à une augmentation de la variance par rapport celle de
l’estimation empirique : Var[FˆEE(y)] = ε/n.
2. Si Z et Y sont fortement corrélées, la variance donnée dans 5.22 est alors réduite par
rapport à celle de l’estimation empirique car Var[FˆSC(y)] = ε2/n. Cette situation montre
que la réduction de la variance peut être très signiﬁcative.
A partir de l’estimateur FˆSC(y) de la cdf F (y), l’estimateur du quantile d’ordre α donné
par SC, noté YˆSC(α) s’écrit comme :
YˆSC(α) = inf{y, FˆSC(y) > α}. (5.23)
Ce quantile YˆSC(α) est asymptotiquement normal :√









En résumé, l’intérêt de la méthode de SC repose sur la corrélation entre les modèles simples
et rigoureux, et la stratégie de répartition choisie dans les strates.
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5.2.1.4 Estimation de quantile par stratification contrôlée adaptative (SCA)
Comme mentionné précédemment, la stratégie de répartition dans les r strates a un impact
direct sur l’eﬃcacité de l’estimation du quantile yα de Y . Ainsi, nous présentons dans cette
section une stratégie adaptative permettant d’identiﬁer une meilleure technique, quant à la
répartition des réalisations des variables d’entrée pour l’estimation du quantile yα. Le choix
de cette répartition dépend des probabilités pj(y) que nous devons estimer. Cette technique
adaptative est décrite comme suit :
1. Appliquer la technique de SC avec un choix a priori de n˜ = nµ, µ ∈]0,1[ et un nombre












2. L’estimation de la répartition optimale notée β˜j est alors donnée par
β˜j =
(αj − αj−1) �p˜j(y) − p˜j(y)2�1/2∑rk=1(αj − αj−1) [p˜k(y) − p˜k(y)2]1/2
3. Utiliser les n− n˜ dernières simulations en les répartissant dans chaque strate de manière
à ce que nous obtenions l’estimation du nombre optimal �nβ˜j� pour tout j.















L’estimateur FˆSCA(y) est asymptotiquement normal :√









Le choix a priori des nombres positifs βj n’aﬀecte pas la convergence de la méthode de
SCA mais un bon choix de ces derniers l’accélère.
5.2.2 Discussion autour du choix d’un bon modèle simple
La corrélation entre les modèles simples et rigoureux est un point clé de l’eﬃcacité de la
méthode de SC. Comme mentionné au préalable, le modèle simple doit reproduire la même
sensibilité relative aux réalisations d’entrée fournissant des valeurs extrêmes. Plus précisé-
ment, un ensemble de réalisations d’entrée ayant des quantités de réponse plus élevées que le
quantile zα du modèle simple, doit fournir (i.e. avec une forte probabilité d’occurrence) une
proportion importante de réponses plus élevées que le quantile yα du modèle complexe. Pour
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cette raison, un modèle simple est dit bien corrélé au modèle rigoureux, s’il peut reproduire
la même tendance relative aux variables d’entrée que le modèle rigoureux, pour l’estimation
des événements rares.
En pratique, ce niveau de corrélation est quantiﬁé à travers l’opérateur déﬁni dans 5.14,
une fois que les simulations sont eﬀectuées pour le même échantillon, avec les deux modèles.
Cette estimation de corrélation est seulement eﬀectuée pour contrôler la qualité du modèle
simple, et conﬁrmer qu’il accélérera l’identiﬁcation des réalisations extrêmes de la réponse.
Lorsqu’un bon modèle simple est identiﬁé, cette étape n’a plus besoin d’être eﬀectuée. Dans
un cas d’étude réel, seule une estimation grossière de cette corrélation est disponible en raison
du temps de calcul coûteux des modèles rigoureux. Cependant, dans les sections 5.4 et 5.5,
pour le seul but de validation, nous utiliserons un échantillon de taille importante pour estimer
celle-ci.
L’identiﬁcation des modèles simples pour des problèmes de CEM va bien au-delà de ce
manuscrit, cependant quelques pistes peuvent être suivies. Un modèle physique basé sur une
approximation 1D ou 2D d’un modèle de calcul 3D est une possibilité. Un modèle d’ingénieur
d’une situation complexe est une autre voie de recherche (par exemple un modèle de circuit de
propagation d’interférence sur une puce de circuit imprimé). Une approximation basée sur un
maillage grossier du modèle initial, est également un autre candidat de modèle simple comme
illustré dans la section 5.5.
5.3 Cas d’étude
Un cas d’étude est utilisé à travers ce chapitre pour appliquer les techniques de SC et SCA.
La conﬁguration d’interférence électromagnétique choisie traite d’un problème de diaphonie
au sein d’un système de ﬁls conducteurs interconnectés au dessus d’un plan de masse de type
conducteur électrique parfait (pec) (Fig. 5.1). Le ﬁl n○1 est composé d’une première section
de longueur L1 parallèle à (Ox) jusqu’à la jonction, et d’une seconde section de longueur
L3, déviée d’un angle a1 = 30○ par rapport à (Ox). Ce ﬁl est situé à une hauteur h1 au-
dessus du plan de masse. Il est alimenté par une force électromotrice e = 1 V. Le ﬁl n○2 se
compose également d’une première section de longueur L1 parallèle à (Ox) jusqu’à la jonction.
Au niveau de la jonction, le ﬁl n○2 est ensuite divisé en deux branches (avec une connexion
parfaitement électrique) : une branche de longueur L3 s’écarte de a1 = 30○ par rapport à (Ox),
et une seconde branche dévie de a2 = 45○ par rapport (Ox) dans la direction opposée. Ce
ﬁl est localisé à une hauteur h2 au-dessus du plan de masse. Le ﬁl n○3, situé à une hauteur
h3 au-dessus du plan de masse, est également constitué de deux sections : la première, de
longueur L1, est parallèle à (Ox), la deuxième est de longueur L2 et fait un angle a2 = 45○
avec (Ox). Le ﬁl n○4 est à une hauteur h4 au-dessus du plan de masse. Il est composé d’une
seule section de longueur L2, et eﬀectue un angle a2 = 45○ avec (Ox).
De plus, le ﬁl n○1 est chargé par deux impédances R11 et R12 aux extrémités tandis que le
ﬁl n○2 est directement relié au plan de masse à ses extrémités. Le ﬁl n○3 est chargé par deux
impédances R31 et R32, et le ﬁl n○4 est connecté au plan de masse via deux charges R41 et
R42. Les ﬁls n○1 et n○2, n○2 et n○3, n○3 et n○4 sont respectivement séparés par les distances
d12, d23, d34 (Fig. 5.1).
Dans ce problème de diaphonie, l’objectif est de calculer des événements d’interférences
extrêmes du courant induit I42 à l’extrémité opposée du ﬁl n○4, à l’entrée d’un équipement
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électronique ayant pour impédance R42 = 75 Ω. Nous visons alors à estimer le quantile d’ordre
95 %, noté I0,95, vériﬁant Pf = P �max∆f I42 ⩾ I0,95� =0,05, où ∆f = [70-110 MHz] est la bande
de fréquence FM élargie.
wire n°1



































Figure 5.1 – Vue d’ensemble (a) et vue de dessus (b) des 4 ﬁls conducteurs au-dessus d’un
plan de masse de type conducteur électrique parfait.
L’impact des paramètres d’entrée incertains sur le courant induit I42 est étudié à partir
des variables aléatoires suivantes :● R11 et R31 sont des variables aléatoires uniformes comprises entre 1 Ω et 10 Ω ;● R12 et R32 sont des variables aléatoires uniformes comprises entre 1 kΩ et 10 kΩ ;● L1, L2 et L3 sont des variables aléatoires uniformément distribuées entre 0,9 m et 1,1
m, 1,8 m et 2,2 m, 1,35 m et 1,65 m ;● h1, h2, h3, et h4 sont des variables aléatoires uniformément distribuées entre 12 mm et
18 mm, et variant indépendamment les unes des autres ;
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● d12, d23 et d34 sont des variables aléatoires uniformes comprises entre 4,8 mm et 7,2 mm,
et variant également de manière indépendante entre elles.
De plus, le diamètre de chaque ﬁl est ﬁxé à 1 mm et la charge résistive R41 a une impédance
de 75 Ω.
Finalement, ce problème de diaphonie considère 14 variables aléatoires. Dans la suite, les
techniques de SC et de SCA seront appliquées aﬁn d’estimer un niveau d’interférence extrême
représenté par le quantile I0,95 du courant induit I42.
5.4 Application au cas d’une simulation directe des équations
de Maxwell avec un modèle de ligne de transmission comme
modèle simple pour la méthode de SC
Dans cette section, le modèle simple utilisé est un modèle de calcul appelé PERL, qui est
basé sur la théorie des lignes de transmission (TLT) reposant sur le formalisme de l’équation
BLT (Baum-Liu-Tesche) [22, 23]. Comme modèle rigoureux, nous avons choisi FEKO R○ [24],
un code de calcul s’appuyant sur une résolution des équations de Maxwell par la méthode des
moments (MoM) [25]. Par la suite, les deux modèles de calcul seront notés TLT et MoM.
5.4.1 Estimation de quantile extrême de courant
5.4.1.1 Estimation de la corrélation entre les modèles simple et rigoureux
Dans cette section, le modèle simple utilisé repose sur la théorie des lignes de transmission.
Il néglige l’eﬀet des ﬁls verticaux, l’existence des modes diﬀérents du mode TEM (absence de
re-rayonnement) et considère qu’il n’existe aucun couplage entre les 3 branches du réseau.
Quant au modèle rigoureux, il est basé sur une simulation numérique directe des équations
de Maxwell sous leur forme intégrale. Le modèle TLT évalue le courant induit en environ 0,4
secondes, tandis que le modèle MoM le calcule en environ 35 secondes (en utilisant un maillage
ﬁn des ﬁls à λ
27
≈ 10 cm, où λ est la longueur d’onde).
Pour mettre en évidence la diﬀérence entre les niveaux de courant obtenus par TLT et MoM,
nous les représentons pour la même réalisation aléatoire des 14 variables aléatoires d’entrée. En
sélectionnant une première conﬁguration des paramètres d’entrée incertains, nous traçons les
courants induits I42 sur la bande de fréquence [70-110 MHz] avec TLT (courbe avec astérisques
rouges, voir Fig. 5.2(a)) et avec MoM (courbe avec carrés bleus, voir Fig. 5.2(a)). Le maximum de
courant induit est légèrement plus élevé dans MoM que dans TLT avec une résonance apparaissant
presque à la même fréquence centrale (≈ 94 MHz). Le niveau de courant induit calculé par
TLT est plus faible, et cela s’explique en partie par le rôle des ﬁls verticaux qui ne sont pas
considérés dans la simulation TLT.
Nous estimons d’abord des quantiles de référence à partir d’estimations empiriques (cf. re-
lation 5.3) avec un échantillon de grande taille. Les quantiles d’ordre 95 % de TLT (ZˆEE(0,95) =
0,3560 mA) et de MoM (YˆEE(0,95) = 0,4521 mA) évalués à partir de 7000 réalisations par si-
mulation de MC sont assez diﬀérents. En observant la ﬁgure 5.2(a), nous remarquons que les
niveaux maximums de courant induit I42 calculés par TLT et MoM pour cette combinaison par-
ticulière de réalisations de variables aléatoires d’entrée, i.e. zmax = 0,5104 mA et ymax = 0,5395
mA, sont plus élevés que leur quantile de niveau 95 %. Ceci met l’accent sur le fait que, le
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niveau de corrélation ρˆI(0,95) (5.14) entre les deux codes de calcul est probablement signiﬁ-
catif.
Si l’on eﬀectue une autre simulation avec TLT et MoM pour une nouvelle réalisation aléatoire
des variables d’entrée, nous observons que les courants I42 calculés par TLT (courbe avec asté-
risques rouges, voir Fig. 5.2(b)) et par MoM (courbe avec carrés bleus, voir Fig. 5.2(b)) sont tota-
lement diﬀérents par rapport à leur quantile de niveau 95 %. D’un côté, zmax = 0,3099 mA est
plus faible que son quantile d’ordre 95 % correspondant, ZˆEE(0,95) = 0,3560 mA. De l’autre,
ymax = 0,4678 mA est plus élevé que son quantile de niveau 95 % associé, YˆEE(0,95) = 0,4521
mA. Cela souligne que les deux modèles ne sont pas parfaitement corrélés au sens de la cor-
rélation ρˆI(0,95) (5.14). Pour mesurer la tendance globale entre TLT et MoM autour de leur
quantile respectif, nous estimons le coeﬃcient de corrélation ρˆI(0,95) = 0,52 à partir de 1000
réalisations par simulation de MC. Il convient de souligner que les diﬀérences entre les niveaux
maximums d’amplitude de courant obtenus à partir des deux modèles peuvent être considé-
rables lorsque des événements d’interférences extrêmes doivent être estimés. Ces diﬀérences
sont principalement liées aux hypothèses simpliﬁcatrices utilisées dans la théorie des lignes de
transmission, aux fréquences pour lesquelles les résonances se produisent.
5.4.1.2 Stratégies de répartition des réalisations pour l’estimation de quantile
5.4.1.2.a Répartition uniforme
Nous appliquons dans cette section la méthode de SC. Nous proposons de sélectionner 50
réalisations par strates à partir du modèle simple TLT. Pour cela, nous calculons les quantiles
de Z à partir d’une simulation de MC avec 7000 réalisations de X :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α = 0,5�→ zα = 0,1639 mA
α = 0,9�→ zα = 0,2981 mA
α = 0,95�→ zα = 0,3560 mA.
Nous souhaitons estimer le quantile d’ordre α = 0,95 avec au maximum, n = 200 évaluations
du modèle rigoureux MoM. Ainsi, à partir de n = 200 réponses du modèle MoM, une première
estimation du quantile d’ordre α = 0,95 fournit YˆSC(0,95) = 0,4672 mA. La qualité de cette
première estimation est assez bonne car elle est plutôt proche du quantile empirique de ré-
férence obtenu à l’aide de 7000 réalisations par simulation de MC : YˆEE(0,95) = 0,4521 mA.
Nous examinons au sens des 50 réalisations de la dernière strate, le niveau de corrélation entre
les deux modèles TLT et MoM. Ainsi, nous représentons sur la ﬁgure 5.3, les niveaux maximums
de courant obtenus dans la 4ème strate, où Z > z0,95 = 0,3560 mA. L’histogramme représente la
probabilité d’occurrence des valeurs de courant observées dans la 4ème strate de l’espace de la
réponse Y . En observant la ﬁgure 5.3, nous vériﬁons qu’un nombre signiﬁcatif de valeurs ex-
trêmes de courant est identiﬁé. Parmi les 50 valeurs de courant calculées, 33 d’entre-elles sont
supérieures au quantile empirique de référence : YˆEE(0,95) = 0,4521 mA. Nous remarquons
ainsi, qu’à partir d’un modèle simple modérément corrélé au modèle complexe, nous sommes
capable de déterminer des réalisations d’entrée pertinentes fournissant des valeurs extrêmes
de courant. Cet aspect sera exploité dans la section 5.5.1.4 pour ajuster une distribution de
valeurs extrêmes.
Puisque YˆSC(0,95) = 0,4672 mA est seulement une estimation, il serait convenable de quan-
tiﬁer sa variance. En principe, cela n’est pas réalisable, mais notre cas d’étude plutôt simple
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(a)
(b)
Figure 5.2 – Évaluation du courant induit I42 au sein de la bande de fréquence [70-110 MHz].
Deux conﬁgurations aléatoires de variables d’entrée sont utilisées en (a) et (b) pour le calcul
du courant I42 avec le modèle simple TLT (courbe avec astérisques rouges) et avec le modèle
rigoureux MoM (courbe avec carrés bleus).
permet de renouveler de nombreuses fois, l’estimation du quantile YˆSC(0,95) aﬁn d’évaluer
son écart-type.
En eﬀectuant 10000 estimations du quantile YˆSC(0,95) (en utilisant n = 200 réalisations de
MoM pour chaque estimation), nous avons obtenu une espérance de µˆYSC(0,95) = 0,4532 mA et
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un écart-type de σˆYSC(0,95) = 0,0265 mA. A partir de 10000 estimations empiriques du quantile
YˆEE(0,95) avec n = 200 réalisations de MoM pour chaque estimation, nous avons trouvé une
espérance de µˆYEE(0,95) = 0,4550 mA et un écart-type de σˆYEE(0,95) = 0,0305 mA. Cela valide le
fait que l’écart-type de la méthode de SC σˆYSC(0,95) est inférieur à celui issu d’une estimation
empirique. Pour obtenir un écart-type de même ordre (i.e. σˆYSC(0,95) = 0,0265 mA) à partir
d’une estimation empirique, nous aurions dû eﬀectuer n = 260 réalisations de MoM. Dans le
cas présent, la technique de SC apporte un gain d’un peu plus d’un quart des simulations du
modèle rigoureux. Cependant, nous devons additionner le temps de calcul requis par le modèle
simple. Néanmoins, l’objectif de cette étude n’est pas de réduire le temps de calcul associé à
l’estimation du quantile de ce cas test simple. Il s’agit plutôt de mettre en évidence la réduction
du nombre d’appels au modèle rigoureux en supposant que nous disposions d’un modèle simple
presque « gratuit » en temps de calcul. Le gain en termes de nombre de simulations du modèle
rigoureux, obtenu par la technique de SC par rapport à une estimation empirique (EE), est
donné par la comparaison de la première et de l’avant-dernière ligne (rouge) de la table 5.1.
Figure 5.3 – Histogramme représentant le nombre de réalisations de courant obtenu dans la
4ème strate. Parmi les 50 valeurs de courant calculées, 33 valeurs sont supérieures au quantile
de référence YˆEE(0,95) = 0,4521 mA.
5.4.1.2.b Importance de la répartition
Dans la section précédente, la technique de SC a été appliquée en ayant recours à une
stratégie de répartition uniforme avec 50 réalisations dans chacune des 4 strates. Dans cette
section, nous appliquons la méthode de SC avec une nouvelle stratégie de répartition aﬁn
d’obtenir une meilleure estimation du quantile de niveau 95 %. Ainsi, nous sélectionnons une
stratégie de répartition proportionnelle avec Nj = (αj −αj−1) ⋅n, pour j = 1, . . . ,4, réalisations
dans chaque strate, représentant 100, 80, 10 et 10 réalisations respectivement dans la 1ère, 2ème,
3ème et 4ème strate. En adoptant cette stratégie de répartition, et en eﬀectuant 10000 estima-
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tions de quantile par la méthode de SC, nous obtenons une espérance de µˆYSC(0,95) = 0,4504
mA et un écart-type de σˆYSC(0,95) = 0,0278 mA. Nous remarquons alors que cette stratégie est
moins judicieuse qu’une stratégie uniforme dans la mesure où l’écart-type du quantile est plus
élevé.
Nous proposons ensuite une nouvelle stratégie de répartition, avec une répartition plus
dense dans la queue de distribution, i.e. 100, 60, 20 et 20 réalisations respectivement dans
la 1ère, 2ème, 3ème et 4ème strate. A partir de 10000 estimations de quantile par l’approche
de SC, nous obtenons alors une espérance de µˆYSC(0,95) = 0,4547 mA et un écart-type de
σˆYSC(0,95) = 0,0250 mA. Cette fois, nous observons une meilleure estimation de quantile par
rapport à une estimation avec une répartition uniforme puisque l’écart-type du quantile a
été réduit. Il aurait été possible d’avoir un écart-type de même ordre en utilisant n = 280
réalisations avec une estimation empirique. Le gain de cette stratégie de répartition est autour
de 40 % des simulations dans le cas où l’on néglige les temps de calcul utilisé par le modèle
simple TLT. Le bénéﬁce de l’approche de SC avec cette stratégie de répartition par rapport à
une estimation empirique (EE) est donné par les lignes bleues de la table 5.1.
Cela souligne le fait que cette stratégie de répartition permet une estimation de quantile
plus précise en réduisant son écart-type. Ceci nous mène alors dans la section suivante, à
l’application de la technique de SCA, qui permet d’estimer la stratégie de répartition optimale
dans chaque strate.
5.4.1.2.c Approche par SCA
L’objet de cette section est d’estimer la meilleure stratégie de répartition dans chaque
strate en ayant recours à la technique de SCA présentée dans la section 5.2.1.4.
Nous appliquons d’abord la méthode de SC avec un choix a priori de n˜ = 100 simulations
avec une répartition de 25 réalisations dans chacune des 4 strates. Ensuite, en estimant la
répartition optimale dans chaque strate β˜j , pour j = 1, . . . ,4, nous sommes amenés à ajouter 0,
67, 12 et 21 réalisations respectivement dans la 1ère, 2ème, 3ème et 4ème strate. Une fois que ces
simulations sont eﬀectuées, nous obtenons une estimation du quantile de YˆSCA(0,95) = 0,4272
mA à partir de n = 200 réalisations. Nous quantiﬁons ensuite l’écart-type de la technique de
SCA comme nous l’avions eﬀectué pour la méthode de SC. En utilisant 10000 estimations
de quantile par approche de SCA avec un choix a priori de 25 réalisations dans chacune des
4 strates, nous avons trouvé une espérance de µˆYSCA(0,95) = 0,4396 mA et un écart-type de
σˆYSCA(0,95) = 0,0267 mA. Ainsi, nous obtenons une estimation similaire à celle issue de la
méthode de SC avec une répartition uniforme de 50 réalisations par strates. La technique de
SCA n’apporte aucune contribution signiﬁcative par rapport à la SC, probablement parce que
la qualité du modèle simple est assez faible. Le résultat de l’estimation par SCA est donné sur
la table 5.1.
Dans la section suivante, nous utilisons un meilleur modèle simple (i.e. mieux corrélé au
modèle rigoureux) aﬁn de vériﬁer l’apport des techniques de SC et de SCA par rapport à une
estimation empirique de quantile.
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Table 5.1 – Cas d’un modèle simple basé sur la TLT : comparaison des résultats obtenus





















dans les 4 strates :












SCA n = 200 σˆYSCA(0,95) = 0,0267
mA
EE n = 200
σˆYEE(0,95) = 0,0305
mA
EE n = 260
σˆYEE(0,95) ≈ 0,0265
mA
EE n = 280
σˆYEE(0,95) ≈ 0,0250
mA
5.5 Application au cas d’une simulation « full-wave » avec une
autre simulation « full-wave » utilisant un maillage grossier
comme modèle simple pour la technique de SC
Un maillage grossier est un choix assez intuitif pouvant correspondre à une identiﬁca-
tion de modèle simple puisque le coût de calcul est plutôt faible. Au delà de l’intuition, la
caractéristique importante est le critère de corrélation entre les deux modèles.
Dans cette section, le cas d’étude est toujours celui présenté dans la section 5.3. La seule
diﬀérence est donc le nouveau modèle simple. En eﬀet, le modèle simple utilisé est le même
modèle de calcul FEKO utilisant la MoM avec un maillage grossier des ﬁls, i.e. λ
5,5
≈ 50 cm. Ce
modèle simple sera noté MoMcoa par la suite.
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5.5.1 Estimation de quantile extrême de courant
5.5.1.1 Evaluation de la corrélation entre les modèles simple et rigoureux
Comme dans la section 5.4.1.1, nous voulons à nouveau illustrer les diﬀérences entre les
modèles simple et rigoureux.
Par conséquent, pour les mêmes réalisations d’entrée, nous représentons les courants in-
duits I42 en fonction de la bande de fréquence [70-110 MHz] avec MoMcoa (courbe avec cercles
roses, voir Fig. 5.4(a)) et avec MoM (courbe avec carrés bleus, voir Fig. 5.4(a)). De nouveau,
nous pouvons noter une tendance similaire entre les deux courbes mais nous apercevons des
diﬀérences entre les niveaux maximums d’amplitude de courant et des fréquences de résonance
calculées par MoMcoa (i.e. zmax = 0,4359 mA) et MoM (i.e. ymax = 0,5591 mA). Notez que pour
cette simulation, un maillage grossier avec 49 segments des ﬁls a été utilisé par le modèle simple
MoMcoa, et un maillage ﬁn avec 150 segments des ﬁls a été requis par le modèle rigoureux MoM.
De plus, nous avons également évalué les quantiles de niveau 95 % de MoMcoa (ZˆEE(0,95) =
0,3897 mA) et de MoM (ZˆEE(0,95) = 0,4521 mA) à partir de 7000 réalisations par simulation de
MC. Cette fois encore, les quantiles d’ordre 95 % sont diﬀérents. Cependant, nous observons sur
la ﬁgure 5.4(a) que les niveaux maximums des deux courbes zmax = 0,4359 mA et ymax = 0,5591
mA, respectivement calculés par MoMcoa et par MoM, sont supérieurs à leur quantile de niveau
95 %. Cette conﬁguration montre une nouvelle fois un certain niveau de corrélation (5.14)
entre les deux simulations.
En réalisant des simulations pour une nouvelle conﬁguration aléatoire des variables d’en-
trée, les courants I42 obtenus par MoMcoa (courbe avec cercles roses, voir Fig. 5.4(b)) et par MoM
(courbe avec carrés bleus, voir Fig. 5.4(b)) sont dans ce cas assez diﬀérents vis-à-vis de leur
quantile d’ordre 95 %. D’une part, zmax = 0,3599 mA (les ﬁls sont maillés en 49 segments) est
inférieur à son quantile de niveau 95 % correspondant, ZˆEE(0,95) = 0,3897 mA. D’autre part,
ymax = 0,4598 mA (les ﬁls sont maillés en 147 segments) est supérieur à son quantile relatif
d’ordre 95 %, YˆEE(0,95) = 0,4521 mA. Pour quantiﬁer la similitude entre MoMcoa et MoM autour
de leur quantile respectif, nous avons estimé le coeﬃcient de corrélation ρˆI(0,95) = 0,76 à par-
tir de 1000 réalisations par simulation de MC. Dans ce cas, le niveau de corrélation entre les
modèles simple et complexe est plutôt élevé. Ceci devrait permettre d’identiﬁer de nombreuses
réalisations pertinentes avec le modèle simple. Nous nous attendons donc à une amélioration
signiﬁcative de la qualité de l’estimation du quantile d’ordre 95 % par rapport à celle de la
section 5.4.
5.5.1.2 Estimation de quantile par SC et SCA
Comme auparavant, nous appliquons la méthode de SC avec une stratégie de répartition
uniforme.
Nous choisissons 50 réalisations par strates à partir du modèle simple MoMcoa. En utilisant
7000 réalisations à partir de simulation de MC, nous identiﬁons les quantiles de Z permettant
de déﬁnir les strates : ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α = 0,5�→ zα = 0,1750 mA
α = 0,9�→ zα = 0,3277 mA
α = 0,95�→ zα = 0,3897 mA.
Nous avons eﬀectué 10000 estimations du quantile YˆSC(0,95) par la méthode de SC
(avec n = 200 calculs de MoM à chaque estimation), et nous avons obtenu une espérance de
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(a)
(b)
Figure 5.4 – Le courant induit I42 est évalué sur la bande de fréquence [70-110 MHz]. Deux
conﬁgurations aléatoires des variables d’entrée sont utilisées en (a) et (b) aﬁn de calculer
I42 avec le modèle simple MoMcoa (courbe avec cercles roses) et avec le modèle rigoureux MoM
(courbe avec carrés bleus).
µˆYSC(0,95) = 0,4547 mA ainsi qu’un écart-type de σˆYSC(0,95) = 0,0202 mA. En utilisant une
estimation empirique, il aurait été nécessaire de recourir à n = 400 calculs de MoM à chaque
estimation pour obtenir un écart-type de même ordre. Ce cas montre que la technique de SC
avec une stratégie de répartition uniforme permet de réduire de 50 % le temps de calcul si
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l’on néglige le temps de simulation utilisé par MoMcoa. Nous remarquons que l’estimation par
SC du quantile est meilleure lorsque l’on dispose du modèle simple MoMcoa, au lieu du modèle
TLT (cf. section 5.4), où l’écart-type de la méthode de SC est supérieur i.e. σˆYSC(0,95) = 0,0265
mA. Cette exemple conﬁrme bien que, lorsque le coeﬃcient de corrélation ρˆI(0,95) (5.14) est
plus élevé, la technique de SC est plus eﬃcace.
En ayant à notre disposition un bon modèle simple, nous appliquons l’approche par SCA
avec n = 200 réalisations pour vériﬁer sa contribution additionnelle à la technique de SC. Notez
que dans la section 5.4, la méthode de SCA n’a pas fourni une estimation de meilleure qualité
que la SC, vraisemblablement car le modèle simple utilisé était de qualité insuﬃsante.
Dans un premier temps, nous appliquons la méthode de SC avec un choix a priori de n˜ = 100
réalisations et une stratégie de répartition de 25 réalisations dans chacune des 4 strates. Dans
un second temps, nous estimons la répartition optimale (parmi les 100 réalisations restantes)
dans chaque strate β˜j , pour j = 1, . . . ,4. Lorsque cette répartition est identiﬁée, nous ajou-
tons les réalisations requises dans chaque strate et nous estimons les quantiles YˆSCA(0,95).
En reproduisant 10000 estimations du quantile par SCA, nous trouvons une espérance de
µˆYSCA(0,95) = 0,4452 mA et un écart-type de σˆYSCA(0,95) = 0,0157 mA. Pour obtenir un écart-
type de même ordre, nous aurions dû utiliser autour de n = 600 réalisations. Le bénéﬁce de
la méthode SCA est de 3 fois en termes de temps de calcul (sans considérer le coût de calcul
du modèle simple). Cela permet de conﬁrmer le fait que, la technique de SCA peut être très
eﬃcace lorsqu’elle s’appuie sur un modèle simple hautement corrélé au modèle rigoureux pour
l’estimation des événements extrêmes. Les écarts-types des estimations du quantile d’ordre 95
% et le nombre de simulations requis par le modèle rigoureux, sont donnés pour les méthodes
de SC, SCA et EE sur la table 5.2.
Table 5.2 – Cas d’un modèle simple basé sur une simulation « full-wave » avec un maillage
grossier : comparaison des résultats obtenus par SC, SCA et EE pour l’estimation du quantile


















SCA n = 200 σˆYSCA(0,95) = 0,0157
mA
EE n = 200
σˆYEE(0,95) = 0,0305
mA
EE n = 400
σˆYEE(0,95) ≈ 0,0202
mA
EE n = 600
σˆYEE(0,95) ≈ 0,0157
mA
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5.5.1.3 Discussion autour des performances des deux modèles simples
Dans ce cas d’étude, l’approche par SC a été eﬀectuée avec un modèle simple basé sur la
théorie des lignes de transmission (TLT), et un second basé sur résolution par la méthode des
moments MoM avec un maillage grossier.
Cependant, même si les estimations des quantiles étaient plutôt d’assez bonne qualité
en s’appuyant sur le modèle simple TLT, les résultats ont été améliorés en utilisant le modèle
simple MoMcoa mieux corrélé au modèle complexe, selon le critère de corrélation donné par 5.14.
Le fait que le modèle simple TLT soit moins corrélé au modèle rigoureux pourrait être expliqué
par les approximations de la TLT, qui néglige l’eﬀet des ﬁls verticaux, le re-rayonnement des
ﬁls et ignore le couplage entre les 3 branches du réseau. En ayant utilisé un maillage grossier i.e.
λ
5,5
≈ 50 cm (tandis que le modèle rigoureux est maillé à λ
27
≈ 10 cm), cela a permis d’identiﬁer
plus précisément, des réalisations de réponse dans chacune des 4 strates, et ainsi d’estimer
plus eﬃcacement la cdf F (y) (et donc le quantile de niveau 95 %).
5.5.1.4 Distribution de valeurs extrêmes
L’échantillon formé par les réponses extrêmes supérieures au quantile YˆSC(0,95) = 0,4672
mA peut être utilisé en vue d’un test d’ajustement d’une distribution de Pareto généralisée
aﬁn d’obtenir un meilleur aperçu sur la distribution de probabilité d’événements extrêmes
[13]. Nous rappelons d’abord, que si une variable aléatoire continue X suit une distribution
de Pareto généralisée, la cdf est alors donnée par [26] :
FX(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 − �1 + ξ(x − γ)
η
�−1ξ , ξ ≠ 0
1 − e(−x−γη ) , ξ = 0 (5.26)
où γ, ξ et η sont respectivement les paramètres de position, de forme et d’échelle de la
distribution de probabilité.
L’ajustement de la distribution de Pareto généralisée est appliqué ici à titre d’exemple à
un ensemble de réalisations particulières de la section 5.4.1.2.a (TLT vs MoM).
En prenant les valeurs de courant supérieures au quantile estimé YˆSC(0,95) = 0,4672 mA
(i.e. paramètre de position) obtenues dans la 3ème et 4ème strate lors de l’estimation par SC,
nous ajustons une distribution de Pareto généralisée. Parmi les 100 valeurs des deux dernières
strates, 35 valeurs sont supérieures à YˆSC(0,95) = 0,4672 mA et sont utilisées pour ajuster
une distribution de Pareto généralisée à partir de la technique de maximum de vraisemblance
[27]. Les paramètres de forme ξ = 0,23 et d’échelle η = 0,12 mA de la distribution de Pareto
généralisée ont été obtenus avec un intervalle de conﬁance de niveau 95 % : ξ ∈ [-0,18 ; 0,64],
et η ∈ [0,06 ; 0,18 mA].
La distribution de Pareto généralisée ajuste raisonnablement bien les valeurs extrêmes de
courant, voir Fig. 5.5(a). Il faut également noter que la méthode de SC peut faciliter l’identiﬁ-
cation de très rares événements tels qu’une réponse de courant à presque 1,6 mA. Cependant,
nous ne pouvons pas déduire la probabilité d’occurrence associée à un tel événement extrême.
Une précaution raisonnable est de restreindre l’analyse de la distribution de Pareto générali-
sée pour évaluer un quantile de probabilité plus élevée, dans la mesure où l’on dispose d’un
nombre raisonnable de réalisations au-dessus du quantile, disons typiquement 10. Puisque 35
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réalisations extrêmes de courant sont disponibles, cette limite conduit à (35-10)/35, i.e. envi-
ron le quantile d’ordre 70 % de ces réalisations extrêmes. Cela correspond au quantile d’ordre
98,5 % de la distribution initiale F (y).
La ﬁgure 5.5(b) présente la cdf de la distribution des valeurs extrêmes ainsi que l’ajustement
de la distribution de Pareto généralisée. Cette représentation conﬁrme que la distribution de
Pareto généralisée suit diﬃcilement la distribution empirique au-delà du quantile de niveau
71 %, i.e. la limite de validité de l’ajustement. Le quantile d’ordre 70 % de ces réalisations
extrêmes, estimé à partir de la distribution de Pareto généralisée est de 0,6365 mA. Par
comparaison, une estimation empirique directe du quantile d’ordre 98,5 % (obtenues par 7000
réalisations à partir de simulation de MC) donne YˆEE(0,985) = 0,5722 mA. Nous notons que
ces valeurs sont assez proches.
5.6 Conclusion
Ce chapitre introduit la méthode de stratiﬁcation contrôlée (SC) et sa variante la stratiﬁca-
tion contrôlée adaptative (SCA) appliquées à l’analyse d’un problème de CEM. Cette approche
propose une réduction de variance pour l’estimation d’un quantile d’ordre α (α proche de 1),
lorsque la réponse du modèle de calcul utilisé est coûteuse en temps de calcul. Cette méthode
s’appuie sur un modèle simple, qui est une approximation grossière (supposée à un coût de cal-
cul faible) du modèle de calcul coûteux, pour sélectionner des réalisations d’entrée pertinentes
aﬁn d’estimer des événements extrêmes dans le contexte de variables incertaines.
La qualité de cette estimation dépend de la capacité du modèle simple à reproduire la
même tendance par rapport aux variables d’entrée que le modèle rigoureux selon une déﬁnition
spéciﬁque de leur corrélation.
En s’appuyant sur un modèle simple basé sur la théorie des lignes de transmission, et
un modèle rigoureux de résolution numérique des équations de Maxwell, nous avons estimé
un quantile extrême d’un courant interférent au sein d’un faisceau de câble en réduisant le
temps de calcul (relatif à une estimation empirique). De plus, l’utilisation d’un modèle simple
a permis d’ajuster une distribution de valeurs extrêmes aﬁn d’estimer un quantile encore plus
élevé. La même étude a également été appliquée en ayant recours à un modèle numérique
de calcul basé sur un maillage grossier, même si ce dernier était plutôt coûteux. Puisque ce
modèle de simulation avec un maillage relâché est plus corrélé au modèle de simulation avec un
maillage ﬁn, le bénéﬁce en termes de réduction du nombre de calcul de ce dernier a augmenté
signiﬁcativement.
L’un des principaux déﬁs à propos de la méthode de SC est de trouver des modèles de sub-
stitution simples et adéquats pour diﬀérents scénarios de modélisation de CEM. Nous avons
pu vériﬁer qu’un maillage grossier par rapport à un maillage ﬁn de discrétisation spatiale pour
la résolution des équations de Maxwell pouvait être un bon candidat. D’autres modèles tels
que des modèles de circuit ou des modèles analytiques incluant des approximations pourraient
être éligibles autant que des métamodèles construits à partir de diﬀérentes techniques statis-
tiques. L’identiﬁcation de tels modèles est une voie de recherche à explorer.
Le but du chapitre suivant est, d’appliquer les méthodes ﬁabilistes (cf. chapitre 4) et la
technique de SC sur un scénario réaliste de CEM. Cette étude a pour objet de vériﬁer l’apport
d’une analyse par ces techniques sur une conﬁguration complexe de CEM.
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(a)
(b)
Figure 5.5 – Ajustement de (a) la pdf et (b) de la cdf de la distribution de Pareto généralisée
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Traitement d’incertitudes sur un problème de couplage onde
EM-câble de transport d’électricité aérien
6.1 Introduction
L’évaluation de la sécurité de systèmes complexes est un problème majeur dans un contexte
IEMI. La protection des systèmes électriques contre les ondes EM est l’une des activités
majeures menées au sein du CEA de Gramat. Ce dernier doit s’assurer que le couplage entre
les ondes EM et les câbles de distribution d’électricité ne risque pas d’engendrer un défaut à
l’entrée des systèmes électroniques connectés en bout de câbles. Dans ce type de problème, la
prise en compte des incertitudes est un enjeu majeur car les systèmes étudiés recouvrent des
conﬁgurations très variées, dans la mesure où de nombreux paramètres d’entrée peuvent être
incertains sur d’importants domaines de variation.
Ainsi, ce chapitre vise à traiter des incertitudes sur un problème de couplage entre une
onde EM et un câble de transport d’électricité aérien, via les méthodes de ﬁabilité (cf. chapitre
4) et la technique de stratiﬁcation contrôlée (cf. chapitre 5). Le but est d’évaluer l’apport et
les limites de ces méthodes sur un problème réellement soulevé.
Dans un premier temps, nous nous intéresserons à l’évaluation d’un risque d’interférence du
système étudié, représenté par le dépassement d’un seuil prescrit. Aﬁn de quantiﬁer ce risque,
nous nous appuierons sur les méthodes ﬁabilistes. Au delà de la quantiﬁcation de ce risque,
l’étude vise à identiﬁer, à partir d’analyses de sensibilité, les paramètres d’entrée incertains
(relatifs à l’onde EM et/ou au câble) qui entraînent le système dans sa zone de défaillance.
Dans un deuxième temps, nous appliquerons la méthode de SC pour estimer un quantile
extrême de courant (i.e. de niveau 99 %) en ayant recours à un modèle rigoureux. L’objectif de
cette seconde étude, consiste à estimer le quantile de niveau 99 % d’un niveau d’interférence
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6.2 Présentation du problème
Cette section a pour objet de présenter le cas test traité dans ce chapitre.
Celui-ci se présente sous la forme d’un câble conducteur d’électricité cylindrique de lon-
gueur L, de diamètre d, et situé à une hauteur h au dessus d’un sol de conductivité σ et de
permittivité relative �r. Il est illuminé par une onde EM considérée comme plane (voir Fig.
6.1). Le champ électrique
�→
E est déﬁni par sa polarisation θp. L’angle d’incidence de l’onde suit
la direction de propagation
�→
k avec un angle d’élévation θe, et un angle d’azimut φ. L’onde
EM incidente est un signal transitoire de temps de montée tm et de temps de largeur tl (voir
Fig. 6.2(a)). Sa représentation dans le domaine fréquentiel est également donnée sur la ﬁgure
6.2(b).
Figure 6.1 – Câble enterré dans un sol réel illuminé par une onde EM.
Dans ce problème de couplage, nous sommes intéressés par le niveau maximum de courant
Imax (Imax =max ∣I ∣, où ∣.∣ est la valeur absolue) à l’extrémité du câble en z = L. Aﬁn d’étudier
l’impact de paramètres d’entrée incertains sur le courant Imax, nous considérons les variables
aléatoires suivantes :● tm est une variable aléatoire uniforme entre 1 ns et 20 ns ;● tl est une variable aléatoire uniforme entre 50 ns et 500 ns ;● θp est une variable aléatoire uniforme entre 0° et 90° ;● θe est une variable aléatoire uniforme entre 0° et 90° ;● φ varie uniformément entre 0° et 359° ([0° ; 360°[) ;● L varie uniformément entre 100 m et 500 m ;● h varie uniformément entre 6 m et 12 m ;● d est une variable aléatoire uniforme entre 1 cm et 20 cm ;● �r est une variable aléatoire uniforme entre 1 et 10.
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De plus, l’amplitude maximale du champ électrique
�→
E est ﬁxée à 1 kV/m (voir Fig. 6.2(a)),
et la conductivité du sol est un paramètre σ. Au total, ce problème considère un vecteur aléa-
toire d’entrée X = {tm,tl,θp,θe,φ,L,h,d,�r} contenant les variables aléatoires {Xi,i = 1, . . . ,9}.
(a)
(b)
Figure 6.2 – (a) Onde EM de forme bi-exponentielle dans le domaine temporel avec un temps
de montée tm et un temps de largeur tl. (b) Représentation de l’onde EM dans le domaine
fréquentiel.
La suite du chapitre est consacrée à l’utilisation de l’analyse de sensibilité globale, des
méthodes ﬁabilistes, et de la méthode de SC sur ce problème de couplage. Chaque technique
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est employée aﬁn d’analyser le câble au dessus d’un sol rocailleux (σ = 10−3 S/m), et d’un sol
en terre (σ = 5 × 10−2 S/m).
6.3 Analyse de sensibilité globale et application des méthodes
fiabilistes sur le problème de couplage onde EM-câble
Cette section a pour but d’eﬀectuer une analyse de sensibilité (AS) globale, et d’estimer
la probabilité de dépassement d’un seuil prescrit par les méthodes de ﬁabilité sur le problème
de couplage onde EM-câble. L’étude est d’abord eﬀectuée pour un câble au dessus d’un sol
rocailleux, puis d’un sol en terre. Une conclusion est ensuite donnée sur l’ensemble des résultats
obtenus en fonction de la nature du sol.
Les résultats présentés dans cette section ont été obtenus à l’aide de la toolbox open-source
FERUM4.1 [1] couplée avec un code de calcul interne du CEA/Gramat, basé sur la théorie
des lignes de transmission (TLT) [2].
6.3.1 Sol rocailleux
Dans cette section, nous choisissons de considérer le câble au dessus d’un sol rocailleux,
en ﬁxant la conductivité du sol à σ = 10−3 S/m.
6.3.1.1 Analyse de sensibilité globale
Tout d’abord, il est intéressant d’observer les variations du courant Imax en fonction des
variables aléatoires d’entrée du problème déﬁni dans la section 6.2. Une représentation par
histogramme du courant Imax en fonction des aléas d’entrée est alors donnée à partir de 1000
réalisations par simulation de MC sur la ﬁgure 6.3. Sur l’ensemble des 1000 réponses de courant,
Imax varie entre 0 et 163 A. On constate que les valeurs de courant sont majoritairement
comprises entre 0 A et 90 A, puis au delà, apparaissent des valeurs extrêmes de Imax.
Nous sommes maintenant intéressés par l’identiﬁcation des variables aléatoires d’entrée
entraînant d’importantes variations du courant Imax. Nous eﬀectuons alors une AS globale,
en estimant les indices de Sobol (cf. section 3.2.1). Un histogramme représentant les indices
de Sobol du 1er ordre et les indices totaux, est alors donnée sur la ﬁgure 6.4. Les indices du
1er ordre montrent l’eﬀet des variables d’entrée en négligeant leurs interactions, tandis que les
indices totaux représentent leurs eﬀets globaux sur les variations du courant Imax. Ces derniers
montrent alors que les variations du courant Imax sont essentiellement liées aux angles (φ, θp,
θe), et au temps de largeur (tl) de l’onde EM. Les paramètres géométriques (L, h et d) du câble
ont très peu d’impact sur les ﬂuctuations du courant tandis que l’eﬀet des autres variables
(tm et �r) est négligeable.
D’un point de vue physique, cette AS semble cohérente dans la mesure où le niveau de
couplage est par nature très sensible à la polarisation et à l’ongle d’incidence de l’onde source.
Après l’AS globale, nous souhaitons estimer la probabilité de dépassement d’un seuil ﬁxé
par les méthodes ﬁabilistes. Ceci est l’objet de la section suivante.
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Figure 6.3 – Cas d’un sol rocailleux : représentation du courant Imax à partir de 1000 réali-
sations par simulation de MC.
Figure 6.4 – Cas d’un sol rocailleux : analyse de sensibilité globale du courant Imax par
indices de Sobol (indices du 1er ordre et indices totaux).
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6.3.1.2 Estimation d’une probabilité de défaillance Pf
Cette section a pour but d’estimer une probabilité de défaillance, déﬁnie comme la proba-
bilité de dépassement d’un seuil prescrit en prenant en compte les aléas d’entrée mentionnés
dans la section 6.2.
6.3.1.2.a Estimation de Pf sur le domaine total de variation de l’angle d’azimut
de l’onde EM
Après avoir observé les variations du courant Imax sur la ﬁgure 6.3, nous proposons d’es-
timer par les méthodes ﬁabilistes, la probabilité de dépassement d’un seuil de 80 A (seuil
ﬁxé arbitrairement, voir Fig. 6.3). Cette probabilité de défaillance, notée Pf = P(Imax ≥ 80
A) est estimée par les méthodes ﬁabilistes (FORM, SORM, IS et SS). Les résultats des es-
timations de Pf , ainsi que les nombres d’appels n au code de calcul associés sont donnés
dans la table 6.1. Nous remarquons un écart signiﬁcatif entre les résultats fournis par FORM
(Pf,FORM = 1,8 × 10−3), SORM (Pf,SORM = 5,4 × 10−4) et le résultat de référence obtenu à
partir de 10000 réalisations par simulation de MC (Pf,MC = [3,4 × 10−2 ; 3,8 × 10−2]). Nous
constatons alors que les méthodes FORM et SORM présentent des limites concernant l’ap-
proximation du domaine de défaillance. De plus, le nombre d’appels au code de calcul eﬀectué
par FORM est très élevé (i.e. 1724), alors que cet algorithme n’a généralement besoin que de
quelques centaines d’évaluations du modèle pour converger vers le point de conception. Cela
est probablement dû à la surface d’état-limite qui possède une forme non-linéaire et trop irré-
gulière au voisinage du point de conception. Aﬁn de contourner cette diﬃculté, les approches
par IS et SS sont utilisées. Les estimations de Pf données par IS et SS sont respectivement
Pf,IS = [1,3× 10
−2 ; 2,8× 10−2] et Pf,SS = [3,2× 10−2 ; 4,1× 10−2]. Ces résultats ont été obtenus
en ayant recours à 2000 appels au modèle. Il est à souligner que ces 2000 évaluations au code
de calcul ont été choisies pour satisfaire un compromis entre précision et réduction du temps
de calcul par rapport à une méthode de type MC. L’approximation de Pf est cette fois plus
proche du résultat de référence, même si la méthode IS semble éprouver quelques diﬃcultés à
estimer correctement Pf .
Table 6.1 – Cas d’un sol rocailleux : estimation de Pf = P(Imax ≥ 80 A).
FORM SORM IS SS MC




; 2,8 × 10−2]
[3,2 × 10−2
; 4,1 × 10−2]
[3,4 × 10−2
; 3,8 × 10−2]
n 1724 54 2000 2000 10000
Comme évoqué précédemment, les méthodes FORM et SORM présentent des limites à
prendre en compte la complexité du problème, en raison des irrégularités trop fortes autour
du point de conception. Nous proposons alors d’eﬀectuer une étude de la géométrie de la
surface d’état-limite autour du point de conception [3]. Le but est de représenter la géométrie
de la surface d’état-limite ∂D dans tous les plans de coupe (ξk,ξl) (où k,l ∈ {1, . . . ,9} avec k < l)
contenant le point de conception ξ∗ identiﬁé par la méthode FORM. Certains de ces plans
de coupe sont représentés sur la ﬁgure 6.5. Cette étude montre que la surface d’état-limite
est assez régulière pour toutes les paires de variables aléatoires, à l’exception de celles faisant
intervenir la variable aléatoire ξ5, représentant l’angle d’azimut φ dans l’espace gaussien centré
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réduit. On peut ainsi observer que la surface d’état-limite (i.e. frontière entre les domaines
rouge et bleu) est assez pointue dans les 3 plans de coupe du bas de la ﬁgure 6.5.
Figure 6.5 – Plans de coupe autour du point de conception ξ∗ (en vert) identiﬁé par FORM.
Pour réduire l’irrégularité de la surface d’état-limite provoquée par l’angle d’azimut φ,
nous proposons de partitionner le domaine initial de variation de φ en 4 quadrants : φ ∈ [0° ;
90°], φ ∈ ]90° ; 180°], φ ∈ ]180° ; 270°] et φ ∈ ]270° ; 359°].
L’analyse ﬁabiliste sera alors eﬀectuée séparément sur chaque quadrant d’angle d’azimut
φ, et Pf sera estimée en moyennant les résultats obtenus par quadrant.
6.3.1.2.b Estimation de Pf par quadrant d’angle d’azimut de l’onde EM
Dans un premier temps, il est intéressant d’illustrer le comportement du courant Imax en
fonction de chaque quadrant d’angle d’azimut. Pour cela, une représentation par histogramme
sur chaque quadrant est donnée à partir de 1000 réalisations par simulation de MC sur la ﬁgure
6.6. Nous observons que lorsque φ ∈ [0° ; 90°] et φ ∈ [270° ; 359°], Imax varie respectivement
entre 0 A et 134 A, et entre 0 A et 165 A. Sur les quadrants φ ∈ ]90° ; 180°] et φ ∈ ]180° ; 270°],
le courant Imax est compris entre 0 A et environ 75 A. On remarque ainsi que les niveaux
de courant sont plus élevés sur le premier et le dernier quadrant d’angle d’azimut φ. Cette
observation semble cohérente d’un point de vue physique, car le courant est généralement plus
important lorsque l’angle d’incidence selon l’azimut se situe au voisinage de l’axe du câble
(φ = 0° ou φ = 359°), à l’extrémité opposée du courant Imax.
L’analyse de ﬁabilité est maintenant eﬀectuée pour estimer les probabilités de défaillance
sur chaque quadrant d’angle d’azimut, déﬁnies par Pf1 = P(Imax ≥ 80 A | φ ∈ [0° ; 90°]),
Pf2 = P(Imax ≥ 80 A | φ ∈ ]90° ; 180°]), Pf3 = P(Imax ≥ 80 A | φ ∈ ]180° ; 270°]) et Pf4 = P(Imax ≥
80 A | φ ∈ ]270° ; 359°]). La probabilité de défaillance recherchée Pf = P(Imax ≥ 80 A) est
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Figure 6.6 – Cas d’un sol rocailleux : histogramme du courant Imax obtenu à partir de 1000
réalisations par simulation de MC sur chaque quadrant d’angle d’azimut φ.
ensuite calculée en moyennant les estimations obtenues sur chaque quadrant d’angle d’azimut.
Les résultats des estimations de Pf1 , Pf2 , Pf3 , Pf4 et les nombres d’appels au modèle associés
n1, n2, n3 et n4 sont respectivement donnés par les tables 6.2, 6.3, 6.4, 6.5. La probabilité
de défaillance Pf est donnée sur la table 6.6. En comparant la table 6.1 et la table 6.6, on
peut ainsi remarquer que l’erreur commise par FORM et surtout SORM a été réduite par
rapport au résultat de référence donné par simulation de MC. Les méthodes IS et SS semblent
également fournir de meilleures estimations de Pf . Cette stratégie qui consiste à partitionner
l’angle φ en 4 quadrants, a alors permis de réduire les non-linéarités et irrégularités de la
surface d’état-limite au voisinage du point de conception. Toutefois, le nombre d’appels au
modèle utilisé par la méthode FORM sur chaque quadrant reste assez important en raison de
la complexité du problème traité. Un nombre de 2000 évaluations du modèle a été choisi pour
les méthodes IS et SS aﬁn d’allier précision de l’estimation de Pf , et réduction en temps de
calcul par rapport à une approche classique de MC. Il est à noter qu’une analyse ﬁabiliste en
considérant des valeurs déterministes d’angle φ régulièrement réparties sur [0° ; 359°] comme
dans [3], aurait permis d’améliorer la qualité des approximations FORM et SORM mais aurait
augmenté les temps de calcul.
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Table 6.2 – Cas d’un sol rocailleux : estimation de Pf1 = P(Imax ≥ 80 A | φ ∈ [0° ; 90°]) par
les méthodes de ﬁabilité.
FORM SORM IS SS MC




; 4,7 × 10−2]
[3,4 × 10−2
; 4,3 × 10−2]
[4,5 × 10−2
; 4,9 × 10−2]
n1 1676 54 2000 2000 10000
Table 6.3 – Cas d’un sol rocailleux : estimation de Pf2 = P(Imax ≥ 80 A | φ ∈ ]90° ; 180°])
par les méthodes de ﬁabilité.
FORM SORM IS SS MC




; 6,8 × 10−4]
[3,4 × 10−4
; 7,0 × 10−4]
[3,6 × 10−4
; 8,4 × 10−4]
n2 3180 54 2000 2028 10000
Table 6.4 – Cas d’un sol rocailleux : estimation de Pf3 = P(Imax ≥ 80 A | φ ∈ ]180° ; 270°])
par les méthodes de ﬁabilité.
FORM SORM IS SS MC




; 5,2 × 10−5]
[3,4 × 10−5
; 8,4 × 10−5]
[6,0 × 10−5
; 3,4 × 10−4]
n3 1004 54 2000 2528 10000
Table 6.5 – Cas d’un sol rocailleux : estimation de Pf4 = P(Imax ≥ 80 A | φ ∈ ]270° ; 359°])
par les méthodes de ﬁabilité.
FORM SORM IS SS MC




; 1,2 × 10−1]
[1,2 × 10−1
; 1,4 × 10−1]
[1,1 × 10−1
; 1,2 × 10−1]
n4 508 54 2000 2000 10000
Table 6.6 – Cas d’un sol rocailleux : estimation de Pf = P(Imax ≥ 80 A) par les méthodes de
ﬁabilité.
FORM SORM IS SS MC




; 4,2 × 10−2]
[3,9 × 10−2
; 4,6 × 10−2]
[3,9 × 10−2
; 4,3 × 10−2]
Au cours de l’approximation FORM, nous avons également obtenu les facteurs d’impor-
tance. Ces facteurs permettent de classer l’inﬂuence des variables aléatoires d’entrée par rap-
port à la défaillance du système déﬁnie par l’événement : Imax dépasse le seuil de 80 A. Ainsi,
pour chaque quadrant d’angle d’azimut, une représentation par camembert de ces facteurs
est donnée sur la ﬁgure 6.7. Aﬁn de fournir une estimation globale de l’impact des variables
d’entrée sur la défaillance du système, nous moyennons les facteurs d’importance associés à
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chaque variable sur les 4 quadrants d’angle d’azimut. Par exemple, l’angle φ de l’onde EM a
une contribution de
44 % + 2 % + 23 % + 69 %
4
= 34,5 % sur le fait que Imax excède le seuil de
80 A. Les angles θe, θp et le temps de largeur tl de l’onde EM contribuent respectivement à
hauteur d’environ 17,2 %, 14,5 %, 16,2 %. L’importance de la hauteur h et celle du diamètre
d du câble sont plus limitées, i.e. 7 % pour chacune des variables. Enﬁn, le temps de montée
tm de l’onde EM, la longueur L du câble et la permittivité relative �r du sol ont un eﬀet
négligeable sur le dépassement du seuil considéré.
Figure 6.7 – Cas d’un sol rocailleux : facteurs d’importance (obtenus par FORM) sur chaque
quadrant d’angle d’azimut φ.
Cette AS locale met en évidence le fait que les niveaux de courant extrêmes dépendent
essentiellement des angles φ, θe, θp et du temps de largeur tl de l’onde EM. On remarque alors
que les variables d’entrée ayant un impact considérable sur le courant Imax, sont les mêmes
que celles identiﬁées par l’AS globale (voir Fig. 6.4). De plus, il est également intéressant de
remarquer que l’angle φ a un eﬀet très important sur les niveaux de courant extrêmes obtenus
sur les quadrants d’azimut φ ∈ [0° ; 90°], et φ ∈ ]270° ; 359°], comme observé sur la ﬁgure 6.6.
Dans la section suivante, nous proposons d’eﬀectuer une nouvelle analyse ﬁabiliste du
couplage onde EM-câble sur un sol en terre, de conductivité σ = 5 × 10−2 S/m. L’objectif
de cette nouvelle étude est d’étudier l’inﬂuence du sol sur les niveaux de couplage extrêmes.
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Autrement dit, nous souhaitons vériﬁer si les variables d’entrée impactant les niveaux de
courant extrêmes sont les mêmes que celles identiﬁées pour un sol rocailleux.
6.3.2 Sol en terre
Dans cette section, nous proposons d’étudier le problème de la section 6.2, pour un câble
au dessus d’un sol en terre de conductivité égale à σ = 5 × 10−2 S/m.
6.3.2.1 Analyse de sensibilité globale
Comme précédemment, nous commençons par illustrer le comportement du courant Imax en
fonction des variables aléatoires d’entrée du problème de la section 6.2. Nous choisissons alors
de représenter le courant Imax à partir de 1000 réalisations par simulation de MC sur la ﬁgure
6.8. On observe que le courant Imax varie principalement entre 0 A et 95 A. L’augmentation
de la conductivité du sol (de σ = 10−3 S/m à σ = 5 × 10−2 S/m) a entraîné une diminution
signiﬁcative des niveaux de courant extrêmes. Ceci s’explique par la réﬂexion de l’onde EM
sur le sol, qui a une contribution plus importante lorsque le sol a une conductivité plus élevée.
Puisque les variations du courant Imax ont évolué, il est donc judicieux de quantiﬁer à nouveau
l’impact des aléas d’entrée sur Imax, en eﬀectuant une analyse de sensibilité globale. Nous
estimons alors les indices de Sobol du 1er ordre et les indices totaux sur la ﬁgure 6.9. Nous
observons que les variations du courant Imax sont liées aux aléas d’entrée associées aux angles
de l’onde EM (φ, θp et θe), puis aux paramètres géométriques (h, L et d) du câble. Le temps de
largeur tl a peu d’inﬂuence, tandis que le temps de montée tm et la permittivité relative du sol
ont un rôle négligeable sur la variation du courant. En comparant avec l’AS globale eﬀectuée
pour un sol rocailleux (voir Fig. 6.4), on observe que l’eﬀet du sol est diﬀérent en raison de
la contribution de l’onde EM réﬂéchie par le sol à la diminution du champ d’excitation sur le
câble. Lorsque le câble est proche du sol, les niveaux de courant auront tendance à être plus
faibles. Inversement, si le câble est éloignée du sol, l’onde réﬂéchie tend à moins compenser le
champ incident et les niveaux de courant sont plus élevés. Cela explique l’eﬀet plus important
attribué aux paramètres géométriques du câble (h, L et d) sur les niveaux de courant pour le
sol en terre.
Après l’AS globale, nous proposons d’estimer dans la section suivante, la probabilité de
défaillance d’un seuil de 80 A par les méthodes ﬁabilistes.
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Figure 6.8 – Cas d’un sol en terre : représentation du courant Imax à partir de 1000 réalisations
par simulation de MC.
Figure 6.9 – Cas d’un sol en terre : analyse de sensibilité globale du courant Imax par indices
de Sobol (indices du 1er ordre et indices totaux).
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6.3.2.2 Estimation d’une probabilité de défaillance Pf par quadrant d’angle d’azi-
mut de l’onde EM
Dans cette section, nous eﬀectuons une analyse ﬁabiliste du problème de couplage onde
EM-câble au dessus du sol en terre. Comme montré dans la section 6.3.1.2.a, l’angle d’azimut
de l’onde EM produit des irrégularités et des non linéarités de la surface d’état-limite (voir Fig.
6.5). Aﬁn de diminuer son eﬀet, nous allons une nouvelle fois eﬀectuer une analyse ﬁabiliste
sur chaque quadrant d’angle d’azimut φ.
Comme nous l’avions eﬀectué pour un sol rocailleux, nous allons représenter sur la ﬁgure
6.10, le courant Imax sur chaque quadrant d’angle d’azimut à partir de 1000 réalisations par
simulation de MC. Sur ces quadrants, nous observons que le courant varie principalement
entre 0 A et environ 80 A. De plus, les formes des distributions de probabilité de courant sont
assez similaires, contrairement au cas d’un sol rocailleux (voir Fig. 6.6). Nous remarquons
également que les niveaux de courant extrêmes sont plus faibles sur les quadrants φ ∈[0° ; 90°]
et φ ∈ ]270° ; 359°], par rapport à ceux observés pour un sol rocailleux sur la ﬁgure 6.6.
Figure 6.10 – Cas d’un sol en terre : histogramme du courant Imax obtenu à partir de 1000
réalisations par simulation de MC sur chaque quadrant d’angle d’azimut φ.
Comme précédemment, nous sommes intéressés par l’estimation de la probabilité de dé-
passement du seuil de 80 A, notée Pf = P(Imax ≥ 80 A). Nous appliquons alors les méthodes
ﬁabilistes FORM, SORM, IS et SS pour estimer les probabilités de défaillance Pf1 , Pf2 , Pf3 et
Pf4 déﬁnies sur chaque quadrant d’angle d’azimut. Les résultats obtenus ainsi que les nombres
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d’appels au modèle n1, n2, n3 et n4 associés à chaque quadrant d’angle d’azimut, sont don-
nés sur les tables 6.7, 6.8, 6.9 et 6.10. La probabilité de défaillance Pf = P(Imax ≥ 80 A) est
estimée sur la table 6.11, en moyennant l’ensemble des résultats obtenus sur chaque quadrant
d’angle d’azimut. Nous remarquons un écart signiﬁcatif entre l’estimation fournie par FORM
(Pf,FORM = 4,9 × 10−2) et le résultat de référence obtenu à partir de 10000 réalisations par
simulation de MC (Pf,MC = [2,3× 10−3 ; 3,3× 10−3]). Cet écart montre que la méthode FORM
peine à approximer correctement le domaine de défaillance, en raison de l’irrégularité de la
surface d’état-limite au voisinage du point de conception. Ces irrégularités de la surface d’état-
limite semblent également se conﬁrmer par une convergence lente de la méthode FORM, qui
se traduit par un nombre important d’appels au modèle. L’approximation SORM quant à
elle, fournie une estimation Pf,SORM = 5,5 × 10−3 plus proche du résultat de référence. Ceci
met en évidence les diﬃcultés de ces méthodes à estimer correctement la surface d’état-limite
au voisinage du point de conception, même si la complexité de cette dernière a été réduite
en eﬀectuant l’analyse par quadrant d’angle d’azimut. Nous avons alors recours à une esti-
mation de Pf par les méthodes IS et SS, qui fournissent Pf,IS = [2,2 × 10−3 ; 3,0 × 10−3] et
Pf,SS = [1,9 × 10
−3 ; 3,1 × 10−3] à l’aide de 2000 évaluations du modèle. Les estimations obte-
nues sont encore une fois de meilleure qualité que celles issues des approximations FORM et
SORM, étant donné leurs robustesses lorsqu’il s’agit d’appréhender une surface d’état-limite
complexe. On remarque que les estimations de Pf sont beaucoup plus faibles sur le sol en
terre (Pf,MC ≈ 2,8 × 10−3, voir la table 6.11) que sur le sol rocailleux (Pf,MC ≈ 4,1 × 10−2,
voir la table 6.12). Comme discuté précédemment, ces diﬀérences de niveau extrême de cou-
rant s’expliquent par l’impact de l’onde EM réﬂéchie sur le sol qui tend à diminuer le champ
d’excitation sur le câble.
En complément de l’estimation de Pf , nous représentons sur la ﬁgure 6.11, les facteurs
d’importance obtenus lors de l’approximation FORM. Une représentation par camembert de
ces facteurs est donnée sur chaque quadrant d’angle d’azimut. Ils quantiﬁent la contribution
de chaque variable d’entrée sur la défaillance du système. La contribution globale de chaque
variable d’entrée est obtenue en moyennant sa part sur l’ensemble des 4 quadrants d’angle
d’azimut. Ainsi, les impacts des angles θe, φ et θp de l’onde EM sont respectivement de
21,75 %, 21,5 % et 14,5 % sur la défaillance du système. Les contributions des paramètres
géométriques (L, h, d) du câble sont respectivement estimées à 20,5 %, 17,5 % et 2,75 %.
Enﬁn, le temps de largeur tl de l’onde EM a un impact de 1,25 % sur le dépassement du seuil
considéré, tandis que le temps de montée tm et la permittivité du sol �r ont un eﬀet négligeable.
Ces facteurs d’importance montrent à nouveau un rôle majeur des angles de l’onde EM sur les
niveaux extrêmes de courant. Contrairement au cas où le sol est considéré comme rocailleux
(Fig. 6.7), un eﬀet plus signiﬁcatif est attribué aux paramètres géométriques (L, h) du câble.
Table 6.7 – Cas d’un sol en terre : estimation de Pf1 = P(Imax ≥ 80 A | φ ∈ [0° ; 90°]) par les
méthodes de ﬁabilité.
FORM SORM IS SS MC




; 3,5 × 10−3]
[1,6 × 10−3
; 2,6 × 10−3]
[2,6 × 10−3
; 3,7 × 10−3]
n1 1740 54 2000 2000 10000
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Table 6.8 – Cas d’un sol en terre : estimation de Pf2 = P(Imax ≥ 80 A | φ ∈ ]90° ; 180°]) par
les méthodes de ﬁabilité.
FORM SORM IS SS MC




; 1,8 × 10−3]
[1,2 × 10−3
; 2,0 × 10−3]
[1,2 × 10−3
; 2,0 × 10−3]
n2 1948 54 2000 3089 10000
Table 6.9 – Cas d’un sol en terre : estimation de Pf3 = P(Imax ≥ 80 A | φ ∈ ]180° ; 270°]) par
les méthodes de ﬁabilité.
FORM SORM IS SS MC




; 2,4 × 10−3]
[2,1 × 10−3
; 3,6 × 10−3]
[2,9 × 10−3
; 4,0 × 10−3]
n3 1788 54 2000 2088 10000
Table 6.10 – Cas d’un sol en terre : estimation de Pf4 = P(Imax ≥ 80 A | φ ∈ ]270° ; 359°])
par les méthodes de ﬁabilité.
FORM SORM IS SS MC




; 4,3 × 10−3]
[2,7 × 10−3
; 4,3 × 10−3]
[2,4 × 10−3
; 3,4 × 10−3]
n4 1580 54 2000 2000 10000
Table 6.11 – Cas d’un sol en terre : estimation de Pf = P(Imax ≥ 80 A) par les méthodes de
ﬁabilité.
FORM SORM IS SS MC




; 3,0 × 10−3]
[1,9 × 10−3
; 3,1 × 10−3]
[2,3 × 10−3
; 3,3 × 10−3]
Table 6.12 – Cas d’un sol rocailleux : estimation de Pf = P(Imax ≥ 80 A) par les méthodes
de ﬁabilité.
FORM SORM IS SS MC




; 4,2 × 10−2]
[3,9 × 10−2
; 4,6 × 10−2]
[3,9 × 10−2
; 4,3 × 10−2]
6.3.3 Conclusion sur les méthodes fiabilistes
Cette section a permis à travers une analyse ﬁabiliste, d’étudier le courant à l’extrémité
d’un câble illuminé par une onde EM en considérant des paramètres d’entrée incertains. Une
première étude a été eﬀectuée pour un câble au dessus d’un sol rocailleux, de conductivité
σ = 10−3 S/m. Cette analyse a permis de quantiﬁer une probabilité de dépassement d’un seuil
extrême en prenant en compte les aléas d’entrée du problème de couplage. En complément,
une AS globale et les facteurs d’importance FORM ont respectivement montré que : les angles
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Figure 6.11 – Cas d’un sol en terre : facteurs d’importance (issus de l’approximation FORM)
sur chaque quadrant d’azimut φ.
(φ, θp et θe) et le temps de largeur tl de l’onde EM ont le plus d’impact sur la variabilité du
courant et la défaillance du système. Les paramètres géométriques (L, h et d) du câble ont
un eﬀet moindre, tandis que le temps de montée tm et la permittivité relative �r ont un rôle
négligeable sur les variations du courant.
Une seconde étude a également été eﬀectuée en considérant le câble au dessus d’un sol en
terre (de conductivité σ = 5×10−2 S/m). Le but de cette étude était d’étudier l’inﬂuence de la
nature du sol sur les niveaux de courant. De ce fait, l’AS globale et les facteurs d’importance
FORM ont montré cette fois, que la variabilité du courant et la défaillance du système dé-
pendent essentiellement des angles (φ, θp et θe) de l’onde EM et des paramètres géométriques
(L, h et d) du câble. L’impact des paramètres géométriques du câble sur les niveaux de courant
est dans ce cas non négligeable, en raison d’une contribution plus signiﬁcative de l’onde EM
réﬂéchie sur le sol.
Dans cette section, nous nous sommes appuyés sur un modèle basé sur la TLT. Le but de
la section suivante est alors d’estimer des niveaux extrêmes d’interférences en ayant recours à
un modèle plus rigoureux dans le contexte d’une approche par stratiﬁcation contrôlée (SC).
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6.4 Application de la méthode de stratification contrôlée (SC)
au problème de couplage onde EM-câble
6.4.1 Introduction
Dans cette section nous traitons de la prise en compte d’incertitudes sur les paramètres
d’entrée du problème de couplage onde EM-câble (cf. section 6.2), mais en nous appuyant sur
un modèle rigoureux pour la résolution numérique des équations de Maxwell. Lors de l’analyse
du couplage par l’AS globale et les méthodes ﬁabilistes, nous nous sommes appuyés sur un
modèle simple basé sur l’approximation des lignes de transmission. Cependant, ce problème
peut être résolu plus rigoureusement en résolvant directement les équations de Maxwell sous
réserve d’une description exacte des conditions aux limites (sol, câble...). Ce type de résolution
passe cependant par la discrétisation numérique de ces équations, processus coûteux en temps
de calcul et en ressources mémoire.
Ainsi, nous nous intéressons à une approche permettant de quantiﬁer des niveaux d’in-
terférences extrêmes en faisant appel de manière limitée à un modèle rigoureux. L’approche
par stratiﬁcation contrôlée (SC) est donc utilisée dans cette section. Cette technique s’appuie
sur la combinaison entre le modèle TLT (modèle simpliﬁé) et le modèle complexe (résolution
directe des équations de Maxwell) dans le but de prédire un quantile extrême (e.g. de niveau
99 %) de la réponse d’intérêt en réduisant le nombre d’appels au modèle rigoureux et donc le
temps de calcul associé.
6.4.2 Présentation des modèles simple et rigoureux
Dans cette section, nous souhaitons estimer les valeurs extrêmes du courant Imax par une
approche de SC en s’appuyant sur un modèle simple et un modèle rigoureux.
Le modèle simple choisi est celui qui a été utilisé lors de l’analyse ﬁabiliste (cf. section 6.3).
Il est basé sur la TLT et s’appuie sur le formalisme de Vance [2]. Il considère l’inﬂuence du sol
réel de conductivité σ dans le calcul des paramètres linéiques de la ligne de transmission. Il
prend également en compte l’eﬀet des brins verticaux et néglige l’existence des modes diﬀérents
du mode TEM (absence du re-rayonnement de la ligne). De plus, il considère une connexion
parfaitement conductrice à l’interface du ﬁl vertical et du sol réel (i.e. au niveau du courant
Imax), quelle que soit la conductivité de ce dernier.
Comme modèle rigoureux, nous choisissons un code de calcul du CEA/Gramat (intégré à
la plateforme Quercy) appelé GORF3D, qui est basé sur un schéma de type DFDT (diﬀérences
ﬁnies dans le domaine temporel) pour la résolution des équations de Maxwell [4–6]. En termes
de temps de calcul, le modèle simple TLT évalue le courant Imax en 0.1 s, tandis que GORF3D
a besoin d’environ 30 min (en fonction de la géométrie du câble). Dans la suite du chapitre,
le modèle simple et le modèle rigoureux seront respectivement notés TLT et GORF.
Par ailleurs, les AS globales et les facteurs d’importance (cf. section 6.3) ont montré que
le temps de montée tm de l’onde EM, et la permittivité relative �r du sol ont un impact
négligeable sur la variabilité du courant Imax. Pour cette raison, nous proposons de ﬁxer ces
paramètres tels que : tm = 20 ns, et �r = 1. Les autres variables aléatoires d’entrée du problème
de la section 6.2 restent inchangées. Nous traitons alors le problème de couplage avec un
vecteur aléatoire d’entrée X = {tl,θp,θe,φ,L,h,d} contenant 7 variables aléatoires.
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6.4.3 Sol rocailleux : estimation de quantile extrême de courant
Dans cette section, le câble est considéré au dessus d’un sol rocailleux, de conductivité
σ = 10−3 S/m.
6.4.3.1 Estimation de la corrélation entre les modèles simple et rigoureux
Dans le but d’illustrer le comportement des courants ∣I ∣ calculés par TLT et par GORF, nous
choisissons de les évaluer pour une même réalisation aléatoire des 7 variables d’entrée. En
choisissant une conﬁguration aléatoire des paramètres d’entrée, nous représentons l’évolution
temporelle des courants ∣I ∣ calculés par TLT (courbe rouge, voir Fig. 6.12(a)) et par GORF
(courbe bleue, voir Fig. 6.12(a)). On observe que le niveau maximum de courant ∣I ∣ évalué par
TLT, est plus élevé que celui calculé par GORF. De plus, les pics de courant se produisent avec
un décalage temporel qui n’a aucune signiﬁcation physique (la référence temporelle utilisée
dans TLT et GORF est diﬀérente). La diﬀérence d’amplitude maximale de courant entre les 2
modèles, s’explique par le fait que le modèle simple utilisé considère une connexion parfaite-
ment conductrice, à l’interface du ﬁl vertical et du sol (i.e. à l’endroit où le courant ∣I ∣ est
calculé).
Nous estimons d’abord les quantiles de référence à partir d’estimations empiriques avec
un échantillon de taille importante. Les quantiles de niveau 99 % de TLT (ZˆEE(0,99) = 115,1
A) et de GORF (YˆEE(0,99) = 75,8 A) sont respectivement calculés à partir de 10000 et de 1000
réalisations par simulation de MC. Il est à noter qu’il n’est pas possible d’eﬀectuer 10000
calculs avec GORF en raison du temps de calcul trop coûteux. On remarque que ces quantiles
sont très diﬀérents. En observant la ﬁgure 6.12(a), on s’aperçoit que pour cette conﬁguration
particulière de réalisations d’entrée, les niveaux maximums de courant ∣I ∣ évalués par TLT et
par GORF, i.e. zmax = 129,0 A et ymax = 91,4 A, sont plus élevés que leur quantile de niveau 99
% . Ceci met en évidence que la corrélation ρˆI(0,99) (5.14) entre les deux modèles de calcul
n’est pas négligeable.
En eﬀectuant une nouvelle simulation avec TLT et avec GORF pour une autre conﬁguration
aléatoire de réalisations d’entrée, nous observons que les courants ∣I ∣ évalués par TLT (courbe
rouge, voir Fig. 6.12(b)) et par GORF (courbe bleue, voir Fig. 6.12(b)) sont cette fois diﬀérents
vis-à-vis de leur quantile de niveau 99 %. D’une part, zmax = 123,9 A est supérieur au quantile
de niveau 99 % calculé pour TLT, i.e. ZˆEE(0,99) = 115,1 A. D’autre part, ymax = 73,2 A
est inférieur au quantile de niveau 99 % obtenu pour GORF, i.e. YˆEE(0,99) = 75,8 A. Cela
montre que la corrélation ρˆI(0,99) n’est pas parfaite. Aﬁn de mesurer la tendance entre TLT et
GORF au voisinage de leur quantile, une estimation du coeﬃcient de corrélation ρˆI(0,99) = 0,8
a été obtenue à partir de 1000 réalisations par simulation de MC. Cette estimation de la
corrélation montre que le modèle TLT devrait permettre d’identiﬁer un nombre très signiﬁcatif
de réalisations d’entrée fournissant des valeurs extrêmes de courant avec le modèle rigoureux
GORF. Notons que si l’on sait a priori que le modèle simple est ﬁable sur le plan de la corrélation,
alors cette procédure n’a pas besoin d’être renouvelée, et la méthode de SC peut être appliquée
directement.
La section suivante a pour objectif d’appliquer la méthode de SC pour estimer le quantile
d’ordre 99 % du courant Imax, à l’extrémité du câble illuminé par l’onde EM.
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(a)
(b)
Figure 6.12 – Cas d’un sol rocailleux : évolution temporelle de l’amplitude du courant ∣I ∣ à
l’extrémité du câble. Deux conﬁgurations aléatoires de variables d’entrée sont considérées en
(a) et (b) pour le calcul de ∣I ∣ avec le modèle simple TLT (courbe rouge) et avec le modèle
rigoureux GORF (courbe bleue).
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6.4.3.2 Approche par SC
Dans cette section, nous souhaitons appliquer la méthode de SC. Nous proposons de sé-
lectionner 50 réalisations par strates à partir du modèle simple TLT. Pour cela, nous évaluons
les quantiles de TLT à partir de 10000 réalisations de X par simulation de MC :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α = 0,5�→ zα = 33,5 A
α = 0,9�→ zα = 66,9 A
α = 0,99�→ zα = 115,1 A.
Supposons que le quantile d’ordre α = 0,99 doive être estimé avec au maximum n = 200
appels au modèle rigoureux GORF. Ainsi, en utilisant n = 200 calculs de GORF, une estimation
du quantile d’ordre 99 % par SC fournit YˆSC(0,99) = 72,0 A. Il est à noter qu’une seule
estimation par SC est eﬀectuée en raison du temps de calcul très coûteux. La qualité de
l’estimation par SC est assez satisfaisante car elle est assez proche du quantile empirique de
référence donné à partir de 1000 réalisations par simulation de MC : YˆEE(0,99) = 75,8 A. Nous
sommes également intéressés par examiner le niveau de corrélation entre TLT et GORF. Pour
cela, nous représentons sur la ﬁgure 6.13, les réalisations du courant Imax obtenues dans la
4ème strate, i.e. où Z > z0,99 = 115,1 A. L’histogramme représente la probabilité d’occurrence
des valeurs de courant observées dans la 4ème strate du domaine de la réponse Y . A partir de la
ﬁgure 6.13, nous vériﬁons qu’un nombre important de valeurs extrêmes de courant est atteint.
En eﬀet, parmi les 50 valeurs de courant Imax calculées, 48 d’entre-elles sont supérieures au
quantile YˆSC(0,99) = 72,0 A. En observant ces valeurs extrêmes, il est intéressant de comparer
la valeur maximale de courant obtenue sur la ﬁgure 6.13, et celle calculée avec l’échantillon
de 1000 réalisations par simulation de MC avec GORF (échantillon utilisé pour l’estimation du
coeﬃcient de corrélation). Ainsi, cette comparaison montre que ces 50 calculs eﬀectués ont
permis d’identiﬁer une valeur maximale de 125,7 A, alors que l’approche par simulation de
MC avec un échantillon de taille importante a fourni un niveau maximum de 104,5 A. Cela
met en évidence que même si le modèle TLT fournit des résultats très diﬀérents de GORF, il est
capable de déterminer des réalisations d’entrée pertinentes fournissant des cas très extrêmes
avec le modèle rigoureux GORF.
Observons les réalisations d’entrée qui ont permis d’obtenir ces 48 valeurs extrêmes de
courant avec le modèle rigoureux GORF. Une représentation par histogramme de ces réalisations
d’entrée est donnée sur la ﬁgure 6.14.
Nous remarquons alors que les valeurs extrêmes de courant sont obtenues pour des conﬁ-
gurations particulières d’angles de l’onde EM. En eﬀet, nous observons que ces cas extrêmes
sont essentiellement obtenus sur la 1ère moitié du quadrant de l’angle de polarisation θp ([0° ;
45°]), avec un angle d’élévation θe généralement compris dans [10° ; 45°], et pour un angle
d’azimut proche de l’axe du câble (φ ≈ 0° ou φ ≈ 359°). Les réalisations du temps de largeur
tl de l’onde EM sont principalement élevées, avec environ 90 % des valeurs supérieures à la
moyenne du domaine initial : 225 ns. La longueur L du câble fournit des valeurs extrêmes
pour des réalisations supérieures à environ 200 m, tandis que la hauteur h et le diamètre d
semblent au contraire uniformément réparties sur leurs intervalles respectifs.
Ces tendances montrent alors un impact majeur des angles θp, θe et φ de l’onde EM sur les
niveaux de couplage extrêmes. Le temps de largeur tl semble avoir un eﬀet signiﬁcatif alors que
les paramètres géométriques du câble semblent avoir peu d’inﬂuence sur les niveaux extrêmes
d’interférences.
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Figure 6.13 – Cas d’un sol rocailleux : histogramme représentant le nombre de réalisations de
courant Imax obtenu dans la 4ème strate. Parmi les 50 valeurs de courant calculées, 48 valeurs
sont supérieures au quantile YˆSC(0.99) = 72,0 A du modèle rigoureux GORF.
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(a)
(b)
Figure 6.14 – Cas d’un sol rocailleux : réalisations d’entrée (a) des paramètres incertains
de l’onde EM et (b) des paramètres géométriques incertains du câble fournissant des valeurs
extrêmes de courant Imax avec le modèle rigoureux GORF.
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6.4.4 Sol en terre : estimation de quantile extrême de courant
Dans cette section, nous considérons le câble au dessus d’un sol en terre de conductivité
σ = 5 × 10−2 S/m. Comme précédemment, le but est d’estimer le quantile d’ordre 99 % du
courant Imax avec le modèle rigoureux GORF. A travers cette étude, nous souhaitons évaluer
l’inﬂuence du sol sur les niveaux extrêmes de courant.
6.4.4.1 Estimation de la corrélation entre les modèles simple et rigoureux
Comme dans la section 6.4.3.1, nous souhaitons illustrer à nouveau la diﬀérence entre
les modèles simple et rigoureux. Par conséquent, pour les mêmes réalisations d’entrée, nous
représentons les courants ∣I ∣ dans le domaine temporel avec TLT (courbe rouge, voir Fig.
6.15(a)) et avec GORF (courbe bleue, voir Fig. 6.15(a)). Une fois encore, nous observons une
tendance similaire entre les 2 courbes avec un décalage temporel qui n’a aucune signiﬁcation
physique, et des niveaux d’amplitude diﬀérents des pics de courant. De plus, nous avons
également évalué les quantiles de niveau 99 % de TLT (ZˆEE(0,99) = 71,3 A) et de GORF
(YˆEE(0,99) = 75,9 A) respectivement à partir de 10000 et de 1000 réalisations par simulation
de MC. Nous constatons que les quantiles de niveau 99 % de TLT et GORF sont diﬀérents, mais
plus proches que dans le cas d’un sol rocailleux. Cela s’explique en partie par l’augmentation
de la conductivité, de σ = 10−3 S/m à σ = 5 × 10−2 S/m. En eﬀet, dans le modèle TLT, la
connexion entre le ﬁl vertical et le sol (au niveau du courant Imax) est considérée comme
parfaitement conductrice. Cela implique que pour un sol de conductivité plus élevé, l’erreur
commise par le modèle TLT soit moins importante. Sa réponse tend à se rapprocher de celle
du modèle rigoureux GORF. Cependant, nous pouvons voir sur la ﬁgure 6.15(a) que les niveaux
maximums des 2 courbes zmax = 86,7 A et ymax = 84,2 A, respectivement calculés par TLT et
par GORF, sont supérieurs à leur quantile de niveau 99 %. Cette conﬁguration montre encore
qu’il existe un certain niveau de corrélation ρˆI(0,99) entre les deux modèles.
En eﬀectuant des simulations pour une autre conﬁguration aléatoire des variables d’entrée,
les courants ∣I ∣ obtenus par TLT (courbe rouge, voir Fig. 6.15(b)) et par GORF (courbe bleue,
voir Fig. 6.15(b)) sont cette fois plutôt diﬀérents vis-à-vis de leur quantile de niveau 99 %. D’un
côté, zmax = 74,8 A est supérieur au quantile de niveau 99 % associé, ZˆEE(0,99) = 71,3 A. De
l’autre, ymax = 68,0 A est inférieur au quantile de niveau 99 % correspondant, YˆEE(0,99) = 75,9
A. Pour quantiﬁer la similitude entre TLT et GORF autour de leur quantile respectif de niveau 99
%, nous avons estimé le coeﬃcient de corrélation ρˆI(0,99) = 0,3 à partir de 1000 réalisations par
simulation de MC. Dans ce cas, le niveau de corrélation entre les modèles simple et rigoureux
est toujours signiﬁcatif, mais moins élevé que pour un sol rocailleux. Cela devrait également
permettre d’identiﬁer des réalisations d’entrée pertinentes, pour l’estimation du quantile de
courant de niveau 99 % avec le modèle rigoureux. Cette étude est eﬀectuée dans la section
suivante.
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(a)
(b)
Figure 6.15 – Cas d’un sol en terre : évolution temporelle de l’amplitude du courant ∣I ∣ à
l’extrémité du câble. Deux réalisations des variables aléatoires d’entrée sont utilisées en (a)
et (b) pour l’évaluation de ∣I ∣ avec le modèle simple TLT (courbe rouge) et avec le modèle
rigoureux GORF (courbe bleue).
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6.4.4.2 Estimation par SC
Comme mentionné précédemment, nous souhaitons estimer par SC le quantile d’ordre 99
% avec le modèle rigoureux GORF. Nous sélectionnons alors 50 réalisations par strates avec
le modèle simple TLT. Aﬁn de déﬁnir ces strates, nous calculons les quantiles de TLT par
simulation de MC avec 10000 réalisations de X comme suit :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α = 0,5�→ zα = 33,1 A
α = 0,9�→ zα = 51,7 A
α = 0,99�→ zα = 71,3 A.
Nous cherchons encore à estimer le quantile d’ordre 99 % avec au maximum, n = 200 appels
au modèle rigoureux GORF. En ayant recours à ces n = 200 calculs de GORF, l’estimation du
quantile d’ordre 99 % obtenue par SC est YˆSC(0,99) = 77,1 A. On s’aperçoit alors que cette
estimation par SC est de bonne qualité dans la mesure où elle est proche du quantile empirique
de référence obtenu à partir de 1000 réalisations par simulation de MC, YˆEE(0,99) = 75,9 A.
Nous analysons également le niveau de corrélation entre TLT et GORF. Ainsi, nous illustrons sur
la ﬁgure 6.16, les réalisations du courant Imax calculées dans la 4ème strate, où Z > z0,99 = 71,3
A. L’histogramme représente la probabilité d’occurrence des valeurs de courant observées dans
la 4ème strate de l’espace de la sortie Y de GORF. La ﬁgure 6.16 montre alors qu’un nombre
signiﬁcatif de valeurs extrêmes de courant est identiﬁé : sur les 50 réponses de courant Imax
calculées, 18 valeurs sont supérieures au quantile YˆSC(0,99) = 77,1 A, ce qui est évidemment
bien moins spectaculaire que dans le cas du sol rocailleux pour lequel la corrélation ρˆI(0,99)
était plus élevée. Comme pour le sol rocailleux, nous souhaitons comparer le niveau maximum
de courant obtenu par l’approche de SC dans la 4ème strate, et celui calculé par l’approche de
simulation de MC avec un échantillon de taille importante. Nous remarquons que le niveau
maximum de courant Imax de la ﬁgure 6.16 est de 100,6 A, alors que celui obtenu à partir de
1000 réalisations par simulation de MC est de 93,9 A. L’approche par SC a une nouvelle fois,
permis d’obtenir un cas très extrême, non identiﬁé par un échantillonnage de MC de taille
importante. Ceci souligne encore la capacité du modèle simple TLT à identiﬁer des réalisations
d’entrée qui fournissent des cas très rares avec le modèle rigoureux GORF.
Nous nous sommes également intéressés aux réalisations d’entrée qui ont fournit ces 18 cas
extrêmes de courant avec GORF. Une illustration par histogramme de ces réalisations d’entrée
est donnée sur la ﬁgure 6.17. On remarque à nouveau que les cas extrêmes de courant se
produisent pour des réalisations d’entrée comprises sur la 1ère moitié du quadrant de l’angle
θp ([0° ; 35°]), avec une incidence θe rasante (inférieure à 30°). Par contre, les réalisations de
l’angle d’azimut φ sont très diﬀérentes car elles apparaissent au voisinage de 3 valeurs : 0°,
90°et 270°. Les réalisations du temps de largeur tl sont particulièrement élevées : plus de 90 %
des valeurs sont supérieures à la moyenne du domaine initial, soit 225 ns. En ce qui concerne
les paramètres géométriques du câble, la longueur L est toujours supérieure à 180 m, et on
remarque qu’autour de 90 % des réalisations de la hauteur h et du diamètre d sont supérieures
à leurs moyennes respectives (9 m et 10,5 cm).
L’observation de ces réalisations d’entrée montre un rôle important des angles θp, θe et φ
sur les cas extrêmes d’interférences. Le temps de largeur tl, et les paramètres géométriques
L, h et d du câble semblent également avoir un eﬀet signiﬁcatif sur les niveaux extrêmes de
couplage. Ces observations rejoignent les conclusions établies au cours de l’analyse ﬁabiliste.
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Figure 6.16 – Cas d’un sol en terre : histogramme représentant le nombre de réalisations de
courant Imax obtenu dans la 4ème strate. Sur les 50 valeurs de courant calculées, 18 valeurs
sont supérieures au quantile YˆSC(0,99) = 77,1 A du modèle rigoureux GORF.
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(a)
(b)
Figure 6.17 – Cas d’un sol en terre : réalisations d’entrée (a) des paramètres incertains de
l’onde EM et (b) des paramètres géométriques incertains du câble fournissant des valeurs
extrêmes de courant Imax avec le modèle rigoureux GORF.
124
CHAPITRE 6. TRAITEMENT D’INCERTITUDES SUR UN PROBLÈME DE COUPLAGE
ONDE EM-CÂBLE DE TRANSPORT D’ÉLECTRICITÉ AÉRIEN
6.4.5 Conclusion sur la méthode de SC
Dans cette section, une approche par SC a été appliquée dans le contexte de la résolution
d’un problème de couplage onde EM-câble. Pour la mise en place de cette technique, nous
avons tiré proﬁt de la combinaison entre un modèle simple et un modèle rigoureux pour la
prédiction d’un quantile extrême de courant de ce dernier. En eﬀet, l’étude du couplage a été
modélisée par la théorie des lignes de transmission (i.e. modèle simple) et par une résolution
directe (mais numérique) des équations de Maxwell pour estimer le quantile de niveau 99 % du
courant dépendant de paramètres d’entrée incertains. Ce procédé estime le quantile extrême de
la réponse d’intérêt par l’intermédiaire de réalisations sélectionnées au préalable par le modèle
simple qui est beaucoup moins coûteux en temps de calcul. Cependant, l’identiﬁcation de
réalisations extraites du modèle simple est pertinente car il présente une capacité à reproduire
les mêmes tendances relatives aux variables d’entrée que le modèle rigoureux au niveau des
valeurs extrêmes.
Par ailleurs, l’étude du câble illuminé par l’onde EM a été eﬀectuée sur un sol rocailleux
et un sol en terre, respectivement de conductivité σ = 10−3 S/m et σ = 5 × 10−2 S/m.
Pour le sol rocailleux, l’analyse du couplage a montré que les cas extrêmes sont obtenus pour
des conﬁgurations particulières d’angles de l’onde EM incidente. En eﬀet, les valeurs extrêmes
de courant apparaissent essentiellement pour des réalisations de la 1ère moitié du quadrant
de l’angle de polarisation θp ([0° ; 45°]), avec une incidence θe faible ([10° ; 45°]), et pour un
angle d’azimut proche de l’axe du câble (φ ≈ 0° ou φ ≈ 359°). Il est diﬃcile d’extraire une
tendance pour les paramètres géométriques (L, h et d) du câble et pour le temps de largeur
tl, même si ce dernier est généralement supérieur à sa valeur moyenne. Ceci signiﬁe que les
niveaux extrêmes de courant obtenus sont probablement peu dépendant de la valeur de ces
paramètres.
Pour le sol en terre, l’étude montre que les valeurs extrêmes se produisent pour des réalisa-
tions similaires d’angles θp et θe (sur la 1ère moitié du quadrant [0° ; 45°]). Le comportement
de l’angle d’azimut φ est quant à lui, très diﬀérent par rapport au cas d’un sol rocailleux
avec des réalisations qui apparaissent au voisinage des valeurs 0°, 90° et 270°. Les paramètres
géométriques du câble semblent avoir plus d’eﬀet sur les niveaux extrêmes de courant, avec
des conﬁgurations de hauteur h et de diamètre d plus élevées que dans le cas du sol rocailleux.
D’un point de vue physique, l’importance de la hauteur et du diamètre du câble sur ces
cas extrêmes d’interférences semble cohérente, dans la mesure où la contribution de l’onde EM
réﬂéchie est plus importante sur le sol de conductivité plus élevée (sol de type « terre »).
La méthode de SC est particulièrement performante dans le contexte d’un sol rocailleux
pour lequel la corrélation des deux modèles est forte. Une application de la SCA aurait pro-
bablement fourni une meilleure estimation du quantile extrême, mais cela n’a pas été possible
en raison d’un manque de temps en ﬁn de thèse. Dans le cas d’un sol de type terre, bien
que les réponses des deux modèles soient plus proches, leur corrélation est paradoxalement
moins bonne. Elle est cependant suﬃsante pour extraire des informations pertinentes avec un
nombre limité d’appels à GORF.
6.5 Conclusion
Dans ce chapitre, nous avons appliqué les méthodes ﬁabilistes (FORM, SORM, IS et SS)
et la méthode de SC sur un problème réaliste de CEM (de type couplage onde EM-câble).
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La mise en oeuvre des méthodes ﬁabilistes FORM et SORM sur le problème initial a mon-
tré des limites pour approximer la surface d’état-limite complexe du problème, qui dépend
essentiellement de la nature et du nombre de variables aléatoires d’entrée du problème traité.
Une analyse de la géométrie de cette surface d’état-limite au voisinage du point de conception
a alors été eﬀectuée. Cette étude a permis d’identiﬁer la variable aléatoire (i.e. l’angle d’azimut
φ) provoquant des irrégularités et des non-linéarités de cette surface d’état-limite. Une résolu-
tion alternative du problème, consistant à partitionner le domaine initial de l’angle d’azimut
φ de l’onde EM en 4 quadrants a été adoptée. L’analyse ﬁabiliste a ensuite été eﬀectuée sur
chaque quadrant d’angle d’azimut, et a permis de réduire l’erreur commise par FORM et
SORM lors des approximations de la probabilité de défaillance Pf . Cependant, l’inconvénient
majeur de ces algorithmes est qu’ils ne fournissent aucune indication sur l’erreur commise
lors de l’approximation de Pf . Cela nécessite alors d’eﬀectuer une comparaison avec d’autres
algorithmes tels que IS et/ou SS pour avoir une idée de la qualité de l’estimation. En ce qui
concerne ces deux dernières approches, elles sont beaucoup plus robustes que FORM et SORM,
dans la mesure où l’approximation de Pf est basée sur des simulations orientées vers la zone de
défaillance. En eﬀet, la méthode IS eﬀectue des tirages aléatoires centrés autour du point de
conception de la zone de défaillance, et l’approche par SS échantillonne le domaine en se rap-
prochant progressivement de la surface d’état-limite. Contrairement à FORM et SORM, elles
fournissent une estimation de l’intervalle de conﬁance associée à Pf mais sont généralement
plus coûteuses en termes de nombre d’appels au modèle de calcul. Par ailleurs, l’avantage de
l’approximation FORM est de fournir une analyse de sensibilité (i.e. facteurs d’importance),
permettant d’identiﬁer les variables prédominantes entraînant le système dans sa zone de dé-
faillance. Nous avons ainsi détecté un rôle plus signiﬁcatif des paramètres géométriques (L,
h) du câble sur les niveaux de courant extrêmes lorsque la conductivité du sol est plus élevée
(i.e. sol en terre). Pour résumer, le concepteur CEM doit s’appuyer sur la comparaison et la
combinaison des diﬀérentes méthodes de ﬁabilité pour établir un diagnostic plus ﬁable des
résultats obtenus. Il est en eﬀet probable qu’aucune méthode universelle n’apparaisse pour
résoudre l’ensemble des problèmes de ﬁabilité.
Pour ce qui concerne la méthode de SC, elle donne des résultats qui semblent plus ﬁables
en termes de niveaux extrêmes de courant. La corrélation forte (i.e. ρˆI(0,99) = 0,8) entre
le modèle simple et le modèle rigoureux dans le cas du sol rocailleux, permet d’obtenir de
nombreux événements d’interférences extrêmes. A partir de l’identiﬁcation de ces événements
rares, il est possible d’estimer le quantile de niveau 99 % du courant. Dans le cas du sol en
terre, bien que la corrélation soit plus faible (i.e. ρˆI(0,99) = 0,3), elle est cependant suﬃsante
pour une estimation très correcte du quantile de niveau 99 % du courant, même si elle procure
moins d’événements extrêmes. En conséquence, elle est probablement associée à une variance
plus importante du quantile, cependant incalculable compte tenu des temps de calcul requis.
Par ailleurs, l’analyse des niveaux d’interférences extrêmes conforte les conclusions issus de
l’analyse ﬁabiliste (ou réciproquement) en termes de répartition des valeurs prises par les
variables aléatoires d’entrée du problème.
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Conclusion générale et perspectives
7.1 Conclusion générale
L’objet de ces travaux de thèse concerne l’analyse et la propagation des incertitudes rela-
tives à des paramètres d’entrée incertains sur des réponses de modèles de CEM. Nous nous
sommes intéressés à l’estimation de niveaux d’interférences extrêmes dans le cadre de l’étude
d’une réponse aléatoire d’un système CEM soumis à une source de perturbation électrique
ou électromagnétique, ou réciproquement lorsqu’il émet lui-même de telles perturbations dans
l’environnement. Le but était de hiérarchiser l’eﬀet des variables d’entrée sur les réponses ex-
trêmes d’une sortie d’intérêt.
Nous avons ainsi employé les méthodes ﬁabilistes (FORM, SORM, IS et SS) et la technique
de SC pour étudier un problème réaliste de couplage onde EM-câble en prenant en compte
des paramètres d’entrée incertains. L’intérêt de ce type d’approche est d’évaluer sous une
forme probabiliste des niveaux d’interférences dans le contexte de la conception d’un système
dépendant de paramètres incertains. Ces approches probabilistes ont mené à la détermination
d’un quantile extrême des observations de sorties ou à la quantiﬁcation d’une probabilité de
dépassement d’un seuil de risque du système. Le but ciblé par ce type d’approche est de pro-
poser, via des analyses de sensibilité, des stratégies de conception plus robustes.
Dans un premier temps, nous avons eu recours aux méthodes ﬁabilistes pour quantiﬁer une
probabilité de défaillance Pf déﬁnie comme la probabilité de dépassement d’un seuil prescrit,
en considérant des incertitudes relatives aux paramètres d’entrée. L’eﬃcacité de ces méthodes
dépend essentiellement de la géométrie de la surface d’état limite (i.e. frontière entre les do-
maines de défaillance et de sûreté) du problème. Lorsque la forme de cette surface est trop
irrégulière et non-linéaire, les méthodes FORM et SORM peuvent échouer à estimer correc-
tement Pf . Une investigation approfondie au voisinage du point de conception peut alors
permettre d’identiﬁer les variables aléatoires d’entrée provoquant ces irrégularités. Une réso-
lution alternative du problème permet ensuite de réduire sa complexité, en partitionnant le
domaine initial de la variable (provoquant des irrégularités) en sous domaines. Dans ce cas,
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l’eﬃcience des méthodes FORM et SORM pour estimer Pf peut alors être signiﬁcative, en
termes de nombre d’appels au modèle numérique par rapport à une approche classique de
type MC. Toutefois, la limite de ces techniques est qu’elles n’indiquent aucune information
sur l’erreur d’estimation de Pf . Il est alors possible de vériﬁer la qualité de l’estimation de Pf
par comparaison avec des méthodes de simulation de type IS et/ou SS. Ces deux dernières
approches, basées sur des simulations orientées vers la zone de défaillance, sont beaucoup plus
robustes que FORM et SORM. Elles permettent également d’obtenir un intervalle de conﬁance
associé à l’estimation de Pf . L’avantage principal de la technique FORM est de procurer une
analyse de sensibilité par l’intermédiaire des facteurs d’importance. L’atout de ces facteurs
est qu’ils peuvent renseigner un ingénieur CEM sur les variables susceptibles d’engendrer un
défaut de son système. A partir de ces informations, le concepteur CEM peut ensuite proposer
une stratégie de conception adaptée. Il devra cependant avoir recours au diﬀérentes méthodes
pour fournir l’estimation la plus ﬁable possible des niveaux d’interférences.
Dans un second temps, nous nous sommes intéressés à l’application de la méthode de SC.
L’avantage de cette méthode réside dans le fait d’estimer le quantile extrême d’une observa-
tion issue du modèle initial (i.e. rigoureux) à partir de l’utilisation d’un modèle plus grossier
(et donc en général bien moins coûteux en temps de calcul). L’éligibilité du modèle grossier
est relative à sa capacité à reproduire une tendance semblable en termes de sensibilité aux
paramètres d’entrée lorsque l’observation tend vers une valeur extrême. Le principal atout de
cette méthode réside dans sa capacité à fournir des jeux de données adaptés à la recherche du
quantile à estimer. Ce jeu de données est fourni par le modèle grossier qui doit préalablement
être recherché. Le modèle grossier doit posséder des propriétés particulières de corrélation avec
le modèle exact, sans pour autant exiger des réponses très proches de ce dernier. Cette cor-
rélation repose sur l’ordre des réponses du modèle simple et du modèle rigoureux. Autrement
dit, les deux réponses doivent posséder une tendance similaire selon l’évolution des variables
aléatoires d’entrée. La diﬃculté principale de la technique de SC consiste à identiﬁer un mo-
dèle grossier suﬃsamment corrélé en ce sens au modèle rigoureux. Quelques pistes menant à
l’identiﬁcation d’un modèle simple peuvent tout de même être établies. Il peut reposer sur une
modélisation grossière de la géométrie du problème considéré, comme par exemple une cavité
de forme simpliﬁée en lieu et place d’une structure à géométrie plus complexe telle un avion
ou un bateau. La simpliﬁcation du modèle peut également se faire sur le modèle numérique
utilisé. Un modèle de résolution numérique avec un schéma spatio-temporel très relâché ou un
métamodèle construit à partir de techniques statistiques peuvent également être considérés
comme modèles simples. Il est important de noter que le choix de ce dernier dépend principa-
lement du problème traité. Par ailleurs, une fois le modèle simple identiﬁé, il peut être exploité
pour estimer un nombre très signiﬁcatif de valeurs extrêmes avec le modèle rigoureux, et par
conséquent, déterminer les tendances relatives aux paramètres d’entrée incertains fournissant
ces cas extrêmes.
Ces outils d’analyse permettent de quantiﬁer les risques en CEM à partir d’une infor-
mation relativement modeste sur les paramètres d’entrée incertains tels que la position d’un
câble et/ou la direction d’une onde incidente. D’un point de vue pratique, les deux types
de techniques apportent des informations pertinentes pour l’analyse de risque d’un système.
Cependant, si l’on dispose d’un modèle simple corrélé de manière signiﬁcative à un modèle
rigoureux, nous préconisons alors l’utilisation de la technique de SC pour une estimation des
valeurs extrêmes.
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7.2 Perspectives
Nous exposons dans cette section quelques perspectives de recherche en étroite liaison avec
ces travaux de thèse.
Analyse de régularité de la surface d’état-limite
Dans cette thèse, nous avons montré que l’eﬃcacité des méthodes ﬁabilistes (FORM,
SORM, IS) dépend de la régularité de la surface d’état-limite (i.e. limite entre les domaines
de sûreté et de défaillance). Dans le cas où cette surface est trop irrégulière, une analyse a
posteriori de sa géométrie au voisinage du point de conception peut permettre d’identiﬁer
le ou les groupes de variables aléatoires d’entrée produisant cet eﬀet. Cette procédure n’est
possible, qu’après avoir eﬀectué une analyse par la méthode FORM. Le recours à une tech-
nique d’échantillonnage par plan d’expériences par exemple, pourrait permettre d’identiﬁer la
géométrie de la surface d’état-limite sous la forme de restrictions ou de partitions du domaine
des variables aléatoires, et ainsi optimiser l’application des méthodes ﬁabilistes.
Identification d’un bon modèle simple pour une application de la stratification
contrôlée
L’application de la méthode de SC a permis de vériﬁer dans un contexte de paramètres
d’entrée incertains, qu’il était possible d’accélérer l’estimation de réalisations extrêmes d’un
modèle rigoureux, à partir de l’utilisation d’un modèle simple qui lui est fortement corrélé au
sens de 5.14. L’un des déﬁs majeurs concernant l’approche par SC, est d’identiﬁer des modèles
simples adaptés à des situations de modélisation de CEM. Nous avons montré qu’un modèle
rigoureux avec un maillage relâché en lieu et place d’un maillage ﬁn de résolution numérique
des équations de Maxwell, peut être un bon postulant. Cependant, d’autres pistes de recherche
de modèles restent à explorer. On peut notamment citer les modèles de circuit et les modèles
analytiques. Des métamodèles tels que le krigeage ou le chaos polynomial, construits à partir
d’un plan d’expériences permettant d’échantillonner la zone d’intérêt (i.e. zone des valeurs
extrêmes), pourraient être des candidats potentiels.
Choix d’une distribution de valeurs extrêmes
L’obtention d’événements extrêmes d’un observable, lorsqu’un nombre raisonnable de réa-
lisations est disponible, peut conduire à l’ajustement d’une distribution de valeurs extrêmes.
Dans certains travaux eﬀectués en CEM [1–3], la distribution de valeurs extrêmes choisie est
la distribution de Pareto généralisée (souvent sélectionnée par la méthode de maximum de
vraisemblance). La forme de cette distribution dépend du paramètre de forme ξ (ξ ∈ R), qui
spéciﬁe le comportement de la distribution dans sa queue. Les valeurs ξ = 0, ξ > 0, ξ < 0 cor-
respondent respectivement, aux distributions de Gumbel, Fréchet et Weibull. La connaissance
a priori du type de distribution adaptée à la réponse aléatoire du système observé pourrait
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A.1 Méthode des moments
Un point important dans l’inférence statistique est l’estimation des paramètres d’une dis-
tribution à partir d’un échantillon d’observations. La méthode des moments est probablement
le moyen le plus simple pour estimer ces paramètres, notés θ. Elle est basée sur le calcul
empirique des moments de l’échantillon observé. En attribuant les moments empiriques aux
moments de la variable X, on obtient un système d’équations.
Ainsi, si X suit une loi gamma de paramètres θ = (a, b)T , avec ()T représentant la trans-


















Soit X = {x(1), . . . ,x(K)} un échantillon de X, qu’on suppose de loi gamma. Soient µ˜X , la
moyenne empirique et σ˜2X , la variance empirique de cet échantillon. Les estimateurs aˆ de a et









D’autres choix sont en revanches possibles mais on recherche en général les meilleurs estima-
teurs possible. La méthode du maximum de vraisemblance est souvent utilisée à cette ﬁn.
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A.2 Méthode du maximum de vraisemblance
L’estimation par maximum de vraisemblance (MV) est une méthode statistique courante
utilisée pour inférer les paramètres de la distribution de probabilité d’un échantillon donné.
Cette méthode a été développée par le statisticien Ronald Fischer en 1922, elle est connue pour
être plus robuste que la méthode des moments. Supposons que le vecteur aléatoire X ait une
distribution connue fX . La méthode du maximum de vraisemblance estime les paramètres θ
d’un modèle linéaire ou non linéaire à partir d’un échantillon X = {x(1), . . . ,x(K)}. La méthode
repose sur l’introduction d’une fonction L appelée vraisemblance (i.e. la densité de probabilité
évaluée en les observations) déﬁnie par :
L �θ∣x(1), . . . ,x(K)� = fX �x(1), . . . ,x(K)∣θ� (A.7)
et sur la maximisation de son logarithme par rapport au vecteur de paramètres inconnus
θ = {θ1, . . . ,θnθ}. Lorsque les observations sont indépendantes et identiquement distribuées
(i.i.d), la fonction de vraisemblance est donnée par :
L �θ∣x(1), . . . ,x(K)� = K∏
k=1
fX �x(k)∣θ� . (A.8)
Le principe du maximum de vraisemblance énonce que le meilleur estimateur θˆ
MV
est celui








ln �fX(x(i)∣θ)�� . (A.9)
Si fX est dérivable, θˆ
MV
s’obtient en résolvant le système d’équation aux dérivées partielles
de la log-vraissemblance lnL par rapport aux paramètres inconnus (θ1, . . . , θnθ) :
∂ ln �L �θ∣x(1), . . . ,x(K)��
∂θj
= 0, j = 1, . . . , nθ. (A.10)
ANNEXE B
Inférence statistique bayésienne
Les méthodes bayésiennes sont utilisées pour calculer ou réviser la probabilité d’une hypo-
thèse. Elles s’appuient sur une description générale d’inversion des probabilités donnée par le
théorème de Bayes (Bayes, 1753) : Si A et B sont des événements tels que P(B) ≠ 0, P(A∣B)




Ce théorème est aussi un principe d’actualisation, car il décrit la mise à jour de la vraisemblance
de A, en passant de P(A) vers P(A∣B), une fois que B a été observé. Bayes (1763) donne
également une version continue de ce théorème, à savoir, pour deux variables aléatoires x et
y, de distribution conditionnelle f(x∣y) et marginale g(y), la distribution conditionnelle de y
sachant x est
g(y∣x) = f(x∣y)g(y)∫ f(x∣y)g(y)dy ⋅ (B.2)
Bien que ce théorème d’inversion soit naturel d’un point de vue probabiliste, Bayes et Laplace
sont allés plus loin et ont considéré que l’incertitude sur le paramètre θ d’un modèle peut être
décrite par une distribution de probabilité π sur Θ, appelée distribution a priori. L’inférence
est alors fondée sur la distribution de θ conditionnelle à x, π(θ∣x), appelée distribution a




avec L(θ∣x), la fonction de vraisemblance qui est simplement une densité réécrite dans le bon
ordre, soit donc comme fonction de θ, qui est inconnu, dépendant de la valeur observée x.
B.1 Exemple (Laplace, 1773 [1])
Une urne contient un nombre n de cartes noires et blanches. Si la première carte sortie de
l’urne est blanche, quelle est la probabilité que la proportion p de cartes blanches soit p0 ?
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Pour résoudre ce problème, Laplace suppose que tous les nombres de 2 à n − 1 sont équipro-
bables comme valeurs de p×n, donc que p soit uniformément distribué sur {2/n,⋯, (n−1)/n)}.
La distribution a posteriori de p peut être alors calculée en utilisant le théorème de Bayes (B.1),
P (p = p0∣données) = p0 × 1/(n − 2)∑(n−1)/np=2/n p × 1/(n − 2) =
np0
n (n − 1)/2 − 1 (B.4)
Le choix précédent de la distribution a priori peut être contesté comme étant partiellement
arbitraire. Cependant, dans le contexte de la théorie des probabilités de Laplace, la plupart
des événements peuvent être décomposés en événements équiprobables élémentaires et par
conséquent, dans ce cas particulier, il semble raisonnable de considérer les événements {p = i/n}
(2 ⩽ i ⩽ n − 1) comme élémentaires.
ANNEXE C
Lois de probabilité usuelles
C.1 Loi gaussienne
Une variable aléatoire continue X suit une loi gaussienne de moyenne µ et d’écart type σ,





2/2σ2 , x ∈ R. (C.1)
C.2 Loi uniforme
Soient a, b ∈ R tels que a < b. On appelle loi uniforme sur l’intervalle [a, b] la loi de
probabilité continue dont la fonction de densité de probabilité est donnée par :
fX(x) =
1
b − a1[a,b](x), x ∈ R. (C.2)
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Résumé
La prolifération des électroniques et des émetteurs radiofréquences 
rend de plus en plus compliqué le processus de conception des 
systèmes sur le plan CEM. Ce processus doit aboutir à limiter le risque 
d’interférences ou de défauts au niveau le plus faible notamment 
dans le contexte des interférences électromagnétiques intentionnelles 
(IEMI). Ces défauts CEM doivent alors être anticipés lors de la phase 
de conception. Cependant, du fait de la dispersion des valeurs prises 
par certains paramètres du système, la modélisation déterministe 
éprouve quelques dificultés à identiier le risque encouru. La mauvaise 
connaissance de l’effet des incertitudes associées au système, aboutit 
alors à prendre des marges de conception considérables conduisant à 
des surcoûts de fabrication. Pour cette raison, il est devenu important de 
prendre en compte l’impact des incertitudes des différents paramètres 
constitutifs d’un système (en phase de conception). Ces paramètres 
sont essentiellement géométriques (e.g. position de câblages) ou 
électromagnétiques (e.g. caractéristiques intrinsèques de matériaux). 
Ils inluent par nature sur les performances CEM de ce système. 
Ces travaux de thèse portent sur l’analyse de la propagation 
des incertitudes relatives à ces paramètres sur des sorties de 
modèles de CEM. Le but visé, consiste à quantiier sous une 
forme probabiliste, le risque de défaut d’un système contenant de 
nombreux paramètres incertains. Ce type d’étude statistique devrait 
également permettre, via des analyses de sensibilité, des stratégies 
de conception de systèmes « iables » ou à moindres coûts.
Dans le contexte des applications visées, les approches dites 
« iabilistes » et la méthode dite de « stratiication contrôlée », ont 
été identiiées comme intéressantes, du point de vue de l’analyse 
d’événements extrêmes. 
Dans un premier temps, nous nous sommes consacrés à la transposition 
des méthodes iabilistes dans un contexte CEM. Ces techniques 
permettent de quantiier la probabilité de défaillance d’un système, 
déinie comme le dépassement d’un seuil de risque, et renseignent, 
via une analyse de sensibilité locale, sur les paramètres clés à ajuster. 
Dans un second temps, nous nous sommes intéressés à la méthode de 
stratiication contrôlée, non appliquée à ce jour à notre connaissance 
en CEM. L’objectif de cette approche consiste à estimer un quantile 
extrême de la réponse d’intérêt d’un modèle rigoureux, via l’utilisation 
d’un modèle simple beaucoup moins coûteux en termes de temps de 
calcul. Ce processus permet d’accélérer l’obtention d’observations 
extrêmes, nécessaires à l’estimation du quantile recherché. 
Les deux techniques ont été mises en œuvre sur un problème 
complexe dans un contexte IEMI, pour estimer la probabilité 
d’occurrence d’événements d’interférences extrêmes. Elles ont 
permis de dégager des tendances similaires, quant à l’importance 
de certains paramètres d’entrée incertains sur les événements rares. 
Les deux méthodes, bien appliquées, pourraient constituer un apport 
considérable en matière de conception CEM.
Abstract
The proliferation of electronic and radio frequency transmitters makes 
more complicated the system design process on the EMC point 
of view. This process should lead to limit the risk of interferences 
or defects to lowest level particularly in the context of intentional 
electromagnetic interferences (IEMI). Therefore, these EMC defects 
have to be anticipated during the design stage. However, due to the 
dispersion of the values taken by some parameters of the system, 
the deterministic modeling presents some dificulties to identify the 
involved risk. The poor knowledge of the uncertainties effect associated 
with the system, leads then to take important design margins at the 
price of additional costs of manufacturing. For this reason, it has 
become important to take into account the impact of uncertainties 
of the various constituent parameters of a system (at the design 
stage). These parameters are essentially geometric (e.g. position of 
wirings) or electromagnetic (e.g. intrinsic characteristics of materials) 
ones. They inluence by nature the EMC performance of this system.
This thesis work deals with the analysis of the propagation of 
uncertainties of these parameters on EMC model outputs. It 
aims at quantifying in a probabilistic form, the default risk of 
a system containing numerous uncertain parameters. This 
type of statistical analysis should also allow through sensitivity 
analyses, design strategies of “reliable” systems or at lower cost.
In the context of targeted applications, the so-called “reliability 
approaches”  and  the “controlled stratiication” method have been 
identiied as interesting from the point of view of the analysis of 
extreme events. 
Firstly, we are dedicated to the transposition of reliability 
methods in an EMC context. These techniques are used to 
quantify the probability of failure of a system, deined as the 
probability of exceeding a threshold of risk. They inform through 
a local sensitivity analysis, on the key parameters to adjust.
Secondly, we have focused our work on the controlled stratiication 
method, not yet applied in EMC as far as we know. The objective of this 
approach is to estimate an extreme quantile of the interest response 
of a rigorous model, using of a much cheaper simple model in terms 
of computation time. This process allows to speed up the identiication 
of extreme observations required for the estimation of the researched 
quantile.
Both techniques have been applied on a complex problem in an 
IEMI context, to estimate the probability of occurrence of extreme 
interference events. They have revealed similar trends as regards to 
the importance of some uncertain input parameters on rare events.
Both methods, properly applied, could provide a signiicant contribution 
in terms of EMC design strategy.
