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Abstrakt
Cı´lem te´to diplomove´ pra´ce je popsat proble´m trˇı´deˇnı´ dat, jejichzˇ velikost je veˇtsˇı´, nezˇ
velikost operacˇnı´ pameˇti pocˇı´tacˇe. Sezna´mit se zna´my´mi algoritmy, jejich nedostatky
a na´sledny´mi optimalizacemi, da´le navrhnout komponentu pro trˇı´deˇnı´ dat s pouzˇitı´m
teˇchto algoritmu˚. Tuto komponentu implementovat v jazyce C++ nad jizˇ implementova-
nou strukturou perzistentnı´ho pole a na´sledneˇ ji otestovat, poprˇ. da´le optimalizovat.
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Abstract
The aim of this thesis is to describe the problem of data sorting whose size is larger than
the main memory. Familiarize with known algorithms, their shortcomings and subse-
quent optimization, design component for sorting the data using these algorithms. This
component implemented in C++ over the structure of the implemented persistent array
and consequently they are tested, respectively. further optimize.
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1 U´vod
V dnesˇnı´ uspeˇchane´ dobeˇ si cˇloveˇk snazˇı´ vsˇemozˇny´mi zpu˚soby ulehcˇit svou pra´ci. S ob-
rovsky´m boomem pocˇı´tacˇove´ techniky v devadesa´ty´ch letech minule´ho stoletı´ postupneˇ
naru˚stalo nasazova´nı´ pocˇı´tacˇu˚ i do drˇı´ve teˇzˇko prˇedstavitelny´ch pozic. S pocˇı´tacˇem umı´
pracovat deˇti, pocˇı´tacˇe dnes dokonce rˇı´dı´ letouny. K dennı´ rutineˇ patrˇı´ komunikovat prˇes
email, mı´t prˇı´stup k bankovnı´mu kontu prostrˇednictvı´m internetu, ve´st videokonference,
prˇena´sˇet multime´dia. Umı´te si bez pocˇı´tacˇe prˇedstavit zˇivot? Pocˇitacˇe zkra´tka pronikly
do zˇivotu˚ neˇkolika miliard lidı´ na te´to planeteˇ.
Z hlediska informatiky je to jisteˇ pozitivnı´ informace. A nynı´ si zkuste prˇedstavit,
kolik dat vytvorˇı´ denneˇ, ty´dneˇ, meˇsı´cˇneˇ kazˇdy´ uzˇivatel pracujı´cı´ s pocˇitacˇem. Kazˇdy´m
na´kupem v internetove´m obchodeˇ, kazˇdy´m odeslany´ emailem. Pokud tyto data chceme
da´le vyuzˇı´vat, je potrˇeba je drˇı´ve nebo pozdeˇji setrˇı´dı´t. Pokud se mnozˇina dat k setrˇı´deˇnı´
nevejde do hlavnı´ pameˇti pocˇı´tacˇe, ktery´ ma´ dana´ data setrˇı´dit, je nutno pouzˇit externı´
trˇı´deˇnı´. To zajistı´ spra´vne´ setrˇı´deˇnı´ dat rˇa´doveˇ veˇtsˇı´ch nezˇ samotna´ na´m dostupna´ cˇa´st
hlavnı´ pameˇti.
1.1 Cı´l diplomove´ pra´ce
Cı´lem me´ diplomove´ pra´ce je popsat soucˇasny´ stav zna´my´ch algoritmu˚ pro trˇı´deˇnı´ dat na
externı´m u´lozˇisˇti a jejich optimalizace. Da´le se sezna´mit s jizˇ implementovany´mi trˇı´dami
perzistentnı´ho pole, popsat jejich strukturu, chova´nı´ a prˇedve´st na nich neˇkolik za´kladnı´ch
operacı´.
Pro tyto trˇı´dy navrhnout obecnou komponentu pro trˇı´deˇnı´ vyuzˇı´vajı´cı´ pro tento prˇı´pad
co nejvhodneˇjsˇı´ trˇı´dı´cı´ algoritmus. Da´le navrhnout a popsat vhodnou optimalizaci, ktera´
bude posle´ze take´ implementova´na. Pote´ popsat vy´slednou implementaci a v za´veˇru
prove´st neˇkolik srovna´vacı´ch testu˚ a uka´zku pra´ce s vy´slednou aplikacı´.
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2 U´vod do trˇı´dı´cı´ch algoritmu˚
2.1 Algoritmus
Algoritmus je prˇedpis, ktery´ se skla´da´ z konecˇne´ho pocˇtu kroku˚ a ktery´ zajistı´, zˇe na
za´kladeˇ vstupnı´ch dat budou poskytnuta data vy´stupnı´. Kazˇdy´ algoritmus ma´ na´sledujı´cı´
vlastnosti:
• Konecˇnost - pozˇadovany´ vy´sledek musı´ by´t poskytnut v rozumne´m cˇase. Za ro-
zumny´ lze povazˇovat cˇas, po ktere´m bude vy´sledek vy´pocˇtu relevantnı´ vzhledem
ke vstupnı´m datu˚m.
• Hromadnost – Vstupnı´ data nejsou v popisu algoritmu reprezentova´na konkre´tnı´mi
hodnotami, ale spı´sˇe mnozˇinami, ze ktery´ch lze data vybrat.
• Jednoznacˇnost – Kazˇdy´ prˇedpis je slozˇen z kroku˚, ktere´ na sebe navazujı´. Kazˇdy´
krok mu˚zˇeme charakterizovat jako prˇechod z jednoho stavu algoritmu do jine´ho,
prˇicˇemzˇ kazˇdy´ stav je urcˇen zpracova´vany´mi daty. Vzˇdy musı´ by´t urcˇeno, ktery´
krok na´sleduje.
• Opakovatelnost – Prˇi pouzˇitı´ stejny´ch vstupnı´ch dat musı´me dostat stejna´ data
vy´stupnı´.
• Resultativnost – Algoritmus vede ke spra´vne´mu vy´sledku [2].
2.2 Trˇı´dı´cı´ algoritmy
Trˇı´dı´cı´ algoritmus je u´loha, jejı´mzˇ cı´lem je zajistit serˇazenı´ dane´ho souboru dat podle
prˇedem urcˇene´ho klı´cˇe (numericky, abecedneˇ, atd.) v co nejkratsˇı´m cˇase. Proble´m trˇı´deˇnı´
patrˇı´ mezi nejvı´ce studovane´ proble´my v pocˇı´tacˇove´ veˇdeˇ, s naru˚stajı´cı´m trendem za-
znamena´va´nı´ a shromazˇd’ova´nı´ digita´lnı´ch u´daju˚ rostou i pozˇadavky na trˇı´deˇnı´ velke´ho
mnozˇstvı´ dat [1].
2.2.1 Deˇlenı´ trˇı´dı´cı´ch algoritmu˚
Pokud se vsˇechna data k serˇazenı´ nevejdou do hlavnı´ pameˇti pocˇı´tacˇe, probı´ha´ externı´
trˇı´deˇnı´, kdy je k mezioperacı´m pouzˇito rˇa´doveˇ pomalejsˇı´ pameˇti, dnes prˇeva´zˇneˇ pevne´
disky. Tyto algoritmy narozdı´l od klasicky´ch trˇı´dı´cı´ch algoritmu˚ musı´ bra´t v u´vahu mno-
hem veˇtsˇı´ na´klady prˇi cˇtenı´ nebo za´pisu na externı´ me´dium. Algoritmy pro trˇı´deˇnı´ se
tedy podle pameˇti, ve ktere´ probı´hajı´, deˇlı´ na:
• Vnitrˇnı´ – cely´ soubor dat k setrˇı´deˇnı´ se vejde do hlavnı´ pameˇti pocˇı´tacˇe, k polozˇka´m
lze prˇistupovat na´hodneˇ se zanedbatelny´mi na´klady.
• Vneˇjsˇı´ – do hlavnı´ pameˇti pocˇı´tacˇe se vejde jen cˇa´st dat k setrˇı´deˇnı´, algoritmy pro
vneˇjsˇı´ trˇı´deˇnı´ minimalizujı´ pocˇet prˇı´stupu˚ na disk, prˇı´padneˇ rˇesˇı´ dalsˇı´ optimalizace
pro co mozˇno nejlepsˇı´ prˇekry´va´nı´ procesorove´ho a vstupneˇ/vy´stupnı´ho cˇasu [1].
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Podle dalsˇı´ch vlastnostı´ pak na:
• Prˇirozene´ - prˇirozeny´ algoritmus pracuje rychleji na jizˇ cˇa´stecˇneˇ setrˇı´deˇne´ mnozˇineˇ
dat.
• Stabilnı´ - stabilnı´ trˇı´dı´cı´ algoritmy zachova´vajı´ relativnı´ porˇadı´ za´znamu˚ se stejnou
hodnotou klı´cˇe. Pokud tedy v souboru dat existujı´ dva za´znamy se stejnou hodno-
tou klı´cˇe, musı´ algoritmus zachovat jejich vza´jemne´ porˇadı´.
2.2.2 Slozˇitost trˇı´dı´cı´ch algoritmu˚
• Cˇasova´ - cˇasovou slozˇitostı´ rozumı´me funkci, ktera´ kazˇde´ mnozˇineˇ vstupnı´ch dat
prˇirˇazuje pocˇet operacı´ vykonany´ch prˇi vy´pocˇtu podle dane´ho algoritmu.
• Pameˇt’ova´ - pameˇt’ovou slozˇitost definujeme jako za´vislost pameˇt’ovy´ch na´roku˚ al-
goritmu na vstupnı´ch datech.
Cˇasova´ slozˇitost vy´pocˇetnı´ch metod zpravidla vzbuzuje mensˇı´ respekt nezˇ slozˇitost
pameˇt’ova´ [2].
2.3 Za´kladnı´ typy trˇı´dı´cı´ch algoritmu˚
• Bubblesort - Prˇi neusta´le´m procha´zenı´ seznamu porovna´va´me dva sousednı´ prvky,
pokud nejsou ve spra´vne´m porˇadı´, vymeˇnı´me je. Procha´zenı´ seznamu skoncˇı´, po-
kud je cely´ setrˇı´deˇn. Jednoduchy´ na implementaci. Prˇirozeny´, stabilnı´. Vyzˇaduje
velke´ mnozˇstvı´ za´pisu˚ do pameˇti. Pru˚meˇrna´ i maxima´lnı´ slozˇitost: O(n2).
• Quicksort - Patrˇı´ mezi algoritmy typu rozdeˇl a panuj. Nejprve na seznamu zvolı´me
pivota (nejle´pe media´n cele´ho seznamu). Algoritmus pak seznam rozdeˇlı´ na dva se-
znamy, v neˇmzˇ v jednom jsou prvky mensˇı´ nezˇ pivot, ve druhe´m veˇtsˇı´. Oba tyto se-
znamy se stejny´m postupem rekurzivneˇ setrˇı´dı´. Slozˇitost algoritmu za´visı´ na volbeˇ
pivota, pocˇı´tat media´n u velke´ho mnozˇstvı´ dat vsˇak nenı´ efektivnı´, pouzˇı´va´ se tedy
na´hodneˇ vybrany´ prvek (neprˇı´lisˇ efektivnı´), nebo media´n na´hodneˇ vybrane´ male´
cˇa´sti seznamu. Neprˇirozeny´, nestabilnı´. Pru˚meˇrna´ slozˇitost O(n · log n), maxima´lnı´
slozˇitost: O(n2) (prˇi pouzˇitı´ vzˇdy nejhorsˇı´ho mozˇne´ho pivota).
• Mergesort - Rˇazenı´ sle´va´nı´m, dalsˇı´ z algoritmu˚ typu rozdeˇl a panuj. Algoritmus
postupneˇ deˇlı´ seznam na mensˇı´ cˇa´sti, dokud nenı´ rozdeˇleny´ na jednotlive´ prvky
(trivia´lnı´ proble´m). Pak jej postupneˇ spojuje zpa´tky s prˇihle´dnutı´m na hodnoty
klı´cˇu˚ (vy´beˇr nejvhodneˇjsˇı´ho klı´cˇe). Prˇirozeny´, stabilnı´.
Pru˚meˇrna´ i maxima´lnı´ slozˇitost: O(n · log n).1
1Toto jsou jen jedny z nejzna´meˇjsˇı´ch trˇı´dı´cı´ch algoritmu˚
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3 Algoritmy pro trˇı´deˇnı´ na externı´m u´lozˇisˇti
Jak jsme jizˇ uvedli drˇı´ve, trˇı´deˇnı´ mimo hlavnı´ pameˇt sebou prˇina´sˇı´ nove´ na´roky na efek-
tivitu algoritmu, jde prˇedevsˇı´m o proble´my spojene´ s ukla´da´nı´m na rˇa´doveˇ pomalejsˇı´
me´dium, pevny´ disk. Ten dnes prˇedstavuje nejpomalejsˇı´ cˇa´st pocˇı´tacˇe, jeho typicke´ vlast-
nosti vycha´zı´ ze stare´ kontrukce vyuzˇı´vajı´cı´ magnetickou indukci a mechanicke´ prˇesouva´nı´
za´znamovy´ch hlav. Nasˇteˇstı´ jsou dostupne´ plneˇ elektronicke´ SSD disky, u ktery´ch odpa-
dajı´ mechanicke´ neduhy prˇi za´pisu cˇi cˇteˇnı´ dat. Vyhneme se tak dosti velke´ prˇı´stupove´
dobeˇ a za´vislosti na fyzicke´m umı´steˇnı´ zapsany´ch dat, nemluveˇ o prˇı´padne´ fragmentaci
souboru˚ [4].
3.1 Uvazˇovany´ model
V cele´ diplomove´ pra´ci i pozdeˇjsˇı´m rˇesˇenı´ uvazˇuji na´sledujı´cı´ model: Prˇedpokla´da´m, zˇe
pocˇı´tacˇ, na ktere´m bude trˇı´deˇnı´ probı´hat, ma´ jednu hlavnı´ pameˇt’, jeden procesor a je-
den disk, ktere´ budu pouzˇı´vat pro operace potrˇebne´ k beˇhu algoritmu. Jako jednu stranu
pameˇti uvazˇuji takovou cˇa´st hlavnı´ pameˇti, ktera´ ma´ stejnou velikost, jako alokacˇnı´ jed-
notka pouzˇı´vane´ho souborove´ho syste´mu.
Prˇeva´zˇna´ veˇtsˇina algoritmu˚ pro vnitrˇnı´ trˇı´deˇnı´ nemu˚zˇe by´t upravena tak, aby efek-
tivneˇ pracovala jako algoritmus pro vneˇjsˇı´ trˇı´deˇnı´. Metody vyuzˇı´vajı´cı´ sekvencˇnı´ho prˇı´stupu
jako je naprˇ. insertsort a selectsort mu˚zˇeme z dalsˇı´ch u´vah rovnou vyloucˇit. V milu-
losti byly algoritmy pro vnitrˇnı´ trˇı´deˇnı´ studova´ny take´ v souvislostı´ s virtua´lnı´ pameˇtı´,
vy´sledky vsˇak nebyly tak slibne´ du˚sledkem nadmeˇrne´ho pocˇtu odkla´dacı´ch stra´nek.
Snaha prˇepracovat heapsort a quicksort pro vneˇjsˇı´ trˇı´deˇnı´ nebyla efektivnı´, nepodarˇilo
se dosa´hnout tak male´ho pocˇtu vstupneˇ vy´stupnı´ch operacı´ jako u mergesortu, ktery´ je z
tohoho hlediska nejlepsˇı´m algoritmem pro vneˇjsˇı´ trˇı´deˇnı´.
V poslednı´ch letech se vy´zkum zameˇrˇuje na jeho optimalizaci vedoucı´ k co nejveˇtsˇı´mu
zefektivneˇnı´ a optima´lnı´mu prˇekry´va´nı´ procesorove´ho a vstupneˇ/vy´stupnı´ho cˇasu [1].
3.2 Popis externı´ho mergesortu
Prˇedpokla´dejme, zˇe soubor, ktery´ ma´ by´t setrˇı´deˇn, ma´ N stran a zˇe ma´me k dispozici B
stran v hlavnı´ pameˇti. Trˇı´dı´cı´ algoritmus pak probı´ha´ ve dvou fa´zı´ch:
• V prvnı´ fa´zi je soubor rozdeˇlen do cˇa´stı´, ktere´ se nazy´vajı´ skupiny nebo vla´kna. Cela´
skupina mu˚zˇe by´t zcela ulozˇena v B strana´ch hlavnı´ pameˇti a tudı´zˇ existuje N/B
skupin vyprodukovany´ch v te´to fa´zi. Kazˇda´ skupina je setrˇı´deˇna neza´visle v hlavnı´
pameˇti neˇktery´m z vnitrˇnı´ch trˇı´dı´cı´ch algoritmu˚ a pak zapsa´na zpeˇt na disk, viz
Obra´zek 1.
• V pru˚beˇhu druhe´ fa´ze jsou skupiny sle´va´ny tak, aby vyrobily mensˇı´ pocˇet sku-
pin a nakonec byly spojeny do jedine´ vy´sledne´. Spojovacı´ fa´ze se mu˚zˇe skla´dat
z neˇkolika pru˚chodu˚. Dostupnou pameˇt’ ve druhe´ fa´zi rozdeˇlı´me tak, aby vznikla
jedna vyrovna´vacı´ pameˇt’ pro vy´stupnı´ soubor a zbytek pameˇti se rozdeˇlil jako cˇtecı´
vyrovna´vacı´ pameˇt jednotlivy´ch skupin. V kazˇde´m pru˚chodu se z kazˇde´ skupiny,
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Obra´zek 1: Prvnı´ fa´ze externı´ho mergesortu
Obra´zek 2: Druha´ fa´ze externı´ho mergesortu vyuzˇı´vajı´cı´ dva pru˚chody
resp. jejı´ho cˇtecı´ho za´sobnı´ku, vybere nejmensˇı´ poprˇ. nejveˇtsˇı´ prvek a ten se po-
rovna´va´ s dalsˇı´mi takto zı´skany´mi prvky z ostatnı´ch skupin. Na konci kazˇde´ho
pru˚chodu dostaneme vzˇdy jeden prvek, ktery´ zapı´sˇeme na vy´stupnı´ za´sobnı´k. Po-
kud je vy´stupnı´ za´sobnı´k plny´, zapı´sˇe se do vy´sledne´ho souboru, obdobneˇ, pokud
je neˇktery´ ze vstupnı´ch za´sobnı´ku˚ pra´zdny´, nacˇte se do neˇj dalsˇı´ cˇa´st prˇı´slusˇne´ sku-
piny [3], viz Obra´zek 2.
Vy´konnost externı´ho mergesortu za´lezˇı´ mj. na vy´beˇru spojovacı´ho sche´ma, jaky´m se
vybı´rajı´ skupiny pro spojova´nı´ ve druhe´ cˇa´sti algoritmu. Ru˚zne´ postupy totizˇ mohou ve´st
ke znacˇny´m vy´konovy´m rozdı´lu˚m [1].
3.2.1 Algoritmy pro tvorbu skupin
Pro tvorbu skupin se beˇzˇneˇ pouzˇı´vajı´ dva algoritmy:
Prvnı´, nazy´vajı´cı´ se nacˇti-setrˇid’-ulozˇ, naplnı´ vsˇechny dostupne´ stra´nky hlavnı´ pameˇti
za´znamy ze souboru k serˇazenı´ a spustı´ vnitrˇnı´ trˇı´dicı´ algoritmus heapsort nebo quicksort.
Vy´sledek je zapsa´n zpeˇt na disk jako setrˇı´deˇna´ skupina. Tento postup se opakuje, dokud
nejsou setrˇı´deˇny vsˇechny za´znamy. Jednotlive´ skupiny tedy majı´ velikost shodnou s ve-
likostı´ dostupne´ hlavnı´ pameˇti.
Druhy´ algoritmus se nazy´va´ vy´meˇnny´ vy´beˇr. Vyuzˇı´va´ minima´lnı´ haldu k vy´beˇru klı´cˇe
s minima´lnı´ hodnotou. Halda se nejprve naplnı´, pak je za´znam s nejmensˇı´ hodnotou
klı´cˇe (vrchol haldy) prˇesunut z haldy do vy´stupnı´ho za´sobnı´ku a tı´m uvolnı´ mı´sto pro
novy´ prvek. Dalsˇı´ prvek, ktery´ ma´ by´t prˇesunut do vy´stupnı´ho za´sobnı´ku, musı´ mı´t veˇtsˇı´
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Algoritmus 1: Uka´zka pseudoko´du externı´ho mergesortu
Input: file
BLOCKSIZE;
RAMSIZE;
N=size(file)/BLOCKSIZE;
B=RAMSIZE/BLOCKSIZE;
//prvnı´ cˇa´st
while file != empty do
for i:=1 to N/B do
ram:=load(file)/RAMSIZE;
sort(ram);
write(filesort, i);
// druha´ cˇa´st
for b:=1 to B-1 do
alokuj(Bi, B/ N+1);
alokuj(Bout, B/ N+1);
for b:=1 to N/B do
Bb:=read(filesort, b, B/ N+1);
while filesort != empty do
Bout = merge(B1 ... BN/B);
if Bx is empty then
doplnˇ(filesort, x + prˇecˇteno);
if Bout is full then
write(Bout, finallyfile);
Bout.clear();
18
klı´cˇovou hodnotu, nezˇ poslednı´ vyjmuty´ prvek. Pokud se v souboru vyskytnou za´znamy
s mensˇı´ klı´cˇovou hodnotou, nezˇ poslednı´ prvek vlozˇeny´ do vy´stupnı´ho za´sobnı´ku, umı´stı´
se do nove´ minima´lnı´ haldy. Tı´m se postupneˇ prvnı´ halda zmensˇuje a druha´ zveˇtsˇuje. Prˇi
vypra´zdneˇnı´ prvnı´ haldy je dokoncˇena tvorba prvnı´ skupiny a prvky z dalsˇı´ haldy jizˇ
plnı´ dalsˇı´ skupinu. Tento proces koncˇı´, kdyzˇ v souboru nezby´vajı´ zˇa´dne´ dalsˇı´ za´znamy k
setrˇı´deˇnı´ [3].
Jak bylo proka´za´no [3], pru˚meˇrny´ pocˇet skupin vytvorˇeny´ch vy´meˇnny´m vy´beˇrem je
polovicˇnı´ oproti velikosti skupin, vytvorˇeny´ch algoritmem nacˇti-setrˇid’-ulozˇ. To ma´ vliv
na vy´pocˇetnı´ cˇas druhe´ cˇa´sti algoritmu, mensˇı´ pocˇet skupin totizˇ zkra´tı´ cˇas potrˇebny´ k vy-
kona´nı´ druhe´ cˇa´sti externı´ho mergesortu. Algoritmus vy´meˇnny´ vy´beˇr ma´ sta´lejsˇı´ pru˚beˇh
vstupneˇ/vy´stupnı´ch operacı´ a dosahuje lepsˇı´ch vy´sledku˚ na jizˇ cˇa´stecˇneˇ prˇedtrˇı´deˇny´ch
datech. Mezi jeho nevy´hody patrˇı´ nutnost soucˇasne´ho cˇtenı´ za´znamu˚ ze vstupnı´ho za´sob-
nı´ku a za´pis na vy´stupnı´ za´sobnı´k. Jsou-li oba soubory ulozˇeny na stejne´m disku, je
potrˇeba vı´ce cˇasu na rezˇii prˇi cˇtenı´ a za´pisu dat, vyply´vajı´cı´ z teˇchto pozˇadavku˚. Pokud
ovsˇem ma´me k dispozici dva disky, je vy´meˇnny´ vy´beˇr lepsˇı´ volbou [1].
3.2.2 Spra´va pameˇti pro za´znamy ru˚zny´ch de´lek
V rea´lne´m sveˇteˇ potrˇebujeme pracovat se za´znamy ru˚zny´ch de´lek. Vy´sˇe popsane´ algo-
ritmy vsˇak nejsou prˇı´mo pouzˇitelne´ pro za´znamy s ru˚zny´mi de´lkami, protozˇe pameˇt’ovy´
prostor pro trˇı´deˇnı´ je pevneˇ da´n a pocˇet za´znamu˚, ktere´ mohou by´t vyjmuty z tohoto
prostoru, nenı´ prˇedem zna´m. Budeme prˇedpokla´dat, zˇe se pameˇt’ovy´ prostor skla´da´ z
neˇkolika rozsahu˚, protozˇe nenı´ mozˇne´ alokovat libovolneˇ velke´ cˇa´sti sousedı´cı´ pameˇti.
Postup je na´sledujı´cı´: Prˇi spusˇteˇnı´ algoritmu pro tvorbu skupin jsou za´znamy s promeˇnnou
de´lkou cˇteny ze vstupu a vkla´da´ny do pameˇt’ove´ho prostoru. Tato metoda ma´ najı´t mı´sto
pro kazˇdy´ novy´ za´znam uvnitrˇ existujı´cı´ho pameˇt’ove´ho prostoru. Pokud nenı´ nalezeno
zˇa´dne´ volne´ mı´sto, je za´znam prˇesunut z pameˇt’ove´ho prostoru na vy´stup a tı´m vytvorˇı´
prostor pro novy´ vstup. Pokud za´znamy neobsadı´ vsˇechna vytvorˇena´ volna´ mı´sta, musı´
pak syste´m sledovat volne´ segmenty a kontrolovat mozˇnost sloucˇenı´ potenciona´lnı´ch
sousednı´ch volny´ch segmentu˚. V na´sledujı´cı´ch dvou heuristicky´ch metoda´ch je popsa´no
hleda´nı´ volny´ch segmentu˚.
Dalsˇı´ vyhovujı´cı´ - tato metoda sekvencˇneˇ vyhleda´va´ vsˇechny volne´ segmenty pameˇti,
zacˇı´na´ od pozice, kde dosˇlo k poslednı´mu vlozˇenı´, a probı´ha´, dokud nenalezne dostatecˇneˇ
velkou cˇa´st pameˇti pro ulozˇenı´ nove´ho za´znamu. Jelikozˇ mu˚zˇe by´t vyhleda´va´nı´ dosti
na´rocˇne´, zava´dı´ se prahova´ hodnota k omezenı´ pocˇtu zkoumany´ch volny´ch segmentu˚.
Pokud je tento limit dosazˇen a nebyl nalezen zˇa´dny´ volny´ segment, snazˇı´ se algorit-
mus prˇesunout za´znam sousedı´cı´ s volny´m segmentem z jeho aktua´lnı´ pozice k dalsˇı´mu
volne´mu segmentu, ktery´ byl zkouma´n v pru˚beˇhu stejne´ho vyhleda´va´nı´. Pokud tento
prˇesun vytvorˇı´ pozˇadovane´ mı´sto, je za´znam vlozˇen do pameˇt’ove´ho prostoru, pokud
nevytvorˇı´, je jeden nebo vı´ce existujı´cı´ch za´znamu˚ odstraneˇno z pameˇt’ove´ho prostoru a
vytvorˇı´ tak vhodne´ volne´ mı´sto.
Nejlepsˇı´ vyhovujı´cı´ - v te´to metodeˇ jsou nove´ za´znamy vkla´da´ny do nejmensˇı´ho volne´ho
segmentu, ktery´ je natolik velky´, aby dany´ za´znam prˇijal. Pro efektivnı´ vyhleda´va´nı´
vhodne´ho volne´ho segmentu sleduje algoritmus velikosti volny´ch segmentu˚ v bina´rnı´m
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stromu. Prˇi vkla´da´nı´ nove´ho za´znamu prohleda´ algoritmus bina´rnı´ strom, aby nalezl
volny´ segment minima´lnı´ velikosti, ktery´ je veˇtsˇı´ nebo roven velikosti nove´ho za´znamu.
V prˇı´padeˇ, zˇe neexistuje zˇa´dny´ volny´ segment, jsou existujı´cı´ za´znamy odstraneˇny, do-
kud nenı´ dostatek volne´ho mı´sta.
Podle testu˚, ktere´ byly provedeny, dosahuje metoda nejlepsˇı´ vyhovujı´cı´ azˇ 95% vyuzˇitı´
pameˇti pro velke´ pameˇt’ove´ rozsahy. Pro mensˇı´ pameˇt’ove´ rozsahy je vyuzˇitı´ kolem 75%.
Metoda nejlepsˇı´ vyhovujı´cı´ je da´le cˇasoveˇ u´sporneˇjsˇı´ - na´klady na vyhleda´va´nı´ v te´to
metodeˇ totizˇ naru˚stajı´ s pocˇtem volny´ch segmentu˚ logaritmicky (dı´ky vyuzˇitı´ bina´rnı´ho
stromu). Pro za´znamy s promeˇnnou velikostı´ je tedy metoda nejlepsˇı´ vyhovujı´cı´ s meto-
dou vy´meˇnne´ho vy´beˇru tou nejlepsˇı´ kombinacı´ [1].
3.3 Spojovacı´ algoritmy
Vzhledem k tomu, zˇe je spojova´nı´ skupin prˇeva´zˇneˇ vstupneˇ/vy´stupnı´ operacı´, snazˇı´ se
vsˇechny algoritmy minimalizovat pocˇet prˇı´stupu˚ na disk. Vyva´zˇeny´ k-cestny´ mergesort
trˇı´dı´ data pouzˇitı´m opakovane´ho slucˇova´nı´. Rozdeˇlı´ vstup do dvou skupin opakovany´m
cˇtenı´m bloku˚ dat ze vstupu, ktere´ zaplnı´ hlavnı´ pameˇt’, skupina se setrˇı´dı´, a pak se zapı´sˇe
do dalsˇı´ skupiny. Ve druhe´ fa´zi se opakovaneˇ spojujı´ dveˇ skupiny do jedne´ ze dvou
vy´stupnı´ch skupin, dokud nevznikne jedna setrˇı´deˇna´ skupina [7].
Drˇı´veˇjsˇı´ studie uka´zaly, u vı´cecestne´ho spojova´nı´, obecneˇ k-cestne´ho spojova´nı´, zvo-
lenı´m k co nejvysˇsˇı´ho nemusı´ vzˇdy ve´st ke zlepsˇenı´ vy´konnosti. Jedno z rˇesˇenı´ je vlozˇit
nejprve tolik pra´zdny´ch skupin, kolik je potrˇeba k vytvorˇenı´ vsˇech skupin-1, deˇlitelny´ch
k-1. Pak algoritmus spojı´ v kazˇde´m pru˚chodu k nejkratsˇı´ch skupin, dokud nezu˚stane jen
jedna. Tento postup vsˇak nedosahuje prˇekry´va´nı´ mezi vstupneˇ/vy´stupnı´m a CPU cˇasem:
procesor zu˚stane v necˇinnosti, zatı´mco je k za´sobnı´ku˚ plneˇno cˇa´stmi odpovı´dajı´cı´ch sku-
pin nacˇı´tany´ch z disku. Tento proble´m rˇesˇı´ prognosticka´ metoda, metoda dvojite´ho vy-
rovna´va´nı´ nebo metoda prokla´dane´ho rozvrzˇenı´.
Prognosticka´ metoda - tato metoda sleduje cˇtecı´ za´sobnı´k, ktery´ bude vypra´zdneˇn jako
prvnı´ a pouzˇı´va´ dalsˇı´ zvla´sˇtnı´ za´sobnı´k ke cˇtenı´ dalsˇı´ vhodne´ cˇa´sti z disku, dokud obsah
zby´vajı´cı´ch za´sobnı´ku˚ nepokracˇuje ke zpracova´nı´. Vylepsˇena´ prognosticka´ metoda zava´dı´
posloupnost spotrˇeby k urcˇenı´, ktery´ ze za´sobnı´ku˚ bude vypra´zdneˇn jako prvnı´ a cˇtenı´
dat z disku zacˇı´na´ jizˇ ve chvı´li, kdy je v pameˇti volny´ch m stran. Nemusı´me tedy cˇekat
na uvolneˇnı´ cele´ho za´sobnı´ku neˇktere´ skupiny [1].
Dvojite´ vyrovna´va´nı´ - v te´to metodeˇ se pro kazˇdou skupinu vytvorˇı´ dva za´sobnı´ky, je-
den pro prova´deˇnı´ V/V operacı´ a druhy´ pro zpracova´nı´. Mu˚zˇe by´t pouzˇita bud’ prˇi cˇtenı´
z disku nebo prˇi za´pisu na neˇj. Oproti prognosticke´ metodeˇ vyzˇaduje tato metoda vı´ce
pameˇti, nebo snı´zˇenı´ velikosti sta´vajı´cı´ho za´sobnı´ku. Dı´ky dveˇma za´sobnı´ku˚m mu˚zˇe by´t
dosazˇeno prˇekry´va´nı´ mezi V/V a CPU cˇasem, ale nutno poznamenat, zˇe nema´ vyuzˇitı´ u
te´meˇrˇ setrˇı´deˇny´ch dat [5]. V rozsˇı´rˇenı´ te´to metody, nazy´vajı´cı´m se rovnomeˇrne´ vyrovna´va´nı´,
se pro kazˇdou skupinu vytvorˇı´ m za´sobnı´ku˚. Nynı´ nasta´va´ ota´zka, jak brzy zaha´jit nove´
cˇtenı´ pro zaplneˇnı´ pra´zdny´ch za´sobnı´ku˚. Pokud zacˇneme cˇı´st, kdyzˇ je pra´zdny´ch m-1
za´sobnı´ku˚, minimalizujeme vyhleda´vacı´ cˇas, nebot’ vsˇech m-1 bloku˚ bude cˇteno z po
sobeˇ jdoucı´ch mı´st. Tı´m vsˇak nenı´ zarucˇeno u´plne´ prˇekrytı´ CPU a V/V cˇasu, protozˇe
prˇi cˇtenı´ m-1 bloku˚ mu˚zˇe CPU zu˚stat necˇinny´. V tomto okamzˇiku se vyuzˇı´va´ vlastnosti
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modernı´ch diskovy´ch syste´mu˚, ktere´ rozdeˇlı´ cˇtenı´ velke´ho mnozˇstvı´ dat na cˇtenı´ po-
sloupnosi neˇkolika mensˇı´ch datovy´ch bloku˚. V pru˚beˇhu plneˇnı´ za´sobnı´ku˚ sekvencˇnı´m
cˇtenı´m z disku, jsou jizˇ neˇktere´ za´sobnı´ky naplneˇny a mohou by´t pouzˇity k dalsˇı´mu zpra-
cova´nı´. Nevy´hodou je, zˇe cˇtenı´ nemu˚zˇe zacˇı´t drˇı´ve, dokud nenı´ pra´zdny´ch m-1 za´sobnı´ku˚
patrˇı´cı´ch ke stejny´m skupina´m, operacˇnı´ pameˇt’ tedy nenı´ plneˇ vyuzˇita.
V pru˚beˇhu slucˇovacı´ fa´ze jsou data cˇtena v odlisˇne´m porˇadı´, nezˇ v jake´m byla za-
pisova´na ve fa´zi tvorby skupin. Ve fa´zi pro tvorbu skupin se totizˇ skupiny zapisujı´ na
po sobeˇ jdoucı´ mı´sta na disku, narozdı´l od spojovacı´ fa´ze, kde jsou data cˇtena v urcˇite´m
porˇadı´, ktere´ za´visı´ na porˇadı´ vstupnı´ch za´znamu˚. To ma´ dopad na celkove´ prˇı´stupove´
na´klady na disk, zvysˇuje se totizˇ vyhleda´vacı´ doba. Metoda prokla´dane´ rozvrzˇenı´ [6]
umist’uje za´znamy z ru˚zny´ch skupin do souvisly´ch pozic podle algoritmu robin-round.
Je zalozˇena na ocˇeka´va´nı´, zˇe mı´sto nove´ho za´znamu je blı´zˇe k porˇadı´, v jake´m budou
cˇteny za´znamy z disku a takto snizˇuje vyhleda´vacı´ cˇas. Prˇedstavuje vsˇak rezˇii v pru˚beˇhu
fa´ze pro tvorbu skupin.
3.3.1 Pla´nova´nı´ cˇtenı´
Kazˇda´ skupina je rozdeˇlena do bloku˚ o de´lce rovnajı´cı´ se velikosti vyrovna´vacı´ pameˇti.
Ulozˇenı´m maxima´lnı´ klı´cˇove´ hodnoty z kazˇde´ho bloku dat jsme schopni urcˇit porˇadı´,
ve ktere´m budou bloky pozˇadova´ny v pru˚beˇhu spojovacı´ fa´ze. Toto porˇadı´ se nazy´va´
posloupnost spotrˇeby [6]. Ukla´da´nı´ maxima´lnı´ klı´cˇove´ hodnoty neprˇedstavuje vy´znamnou
rezˇii, protozˇe lze prove´st v hlavnı´ pameˇti. Tyto klı´cˇe by meˇly by´t setrˇı´deˇny, cozˇ je mozˇno
prove´st, kdyzˇ se zacˇı´na´ zapisovat poslednı´ skupina na disk (v pru˚beˇhu tvorby skupin)
nebo beˇhem prˇedcha´zejı´cı´ spojovacı´ fa´ze.
Pokud jsou beˇhem spojovacı´ fa´ze dostupne´ neˇjake´ extra za´sobnı´ky, lze je pouzˇı´t pro
cˇtenı´ datovy´ch bloku˚, ktere´ nejsou aktua´lneˇ potrˇebne´ v neˇjake´ cˇa´sti spojova´nı´. Cˇtenı´
teˇchto bloku˚ neprˇedstavuje rotacˇnı´ nebo vyhleda´vajı´cı´ zpozˇdeˇnı´, jelikozˇ bloky jsou v po
sobeˇ jdoucı´ch pozicı´ch. Posloupnost spotrˇeby mu˚zˇeme pouzˇı´t k urcˇenı´, ktere´ bloky bu-
dou potrˇebne´ v na´sledujı´cı´ch fa´zı´ch, nacˇı´st je za nı´zke´ na´klady a urychlit tak spojovacı´
cˇa´st.
Tento proble´m lze formulovat na´sledovneˇ [6]: Bud’ n pocˇet skupin, T pocˇet datovy´ch
bloku˚, B pocˇet za´sobnı´ku˚. Pak C = {C1, C2, ..., CT } je blok posloupnosti spotrˇeby, R =
{R1, R2, ..., RT } je cˇtecı´ sekvence, L je mapovacı´ funkce mezi datovy´mi bloky a pozi-
cemi disku, ktere´ jsou oznacˇeny cˇı´sly 1, 2, ..., T. Kazˇda´ cˇtecı´ sekvence R je charakteri-
zova´na svou cenou, ktera´ je rovna soucˇtu celkove´ho vyhleda´vacı´ho cˇasu a celkove´ho
prˇenosove´ho cˇasu potrˇebne´ho ke cˇtenı´ datovy´ch bloku˚ v porˇadı´ urcˇene´m R. Vzhledem k
tomu, zˇe kazˇda´ cˇtecı´ sekvence ma´ stejou dobu prˇenosu, vy´beˇr nejlepsˇı´ sekvence je zalozˇen
na vy´pocˇtu hledacı´ho cˇasu. Cˇtecı´ sekvence navı´c musı´ splnˇovat dalsˇı´ podmı´nku - v kazˇde´
fa´zi musı´ by´t uchova´n nejme´neˇ jeden blok dat z kazˇde´ skupiny v jednom z dostupny´ch
za´sobnı´ku˚. Sekvence splnˇujı´cı´ tuto podmı´nku se nazy´va´ proveditelna´. Musı´me tedy najı´t
proveditelnou sekvenci, ktera´ ma´ minima´lnı´ hledacı´ cˇas.
Lze snadno odvodit, zˇe proble´m nalezenı´ optima´lnı´ proveditelne´ cˇtecı´ sekvence je
ekvivalentnı´ s proble´mem obchodnı´ho cestujı´cı´ho, proto mu˚zˇe by´t navrzˇeno jen heuris-
ticke´ rˇesˇenı´. Heuristika je zalozˇena´ na umı´steˇnı´ kazˇde´ho Ci u´daje z bloku posloupnosti
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spotrˇeby C uvnitrˇ cˇtecı´ sekvence R v pozici, ktera´ minimalizuje vyhleda´vacı´ cˇas. Ten se
vypocˇte podle L(Ri) pozice disku, kde jsou ulozˇeny u´daje o cˇtecı´ sekvenci. Aby byla cˇtecı´
sekvence proveditelna´, je udrzˇova´na dalsˇı´ sekvence F. J-ty´ u´daj sekvence F prˇedstavuje
pocˇet volny´ch za´sobnı´ku˚ prˇed prˇecˇtenı´m u´daje Rj ve cˇtecı´ sekvenci. Pokud je Ci vlozˇeno
na pozici p cˇtecı´ sekvence, dostaneme Rp, kde p < i, pak je pro jeho ulozˇenı´ potrˇeba
dalsˇı´ho za´sobnı´ku. Proto je Fj zmensˇeno o 1, kdyzˇ p ≤ j < i, ve smyslu, zˇe pro bloky
Rp, ..., Ri−1 bude o jeden za´sobnı´k me´neˇ, nezˇ kdyzˇ zacˇaly by´t cˇteny. Pokud je Fj = 0 pro
dane´ j, pak zˇa´dny´ blok za j z posloupnosti spotrˇeby nemu˚zˇe by´t umı´steˇn prˇed j ve cˇtecı´
sekvenci. Promeˇnna´ s zaznamena´va´ poslednı´ hodnotu j, kde je Fj = 0.
Algoritmus 2: Uka´zka pseudoko´du algoritmu posloupnosti spotrˇeby
R1:=C1;
s:=1;
for j:=1 to T do
Fj :=B-n;
for i:=2 to T do
p:=i;
for j:=s to i-1 do
if Rj se nacha´zı´ na stejne´ stopeˇ na disku jako Ci AND L(Ri) > L(Ci) then
p:=j;
break;
for k:=i downto p+1 do
Rk := Rk −−;
Fk := Fk−1 −−;
if Fk=0 AND s¡=k then
s:=k+1;
Rp:=Ci;
Popsany´ algoritmus ma´ slozˇitostO(T 2) a mu˚zˇe by´t spusˇteˇn, dokud je na disku ulozˇena
poslednı´ skupina. Metoda pla´nova´nı´ cˇtenı´ s pouzˇitı´m posloupnosti spotrˇeby doka´zala
prˇekonat metody dvojite´ho vyrovna´va´nı´ i prognostickou metodu [6].
3.3.2 Seskupova´nı´ bloku˚
Tato metoda se snazˇı´ o nalezenı´ heuristicke´ho rˇesˇenı´ proble´mu optima´lnı´ cˇtecı´ cesty.
Je zalozˇena na seskupenı´ takove´ho mnozˇstvı´ sousednı´ch bloku˚ dat ze stejne´ skupiny,
jak je jen mozˇne´. Neˇkolik sousednı´ch bloku˚ ze stejne´ skupiny tvorˇı´ celek, ktery´ mu˚zˇe
by´t prˇecˇten sekvencˇneˇ. Cˇı´m mensˇı´ je pocˇet skupin, tı´m me´neˇ vyhleda´vacı´ho cˇasu bude
potrˇeba beˇhem spojova´nı´. Tato cˇtecı´ sekvence (celek) je proveditelna´, pokud je v pru˚beˇhu
spojovacı´ cˇa´sti prˇecˇten kazˇdy´ blok pra´veˇ jednou. Metoda pro stanovenı´ proveditelnosti
cˇtecı´ sekvence je zalozˇena na pocˇtu volny´ch za´sobnı´ku˚, F. Fi je rovno pocˇtu volny´ch
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za´sobnı´kovy´ch stra´nek po prˇecˇtenı´ i-te´ho celku. Velikosti celku˚ jsou oznacˇenyL = {L1, L2, ..., LN}
pro dane´ N [6].
Algoritmus 3: Uka´zka pseudoko´du algoritmu seskupova´nı´ bloku˚
R:=C;
//cˇtecı´ sekvence se inicializuje podobneˇ jako posloupnost spotrˇeby
for i:=1 to T do
Li:=1;
//nastavenı´ prvotnı´ velikosti celku
lastC1:=n;
for i:=n+1 to T do
for j:=lastC1 downto 1 do
if Rj .runNumber=Ri.runNumber then
k:=j;
break;
if lze Ri zkombinovat s RK prˇi zachova´nı´ proveditelnosti then
LK++;
else
//Ri se stane novy´m celkem lastC1++;
RlastC1++;
N:=lastC1;
Seskupova´nı´ bloku˚ je nejefektivneˇjsˇı´ metodou ze vsˇech variant pro zlepsˇenı´ spojo-
vacı´ch algoritmu˚. Oproti metodeˇ pla´nova´nı´ cˇtenı´, ktera´ je druha´ nejlepsˇı´, dosahuje na´ru˚st
vy´konu 30%. Navı´c je schopna vyuzˇı´t jizˇ cˇa´stecˇneˇ prˇedtrˇı´deˇna´ data [1].
Externı´ mergesort je doposud nejlepsˇı´ trˇı´dı´cı´ algoritmus pro vneˇjsˇı´ trˇı´deˇnı´ [1], zde
uvedene´ optimalizace jesˇteˇ da´le vylepsˇujı´ jeho vy´konnost. Obecneˇ jde o snahu minimali-
zovat prodlevu prˇi cˇtenı´ a ukla´da´nı´ na pevny´ disk (cˇi ji co nejvı´ce vyuzˇı´t k dalsˇı´ optima-
lizaci) nebo prˇekry´va´nı´ procesorove´ho a vstupneˇ/vy´stupnı´ho cˇasu.
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4 Komponenta perzistentnı´ho pole
4.1 Popis komponenty
Prˇi u´vahami nad analy´zou trˇı´deˇnı´ dat na externı´m u´lozˇisˇti podle popsany´ch algoritmu˚
se na´m nasky´ta´ neˇkolik proble´mu˚. Mezi jeden z nich patrˇı´ jaky´m zpu˚sobem navrhnout a
implementovat vyrovna´vacı´ pameˇt’ pro cˇtenı´ a za´pis souboru˚. Jelikozˇ je nutno mı´t kon-
trolu nad volbou velikostı´ jednotlivy´ch vyrovna´vacı´ch pameˇtı´, je vyrovna´vacı´ pameˇt’ v
souborove´m syste´mu operacˇnı´ho syste´mu nevyhovujı´cı´. Rozhodl jsem se vyuzˇı´t rˇesˇenı´,
ktere´ je jizˇ naimplementova´no a vsˇechny potrˇebne´ podmı´nky splnˇuje - perzistentnı´ pole.
Perzistentnı´ pole se z hlediska programa´tora tva´rˇı´ jako dynamicke´ pole vektoru˚, ktere´
vsˇechna sva´ data samostatneˇ ukla´da´ do externı´ho souboru a napodobuje svy´m chova´nı´m
rea´lny´ souborovy´ syste´m operacˇnı´ho syste´mu. Hlavı´ vy´hoda perzistentnı´ho pole na-
rozdı´l od beˇzˇne´ho datove´ho souboru ulozˇene´m v souborove´m syste´mu spocˇı´va´ ve vlastnı´
vyrovna´vacı´ pameˇt’ cache, ktera´ umozˇnˇuje le´pe rˇı´dit, co bude ulozˇeno na pevne´m disku
a co v hlavnı´ pameˇti. Vsˇechny trˇı´dy implementujı´cı´ toto pole jsem prˇevzal z aplikacˇnı´ho
ra´mce ATOM implementovany´ databa´zovou skupinou na Katedrˇe informatiky Fakulty
elektrotechniky a informatiky, Vysoke´ sˇkoly Ba´nˇske´ - Technicke´ univerzity Ostrava.
Nynı´ jizˇ k samotny´m trˇı´da´m implementujı´cı´m perzistentnı´ pole. To v sobeˇ ukla´da´
vektory typu zdeˇdeˇne´ho ze trˇı´dy cBasicType, v na´sledujı´cı´ch prˇı´kladech i v te´to pra´ci budu
pouzˇı´vat prvky, jezˇ reprezentuje trˇı´da cNTreeTuple NoEncodeType. Nezbytnou soucˇa´stı´ je
sˇablona cSizeInfo, ktera´ zajisˇt’uje spra´vny´ vy´pocˇet velikosti polozˇky, du˚lezˇity´ prˇedevsˇı´m u
slozˇiteˇjsˇı´ch typu˚. Parametrizuje se polozˇkami konkre´tnı´ho typu zdeˇdeˇne´ z jizˇ zminˇovane´
trˇı´dy cBasicType. Pro vkla´da´nı´ prvku˚ typu cNTreeTuple je prˇipravena´ trˇı´da cNTupleSizeInfo
parametrizujı´cı´ sˇablonu cSizeInfo typem cNTreeTuple. Tato trˇı´da obsahuje informace i pro
zde pouzˇı´vany´ typ prvku˚ cNTreeTuple NoEncodeType.
4.2 Prˇı´klad pra´ce s perzistentnı´m polem
Pro pra´ci se samotny´m perzistentnı´m pole potrˇebujeme vytvorˇit neˇkolik pomocny´ch ob-
jektu˚ a definovat parametry prˇi jejich vytva´rˇenı´:
• Nejprve je trˇeba definovat typ vkla´dany´ch prvku˚. V na´sledujı´cı´ch prˇı´kladech bu-
dou jednotlive´ prvky typu cNTreeTuple NoEncodeType, jednotlive´ vektory mohou
mı´t promeˇnnou de´lku, tedy kazˇdy´ z nich nemusı´ mı´t de´lku urcˇenou dimenzı´. Po-
slednı´ definicı´ typu tPersistentArray jen vlozˇı´me prˇedchozı´ typy do sˇablony sa-
motne´ho perzistentnı´ho pole.
• Da´le je trˇeba popisovacˇ mı´sta, prˇi jehozˇ vytva´rˇenı´ vkla´da´me do kontruktoru hod-
noty maxima´lnı´ dimenze vektoru˚ a jejich datovy´ typ, deˇdı´cı´ ze trˇı´dy cDataType.
Popisovacˇ mı´sta je nova´ instance trˇı´dy zdeˇdeˇne´ z obecne´ho popisovacˇe cTreeSpa-
ceDescriptor. V tomto prˇı´padeˇ tedy bude maxima´lnı´ dimenze vektoru˚ 10 prvku˚ a
jednotlive´ prvky vektoru budou nezname´nkove´ celocˇı´selne´, viz rˇa´dek 7 ve zdro-
jove´m ko´du 1.
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• Hlavicˇka perzistentnı´ho pole je zdeˇdeˇna´ ze trˇı´dy cHeader. Jak jizˇ na´zev napovı´da´, jde
o hlavicˇku ekvivalentnı´ ke zvolene´mu typu prvku i samotne´ho perzistentnı´ho pole,
tj. cPersistentArrayHeader VarLen. Jako parametry konstruktoru vkla´da´m informace
o volne´m mı´steˇ, ktere´mu da´le prˇeda´m drˇı´ve vytvorˇeny´ popisovacˇ mı´sta. Tato infor-
mace o volne´m mı´steˇ deˇdı´ ze za´kladnı´ trˇı´dy cSizeInfo a odpovı´da´ zvolene´mu typu
prvku pole. Druhy´ vkla´dany´ parametr je velikost uzlu vkla´dane´ho prvku, trˇetı´ pak
urcˇuje velikost bloku, v podstateˇ jde velikost alokacˇnı´ jednotky, zde tedy 4kB.
• Nynı´ jizˇ mu˚zˇeme vytvorˇit samotne´ perzistentnı´ pole, jako parametr konstruktoru
prˇeda´va´m drˇı´ve vytvorˇenou hlavicˇku, viz rˇa´dek 15 ve zdrojove´m ko´du 1.
• Pro cˇtenı´ vektoru˚ z pole pouzˇı´va´m kontext, slouzˇı´cı´ k ulozˇenı´ informacı´ potrˇebny´ch
pro pra´ci s perzistentnı´m polem s promeˇnnou de´lkou vektoru˚. Sleduje uzel, aktua´lnı´
mı´sto v uzlu a aktua´lnı´ polozˇku. Ukla´da´ take´ dalsˇı´ pomocnou pameˇt’. Jde o trˇı´du
zdeˇdeˇnou ze za´kladnı´ trˇı´dy cDataStructureContext. Jejı´ typ opeˇt odpovı´da´ typu per-
zistentnı´ho pole. Jako parametr kontruktoru vkla´da´m hlavicˇku, ktera´ obsahuje
vsˇechny potrˇebne´ u´daje pro jeho spra´vnou inicializaci.
Nynı´ chvı´li ma´me vytvorˇeny a inicializova´ny vsˇechny potrˇebne´ objekty a mu˚zˇeme
zacˇı´t pracovat se samotny´m polem. Vstupnı´ soubor pole nacˇteme metodou Open() (rˇa´dek
cˇ. 21), kde jako parametry uvedeme na´zev otevı´rane´ho souboru, da´le logickou hodnotu,
ma´-li by´t dany´ soubor otevrˇen jen pro cˇtenı´ a velikost vyrovna´vacı´ pameˇti v pocˇtech
bloku˚. Dalsˇı´ metodou OpenContext() (rˇa´dek cˇ. 23) otevrˇu kontext dane´ho pole na indexu
a pozici, ktere´ mi urcˇujı´ prvnı´ dva parametry. Zde je to logicky zacˇa´tek cele´ho pole. Da´le
v jednoduche´m cyklu vypisuji vsˇechny vektory a jejich jednotlive´ prvky ze souboru per-
zistentnı´ho pole, dokud kontext nedojde na jeho konec. Metodou Advance() (rˇa´dek cˇ. 29)
posunu kontext z aktua´lnı´ho vektoru vzˇdy o jeden da´le, pokud kontext dojde na ko-
nec souboru, vracı´ metoda logickou hodnotu false. Po ukoncˇenı´ pra´ce s kontextem stacˇı´
zavolat metodu CloseContext() (rˇa´dek cˇ. 31), obdobneˇ zavola´me po skoncˇenı´ pra´ce s per-
zistentnı´m polem metodu Close() (rˇa´dek cˇ. 32).
Nynı´ se jizˇ podı´vejme na samotny´ zdrojovy´ ko´d:
1 void Ukazka::Vypis ze souboru(){
2
3 typedef cNTreeTuple NoEncodeType Type;
4 typedef cPersistentArrayNode VarLen<Type> tNode;
5 typedef cPersistentArray VarLen<Type, tNode> tPersistentArray;
6
7 cNTreeSpaceDescriptor ∗popisovac = new cNTreeSpaceDescriptor(10, new cUIntType());
8
9 cPersistentArrayHeader VarLen<Type> ∗hlavicka =
10 new cPersistentArrayHeader VarLen<Type>(
11 new cNTupleSizeInfo(popisovac),
12 tNode::GetNodeExtraSize(),
13 4096);
14
15 tPersistentArray ∗pole = new tPersistentArray(hlavicka);
16
17 cPersistentArrayContext VarLen<Type> ∗kontext =
25
18 new cPersistentArrayContext VarLen<Type>(hlavicka);
19
20
21 pole−>Open(”Output.dat”, true, 8);
22
23 pole−>OpenContext(0, 0, kontext);
24
25 do{
26
27 kontext−>GetItem()−>Print(”\n”);
28
29 }while(pole−>Advance(kontext));
30
31 pole−>CloseContext(kontext);
32 pole−>Close();
33
34 delete pole;
35 delete kontext;
36 delete hlavicka;
37 delete popisovac;
38
39 }
Vy´pis 1: Uka´zka vy´pisu vektoru˚ ze souboru perzistentnı´ho pole
Vy´pis z uvedene´ho zdrojove´ho ko´du bude podobny´ tomuto:
(34, 8, 28, 68, 3, 29),realSize: 6
(0, 51, 70, 19, 8, 18, 16, 14, 99, 17),realSize: 10
(1, 23, 71, 36, 61, 57, 77, 16),realSize: 8
(79, 72, 77, 34, 69, 12, 1, 70, 55, 41),realSize: 10
(1, 39, 80, 81, 24, 90, 94, 82, 94, 91),realSize: 10
(2, 35, 9, 81, 11, 92, 30),realSize: 7
Vy´pis 2: Vy´stup z metody vy´pisu vektoru˚ ze souboru perzistentnı´ho pole
Na druhe´m prˇı´kladu si uka´zˇeme jednoduche´ vkla´da´nı´ vektoru˚ do souboru. Vyuzˇijeme
typy a objekty popsa´ny v prˇı´kladeˇ 1, noveˇ na´m prˇibyde objekt prvek (rˇa´dek cˇ. 20), ktery´
zde prˇedstavuje vektor ukla´dany´ do perzistentnı´ho pole. Jako parametr kontruktoru zde
prˇeda´va´m hlavicˇku perzistentnı´ho pole.
Novy´ soubor perzistentnı´ho pole vytvorˇı´me metodou Create() (rˇa´dek cˇ. 18), kde jako
parametry vlozˇı´me na´zev souboru, ktery´ se ma´ vytvorˇit a velikost vyrovna´vacı´ pameˇti
v pocˇtech bloku˚. Metodou SetValue() (rˇa´dek cˇ. 24) nastavujeme jednotlive´ polozˇky vek-
toru, zde nezname´nkova´ cela´ cˇı´sla. Prvnı´m parametrem metody je pozice ve vektoru,
kterou chceme nastavit, tı´m druhy´m pak samotna´ hodnota. Metoda AddItem() (rˇa´dek cˇ.
28) pak vytvorˇeny´ prvek ulozˇı´ do perzistentnı´ho pole. Tato metoda vracı´ index a po-
zici pra´veˇ vlozˇene´ho prvku, trˇetı´m parametrem je prvek, ktery´ chceme vlozˇit. Pro vy´pis
prvku slouzˇı´ metoda Print() (rˇa´dek cˇ. 29), kde vlozˇeny´ parametr plnı´ funkci oddeˇlovacˇe.
Stejneˇ jako prˇi cˇtenı´ z pole je trˇeba jej po ukoncˇenı´ pra´ce zavrˇı´t metodou Close() (rˇa´dek cˇ.
33).
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Tento ko´d vytvorˇı´ perzistentnı´ pole o 10 prvcı´ch, kde na nultou pozici ulozˇı´ jeho
porˇadı´ od 0 a na dalsˇı´ch pozicı´ch postupneˇ ukla´da´ druhe´ mocniny azˇ do hodnoty aktua´lnı´
pozice. Vy´sledek bude zapsa´n v souboru mojepole.dat.
1 void Ukazka::Zapis do souboru(){
2
3 typedef cNTreeTuple NoEncodeType Type;
4 typedef cPersistentArrayNode VarLen<Type> tNode;
5 typedef cPersistentArray VarLen<Type, tNode> tPersistentArray;
6
7 unsigned int index, pozice;
8 cNTreeSpaceDescriptor ∗popisovac = new cNTreeSpaceDescriptor(10, new cUIntType());
9
10 cPersistentArrayHeader VarLen<Type> ∗hlavicka =
11 new cPersistentArrayHeader VarLen<Type>(
12 new cNTupleSizeInfo(popisovac),
13 tNode::GetNodeExtraSize(),
14 4096);
15
16 tPersistentArray ∗pole = new tPersistentArray(hlavicka);
17
18 pole−>Create(”mojepole.dat”, 8);
19
20 cNTreeTuple ∗prvek = new cNTreeTuple(popisovac);
21
22 for(unsigned int i=0; i<10; i++){
23 for(unsigned int j=1; j<=i; j++){
24 prvek−>SetValue(0, i);
25 prvek−>SetValue(j, j∗j);
26 }
27
28 pole−>AddItem(index, pozice, ∗prvek);
29 prvek−>Print(”\n”);
30 prvek−>Clear();
31 }
32
33 pole−>Close();
34
35 delete prvek;
36 delete pole;
37 delete hlavicka;
38 delete popisovac;
39
40 }
Vy´pis 3: Uka´zka za´pisu vektoru˚ do souboru perzistentnı´ho pole
Vy´pis z uvedene´ho zdrojove´ho ko´du bude na´sledujı´cı´:
() ,realSize: 0
(1, 1),realSize: 2
(2, 1, 4),realSize: 3
(3, 1, 4, 9),realSize: 4
(4, 1, 4, 9, 16),realSize: 5
(5, 1, 4, 9, 16, 25),realSize: 6
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(6, 1, 4, 9, 16, 25, 36),realSize: 7
(7, 1, 4, 9, 16, 25, 36, 49),realSize: 8
(8, 1, 4, 9, 16, 25, 36, 49, 64),realSize: 9
(9, 1, 4, 9, 16, 25, 36, 49, 64, 81),realSize: 10
Vy´pis 4: Vy´stup z metody vy´pisu vektoru˚ ze souboru perzistentnı´ho pole
Jak lze videˇt z prˇedchozı´ch prˇipadu˚, samotna´ pra´ce s perzistentnı´m polem je intu-
itivnı´ a velice podobne´ pra´ci s beˇzˇny´mi soubory. Prˇi vytva´rˇenı´ polı´ a potrˇebny´ch typu˚
je dobre´ by´t pozorny´ a prˇı´padnou alokaci prvku˚ prova´deˇt mimo cˇasto pouzˇı´vane´ me-
tody. Usˇetrˇı´me tak nemale´ mnozˇstvı´ pameˇti, jelikozˇ C++ nema´ tak propracovanou spra´vu
pameˇti jako moderneˇjsˇı´ jazyky jako C# nebo Java. Naprˇ. opakovanou alokaci jednoho
prvku v cyklu rˇesˇı´ alokacı´ nove´ho mı´sta na haldeˇ a pameˇt’ potrˇebna´ k alokaci jednoho
prvku tak mu˚zˇe v extre´mnı´m prˇı´padeˇ naru˚st na soucˇin velikosti prvku a de´lky cyklu!
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5 Analy´za a na´vrh komponenty pro externı´ trˇı´deˇnı´ prvku˚
5.1 Specifikace pozˇadavku˚
My´m u´kolem bylo navrhnout a implementovat komponentu pro trˇı´deˇnı´ prvku˚ ze struk-
tury perzistentnı´ho pole vyuzˇı´vajı´cı´ jen prˇedem definovanou velikost hlavnı´ pameˇti. Po
prostudova´nı´ teorie ty´kajı´cı´ se trˇı´deˇnı´ dat na externı´m u´lozˇisˇti jsem musel vzı´t v potaz
samotna´ data, nad ktery´mi bude pozdeˇji algoritmus beˇzˇet. Jelikozˇ jde o data s relativneˇ
velky´m hodnotovy´m rozsahem, zvolil jsem ve sve´ implementaci k algoritmu pro trˇı´deˇnı´
dat na externı´m u´lozˇisˇti, externı´mu mergesortu, optimalizaci posloupnosti spotrˇeby, viz.
kapitola 3.3. Prvnı´ fa´ze algoritmu vyuzˇı´va´ sche´ma nacˇti-setrˇid’-ulozˇ popsane´ v kapitole
3.2.1.
Celou komponentu bylo nutno navrhnout obecneˇ, jelikozˇ komponenta perzistentnı´ho
pole je navrhnova´na pro mnozˇstvı´ typu˚, kde kazˇdy´ z nich rozsˇirˇuje za´kladnı´ trˇı´du typu
o metody nutne´ ke spra´vne´mu chodu konkre´tnı´ho typu. Mnou navrzˇena´ komponenta
tedy musı´ umeˇt trˇı´dı´t typy rozsˇirujı´ci za´kladnı´ trˇı´du cDataType, jiny´mi slovy, trˇı´deˇny´ typ
bude mou trˇı´du parametrizovat.
Komponenta musı´ splnˇovat:
• Trˇı´dit prvky rozsˇirˇujı´cı´ trˇı´du cDataType, resp. jejı´ho potomka cBasicType.
• Prˇi trˇı´deˇnı´ pouzˇı´vat jen prˇedem zna´mou velikost hlavnı´ pameˇt’i.
• Komponentu optimalizovat pro rea´lna´ data, nad ktery´mi bude beˇzˇeˇt.
• Pro testova´nı´ implementovat metodu pro nacˇı´ta´nı´ dat z textove´ho souboru, da´le
vhodny´m zpu˚sobem umozˇnit zada´vat jednotlive´ parametry trˇı´deˇnı´.
Jako omezenı´ se azˇ v pru˚beˇhu implementace uka´zala by´t nespra´vneˇ pracujı´cı´ vy-
rovna´vacı´ pameˇt perzistentnı´ho pole, kvu˚li ktere´ bylo nutno u´plneˇ odstranit rekurzi ve
druhe´ cˇa´sti mergesortu a nahradit ji upraveny´m nerekurzivnı´m algoritmem. Bylo tedy
nutno upravit analy´zu a na´slednou imlementaci tak, abych se tomuto proble´mu vyva-
roval. I tak jsem se ale nevyhnul omezenı´ v podobeˇ nadmeˇrneˇ naru˚stajı´cı´ch na´rocı´ch na
dalsˇı´ hlavnı´ pameˇt’ prˇi beˇhu vy´sledne´ aplikace.
Dostupna´ pameˇt’ prˇedstavuje pro algoritmus v prvnı´ cˇa´sti mnozˇstvı´ hlavnı´ pameˇti
(v blocı´ch definovany´ch prˇi vytva´rˇenı´ hlavicˇek pole, viz rˇa´dek 9 ve zdrojove´m ko´du
1) pouzˇitou ke trˇı´deˇnı´ jednotlivy´ch skupin. Velikost skupin v prvnı´ fa´zi algoritmu je
tedy rovna velikosti dostupne´ hlavnı´ pameˇti. Ve druhe´ fa´zi na´m velikost hlavnı´ pameˇti
definuje maxima´lnı´ pocˇet skupin otevrˇeny´ch soucˇasneˇ prˇi beˇhu sle´vacı´ cˇa´sti algotimu.
Vstupnı´ a vy´stupnı´ za´sobnı´k o ktery´ch jsme mluvili v u´vodu zde nejsou potrˇeba, tuto
rezˇii za na´s rˇesˇı´ samotne´ perzistentnı´ pole.
5.2 Specifikace pomocı´ prˇı´padu uzˇitı´
Diagram prˇı´padu uzˇitı´, tzv. Use Case, na´m popisuje, jak akte´rˇi, stojı´cı´ vneˇ syste´mu, pra-
cujı´ s jednotlivy´mi funkcemi syste´mu.
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Obra´zek 3: Diagram prˇı´padu uzˇitı´ syste´mu
V tomto prˇı´padeˇ jde o velice jednoduchy´ model, kdy uzˇivatel, pracujı´cı´ se syste´mem,
pouzˇı´va´ jen se samotnou komponentou pro testova´nı´ trˇı´deˇnı´, ktera´ vyuzˇı´va´ trˇı´dy pro
trˇı´deˇnı´ na externı´m u´lozˇisˇti a trˇı´dy perzistentnı´ho pole. Komponenty pro trˇı´deˇnı´ samozrˇejmeˇ
take´ vyuzˇı´vajı´ trˇı´dy perzistentnı´ho pole.
5.3 Trˇı´dnı´ diagram
Pomocı´ trˇı´dnı´ho diagramu (Obra´zek 4) je zde nastı´neˇna staticka´ struktura syste´mu prostrˇednictvı´m
jednotlivy´ch trˇı´d a vza´jemny´ch vztahu˚ mezi nimi:
• SortArray je sˇablona implementujı´cı´ samotne´ trˇı´deˇnı´ dat za pomocı´ omezene´ho
mnozˇstvı´ hlavnı´ pameˇti. Parametrizuje se konkre´tnı´ typem, prˇedstavujı´cı´ trˇı´deˇny´
prvek, deˇdı´cı´ ze trˇı´dy cBasicType. Jsou zde jednotlive´ metody pro trˇı´deˇnı´ i da´le po-
psana´ optimalizace.
• sˇablona RunInfo slouzˇı´ k ukla´da´nı´ u´daju˚ o jednotlivy´ch setrˇı´deˇny´ch skupina´ch vzni-
kajı´cı´ch v prvnı´ cˇa´sti algoritmu. Zaznamena´va´ se zde index a pozice poslednı´ho
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prvku skupiny, jejı´ maxima´lnı´ a minima´lnı´ prvek a logickou hodnotu vypovı´dajı´cı´
o pouzˇitı´ dane´ skupiny ve druhe´ cˇa´sti algoritmu.
• trˇı´da ArrayTest je trˇı´dou pro testova´nı´ vy´sˇe uvedeny´ch trˇı´d, jejı´ soucˇa´stı´ je genera´tor
na´hodny´ch vektoru˚ a nacˇı´ta´nı´ textovy´ch souboru˚. Uzˇivatel s touto trˇı´dou komuni-
kuje prˇes rozhranı´ prˇı´kazove´ rˇa´dky, kde zada´va´ odpovı´dajı´cı´ parametry.
• trˇı´da cNTreeTuple NoEncodeType zde prˇedstavuje konkre´tnı´ trˇı´deˇny´ prvek, jedina´
vazba na neˇj bude ze samotne´ testovacı´ trˇı´dy.
• sˇablona cPersistentArrayNode VarLen prˇedstavuje vektor vkla´dany´ do perzistentnı´ho
pole, parametrizuje se konkre´tnı´m trˇı´deˇny´m typem.
• sˇablona cPersistentArray VarLen odpovı´da´ jizˇ zminˇovane´mu konkre´tnı´mu perzis-
tentnı´mu poli. Parametrizuje se konkre´tnı´m trˇı´deˇny´m typem a jemu odpovı´dajı´cı´m
uzlem.
Uzˇivatel bude s aplikacı´ kominukovat prostrˇednictvı´m prˇı´kazove´ rˇa´dky, kde bude
zada´vat potrˇebne´ parametry. Samotna´ trˇı´da ArrayTest v sobeˇ zahrnuje jak generova´nı´
na´hodny´ch vektoru˚ dle uzˇivatelem zadany´ch parametru˚, tak i nacˇı´ta´nı´ textovy´ch sou-
boru˚ a jejich na´sledne´ prˇevedenı´ do perzistentnı´ho pole tak, aby danou mnozˇinu dat
bylo mozˇno da´le setrˇı´dit. Setrˇı´deˇnı´ perzistentnı´ho pole pak probeˇhne zavola´nı´m metody
Sort() ze trˇı´dy SortArray s odpovı´dajı´cı´mi parametry.
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Obra´zek 4: Trˇı´dnı´ diagram komponenty pro trˇı´deˇnı´ prvku˚
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6 Implementace
Cı´lem te´to kapitoly je popsat samotnou implementaci vycha´zejı´cı´ z prˇedchozı´ analy´zy a
na´vrhu, popsat nejdu˚lezˇiteˇjsˇı´ metody komponenty pro trˇı´deˇnı´ prvku˚ na externı´m u´lozˇisˇti
a jejich optimalizaci. Aplikace je naprogramova´na jako konzolova´ v jazyce C++, prˇeda´va´nı´
informacı´ a prˇepı´nacˇu˚ je realizova´no pomocı´ volitelny´ch parametru˚, ktery´m se podrobneˇji
veˇnuji v prˇı´loze A.
V dalsˇı´ch kapitola´ch si prˇedstavı´me implementovane´ trˇı´dy, jejich vy´znam a nejdu˚lezˇiteˇjsˇı´
metody.
6.1 Trˇı´da ArrayTest
Trˇı´da ArrayTest slouzˇı´ k otestova´nı´ nı´zˇe popsany´ch sˇablon pro trˇı´deˇnı´ prvku˚ na externı´m
u´lozˇisˇti, obsahuje metodu main, ktera´ je po spusˇteˇnı´ aplikace vola´na. Pro optima´lnı´ tes-
tova´nı´ ma´ uzˇivatel k dispozici jak vygenerova´nı´ na´hodny´ch vektoru˚ pole podle prˇedem
nastaveny´m parametru˚ tak mozˇnost nacˇtenı´ textove´ho souboru s jednotlivy´mi vektory,
kde kazˇdy´ rˇa´dek odpovı´da´ jednomu vektoru a prvky kazˇde´ho vektoru jsou oddeˇleny
cˇa´rkou (dalsˇi popis je uveden v prˇı´loze A). Po vygenerova´nı´, resp. nacˇtenı´ dat, jsou
vektory ulozˇeny do struktury perzistentnı´ho pole prˇipraveny na samotne´ trˇı´deˇnı´. Ty-
pem trˇı´deˇne´ho prvku parametrizujeme obeˇ potrˇebne´ sˇablony a vola´me potrˇebne´ me-
tody. Kromeˇ na´zvu externı´ho souboru perzistentnı´ho pole obsahujı´cı´ vektory ke trˇı´deˇnı´ a
neˇkolika zadany´ch parametru˚, jako je pocˇet vektoru˚, jejich dimenze, typ trˇı´deˇne´ho prvku
a velikost bloku perzistentnı´ho pole, je nutno prˇedat trˇı´deˇ SortArray take´ instanci po-
tomka trˇı´dy cSizeInfo obsahujı´cı´ informace potrˇebne´ k vy´pocˇtu mı´sta podle zadane´hy´ch
parametru˚ a hlavicˇku vytvorˇene´ho perzistentnı´ho pole.
Nynı´ si popı´sˇeme neˇktere´ du˚lezˇite´ metody trˇı´dy ArrayTest. Vsˇechny metody jsou
popsa´ny vygenerovanou programa´torskou dokumentacı´ na prˇilozˇene´m CD.
6.1.1 Generova´nı´ na´hodny´ch dat
Metoda ArrayTest::Generate(cDataType *typ prvku, char *input file) je urcˇena´ ke generova´nı´
na´hodny´ch vektoru˚, tedy vektoru˚, ktere´ majı´ na´hodnou dimenzi od 1 do zadane´ ma-
xima´lnı´ dimenze a jejich prvky jsou na´hodneˇ vygenerovane´ od 0 do hodnoty globa´lnı´
konstanty MAX GEN, nastavene´ standardneˇ na 1000. Pocˇet vektoru˚ a jejich maxima´lnı´
dimenzi urcˇujı´ globa´lnı´ promeˇnne´ count a dim. V te´to metodeˇ se take´ vytva´rˇı´ hlavicˇka
perzistentnı´ho pole, ktera´ bude pouzˇita jako parametr trˇı´dy pro trˇı´deˇnı´ prvku˚.
Metoda ma´ dva argumenty:
• prvnı´m je typ prvku, ktery´ bude prˇedstavovat jednotlivy´ prvek vektoru, jde o no-
vou instanci potomka trˇı´dy cBasicType.
• tı´m druhy´m je na´zev souboru perzistentnı´ho pole, ktery´ se vytvorˇı´ touto metodou.
Vkla´da´nı´ na´hodny´ch dat probı´ha´ vzˇdy pro jeden prvek, ten je ulozˇen do struktury per-
zistentnı´ho pole a pote´ vypra´zdneˇn a tı´m prˇipraven pro dalsˇı´ plneˇnı´.
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6.1.2 Nacˇtenı´ dat z textove´ho souboru
Metoda ArrayTest::GenerateFromTextFile(char *soubor, char *vstupni soubor) prova´dı´ nacˇı´ta´nı´
vektoru˚ ulozˇeny´ch v textove´m souboru do perzistentnı´ho pole. Nejprve jsou z prvnı´ho
rˇa´dku textove´ho souboru nacˇteny u´daje o konkre´tnı´m typu trˇı´deˇny´ch vektoru˚, opeˇt jde
o jednoho z potomku˚ trˇı´dy cBasicType, da´le o maxima´lnı´ dimenzi vektoru˚ a nakonec o
jejich celkove´m pocˇtu. Pote´ je podle nacˇtene´ho typu zavola´na prˇetypovana´ metoda
ArrayTest::LoadFromText(), ktera´ zajistı´ spra´vne´ nacˇtenı´ zbyly´ch vektoru˚ do struktury per-
zistentnı´ho pole.
Metoda vyzˇaduje dva argumenty:
• prvnı´ prˇedstavuje na´zev vstupnı´ho textove´ho souboru.
• druhy´ je vygenerovany´ soubor struktury perzistentnı´ho pole, tedy vstupnı´ soubor
pro trˇı´dı´cı´ algoritmus.
6.2 Sˇablona RunInfo
Jak jsme jizˇ popsali v kapitole Analy´za a na´vrh, sˇablona RunInfo slouzˇı´ k ukla´da´nı´ in-
formacı´ o jednotlivy´ch skupina´ch vznikajı´cı´ch v prvnı´ cˇa´sti trˇı´dı´cı´ho algoritmu. Sˇablona
je parametrizova´na konkre´tnı´m typem trˇı´deˇne´ho prvku a je pocˇı´ta´no, zˇe jedna instance
bude prˇedstavovat popis jedne´ skupiny. Loka´lnı´ promeˇnne´ index a position zaznamena´vajı´
index a pozici poslednı´ho vlozˇene´ho prvku, logicka´ hodnota used urcˇuje, zda jizˇ byla tato
skupina pouzˇita ve druhe´ cˇa´sti trˇı´dı´cı´ho algoritmu a max a min prˇedstavujı´cı´ maxima´lnı´
a minima´lnı´ prvek skupiny (tyto u´daje se ukla´dajı´ kvu˚li pozdeˇjsˇı´ optimalizaci). Prˇı´stup k
teˇmto promeˇnny´m je zapouzdrˇen do metod Set a Get, majı´cı´ch standardnı´ konvenci, tedy
naprˇ. SetIndex() a GetIndex(). Pro jednodusˇsˇı´ kopı´rova´nı´ cely´ch sˇablon je zde implemen-
tova´n take´ opera´tor rovna´ se.
6.3 Sˇablona SortArray
Nynı´ se konecˇneˇ dosta´va´me k sˇabloneˇ, rˇesˇı´cı´ pozˇadovane´ trˇı´deˇnı´ prvku˚ na externı´m
u´lozˇisˇti. Tato sˇablona se, obdobneˇ jako sˇablona RunInfo, parametrizuje konkre´tnı´m ty-
pem trˇı´deˇne´ho prvku. Z verˇejny´ch metod obsahuje kromeˇ konstruktoru metodu Sort(),
jejı´zˇ zavola´nı´m dojde k postupne´mu spusˇteˇnı´ prvnı´ a druhe´ cˇa´sti vneˇjsˇı´ho trˇı´dı´cı´ho algo-
ritmu.
Obeˇ tyto cˇa´sti si podrobneˇ popı´sˇeme.
6.3.1 Algoritmus pro vytvorˇenı´ setrˇı´deˇny´ch skupin
Metoda pro vytvorˇenı´ setrˇı´deˇny´ch skupin implementovana´ podle algoritmu nacˇti-setrˇı´d’-
ulozˇ popsane´ho v kapitole 3.2.1 se jmenuje SortArray<TupleType>::MakeRuns( cPersisten-
tArrayHeader VarLen<TupleType> *mHeader, unsigned int ram size, unsigned int count). Jejı´
argumenty jsou:
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• hlavicˇka perzistentnı´ho pole, kterou jsme drˇı´ve vytvorˇili, zde se prˇeda´va´ hlavicˇka
z testovacı´ trˇı´dy ArrayTest.
• velikost dostupne´ hlavnı´ pameˇti pro algoritmus, je definovana´ pocˇtem volny´ch
bloku˚, kde jeden blok hlavnı´ pameˇti odpovı´da´ velikosti jednomu bloku perzis-
tentnı´ho pole. Je stejna´ pro prvnı´ i druhou fa´zi algoritmu. V te´to fa´zi velikost do-
stupne´ hlavnı´ pameˇti urcˇuje velikost jednotlivy´ch setrˇı´deˇny´ch skupin.
• poslednı´ polozˇkou je pocˇet vektoru˚, ktere´ vstupnı´ perzistentnı´ pole obsahuje.
Metoda vracı´ logickou 1, pokud algoritmus probeˇhne korektneˇ a v jeho pru˚beˇhu ne-
dojde k zˇa´dne´ chybeˇ, logickou nulu, pokud tomu tak nenı´.
6.3.2 Algoritmus pro sle´va´nı´ setrˇı´deˇny´ch skupin
Metoda zajisˇt’ujı´cı´ sle´va´nı´ setrˇı´deˇny´ch skupin implementovana´ podle algoritmu vyuzˇı´vajı´cı´ho
k-cestny´ mergesort, popsany´ v kapitole 3.2, ma´ na´zev
SortArray<TupleType>::Merge( unsigned int ram size, char *vystupni soubor, bool use optimalization)
a na´sledujı´cı´ argumenty:
• velikost dostupne´ hlavnı´ pameˇti pro algoritmus, je definovana´ pocˇtem volny´ch
bloku˚, kde jeden blok hlavnı´ pameˇti odpovı´da´ velikosti jednomu bloku perzis-
tentnı´ho pole. Je stejna´ pro prvnı´ i druhou fa´zi algoritmu. V te´to fa´zi velikost do-
stupne´ hlavnı´ pameˇti urcˇuje pocˇet najednou otevrˇeny´ch skupin pro sle´va´nı´.
• dalsˇı´m parametrem je jme´no vy´stupnı´ho souboru, jde o vy´sledny´ soubor obsahujı´cı´
setrˇı´deˇne´ perzistentnı´ pole.
• poslednı´m parametrem je logicka´ hodnota urcˇujı´cı´, zda´ ma´ algoritmus vyuzˇı´vat
implementovanou optimalizaci.
Metoda vracı´, stejneˇ jako metoda implementujı´cı´ prvnı´ cˇa´st trˇı´dı´cı´ho algoritmu, logic-
kou 1, pokud algoritmus probeˇhne korektneˇ a v jeho pru˚beˇhu nedojde k zˇa´dne´ chybeˇ,
logickou nulu, pokud tomu tak nenı´.
Mimo algoritmu˚ pro samotne´ trˇı´deˇnı´ je zde i neˇkolik pomocny´ch metod, at’ uzˇ jde
o metodu Quicksort(), vyuzˇı´vanou prˇi trˇı´deˇnı´ cˇa´sti prvku˚ v hlavnı´ pameˇti potrˇebnou v
prvnı´ fa´zi trˇı´dı´cı´ho algoritmu, nebo metodu Zformuj pole bin(), ktera´ noveˇ vlozˇeny´ prvek
do pole indexu˚ skupin bina´rneˇ zarˇadı´ podle jeho velikosti na patrˇicˇne´ mı´sto v poli.
6.3.3 Optimalizace algoritmu pro sle´va´nı´ setrˇı´deˇny´ch skupin
Optimalizace implementova´na ve druhe´ cˇa´sti algoritmu pro trˇı´deˇnı´ na externı´m u´lozˇisˇti
vyuzˇı´va´ prognostickou metodu, konkre´tneˇ upravenou posloupnost spotrˇeby, popsanou
v kapitole 3.3.
Prˇi sle´va´nı´ ma´me k dispozici pouze N stran volne´ hlavnı´ pameˇti, znamena´ to, zˇe
mu˚zˇeme najednou otevrˇı´t a sle´vat jen N skupin. Pokud se jedna ze vkla´dany´ch skupin
vypra´zdnı´, hleda´me na jejı´ mı´sto jinou vyhovujı´cı´ skupinu. Nejprve z jesˇteˇ nesle´vany´ch
36
Algoritmus 4: Pseudoko´d algoritmu nacˇti-setrˇı´d’-ulozˇ
Input: hlavicˇka vstupnı´ho pole, velikost pameˇti, pocˇet vektoru˚
vytvorˇ a inializuj potrˇebne´ promeˇnne´;
vstupnı´ soubor.otevrˇi();
kontext.otevrˇi(vstupnı´ soubor.zacˇa´tek());
vy´stupnı´ soubor.vytvorˇ();
pocˇet prvku˚ ve skupineˇ := (ram size * block size) / (dim * sizeof(typ));
pocˇet skupin := pocˇet vektoru˚ / pocˇet prvku˚ ve skupineˇ;
if (pocˇet vektoru˚ % ((int)(ram size * block size) / (dim * sizeof(typ))) != 0) then
pocˇet skupin++;
vytvorˇ a inicializuj In desc[pocˇet skupin+1];
//popisovacˇ skupin
inicializuj pole[pocˇet prvku˚ ve skupineˇ];
//pole prˇedstavujı´cı´ data z perzistentnı´ho pole v hlavnı´ pameˇti
i:=0;
p i:=0;
for do
pole[i++] = kontext.vrat’Prvek();
if kontext != vstupnı´ soubor.konec then
if i == pocˇet prvku˚ ve skupineˇ then
Quicksort(pole, 0, i);
for x:=0 to i do
vy´stupnı´ soubor.prˇidej(pole[x]);
Ulozˇ informace o skupineˇ do In desc[p i];
i:=0;
p i++;
else
Quicksort(pole, 0, i);
for x:=0 to i do
vy´stupnı´ soubor.prˇidej(pole[x]);
Ulozˇ informace o skupineˇ do In desc[p i];
break;
kontext.zavrˇi();
vstupnı´ soubor.zavrˇi();
vy´stupnı´ soubor.zavrˇi();
smazˇ jizˇ nepotrˇebne´ objekty;
37
Algoritmus 5: Pseudoko´d k-cestne´ho sle´va´nı´ bez rekurze
Input: velikost pameˇti, vy´stupnı´ soubor
vytvorˇ a inializuj potrˇebne´ promeˇnne´;
Out pocˇet skupin := 0;
for do
vytvorˇ a inicializuj Out desc[pocˇet skupin];
vstup.otevrˇi();
vy´stup.vytvorˇ();
vytvorˇ a inicializuj pole kontextu˚[pocˇet skupin+1];
i := 0;
dolni := 0;
horni := 0;
Out pocˇet skupin := 0;
max = (velikost pameˇti > pocˇet skupin)?pocˇet skupin:velikost pameˇti;
repeat
vektor<unsigned int> pole sk;
for i:=dolni to horni do
inicializuj kontext In pole ctx[i];
In pole ctx[i].otevrˇiKontext(zacˇa´tek ite´ skupiny);
pole sk.dejNaKonec(i);
In desc[i].NastavPouzˇitı´(true);
if pole sk.velikost() == max then
break;
vyvtorˇ a inicializuj pole indexu˚ skupin;
dolni := pole sk[0];
horni := pole sk[pole sk.velikost()-1];
horni++;
setrˇid’ pole indexu˚ skupin podle nejmensˇı´ho prvku In pole ctx;
Sle´vej skupiny();
ulozˇ informace o vy´sledne´ skupineˇ do Out desc[Out pocˇet skupin];
dolni := horni;
until horni != pocˇet skupin ;
vstup.zavrˇi();
vy´stup.zavrˇi();
celk pocˇet++;
pocˇet skupin := Out pocˇet skupin;
In desc = Out desc;
if Out pocˇet skupin == 1 then
break;
je-li poslednı´m vy´st. souborem soubor docˇasny´, nacˇti jej do souboru vy´st.;
smazˇ jizˇ nepotrˇebne´ objekty;
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Algoritmus 6: Pseudoko´d metody Sle´vej() potrˇebne´ k algoritmu k-cestne´ho sle´va´nı´
bez rekurze
Input: Pole indexu˚ skupin, In pole ctx, In desc, vstupnı´ a vy´stupnı´ perz. pole
mnozˇstvı´ opakova´nı´ = 0;
pocˇet sk = pole sk.velikost();
for do
if je-li prvek ze skupiny ulozˇene´ na nulte´m indexu v poli pole indexu˚ skupin > nezˇ
prvek ze skupiny ulozˇene´ na dalsˇı´m indexu then
bina´rneˇ zatrˇid’ prvek na nulte´m indexu v poli pole indexu˚ skupin pomocı´
kontextu In pole ctx;
vy´stup.prˇidej(prvek odpovı´dajı´cı´ In pole ctx[pole indexu˚ skupin[0]]);
if jde-li o prvnı´ prvek vlozˇeny´ do skupiny then
ulozˇ jej jako minimum;
if nenı´-li pra´zdna´ skupina, ze ktere´ byl vlozˇen poslednı´ prvek then
posunˇ kontext In pole ctx[pole indexu˚ skupin[0]];
else
if ma´-li by´t pouzˇita optimalizace then
Optimalizuj();
if byla nalezena optimalizace then
pokracˇuj ve sle´va´nı´;
else
ulozˇ poslednı´ prvek jako maximum skupiny;
zavrˇi kontext In pole ctx[pole indexu˚ skupin[0]];
odeber ukoncˇenou skupinu z pole indexu˚ skupin;
pocˇet sk–;
if pocˇet sk == 0 then
break;
mnozˇstvı´ opakova´nı´++;
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skupin vybereme ty, ktere´ majı´ minimum veˇtsˇı´ nebo rovno naposledy vlozˇene´mu prvku,
logicky na´s zajı´majı´ jen skupiny, ktere´ ma´ cenu v aktua´lnı´m bodeˇ da´le sle´vat. Z teˇchto
skupin pak vyberemu tu, jejı´zˇ maximum ma´ nejmensˇı´ hodnotu.
Tento postup mu˚zˇe usˇetrˇı´t neˇkolik pru˚chodu˚ v druhe´ cˇa´sti algoritmu, v idea´lnı´m
prˇı´padeˇ by sle´va´nı´ probeˇhlo jen v jednom pru˚chodu, v nejhorsˇı´m algoritmus probeˇhne
stejneˇ rychle, jako bez optimalizace.
Algoritmus 7: Pseudoko´d upravene´ posloupnosti spotrˇeby
ve chvı´li, kdy dojde k vypra´zdneˇnı´ jedne´ ze vstupnı´ch skupin ve druhe´ cˇa´sti
algoritmu prova´deˇj:
ind dalsˇı´ho := -1;
for pp:=horni to pocˇet skupin do
if !In desc[pp].BylaPouzˇita() and In desc[pp].Minimum() >= poslednı´ vlozˇeny´ prvek
then
if pp == -1 then
maximum := In desc[pp].Maximum();
ind dalsˇı´ho := pp;
else if In desc[pp].Maximum() < maximum then
ind dalsˇı´ho := pp;
if ind dalsˇı´ho != -1 then
nacˇti na pozici poslednı´ vypra´zdneˇne´ skupiny skupinu s indexem ind dalsˇı´ho;
vytvorˇ a otevrˇi pro ni kontext;
In desc[ind dalsˇı´ho].BylaPouzˇita(true);
6.4 Pouzˇite´ technologie a programove´ vybavenı´
• Pro vy´voj komponenty pouzˇı´va´m Visual Studio ve verzi 2008 od spolecˇnosti Micro-
soft. Jde o integrovane´ vy´vojove´ prostrˇedı´ pro vy´voj aplikacı´ s podporou neˇkolika
programovacı´ch jazyku˚, obsahuje propracovany´ editor ko´du podporujı´cı´ Intelli-
Sense a refaktoring, vy´konny´ debugger, graficky´ editor webovy´ch stra´nek, atd.
• Pro modelova´nı´ syste´mu pomocı´ jazyka UML vyuzˇı´va´m na´stroje Enterprise Archi-
tect od spolecˇnosti Sparx Systems ve verzi 7.
• Aplikace byla vyvı´jena a testova´na na operacˇnı´m syste´mu Windows XP s balı´kem
SP3 spolecˇnosti Microsoft.
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7 Testy
V te´to kapitole srovna´m cˇas beˇhu algoritmu s optimalizacı´ a bez optimalizace na vhodneˇ
zvolene´ mnozˇineˇ testovacı´ch dat. Optimalizaci vycha´zejı´cı´ ze sche´matu posloupnosti
spotrˇeby jsem vybral z du˚vodu charakteru dat, nad ktery´mi bude algoritmus rea´lneˇ
beˇzˇeˇt. Jelikozˇ jde o cˇa´stecˇneˇ setrˇı´deˇny´ datovy´ soubor s relativneˇ velky´m rozsahem, budu
se snazˇit charakter teˇchto dat napodobit pro potrˇeby testova´nı´. Na te´to mnozˇineˇ zmeˇrˇı´m
cˇasy beˇhu algoritmu s optimalizacı´ a bez optimalizace pro ru˚zne´ velikosti hlavnı´ pameˇti.
Tyto testy uka´zˇı´, na kolik je zvolena´ optimalizace vhodna´ a zda prˇina´sˇı´ zlepsˇenı´
ve vy´konnosti algoritmu.
7.1 Data pouzˇita´ pro testova´nı´
Jako za´klad pro jednotlive´ datove´ kolekce pouzˇı´va´m setrˇı´deˇny´ soubor o velikosti 1 milio´n
vektoru˚, kde kazˇdy´ z vektoru˚ ma´ dimenzi nejvı´ce 10. Prvky jednotlivy´ch vektoru˚ jsou
neza´porna´ cela´ cˇı´sla a majı´ rozsah z intervalu <0;100000>. Tyto prvky budu za´meˇrneˇ
vymeˇnˇovat mezi sebou podle zadany´ch parametru˚ tak, abych napodobil ru˚zneˇ cˇa´stecˇneˇ
setrˇı´deˇne´ soubory. Tyto parametry jsou:
• pocˇet vymeˇneˇny´ch prvku˚ v ra´mci jednoho souboru
• vzda´lenost jednotlivy´ch vymeˇneˇny´ch prvku˚
Tabulka 1 popisuje na´zvy a parametry souboru˚, ktere´ budou vstupem pro testova´nı´.
Prˇehozenı´ i vzda´lenost je uva´deˇna relativneˇ vzhledem k pocˇtu vektoru˚ v souboru, ktery´
je pro vsˇechny testovacı´ soubory stejny´, jeden milio´n prvku˚.
Vsˇechny soubory vycha´zejı´ ze souboru test setrideny, prˇehazova´nı´ na´hodny´ch prvku˚
prova´dı´m pomocı´ jednoduche´ho algoritmu. V souborech test1, test2 a test3 se zˇa´dne´ dva
prvky neprˇehodı´ vı´ce jak jednou, tzn. pro spra´vne´ setrˇı´deˇnı´ teˇchto souboru˚ zpeˇt na´m
stacˇı´ jen naprˇ. 0, 1 ∗ 1000000, tedy 100000 prˇehozenı´. U zby´vajı´cı´ch souboru˚ je ponecha´na
mozˇnost neˇkolikana´sobne´ho prˇehozenı´ prvku˚.
Na kazˇde´m testovane´m souboru byla provedena se´rie testu˚ pro ru˚zne´ velikosti do-
stupne´ hlavnı´ pameˇti. Pro snazˇsˇı´ meˇrˇenı´ cˇasu trˇı´deˇnı´ jsem do aplikace implementoval
jednoduchy´ meˇrˇicˇ, vyuzˇı´vajı´cı´ metodu clock() knihovny time.h, ktery´ po skoncˇenı´ apli-
kace vypı´sˇe de´lku beˇhu trˇı´dı´cı´ho algoritmu v sekunda´ch.
Velikost hlavnı´ pameˇti naby´va´ hodnot od 2, 5, 10 a 20 pro kazˇdy´ testovany´ soubor,
velikost bloku perzistentnı´ho pole byla ponecha´na na velikosti 4096. Vy´sledky cˇasu˚ tes-
tova´nı´ uva´dı´ tabulka 2, pro kazˇdy´ ze souboru˚ je vygenerova´n graf, viz obra´zky 5 - 10.
Pro spra´vne´ nacˇı´ta´nı´ textovy´ch souboru˚ do aplikace je nutno na prvnı´m rˇa´dku vstupnı´ho
souboru uve´st hlavicˇku, skla´dajı´cı´ se z na´sledujı´cı´ch parametru˚:
Trˇı´deˇny´Typ; maxia´lnı´ dimenze; pocˇet vektoru˚ v souboru. V nasˇem prˇı´padeˇ tedy bude hlavicˇka
obsahovat cUIntType;10;1000000.
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Na´zev souboru Prˇehozenı´ Vzda´lenost
test setrideny.txt 0 0
test1.txt 0,1 0,1
test2.txt 0,1 0,5
test3.txt 0,1 0,8
test4.txt 0,5 0,1
test5.txt 0,8 0,1
Tabulka 1: Seznam vstupnı´ch souboru˚ k testova´nı´ a jejich parametry
Na´zev souboru Prˇehozenı´ Vzda´lenost Velikost RAM Cˇas bez op. Cˇas s op.
test setrideny.txt 0 0 20 29,4 19,2
10 30 24,2
5 46,9 21,5
2 163,2 48,5
test1.txt 0,1 0,1 20 31,2 25,9
10 39,1 35,3
5 48,4 50
2 123,2 112,4
test2.txt 0,1 0,5 20 32,3 25,8
10 31,2 33,2
5 47,4 49,9
2 152,1 109,2
test3.txt 0,1 0,8 20 30 22,6
10 29,6 22,3
5 52 27,9
2 119,3 35,9
test4.txt 0,5 0,1 20 31 22,8
10 30,4 22,4
5 46,5 24,5
2 116,7 43,7
test5.txt 0,8 0,1 20 31,3 22,2
10 31,6 23,2
5 50,1 24,2
2 126,4 36,1
Tabulka 2: Meˇrˇenı´ cˇasu trˇı´deˇnı´ vstupnı´ch souboru˚ pro ru˚zne´ velikosti hlavnı´ pameˇti
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Obra´zek 5: Graf trˇı´deˇnı´ souboru test setrideny.txt
7.2 Grafy
Obra´zek 5 zobrazuje trˇı´deˇnı´ souboru test setrideny.txt, jde o cely´ setrˇı´deˇny´ soubor a jak
se dalo ocˇeka´vat, optimalizace je zde velice u´cˇinna´, v krajnı´m prˇı´padeˇ jde o snı´zˇenı´ doby
beˇhu na 1/3. Spojenı´ vsˇech skupin probeˇhne dı´ky optimalizaci pouze v jedine´ iteraci
druhe´ fa´ze algoritmu a to pro libovolnou velikost hlavnı´ pameˇti. Se snizˇujı´cı´m se mnozˇstvı´m
hlavnı´ pameˇti roste doba beˇhu algoritmu bez optimalizace, pocˇet pru˚chodu˚ se totizˇ zvysˇuje.
Obra´zek 6 zobrazuje trˇı´deˇnı´ souboru test1.txt, tento soubor ma´ oproti u´plneˇ setrˇı´deˇne´mu
souboru prˇehozeno na´hodneˇ vybrany´ch 100 tisı´c prvku˚ ve vzda´lenosti 100 tisı´c. Optima-
lizace prˇı´na´sˇı´ mı´rne´ navy´sˇenı´ vy´konnosti, kromeˇ prˇı´padu, kdy ma´ hlavnı´ pameˇt’ velikost
5. Jde o prodlevu zpu˚sobenou rezˇiı´ v podobeˇ vyhleda´va´nı´ dalsˇı´ vhode´ skupiny, ktera´ na-
konec nenı´ nalezena, nebo je pocˇet celkoveˇ nalezeny´ch skupin tak maly´, zˇe optimalizace
neprˇinese ani takovou cˇasovou u´sporu, aby vyva´zˇila svou rezˇii.
Obra´zek 7 zobrazuje trˇı´deˇnı´ souboru test2.txt, tento soubor ma´ oproti u´plneˇ setrˇı´deˇne´mu
souboru prˇehozeno na´hodneˇ vybrany´ch 100 tisı´c prvku˚ ve vzda´lenosti 500 tisı´c. Situace
je zde obdobna´ jako u prˇedchozı´ho prˇipadu, cˇas beˇhu s optimalizacı´ kvu˚li nutne´ rezˇii ve
dvou prˇı´padech prˇekrocˇı´ o neˇkolik procent cˇas beˇhu bez optimalizace.
Obra´zek 8 zobrazuje trˇı´deˇnı´ souboru test3.txt, tento soubor ma´ oproti u´plneˇ setrˇı´deˇne´mu
souboru prˇehozeno na´hodneˇ vybrany´ch 100 tisı´c prvku˚ ve vzda´lenosti 800 tisı´c. V tomto
prˇı´padeˇ je optimalizace u´cˇinna´, cˇas beˇhu algoritmu bez optimalizace je pro male´ hodnoty
hlavnı´ pameˇti zhruba trojna´sobny´.
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Obra´zek 6: Graf trˇı´deˇnı´ souboru test1.txt
Obra´zek 7: Graf trˇı´deˇnı´ souboru test2.txt
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Obra´zek 8: Graf trˇı´deˇnı´ souboru test3.txt
Obra´zek 9 zobrazuje trˇı´deˇnı´ souboru test4.txt, tento soubor ma´ oproti u´plneˇ setrˇı´deˇne´mu
souboru prˇehozeno na´hodneˇ vybrany´ch 500 tisı´c prvku˚ ve vzda´lenosti 100 tisı´c. I zde je
optimalizace u´cˇinna´, ma´me-li opeˇt k dispozici male´ mnozˇstvı´ hlavnı´ pameˇti. Algoritmus
bez optimalizace se snizˇujı´cı´m se mnozˇstvı´m hlavnı´ pameˇti znatelneˇ ztra´cı´. V krajnı´m
prˇı´padeˇ na´m optimalizace usˇetrˇı´ vı´ce jak polovinu cˇasu nutne´ho k setrˇı´deˇnı´.
Obra´zek 10 zobrazuje trˇı´deˇnı´ souboru test5.txt, tento soubor ma´ oproti u´plneˇ setrˇı´deˇne´mu
souboru prˇehozeno na´hodneˇ vybrany´ch 800 tisı´c prvku˚ ve vzda´lenosti 100 tisı´c. Ani nynı´
tomu nenı´ jinak, s klesajı´cı´m mnozˇstvı´m hlavnı´ pameˇti vzru˚sta´ u´spora optimalizovane´ho
algoritmu.
7.3 Shrnutı´ testova´nı´
Provedene´ testova´nı´ potvrdilo, zˇe optimalizace usˇetrˇı´ cˇas potrˇebny´ k setrˇı´deˇnı´, v idea´lnı´m
prˇipadeˇ setrˇı´deˇne´ho souboru probeˇhne cele´ sle´va´nı´ v jedine´ iteraci. Pro vı´ce nesetrˇı´deˇne´
soubory nenı´ u´cˇinnost optimalizace vy´razneˇ veˇtsˇı´, nezˇ u algoritmu bez optimalizace. Po-
kud vsˇak budeme snizˇovat velikost hlavnı´ pameˇti, bude algoritmus bez optimalizace
vyuzˇı´vat vı´ce pru˚chodu˚ nezˇ algoritmus s optimalizacı´ a u´cˇinnost optimalizace poroste.
Nejlepsˇı´ch vy´sledku˚ bude algoritmus s optimalizacı´ v porovna´nı´ s algoritmem bez
optimalizace dosahovat, budou-li trˇı´deˇne´ soubory cˇa´stecˇneˇ prˇedtrˇı´deˇne´ a budeme-li mı´t
k dispozici male´ mnozˇstvı´ hlavnı´ pameˇti.
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Obra´zek 9: Graf trˇı´deˇnı´ souboru test4.txt
Obra´zek 10: Graf trˇı´deˇnı´ souboru test5.txt
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Testova´nı´ probı´halo na sestaveˇ:
• Procesor AMD Athlon XP (Barton) 2000Mhz, FSB 400Mhz
• Za´kladnı´ deska Asus A7N8X-E Deluxe, cˇipova´ sada nForce2 Ultra 400
• Operacˇnı´ pameˇt’ 1GB DDR1, PC3200, 200Mhz, dualchannel
• Pevny´ disk Seagate Barracuda 7200.11 ST350032 0AS, 500GB, 32MB buffer, zapojeny´
v SATA-I, nesyste´movy´, NTFS, velikost alokacˇnı´ jednotky 4kB
• Operacˇnı´ syste´m Windows XP s balı´kem SP3 a poslednı´mi aktualizacemi
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8 Za´veˇr
V te´to pra´ci jsou detailneˇ popsa´ny nejpouzˇı´vaneˇjsˇı´ algoritmy pro vneˇjsˇı´ trˇı´deˇnı´ a jejich
nejzna´meˇjsˇı´ optimalizace. Po du˚kladne´m sezna´menı´ se s popsany´mi trˇı´dı´cı´mi algoritmy
jsem pro trˇı´deˇnı´ dat na externı´m u´lozˇisˇti pouzˇil vy´konny´ algoritmus externı´ mergesort.
Na za´kladeˇ tohoto algoritmu jsem navrhl a implementoval v jazyce C++ trˇı´dı´cı´ kom-
ponentu, ktera´ rˇesˇı´ trˇı´deˇnı´ dat z perzistentnı´ho pole za pouzˇitı´ prˇedem definovane´ho
mnozˇstvı´ hlavnı´ pameˇti a pro nı´zˇ byla navrzˇena a implementova´na optimalizace. Kom-
ponenta vyuzˇı´va´ trˇı´dy perzistentnı´ho pole implemetovane´ databa´zovou skupinou na
Katedrˇe informatiky Fakulty elektrotechniky a informatiky, Vysoke´ sˇkoly Ba´nˇske´ - Tech-
nicke´ univerzity Ostrava. Oproti pu˚vodnı´m prˇedpokladu˚m musela analy´za i implemen-
tace komponenty doznat neˇkolika zmeˇn, z du˚vodu omezeny´ch mozˇnostı´ pouzˇite´ho pre-
zistnı´ho pole, ktere´ nemozˇnˇovalo pouzˇitı´ rekurze v druhe´ cˇa´sti mergesortu. Nad celou
implementacı´ byla provedena se´rie testu˚ z nichzˇ lze vyvodit, zˇe implementovana´ optima-
lizace je zvla´sˇteˇ vy´konna´ v prˇı´padeˇ velmi setrˇı´deˇny´ch souboru˚ a da´le v prˇı´padech, kdy
je mnozˇstvı´ hlavnı´ pameˇti male´. Optimalizace se pro tento prˇı´pad projevila jako vhodna´,
jelikozˇ rea´lna´ data, nad ktery´mi bude algorimus beˇzˇet, budou cˇa´stecˇneˇ setrˇı´deˇna´.
Popis ovla´da´nı´ cele´ komponenty je uveden v uzˇivatelske´ prˇı´rucˇce, ktera´ je prˇı´lohou
te´to pra´ce. Popis implementovany´ch metod a jejich parametru˚ je uveden v generovane´
dokumentaci, ktera´ je soucˇa´stı´ prˇilozˇene´ho CD.
Z vy´sˇe uvedene´ho vyply´va´, zˇe cı´l diplomove´ pra´ce byl splneˇn.
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A Uzˇivatelska´ prˇı´rucˇka
V te´to kapitole Va´s sezna´mı´m s pracı´ s aplikacı´ pro testova´nı´ trˇı´deˇnı´ dat na externı´m
u´lozˇisˇti. Implementovana´ aplikace je konzolova´, spousˇtı´ se prˇikazem ArrayTest VarLen.exe
ze slozˇky \source\test\PersistenArray\Debug\ na prˇilozˇene´m CD a ovla´da´ se na´sledujı´cı´mi
parametry:
• -o nastavı´ jme´no vy´stupnı´ho souboru, vy´chozı´ hodnota je Output.dat
• -O nasdtavı´ pouzˇitı´ optimalizace
• -d dimenze vektoru, vy´chozı´ hodnota 10
• -c pocˇet vektoru˚, vy´chozı´ hodnota 50000
• -r velikost RAM (v blocı´ch), vy´chozı´ hodnota 20
• -b velikost bloku, vy´chozı´ hodnota 4096
• -h vypı´sˇe na´poveˇdu
• -l aktivuje ladı´cı´ mod s jednoduchy´m vy´pisem
• -L aktivuje ladı´cı´ mod s rozsˇı´rˇeny´m vy´pisem
• -N soubor.txt nacˇte vstupnı´ data z textove´ho souboru
Spustı´-li uzˇivatel aplikaci bez parametru˚, vypı´sˇe aplikace jednoduchou na´poveˇdu se se-
znamem jednotlivy´ch argumentu˚ a jejich popisem.
Nynı´ neˇkolik jednoduchy´ch prˇı´kladu˚:
• ArrayTest VarLen.exe -c 500000 -d 10 -r 4 -l -O
vygeneruje a setrˇı´dı´ perzistentnı´ pole o velikosti 500000 vektoru˚ maxima´lnı´ di-
menze 10 s velikostı´ bloku 4096 a s pouzˇitı´m 4 bloku˚ hlavnı´ pameˇti. Prˇi trˇı´deˇnı´
bude vyuzˇita optimalizace a aplikace bude poskytovat za´kladnı´ vy´pisy. Setrˇı´deˇny´
soubor bude ulozˇen ve vy´chozı´m souboru Output.dat.
• ArrayTest VarLen.exe -N test setrideny.txt -l -r 10 -o Mujvystup.dat
nacˇte a setrˇı´dı´ textovy´ soubor test setrideny.txt. Prˇi trˇı´deˇnı´ bude vyuzˇı´vat 10 bloku˚
hlavnı´ pameˇti, perzistentnı´ pole bude mı´t vy´chozı´ hodnotu velikosti bloku, tedy
4096. Pri trˇı´deˇnı´ se budou zobrazovat za´kladnı´ vy´pisy, setrˇı´deˇny´ soubor bude ulozˇen
v souboru Mujvystup.dat.
• ArrayTest VarLen.exe -N test1.txt
tento prˇı´kaz nacˇte a setrˇı´dı´ textovy´ soubor test1.txt, prˇi trˇı´deˇnı´ bude pouzˇı´vat 20
bloku˚ hlavnı´ pameˇti, velikost bloku perzistentnı´ho pole bude opeˇt standardnı´ch
4096. Setrˇı´deˇny´ vy´stup bude ulozˇen v souboru Output.dat a prˇi trˇı´deˇnı´ budou zob-
razova´ny jen velice omezene´ vy´pisy.
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B Obsah prˇilozˇene´ho CD
• \docs - elektronicka´ verze diplomove´ pra´ce ve forma´tech Pdf a TEX.
• \prog documentation - generovana´ programa´torska´ dokumentace.
• \source - zdrojove´ ko´dy komponenty a aplikace
• \source\test\PersistenArray\Debug\ - adresa´rˇ se spustitelnou aplikacı´ pro testova´nı´
trˇı´deˇnı´ vcˇetneˇ textovy´ch dat pouzˇı´vany´ch v kapitole 7.
• \source\test\PersistenArray\VariableLength\ - adresa´rˇ se zdrojovy´mi ko´dy kompo-
nenty pro trˇı´deˇnı´ prvku˚ na externı´m u´lozˇisˇti.
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