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Zusammenfassung
Die laterale und axiale Auflösung eines Fluoreszenzmikroskops mit Weitfeld-Anregung wird
durch die Detektion von Fluoreszenzlicht, das aus Ebenen ober- und unterhalb der Fokus-
ebene (Ausserfokus-Bereich) des Mikroskopobjektivs stammt verschlechtert. Aufgrund der
Vermischung des detektierten Signals aus dem Fokus mit dem defokussierten Signal aus dem
Ausserfokus-Bereich, sind dreidimensionale Darstellungen von Zellen meist nicht möglich.
In der konfokalen Mikroskopie wird das Ausserfokus-Signal durch Blenden daran gehindert
auf den Detektor zu gelangen, wodurch dieses Problem umgangen wird.
Eine Alternative zur konfokalen Mikroskopie ist die Mikroskopie mit „strukturierter Beleuch-
tung“ (kurz SIM1). Hierbei wird der Fokus-Bereich des Objektivs durch eine (z.B. periodisch)
modulierte Anregungsintensität markiert und die gesamte emittierte Fluoreszenz detektiert.
Um ein (quasikonfokales) Bild des Objekts zu erhalten, müssen mehrere Bilder aufgenom-
men werden, wobei das Intensitätsprofil der Anregung zwischen den Aufnahmen verschoben
wird. Im Vergleich zum konfokalen Mikroskop, bietet SIM eine bessere Unterdrückung des
Ausserfokus-Signals (Konfokalität). Allerdings geht das Rauschen des Ausserfokus-Signals
in das quasikonfokale Bild mit ein, so dass SIM nur mit dünnen Proben gut funktioniert (üb-
licherweise wenige µm).
Darüber hinaus ist es möglich die Auflösung des Mikroskops durch SIM über die klassische
Auflösungsgrenze hinaus zu verbessern (Superresolution-SIM). Diese Methode basiert auf
dem Moiré-Effekt. Für dieses Verfahren wird üblicherweise ein (Intensitäts- bzw. Phasen-)
Strichgitter zur Erzeugung einer strukturierten Anregungsintensität benutzt, um die laterale
Auflösung zunächst in einer Richtung zu verbessern. Um eine Auflösungssteigerung in zwei
Dimensionen zu erreichen, müssen mehrere Serien verschobener Bilder, für mindestens drei
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Orientierungen des Linienmusters aufgenommen werden. Üblicherweise wird hierbei die Fre-
quenzrichtung des Linienmusters unter null, 120 und 240 Grad orientiert. Auch hier sollte die
Probendicke typischerweise nicht mehr als wenige µm betragen.
In dieser Arbeit wurde einerseits die Verwendung zweidimensionaler Muster sowohl für qua-
sikonfokale SIM als auch für Superresolution SIM untersucht. In beiden Fällen reicht es aus,
das jeweilige (Intensitäts-) Muster in der Probe entlang einer Raumrichtung zu verschieben
um alle für die Auswertung notwendigen Rohbilder zu erzeugen. Bei der quasikonfokalen
SIM erhält man mit zweidimensionalen Mustern ein weniger richtungsabhängiges Intensi-
tätsfrequenzspektrum der quasikonfokalen Bilder. Im Fall der Superresolution SIM ergeben
sich durch die Verwendung hexagonaler Muster Vereinfachungen am Experiment und in der
Auswertung: Da hexagonale Muster Frequenzen mehreren Richtungen enthalten, ist hier kei-
ne Drehung des Musters bei der Aufnahme der Rohbilder notwendig. Dadurch können für
die Auswertung kritische Parameter bereits vor der Messung kalibriert werden, statt in jeder
Messung direkt aus den Messdaten ermittelt werden zu müssen.
Zusätzlich wurde die strukturierte Beleuchtung mit linienkonfokaler Anregung und Detektion
kombiniert, um das detektierte Ausserfokus-Signal zu reduzieren. Dadurch wird das Signal-
zu-Rausch-Verhältnis verbessert und die Anwendung von SIM auf dickere Proben ermöglicht.
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1. Einleitung
Die Fluoreszenzmikroskopie ist heute ein wichtiges Werkzeug in der biologischen und medi-
zinischen Forschung. Einerseits erlaubt diese Technik die Beobachtung einzelner Bestandtei-
le von Zellen, die von Natur aus fluoreszieren; andererseits können einzelne Zellbestandteile
durch bestimmte Farbstoffe wie z.B. fluoreszente Proteine sichtbar gemacht werden, [Shi62,
Tsi88,War05,Sha04,Che85] bzw. die Proteine in der Zelle lokalisiert werden [Tsi89,Cub95].
Da ein Teil der Anregungsenergie z.B. an Schwingungen der Farbstoffmoleküle verloren geht,
ist die Emissionswellenlänge bei der Fluoreszenz immer etwas größer als die Anregugswel-
lenlänge. Dieses Phänomen wird als Stokes-Shift bezeichnet [Sto52, Lak06] und ermöglicht
es, das Anregungslicht – z.B. im Fall eines Durchlichtmikroskops – mit optischen Filtern vom
Emissionlicht zu trennen.
Seit der Erfindung dichroitischer Spiegel werden Fluoreszenzmikroskope meist als Auflicht-
mikroskope gebaut, d.h. die Probe wird durch dasselbe Objektiv angeregt, durch das auch die
fluoreszente Emission z.B. auf eine Kamera abgebildet wird. Die Probe wird hierbei durch
das Anregungslicht möglichst gleichmäßig ausgeleuchtet. Man spricht in diesem Fall auch
von Epifluoreszenzmikroskopie.
Ein großes Problem bei der Epifluoreszenzmikroskopie ist, dass bei gleichmäßiger Ausleuch-
tung der Probe, nicht nur die Ebene im Fokus des Objektivs, sondern auch alle Ebenen ober-
bzw. unterhalb der Fokusebene (Ausserfokus) zur Fluoreszenz angeregt werden. Die Emission
aus diesen Ebenen wird als Ausserfokus-Emission bezeichnet und gelangt aufgrund der Ener-
gieerhaltung mit dem Signal aus der Fokusebene auf die Kamera [Ino90]. Die Ausserfokus-
Emission trägt aufgrund der Defokussierung (siehe hierzu z.B. Abschnitt 2.3) hauptsächlich
als schwach moduliertes Hintergrundsignal zum Bild bei und reduziert so den Kontrast im
gemessenen Bild (siehe Abbildung 1.1). Je nach Probendicke bzw. Farbstoffkonzentration im
Ausserfokusbereich fällt dieser Effekt mehr oder weniger stark aus.
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Abb. 1.1.: Vergleich zwischen einer Epifluoreszenzmikroskopie (EPI) Aufnahme (oben) und einer quasikon-
fokalen Aufnahme mit hexagonaler SIM (unten). Quelle: Dr. Cora Thiel, Universität Magdeburg/Universität
Zürich. Die Abmessungen des vergrößerten Ausschnitts rechts unten betragen jeweils etwa 60µm. Die
Probe besteht aus menschichen Makrophagen und wurden mit 2% Paraformaldehyd fixiert und zelluläre
Strukturen folgendermaßen gefärbt: Kern (DAPI, 405nm), Vimentin Cytoskelett (Antikörper anti-Vimentin
direkt gelabeled mit Alexa 488), Aktin Cytoskelett (Farbstoff SiRActin). Man sieht, wie das Ausserfokus-
signal die Auflösung und Kontraste im EPI Bild deutlich verschlechtert.
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Eine Möglichkeit das unerwünschte Ausserfokus-Signal im gemessenen Bild zu reduzie-
ren ist die sogenannte konfokale Mikroskopie [Min61, Cla79]. Hierbei wird die Probe nicht
gleichmäßig, sondern z.B. punktförmig (oder auch später in Form einer Linie bzw. Zei-
le [Bae70, Dus06, Hig15, Lar11]) angeregt. Der angeregte punktförmige Bereich wird dann
auf eine kreisförmige Blende (bzw. im Fall einer Linie auf einen Spalt) abgebildet, wodurch
ein Großteil des Ausserfokus-Signals nicht auf den Detektor/die Kamera gelangt. Um ein
vollständiges Bild des mikroskopischen Objekts zu erhalten, muss der Messbereich durch die
punkt- bzw. linienförmige Anregung abgetastet werden.
Eine Alternative zu den konfokalen Verfahren ist die Mikroskopie mit strukturierter Beleuch-
tung (kurz SIM1 [Luk63,Mor92]). Hierbei wird die Probe mit einer räumlich (z.B. periodisch)
modulierten Intensität angeregt, welche z.B. durch Abbildung eines Musters auf die Probe er-
zeugt wird. Der Kontrast der Musterintensität nimmt – falls die Periode des Musters geeignet
gewählt wird – in axialer Richtung rasch ab. Daher kann der Fokusbereich des Mikroskopob-
jektivs durch die Modulation des Musters in der Probe markiert werden. Um ein konfokales
Bild der Probe zu erhalten, werden eine Reihe von Rohbildern aufgenommen, wobei das Bild
des Musters von einem zum nächsten Rohbild (z.B. über einen Scanspiegel) in der Probe ver-
schoben wird.
Im Gegensatz zu rein konfokalen Verfahren wird bei der SIM auch das Ausserfokus-Signal de-
tektiert, welches später rechnerisch entfernt wird. Dadurch trägt das Rauschen der Ausserfokus-
Detektion auch zum Rauschen im ausgewerteten Bild bei, d.h. mit zunehmender Probendicke
verschlechtert sich das Signal-Rausch-Verhältnis des SIM Bildes. Die mikroskopierbare Pro-
bendicke bei SIM liegt daher unter der von rein konfokalen Verfahren. Die Mikroskopie mit
strukturierter Beleuchtung wird auch als quasikonfokal bezeichnet [Hei06a].
Mikroskopie mit strukturierter Beleuchtung bietet außerdem noch die Möglichkeit die räumli-
che Auflösung eines Mikroskops über die Auflösung einer beugungsbegrenzten Optik hinaus
zu steigern (Superresolution-SIM). Hierbei wird der Moiré-Effekt, der bei der Überlagerung
der periodisch modulierten Musterintensität und den Strukturen der Probe [Nyq28, Kot33]
entsteht ausgenutzt, um eine Steigerung der räumliche Auflösung des Mikroskops – zunächst
in Richtung der Musterfrequenz – um einen Faktor 2 über die beugungsbegrenzte Auflösung
hinaus zu ermöglichen [Luk63, Luk66, Mor92]. Werden bei der strukturierten Beleuchtung
als Muster Liniengitter verwendet, müssen Rohbilder unter mindestens drei verschiedenen
1engl. Structured Illumination Microscopy
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Orientierungen des Liniengitters aufgenommen werden, um eine gleichmäßige laterale Auf-
lösungssteigerung in allen Richtungen des mikroskopischen Bildes zu erreichen. In jeder Ori-
entierung des Musters muss dementsprechend ein Satz an Rohbildern aufgenommen werden.
Wird bei der SIM nicht nur eine Ebene der Probe vermessen, sondern ein Stapel an z−Ebenen
aufgenommen, so ist es bei kohärenter Abbildung des Musters auf die Probe auch möglich,
zusätzlich zur lateralen Auflösung auch die axiale (z) Auflösung des Mikroskops um etwa
einen Faktor 2 zu verbessern. Da die Orientierung des Musters für alle Ebenen eines z−Stapels
konstant sein sollte, wird hier üblicherweise ein separater z−Stapel für jede Orientierung des
Musters aufgenommen. Es ist daher notwendig insgesamt mindestens drei z−Stapel zur Mes-
sung eines 3D-Volumens aufzunehmen.
Einerseits kann dies dazu führen, dass die Rohbilder für die verschiedenen Musterorientie-
rungen nicht dasselbe Signal-zu-Rausch-Verhältnis aufweisen, da der Fluoreszenzfarbstoff im
Laufe der Bildaufnahmen ausbleicht. Andererseits können Fehler der relativen z-Positionen
gerade bei z-Stapeln mit vielen Ebenen zu Artefakten in den ausgewerteten Superresolution
Bildern führen.
Auch wenn die erreichbare Auflösungssteigerung bei der SIM deutlich kleiner ist, als bei an-
deren Verfahren wie z.B. PALM2 [Bet06], STORM3 [Rus06] oder STED4 [Hel03] hat SIM
gegenüber diesen Verfahren einige Vorteile:
• Aufgrund wesentlich geringerer Laser-Leistung, die für SIM benötigt wird, können
auch lebende Proben untersucht werden [Li15].
• SIM funktioniert mit allen verfügbaren Fluoreszenzfarbstoffen [Sha11].
• SIM ist wesentlich schneller [Li15, Li16, Kne09]
In dieser Arbeit wird Mikroskopie mit strukturierter Beleuchtung unter Verwendung zwei-
dimensionaler Muster untersucht. Für den Fall rein quasikonfokaler strukturierter Beleuch-
tung wurde mit Schachbrettmustern und hexagonalen Mustern und inkohärenter Beleuchtung
gearbeitet. Hierzu ist im Rahmen dieser Arbeit eine Veröffentlichung entstanden [Sch14].
Es wurde gezeigt, dass die Verwendung zweidimensionaler Muster bzgl. des Signal-Rausch-
Verhältnisses vorteilhaft ist. Darüber hinaus ist der Informationsgehalt im ausgewerteten Bild
bei Verwendung zweidimensionaler Muster weniger richtungsabhängig als bei Verwendung
2
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eindimensionaler Liniengitter. Es wurde außerdem gezeigt, dass es bei sowohl Schachbrett-
als auch Hexagonmustern ausreicht mehrere Rohbilder aufzunehmen, bei denen das Muster
in nur einer Raumrichtung verschoben werden muss, wobei zwischen der Verschieberichtung
und den Frequenzvektoren des Musters ein bestimmter Winkel eingestellt wird.
Die strukturierte Beleuchtung mit hexagonalen Mustern bietet sich für die Steigerung der Auf-
lösung an, da hexagonale Muster alle Orientierungen, die für das Linienmuster üblicherweise
gewählt werden, enthalten. Um alle für die Auswertung notwendigen Rohbilder zu erzeugen,
reicht es aus das Muster in einer Richtung zu verschieben. Im Fall der dreidimensionalen Auf-
lösungssteigerung mit einem z−Stapel ist hier für eine 3D Rekonstruktion die Messung eines
einzigen Bildstapels (anstelle von drei) ausreichend.
Um die Mikroskopie mit strukturierter Beleuchtung auch auf dicke Proben anzuwenden, wur-
de in dieser Arbeit SIM mit spaltkonfokaler Mikroskopie kombiniert. Hierbei wird in der
Anregung das Bild des Musters nicht im gesamten Objektfeld simultan erzeugt, sondern
durch einen Linienscanner sukzessive aufgebaut. Durch Synchronisation des Linienscanners
mit dem Rolling-Shutter einer sCMOS5 Kamera, wurde eine auswertungsfreie spaltkonfoka-
le Detektion der SIM Rohbilder realisiert. Im Gegensatz zu bisherigen Kombinationen von
SIM und linienkonfokaler Mikroskopie [Man12], erhält man hier direkt ein linienkonfokales
Rohbild, ohne es erst aus weiteren Einzelbildern berechnen zu müssen. Die Ergebnisse der
Auflösungssteigerung mit hexagonaler linienkonfokaler SIM (XL-SIM), die in dieser Arbeit
entstanden sind, wurden in einer Veröffentlichung vorgestellt [Sch17].
Die in der Arbeit verwendeten Symbole und Abkürzungen sind in Abschnitt 1.1 aufgelistet.
Das Kapitel A im Anhang enthält einen Überblick über die notwendigen mathematischen
Grundlagen und Definitionen. Kapitel 2 gibt eine Zusammenfassung über die Grundlagen zur
lateralen und axialen optischen Auflösung in einem Mikroskop, sowie theoretische Grund-
lagen zur inkohärenten und kohärenten Abbildung periodischer Strukturen. Kapitel 3 zeigt
einen Überblick über die Auswertung bei quasikonfokaler strukturierter Beleuchtung sowie
die Superresolution SIM. In Kapitel 4 wird strukturierte Beleuchtung mit Schachbrett- und
Hexagonmustern unter Verwendung einer Verschieberichtung erläutert und die entsprechen-
den Verschiebewinkel hergeleitet. Außerdem wird in den Abschnitten 4.3 und 4.4 die Fehler-
fortpflanzung von SIM mit Schachbrett- und Hexagonmustern im Fall von quasikonfokaler
5
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und Superresolution SIM mit der von Liniengitter SIM theoretisch verglichen. Abschnitt 4.5
behandelt die bei der Superresolution SIM verwendeten Phasenmustern sowie die Kombina-
tion der hexagonalen strukturierten Beleuchtung mit spaltkonfokaler Mikroskopie. Kapitel 5
enthält die durchgeführten Messungen zur quasikonfokalen SIM mit Schachbrett- und Hexa-
gonmustern. Die Messungen zur 3D Auflösungssteigerung mit hexagonaler linienkonfokaler
SIM werden in Kapitel 6 beschrieben.
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1.1. Verzeichnis der Abkürzungen und Symbole
1.1. Verzeichnis der Abkürzungen und Symbole
∀ Formelzeichen „für alle“
CLSM Laserrastermikroskop (von engl. confocal laser scanning
microscope)
EPI Epifluoreszenzmikroskopie
SIM Mikroskopie mit strukturierter Beleuchtung
SR-SIM Auflösungssteigerung durch strukturierte Beleuchtung
LASER Licht-Verstärkung durch stimulierte Emission von Strahlung von
engl. light amplification by stimulated emission of radiation
P0 Ein Punkt im Raum an dem sich die Quelle des Wellenfeldes befindet
P Ein Punkt im Raum an dem das Wellenfeld berechnet werden soll
Q Ein Punkt innerhalb einer beugenden Öffnung
U(P) Skalare Lichtamplitude im Punkt P
I(P) Intensität im Punkt P
a Pupillenradius
f Brennweite
p (Muster-)Periode
ℓs =
p√
2
Kantenlänge eines Feldes beim Schachbrettmuster
d = 2 p√
3
Minimaler Abstand zweier Intensitätsmaxima beim hexagonalen Muster
~x = (~x⊥, z) Dreidimensionaler Vektor ~x ∈ R3
~x⊥ Zweidimensionaler Vektor in der (x, y)−Ebene senkrecht zur optischen
Achse
z = x‖ z-Koordinate, parallel zur optischen Achse
fr, fx, fy Raumfrequenz in ( fr = 1/p) in radialer, x− bzw. y−Richtung
cm Fourierkoeffizient der m−ten Frequenzordnung der Anregungsintensität
ν, νx,νy normierte Frequenz in radialer, x- bzw. y-Richtung
kx, ky, kz Raumfrequenz in (kx =
2π
px
) x−, y− bzw. z−Richtung
h(~x) (Intensitäts-) Punktspreizfunktion (kurz: PSF)
ha(~x) Amplituden-Punktspreizfunktion (kurz: Amplituden-PSF)
G(ν) = G(ξ, η) Pupillenfunktion
λ Vakuumwellenlänge
k = 2πn
λ
Wellenzahl des Lichtfeldes
kx, ky, kz (Raum-) Frequenzen (|~k| = 2π/p) in x−, y− und z−Richtung
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αmax = arcsin(a/ f ) Maximaler Eintrittswinkel
NA = n sin(αmax) Numerische Apertur
K Konditionszahl einer Matrix
C := − iA2λ Konstante - A ist die Stärke der Lichtamplitude im Punkt P0
(vgl. Abbildung 2.1).
C′ := 2C e
ik(r′+s′)
r′s′ Konstante - r
′ und s′ sind die in Abbildung 2.1 eingezeichneten
Weglängen.
c Vakuumlichtgeschwindigkeit
n Brechungsindex
χ Polarisationswinkel
K(z) Konfokalitätsfunktion
O(~k) Optische Transferfunktion
S (~x) Probenfunktion bzw. genauer: Fluorophordichte in der Probe
F bzw. F1 Füllfaktor eines Musters für SIM
F2 Zweidimensionaler Füllfaktor für SIM-Muster
I(exc.)(x, y, z) Anregungsintensität
I(em.)(x, y, z) Emittierte Intensität
I(det.)(x, y, z) Detektierte Intensität
σ Standardabweichung
SNR Signal-zu-Rausch-Verhältnis
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2. Optische Grundlagen
Ein wesentlicher Aspekt dieser Arbeit ist die Auflösung optischer Abbildungen. Da die geo-
metrische Optik zur Beschreibung der optischen Auflösung nicht ausreicht, folgt in diesem
Kapitel eine Zusammenfassung der wichtigsten wellenoptischen Grundlagen.
2.1. Optische Abbildungen
Im Fall einer fehlerfreien optischen Abbildung ist die Auflösung nur aufgrund der Beugung
der Lichtwellen an der sogenannten Apertur begrenzt. Man nennt diesen Fall daher beugungs-
begrenzte Abbildung. Die Apertur bezeichnet die (Blenden-)Öffnung, welche die Winkel der
vom Objekt kommenden Wellen beschränkt.
Die Beugung an der Apertur kann näherungsweise mit der Beugungstheorie von Helmholtz
und Kirchhoff beschrieben werden. Hierbei wird anstelle des vektoriellen Lichtfeldes nur ein
skalares, monochromatisches Lichtfeld der Wellenlänge λ betrachtet. Die Rückwirkung der
Apertur auf den Bereich vor bzw. in der Blendenöffnung wird hier vernachlässigt. [Zin98]
Man betrachte Abbildung 2.1: Das Lichtfeld U an einem bestimmten Punkt P ist gegeben
durch:
U(P) = C
"
A
eik(r+s)
rs
[cos(~N, r) − cos(~N, s)]dS , (2.1)
wobei r der Abstand der Lichtquelle vom Punkt Q in der Apertur A, s der Abstand von Q zum
Punkt P, k = 2π/λ die Wellenzahl, und C := − iU2λ eine Konstante, die von der Licht-Amplitude
U im Punkt P0 und der Wellenlänge λ abhängt. Das Integral wird über die beugende Öff-
nung A, deren Normalenvektor mit ~N bezeichnet wird, ausgeführt. Der Term e
ikr
r kann als eine
vom Punkt P0 ausgehende Kugelwelle interpretiert werden. Nach dem Huygens-Fresnelschen
Prinzip erzeugt diese primäre Welle, an jedem Punkt Q der Blendenöffnung eine sekundäre
Kugelwelle, welche am Beobachtungspunkt P zu einer Amplitude e
ik(r+s)
rs
führt. Das gesamte
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A
b
b
b
P0 = (x0, y0)
P = (x, y)
~N s′
s
r
r′
Q = (ξ, η)
Abb. 2.1.: Skizze zur Beugungstheorie von Helmholtz und Kirchhoff.
beobachtbare Feld im Punkt P entsteht durch Integration über alle Punkte Q der Blende. Sind
die Abstände r und s groß im Vergleich zu den Abmessungen der Apertur A, so lässt sich
Gleichung (2.1) näherungsweise schreiben als:
U(P) =
2C cos(δ)
r′s′
"
A
eik(r+s)dS . (2.2)
Lässt man die Abstände r′ und s′ beliebig groß werden (r′ → ∞, s′ → ∞) und nimmt man
zusätzlich senkrechten Lichteinfall an ((x0, y0) = 0, δ = 0), so kann Gleichung (2.2) weiter
gemäß der Näherung r + s ≈ r′ + s′ − xξs′ −
yη
s′ + O
(
ξ2
s′ ,
η2
s′
)
vereinfacht werden zu:
U(x, y) = 2C
eik(r
′+s′)
r′s′
︸      ︷︷      ︸
=:C′
"
A
e−ik
(
xξ
s′ +
yη
s′
)
dξdη (2.3)
(ξ, η) sind wie in der Skizze in Abbildung 2.1 angedeutet die Koordinaten in der Apertur, (x, y)
die Koordinaten des Punktes P, und O
(
ξ2
s′ ,
η2
s′
)
bezeichnet die Terme der Entwicklung von
(r+ s), die quadratisch in ξ und η sind. Diese Näherung des kirchhoffschen Beugungsintegrals
wird als Fraunhofersche Näherung bezeichnet und ist dann gültig, wenn die Lichtquelle und
der Beobachtungspunkt P sehr weit von der beugenden Öffnung entfernt sind. In diesem Fall
spricht man von der Fraunhoferschen Beugung. Die paraxiale Näherung ist auch dann gültig,
wenn die Lichtquelle (bzw. der Lichtpunkt P0) wie in Abbildung 2.2 aus dem Unendlichen
in die Apertur abgebildet wird und die Apertur selbst wieder ins Unendliche abgebildet wird.
Eine solche Abbildung wird in der Mikroskopie auch als Unendlich-Strahlengang bezeich-
net. Da die in dieser Arbeit verwendeten Mikroskope auf solchen Strahlengängen beruhen,
wird im weiteren diese Näherung zur Beschreibung der beugungsbegrenzten Abbildung eines
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b
f0 f
b
P0 = (x0, y0)
P = (x, y)
ff0
A
b Q = (ξ, η)
a
α
Abb. 2.2.: Beispiel zur Fraunhoferschen Beugung.
einzelnen Lichtpunktes verwendet. Das Integral in Gleichung (2.3) wird über die Fläche der
Apertur ausgeführt. Führt man die sogenannte Pupillenfunktion G(ξ, η) ein, so kann (2.3) als
Fourier-Integral geschrieben werden:
U(x, y) =
"
A
G(ξ, η)e−ik
(
xξ
f +
yη
f
)
dξdη , (2.4)
wobei G(ξ, η) gegeben ist durch
G(ξ, η) =



C′, innerhalb der Blendenöffnung
0, außerhalb
. (2.5)
Im Bezug auf Abbildung 2.2 entspricht der Abstand s′ der Brennweite f . Die Ausdrücke xf
bzw. yf in Gleichung (2.4) können als Richtungskosinus, und dementsprechend k · xf bzw. k ·
y
f
als laterale Komponenten (x, y) des Wellenvektors ~k aufgefasst werden. Gleichung (2.4) ist
die Grundlage für die sogenannte Fourieroptik.
Die Amplitudenverteilung, die sich bei Abbildung eines einzelnen Lichtpunktes P0 aufgrund
der Beugung an der Apertur A eines optischen Systems ergibt, ist also in der Näherung der
Fraunhoferschen Beugung durch die Fourier-Transformierte der Blenden- bzw. Pupillenfunk-
tion G(ξ, η) gegeben. Im Fall einer kreisförmigen Apertur mit Radius a, wird aus Gleichung
(2.4) [Bor99, S. 439ff]:
U(P) = C′
a∫
0
2π∫
0
e−ik
ρr
s′ cos(θ−ψ)ρdρdθ , (2.6)
wobei (ρ, θ) die Polarkoordinaten in der Apertur und (r, ψ) die Polarkoordinaten in der Ebene
des Beugungsmusters bzw. der Bildebene bezeichnen. Das Integral über θ in (2.6) stimmt
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Abb. 2.3.: Grafische Darstellung der Funktion |2 J1(x)x |2. Der erste Beugungsring des Beugungsmusters ist
noch zu erkennen. Die volle Halbwertsbreite der Funktion beträgt in etwa π, der radiale Abstand des ersten
Minimums vom zentralen Maximum etwa 1,22π.
mit der Integraldarstellung der Bessel-Funktion erster Art nullter Ordnung (siehe Gleichung
(A.11)) überein. Das Integral über ρ ergibt sich dann aus den Rekursionsrelationen der Bessel-
Funktionen (siehe Gleichung (A.12))
U(P) = 2πC′
a∫
0
J0
(
k
ρr
s′
)
ρdρ = πC′a2
[
2
J1(kar/ f )
kar/ f
]
=: ha(r, ψ) . (2.7)
ha(r, ψ) ist die Amplitudenverteilung, die man bei Abbildung eines einzigen Lichtpunktes mit
einer beugungsbegrenzten Optik erhält und sie wird daher als Amplituden-Punktspreizfunktion
(oder kurz Amplituden-PSF) bezeichnet. Sie entspricht aufgrund (2.4) der Fourier-transformierten
einer kreisförmigen Blenden- bzw. Pupillenfunktion G(ξ, η). Dementsprechend erhält man für
die Intensitätsverteilung
I(P) = |U(P)|2 = I0
[
2
J1(kar/s′)
kar/s′
]2
=: h(r, ψ) = h(r) , (2.8)
mit I0 = C′2(πa2)2. Das Intensitätsprofil in Gleichung (2.8) wird als (Intensitäts-) Punktspreiz-
funktion bzw. auch kurz als PSF bezeichnet. Diese Funktion wurde zuerst von G.B. Ai-
ry berechnet und wird daher auch „Airy-Scheibchen“ oder auch „Airy-Beugungsmuster“
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genannt. Die Funktion J1(x) ist die Bessel-Funktion erster Art erster Ordnung. Das Airy-
Beugungsmuster ist in Abbildung 2.3 gezeigt.
2.2. Auflösungsvermögen eines Mikroskops
Da die Proben, die mit einem Mikroskop untersucht werden in der Regel nicht von sich aus
Licht emittieren, müssen mikroskopische Proben durch einen so genannten Kondensor be-
leuchtet werden. In der Fluoreszenzmikroskopie wird die mikroskopische Probe seit der Er-
findung dichroitischer Spiegel in der Regel im Auflicht durch den so genannten Anregungs-
strahlengang beleuchtet. Der Strahlengang der Anregung verläuft hierbei über einen solchen
dichroitischen Spiegel, welcher zunächst das Anregungslicht reflektiert. Sowohl der Anre-
gungsstrahlengang als auch der Emissionsstrahlengang verlaufen durch dasselbe Mikroskop-
Objektiv. Diese Form der Fluoreszenzmikroskopie wird auch als Epifluoreszenzmikroskopie
bezeichnet. Die zur Fluoreszenz angeregten Farbstoffmoleküle in der Probe emittieren inko-
härentes Licht, dessen Wellenlänge aufgrund der Stokes-Verschiebung größer ist, als die des
Anregungslichtes und daher durch den dichroitischen Spiegel transmittiert. Die (räumlich und
zeitlich) inkohärente Emission wird durch den so genannten Emissions-Strahlengang z.B. auf
eine Kamera abgebildet. Im Gegensatz zum Emissions-Strahlengang, der grundsätzlich als
inkohärent betrachtet werden kann, muss man in der Fluoreszenzmikroskopie in der Anre-
gung zwischen inkohärenter und kohärenter Anregung unterscheiden, wobei in dieser Arbeit
aufgrund der Betrachtung monochromatischer Abbildungen ausschließlich die räumliche Ko-
härenz eine Rolle spielt. Gerade bei Mikroskopie mit strukturierter Beleuchtung ist dieser
Unterschied von Bedeutung.
2.2.1. Kohärenz
Die theoretische Grundlage zur Beschreibung von Kohärenz von Lichtwellen ist die Wechsel-
seitige Kohärenzfunktion. Sie ist gegeben durch die komplexe Kreuzkorrelation zweier Licht-
Amplituden U(Pa, τ) := UA(τ) und UB(τ) die von den Punkten PA und PB (siehe Abbildung
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PA
PB
sA
sB
Q
L
Abb. 2.4.: Der Young’sche Doppelspaltversuch: Die Lichtwellen, die von den Blenden A und B ausgehen,
welche von der ausgedehnten Lichtquelle L beleuchtet werden interferieren im Punkt Q.
2.4) ausgehen:
ΓA,B(τ) =
〈
UA(t + τ)U
∗
B(t)
〉
= lim
T→∞
1
T
T
2∫
− T2
U(PA, t + τ)U
∗(PB, t)dt (2.9)
Die Funktion
γA,B(τ) =
ΓA,B(τ)
√
ΓA,A(0)ΓB,B(0)
=
ΓA,B(τ)√
IA
√
IB
= |γA,B(τ)|eiαA,B(τ) (2.10)
ist ein Maß für Kohärenz und wird als komplexer Kohärenzgrad oder auch als normierte wech-
selseitige Kohärenzfunktion bezeichnet [Bor99, S. 501]. Im Falle rein räumlicher Kohärenz,
setzt man τ = 0 und erhält so den gleichzeitigen komplexen Kohärenzgrad
jA,B = γA,B(0)
Man unterscheidet die drei Fälle:



jA,B = 0 total inkohärent
jA,B = 1 total kohärent
0 < jA,B < 1 partiell kohärent
Im Fall von monochromatischen Wellen, ist die Intensität im Punkt Q in Abbildung 2.4 gege-
ben durch [Goo84, S. 174ff]
I(Q) = IA(Q) + IB(Q) + 2
√
IA(Q)
√
IB(Q)| jA,B| cos(αA,B
( sA − sB
c
)
− δ) , (2.11)
wobei δ die Phasendifferenz der beiden Wellen ist. Nimmt man an dass IA(Q) = IB(Q), so ent-
spricht | jA,B| gerade dem Kontrast der Intensität in (2.11). Die Funktion jA,B ist daher anschau-
lich ein Maß für Sichtbarkeit des Interferenzmusters bei der Überlagerung zweier Lichtampli-
tuden. Im total inkohärenten Fall ist kein Interferenzmuster sichtbar, im Fall totaler räumlicher
Kohärenz ergibt sich der maximal mögliche Kontrast von 1 bzw. 100%.
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b
fObj.
fT L
b
P0
P
fT L
fObj.
AQ0
b Q
b
α0
a
α
Obj.
TL
r0
r
n0 n
Abb. 2.5.: Skizze zur inkohärenten Abbildung in einem Mikroskop.
2.2.2. Inkohärente Abbildung
Die inkohärente Abbildung in einem Mikroskop mit Unendlich-Strahlengang kann man sich
schematisch wie in Abbildung 2.5 vorstellen. Der Abbildungsmaßstab des Mikroskops ist
durch das Verhältnis der Brennweiten von Tubuslinse ( fTL) und Objektiv ( fObj.) gegeben. Da
der Winkel α als klein angenommen werden kann (α ≪ 1), gilt näherungsweise α ≈ afTL . Es
seien n0 und n die Brechungsindizes im Objekt- und im Bildraum. Der Winkel α0 ist der größ-
te Winkel im Objektraum, der gerade noch die Apertur des optischen Systems passieren kann.
Die beiden Punkte P0 und Q0 werden durch das Objektiv und die Tubuslinse auf die Detek-
tionsebene/Kameraebene abgebildet. Da zunächst von inkohärenten Punktlichtquellen ausge-
gangen wird, ist das Bild der beiden Punkte, (d.h. die Intensität in der Bildebene) durch die
Summe der Bilder der Punkte, also durch die Summe der Punktspreizfunktionen bei P (h1(x))
und bei Q (h2(x)) gegeben ( jA,B = 0 vgl. Abschnitt 2.2.1).
Nach dem Kriterium von Rayleigh1, gelten die beiden Punkte noch als aufgelöst, falls das ers-
te Minimum der PSF bei P auf das Maximum der PSF bei Q zu liegen kommt und umgekehrt,
wie in Abbildung 2.6 gezeigt. In diesem Fall beträgt die Intensität in der Mitte zwischen den
beiden Intensitätsmaxima etwa 73, 5% der maximalen Intensität.
Die Funktion |J1(x)/x|2 (siehe Gleichung (2.8) und Abbildung 2.3) nimmt das erste Minimum
an, wenn sein Argument etwa den Wert 1.22π annimmt. Daraus folgt für den minimalen Ab-
stand, den zwei inkohärente Punktlichtquellen im Bildraum haben dürfen um nach Rayleigh
1John William Strutt, 3. Baron Rayleigh (*12.11.1842, †30. 06. 1919)
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0
0.2
0.4
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Abb. 2.6.: Gesamtintensität (h1(x) + h2(x)) bei inkohärenter Überlagerung zweier Airy-Beugungsmuster in
dem von Rayleigh als Auflösungsgrenze festgelegtem (Mindest-)Abstand. Das erste Minimum der PSF h1
liegt beim Maximum von h2 und umgekehrt. Die Gesamtintensität in der Mitte zwischen den beiden Maxima
entspricht in etwa 73,5% der maximalen Intensität.
als aufgelöst zu gelten
r ≥ 0.61λ fTL
na
= 0, 61
λ
n sin(α)
Es gilt
−nr sin(α) = n0r0 sin(α0)
so dass für r0 folgt:
|r0| ≥ 0.61
λ
n0 sin(α0)
= 0.61
λ
NA
=: rRayleigh (2.12)
NA ist eine Abkürzung für die numerische Apertur des Mikroskop-Objektivs und ist definiert
als NA = n0 sin(α0). Gleichung (2.12) definiert das Auflösungsvermögen eines Mikroskops
für den Fall einer total inkohärenten Abbildung.
2.2.3. Kohärente Abbildung
Wie bereits beschrieben spielt die kohärente Abbildung in dieser Arbeit ausschließlich im
Anregungsstrahlengang eine Rolle. Darüber hinaus ist jetzt und im Weiteren aufgrund der
Betrachtung rein monochromatischer Abbildungen nur die räumliche Kohärenz von Bedeu-
tung.
Bei einer optischen Abbildung mit kohärentem Licht müssen anstelle der Intensitäten die Am-
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f
p
α ≈ λnp
2a
(ξ, η)
(x0, y0) (x, y)
b
b
b
b
bc
bc
b
bc
bc
bc
bc
f
Π
Π′
L
Abb. 2.7.: Skizze der Bildentstehung nach Abbe. Der Übersichtlichkeit wegen sind nur die 0. Beugungsord-
nung rot und die ersten Beugungsordnungen grün und blau eingezeichnet.
plituden des Lichtfeldes betrachtet werden. Nach der Theorie von Abbe2 wird das beleuchten-
de Licht zunächst am Objekt gebeugt (siehe Abbildung 2.7), d.h. die einzelnen Raumfrequen-
zen des Objekts wirken wie Beugungsgitter. Nimmt man ein Objekt an, welches nur eine ein-
zige Frequenz enthält (also ein Beugungsgitter), und von einer ebenen Welle beleuchtet wird,
so erhält man in der hinteren Brennebene der Linse L das Fraunhofersche Beugungsbild, also
die Fourier-Transformierte der Licht-Amplitude in der Objektebene Π. Nach dem Prinzip von
Huygens3, kann jeder Punkt (ξ, η) in der hinteren Brennebene seinerseits wieder als Lichquelle
interpretiert werden von dem eine sekundäre Welle ausgeht. Das Huygenssche Prinzip wurde
von Fresnel 4 erweitert, indem die Weglängenunterschiede der sekundären Wellen mitberück-
sichtigt werden. Dadurch wurde auch die mathematische Beschreibung von Beugungseffekten
möglich. Diese Erweiterung des Huygensschen Prinzips ist als Huygens-Fresnel’sches Prinzip
bekannt.
Die Interferenz der sekundären Wellen, die von jedem Punkt der hinteren Brennebene aus-
gehen, ergibt das Bild des Objektes in der Bildebene Π′. Ein perfektes Bild des Objektes,
d.h. ein Bild, welches dieselben Informationen enthält wie das Objekt selbst, müsste durch
die Interferenz aller vom Objekt erzeugten Beugungsordnungen entstehen, was aufgrund der
endlichen Ausdehnung der Pupille in der hinteren Brennebene der Linse (engl. Back-Focal-
Plane, kurz BFP) und der Existenz unendlich vieler Beugungsordnungen nicht möglich ist.
Der Index der höchsten Beugungsordnung m, die noch die Apertur passieren kann ist gegeben
2Ernst Karl Abbe (*23. 01. 1840, †14. 01. 1905)
3Christiaan Huygens (*14.04.1629, †08.07.1695)
4Augustin Jean Fresnel (*10.05.1788, †14.07.1827)
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durch
m =
apn
λ f
=
NA
λ
p ,
wobei a der Radius der Pupille, λ/n die effektive Wellenlänge in der Ebene des Objekts und
p die Gitterperiode ist. Wenn man verlangt, dass vom Objekt mit der Periode p zumindest
noch eine einzige Beugungsordnung (zusätzlich zur nullten Ordnung) die Apertur passieren
soll (m ≥ 1), so erhält man
pmin ≥
λ
NA
(2.13)
Falls das Objekt mit Licht beleuchtet wird, das wie in Abbildung 2.7 nur einen einzigen
Richtungsanteil enthält, gibt Gleichung (2.13) die Auflösung des optischen Systems an.
Gleichung (2.13) gilt für den Fall, dass die Probe nur mit einer ebenen Welle beleuchtet wird.
Nimmt man an, dass die Pupille des Kondensors voll ausgeleuchtet wird und dass seine NA
die selbe ist, wie die des Mikroskopobjektivs, so gilt die bekannte Formel von Abbe
dmin =
λ
2NA
. (2.14)
Der Abstand dmin in Gleichung (2.14) stimmt mit der vollen Halbwertsbreite der Punktspreiz-
funktion (2.8) überein.
Die Anregung im Fluoreszenzmikroskop ist in der Realität nie total kohärent bzw. inkohärent.
Stattdessen findet man in der Realität einen Übergang zwischen diesen beiden Grenzfällen
vor, welcher dann als partielle Kohärenz bezeichnet wird. Siehe hierzu z.B. Abschnitt 2.2.1.
2.3. Defokus
Da in der (konfokalen) Mikrokopie nicht nur laterale Auflösung (d.h. in (x, y)−Richtung)
sondern auch axiale Auflösung (in z−Richtung) wichtig ist, werden in folgendem Abschnitt
die theoretischen Grundlagen zur Beschreibung einer defokussierten optischen Abbildung er-
läutert. Abgesehen von Defokussierung, wird in diesem Abschnitt zunächst eine fehlerfreie
optische Abbildung angenommen.
Man betrachte Abbildung 2.8: Eine Kugelwelle mit Zentrum im Punkt O erzeugt in allen
Punkten, der durch eine Apertur beschränkte Kugelsphäre W eine Amplitude exp(ik f )/ f .
Nach dem Huygens-Fresnel-Prinzip kann jeder Punkt Q von W dementsprechend als Zentrum
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einer sekundären Kugelwelle interpretiert werden, welche für einen beliebigen Punkt Q von W
im Punkt P die Amplitude exp(ik f )/ f · exp(iks)/s erzeugt. Die gesamte Amplitude im Punkt
P ergibt sich dann aus dem Integral über alle von der Fläche W ausgehenden Kugelwellen:
b
b
b
f O
P = (x, y, z)
Q = (ξ, η, ζ)
~R
W
a
z
y
x
~q
s
α β
Abb. 2.8.: Beugung einer in den Punkt O einlaufenden Kugelwelle an einer kreisförmigen Blende W.
U(P) = 2C
e−ik f
f
"
W
eiks
s
dS . (2.15)
Falls a≪ f gilt, so kann (2.15) genähert werden zu:
U(P) ≈ 2C
f 2
"
W
eik(s− f )dS (2.16)
Für die optische Weglänge s vom Punkt Q zum Punkt P gilt
s =
√
f 2 + |~R|2 − 2 f |~R| cos(β)
Falls (x = y = 0) ergibt sich
s =
√
f 2 + z2 + 2 f z cos(α) = f
√
1 +
(
z
f
)2
+ 2
(
z
f
)
cos(α) =
= f + z cos(α) + sin2(α)
z2
2 f
+ O
(
z3
f 2
)
, (2.17)
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wodurch sich für kleine Defokussierungen (z ≪ f ) und kleine Winkel (α ≪ 1) der Ausdruck
(s − f ) nähern lässt zu
(s − f ) ≈ z cos(α) ≈ z − 1
2
z sin2(α)
︸ ︷︷ ︸
≈
(
ρ
f
)2
. (2.18)
Im Allgemeinen (d.h. (x , 0, y , 0)) wird der Weglängenunterschied (s − f ) bei kleinen
Winkeln α durch (s − f ) ≈ −(~q · ~R) genähert, wobei ~q der Einheitsvektor in Richtung der
Verbindungslinie von O nach Q ist: ~q = (ξ, η, ζ)t/ f (siehe Abbildung 2.8). Aus Gleichung
(2.16) wird so
U(P) ≈ 2C
f 2
"
W
e−ik~q
~R dS
︸︷︷︸
f 2dΩ
= 2C
"
Ω
e−ik~q
~RdΩ . (2.19)
Gleichung (2.19) ist bekannt als Debye-Integral.
Für die Koordinate ζ in Abbildung 2.8 gilt:
ζ =
√
f 2 − ρ2 = − f

1 −
1
2
ρ2
f 2
+ O


(
ρ
f
)3


 .
Für kleine Winkel α ≪ 1 ergibt sich hieraus als Näherung für den Weglängenunterschied
(~q · ~R) = xξ + yη + zζ
f
≈ ρr cos(θ − ψ)
f
+ z
[
1 − 1
2
ρ2
f 2
+ . . .
]
, (2.20)
wobei im Folgenden zunächst kleine Winkel ρ
f
≪ 1 angenommen und Terme der Ordnung
(
ρ
f
)3
vernachlässigt werden. Für (r = 0) stimmt die Näherung in (2.20) mit der in Gleichung
(2.18) überein und wird in der Fachliteratur auch als Paraxiale Näherung bezeichnet. Die
Größen (ρ, θ) und (r, ψ) bezeichnen wie in Gleichung (2.6) die Polarkoordinaten in der Apertur
und in der Ebene des Beugungsbildes. Insgesamt ergibt sich ähnlich wie in Gleichung (2.6)
U(P) =
2C
f 2
eikz
︸ ︷︷ ︸
≈C′
a∫
0
2π∫
0
ρdρdθe−ik
(
rρ
f cos(θ−ψ)
)
−i 12 k
(
ρ
f
)2
z . (2.21)
Das Integral über θ in Gleichung (2.21) ergibt analog zu Gleichung (2.7):
U(P) = 2πC′
a∫
0
J0
(
k
ρr
f
)
e
−i 12 k
ρ2
f 2
z
ρ dρ (2.22)
Gleichung (2.22) lässt sich noch weiter analytisch auswerten, indem die Exponentialfunktion
im Argument des Integrals in Real- und Imaginärteil zerlegt wird. Die sich so ergebenden
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Integrale können dann als Reihe von Lommel-Funktionen berechnet werden. Für weitere De-
tails zur Berechnung der dreidimensionalen PSF siehe z.B. [Bor99, S. 484ff].
Die dreidimensionale Intensitätsverteilung I(P) = I(x, y, z) der Punktspreizfunktion ist für
kleine Aperturen näherungsweise durch das Betragsquadrat des Ausdrucks in Gleichung (2.22)
gegeben.
Das Integral über die dreidimensionale PSF in (x, y) Richtung ist eine Funktion von z und ist
aufgrund der Energieerhaltung eine Konstante:
∞
"
−∞
dxdy I(x, y, z) =: K(z) ≡ konst. (2.23)
Für den Schnitt der Funktion I(x, y, z) für (x = y = 0) in z-Richtung ergibt sich aus (2.22) für
r = 0:
I(0, 0, z) = I0sinc




k
4
(
a
f
)2
z




2
= I0
[
sinc
(
n
π
2λ
(NA
n
)2
z
)]2
, (2.24)
wobei I0 die maximale Intensität der PSF im Punkt (x, y, z) = (0, 0, 0) ist (vgl. Gleichung
(2.8)). Analog zum Rayleigh-Kriterium (siehe Gleichung (2.12)) kann man zwei Punktlicht-
quellen in z−Richtung gerade noch als aufgelöst betrachten, falls das Maximum der einen
PSF auf dem Minimum der anderen zum liegen kommt und umgekehrt. Auf diese Weise
erhält man aus Gleichung (2.24) für den minimalen Abstand den zwei Punktlichtquellen in
z−Richtung gerade noch haben dürfen um aufgelöst werden zu können
zmin =
2nλ
NA2
. (2.25)
Analog zu Gleichung (2.14) kann man die Auflösung in z−Richtung auch durch die volle
Halbwertsbreite der 3D-PSF definieren. In dem Fall erhält man aus Gleichung (2.24)
zmin ≈
1, 77nλ
NA2
. (2.26)
Die Gleichungen (2.25) und (2.26) sind als Abschätzung für die z−Auflösung für kleine Aper-
turen gültig.
2.3.1. Beschreibung des Defokus mit der Fehlerfunktion
Optische Abbildungen sind im Allgemeinen nicht nur beugungsbegrenzt sondern auch mit
anderen optischen Fehlern behaftet, welche sich beschreiben lassen, indem Gleichung (2.15)
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um eine sogenannte Fehlerfunktion Φ(ξ, η) erweitert wird:
U(P) = 2C
e−ik f
f
"
W
ei(ks+Φ(ξ,η))
s
dS (2.27)
Analog zu Gleichung (2.3) kann Gleichung (2.27) für den Fall a≪ f , a≪ s genähert werden
zu
U(P) = C′
"
W
e−ik
(
xξ
f +
yη
f
)
ei(Φ(ξ,η))dS . (2.28)
Für den Fall einer kreisförmigen Apertur ergibt sich
U(P) = C′
a∫
0
2π∫
0
ρdρdθe−ik
(
rρ
f cos(θ−ψ)
)
eiΦ(ξ,η) . (2.29)
Genau wie in Gleichung (2.4), können Gleichung (2.28) bzw. (2.29) als Fourier-Integral ge-
schrieben werden, indem man eine Pupillenfunktion G(ξ, η) einführt:
G(ξ, η) =



C′eiΦ(ξ,η), innerhalb der Öffnung
0, außerhalb
. (2.30)
Ein Vergleich von (2.29) mit (2.21) zeigt, dass die Fehlerfunktion im Falle einer um den
Betrag z defokussierten Abbildung gegeben ist durch
Φd(ξ, η) = Φd(ρ, θ) = −
1
2
k
(
ρ
f
)2
z (2.31)
Dementsprechend ist die Pupillenfunktion (2.30) bei einer defokussierten Abbildung gegeben
durch
G(ρ, θ, z) =



C′e−
1
2 i
2πn
λ
(
ρ
f
)2
z, innerhalb der Öffnung
0, außerhalb
. (2.32)
Eine beliebige FehlerfunktionΦ(ξ, η) kann als Reihe von Zernike-Polynomen dargestellt wer-
den, wobei die Zernike Polynome direkt bekannten optischen Fehlern wie z.B. Astigmatis-
mus, Coma, Sphärische Abberation etc. zugeordnet werden können. Für weitere Details zur
theoretischen Behandlung optischer Fehler und zur Darstellung optischer Fehler mit Zernike
Polynomen siehe z.B. [Bor99, S. 518ff].
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2.4. Optische Transferfunktion
Wie in Abschnitt 2.1 beschrieben, ist die Licht-Amplitude eines Airy-Scheibchens gerade
durch die Fourier-Transformierte der kreisförmigen Pupillenöffnung G(ξ, η) gegeben und wird
als Amplituden-PSF ha bezeichnet. Das Betragsquadrat dieser Amplitude ergibt dann die In-
tensitätsverteilung, die man bei beugungsbegrenzter (fehlerfreier) Abbildung eines einzigen
Lichtpunktes erhält.
2.4.1. Kohärente optische Transferfunktion
Wird anstelle eines einzigen Lichtpunktes ein ausgedehntes Objekt abgebildet so kann bei ko-
härenter Abbildung mit einem linear-translationsinvarianten optischen System, die Amplitu-
de in der Bildebene U1(x1, y1) durch die Faltung der Amplitude in der Objektebene U0(x0, y0)
mit der Amplituden-PSF ha(x1 − x0, y1 − y0) (siehe Gleichung (2.7)) berechnet werden.
U1(x, y) =
∞
"
−∞
dx0dy0 U0(x0, y0)ha(x − x0, y − y0) (2.33)
Translationsinvariant bedeutet hier, dass die Eigenschaften des optischen Systems nicht da-
von abhängen, welcher Punkt (x0, y0) in der Objektebene abgebildet wird. Die Amplitude im
Objektraum kann man sich als Summe einzelner Punkte vorstellen. Linear heißt, dass man
annimmt, dass die Amplitude im Bild des Objekts als Summe der Bilder der einzelnen Ob-
jektpunkte gegeben ist.
Wie in Abschnitt 2.2.3 beschrieben betrachtet man bei kohärenter Abbildung auch die Beu-
gung am Objekt selbst. Jede einzelne im Objekt enthaltene Raumfrequenz der Periode p wirkt
wie ein Beugungsgitter und beugt die einfallende ebene Welle um einen Winkel sin(θx) =
λ
np =
ξ
R
in x−Richtung bzw. sin(θy) = ηR in y-Richtung.
Es seien daher fx :=
ξn
λR und fy :=
ηn
λR Raumfrequenzen (d.h. reziproke Perioden) in x und
y-Richtung. Dann gilt nach Gleichung (2.4):
Ũ0(ξ, η) = Ũ0( fx, fy) =
∞
"
−∞
dx0dy0 U0(x0, y0)e
2πi[ fx x0+ fyy0]
Ũ1(ξ, η) = Ũ1( fx, fy) =
∞
"
−∞
dxdy U1(x, y)e
2πi[ fx x+ fyy]
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Aus dem Faltungstheorem (siehe Gleichung (A.10)) und Gleichung (2.33) folgt für die Fourier-
Transformierten Ũ0( fx, fy) und Ũ1( fx, fy):
Ũ1( fx, fy) = Ũ0( fx, fy) ·G( fx, fy) (2.34)
Die Beugung der Lichtwellen an der Pupille wirkt sich bei der Abbildung eines ausgedehnten
Objektes wie ein linearer Tiefpassfilter auf die Raumfrequenzen des Objektes aus. Im Falle
einer fehlerfreien Pupillenfunktion wie in Gleichung (2.5), passieren bei einer kohärenten
optischen Abbildung alle Frequenzen, für die
f 2r := f
2
x + f
2
y ≤
( an
λR
)2
=
(NA
λ
)2
gilt, das optische System bis zur Bildebene. Alle anderen Frequenzen werden von der Pupil-
lenfunktion gefiltert. Wir benutzen an dieser Stelle die sogenannte normalisierte Frequenz,
welche definiert ist als
νx,y :=
λ
NA
fx,y , (2.35)
wobei im Falle ein kohärenten Abbildung in Analogie zu Gleichung (2.13)
ν2 := ν2x + ν
2
y ≤ 1
gilt. Wegen
ν =
λ
NA
fr =
λ f
nap
=
ρ
a
kann die normalisierte Frequenz ν auch als normalisierte Pupillenkoordinate interpretiert wer-
den.
2.4.2. Inkohärente Optische Transferfunktion
Im Falle einer (total) inkohärenten linearen und translationsinvarianten optischen Abbildung
kann die Intensität im Bild I1(x1, y1) durch die Faltung der Intensität in der Objektebene
I0(x0, y0) mit der Intensitäts-PSF (siehe Gleichung (2.8)) berechnet werden:
I1(x1, y1) =
∞
"
−∞
I0(x0, y0)h(x0 − x1, y0 − y1)dx0dy0 (2.36)
Analog zur Beschreibung der kohärenten Abbildung, kann auch bei inkohärenter Abbildung
der Effekt der Beugung der Lichtwellen an der Pupille durch einen linearen Tiefpass-Filter
beschrieben werden:
Ĩ1( fx, fy) = Ĩ0( fx, fy)O( fx, fy) (2.37)
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Aus dem Faltungstheorem und Gleichung (2.36) folgt
O( fx, fy) =
1
(λR)2
∞
"
−∞
G(ξ′ + ξ, η′ + η)G∗(ξ′, η′)dξ′dη′ (2.38)
Die Funktion O( fx, fy) ist als Optische Transferfunktion (kurz: OTF) bekannt und ist gegeben
durch die Autokorrelation der Pupillenfunktion G(ξ, η) bzw. durch die Fourier-Transformierte
der Intensitäts-PSF. Damit ist der Träger der OTF doppelt so breit wie der Träger der Pupil-
lenfunktion. Das heißt, bei einer inkohärenten optischen Abbildung passieren alle Frequenzen
das optische System, für die
ν =
√
ν2x + ν
2
y ≤ 2
gilt. Diese Tatsache ist äquivalent zu Gleichung (2.14). Die OTF für eine fehlerfreie Abbil-
dung mit einer kreisförmigen Apertur ist in Abbildung 2.9 gezeigt. Der Frequenzbetrag von
ν = 2 wird in der englischsprachigen Literatur oft als cut-off-frequency bezeichnet, da sie den
Träger der OTF definiert. Für eine fehlerfreie Abbildung (Φ(ξ, η) ≡ 0) ist die Pupillenfunktion
Abb. 2.9.: Optische Transferfunktion (OTF) für ein fehlerfreies, beugungsbegrenztes optisches System. Die
Einheiten in x und y-Richtung entsprechen den normalisierten Frequenzen νx und νy.
reell und daher auch die OTF. Nimmt man für die Pupille eine Kreisunktion an, so ist die OTF
gegeben durch die Autokorrelation der Kreisfunktion, welche sich folgendermaßen schreiben
lässt [Goo96]:
O(ν) =
2
π

arccos
(
ν
2
)
− ν
2
√
1 −
(
ν
2
)2


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Im Allgemeinen ist die OTF eine komplexwertige Funktion und kann daher folgendermaßen
zerlegt werden:
O(νx, νy) = |O(νx, νy)|
︸     ︷︷     ︸
MT F(νx ,νy)
exp(i arg(O(νx, νy)))
︸                   ︷︷                   ︸
exp(iPT F(νx,νy))
MTF ist eine Abkürzung für die so genannte Modulations-Transferfunktion. Anschaulich be-
stimmt sie den Kontrastwert, der bei Abbildung eines Gitters mit einer bestimmten Frequenz
durch das optische System erreicht werden kann. PTF ist eine Abkürzung für die Phasen
Transferfunktion. Im Fall einer fehlerfreien beugungsbegrenzten Abbildung ist die Intensitäts-
PSF punktsymmetrisch. Auch daraus folgt bereits, dass die OTF in diesem Fall reell und die
PTF konstant gleich null sein muss. In diesem Fall stimmt die OTF bis auf das Vorzeichen
mit der MTF überein. Die PTF ist daher nur bei Betrachtung optischer Fehler von Interesse.
Da die Intensitäts-PSF immer eine reelle Funktion ist, ist die OTF immer punktsymmetrisch
um den Ursprung.
2.4.3. Beschreibung der defokussierten OTF mit der Fehlerfunktion
Für den Fall einer optischen Abbildung, die mit Fehlern behaftet ist, können diese auch hier
mit Hilfe der FehlerfunktionΦ(ξ, η) berücksichtigt werden. Setzt man wie in Gleichung (2.32)
die Fehlerfunktion gleich dem Defokusterm Φd = −12k
(
νa
f
)2
z und setzt G(ξ, η) in (2.38) ein,
so kann die OTF auch für eine defokussierte Abbildung (z , 0) berechnet werden. Auf diese
Weise ergibt sich eine dreidimensionale OTF, das heißt eine Funktion O(νx, νy, z). Falls außer
dem Defokus kein anderer optischer Defekt vorliegt, ist die Pupillenfunktion symmetrisch
bzgl. der Rotation um die z−Achse. Dasselbe gilt für die PSF und die OTF. Da die defokus-
sierte PSF somit auch punktsymmetrisch ist, ist die OTF mit Defokus, also O(νx, νy, z) für
alle Werte von z eine reelle Funktion. Da die OTF auch symmetrisch bzgl. der Rotation um
die z−Achse ist, reicht es hier die Funktion O(ν, z) zu betrachten. Das Integral in (2.38) lässt
sich analytisch lösen, allerdings ist die Lösung sehr unhandlich und wenig anschaulich. Eine
deutlich einfachere Näherung findet sich z.B. in [Sto69]
O(ν, z) ≈



2(1 − 0.69ν + 0.0076ν2 + 0.043ν3) J1(−
1
2 k
(
a
f
)2
z[2ν(1−0.5ν)])
− 12 k
(
a
f
)2
z[2ν(1−0.5ν)]
, falls ν ≤ 2
0, sonst
(2.39)
Die OTF in Gleichung (2.39) ist in Abbildung 2.10(a) für verschiedene Defokussierungen z
gezeigt. Wie im Abschnitt 2.3 beschrieben, ist der Defokusterm −1
2
k
(
a
f
)2
z in dem Bruch in
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Gleichung (2.39) eine Näherung, die nur für kleine Winkel bzw. kleine Aperturen gültig ist.
In dem Beispiel in Abbildung 2.10 wurde von einem 10x Objektiv ( f = 16mm) mit einer NA
von 0, 25 und Luftimmersion (n = 1) ausgegangen. Das entspricht einem Öffnungswinkel α
von etwa 14.5◦. Der Ausdruck z − 12
(
a
f
)2
z entspricht anschaulich dem Weglängenunterschied
(s − f ), der sich am Rand der Pupille (ρ = a) für eine bestimmte Defokussierung z ergibt.
Für große Aperturen kann dieser Weglängenunterschied in Gleichung (2.39) (ähnlich wie in
Gleichung (2.17)) mit
(s − f ) = − f − z cos(α) +
√
f 2 + 2 f z + z2 cos2(α) (2.40)
wie in [Sto69] angegeben berechnet und in Gleichung (2.39) eingesetzt werden. Entsprechend
berechnete OTFs für verschiedene Defokussierungen z sind in Abbildung 2.11(a) gezeigt. In
dem Beispiel in Abbildung 2.11 wurde von einem 60× Objektiv ( f ≈ 2, 7mm) mit einer NA
von 1, 45 mit Ölimmersion (n = 1, 518) ausgegangen. Der Öffnungswinkel α beträgt hier also
etwa 72, 8◦. In beiden Beispielen wurde für die Vakuumwellenlänge λ = 491nm angenommen.
2.4.4. Kontrastverlauf bei inkohärenter Abbildung periodischer
Muster
Die Werte der defokussierten OTF entsprechen anschaulich dem Kontrast der bei der opti-
schen Abbildung eines periodischen Musters (d.h. einer periodisch modulierten Intensität mit
einem Kontrast von 100%)
I(x, y) = I0 + I0 cos
(
2π
NA
λ
νgx
)
einer bestimmten Frequenz νg im Abstand z von der Fokusebene erreicht wird. O.B.d.A. wur-
de hier die Frequenz des Musters in x−Richtung gewählt. Die negativen Werte in Abbildung
2.11(a) bzw. 2.10(a) bedeuten hierbei eine Invertierung des Gitterbildes, d.h. die Maxima des
Gitterbildes in der defokussierten Ebene liegen gerade dort, wo in der Fokusebene die Mini-
ma liegen und umgekehrt. Weiterhin sieht man in Abbildung 2.11(a) bzw. 2.10(a), dass bei
einer bestimmten Defokussierung nicht alle Frequenzen gleichermaßen an Kontrast verlie-
ren. In Abbildung 2.11(b) und 2.10(b) sind die entsprechenden vollen Halbwertsbreiten der
Kontraste in z−Richtung aufgetragen. Man sieht, dass der Kontrast der Frequenz mit ν = 1
am empfindlichsten auf eine bestimmte Defokussierung reagiert bzw. am schnellsten mit dem
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Defokus z abfällt. Ausgehend von Gleichung (2.39) (J1(x)/x = 1/2 für x ≈ 2.25) erhält man
für kleine Winkel eine Abschätzung für die volle Halbwertsbreite des Kontrastes bei ν = 1:
FWHM(νg = 1) ≈ 1.42
nλ
NA2
(2.41)
2.4.5. Kohärente Abbildung periodischer Muster
In der Mikroskopie mit strukturierter Beleuchtung kann die inkohärente Abbildung des pe-
riodischen Musters auf die Probe durch den linearen Tiefpass-Filter der OTF O(νx, νy, z) be-
schrieben werden, wobei sich (siehe Gleichung (2.39)) für jede Frequenz in z−Richtung nä-
herungsweise ein jinc(x)-förmiger Kontrastverlauf ergibt. Für νg = 1 ergibt sich der schnellste
Abfall des Kontrastes in z−Richtung. Für νg = 0 bzw. νg = 2 ist der Wert von O(νx, νy, z) in
z−Richtung konstant gleich 1 bzw. 0. Für die null-Frequenz folgt das bereits aus der Energie-
erhaltung, denn der Wert der OTF an der null-Frequenz für einen bestimmten Wert z entspricht
dem Integral über die PSF über diese Ebene.
Bei der Abbildung eines periodischen Musters mit kohärentem Licht kann wie in Abschnitt
2.4 beschrieben ein periodisch moduliertes Amplitudenmuster wie z.B.
U0(x, y) = A0 + 2A1 cos(2π fgx) = A0 + A1e
i2π fg x + A−1
︸︷︷︸
=A1
e−i2π fg x (2.42)
der Frequenz νg bzw. Periode pg betrachtet werden (es gilt wieder fg = 1/pg). A0 bezeichnet
die Amplitude der 0., A±1 die Amplitude der ±1. Beugungsordnung. Im folgenden wird an-
genommen, dass die interferierenden Wellen aller Beugungsordnungen die selbe Amplitude
haben, d.h. A±1 = A0. Die Fourier-Transformierte dieser Funktion
Ũ0(kx, ky) =
(
1
2π
)2
A0
(
δ(kx)δ(ky) + δ(kx − 2π fg)δ(ky) + δ(kx + 2π fg)δ(ky)
)
wird mit der Pupillenfunktion G(ρ, θ, z) aus Gleichung (2.32) gefiltert, wobei der Ausdruck
−1
2
i
(
ρ
f
)2
bei großen Aperturen wie im Beispiel in Abbildung 2.11 durch den in Gleichung
(2.40) ersetzt werden muss. Falls die Frequenz fg innerhalb des Trägers der Pupillenfunktion
liegt, d.h. ( fg ≤ NAλ ), so ist die Amplitude nach dem Tiefpassfilter mit der defokussierten
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(a) Verlauf der OTF für verschiedene Defokussierungen δz in µm gemäß Gleichung
(2.39).
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(b) Halbwertsbreiten der OTF (a) in δz-Richtung. Die minimale Halbwertsbreite bei ν = 1
beträgt 10, 9µm
Abb. 2.10.: Beispiel für die defokussierte OTF O(ν, z). Für die Berechnung der Graphen wurde ein 10x
Luftimmersions-Objektiv mit einer NA von 0,25 und eine Vakuumwellenlänge von 491nm angenommen.
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(a) Verlauf der OTF für verschiedene Defokussierungen δz in µm gemäß Gleichung
(2.39), wobei der Weglängenunterschied (s − f ) hier gemäß Gleichung (2.40) berech-
net wurde.
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(b) Halbwertsbreiten der OTF (a) in δz-Richtung. Die minimale Halbwertsbreite bei ν = 1
beträgt 490nm
Abb. 2.11.: Beispiel für die defokussierte OTF O(ν, z). Für die Berechnung der Graphen wurde ein 60x
Ölimmersions-Objektiv mit einer NA von 1,45 und eine Vakuumwellenlänge von 491nm angenommen.
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Pupillenfunktion für kleine Aperturen bzw. kleine Beugungswinkel (λ ≪ p) näherungsweise
gegeben durch
Ũ1(kx, ky, z) =
(
1
2π
)2
A0
[
δ(kx)δ(ky) + e
−iπ λn f 2g z
(
δ(kx − 2π fg) + δ(kx + 2π fg)
)]
(2.43)
(vgl. Gleichung (2.34)). Die Transformation ins Bild ergibt dann
U1(x, y, z) = A0 + 2A0e
−iπ λn f 2g z cos(2π fgx) (2.44)
Berechnet man die sich ergebende Intensität aus dem Betragsquadrat von Gleichung (2.44),
so erhält man:
I1(x, y, z) = 3I0 + 4I0 cos
(
π
λ
n
f 2g z
)
cos(2π fgx) + 2I0 cos(4π fgx) , (2.45)
wobei I20 = |A0|2. Aus Gleichung (2.45) sieht man, dass die Intensitätsverteilung I1(x, y, z)
drei Frequenzen enthält: Die null-Frequenz, die Grundfrequenz fg mit der auch die Amplitu-
de moduliert war, und die doppelte Grundfrequenz 2 fg. Weiterhin ist nur der Anteil mit der
Grundfrequenz fg von z abhängig. Die Intensitätsverteilung I1(x, y, z) ist periodisch in z, bzw.
das Bild des Musters I1(x, y, z) kann auch in defokussierten Ebenen z , 0 mit vollem Kontrast
gemessen werden. Falls z = n
λ f 2x
=
np2
λ
nimmt die Kosinusfunktion mit der z−Abhängigkeit in
Gleichung (2.45) den Wert −1 an, was einem invertierten Bild des Musters der Grundfrequenz
entspricht. Der Effekt der Selbstabbildung des Musters im Bereich um den Fokus herum ist
bekannt als Talbot-Effekt5. Sowohl I1(x, y, z) als auch U1(x, y, z) sind periodisch in z mit einer
Periode
LTalbot =
2np2
λ
. (2.46)
Die Periode ist als Talbot-Distanz bekannt. Gleichung (2.46) stimmt entsprechend der Nähe-
rung in Gleichung (2.43) nur näherungsweise für kleine Beugungswinkel. Für große Winkel
ergibt sich stattdessen
LTalbot =
λ/n
1 −
√
1 − λ2
n2 p2
.
Für weitere Details zum Talbot-Effekt, siehe z.B. [Edg69]. Im Gegensatz zur inkohärenten
Abbildung eines periodischen Musters, ergibt sich im kohärenten Fall für die Grundfrequenz
also ein kosinusförmiger Kontrastverlauf in z−Richtung. Entsprechend Gleichung (2.41) fin-
det man auch hier eine Abschätzung für die volle Halbwertsbreite des Kontrastes bei kleinen
5William Henry Fox Talbot(*11.02.1800, †17.09.1877)
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Winkeln:
FWHM(ν) ≈ 2nλ
3NA2ν2
Die minimale Halbwertsbreite in z−Richtung ergibt sich also bei der größten Frequenz, die
noch die Pupille des optischen Systems passieren kann, d.h. für ν = 1 bzw. p = λ
NA
:
FWHM(ν = 1) ≈ 0.67 nλ
NA2
(2.47)
Ein Vergleich mit Gleichung (2.41) zeigt, dass die Halbwertsbreite des Kontrastes in z für die
Grundfrequenz ν = 1 im Fall kohärenter Beleuchtung weniger als der Hälfte der entsprechen-
den Halbwertsbreite bei inkohärenter Beleuchtung beträgt.
2.4.6. Polarisation
z
y
α
~E
L
Abb. 2.12.: Skizze zum Einfluss der Polarisation bei der kohärenten Bildentstehung eines Gitters. Die
Brechung der Wellen an den Flächen der Objektivlinse L ändert die Orientierung der elektrischen Feldstär-
kevektoren.
Bei der kohärenten Abbildung bzw. Erzeugung periodischer Muster muss aufgrund der Inter-
ferenz der Beugungsordnungen die Polarisation mitberücksichtigt werden. Bei der Rekombi-
nation der Beugungsordnungen mit einer Linse (oder einem Objektiv), werden wie in Abbil-
dung 2.12 die elektrischen Feldvektoren der Beugungsordnungen aufgrund der Brechung an
den Flächen der Linse L, jeweils um den Beugungswinkel α senkrecht zur Zeichenebene in
Abbildung 2.12 rotiert [For10]. Für Details hierzu siehe Abschnitt K. Geht man von linearer
Polarisation aus, so lässt sich der elektrische Feldvektor vor der Brechung an den Flächen der
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Linse L schreiben als
~E = E0


cos(χ)
sin(χ)
0


.
Der Feldvektor für die erste Beugungsordnung nach der Brechung lässt sich dann durch die
Gleichungen (K.6) bzw. (K.7) und (K.8) mit θ1 = 0 ermitteln. Die Intensität in Gleichung
(2.45) lässt sich für z = 0 in Fourier-Darstellung schreiben:
I(x) =
3∑
m=−3
cme
−ikm xm .
Die Koeffizienten cm der Fourier-Darstellung der Intensität unter Berücksichtigung der Pola-
risation lassen sich dann entsprechend Gleichung (K.14) ermitteln. Insgesamt erhält man auf
diese Weise
c0 = 3I0 (2.48)
c1 = 2I0(cos
2(χ) cos(α) + sin2(χ)) (2.49)
c2 = I0(cos
2(χ) cos(2α) + sin2(χ)) (2.50)
Steht der elektrische Feldvektor vor der Beugung an der Struktur senkrecht auf dem Fre-
quenzvektor der Struktur (χ = 90◦, bzw. s-Polarisation), so ergeben sich dieselben Koeffizi-
enten, die man ohne Berücksichtigung der Polarisation erhalten hätte, weil die elektrischen
Feldstärkevektoren in diesem Fall nicht durch die Brechung an den optischen Flächen des
Objektivs verändert werden. Der Verlauf der Koeffizienten aus Gleichungen (2.49) und (2.50)
sind grafisch in Abbildung 2.13 gezeigt. Für weitere Details zum Einfluss der Polarisation bei
Abbildung periodischer Muster speziell bei Mikroskopie mit strukturierter Beleuchtung siehe
z.B. [O’H12].
2.4.7. Die Dreidimensionale OTF
Die OTF mit Defokus O(νx, νy, z) (bzw. O(ν, z)) lässt sich, wie in Abbildung 2.14 gezeigt auch
dreidimensional darstellen. Die dreidimensionale PSF ergibt sich aus der Funktion O(νx, νy, z)
bzw. O( fx, fy, z) durch inverse Fourier-Transformation in νx und νy Richtung.
h(x, y, z) ∝
"
d fxd fy e
−i2π( fx x+ fyy)O( fx, fy, z) (2.51)
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Auch in drei Dimensionen kann die inkohärente optische Abbildung durch Faltung der Inten-
sitätsverteilung im Objekt I0(x, y, z) mit der dreidimensionalen Intensitäts-PSF h(x, y, z) be-
schrieben werden. Dementsprechend ergibt sich die dreidimensionale OTF O(νx, νy, νz) bzw.
O( fx, fy, fz) aus der Fourier-Transformation der Funktion O( fx, fy, z) in z−Richtung:
O( fx, fy, fz) =
1
2π
∫
dzei2π fzzO( fx, fy, z) (2.52)
Der Informationsverlust bei einer linearen translationsinvarianten optischen Abbildung lässt
sich dementsprechend auch in drei Dimensionen mit der dreidimensionalen OTF als Tiefpass-
Filter beschreiben. Statt der Frequenzen ( fx, fy, fz) ist es auch üblich, stattdessen kx = 2π fx,
ky = 2π fy und kz = 2π fz für die Frequenzen des Objekts zu benutzen. Hiervon wird auch im
Folgenden Gebrauch gemacht. Der Träger der dreidimensionalen OTF O(kx, ky, kz) (kurz 3D-
OTF) ist in Abbildung 2.15 gezeigt. Anschaulich entspricht er der Menge der Frequenzen in
drei Dimensionen, die ein linear translationsinvariantes optisches System passieren können.
Für ν = 1 hat der Träger der 3d-OTF in kz−Richtung den größten Durchmesser. Für die Fre-
quenz ν = 0 und ν = 2 ist die Funktion O(νx, νy, z) in z−Richtung konstant. Dementsprechend
ist die 3d-OTF bei ν = 0 bzw. ν = 2 nur für kz = 0 von null verschieden. Die fehlenden
Informationen bei ν = 0 und |kz| > 0 werden in der englischsprachigen Fachliteratur oft als
missing cone bezeichnet.
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(a) Grafische Darstellung des Koeffizienten c1 der Musterintensität aus Gleichung (2.49) als Funk-
tion des Beugungswinkels α und des Polarisationswinkels χ.
(b) Grafische Darstellung des Koeffizienten c2 der Musterintensität aus Gleichung (2.50).
Abb. 2.13.: Grafische Darstellung der Koeffizienten der Fourier-Darstellung der Musterintensität c1 und c2
aus Gleichungen (2.49) und (2.50). Die Koeffizienten wurden jeweils auf die Werte normiert, die man ohne
Berücksichtigung der Polarisation erhalten hätte.
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Abb. 2.14.: 3D Darstellung der OTF (Gleichung (2.39)), wie sie auch in Abbildung (2.11) gezeigt ist. Die
minimale Halbwertsbreite der OTF in z-Richtung liegt bei ν = 1.
(a) Dreidimensionale Darstellung. (b) Schnitt durch die x − z-Ebene.
Abb. 2.15.: Darstellungen des Trägers der 3d-OTF.
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3. Fluoreszenzmikroskopie
Fluoreszenzmikroskopie ist eine spezielle Form der Lichtmikroskopie. Hierbei wird ein fluo-
reszenter Farbstoff (Fluorophor oder auch Fluorochrom) mit einer bestimmten Wellenlänge
λ angeregt. Nach einigen wenigen Nanosekunden erfolgt typischerweise die Emission, deren
Wellenlänge größer ist als die Anregungswellenlänge λexc.. Die Rotverschiebung der emittier-
ten Strahlung gegenüber der Anregung wird nach deren Entdecker als Stokes-Verschiebung1
bezeichnet. Neben den Fluoreszenz-Prozessen bei denen pro emittierten Photon ein einzelnes
Photon zur Anregung absorbiert wird, gibt es noch Fluoreszenz mit Zwei-Photon- bzw. allge-
mein Multiphoton-Anregung. In der Mikroskopie wird die Multiphoton-Anregung seit 1990
benutzt [Den90]. Im Folgenden wird immer von linearer Einphoton-Anregung ausgegangen,
d.h. die emittierte Intensität hängt linear von der Anregungsintensität ab.
Fluoreszenzmikroskope werden heute üblicherweise als Auflichtmikroskope gebaut und da-
her als Auflichtfluoreszenzmikroskop oder auch als Epifluoreszenzmikrokop bezeichnet. In Ab-
bildung 3.1 ist der schematische Aufbau eines Epifluoreszenzmikroskops gezeigt: Im Fall
inkohärenter Lichtquellen (in Abbildung 3.1 als LQ bezeichnet), werden oft Lampen mit ho-
her Leuchtstärke verwendet, welche über den gesamten sichtbaren Spektralbereich emittieren.
Seit einigen Jahren, werden auch LEDs als Lichtquellen benutzt. In der konfokalen Fluores-
zenzmikroskopie, die in Abschnitt 3.1 behandelt wird, werden meist LASER als Lichtquellen
genutzt.
Durch den Anregungsfilter transmittiert in jedem Fall nur Licht der Wellenlänge λ. Der di-
chroitische Spiegel (DS) reflektiert Licht der Wellenlänge λexc. und transmittiert Licht mit der
Emissionswellenlänge λem.. D.h. der Wellenlängenunterschied zwischen Anregung und Emis-
sion muss groß genug sein, um beide Anteile mit optischen Filtern trennen zu können. Der
Emissionsfilter vor der Kamera lässt nur Licht der Emissionswellenlänge transmittieren.
Fluoreszenzmikroskopie bietet eine ganze Reihe von Anwendungen in der Biologie. Einige
1George Gabriel Stokes (*13.08.1819, †01. 02. 1903)
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Beispiele hierfür sind:
• Untersuchung von autofluoreszenten Objekten wie z.B. Chlorophylle
• Lokalisierung bestimmter Proteine innerhalb von Zellen
• Bestimmte Bestandteile von Zellen können mit fluoreszierenden Proteinen sichtbar ge-
macht werden, wie z.B.
– das Cytoskelett von Zellen durch das Protein Aktin
– Mikrotubuli durch das Protein Tubulin
• Unterschiede im pH-Wert innerhalb einer Zelle können durch sog. fluoreszierende pH-
Indikatoren sichtbar gemacht werden.
• Antikörper können mit Fluorochromen gekoppelt werden, um biologische Strukturen
sichtbar zu machen (Immunfluoreszenz).
Wie in der Skizze in Abbildung 3.1 angedeutet, wird in der Epifluoreszenzmikroskopie das
Objektfeld kritisch beleuchtet, d.h. die Lichtquelle wird mit Hilfe eines Kondensors auf die
Probe abgebildet. Hierbei wird in der Regel versucht eine möglichst gleichmäßige Ausleuch-
tung des gesamten Objektfelds zu erreichen. Die Anregung lässt sich allerdings nicht auf die
eigentliche Fokusebene beschränken: Aufgrund der Energieerhaltung (vgl. Gleichung (2.23))
werden auch Ebenen außerhalb der eigentlichen Fokusebene zur Fluoreszenz angeregt.
Die dadurch verursachte Ausserfokus-Emission wird auf Ebenen vor bzw. hinter der Bild-
ebene des Mikroskops abgebildet, d.h. sie gelangen als defokussierte Bilder der entsprechen-
den Probenebenen ins Bild. Diese sogenannte Ausserfokus-Detektion verschlechtert dadurch
Bildkontraste und damit auch mikroskopische Auflösung sowohl in lateraler (x, y) als auch in
axialer (z) Richtung [Con05]. Die qualitativen Auswirkungen der Ausserfokus-Detektion auf
den Bildkontrast sind in Abbildung 3.3 an einem Beispiel gezeigt. Mit wachsender Proben-
dicke nimmt auch die Ausserfokus-Detektion zu, d.h. für dünne Proben ist die Ausserfokus-
Fluoreszenz unproblematisch.
Die verschlechterte laterale Auflösung kann man leicht quantitativ abschätzen: Nimmt man
wie in dem Beispiel in Abbildung 2.6 zwei (räumlich versetzte) Punktspreizfunktionen h1(x)
38
b
Kamera/Detektor
LQ
Mikroskopobjektiv
Probe
DS
Anregungsfilter
Emissionsfilter
Abb. 3.1.: Schematische Skizze zum Aufbau eines Fluoreszenzmikroskops.
und h2(x) an und addiert ein konstantes Hintergrundsignal b, so ist das Rayleigh Kriteri-
um erfüllt, wenn die Intensität genau zwischen den Maximas der einzelnen PSFs auf etwa
73, 5% des maximalen Signals abfällt. In Abbildung (3.2) sind die sich so ergebenden Min-
destabstände (normiert auf den Abstand 0, 61λ/NA ohne Hintergrundsignal) als Funktion des
Hintergrundsignals dargestellt. Das Hintergrundsignal ist normiert auf die maximale Intensi-
tät der PSFs. Ist das normierte Hintergrundsignal b/max(h(x)) größer als 2,77, so kann das
Rayleigh Kriterium nicht mehr erfüllt werden. Analoge Schlussfolgerungen lassen sich auch
auf die axiale Auflösung übertragen.
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Abb. 3.2.: Mindestabstände zweier PSFs nach dem Rayleigh-Kriterium als Funktion eines konstanten, auf
die Intensität der PSFs normierten Hintergrundsignals b/max(h(x)).
3.1. Konfokale Mikroskopie
Aufgrund der beschriebenen negativen Effekte der Ausserfokus-Fluoreszenz auf das mikro-
skopische Bild, ist es wünschenswert die Ausserfokus-Detektion weitestgehend zu vermei-
den. Diese Motivation führte zur Erfindung des konfokalen Mikroskops [Min61].
Das Prinzip eines konfokalen Mikroskops ist schematisch in Abbildung 3.4 gezeigt. Im Ge-
gensatz zur oben beschriebenen Epifluoreszenzmikroskopie, wird im konfokalen Mikroskop
üblicherweise nicht das gesamte Objektfeld gleichzeitig beleuchtet, sondern nur ein Aus-
schnitt davon, der in Abbildung 3.4 durch die Anregungsblende bestimmt ist. In der Zwi-
schenbildebene vor dem Detektor befindet sich die Detektionsblende. Ebenen ober- bzw. un-
terhalb der Fokusebene des Mikroskopobjektivs werden vor bzw. hinter die Detektionsblende
abgebildet. Auf diese Weise gelangt größtenteils nur Licht aus dem Fokusbereich des Mikro-
skopobjektivs auf den Detektor. Der Durchmesser der Detektionsblende beträgt üblicherweise
wenige volle Halbwertsbreiten der PSF.
Um ein mikroskopisches Bild des gesamten Objektfeldes zu erhalten, muss der Anregungs-
bereich über das Objektfeld bewegt werden um die Probe abzutasten. Dies geschieht z.B. mit
Hilfe eines beweglichen galvanometrischen Abtast-Spiegels. Wird die Emission über densel-
ben Abtast-Spiegel auf den Detektor abgebildet, so bleibt die Position der Emission während
des Abtastens der Probe in der Zwischenbildebene vor dem Detektor konstant. Man spricht in
diesem Fall auch von descanned detection.
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Abb. 3.3.: Fluoreszenzmikroskopische Aufnahme einer Mäuseniere mit drei Farbkanälen: Alexa Fluor R©
488 WGA, Alexa Fluor R© 568 Phalloidin und DAPI. Links in Weitfeld-Fluoreszenz, rechts mit Strukturierter
Beleuchtung. Man sieht deutlich die Auswirkung der Ausserfokus-Fluoreszenz sowohl auf den (lateralen)
Kontrast, als auch auf die Tiefenschärfe. Aufgenommen wurde mit einem 60x NA1.45 Ölimmersionobjektiv
der Firma Olympus in der IMIC-Plattform der TILL-Photonics.
In neueren konfokalen Mikroskopen werden zur Anregung oft in Glasfasern eingekoppelte
Laser zur punktförmigen Beleuchtung der Probe benutzt. Solche Mikroskope werden abge-
kürzt als CLSM (von engl.: confocal laser scanning microscope) oder auch als Laserscan-
ningmikroskop bezeichnet.
Neben dem Abtasten mit nur einem Punkt, gibt es auch die Möglichkeit das Verfahren zu be-
schleunigen indem z.B. eine ganze Linie auf einmal belichtet wird. Hierbei wird Ausserfokus-
Detektion nur in einer Richtung blockiert.
Eine weitere Möglichkeit konfokale mikroskopische Aufnahmen zu beschleunigen besteht in
der Verwendung einer sog. Nipkov-Scheibe. Eine Nipkov-Scheibe enthält mehrere spiralför-
mig angeordnete Lochblenden, welche sowohl als Anregungs- als auch als Detektionsblenden
dienen. Durch eine Rotation der Scheibe kann die Probe in sehr kurzer Zeit abgetastet wer-
den. Diese Verfahren werden als Spinning-Disc-Verfahren bezeichnet. Aufgrund der simul-
tanen Anregung und Detektion mehrerer Probenpunkte, besteht hier bei dicken Proben die
Gefahr, dass durch einige Detektionsblenden auch (Ausserfokus-) Licht eines benachbarten
Anregungspunktes gelangen kann. Man spricht in diesem Fall von Cross-Talk. Der Gewinn
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Detektor/Kamera
Lichtquelle
Anregungsblende
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Mikroskop-Objektiv
Probe
Dichroitischer Spiegel
Abb. 3.4.: Schmatische Skizze des Prinzips der konfokalen Bildentstehung: Ebenen über- und unterhalb
der Fokusebene werden vor bzw. hinter die Detektionsblende abgebildet. Dadurch wird ein Großteil der
Ausserfokusdetektion von der Blende blockiert.
an Geschwindigkeit durch gleichztiges Abtasten mehrerer Probenpunkte verursacht so eine
Reduzierung der möglichen messbaren Probendicken.
3.1.1. Die Konfokalitätsfunktion
Bei der Epifluoreszenzmikroskopie ist die in Gleichung (2.23) definierte Funktion
K(z) =
∞
"
−∞
dxdy IPSF(x, y, z)
aufgrund der Energieerhaltung eine Konstante. Aufgrund dessen wird in einem nicht konfo-
lalen Fluoreszenzmikroskop jegliche Fluoreszenz aus allen angeregten Ebenen der Probe auf
den Detektor bzw. die Kamera transportiert. Im Gegensatz dazu, ist die effektive PSF hCLSM
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bei einem konfokalen Laserscanningmikroskop gegeben durch
hCLSM(~xs, z) = h
exc.(−~xs, z) ·
"
d2x⊥ B(~x⊥)h
em.(~x⊥ + ~xs, z) . (3.1)
Zur Herleitung von Gleichung (3.1), siehe Anhang C.1. Da für größer werdende Abstände z
ein immer kleiner werdender Teil der Gesamtintensität von hem. durch die Detektionsblende
transmittiert, ist die FunktionK(z) im Fall eines konfokalen Mikroskops nicht mehr konstant.
Aus der Inversion von Gleichung (2.51)
O( fx, fy, z) =
"
dxdy ei2π( fx x+ fyy)h(x, y, z)
folgt, dass die Funktion K(z) gegeben ist durch O( fx = 0, fy = 0, z). Die Tatsache, dass die
Funktion K(z) im Epifluoreszenzmikroskop konstant ist, ist daher äquivalent zu dem in Ab-
schnitt 2.4.7 beschriebenen missing-cone der dreidimensionalen optischen Transferfunktion
O( fx, fy, fz) in Gleichung (2.52).
Die Fouriertransformation von Gleichung (3.1) ergibt
OCLSM(kx, ky, z) =
"
dk′xdk
′
y B̃(k
′
x, k
′
y)Oem.(k
′
x, k
′
y, z)O
∗
exc.(k
′
x − kx, k′y − ky, z) (3.2)
⇒ KCLSM(z) = OCLSM(kx = 0, ky = 0, z) =
=
"
dk′xdk
′
y Oem.(k
′
x, k
′
y, z)O
∗
exc.(k
′
x, k
′
y, z)B̃(k
′
x, k
′
y) (3.3)
Für die Funktion B(x, y) kann eine Kreisfunktion circ(~x/r) mit Radius r angenommen wer-
den, was für B̃(kx, ky) auf eine Funktion jinc(kr · r) führt. Nimmt man der Einfachheit halber
eine unendlich kleine Detektionsblende an und vernachlässigt die Stokes-Verschiebung, so ist
B̃(kx, ky) ≡ konst. und für die Funktion K(z) ergibt sich aus Gleichung (3.3) das Integral über
das Betragsquadrat der in Abbildung 2.14 gezeigten Funktion näherungsweise:
KCLSM(z) ≈
"
dkxdky |OEPI.(kx, ky, z)|2
Umgekehrt sieht man, dass eine breiter werdende Blende im Grenzwert einer unendlich großen
Blende (B̃( fx, fy) = δ( f x, f y)) in Gleichung (3.2) wieder auf die Epifluoreszenz-OTF OEpi
( fx, fy, z) bzw. in Gleichung (3.3) auf eine konstante Funktion K(z) führt.
Der Verlauf der Funktion K(z) bestimmt, wie stark defokussierte Intensitätsanteile aus Aus-
serfokusebenen detektiert werden. Da die FunktionK(z) somit die Konfokalität eines Mikro-
skops charakterisiert, wird diese Funktion im Folgenden als Konfokalitätsfunktion bezeich-
net. Die Halbwertsbreite der Funktion K(z) kann als Maß für die Konfokalität eines Systems
betrachtet werden. Allerdings muss bei den gemessenen Werten von K(z) auch immer der
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konstante Versatz der Funktion relativ zur 0 (also das Signal, das auch bei beliebig großen
Defokussierungen gemessen wird) berücksichtigt werden.
Die Konfokalitätsfunktion K(z) für ein CLSM ist in Abbildung 3.6 gezeigt. Bei der Berech-
nung wurde eine kreisförmige Detektionsblendenfunktion B(x, y) = circ
( |~x|
r
)
mit dem Durch-
messer einer beugungsbegrenzten PSF (volle Halbwertsbreite) angenommen. Deutlich klei-
nere Blendendurchmesser führen zu richtungs- bzw. genauer polarisationsabhängigen Arte-
fakten im abgetasteten Bild.
Konfokale Verfahren erlauben es, dreidimensionale mikroskopische Aufnahmen zu erzeugen.
Hierbei werden Bilder der Probe für mehrere verschiedene z−Positionen des Objektivs (bzw.
der Probe) gespeichert. Die so gewonnenen Bilder werden als z−Stapel bezeichnet.
Eine Möglichkeit, die KonfokalitätsfunktionK(z) zu messen ist z.B. einen z−Stapel der PSF
des Mikroskops aufzunehmen. Das Integral über die PSF als Funktion der z−Position er-
gibt dann K(z). Die PSF eines Fluoreszenzmikroskops kann z.B. mit fluoreszierenden Perlen
(engl. beads), deren Durchmesser deutlich unter der Auflösung des Mikroskops liegt gemes-
sen werden.
Eine deutlich einfachere Methode K(z) direkt zu messen besteht darin, einen z−Stapel durch
eine möglichst dünne, möglichst gleichmäßig fluoreszierende Farbstoffschicht aufzunehmen.
Der Abfall der Intensität der Farbstoffschicht ergibt dann eine von der Position (x, y) im Bild-
feld abhängige KonfokalitätsfunktionK(x,y,z). Auf diese Weise lässt sich nicht nur die Kon-
fokalität eines Systems, sondern auch die Gleichmäßigkeit der Konfokalität über das Bildfeld
untersuchen. Durch sogenannte SIP2-Charts [Bra04] (oder auch sog. erweiterte SIP-Charts
(eSIP-Charts) [Wei08, But15]) lassen sich auf diese Weise konfokale Mikroskope charakteri-
sieren und verschiedene Systeme miteinander vergleichen. Aufgrund der Tatsache, dass kon-
fokale Bilder weitestgehend nur Information aus der beobachteten (d.h. fokussierten) Ebene
enthalten, werden konfokale mikroskopische Bilder auch als Schnittbilder bzw. engl. sections
bezeichnet [Con05].
3.2. Strukturierte Beleuchtung mit Liniengittern
Mikroskopie mit strukturierter Beleuchtung (kurz: SIM3) ist im Prinzip auch eine Art konfo-
kaler Mikroskopie. Im Gegensatz zu den im vorigen Abschnitt genannten konfokalen Metho-
2von engl.: Sectioned image property
3von engl. Structured Illumination Microscopy
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den bietet die strukturierte Beleuchtung [Hei06a]
• bessere Lichteffizienz
• geringere Aufnahmezeit
• bessere Konfokalität
• bessere Aufösung.
Wie bei den Laserscanning-Verfahren wird bei der Mikroskopie mit strukturierter Beleuch-
tung eine Anregung in Form eines bestimmten Musters benutzt, welches meist das gesamte
Objektfeld abdeckt. Dies kann beispielsweise auch ein Speckle Muster sein [Lim08, Ven07].
Üblicherweise wird allerdings ein periodisches Linienmuster für die Anregung benutzt. Die
beiden wesentlichen Unterschiede zu den konfokalen Verfahren sind, dass
• eine Menge an Rohbildern aufgenommen und gespeichert werden muss, wobei jedes
Rohbild der Menge einer bestimmten Position des Beleuchtungsmusters relativ zur Pro-
be entspricht.
• keine Detektionsblende benutzt wird, d.h. die gesamte Emission mit dem Ausserfokus-
signal wird detektiert. Stattdessen kann
– eine rechnerische bzw. virtuelle Blendenfunktion verwendet werden, oder
– wie weiter unten erläutert, die Modulation des Beleuchtungsmusters punktweise
ausgewertet werden.
Da bei der SIM konfokale mikroskopische Bilder erzeugt werden können, obwohl sich im
Strahlengang keine konfokale Detektionsblende befindet, wird die Mikroskopie mit struktu-
rierter Beleuchtung auch als quasikonfokal [Hei06a] bezeichnet. Da mehrere Rohbilder für
verschiedene Positionen des Beleuchtungsmusters gespeichert werden müssen, ist es notwen-
dig das Bild des Musters in der Probe verschieben zu können. Aufgrund der Tatsache, dass
jedes Rohbild einer bestimmten relativen Phasenlage des Beleuchtungsmusters entspricht,
werden die Rohbilder auch als Phasenbilder bezeichnet.
Ein Nachteil der SIM ist, dass jegliche Bewegungen der Probe während der Aufnahme der
benötigten Rohbilder vermieden werden müssen. Da das gesamte Bildfeld simultan detektiert
wird, entstehen im Gegensatz zum CLSM auch dann Fehler im ausgewerteten Bild, wenn
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Abb. 3.5.: Schema eines Mikroskops mit Strukturierter Beleuchtung. Die Beleuchtungsmaske wird auf die
Probe abgebildet. Von der Kamera wird die gesamte Emission detektiert.
sich z.B. nur Teile der Probe innerhalb des Objektfelds bewegen. Des weiteren fallen bei
der quasikonfokalen Mikroskopie deutlich höhere Datenmengen als bei den konfokalen Ver-
fahren an. Allerdings erlauben die größeren Mengen an gemessener Information auch eine
deutlich größere Flexibilität in der Auswertung. So kann z.B. bei der Verwendung virtueller
Detektionsblenden der Blendendurchmesser je nach Bedarf nach der Bildaufnahme einge-
stellt werden. Da bei der SIM jeweils das gesamte Objektfeld simultan gemessen wird, lassen
sich große Objektfelder deutlich schneller messen als mit den Scanning-Verfahren.
Ein schematischer Aufbau eines SIM Mikroskops ist in Abbildung 3.5 gezeigt: Eine Be-
leuchtungsmaske wird durch Anregungslicht beleuchtet und durch eine Linse L1 und das
Mikroskopobjektiv MO auf die Fokusebene des Mikroskops abgebildet. Die fluoreszente
Emission wird durch das Mikroskopobjektiv und die Linse L2 auf die Kamera abgebildet.
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Wird das Muster in einer Richtung senkrecht zur optischen Achse (und den Gitterlinien) ver-
schoben, so ändert sich auch die Lage des Musterbildes in der Probe. Um eine Bildauswer-
tung zu ermöglichen, muss eine Menge an Bildern aufgenommen und gespeichert werden,
wobei das Musterbild von einem bis zum jeweils darauf folgenden Rohbild um einen be-
stimmten räumlichen Versatz verschoben werden muss. Die Verschiebung des Musterbildes
in der Probe kann natürlich auch z.B. durch bewegliche (galvanometrische) Spiegel im Strah-
lengang zwischen der Maske und dem Mikroskopobjektiv erreicht werden. Statt einer festen
Beleuchungsmaske kann z.B. auch ein Spatial-light-modulator (kurz. SLM) verwendet wer-
den [Cha09, Hir09, Kř10]. Alternativ dazu kann das Beleuchtungsmuster z.B. auch interfero-
metrisch [Bes11] erzeugt werden.
Grundsätzlich kann die Beleuchtungsmaske entweder inkohärent [Nei97] oder kohärent [Nei00]
beleuchtet werden. Die inkohärente bzw. kohärente Abbildung periodischer Muster ist jeweils
in Abschnitt 2.4.5 erläutert. Im inkohärenten Fall ist die OTF des Anregungsstrahlenganges
entscheidend für die in der Probenebene erreichbare Mustermodulation der Intensität. Im ko-
härenten Fall muss die Beugung an der Maske und an der Pupille des Objektivs im Anre-
gungsstrahlengang betrachtet werden.
Die Beleuchtungsmaske besteht üblicherweise aus einer Chromschicht auf Quartzglas und ist
meist binär. D.h. für einen bestimmten Punkt (x, y) der Maske ist die Transmission der Mas-
ke entweder 0 oder 1. Das Verhältnis der transmittierenden Fläche zur gesamten Fläche der
Maske wird als Füllfaktor F bezeichnet. Ein kleiner Füllfaktor ist bei der Auswertung mit vir-
tuellen Blendenfunktionen aufgrund der größeren Abstände der Blenden vorteilhaft. Dadurch,
dass alle Punkte des Objektfeldes durch die transmittierenden Bereiche des Musterbildes ab-
getastet werden müssen, nimmt die Anzahl der notwendigen Rohbilder bei größer werdender
Musterperiode zu. Will man mit einer möglichst kleinen Zahl an notwendigen Rohbildern ar-
beiten, so ist es günstiger eine möglichst kleine Musterperiode zu wählen und die Modulation
des Musterbildes in der Probe punktweise auszuwerten.
Die grundsätzliche Idee hierbei ist, den Infokus-Bereich des Mikroskopobjektives durch den
Kontrast des Musters in der Probe zu markieren. Wie in Abschnitt 2.4.5 beschrieben, fällt
der Kontrast eines periodischen Musterbildes bei einer bestimmten Defokussierung z ab. Bei
inkohärenter Beleuchtung ergibt sich ein jinc-förmiger, bei kohärenter Beleuchtung ein ko-
sinusförmiger Kontrastverlauf. Der genaue Verlauf des Kontrastes in z−Richtung hängt von
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der Anregungswellenlänge, der numerischen Apertur (NA) des Mikroskopobjektives und von
der Frequenz des verwendeten Beleuchtungsmusters ab. Sowohl bei inkohärenter als auch
kohärenter Beleuchtung fällt der Kontrast der Grundfrequenz des Musters in z−Richtung am
schnellsten ab, wenn man für die Gitterfrequenz νg = 1 wählt.
Da das ausgewertete Signal bei der SIM direkt von der Modulation des Musters in der Probe
abhängt, hängt die Konfokalitätsfunktion hier vom Kontrastverlauf des Musters in z−Richtung
ab. Die Konfokalitätsfunktion bei der SIM ist gegeben durch:
KSIM(z) = m(exc.)(z) · O(em.)(~k⊥ = ~kg, z) , (3.4)
wobei m(exc.)(z) die Mustermodulation in der Probe als Funktion von z ist. Wie in Abschnitt
2.4.4 erläutert, ist der Verlauf der Funktion m(exc.)(z) bei inkohärenter Beleuchtung identisch
mit dem Verlauf der OTF Oexc.(~k⊥ = ~kg, z) in z-Richtung. Zur Herleitung von (3.4) siehe
Anhang B. Die Konfokalitätsfunktion für ein SIM-Mikroskop mit einer Beleuchtungsmaske
der Frequenz νg = 1 ist in Abbildung 3.6 gezeigt. Für die Berechnung wurde ein Ölimmer-
sionobjektiv mit einer NA von 1,45 angenommen (nimmersion = 1, 518). Man sieht, dass die
Konfokalität bei der SIM deutlich besser ist als beim CLSM. Im Gegensatz zur Quantifizie-
rung optischer Auflösung mit einer PSF, ist die Halbwertsbreite der KonfokalitätsfunktionK
nicht sehr aussagekräftig. Zur Quantifizierung des in einem Schnittbild enthaltenen Ausser-
fokusanteils ist mehr das Integral über K(z) entscheidend. Eine mögliche Quantifizerung des
im Bild verbleibenden Ausserfokussignals ist z.B. die in [Wil11] definierte Funktion η(z):
η(z) :=
z∫
0
K(z′)dz′
∞∫
0
K(z)dz
(3.5)
Der Vergleich der Größen η(z) für CLSM und SIM entsrepchend dem Beispiel in Abbildung
3.6 ist in Abbildung B.1 gezeigt.
Im Folgenden wird für die quasikonfokale SIM eine inkohärente Beleuchtung und ein Linien-
gitter als SIM-Muster angenommen. Die Transmission T (x, y) eines Liniengitters, d.h. eines
Gitters mit rechteckigem Transmissionsverlauf (siehe Abbildung 3.7) lässt sich folgenderma-
ßen schreiben:
T (x, y) = rect
(
2x
d
)
∗ combp(x) (3.6)
Der Füllfaktor dieses Musters ist gegeben durch F = d
p
. O.B.d.A. liegt die Frequenzrichtung
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Abb. 3.6.: Vergleich der Konfokalitätsfunktionen K(z) eines Laserscanningmikroskops und eines SIM-
Mikroskops. Für die Berechnung wurde ein 60x Ölimmersionsobjektiv mit NA 1.45 angenommen.
Der Durchmesser der Detektionsblende beträgt eine volle Halbwertsbreite der beugungsbegrenzten
(Emissions-)PSF des Mikroskops. Für die normalisierte Gitterfrequenz des SIM-Mikroskops wurde νg = 1
gewählt.
des Gitters in x−Richtung.
Wird das Muster inkohärent mit einer konstanten Intensität I0 beleuchtet, so ist die Intensität
in der Ebene des Musters gegeben durch Ig(x, y) = I0rect
(
2x
d
)
∗ combp(x). Aus dem Faltungs-
d
p
0
1
T (x)
Abb. 3.7.: Transmission T (x) eines Rechtecksgitters.
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theorem folgt für die Fouriertransformierte von Ig:
Ĩg(kx, ky) =
1
(2π)2
I0
d
p
︸︷︷︸
F
sinc
(
kx
d
2
)
· comb 2π
p
(kx) =
=
1
(2π)2
I0F
∞∑
n=−∞
sinc
(
n
2π
p
d
2
)
δ
(
kx − n
2π
p
)
=
=
1
(2π)2
I0F
∞∑
n=−∞
sinc (nπF) δ
(
kx − n
2π
p
)
(3.7)
Daraus folgt, dass die Fourierkoeffizienten des Musters durch den Füllfaktor bestimmt wer-
den. Für einen Füllfaktor von F = 1
2
verschwinden z.B. alle geraden Fourierkoeffizien-
ten. Gemäß Gleichung (2.37), erhält man die Fouriertransformierte der Anregungsintensität
in der mikroskopischen Probe Ĩ(exc.)(kx, ky, z) durch das Produkt aus Ĩg(kx, ky) und der OTF
O(kx, ky, z). Wählt man für die Grundfrequenz |~kg| = 2πp = 2πλ NA, d.h. νg = 1, so werden al-
le (Raum-) Frequenzen durch die optische Transferfunktion O(kx, ky, z) gefiltert, bis auf die
Nullfrequenz und die Grundfrequenz mit ν = 1.
I(exc.)(kx, ky, z) = Ĩg(kx, ky) · Õ(kx, ky, z) =
=
1
(2π)2
I0F
1∑
n=−1
sinc (nπF) O
(
|n|2πNA
λ
, y, z
)
δ
(
kx − n2π
NA
λ
)
⇒ I(exc.)(x, y, z) = I0F


1 + 2sinc(πF)O
(
2π
NA
λ
, 0, z
)
︸                          ︷︷                          ︸
=:m1(z)
cos
(
2π
NA
λ
(x − x0)
)


=
= I0F
[
1 + m1(z) cos
(
2π
pg
x + Φ0
)]
Hierbei bezeichnet x0 die Lage des Maximums der Mustermodulation relativ zum gewählten
Koordinatensystem und m1 die in der Probe erreichte Modulation der Grundfrequenz
2π
pg
. Unter
der Annahme eines linearen Ein-Photon-Fluoreszenz-Prozesses, ist die detektierte Emission
proportional zum Produkt der kosinusförmigen Anregung mit der Fluorophordichte in der
Probe.
Man nimmt an, dass mehrere Rohbilder aufgenommen werden, während das Gitter von ei-
nem zum darauf folgenden Rohbild um einen vorgegebenen Versatz ~∆ verschoben wird, wo-
bei zunächst |~∆| deutlich kleiner sein soll als die Periode des Musters. Die sich so auf einem
einzelnen Bildpunkt (x, y) ergebenden detektierten Intensitätswerte sind in Abbildung 3.8 als
rote Punkte gegen die jeweilige relative Phasenverschiebung des Musterbildes im entspre-
chenden Rohbild aufgetragen. Der Mittelwert der gezeichneten Messwerte ist ein Maß für
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Abb. 3.8.: Signalverlauf auf einem Pixel, abhängig von der aktuellen (Phasen-) Lage des Beleuchtungsgit-
terbildes. Die roten Punkte entsprechen 20 Werten für das Pixel (x,y) aus 20 genommenen Phasenbildern.
das nicht modulierte Ausserfokussignal. Genau genommen besteht dieser Anteil des Signals
aus Ausserfokus- und Infokussignal und entspricht für alle Punkte (x, y) dem Epifluoreszenz-
bild. Die Amplitude des Kosinus ist ein Maß für das gesuchte quasikonfokale Infokussignal.
Die absoluten Phasen der Kosinusfunktion hängen von der absoluten Lage des Gitterbildes
relativ zum gewählten Koordinatensystem (x, y) ab.
Die Intensität auf einem Bildpunkt (x, y) im m−ten Phasenbild lässt sich also folgendermaßen
schreiben:
Im(x, y) = I
(0)(x, y) + I(1)(x, y) cos
(
2π
p
x + Φ0 − αm
)
(3.8)
Der Mittelwert der Werte Im(x, y) über m ergibt wie bereits geschrieben das Epifluoreszenz-
signal I(0). Die Amplitude der Kosinusfunktion I(1)(x, y) ist das gesuchte Infokussignal und
ergibt für alle Punkte (x, y) das quasikonfokale Bild des Objektes. Die relative Phasenver-
schiebung des Musters im m−ten Rohbild (d.h. die Phasenverschiebung relativ zum ersten
Rohbild) ist gegeben durch αm, d.h. α1 = 0. Die absolute Phasenlage des Musters im ersten
Rohbild Φ0(x, y), ist in diesem Beispiel gegeben durch Φ0 = −2πp x0 = Φ0(x), wobei x0 die
Lage eines beliebigen Maximums von T (x, y) aus Gleichung (3.6) in der Bildebene des Mi-
kroskops ist.
Eine einfache und auch nahe liegende Möglichkeit das Infokus-Signal zu ermitteln, ist z.B.
eine gewisse Zahl N zueinander phasenverschobener Bildern aufzunehmen (angedeutet in
Abbildung (3.8) mit N = 20) und für jedes Pixel die Differenz aus Maximum und Minimum
51
3. Fluoreszenzmikroskopie
aller gemessenen Werte zu bestimmen wie in Gleichung (3.9) [Hei06a, Hei06b]:
I(1)(x, y) = max
m=1,...,N
Im(x, y) − min
m=1,...,N
Im(x, y) (3.9)
Schreibt man die Kosinus-Funktion mit komplexen Exponentialfunktionen, so erhält man aus
(3.8)
Im(x, y) = I
(0)(x, y) +
1
2
I(1)(x, y)ei
2π
p xeiΦ0e−iαm +
1
2
I(1)(x, y)e−i
2π
p xe−iΦ0eiαm (3.10)
Für mehrere Werte des Index m (bzw. für mehrere Phasenbilder) ergibt sich aus (3.10) für je-
den Bildpunkt (x, y) ein lineares Gleichungssystem. Aufgrund der drei Unbekannten I(0), I(1)
und Φ0 benötigt man mindestens drei Phasenbilder um ein bestimmtes bzw. überbestimmtes
Gleichungssystem zu erhalten.
Die Lösbarkeit hängt aber natürlich auch davon ab, welche Werte für die Phasenverschiebun-
gen für αm gewählt werden. Gleichung (3.10) kann für die minimale Zahl von drei Rohbildern
in Matrixschreibweise geschrieben werden:


I1
I2
I3


=


1 e−iα1 eiα1
1 e−iα2 eiα2
1 e−iα3 eiα3


︸                ︷︷                ︸
=:Â


I(0)
1
2 I
(1)ei
2π
p xeiΦ
1
2
I(1)e−i
2π
p xe−iΦ


(3.11)
Die Lösung des Gleichungssystems (3.10) reduziert sich so auf die Inversion der in Gleichung
(3.11) definierten Matrix Â. Das Gleichungssystem ist lösbar, solange die Determinante von
Â größer als null ist. Wie in Anhang A erläutert, bestimmt die Konditionszahl einer Matrix die
Fehlerfortpflanzung der Messfehler bei der Auswertung. Wählt man in Gleichung (3.11) die
Werte von αm gerade αm = (m−1)2π3 , so wird aus der Matrix Â die Fouriertransformationsma-
trix Ŵ (siehe Gleichung (A.7)). D.h. für diese Wahl der relativen Phasenverschiebungen, ist
Â proportional zu einer unitären Matrix. Die Konditionszahl K nimmt daher für diese Wahl
ihren minimal möglichen Wert von K = 1 an.
Â =


1 1 1
1 e−i
2π
3 ei
2π
3
1 e−i
4π
3 ei
4π
3


(3.12)
Aufgrund dessen ist die Inverse von Â proportional zu ihrer adjungierten Matrix:
Â−1 =
1
3


1 1 1
1 ei
2π
3 ei
4π
3
1 ei
−2π
3 e−i
4π
3


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Diese Lösung ist die diskrete Fouriertransformation des in Abbildung (3.8) gezeigten Signals
für 3 Abtastpunkte. Man erhält die Lösung für das Infokussignal I(1) aus Gleichung (3.11) aus
der zweiten bzw. dritten Zeile der Matrix Â−1 [Nei97]
I(1) =
2
3
|I1 + I2ei
2π
3 + I3e
i 4π3 | =
√
2
3
√
(I1 − I2)2 + (I2 − I3)2 + (I3 − I1)2 (3.13)
getrennt vom Ausserfokussignal
I(0) =
1
3
(I1 + I2 + I3) . (3.14)
Zur Herleitung von Gleichung (3.13), siehe z.B. Anhang D.1.
3.3. Auflösungssteigerung durch Strukturierte
Beleuchtung
Eine weitere Möglichkeit, die sich durch die Mikroskopie mit strukturierter Beleuchtung
bietet ist, dass die laterale Auflösung über die durch das Rayleigh Kriterium für eine beu-
gungsbegrenzte Optik (siehe Gleichung (2.12)) festgelegte Grenze hinaus gesteigert werden
kann. Anschaulich basiert diese Möglichkeit der Auflösungssteigerung auf dem so genann-
ten Moiré-Effekt 4. Hauptsächlich sind die beim Moiré-Effekt auftretenden Muster als Alias-
Effekte (oder engl. aliasing) bekannt und treten normalerweise bei falsch abgetasteten periodi-
schen Signalen auf. Der Effekt folgt daher aus dem Abtasttheorem von Whittaker, Kotelnikow
und Shannon [Nyq28,Kot33]. Die Verfahren, welche die strukturierte Beleuchtung zur räum-
lichen Auflösungssteigerung verwenden, werden im Folgenden mit SR-SIM5 abgekürzt.
3.3.1. Auflösungssteigerung in zwei Dimensionen
Der Moiré-Effekt tritt allgemein bei der Überlagerung zweier (oder auch mehrerer) periodi-
scher Muster auf. In Abbildung (3.9) ist ein Beispiel für den Moiré-Effekt gezeigt: Die Über-
lagerung des Linienmusters links oben und des Linienmusters rechts unten lässt im Überla-
4frz. zu engl. mohair, nach dem Glanz der Mohärwolle [Bro03]
5engl. Superresolution SIM
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Abb. 3.9.: Moiré-Effekt durch Überlagerung (Produkt) zweier Linienmuster. Das so entstehende Muster
enthält die Summe und die Differenz der überlagerten Frequenzen.
gerungsbereich ein neues Muster entstehen. Die Multiplikation der beiden Musterintensitäts-
werte entspricht nach dem Faltungstheorem im Fourierraum einer Faltung der beiden Muster.
Aufgrund dessen enthält das im Überlappungsbereich entstandene Muster sowohl die Summe
als auch die Differenz der beiden überlagerten Musterfrequenzen.
Die erste Veröffentlichung zur Auflösungssteigerung durch strukturierte Beleuchtung von Lu-
kosz und Marchand [Luk63] aus dem Jahr 1963 stellt ein Verfahren vor, mit dem die mi-
kroskopische Auflösung für ein Objekt, das nur eine einzige Frequenz enthält (also ein Li-
niengitter) gesteigert werden kann. Wie in Abschnitt 2.4.2 erläutert, kann die (inkohärente)
Abbildung in einem Mikroskop im Fourierraum durch die Multiplikation mit der optischen
Transferfunktion O(kx, ky, kz) beschrieben werden. Der Träger der OTF bestimmt die größte
Raumfrequenz, die das optische System noch passieren kann. Das Prinzip der Auflösungsstei-
gerung durch den Moiré-Effekt ist in Abbildung 3.10 veranschaulicht [Hei06a]: Das Muster
in (a) liegt jenseits der durch die OTF definierten Auflösungsgrenze. Dennoch können mit
strukturierter Beleuchtung (b) Frequenzanteile des Objekts (a) die optische Transferfunktion
passieren (c). Die Frequenz des in (d) gemessenen Musters stimmt aber nicht mit der Objekt-
54
3.3. Auflösungssteigerung durch Strukturierte Beleuchtung
frequenz überein, sondern entspricht der Differenz der Objektfrequenz (a) und der Frequenz
des Anregungsmusters (b); d.h. das gesuchte Signal in (a) wurde um die Frequenz des mo-
dulierten Anregungslichtes im Frequenzraum verschoben. Um eine korrekte Rekonstruktion
der Objektintensität zu erhalten, muss daher die detektierte Frequenz in (d) um die bekannte
Anregungsfrequenz (b) an ihren ursprünglichen Ort im Frequenzraum (a) zurück verschoben
werden.
Abb. 3.10.: Auflösungssteigerung durch den Moiré-Effekt (aus [Hei06a]). Die Bilder der zweiten Zeile zei-
gen die Fouriertransformierten der entsprechenden Bilder der ersten Zeile. Mit einem Mikroskop können
nur Frequenzen innerhalb des Trägers der OTF (angedeutet durch den weißen Kreis) gemessen bzw. beob-
achtet werden. Bei der Messung des Objekts in (a) gilt das nur für die Nullfrequenz, d.h. es würde im mikro-
skopischen Bild eine konstante Intensität gemessen. Wird das Objekt im Mikroskop mit einem periodisch
modulierten Intensitätsmuster (b) beleuchtet, entsteht durch die Überlagerung der Objekt- und Musterfre-
quenzen ein Moiré (c). Das Moiré enthält die Summen und Differenzen aller überlagerter Frequenzanteile.
(d): Ein Teil der Frequenzen des Moirés in (c) kann die OTF passieren, nämlich die Frequenzen die sich
durch die Differenz der Objektfrequenz (a) und der Musterfrequenz (b) ergeben. Durch Verschiebung der
detektierten Frequenzen (d) um die Musterfrequenz (b) lässt sich daher das Objekt (a) rekonstruieren. Auf-
grund der Stokes-Verschiebung ist der Durchmesser der Pupillenfunktion des Anregungsstrahlenganges
etwas größer als der des Emissionsstrahlenganges. Daher können die Frequenzen der Anregung in (b),
sogar etwas außerhalb des eingezeichneten Trägers der Emissions-OTF liegen.
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Üblicherweise wird ein mikroskopisches Objekt nicht periodisch sein und daher sehr viele
verschiedene Raumfrequenzen enthalten. Erste Konzepte zur Auflösungssteigerung mit SIM
für allgemeine, nicht periodische Objekte wurden z.B. in [Hei99], [Gus00b] oder [Gus00a]
vorgestellt. In [Hei99] wurde mit inkohärenten Lichtquellen und Beugungsgittern (bwz. Trans-
missionsgittern) gearbeitet. In [Gus00a] wurden Phasenmuster mit Laserlicht beleuchtet und
alle Ordnungen bis auf die ±1. Beugungsordnung ausgeblendet. In Fall von zwei in der Ob-
jektebene des Mikroskops interferierende Beugungsordnungen, kann man wie im Abschnitt
3.2 die Anregungsintensität Iexc.m (x, y) im m−ten Phasenbild folgendermaßen schreiben:
Iexc.m (~x) = I0(1 + m1 cos(~kg~x + Φ0 − αm)) =
= I0ℜ
(
1 + m1e
i~kg~xeiΦ0e−iαm
)
I0 bezeichnet die mittlere Anregungsintensität, m1 die in der Probe erreichte Mustermodulati-
on, ~kg =
2π
p [cos(θ), sin(θ)]
t die Musterfrequenz (in Richtung θ relativ zur x−Achse) undΦ0 die
absolute Phasenlage des Musters im ersten Phasenbild. Die relative Phasenverschiebung zum
ersten Phasenbild ist wieder αm. Die Musterfrequenz wird gerade so gewählt, dass die ±1.
Beugungsordnungen des Musters die Objektivpupille an ihrem Rand passieren, d.h. νg = 1.
Die Fouriertransformierte der Intensität bzw. das Raumfrequenzspektrum der Intensität lautet
daher:
Ĩexc.m (~k) =
1
(2π)2
I0
(
δ(~k) +
m1
2
eiΦ0e−iαmδ(~k − ~kg) +
m1
2
e−iΦ0eiαmδ(~k + ~kg)
)
(3.15)
Bei einem linearen Fluoreszenz-Prozess führt das beim m−ten Phasenbild auf die Emissions-
intensität Iem.m
Iem.(~x) = Iexc.(~x) · S (~x) = S (~x)I0ℜ
(
1 + m1e
i~k~xeiΦ0e−iαm
)
,
wenn S (~x) die Objektfunktion, bzw. genauer die Fluorophordichte in der Probe ist. Aus dem
Faltungstheorem folgt daraus für die Fouriertransformierte der Intensität der Emission:
Ĩem.m (~k) = Ĩ
exc.
m (~k) ∗ S̃ (~k) =
∝
(
S̃ (~k) +
m1
2
eiΦ0e−iαm S̃ (~k − ~kg) +
m1
2
e−iΦ0eiαm S̃ (~k + ~kg)
)
(3.16)
Im Raumfrequenzspektrum der emittierten Intensität Ĩemm (~k) sind hier drei frequenzverschobe-
ne Kopien des Raumfrequenzspektrums des Objektes S̃ (~k) enthalten. Die drei frequenzver-
schobenen Kopien des Objektfrequenzspektrums werden auch als Frequenzbänder bezeich-
net. Die Fouriertransformierte der detektierten Intensität im m−ten Phasenbild Ĩdet.m (kx, ky) er-
gibt sich aus der Multiplikation von ˜Iem.m (~k) mit der OTF O(kx, ky):
Ĩdetm (~k) = O(~k) ·
(
S̃ (~k) +
m1
2
eiΦ0e−iαm S̃ (~k − ~kg) +
m1
2
e−iΦ0eiαm S̃ (~k + ~kg)
)
(3.17)
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Für jede Frequenz ~k = (kx, ky)t ∈ supp(O(~k)) enthält die Fouriertransformierte eines gemesse-
nen Phasenbildes die Überlagerung der Werte von drei verschiedenen Frequenzbändern. Für
mehrere Phasenbilder Ĩdetm (~k) ist (3.17) ein lineares Gleichungssystem. Aufgrund der drei Un-
bekannten sind mindestens drei Phasenbilder Ĩdetm (~k) notwendig um das Gleichungssystem zu
lösen. Wählt man für die Phasenverschiebungen αm = (m − 1)2π3 , mit m ∈ {1, 2, 3}, so lautet
das Gleichungssystem (3.17):


Ĩdet1 (
~k)
Ĩdet2 (
~k)
Ĩdet3 (
~k)


= O(~k)


1 1 1
1 e−i
2π
3 ei
2π
3
1 e−i
4π
3 ei
4π
3


︸             ︷︷             ︸
Â
·


S̃ (~k)
m1
2 e
iΦ0 S̃ (~k − ~kg)
m1
2 e
−iΦ0 S̃ (~k + ~kg)


(3.18)
Die Matrix Â in Gleichung (3.18) stimmt mit der Matrix Â in Gleichung (3.11) und (3.12)
überein, denn die Gleichung (3.18) entspricht der zeilenweisen Fouriertransformierten der
Gleichung (3.11).
Die Lösung der Frequenzbänder in Gleichung (3.18) ergibt sich analog zu Gleichung (3.11)
aus der Inversion der Matrix Â. Aufgrund der Linearität der Fouriertransformation, können
die Frequenzbänder auch im Ortsraum getrennt werden. D.h. wie in Gleichung (3.11) wird
Â−1 mit dem Vektor (Idet1 (~x), I
det
2 (~x), I
det
3 (~x))
t multipliziert und erst dann Fourier-transformiert.
Das weitere Konzept der Auswertung zu einem Bild mit gesteigerter Auflösung ist in Ab-
bildung 3.11 gezeigt: Zunächst werden die Frequenzbänder D̃(1)(~k) := O(~k)S̃ (~k − ~kg) und
D̃(−1)(~k) := O(~k)S̃ (~k + ~kg) (erste Zeile Mitte und rechts) an ihre ursprüngliche Position im
Frequenzraum zurückverschoben. Das führt auf die detektierten Frequenzbänder
D̃(0)(~k) := O(~k)S̃ (~k) (3.19)
m1
2
eiΦ0 D̃(1)(~k + ~kg) :=
m1
2
eiΦ0O(~k + ~kg)S̃ (~k) (3.20)
m1
2
e−iΦ0 D̃(−1)(~k − ~kg) :=
m1
2
e−iΦ0O(~k − ~kg)S̃ (~k) ,
deren Absolutbeträge in der zweiten Zeile von Abbildung 3.11 gezeigt sind.
Es seien
Ẽ(1)(~k) := D̃(1)(~k + ~kg) · O(~k) und
Ẽ(0)(~k) := D̃(0)(~k) · O(~k + ~kg) .
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Abb. 3.11.: Schematische Darstellung der Rekonstruktion eines Bildes mit gesteigerter Auflösung: 1. Zeile:
Die Absolutbeträge der einzelnen Lösungen aus Gleichung (3.18). Die Nullfrequenz ist immer in der Mitte
des jeweiligen Bildes. 2. Zeile: Die Frequenzbänder werden an ihre ursprüngliche Position im Frequenzraum
zurückverschoben 3. Zeile: Die Überlagerung der Frequenzbänder ergibt die Fouriertransformierte eines
Bildes mit gesteigerter Auflösung.
Der Frequenzvektor ~kg kann dann beispielsweise durch Finden des Maximums der Funktion
C(~k) :=
∣
∣
∣
∣
∣
∣
∣
∣
∑
~k′
(
Ẽ(0)(~k′)
)∗
Ẽ(1)(~k′ + ~k)
∣
∣
∣
∣
∣
∣
∣
∣
(z.B. mittels Gradientensuchverfahren) bestimmt werden [Lal16]. Danach können die Vorfak-
toren der Frequenzbänder (z±1 =
m1
2 e
±iΦ0) durch eine komplexe lineare Regression ermittelt
werden, da z.B. Ẽ(0)(~k) und Ẽ(1)(~k) bis auf den komplexen Faktor z1 =
m1
2
eiΦ0 übereinstimmen
(vergleiche (3.19) mit (3.20)). Man beachte hierbei, dass der Fehler des ermittelten Frequenz-
vektors dementsprechend auch in den Fehler der komplexen Vorfaktoren z±1 =
m1
2
e±iΦ0 mit
eingeht.
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Anschließend wird jedes Band mit 2/m1e∓iΦ0 multipliziert und die Frequenzbänder werden
(gewichtet) aufsummiert (vgl. Abschnitt 3.3.2). Die Rücktransformation der überlagerten Bän-
der in den Ortsraum ergibt dann ein Bild mit gesteigerter mikroskopischer Auflösung.
In dem bisher beschriebenen Verfahren wurde bisher nur die Auflösung in einer Richtung
der (x, y)-Ebene verbessert, nämlich in Richtung der Gitterfrequenz ~kg. Um eine möglichst
richtungsunabhängige Auflösungssteigerung zu erreichen, müssen Phasenbilder unter meh-
reren Orientierungen des Linienmusters aufgenommen werden. Üblicherweise werden drei
Orientierungen des Musters gewählt (0◦, 120◦ und 240◦) [Gus00a]. In den hier beschriebenen
Verfahren müssen also insgesamt 3 × 3 = 9 Phasenbilder für die Auswertung aufgenommen
werden. Da für jede Orientierung d ∈ {1, 2, 3} drei Frequenzbänder D̃(n) (n ∈ {−1, 0, 1}) exis-
tieren, werden diese im Folgenden mit D̃(n)d abgekürzt. Die selbe Abkürzung wird für den
Frequenzvektor ~kdg verwendet.
Bei der Auswertung sind einige Dinge zu beachten:
• Die Gitterfrequenz ~kdg um die die Frequenzbänder verschoben werden müssen, wird in
der Regel nicht ganzzahlig sein, da die Gitterperiode in der Kameraebene meist gerade
kein ganzzahliges Vielfaches der Pixelgröße ist. Die Verschiebung des ±1. Frequenz-
bandes D̃(±1)d (
~k) erfolgt daher idealerweise nicht im Frequenzraum, sondern im Orts-
raum durch Multiplikation des Bildes mit der Funktion e±i
~kdg~x.
• Obwohl die Periode des verwendeten Linienmusters während des Messung invariant
ist, ändern sich während der Messung (und von einer Messung zur nächsten) die Ori-
entierungen des Frequenzvektors ~kdg . Aufgrund dessen muss der exakte Gitterfrequenz-
vektor ~kdg für jede Orientierung bei jeder Messung neu bestimmt werden. Hierfür wird
üblicherweise zunächst das detektierte Band D̃(1)d (
~k + ~kdg) mit der unverschobenen OTF
O(~k) und das detektierte Band D̃(0)d (
~k) mit der verschobenen OTF O(~k+~kdg) multipliziert.
Für die Verschiebung der Bänder in diesem ersten Schritt, werden theoretische Werte
für ~kdg (entsprechend den theoretischen Orientierungen des Liniengitters) benutzt. Bei-
de Größen sollten (abgesehen von Messfehlern bzw. Rauschen) für alle Frequenzen ~k
für die die Bänder überlappen, dieselben Werte liefern, nämlich O(~k + ~kdg)O(~k)S̃ (~k).
Die Kreuzkorrelation beider Größen ergibt dann einen noch wenig genauen Wert für
die Gitterfrequenz ~kdg . Durch Interpolation des lokalen Maximums der Kreuzkorrela-
tion und anschließender Optimierung mit Sub-Pixel Verschiebungen im Frequenzraum
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(siehe [Gus00a] bzw. oben) kann der Frequenzvektor subpixelgenau direkt aus den Pha-
senbildern ermittelt werden. Dieser Schritt ist der kritischste Schritt der Auswertung, da
Fehler der Gitterfrequenz zu periodischen Artefakten und ausserdem zu Fehlern in den
für die Auswertung benötigten Phasen Φd0 führen.
• Die Mustermodulation md1 sowie die benötigten Phasen des Linienmusters im jeweils
ersten Rohbild Φd0 müssen ebenso für jede Orientierung d bestimmt werden. Hierfür
kann z.B. eine komplexe lineare Regression von D̃(1)d (
~k + ~kg)O(~k) gegen D̃
(0)
d (
~k)O(~k +
~kg) in dem Bereich in dem die Bänder D̃
(1)
d (
~k + ~kg) und D̃
(0)
d (
~k) überlappen, verwendet
werden.
• Aufgrund der Tatsache, dass bei der SR-SIM Auswertung die optische Transferfunktion
des Mikroskops benötigt wird, muss diese im Vorfeld gemessen werden. Hierbei kann
die PSF z.B. mit Hilfe fluoreszierender Perlen (mit Durchmesser deutlich unterhalb
der durch Rayleigh definierten Auflösungsgrenze) direkt gemessen werden. Idealerwei-
se werden zur Bestimmung der PSF die Bilder mehrerer solcher Perlen gemittelt. Die
Fouriertransformation der PSF ergibt dann die OTF.
3.3.2. Überlagerung der Frequenzbänder
Im Prinzip könnten die Frequenzbänder D̃(n)d einfach in Form einer gewichteten Summe auf-
summiert werden [Hei99, Cra00, So01, Som08]:
S̃ (lin)(~k) :=
3∑
d=1
1∑
n=−1
s(n)d D̃
(n)
d (
~k + n~kdg) (3.21)
Die jeweiligen Gewichte der Bänder sdn können im Prinzip beliebig gewählt werden. Setzt
man für das Objekt S (~x) eine Punktlichtquelle
S (~x) ∝ δ(~x)⇒ S̃ (~k) ∝ const.
in Gleichung (3.21) ein, so erhält man die effektive OTF der linearen Überlagerung O(lin)SR-SIM(
~k)
O(lin)SR-SIM(
~k) =
3∑
d=1
1∑
n=−1
s(n)d O(
~k + n~kdg) =
= O(~k) ∗
3∑
d=1
1∑
n=−1
s(n)d δ(
~k + n~kdg) , (3.22)
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wobei O(~k) in Gleichung (3.22) so skaliert wird, dass O(lin)SR-SIM(
~k = 0) = 1 gilt, d.h. sd0 =
1/3∀d ∈ {1, 2, 3}. Die Rücktransformation von Gleichung (3.22) in den Ortsraum ergibt dann
die effektive auflösungsgesteigerte PSF bei linearer Überlagerung der Bänder:
h(lin)SR-SIM(~x) = h(~x) ·

1 +
3∑
d=1
2sd1 cos(~k
d
g~x)


O(~k − ~k1g)O(~k + ~k1g)
O(~k)
0 ~k
~k1g−~k1g
Abb. 3.12.: Effektive OTF der Rekonstruktion bei linearer gewichteter Überlagerung der Frequenzbänder
D̃(n)1 für eine Orientierung d = 1.
Aufgrund der Tatsache, dass jedes Band D̃(n)d (
~k + n~kdg) das mit der jeweiligen OTF O(~k + n~k
d
g)
gefilterten Objektspektrum S̃ (~k) enthält, ist die Signalstärke eines Bandes nicht für alle Fre-
quenzen gleich groß. In Abbildung 3.12 ist die lineare gewichtete Überlagerung der Frequenz-
bänder zur effektiven OTF O(lin)SR-SIM illustriert: Für manche Frequenzen werden im Überlapp-
bereich zweier (oder allgemein mehrerer) Bänder die Anteile der überlagerten Bänder in der
Summe in Gleichung (3.22) etwa gleich groß (blauer Pfeil), für andere Frequenzen trägt ein
Band deutlich mehr zum Signal in der Summe bei als das andere (grüner Pfeil).
Für eine optimale Überlagerung der Bänder sollte daher die in den Bändern D̃(n)d (
~k + n~kdg) ent-
haltenen OTFs O(~k + n~kdg) kompensiert werden [Shr08, Gus00a, Rig13, Hei03]. Das übliche
Vorgehen bei der optimalen Überlagerung der Bänder ist im Folgenden beschrieben:
Vor dem Aufsummieren der Frequenzbänder D̃(n)d (
~k + n~kdg) wird jedes Band mit der komplex
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konjugierten der dem Band entsprechend frequenzverschobenen OTF multipliziert, also
3∑
d=1
1∑
n=−1
O∗(~k + n~kdg)D̃
(n)
d (
~k + n~kdg) .
Anschließend wird das Ergebnis durch die Summe der Absolutbetragsquadrate aller verscho-
bener OTFs und einer Konstante ǫ ∈ R geteilt. Insgesamt ergibt das [Gus00a] [Gus08]:
S̃ (~k) =
∑3
d=1
∑1
n=−1 O
∗(~k + n~kdg)D̃
(n)
d (
~k + n~kdg)
∑3
d=1
∑1
n=−1 |O(~k + n~kdg)|2 + ǫ2
(3.23)
Die Überlagerung der Bänder in Gleichung (3.23) entspricht einem verallgemeinerten Wiener
Filter, d.h. für jede Frequenz ~k für die zwei oder mehr Bänder überlappen, wird eine gewichte-
te Summe der Anteile der Bänder berechnet. Die Gewichte entsprechen der (jeweiligen OTF
O(~k + n~kdg) entsprechenden) Signalstärke der Bänder D̃
(n)
d (
~k + n~kdg).
Setzt man ǫ = 0 und wählt als Objekt einen einzelnen Lichtpunkt S (~x) ∝ δ(~x) ⇒ S̃ (~k) ∝
const., so erhält man für S̃ (~k) in Gleichung (3.23) die OTF der SR-SIM mit gesteigerter Auf-
lösung. Man sieht (vgl. Abbildung 3.10), dass der Durchmesser des Trägers der neuen OTF
OSR-SIM(~k) doppelt so groß ist, wie der Durchmesser des Trägers der ursprünglichen OTF O(~k)
des Mikroskops. Innerhalb des Trägers der SR-SIM OTF, erhält man für alle Werte von S̃ (~k)
in Gleichung (3.23) eine Konstante, d.h. die OTF gleicht in diesem Fall einer Kreisfunkti-
on. Aufgrund dessen wird die PSF in diesem Fall auch negative Intensitätswerte aufweisen.
Um negative Intensitätswerte in der Auswertung auszuschließen, wird die gewichtete Sum-
me in Gleichung (3.23) zusätzlich noch mit einer Ziel-OTF bzw. einer Apodisierungsfunktion
OZiel(~k) multipliziert:
S̃ (~k) = OZiel(~k)
∑3
d=1
∑1
n=−1 O
∗(~k + n~kdg)D̃
(n)
d (
~k + n~kdg)
∑3
d=1
∑1
n=−1 |O(~k + n~kdg)|2 + ǫ2
(3.24)
Die inverse Fouriertransformation von Gleichung (3.24) ergibt dann das ausgewertete Bild
mit gesteigerter Auflösung. Die Überlagerung der Frequenzbänder in Gleichung (3.24) kann
auch durch die Minimierung eines Funktionals L(opt) hergeleitet werden. Siehe hierzu z.B.
Anhang G. Im Fall von Proben, bei denen auch Ausserfokuslicht detektiert wurde, ist die
Überlagerung gemäß Gleichung (3.24) nicht optimal, da die Funktionen O∗(~k) im Zähler von
(3.24) gerade diejenigen Frequenzen am stärksten gewichtet, für die aufgrund des missing-
cone (vgl. Abschnitt 2.4.7) am meisten Ausserfokussignal detektiert wurde. In diesem Fall
können diese Bereiche der OTFs, wie z.B. in [Wic13] beschrieben, durch eine Gauß-Funktion
abgeschwächt werden um das Ausserfokussignal im ausgewerteten Bild zu reduzieren.
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3.3.3. Auflösungssteigerung in drei Dimensionen
Das bisher in den Abschnitten 3.3.1 und 3.3.2 beschriebene Verfahren kann auf drei Dimensio-
nen erweitert werden. Hierbei werden für eine Reihe von z−Positionen des Objektivs jeweils
eine Mindeszahl N an Phasenbildern aufgenommen.
Hierbei wird für die Erzeugung der strukturierten Anregungsintensität in der Probe üblicher-
weise ein Phasenmuster mit kohärenter Beleuchtung benutzt [Gus00a]. Das Phasenmuster
muss gerade derart beschaffen sein, dass die nullte Beugungsordnung etwa 80% der Intensität
der ersten Beugungsordnungen erreicht. Wird die Periode bzw. Grundfrequenz des Phasen-
musters gerade so gewählt, dass die ersten Beugungsordnungen im Anregungsstrahlengang
die Pupille des Mikroskopobjektivs am Rande passieren (νg = 1), führt das aufgrund der grö-
ßeren Reflexionsverluste der Randstrahlen im Objektiv dazu, dass die Wellen der nullten und
der ersten Beugungsordnungen mit der (in etwa) gleichen Amplitude in der Objektebene des
Mikroskops interferieren. Wie in Abschnitt 2.4.5 erläutert und in Abbildung 3.13 illustriert,
führt das zu einer Amplitude wie in Gleichung (2.44). Die Anregungsintensität im m-ten Pha-
senbild ist dementsprechend durch Gleichung (2.45) gegeben:
Iexc.m (x, y, z) = I0(1 + m1 cos
(
λ
4πn
k2gz
)
cos(kgx + Φ
(1)
0 − α(1)m ) + m2 cos(2kgx + Φ
(2)
0 − α(2)m )
= I0ℜ
(
1 + m1 cos
(
λ
4πn
k2gz
)
eikg xeiΦ
(1)
0 e−iα
(1)
m + m2e
i2kg xeiΦ
(2)
0 e−iα
(2)
m
)
(3.25)
Hierbei bezeichnet I0 die mittlere Intensität der Anregung in der Probe, m1 die Modulation
der Grundfrequenz bzw. Frequenz 1. Ordnung, und m2 die Modulation der doppelten Grund-
frequenz bzw. Frequenz 2. Ordnung.
Wie in Abschnitt 2.3 erläutert, ist der Ausdruck λ4πnk
2
gz in Gleichung (3.25) nur für kleine Aper-
turen/Beugungswinkel gültig. Für große Aperturen muss der entsprechende Defokusterm in
Gleichung (3.25) wie in Abschnitt 2.4.2 beschrieben angepasst werden. Man sieht, dass sich
die Anregungsintensität, wie auch in [Gus00a] folgendermaßen schreiben lässt:
Iexc.m (x, y, z) =
2∑
n=−2
Iexc.‖,n (z) · Iexc.⊥,m,n(x, y) (3.26)
Hierbei ist n der Index der lateralen Frequenzordnung der Anregungsintensität. Jede Frequen-
zordnung n hat einen lateralen (von (x, y) abhängigen) Anteil Iexc.‖,n (x, y) und einen axialen (von
z abhängigen) Anteil Iexc.‖,n (z). Ein Vergleich mit Gleichung (2.45) zeigt, dass nur die Grund-
frequenzen mit n = ±1 von z abhängen und dass diese Ordnungen (unter der Annahme totaler
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Abb. 3.13.: Illustration der in der Anregungsintensität enthaltenen Frequenzordnungen. Oben: Die 0., 1.
und −1. Beugungsordnung der Amplitude Ũ(~k) können die Apertur (bzw. die Pupille) des Anregungsstrah-
lenganges (bzw. des Mirkoskopobjektivs) passieren und interferieren in der Objektebene des Mikroskops.
Die Fouriertransformierte Ĩ(~k) entspricht der Autokorrelation der Amplitude Ũ(~k) und enthält daher alle Mög-
lichen Differenzfrequenzen von Ũ(~k).
Kohärenz) in z−Richtung einen kosinusförmigen Verlauf haben:
Iexc.‖,n (z) =



cos(k(n)z z) falls ~k
(n) Grundfrequenz
1 sonst.
(3.27)
Wie in Abschnitt 3.3 führt das unter der Annahme eines linearen Fluoreszenz-Prozesses auf
die Intensität der Emission:
Iem.m (~x) = I
exc.
m (~x) · S (~x) =
= S (~x)I0ℜ
(
1 + m1 cos
(
λ
4πn
k2g
︸ ︷︷ ︸
k(1)z
z
)
eikg xeiΦ
(1)
0 e−iα
(1)
m + m2e
i2kg xeiΦ
(2)
0 e−iα
(2)
m
)
Die detektierte Intensität im m-ten Phasenbild Idet.m in der Ebene der Kamera kann aus der
Faltung der emittierten Intensität mit der PSF des Emissionsstrahlenganges berechnet werden:
Idet.m (x, y, z) = (h
em. ∗ Iem.m )(~x) = [hem ∗ (S · Iexc.m )](~x) =
=
$
d3x′hem.(~x − ~x′)S (~x′)Iexc.m (~x′) (3.28)
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Setzt man Gleichung (3.26) in Gleichung (3.28) ein, so erhält man
Idet.m (x, y, z) =
2∑
n=−2
$
d3x′hem.(~x − ~x′)S (~x′)Iexc.‖,n (z′)Iexc.⊥,m,n(x′, y′) . (3.29)
In Gleichung (3.29) entspricht ~x′ dem Koordinatensystem des mikroskopischen Objekts und
~x dem Koordinatensystem in der Bild- bzw. Kameraebene. Das Koordinatensystem (~x− ~x′) ist
das Koordinatensystem des Mikroskopobjektivs. Für z , 0 beschreibt Gleichung (3.29) die
Intensitätsverteilung in einer Ebene vor (bzw. hinter) der eigentlichen Bildebene bei z = 0.
Bei der Aufnahme eines Bildstapels, wird aber in der Regel nicht die Kamera in z-Richtung
verschoben, sondern das Mirkoskopobjektiv. Da die Erzeugung des SIM-Musters in der Pro-
be Iexc.(x′, y′, z′) aber durch das selbe Objektiv erfolgt, befindet sich das Muster relativ zum
Objektivkoordinatensystem immer in der selben Ebene. Daher muss zur Beschreibung der de-
tektierten Intensität in einem Bildstapel, Iexc.‖,n (z
′) in Gleichung (3.29) durch Iexc.‖,n (z − z′) ersetzt
werden:
Idet.m (x, y, z) =
2∑
n=−2
$
d3x′ hem.(~x − ~x′) · Iexc.‖,n (z − z′)
︸                         ︷︷                         ︸
=:hem.n (~x−~x′)
S (~x′)Iexc.⊥,m,n(x
′, y′) (3.30)
=
2∑
n=−2
[hem.n ∗ S Iexc.⊥,m,n](~x)
︸                ︷︷                ︸
=:Idet.n (~x)
(3.31)
Durch diese Koordinatentransformation in z−Richtung enthält die detektierte Intensität in
Gleichung (3.30) nicht mehr die Faltung des axialen Anregungsprofils Iexc.‖,n (z) mit der Emissions-
PSF hem.(x, y, z) sondern das Produkt der beiden Größen. Daher lässt sich für jede Frequenz-
ordnung n eine Emissions-PSF hem.n (~x) definieren. Dementsprechend ist die OTF der n−ten
Frequenzordnung gegeben durch die Faltung der Emissions-OTF des Mikroskop-Objektivs
mit dem axialen Anregungsprofil der n−ten Frequenzordnung:
On(~k) = O(~k) ∗ Ĩexc.‖,n (kz) (3.32)
Die Fouriertransformierte des axialen Anregungsprofils Ĩexc.‖,n ist im Fall eines Liniengitters
gemäß Gleichung (3.27) gegeben durch:
Ĩexc.‖,n (kz) ∝



1
2(δ(kz − k
(n)
z ) + δ(kz + k
(n)
z )) falls ~k
(n) Grundfrequenz
δ(kz) sonst.
Die Definition der OTF in Gleichung (3.32) ist daher nur für die Grundfrequenz(en) des An-
regungsmusters relevant.
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Wie in Abschnitt 3.3 kann die detektierte Intensität im m−ten Rohbild für jede Orientierung d
auch in der dreidimensionalen SR-SIM als Überlagerung mehrerer Frequenzbänder Ĩdet.m,n(~k) ge-
schrieben werden. Aus Gleichung (3.31) folgt für die Fourier-Transformierte der detektierten
Intensität:
Ĩdet.m (~k) =
2∑
n=−2
Ĩdet.m,n(~k) =
2∑
n=−2
mn
2
eiΦ
(n)
0
︸︷︷︸
e
inΦ
(1)
0
e−iα
(n)
m On(~k)S̃ (~k − n~k(d)g )
︸               ︷︷               ︸
=:D̃(n)(~k)
(3.33)
Wie im zweidimensionalen Fall (Gleichung (3.17) in Abschnitt 3.3) ergibt Gleichung (3.33)
für mehrere verschiedene Phasenlagen α(n)m des Musters ein lineares Gleichungssystem für je-
de Frequenz ~k(n) ∈ supp(On(~k)). Aufgrund der fünf unbekannten D̃0(~k), D̃1(~k), D̃2(~k), D̃−1(~k)
und D̃−2(~k) sind für jede Orientierung mindestens fünf Phasenbilder zur Lösung des Glei-
chungssystems notwendig. Genau genommen ergeben sich D̃(−1)(~k) und D̃(−2)(~k) durch kom-
plexe Konjugation von D̃(1)(~k) und D̃(2)(~k) und sind somit keine Unbekannten. Tatsächlich ist
die Zahl der unbekannten Größen aufgrund der unbekannten Phasenlagen Φ(1)0 und Φ
(2)
0 den-
noch gleich fünf. Bei dicken Proben kann die absolute Phasenlage der Frequenzen Φ(n)0 auch
von der Position z der Fokusebene in der Probe abhängen.
Wie in Abschnitt 3.3 müssen bei der dreidimensioalen SR-SIM bei Verwendung eines Linien-
gitters Phasenbilder mit mindestens drei Orientierungen des Linienmusters gespeichert wer-
den um letztlich im auflösungsgesteigerten Bild eine möglichst richtungsunabhängige PSF zu
erhalten. Das bedeutet, dass bei dem in diesem Abschnitt beschriebenen Verfahren insgesamt
mindestens 15 Phasenbilder für eine Auswertung gespeichert werden müssen.
Nach der Trennung der überlagerten Frequenzbänder D̃(n)d (
~k) entspricht die weitere Auswer-
tung zu einem Volumen mit gesteigerter Auswertung dem in Abschnitt 3.3 erläuterten Vor-
gehen: Die Frequenzbänder werden wieder an ihre ursprüngliche Position im Frequenzraum
verschoben und in Form einer gewichteten Summe wie in Gleichung (3.23) zu dem gesuch-
ten Frequenzspektrum überlagert. Die inverse Fourier-Transformation dieses Raumfrequenz-
Spektrums ergibt dann ein Volumenbild (bzw. einen Bildstapel) mit gesteigerter Auflösung in
x-, y- und z-Richtung. Typischerweise wird durch das Verfahren (wenn man für die Gitterfre-
quenz νg = 1 wählt) eine Auflösungssteigerung um einen Faktor 2 in allen drei Raumrichtun-
gen erzielt.
Das in diesem und den vorangegangenen Abschnitten beschriebene Konzept der Auflösungs-
steigerung durch SIM, lässt sich auch auf nichtlineare Fluoreszenzprozesse erweitern (siehe
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z.B. [Hei02, Gus05, LW16]). Aufgrund der Nichtlinearität lassen sich hier Modulationen mit
noch höheren Frequenzen in der Anregungsintensität erreichen. Das führt zu einer gestei-
gerten Zahl an überlagerten Frequenzbändern in einem Rohbild und dadurch eine theore-
tisch (d.h. bei Vernachlässigung jeglicher Messfehler bzw. beliebig großem Signal-Rausch-
Verhältnis) beliebigen Auflösungssteigerung ermöglicht.
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zweidimensionalen Mustern
Wie in Abschnitt 3.3 beschrieben, werden auch in der SR-SIM meist eindimensionale Git-
termuster verwendet [Del, Haa07, Gus00a, Gus08]. Um in der in Abschnitt 3.3 erläuterten
Auswertung zu einem höher-aufgelöstem Bild eine in (x, y) homogene Auflösungssteigerung
zu erhalten, müssen Phasenbilder in 3 Orientierungen (0◦, 120◦, 240◦) des Liniengitters zur
späteren Auswertung aufgenommen werden.
Die Drehung des Linienmusters führt in der Auswertung dazu, dass die Frequenz des Musters
für jede Orientierung neu bestimmt werden muss (siehe hierzu Abschnitt 3.3.1). Bei dem in
Abschnitt 3.3.3 gezeigten Verfahren zur Auflösungssteigerung in drei Dimensionen, werden
Phasenbilder für mehrere Fokuspositionen z des Objektivs gemessen. Aufgrund der Auswer-
tung mit dreidimensionalen Frequenzbändern, sollten die Frequenzvektoren für alle gemesse-
nen z−Positionen gleich bleiben. Aufgrund dessen müssen insgesamt drei z−Stapel mit drei
verschiedenen Orientierungen des Liniengitters aufgenommen werden, wobei für jede Ebene
z, mindestens N = 5 Phasenbilder gespeichert werden müssen. Hierbei wirken sich Fehler in
den z−Positionen, die gerade bei dicken Proben bzw. Bildstapeln mit vielen Ebenen auftreten
können, entsprechend auf die Auswertung aus.
Die Verwendung zweidimensionaler insbesondere hexagonaler Muster macht die Drehung
des Musters für die SR-SIM überflüssig. Daher erübrigt sich die Bestimmung der Musterfrequenz-
Vektoren in jeder Messung und es macht kompaktere Bauweisen für SR-SIM Mikroskope
möglich. Im Prinzip kann jedes quasikonfokale Mikroskop mit zweidimensionalen Mustern
auch zur Auflösungssteigerung benutzt werden.
Bei der quasikonfokalen strukturierten Beleuchtung kann man zeigen, dass SIM mit Linien-
gittern eine stark richtungsabhängigen MTF ergibt. Die Verwendung von zweidimensionalen
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Mustern ergibt auch in der Messung eine deutlich weniger richtungsabhängige MTF. Siehe
hierzu Abschnitt 4.2.2 bzw. [Sch14].
Würde man in Gleichung (3.8) in Abschnitt 3.2 ein Liniengitter mit einer größeren Periode
verwenden, so würde das dazu führen, dass in der Intensität Im(x, y) mehr als nur eine modu-
lierte Frequenz enthalten ist, d.h:
Im(~x⊥) =
⌊ N2 ⌋∑
n=0
I(n)(~x) cos
(
~kn~x − α(n)m −Φ(n)0
)
=
= I(0)(~x) +
1
2
⌊ N2 ⌋∑
n=1
I(n)(~x)ei
~k(n)~xeiΦ
(n)
0 (~x)e−iα
(n)
m +
1
2
⌊ N2 ⌋∑
n=1
I(n)(~x)e−i
~k(n)~xe−iΦ
(n)
0 (~x) eiα
(n)
m
︸︷︷︸
e−iα
(−n)
m
(4.1)
Das Signal im Punkt ~x⊥ = (x, y) ist also durch eine Überlagerung von insgesamt N Frequenz-
Ordnungen gegeben. Es gilt Φ(n)0 := −~k(n) · ~x0 und α
(n)
m ist die Phasenverschiebung der n-
ten Frequenzordnung im m-ten Phasenbild. Gleichung (4.1) lässt sich in Matrixschreibweise
darstellen:


I1(~x)
I2(~x)
I3(~x)
...
...
IM(~x)


︸  ︷︷  ︸
gemessene Werte
= Â ·


I(0)(~x)
1
2
I(1)(~x)ei~k
(1)~xeiΦ
(1)
0
1
2 I
(−1)(~x)e−i~k
(1)~xe−iΦ
(1)
0
1
2
I(2)(~x)ei~k
(2)~xeiΦ
(2)
0
...
1
2 I
(−⌊ N2 ⌋)(~x)e−i~k(−⌊
N
2 ⌋)~xe−iΦ
(⌊ N2 ⌋)
0


︸                                     ︷︷                                     ︸
gesuchte Frequenzbänder
(4.2)
M bezeichnet die Anzahl der aufgenommenen Phasenbilder. Der Vektor auf der rechten Seite
von (4.2) hat N Einträge. Daher ist Â eine M×N Matrix. Damit Â invertierbar ist, muss M ≥ N
gelten und det(Â) , 0. Die Einträge von Â kann man aus (4.1) ablesen. Sie sind gegeben durch
Âm,n = e
−iα(n)m (4.3)
Die Frequenz-Ordnungen n werden im weiteren in der Reihenfolge 0, 1, −1, 2, −2, . . . ,
⌊
N
2
⌋
,
−
⌊
N
2
⌋
indiziert.
Nimmt man an, dass von einem zum nächsten Phasenbild immer die gleiche laterale Verschie-
bung ~∆ erfolgt, und dass das erste Phasenbild (m = 1) gar nicht verschoben ist (α(n)1 = 0), so
kann man die Phasenverschiebungen α(n)m folgendermaßen schreiben:
α(n)m = (m − 1)~k(n) · ~∆ (4.4)
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Für den speziellen Fall eines Gitters (o.B.d.A. in x-Richtung), ist ~k(n) = n 2πp êx und
α(n)m = (m − 1) · n · ∆
2π
p
· cos(θ) ,
wobei θ den Winkel zwischen dem Verschiebevektor ∆ und der x-Achse bezeichnet und ∆ :=
|~∆|. Bei der SIM mit Liniengitter kann die Verschieberichtung θ im Prinzip beliebig gewählt
werden. Nur für die Wahl θ = 90◦ ist das Gleichungssystem (4.2) nicht mehr lösbar, da in
diesem Fall alle α(n)m den Wert 0 annehmen, d.h. alle Phasenbilder stimmen überein. Wählt
man ∆ = p
N
1
cos(θ)
, so lauten die Phasenverschiebungen
α(n)m = (m − 1) · n ·
2π
N
. (4.5)
Die Matrix Âm,n = e−i(m−1)n
2π
N ist für diese spezielle Wahl proportional zu der Matrix Ŵ (siehe
Gleichung (A.8)), welche die Fouriertransformation vermittelt und ist daher proportional zu
einer unitären Matrix. Wie in Anhang A erläutert, ergibt sich in diesem Fall für die Matrix Â
die minimal mögliche Konditionszahl von K = 1 und daher eine minimale Fehlerfortpflan-
zung der Messfehler in die Auswertung.
4.1. SIM mit Schachbrettmustern
Im diesem Abschnitt wird zunächst nur die quasikonfokale SIM betrachtet. Wie in der ersten
Patentschrift zur strukturierten Beleuchtung von 1992 [Mor92], wird ein Schachbrettmuster
für die Transmissionsmaske der SIM angenommen. Es wird gezeigt, dass alle zur Auswertung
notwendigen Phasenbilder unter Verschiebung des Musterbildes in nur einer einzigen Rich-
tung erzeugt werden können.
Wie in Abbildung (4.1) illustriert, lässt sich der rein periodische Anteil eines Schachbrettmus-
ters Sp schreiben als
Sp(~x⊥) =
∑
m,n
δ(x − 2mℓs)δ(y − 2nℓs) + δ(x − (2m + 1)ℓs)δ(y − (2n + 1)ℓs) ∝ (4.6)
∝
∑
m,n
(1 + e−iπ(m+n))ei
π
ℓs
(mx+ny) =
∑
m,n∈Z
(m+n) gerade
ei
π
ℓs
(mx+ny) (4.7)
Das gesamte Schachbrettmuster lässt sich als Faltung des rein periodischen Anteils Sp mit
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Abb. 4.1.: Ein Schachbrettmuster als Faltung eines rein periodischen Musters mit einer zweidimensionalen
Rechtecksfunktion als Grundmuster
dem Grundmuster darstellen:
S(x, y) ∝
∑
m,n∈Z
(m+n) gerade
ei
π
ℓs
((x−x0)m+(y−y0)n)sinc
(
πm
2
)
sinc
(
πn
2
)
=
= 1 +
∑
m,n∈Z
m,n ungerade


2(−1) m−12
mπ




2(−1) n−12
nπ

 e
i πℓs [(x−x0 )m+(y−y0)n] (4.8)
Aus Gleichung (4.8) lassen sich die in dem Muster in Abbildung 4.1 enthaltenen Frequenz-
vektoren ablesen:
~km,n =
π
ℓs


m
n


∣
∣
∣
∣
∣
∣
∣
m, n ungerade oder null
(m + n) gerade
(4.9)
Die kleinstmöglichen Frequenzen (größer null) sind daher ±~k1,±1 und haben einen Betrag von√
2 π
ℓs
und entsprechen daher einer Periode von p =
√
2ℓs. Falls nur der rein periodische Teil
des Schachbrettmusters betrachtet wird (Gleichung (4.7)), gilt nur die Bedingung (m + n)
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gerade.
Wie in Abschnitt 3.2 erläutert ergibt sich bei der quasikonfokalen SIM die beste Konfokalität,
wenn man für die Musterfrequenz νg = 1 bzw. p = λ/NA wählt. In diesem Fall sind im
Falle inkohärenter Beleuchtung des Musters nur noch die Modulationen der Grundfrequenzen
~k1,1 =: ~k(1) und ~k1,−1 =: ~k(2) in der Anregungsintensität enthalten. Entsprechend Gleichung
(3.10) kann man daher das m−te Phasenbild folgendermaßen schreiben:
Im(x, y) = I0 + I
(1) cos
[
π
ℓs
(x + y) − Φ(1)0 − α(1)m
]
+ I(2) cos
[
π
ℓs
(x − y) − Φ(2)0 − α(2)m
]
(4.10)
Für alle Bildpunkte (x, y) ergeben sich aus I(1)(x, y) und I(2)(x, y) quasikonfokale Bilder. Das
unmodulierte Signal I(0)(x, y) ist nicht konfokal und ergibt für alle Punkte (x, y) das Epifluo-
reszenzbild. Die Phasenverschiebungen die sich aufgrund der Verschiebungen des Musters
im m−ten relativ zum ersten Rohbild ergeben, werden für die n−te Frequenzordnung mit α(n)m
bezeichnet. Die Φ1,20 bezeichnen die absoluten Phasen des Musters im ersten Rohbild (m = 1)
und hängen nur von der Wahl des Koordinatensystems (x, y) ab. Anders als in (3.10) ergeben
sich hier 5 Unbekannte I0, I1, I2, Φ
(1)
0 und Φ
(2)
0 . Daher müssen mindestens 5 Phasenbilder für
eine quasikonfokale Auswertung aufgenommen werden.
Wird das Muster zwischen dem ersten und zweiten Phasenbild um einen Versatz ~∆ verscho-
ben, so ergibt sich für die Phasenverschiebungen α(n)2 =
~k(n)~∆ = |~k(n)| · |~∆| cos(∠(~k(n), ~∆)).
Führt man einen zunächst beliebigen Parameter κ ∈ R ein, so kann man für einen beliebi-
gen Verschiebe-Vektor ~∆ schreiben:
~k(1)~∆ = α(1)2
~k(2)~∆ = α(2)2 = κα
(1)
2
Daraus ergibt sich
∆x + ∆y =
ℓs
π
α(1)2
∆x − ∆y =
ℓs
π
κα(1)2



⇒
∆x =
ℓs
2π
(1 + κ)α(1)2
∆y =
ℓs
2π
(1 − κ)α(1)2
Für jeden Wert von κ ergibt sich theoretisch eine andere Orientierung des Verschiebevektors
~∆. Der Orientierungswinkel der Verschiebung ~∆ relativ zur x-Achse θ lässt sich als Funktion
des Parameters κ schreiben:
tan(θ) =
∆y
∆x
=
(
1 − κ
1 + κ
)
(4.11)
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Hierbei ist zu beachten, dass die Tangensfunktion nicht auf dem gesamten Winkelbereich
zwischen 0◦ und 360◦ invertierbar ist. Aufgrund dessen ist der in Gleichung (4.11) definierte
Winkel nicht eindeutig. Für jeden Winkel θ von (4.11) existiert daher immer ein zweiter Win-
kel θ + 180◦ mit dem gleichen Wert für κ. Geometrisch entspricht der Übergang vom einen
zum anderen Winkel, einer Spiegelung am Ursprung, also ~k(1) → −~k1 und ~k(2) → −~k2, bzw.
einer Umkehrung der Verschieberichtung, d.h. ~∆→ −~∆.
Entsprechend Gleichung (4.2) kann man auch Gleichung (4.10) in Matrixschreibweise mit
einer Matrix Â = (a)m,n = exp(−iα(n)m ) darstellen. Nimmt man an, dass zwischen den Phasen-
bildern immer dieselbe laterale Verschiebung ~∆ erfolgt, so ergibt sich für die Phasenverschie-
bungen α(n)m = (m − 1)α(n)2 ∀n ∈ {−2, . . . , 2}. Wählt man für |~∆|
|~∆| =
√
2ℓs
5 cos(∠(~k(1), ~∆1))
=
θ=45◦+∠(~k(1),~∆1)
√
2ℓs
5[1
2
√
2 cos(θ) + 1
2
√
2 sin(θ)]
(4.12)
so ergeben sich wie in Gleichung (4.5) für die α(1)m und α
(2)
m
α(1)m = (m − 1)
2π
5
α(2)m = (m − 1)κ
2π
5
(4.13)
Es existieren genau zwei mögliche Werte κ ∈ [0, . . . , 4] ⊂ Z, die zu einer unitären Matrix
Â = (a)m,n = exp(−iα(n)m ) führen. Diese sind κ1 = 2 und κ2 = 3. Um sich davon zu überzeugen,
kann man sich z.B. die Phasenverschiebungen der zweiten Zeile der Matrix Â überlegen:
α(n)2 =
2π
5
(0, 1,−1, κ,−κ) =̂ 2π
5
(0, 1, 4, κ, 5 − κ) (4.14)
Die Werte von κ, bei denen sich für die Phasenverschiebungen α(n)2 in Gleichung (4.14) paar-
weise verschiedene Werte im Intervall [0, . . . , 4] ⊂ Z ergeben, führen zu einer unitären Matrix
Â. Das ist sowohl für κ1 = 2 als auch κ2 = 3 der Fall. Diese beiden Werte für κ entsprechen
gemäß Gleichung (4.11) zwei verschiedenen Orientierungswinkeln des Verschiebevektors ~∆
relativ zur x-Achse des gewählten Koordinatensystems.
Die beiden möglichen Orientierungen des Verschiebevektors ~∆ sind bzgl. der Auswertung zu
einem quasikonfokalen Bild nicht gleichwertig. Einerseits hängt der Betrag der Verschiebung
|~∆| nach Gleichung (4.12) von der Orientierung der Verschiebung und damit von κ ab. Da die
insgesamt maximal mögliche Verschiebung des Musters im Experiment beschränkt ist, sollte
der Wert für κ gewählt werden, für den sich die kleinere Gesamtverschiebung (N −1)∆ ergibt.
Das ist in diesem Fall θ1 = arctan
(
−1
3
)
. Andererseits ist der Fehler zu beachten, der sich für
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~k1
~k2
~∆
b
θ
γ
∝ ~k2 · ~∆
∝ ~k1 · ~∆
x
y
Abb. 4.2.: Geometrie der betrachteten Frequenzvektoren im benutzen Koordinatensystem
den Parameter κ selbst bei einer bestimmten Orientierung ergibt. Aus Abbildung (4.2) sieht
man, dass γ := θ − 45◦ und
κ = (~k(2) · ~∆)/(~k(1) · ~∆) = tan(γ) (4.15)
Für den Fehler ergibt das
δκ = δ(tan(γ)) = (1 + tan2(γ))δγ = (1 + κ2)δθ (4.16)
Insgesamt heißt das, in Übereinstimmung mit den Überlegungen bzgl. des gesamten Ver-
schiebebetrages, dass der Orientierungswinkel θ1 der nach Gleichung (4.11) κ1 = 2 entspricht
bevorzugt werden sollte:
θ1 = arctan
(
−1
3
)
≈ −18,435◦
Der zweite mögliche Winkel ist θ2 = arctan
(
−12
)
≈ −26,565◦. Legt man den Verschiebevektor
o.B.d.A. in die x-Richtung, und dreht das Muster entsprechend um −θ1 so ergibt sich das für
das m-te Phasenbild aus Gleichung (4.10)
Im(x, y) = I0 + I
(1) cos
(
2π√
10ℓs
(2x + y) + Φ(1)0 − (m − 1)
2π
5
)
+
+ I(2) cos
(
2π√
10ℓs
(x − 2y) + Φ(2)(~x) − (m − 1)4π
5
)
, (4.17)
falls man das Muster von einem zum nächsten Phasenbild um einen Betrag ∆ =
√
2
5
ℓs ver-
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schiebt. Das Gleichungssystem (4.17) lautet dann in Matrixschreibweise:


I1
I2
I3
I4
I5


=
=: Â
︷                                                              ︸︸                                                              ︷


1 1 1 1 1
1 exp(−i 2π5 ) exp(−i 8π5 ) exp(−i 4π5 ) exp(−i 6π5 )
1 exp(−i 4π
5
) exp(−i 6π
5
) exp(−i 8π
5
) exp(−i 2π
5
)
1 exp(−i 6π5 ) exp(−i 4π5 ) exp(−i 2π5 ) exp(−i 8π5 )
1 exp(−i 8π
5
) exp(−i 2π
5
) exp(−i 6π
5
) exp(−i 4π
5
)




I(0)
1
2 I
(1)ei~k
(1)~xeiΦ
(1)
0
1
2
I(1)e−i~k
(1)~xe−iΦ
(1)
0
1
2 I
(2)ei~k
(2)~xeiΦ
(2)
0
1
2
I(2)e−i~k
(2)~xe−iΦ
(2)
0


Die Inverse von Â ist proportional zu ihrer adjungierten Matrix:
Â−1 =
1
5


1 1 1 1 1
1 exp(i 2π5 ) exp(i
4π
5 ) exp(i
6π
5 ) exp(i
8π
5 )
1 exp(i 8π5 ) exp(i
6π
5 ) exp(i
4π
5 ) exp(i
2π
5 )
1 exp(i 4π5 ) exp(i
8π
5 ) exp(i
2π
5 ) exp(i
6π
5 )
1 exp(i 6π5 ) exp(i
2π
5 ) exp(i
8π
5 ) exp(i
4π
5 )


(4.18)
Die Lösungen des Gleichungssystems (4.17) kann man in den Zeilen der Matrix Â−1 in (4.18)
ablesen:
I(0) =
1
5
(I1 + I2 + I3 + I4 + I5)
I(1) =
2
5
∣
∣
∣
∣I1 + I2e
i 2π5 + I3e
i 4π5 + I4e
i 6π5 + I5e
i 8π5
∣
∣
∣
∣
I(2) =
2
5
∣
∣
∣
∣I1 + I2e
i 4π5 + I3e
i 8π5 + I4e
i 2π5 + I5e
i 6π5
∣
∣
∣
∣
(4.19)
(4.20)
(4.21)
Entsprechend der Gleichung von Neil und Wilson (3.13) kann man auch beim Schachbrett
mit N = 5 eine reelle Auswertung finden:
1
5
5∑
m=1
(Im(~x) − Im+δ(~x))2 = (I(1))2(1 − cos(δ
2π
5
)) + (I(2))2(1 − cos(δ4π
5
)) (4.22)
Für eine beliebige Wahl von δ erhält man ein gewichtetes quadratisches Mittel der beiden
Lösungen I(1) und I(2), durch Auswerten von
1
5
√
5∑
m=1
(Im(~x) − Im+δ(~x))2 =
√
(I(1))2(1 − cos(δ2π
5
)) + (I(2))2(1 − cos(δ4π
5
)) (4.23)
Ein homogenes quadratisches Mittel
√
(I(1))2 + (I(2))2 erhält man durch
√
(I(1))2 + (I(2))2 =
√
2
5
√
2∑
δ=1
5∑
m=1
(Im(~x) − Im+δ(~x))2 (4.24)
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Zur Herleitung von Gleichungen (4.23) und (4.24) siehe Anhang D.2. Auswertung von (4.23)
bzw. (4.24) führt nicht nur für ein Schachbrett- sondern auch für ein Gittermuster zu einem
quasikonfokalen Bild, falls 5 Bilder unter einer relativen Phasenverschiebung von 2π5 aufge-
nommen werden.
Im Experiment wird der Winkel θ mit einem Fehler δθ behaftet sein. Da der Parameter κ di-
rekt in die Matrix Â eingeht, kann ein Orientierungsfehler δθ – falls κ bekannt ist – in der
Auswertung berücksichtigt und kompensiert werden:
Â =


1 1 1 1 1
1 exp(−i 2π5 ) exp(−i
8π
5 ) exp(−iκ
2π
5 ) exp(−iκ
8π
5 )
1 exp(−i 4π
5
) exp(−i 6π
5
) exp(−iκ 4π
5
) exp(−iκ 6π
5
)
1 exp(−i 6π5 ) exp(−i
4π
5 ) exp(−iκ
6π
5 ) exp(−iκ
4π
5 )
1 exp(−i 8π
5
) exp(−i 2π
5
) exp(−iκ 8π
5
) exp(−iκ 2π
5
)


(4.25)
Inversion der Matrix Â ergibt dann eine Auswertung unter Berücksichtigung des Fehlers δθ.
Falls mehr als N = 5 Rohbilder (unter einer relativen Phasenverschiebung von 2πN ) aufge-
nommen werden, kann z.B. die Pseudoinverse der Matrix Â (siehe z.B. Anhang A) zur Aus-
wertung benutzt werden. Da bei einer Verschiebung des Musters unter einem Winkel θ1 alle
Punkte des Musters gleichermaßen abgetastet werden, kann hier auch (bei Aufnahme einer
genügend großen Zahl an Phasenbildern) entsprechend Gleichung (3.9) ein quasikonfokales
Bild ermittelt werden.
Auch für den Fall, dass die detektierte Intensität im Rohbild mehr als nur fünf Frequenzord-
nungen I(n) enthält, können Verschiebewinkel θ gefunden werden unter denen eine optimal
konditionierte Lösung der Frequenzanteile auf jedem Pixel möglich ist. Insgesamt existieren
solche Verschiebewinkel für N = 9, N = 13 und N = 25 unbekannte I(n). Für Details hierzu
siehe Anhang H.
4.2. SIM mit hexagonalen Mustern
Ein weiteres Muster, das sich für die SIM-Mikroskopie anbietet ist das hexagonale Gitter.
Auch hier soll die Verschiebung des Musters in der Probe nur in einer Raumrichtung erfolgen.
Wie in Abschnitt 3.3 beschrieben, müssen bei der SR-SIM mit Linienmustern Phasenbilder
für drei Orientierungen des Linienmusters aufgenommen werden. Da das hexagonale Mus-
ter Frequenzen in diesen drei Orientierungsrichtungen enthält, bietet es sich gerade für die
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b b b b b b b b b b b b
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~k6
Abb. 4.3.: Das hexagonale Muster, wie es in Gleichung (4.26) definiert ist.
SR-SIM an. Die Fourierdarstellung des rein periodischen Anteils eines hexagonalen Musters
Hp(~x⊥) mit Grundperiode p
Hp(~x) =
∑
m,n
δ
(
x − m 2p√
3
)
δ (y − n2p) +
∑
m,n
δ
(
x −
(
m +
1
2
)
2p√
3
)
δ
(
y −
(
n +
1
2
)
2p
)
(4.26)
lautet:
Hp(~x) =
∑
m,n
cm,n(1 + e
−i(mπ+nπ))ei(m
√
3 πp x+n
π
p y) = 2
∑
m,n
(m+n) gerade
cm,ne
i(m
√
3 πp x+n
π
p y) (4.27)
Die Faltung mit einem Grundmuster ergibt dann z.B. ein hexagonales Transmissionsmus-
ter T (~x) für die quasikonfokale SIM. Als Grundmuster können z.B. kleine Hexagons [Xi02]
oder Kreise gewählt werden. Die im Muster enthaltenen Frequenzen kann man aus Gleichung
(4.27) ablesen:
~km,n =
π
p


m
√
3
n


∣
∣
∣
∣
∣
∣
∣
(m + n) gerade (4.28)
Daraus folgt, dass die drei Grundfrequenzen (die Frequenzen mit den kleinstmöglichen von
null verschiedenen Beträgen) des hexagonalen Musters einen Frequenzbetrag von |~k| = 2πp
haben und gegeben sind durch:
~k0,2 =
2π
p


0
1


=: ~k(1) ~k1,−1 =
π
p


√
3
−1


=: ~k(2) ~k1,1 =
π
p


√
3
1


=: ~k(3) (4.29)
Es ist zu beachten, dass die Grundperiode des hexagonalen Musters nicht dem minimalen Ab-
stand zweier benachbarter Punkte in Abbildung 4.3 entspricht, sondern dem Abstand zweier
benachbarter Zeilen. Die drei Frequenzvektoren (4.29) erfüllen die Bedingung
~k(1) + ~k(2) = ~k(3) . (4.30)
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4.2.1. Quasikonfokale hexagonale SIM
In diesem Abschnitt wird von inkohärenter Beleuchtung ausgegangen und es wird nur die
quasikonfokale SIM betrachtet. Eine hexagonal modulierte Chromschicht auf Quartzglas wird
mit Licht einer bestimmten Wellenlänge λ inkohärent beleuchtet zur Anregung eines linearen
Fluoreszenzprozesses auf die mikroskopische Probe abgebildet. Wie in Abschnitt 3.2 erläutert
ergibt sich bei der SIM die beste Konfokalität, wenn man für die Gitterfrequenz gerade νg = 1,
d.h. p = λ/NA wählt. In diesem Fall enthält die Anregungsintensität nur die Grundfrequenzen
(Gleichung (4.29)) des hexagonalen Musters (und die Nullfrequenz). Das m−te Phasenbild
lautet für einen beliebigen Bildpunkt (x, y):
Im(x, y) = I
(0)(~x⊥) + I
(1)(~x⊥)m1 cos
(
2π
p
y + Φ(1)0 − α(1)m
)
+
+ I(2)(~x⊥)m2 cos
(
π
p
(
√
3x − y) + Φ(2)0 − α(2)m
)
+
+ I(3)(~x⊥)m3 cos
(
π
p
(
√
3x + y) + Φ(3)0 − α(3)m
)
(4.31)
Hierbei bezeichnen I(n)(~x⊥) · mn (n ∈ {1, 2, 3}) die Modulationen der drei Hexagon Grundfre-
quenzen im detektierten Rohbild. Für alle Bildpunkte zusammen ergeben diese Modulations-
werte ein quasikonfokales mikroskopisches Bild. Die Modulationen der hexagonalen Anre-
gungsintensität in der Probe werden mit mn bezeichnet.
Das unmodulierte Signal I(0) ist nicht konfokal und entspricht für alle Bildpunkte dem Epifluo-
reszenzbild. Φ(n)0 sind die Phasen der Grundfrequenzen im ersten Rohbild (m=1) und hängen
nur von der absoluten Lage des Musters relativ zum gewählten Koordinatensystem (x, y) ab.
Die α(n)m bezeichnen wieder die Phasenverschiebungen der n−ten Frequenzordnung im m−ten
relativ zum ersten Rohbild ((αn1 = 0∀n ∈ {1, 2, 3})).
Für mehrere Phasenbilder (m ∈ {1, . . . ,N}) wird aus Gleichung (4.31) ein lineares Gleichungs-
system mit sieben unbekannten Größen: I0, I(1), I(2), I(3), Φ(1), Φ(2), Φ(3). Es sind also mindes-
tens N = 7 Phasenbilder notwendig. Wenn man annimmt, dass das Musterbild in der Probe
zwischen der Aufnahme des ersten und zweiten Phasenbildes um einen Versatz ~∆ verschoben
wird, so erhält man für die relativen Phasenverschiebungen im 2. Rohbild
α(n)2 =
~k(n)~∆ .
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Wenn man wie in Abschnitt 4.1 einen Parameter κ ∈ R einführt, ergibt sich speziell für ~k(1)
und ~k(2):
~k(1)~∆ = α(1)2 (4.32)
~k(2)~∆ = α(2)2 = κα
(1)
2 (4.33)
dann gilt nach (4.30) auch
~k(3)~∆ = α(3)2 = (1 + κ)α
(1)
2 , (4.34)
Löst man (4.32) und (4.33) nach ∆x und ∆y auf, so erhält man
∆x =
p(2κ + 1)
2π
√
3
α(1)2
∆y =
p
2π
α(1)2
und daraus den Orientierungswinkel θ:
tan(θ) =


√
3
(2κ + 1)

 (4.35)
Auch hier lässt sich das Gleichungssystem (4.31) in Matrixschreibweise mit einer Matrix
Â = (a)m,n schreiben. Falls man auch hier annimmt, dass zwischen zwei aufeinander folgenden
Phasenbildern immer dieselbe Verschiebung ~∆ erfolgt, so gilt für die Phasenfaktoren α(n)m =
(m − 1)α(n)2 . Wählt man entsprechend Gleichung (4.5) für den Betrag der Verschiebung ∆
∆ =
p
7 cos(∠(~k(1), ~∆))
, (4.36)
so ergibt sich:
α(1)m = (m − 1)
2π
7
α(2)m = (m − 1)κ
2π
7
α(3)m = (m − 1)(κ + 1)
2π
7
(4.37)
Analog zu dem in Abschnitt 4.1 beschriebenen Vorgehen, findet man auch hier zwei Werte
für κ, die zu einer unitären Matrix Â führen. Die beiden möglichen Werte für κ lauten κ1 = 2
und κ2 = 4. Es bieten sich also auch beim hexagonalen Muster gemäß Gleichung (4.35) zwei
Orientierungswinkel θ1 und θ2 des Verschiebevektors ~∆ relativ zur x-Achse an. Setzt man die
Winkel θ1 und θ2 in Gleichung (4.36) ein, so sieht man dass die Wahl von θ1 zu einer kleineren
Gesamtverschiebung (N − 1)∆ führt. Für den Fehler des Parameter κ in Abhängigkeit des
Winkelfehlers δθ ergibt sich
δκ =
1
2
√
3(1 + κ2) . (4.38)
80
4.2. SIM mit hexagonalen Mustern
Aufgrund dessen ist es im Experiment besser – falls man die Wahl hat – den Winkel
θ1 = arctan


√
3
5

 ≈ 19,107◦ (4.39)
zu wählen. Der zweite mögliche Winkel ist θ2 = arctan
√
3
9
≈ 10,893◦. Aufgrund der Symme-
trie des hexagonalen Musters und unter Berücksichtigung der negativen Frequenzrichtungen
sieht man, dass die Winkel {n60◦ ± θ1|n ∈ Z} als Orientierungswinkel äquivalent zu θ1 sind.
Für die Wahl κ1 = 2 lautet das Gleichungssystem (4.31) in Matrixschreibweise:


I1
I2
I3
I4
I5
I6
I7


=
=: Â
︷                                                        ︸︸                                                        ︷


1 1 1 1 1 1 1
1 e−i
2π
7 e−i
12π
7 e−i
4π
7 e−i
10π
7 e−i
6π
7 e−i
8π
7
1 e−i
4π
7 e−i
10π
7 e−i
8π
7 e−i
6π
7 e−i
12π
7 e−i
2π
7
1 e−i
6π
7 e−i
8π
7 e−i
12π
7 e−i
2π
7 e−i
4π
7 e−i
10π
7
1 e−i
8π
7 e−i
6π
7 e−i
2π
7 e−i
12π
7 e−i
10π
7 e−i
4π
7
1 e−i
10π
7 e−i
4π
7 e−i
6π
7 e−i
8π
7 e−i
2π
7 e−i
12π
7
1 e−i
12π
7 e−i
2π
7 e−i
10π
7 e−i
4π
7 e−i
8π
7 e−i
6π
7




I(0)
m1
2
I(1)ei~k
(1)~xeiΦ
(1)
0
m2
2 I
(1)e−i~k
(1)~xe−iΦ
(1)
0
m2
2
I(2)ei~k
(2)~xeiΦ
(2)
0
m2
2 I
(2)e−i~k
(2)~xe−iΦ
(2)
0
m3
2
I(3)ei~k
(3)~xeiΦ
(3)
0
m3
2 I
(3)e−i~k
(3)~xe−iΦ
(3)
0


Für die Lösungen I(n) = |I(n)ei~k(n)~xeiΦ(n)0 | ergeben sich hier:
I(0) =
1
7
(I1 + I2 + I3 + I4 + I5 + I6 + I7)
I(1) =
2
7m1
∣
∣
∣
∣I1 + I2e
i 2π7 + I3e
i 4π7 + I4e
i 6π7 + I5e
i 8π7 + I6e
i 10π7 + I7e
i 12π7
∣
∣
∣
∣
I(2) =
2
7m2
∣
∣
∣
∣I1 + I2e
i 4π7 + I3e
i 8π7 + I4e
i 12π7 + I5e
i 2π7 + I6e
i 6π7 + I7e
i 10π7
∣
∣
∣
∣
I(3) =
2
7m3
∣
∣
∣
∣I1 + I2e
i 6π7 + I3e
i 12π7 + I4e
i 4π7 + I5e
i 10π7 + I6e
i 2π7 + I7e
i 8π7
∣
∣
∣
∣
(4.40)
(4.41)
(4.42)
(4.43)
Gleichungen (4.40) bis (4.43) können auch für die Auswertung mit einem Schachbrett bzw.
einem Gitter benutzt werden, falls die relative Phasenverschiebung zwischen den gemesse-
nen Phasenbildern jeweils 2π
7
beträgt und insgesamt (mindestens) 7 Bilder ausgewertet wer-
den. Auch beim hexagonalen Muster kann man eine reelle Auswertung für die Infokus-
Modulationen finden. Ein gewichtetes quadratisches Mittel ergibt sich aus
√
(I(1))2(1 − cos(δ2π
7
)) + (I(2))2(1 − cos(δ4π
7
)) + (I(3))2(1 − cos(δ6π
7
)) =
1
7
7∑
m=1
(Im(~x)−Im+δ(~x))2
(4.44)
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Ein homogenes quadratisches Mittel
√
(I(1))2 + (I(2))2 + (I(3))2 erhält man durch
√
(I(1))2(~x) + (I(2))2(~x) + (I(3))2(~x) =
√
2
7
3∑
δ=1
7∑
m=1
(Im(~x) − Im+δ(~x))2 (4.45)
Für die Herleitung von Gleichungen (4.44) und (4.45) siehe Anhang D.3.
Fehler in der Orientierung δθ von ~θ lassen sich analog zu Abschnitt 4.1 berücksichtigen, falls
man den genauen Wert für κ kennt.
4.2.2. Richtungsabhängigkeit des quasikonfokalen Signals
Berechnet man die MTF der quasikonfokalen SIM durch die Fouriertransformation der ent-
sprechenden PSF, so ergibt sich in der Fouriertransformierten des quasikonfokalen Bildes ein
richtungsunabhängiges Raumfrequenzspektrum.
Die Gleichungen (3.13), (4.20), (4.21), (4.23), (4.24), (4.41)-(4.45) sind allerdings alle nicht-
linear bzgl. der Eingangssignale Im. Aufgrund dessen kann das sich aus diesen Gleichungen
ergebende quasikonfokale Signal nicht mehr als Antwort eines linear-translationsinvarianten
Systems mit einer PSF beschrieben werden.
Nimmt man als Objekt eine einzelne räumliche Frequenz an (also eine Kosinusfunktion) und
ermittelt auf diese Weise für viele Frequenzen die MTF, so sieht man, dass die Modulation im
ausgewerteten quasikonfokalen Bild bei der SIM mit Liniengitter stark von der Richtung der
Objektfrequenz relativ zur Richtung der Gitterfrequenz abhängt. Für alle möglichen Frequen-
zen innerhalb des Trägers der OTF ergibt sich so eine Modulationstransferfunktion, welche
in Abbildung 4.4 für das Gitter-, das Schachbrett-, und das hexagonale Muster gezeigt sind.
Man sieht deutlich, dass die MTF für die SIM mit Hexagonmuster theoretisch am wenigsten
richtungsabhängig ist.
4.2.3. Hexagonale SR-SIM in 2D
Analog zu dem in Abschnitt 3.3 beschriebenem Verfahren, kann auch mit hexagonaler SIM
mikroskopische Auflösung gesteigert werden. Im Falle der Auflösungssteigerung in zwei Di-
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(a) Liniengitter (b) Schachbrettmuster (c) Hexagonmuster
Abb. 4.4.: Berechnete MTFs für das quasikonfokale SIM Bildsignal.
mensionen (x, y) kann z.B. wie in [Hei99] ein inkohärent beleuchtetes Transmissionsmuster
zur Erzeugung der strukturierten Anregung verwendet werden. Dies würde bei einer Gitterfre-
quenz von νg = 1 (bzw. p = λ/NA) zu sieben Frequenzordnungen in jedem Phasenbild führen,
wodurch das in Abschnitt 4.2.1 beschriebene Verfahren zur Trennung der sieben überlagerten
Frequenzbänder in jedem Phasenbild benutzt werden kann.
Im Folgenden wird davon ausgegangen, dass das Transmissionsmuster wie in [Gus00b] kohä-
rent beleuchtet, und alle bis auf die ersten Beugungsordnungen ausgeblendet werden. Bei der
Wahl der Musterfrequenz von νg = 1, werden die sechs ersten Beugungsordnungen die Ob-
jektivpupille an ihrem Rand passieren. Diese sechs in der Fokusebene des Mikroskopobjek-
tivs interferierenden Beugungsordnungen führen dann insgesamt zu 19 Frequenzordnungen
in der Anregungsintensität (siehe Abbildung I.1). D.h. es werden auch insgesamt 19 überla-
gerte Frequenzbänder in jedem Rohbild enthalten sein. Das ist auch dann der Fall, wenn wie
in [Gus00a] ein kohärent beleuchtetes Phasenmuster zur Erzeugung der strukturierten Anre-
gungsintensität benutzt wird.
Für den Fall eines Transmissionsmusters, kann wie in Abschnitt 4.2.1 eine Kreisfunktion als
Grundmuster gewählt werden, wobei der Füllfaktor des Musters im Prinzip beliebig gewählt
werden kann.
Bei einem Phasenmuster werden die optischen Weglängen der das Muster beleuchtenden Wel-
len moduliert. Wie in Anhang J erläutert, sollte bei einem binären Phasenmuster, die optische
Weglängendifferenz der Mustermodulation gerade einer halben Welle entsprechen. Die so er-
zeugte Phasendifferenz ist somit gleich π. Wählt man zusätzlich – wie in Anhang J beschrie-
ben – einen zweidimensionalen Füllfaktor von F2 = 1/2 für das Phasenmuster, so wird die
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0. Beugungsordnung in der Intensität ausgelöscht. Aufgrund der in Anhang J beschriebenen
Fehler der Phasenmuster (Phasenstufe, Brechungsindex, Wellenlänge) wird die 0. Beugungs-
ordnung nie vollständig durch das Muster ausgelöscht. Daher ist es zweckmäßig im Falle von
SR-SIM in 2D die 0. Beugungsordnung z.B. mit einer Blende im Strahlengang zu blockie-
ren [Gus00b].
Es wird angenommen, dass das hexagonale Muster so orientiert ist, wie in Abbildung 4.3 ge-
zeigt. Wird das Musterbild in der Probe unter einem Winkel θ1 = 6,59◦ (relativ zur x-Achse)
verschoben, so können bei einer geeigneten Wahl des Verschiebebetrages |~∆| Rohbilder er-
zeugt werden, die mit einem optimal konditionierten Gleichungssystem ausgewertet werden
können. Zur Herleitung des Winkels θ1 für N = 19 siehe Anhang I.
4.2.4. Hexagonale SR-SIM in 3D
Entsprechend dem in Abschnitt 3.3.3 erläuterten Verfahren, kann SIM mit hexagonalen Mus-
tern auch für die Auflösungssteigerung in drei Dimensionen erweitert werden. Hierzu wird
ein wie in Anhang J beschriebenes Phasenmuster angenommen:Das hexagonale Beugungs-
muster hat eine nullte Beugungsordnung, deren Intensität etwa 80% der Intensität der ersten
Beugungsordnungen beträgt. Wie in [Gus08] beschrieben, führt das aufgrund der geringeren
Transmission bei größeren Winkeln durch das Mikroskopobjektiv dazu, dass die nullte und
die ersten Beugungsordnungen in etwa mit der gleichen Amplitude in der Objektebene des
Mikroskops interferieren. Wählt man auch hier wieder für die Musterfrequenz νg = 1, so pas-
sieren nur die nullte und die ersten Beugungsordnungen die Pupille des Mikroskopobjektivs.
Die Interferenz dieser sieben Beugungsordnungen führt wie in Abbildung 4.5 illustriert, zu
insgesamt 31 Frequenzordnungen. In einem Rohbild sind immer nur die lateralen Frequenz-
ordnugen sichtbar. Daher enthält ein Rohbild die Überlagerung von insgesamt 19 Frequenz-
bändern. Die detektierte Intensität im m−ten Phasenbild lässt sich analog zu Gleichung (3.30)
schreiben:
Idet.m (x, y, z) =
9∑
n=−9
$
d3x′ hem.(~x − ~x′) · Iexc.‖,n (z − z′)
︸                         ︷︷                         ︸
hn(~x−~x′)
S (~x′)Iexc.⊥,m,n(x
′, y′) (4.46)
Für mehrere Phasenbilder m wird aus Gleichung (4.46) ein lineares Gleichungssystem mit 19
Unbekannten. Daraus folgt, dass der in Anhang I hergeleitete Winkel θ1 = 6,59◦ als Verschie-
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berichtung für dreidimensionale hexagonale SR-SIM geeignet ist. Anders als bei der SIM mit
Gitter, ist hier keine Drehung des Musters notwendig, da jedes detektierte Phasenbild Fre-
quenzbänder enthält, welche in insgesamt 6 Raumrichtungen frequenzverschoben sind.
Allerdings ist bei linearer Polarisation zu erwarten, dass die verschiedenen Modulationen der
Frequenzen n in der Probe nicht alle gleich sein werden. Zum Einfluss der Polarisation sie-
he Anhang K. Wie in Abschnitt 3.3.2 beschrieben, können die unterschiedlichen Modula-
tionen der Frequenzen bei der Überlagerung der Frequenzbänder berücksichtigt werden. Ein
kleinerer Wert für die Modulation führt allerdings zu einem schlechteren Signal-zu-Rausch-
Verhältnis in der Auswertung (siehe dazu Abschnitt F).
Wie in Anhang K.5 beschrieben, können die Grundfrequenzen der Anregungsintensität bei
b b
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Ĩ(kx, ky)
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Abb. 4.5.: Die Frequenzen des hexagonalen Musters in drei Dimensionen.
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hexagonaler SR-SIM in einen vom Defokus z abhängigen und einen von z unabhängigen An-
teil zerlegt werden. Auf diesebe Weise können gemäß Gleichung (K.15) auch die Moduala-
tionen mn zerlegt werden:
mn = m
(z)
n + m
(0)
n
Entsprechend Gleichung (3.25) kann man die Anregungsintensität im m−ten Phasenbild Iexc.m
folgendermaßen schreiben:
Iexc.m (x, y, z) = I0ℜ

1 +
∑
n,0
[m(0)n + m
(z)
n cos(k
(n)
z z)]e
i~k(n)⊥ ~x⊥e−iα
(n)
m

 =
= I0ℜ

1 +
∑
n,0
[1 +
m(z)n
m(0)n
cos(k(n)z z)]
︸                   ︷︷                   ︸
Iexc.‖,n (z)
m(0)n e
i~k⊥~x⊥e−iα
(n)
m
)
(4.47)
Auf Gleichung (4.47) folgt für die Fouriertransformierte des axialen Anregungsprofils Ĩexc.‖,n :
Ĩexc.‖,n ∝ δ(kz) +
1
2
m(z)n
m(0)n
[δ(kz − k(n)z ) + δ(kz + k(n)z )]
Daraus folgt für die effektive OTF der n−ten Frequenzordnung On(~k):
Oem.n (~k) = O
em.(~k) ∗ Ĩexc.‖,n (kz) = Oem. ∗ (δ(kz) +
1
2
m(z)n
m(0)n
[δ(kz − k(n)z ) + δ(kz + k(n)z )]) (4.48)
Für die SIM Auswertung heißt das, dass bei Berücksichtigung der Polarisation die Modulatio-
nen mn in dem linearen Gleichungssystem zur Lösung der Frequenzbänder (siehe z.B. Glei-
chung (3.18)) durch m(0)n ersetzt werden müssen, und dass die OTFs O
em.
n (~k) aus Gleichung
(4.48) bei der Überlagerung der Frequenzbänder (siehe z.B. Gleichung (3.23)) verwendet
werden müssen.
4.3. Fehlerfortpflanzung bei quasikonfokaler 2D-SIM
Im Fall der quasikonfokalen SIM ist das Signal zu Rausch Verhältnis näherungsweise gegeben
durch die in der Probe erreichte Mustermodulation mn, das gemessene Ausserfokussignal I(0),
das gemessene Infokussignal I(n) und die gesamte Belichtungszeit T für die N Rohbilder:
SNR(I(n)) ≈ mn
2
I(n)
σ(I(0))
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Bei Verwendung zweidimensionaler Muster mit dem in den Abschnitten 4.1 und 4.2 beschrie-
benen Verschiebewinkeln, geht auch der Fehler der Orientierung des Musters relativ zu dem
Verschiebevektor ~∆ in die Auswertung mit ein.
Ist der Orientierungsfehler bekannt, so kann er in der Auswertung berücksichtigt werden. In
dem Fall geht die Spektralnorm der Mischmatrix ||Â||2 in das SNR mit ein:
SNR(I(n)) ≈ mn
2
I(n)
||Â||2σ(I(0))
(4.49)
Wird der Orientierungsfehler nicht in der Auswertung berücksichtigt, können bei zu großen
Orientierungsfehlern Artefakte in den ausgewerteten Bildern auftreten. Typischerweise sollte
der Orientierungsfehler im Experiment nicht größer sein als etwa 0, 1◦. Für eine detailliertere
Herleitung der obigen Gleichungen und Erklärung siehe Anhang E.
4.3.1. Vergleich der SNR für Linien- und Hexagonmuster bei
inkohärenter quasikonfokaler SIM
Für einen Vergleich des Signal-zu-Rausch-Verhältnisses von Strichgitter- und Schachbrett
bzw. Hexagon SIM wird angenommen, dass
• die gesamte detektierte Lichtmenge
• die Struktur-Perioden der verwendeten Musters
• die verwendete Kamera
• die mikroskopische Probe
• die Mikroskopoptik
in jedem Fall dieselbe ist. Falls obige Bedingungen erfüllt sind, sind für einen Vergleich des
SNR der ausgewerteten Signale I(n) nach Gleichung (E.8) nur die in der Probe erzeugten
Modulationen mn der jeweiligen Muster enscheidend. Im Folgenden wird angenommen, dass
die Musterfrequenz in etwa einem Wert von ν = 1 hat, d.h. p ≈ λ/NA .
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Gitter
Bei einer inkohärenten Abbildung des SIM-Musters auf die Probe, sind die Modulationen
mn gegeben durch das Produkt der n-ten Fourierkoeffizenten des verwendeten Musters und
dem entsprechenden Wert der OTF bei dieser Frequenz. Bei der kohärenten Abbildung eines
Transmissionsmusters auf die mikroskopische Probe, können alle Beugungsordnungen des
Musters, die die Pupille passieren können (vgl. Abschnitt 2.4) zur Bildentstehung in der Pro-
be beitragen. Es genügt also in jedem Fall, die Absolutbeträge der Fourierkoeffizienten der
Muster zu vergleichen. Im inkohärenten Fall entsprechen die Fourierkoeffizenten des Musters
den Fourierkoeffizenten der Intensität in der Ebene des Musters.
Im kohärenten Fall wird die Amplitude in der Ebene des Transmissionsmusters betrachtet,
wobei wie in Abschnitt 2.4 beschrieben, diejenigen Raumfrequenzen der Amplitude zur Bild-
entstehung in der Probe des Mikroskops beitragen, welche die Pupille des Mikroskopobjek-
tivs passieren können. Wie in Abschnitt 2.4.5 erläutert, ist das Raumfrequenzspektrum der
Intensitätsverteilung in der Probe durch die Autokorrelation dieser Amplitudenfrequenzen
gegeben, d.h. die Intensität enthält 5 Raumfrequenzen. Am Beispiel des Liniengittermusters
in Gleichung (2.45) sieht man, dass nur die Modulationen erster Ordnung m±1 in z-Richtung
abfallen, d.h. nur die Frequenzbänder D(±1)(~x) sind konfokal bzw. quasikonfokal. Um alle 5
in der Intensität eines Rohbilds enthaltenen Frequenzbänder sauber zu trennen sind 5 Phasen-
bilder für das Liniengitter notwendig, wobei aber nur 2 dieser Bänder ein konfokales Signal
enthalten. Aus diesem Grund wird bei der quasikonfokalen SIM meist inkohärentes Licht zur
Anregung benutzt. Bei der Verwendung von LASERn zur quasikonfokalen SIM, werden ro-
tierende Streuscheiben [Nei00] benutzt damit sich Interferenzanteile der Anregungsintensität
zeitlich heraus mitteln, um eine (quasi-)inkohärente Abbildung des Musters auf die Probe zu
erreichen.
Wie in Abschnitt 3.2 beschrieben lassen sich die SIM Muster als Faltung eines Grundmusters
mit einem rein periodischen Muster beschreiben (siehe Gleichung (3.6)). Daher hängen die
Beträge der Fourier-Koeffizienten der Anregungsintensität ausschließlich von der Wahl des
Grundmusters G(~x) ab. Bei einem Liniengitter ist das Grundmuster üblicherweise eine Recht-
ecksfunktion: G(x) = rect(2x/d)
Die Fourier-Transformierte der Funktion G̃(k) ist proportional zu sinc(nπF), wobei F der
Füllfaktor des Rechtecksgitters ist (F = d/p). Üblicherweise wird für den Füllfaktor des Li-
niengitters F = 1/2 gewählt, da für diese Wahl alle Beugungsordnungen bei denen n gerade
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ist ausgelöscht werden. Für diese Wahl erhält man bei inkohärenter Beleuchtung für das Ver-
hältnis der Fourier-Koeffizienten erster und nullter Ordnung ein Wert von
m1
2
=
c1
c0
= sinc
(
π
2
)
=
2
π
≈ 0.637 .
Bei kohärenter Beleuchtung ergeben sich die Fourierkoeffizienten der Intensität durch die
Autokorrelation der Frequenzen der Amplitude, d.h. im Fall des Liniengitters erhält man:
c0 = sinc
(
π
2
)2
+ sinc
(
π
2
)2
= 1 + 2 · (2/π)2 ≈ 1, 81
c±1 = 1 · sinc
(
π
2
)
+ sinc
(
π
2
)
· 1 ≈ 1.27 ⇒
c±2 = sinc
(
π
2
)2
≈ 0, 4053
m±1
2
=
c±1
c0
≈ 0, 70
m±2
2
=
c±2
c0
≈ 0, 224
Schachbrett
Für das Schachbrett wird – wie in Abschnitt 4.1 – beschrieben eine zweidimensionale Recht-
eckfunktion für das Grundmuster gewählt:
G(~x) = rect
(
2x
ℓs
)
rect
(
2y
ℓs
)
Bei eindimensionalen Mustern ist der Füllfaktor definiert durch das Verhältnis der Breite des
Grundmusters ℓs zur Periode des Musters p. Dementsprechend wird der eindimensionale Füll-
faktor F1 =
ℓs
p für das Schachbrettmuster definiert und beträgt F1 =
1√
2
≈ 0.7.
Das Verhältnis aus transmittierender Fläche zur Gesamtfläche wird als zweidimensionaler
Füllfaktor F2 bezeichnet:
F2 :=
+∞
!
−∞
dxdyS(x, y)
+∞
!
−∞
dxdy
=
1
2
Die Verhältnisse der Beträge der Fourier-Koeffizienten 1-ter und 0-ter Ordnung der Intensität
sind mit inkohärenter Beleuchtung beim Schachbrettmuster daher gegeben durch
m±(1,2)
2
=
c±(1,2)
c0
= sinc
(
kx
ℓs
2
)
sinc
(
ky
ℓs
2
)
= sinc
(
π√
2
F
)2
= sinc
(
π
2
)2
=
(
2
π
)2
≈ 0, 41 .
Aufgrund der Tatsache, dass die zwei Lösungen, die den beiden Grundfrequenzrichtungen
des Schachbrettmusters entsprechen zwei unabhängige Messungen der Infokus Emission dar-
stellen, reduziert eine Mittelung der beiden Lösungen die Varianz um einen Faktor 2. D.h.
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dass eine Mittelung dieser beiden unabhängigen Messungen im Vergleich zum Liniengitter
aufgrund von 2
(
2
π
)2 ≈ 1.274 · 0.673 zu einem um etwa
√
1.274 ≈ 1, 13 größerem SNR im
quasikonfokalen Bild führt.
Bei kohärenter Beleuchtung erhält man durch die Autokorrelation der Amplitudenfrequenzen
c0 = 1
2 + 4 · 0, 412 ≈ 1, 67
c±1 = c±2 = 1 · 0, 41 + 0, 41 · 1 ≈ 0, 82 ⇒
c±3 = c±4 = 0, 41
2 ≈ 0, 17
m±(1,2)
2
=
c±(1,2)
c0
≈ 0, 49
m±(3,4)
2
=
c±(3,4)
c0
≈ 0, 10
Auch hier können die quasikonfokalen Bilder I(1) und I(2) gemittelt werden. Daher erhält man
beim Schachbrettmuster mit kohärenter Beleuchtung ein SNR, das etwa
√
1, 4 ≈ 1, 2 mal
größer ist als beim Liniengitter.
Hexagon
Beim hexagonalen Muster wurde für das Grundmuster ein Kreis mit Radius R gewählt:
circ
(
~r
2R
)
:=



1, falls |~r| ≤ R
0, sonst
Der eindimensionale Füllfaktor beim hexagonalen Muster ist gegeben durch F1 = 2R/p. Die
im Muster enthaltenen Frequenzen werden durch die Fouriertransformierte der Kreisfunktion
apodisiert. Diese ist gegeben durch
2
J1(|~k|R)
|~k|R)
= 2
J1(|~k|F1 p2 )
|~k|F1 p
2
(4.50)
Analog zum Gitter- und Schachbrettmuster, wird für den Füllfaktor ein Wert gewählt, für den
die zweiten Frequenzordnungen eliminiert werden. Die Beträge der Grundfrequenzen beim
Hexagon sind |~k| = 2π/p. Der nächst größere Frequenzbetrag, der im Raumfrequenzspektrum
des hexagonalen Musters enthalten ist, ist gerade |~k| =
√
3 · 2π/p. Eingesetzt in (4.50) ergibt
das folgende Bedingung für den Füllfaktor F1:
2
J1(πF1
√
3)
πF1
√
3
!
= 0
Die Besselfunktion erster Art erster Ordnung J1(x) hat ihre erste Nullstelle bei x ≈ 1, 22π
(vgl. Abbildung 2.3). Daraus folgt
F1 =
1.22√
3
≈ 0, 7 .
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Dieser Wert von F1 entspricht in etwa einem zweidimensionalem Füllfaktor von F2 ≈ 13 .
Für die Grundfrequenz ergibt sich bei dieser Wahl von F1 eine ein Verhältnis der Fourierko-
effizienten erster Ordnung und nullter Ordnung
m±(1,2,3)
2
=
c±(1,2,3)
c0
= 2
J1(0, 7π)
0.7π
≈ 0, 5057
Jede der Lösungen (4.41) - (4.43) hat also ein Signal-zu-Rausch-Verhältnis, welches etwa
√
0.5057
2/π ≈ 89, 13% des SNR bei Verwendung eines Linienmusters entspricht. Mittelung über
alle drei Lösungen führt auf ein SNR, das um einen Faktor
√
3 · 0, 8913 ≈ 1, 54 größer ist als
im Fall des Strichgitters. Der relative Fehler bei quasikonfokaler inkohärenter SIM ist daher
bei Verwendung hexagonaler Muster um einen Faktor 0, 65 kleiner als bei Verwendung von
Linienmustern. Im Fall kohärenter Beleuchtung ergibt die Autokorrelation der Frequenzen
der Amplitude:
c0 = 1
2 + 6 · 0, 50572 ≈ 2, 53
c±1 = c±2 = c±3 = 2 · 1 · 0, 5057 + 2 · 0, 50572 ≈ 1, 52 ⇒
c±4 = c±5 = c±6 = 2 · 0, 50572 ≈ 0, 51
c±7 = c±8 = c±9 = 0, 50507
2 ≈ 0, 26
m±(1,2,3)
2
=
c±(1,2,3)
c0
≈ 0, 60
m±(4,5,6)
2
=
c±(4,5,6)
c0
≈ 0, 20
m±(7,8,9)
2
=
c±(7,8,9)
c0
≈ 0, 10
Eine Mittelung der drei unabhängigen quasikonfokalen Bilder I(1), I(2) und I(3) reduziert die
Varianz des SIM Bildes um ein Drittel. Das SNR ist daher im Vergleich zum Liniengitter bei
hexagonaler kohärenter Beleuchtung um einen Faktor von
√
2, 57 ≈ 1, 60 größer.
4.4. Fehlerfortpflanzung bei Superresolution SIM
Im Fall von Superesolution SIM ist das SNR für das rekonstruierte Objekt als Funktion der
Raumfrequenz ~k gegeben durch:
S NR[S̃ (~k)] ∝ 1
||Â||2
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
O∗(~k + ~k(n))D̃(n)(~k + ~k(n))
〈
Var[I(0)(~x)]
〉
~x
√
1 + 2
⌊ N2 ⌋∑
n=1
4
m2n
|On(~k + ~k(n))|2
(4.51)
Wie im quasikonfokalen Fall, hängt das SNR vom detektierten Signal der Bänder D̃(n)(~k+~k(n)),
vom Rauschen des detektierten Ausserfokussignals Var[I(0)] und damit auch von der gesamten
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Belichtungszeit T über alle Rohbilder, der in der Probe erreichten Mustermodulationen mn
und der Spektralnorm der Mischmatrix ||Â||2 ab. Zur Herleitung von Gleichung (4.51) siehe
Anhang F.
4.4.1. Vergleich des Signal-zu-Rausch-Verhältnisses für Liniengitter-
und Hexagonale SR-SIM
Beim Vergleich des Signal-zu-Rausch-Verhältnisses von SR-SIM mit Liniengitter bzw. Hexa-
gon ist folgendes zu beachten:
• Beim Hexagon werden insgesamt Nh = 19 Rohbilder für jede z−Position gespeichert.
• Beim Liniengitter werden je 5 Rohbilder für 3 Orientierungen des Linienmusters, d.h.
insgesamt Ng = 15 Rohbilder gespeichert.
Wenn man annimmt, dass die Gesamtbelichtungszeit für Liniengitter bzw. für hexagonale
Muster gleich ist, so ist die Belichtungszeit für ein Liniengitter-Rohbild τg um einen Faktor
19/15 größer als die eines hexagonalen Rohbilds:
Ng · τg = Tg = Th = Nh · τh
⇒ τg =
19
15
τh .
Daraus folgt, dass die Amplituden der unbekannten Frequenzbänder D̃(n)(~k) = On(~k)S̃ (~k−~k(n))
für alle Frequenzen n beim Liniengitter um einen Faktor 19/15 größer sind als beim Hexa-
gon, d.h. auch die Werte des rekonstruierten Objekts sind dann im Fall des Liniengitters um
einen Faktor 19/15 größer als beim hexagonalen Muster. Im Fall eines Poisson-verteilten
Rauschens ist daher auch die Varianz beim Liniengitter um einen Faktor 19/15 größer als
beim hexagonalen Muster bzw. ist der relative Fehler in einem einzelnen Rohbild aufgrund
der größeren Belichtungszeit beim Linienmuster um einen Faktor
√
15/19 kleiner als beim
Hexagonmuster. Werden die Signale von Hexagon- und Linienmuster SIM auf den gleichen
Wert skaliert, so gilt für die mittleren Varianzen von Hexagonmuster
〈
Var[i(0)Hex(~x)]
〉
~x
und Li-
nienmuster
〈
Var[iLin(~x)]
〉
~x:
〈
Var[i(0)Lin(~x)]
〉
~x
=
15
19
〈
Var[i(0)Hex(~x)]
〉
~x
Bei der SR-SIM mit Linienmuster wird für jede Orientierung d des Linienmusters ein Glei-
chungssystem mit 5 Unbekannten gelöst bzw. gehen in die Berechnung jedes Frequenzbandes
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insgesamt 5 Bilder ein. Die Matrixnorm der Matrix Â beträgt daher im Fall des Liniengitters
||Â||22 = 1/5. Bei der SR-SIM mit hexagonalen Mustern wird das Gleichungsystem für alle
19 Unbekannten gelöst, d.h. es gehen zur Berechnung jedes Frequenzbandes alle gemessenen
19 Bilder ein. Dementsprechend beträgt die Matrixnorm im Fall des hexagonalen Musters
||Â||22 = 1/19. Eingesetzt in Gleichung (F.4) ergibt sich schließlich für die Varianzen des re-
konstruierten Objekts für Linien- bzw. Hexagonmuster:
Var[S̃ Hex(~k)] =
1
19
1
(2π)D
〈
Var[i(0)Hex(~x)]
〉
~x
∣
∣
∣
∣
∣
∣
9∑
n=−9
|On(~k + ~k(n))|2 + ǫ2
∣
∣
∣
∣
∣
∣
2

|O0(~k)|2 + 2
9∑
n=1
4
m2n
|On(~k + ~k(n))|2

 (4.52)
Var[S̃ Lin(~k)] =
1
5
1
(2π)D
15
19
〈
Var[i(0)Hex(~x)]
〉
~x
∣
∣
∣
∣
∣
∣
∑3
d=1
2∑
n=−2
|On(~k + n~k(d)g )|2 + ǫ2
∣
∣
∣
∣
∣
∣
2
3∑
d=1

|O0(~k)|2 + 2
2∑
n=1
4
m2d,n
|On(~k + n~k(d)g )|2

 =
=
3
19
1
(2π)D
〈
Var[i(0)Hex(~x)]
〉
~x
∣
∣
∣
∣
∣
∣
3∑
d=1
2∑
n=−2
|On(~k + n~k(d)g )|2 + ǫ2
∣
∣
∣
∣
∣
∣
2

3|O0(~k)|2 + 2
3∑
d=1
2∑
n=1
4
m2d,n
|On(~k + n~k(d)g )|2


(4.53)
Die Grundfrequenz des Liniengitters in der Orientierung d ∈ {1, 2, 3} wird wie in Abschnitt
3.3 mit ~k(d)g bezeichnet, ~k
(n) bezeichnet wie in Abschnitt 4.2.1 die Frequenzen des hexago-
nalen Musters. Die Modulationen des Liniengitters md,n bzw. des hexagonalen Musters mn
hängen sowohl von den Amplituden der interferierenden Wellen in der Probe als auch von
der Polarisation der interferierenden Wellen ab. Im Folgenden wird wie in Abschnitt 2.4.5
angenommen, dass die Amplituden der interferierenden Beugungsordnungen für alle Beu-
gungsordnungen gleich ist, d.h. die ersten Beugungsordnungen haben in der Probe diesel-
be Amplitude wie die nullte Beugungsordnung. Diese Annahme ist bei den in dieser Arbeit
verwendeten Phasenmustern (vgl. Anhang J) gegeben. Die Werte der Modulation der n−ten
Frequenzordnung mn bzw. md,n der Anregungsintensität werden gemäß
mn =
2cn
c0
berechnet, wobei die cn (wie z.B. in den Gleichungen (2.48) - (2.50)) die Fourierkoeffizienten
der Anregungsintensität sind.
In Abbildung 4.6 sind logarithmische Darstellungen der Varianzen von SR-SIM (Gleichung
(4.52)) mit hexagonalen Mustern und Linienmustern (Gleichung (4.53)) sowie deren Diffe-
renz für die Ebene kz = 0 im Fourierraum gezeigt. Der Beitrag
〈
Var[i(0)Hex(~x)]
〉
aus Gleichungen
(4.52) und (4.53) wurde vernachlässigt, da er zum Vergleich irrelevant ist. Man sieht, dass sich
93
4. Strukturierte Beleuchtung mit zweidimensionalen Mustern
die Varianzen in beiden Fällen unterschiedlich auf den Fourierraum verteilen. Bei der SR-SIM
mit Liniengittern erhält man – wie zu erwarten – kleienere Varianzen für die Frequenzen in-
nerhalb des Trägers des 0. Frequenzbandes, d.h. für die Frequenzen innerhalb der klassischen
OTF O0(~k) ohne Auflösungssteigerung.
Bei der Rücktransformation von S̃ (~k) in den Ortsraum bleibt das Integral bzw. die Summe
über die Varianzen erhalten. Für die Integrale der Varianzen gilt:
#
d3k Var[S̃ Hex(~k)]
#
d3k Var[S̃ Lin(~k)]
=
#
d3x Var[S Hex(~x)]
#
d3k Var[S Lin(~x)]
≈ 0, 2075 (4.54)
Das bedeutet, dass der mittlere zu erwartende Fehler des rekonstruierten Objekts auf einem
Bildpunkt im Fall von hexagonaler SR-SIM etwa 0, 456 mal kleiner ist, als bei der SR-SIM
mit Liniengittern.
Berücksichtigt man die Polarisation der in der Probe interferierenden Lichtwellen, so erhält
man andere Werte für die in der Probe erreichten Modulationen mn, falls die elektrischen
Feldstärkevektoren nicht senkrecht auf der Meridionalebene stehen, welche durch die opti-
sche Achse und den Frequenzvektor ~kg bzw. ~k(n) des verwendeten Musters aufgespannt wird
(vgl. Anhang K). Bei Verwendung eines Linienmusters für die SIM ist es möglich die Polari-
sation an die jeweilie Orientierung des Musters anzupassen. Es gibt jedoch auch Arbeiten, bei
denen das Muster verdreht wurde, währen die Polarisationsrichtung der linearen Polarisation
invariant blieb wie z.B. in [O’H12].
Bei Verwendung eines hexagonalen Musters entfällt die Drehung des Musters. Bleibt die Po-
larisation des Anregungslichts während der Aufnahme der Rohbilder invariant, so erhält man
wie in Anhang K beschrieben inhomogene Anregungskontraste sowie geringere Werte der
Modulationen mn der Anregungsintensität. Die Fourierkoeffizenten der Anregungsintensität
im Fall linearer Polarisation sind Tabelle K.4 in Anhang K.4 aufgelistet.
Insgesamt sieht man aus den Gleichungen (F.4), (4.52) und (4.53), dass die erwarteten Vari-
anzen der berechneten Objektfrequenzen Var[S̃ (~k)] bei der SR-SIM von
• den in der Probe erreichten Modulationen mn
• der Matrixnorm ||Â||2
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Abb. 4.6.: Vergleich der Varianzen der SR-SIM mit hexagonalen Mustern und Liniengittern unter Vernach-
lässigung der Größe
〈
Var[i(0)Hex(~x)]
〉
in (4.52) und (4.53). Gezeigt ist jeweils die Varianz in der Ebene kz = 0.
a: Logarithmische Darstellung der Varianz des rekonstruierten Objekts mit hexagonaler SR-SIM. b: Loga-
rithmische Darstellung der Varianz mit Liniengitter SR-SIM. c: Differenz der Logarithmen der Varianzen von
hexagonaler und Liniengitter SR-SIM log10(Var[S̃ Hex(~k)]) − log10(Var[S̃ Lin(~k)]).
• der mittleren Varianz des unmodulierten (nicht-konfokalen) Signals < Var[i(0)(~x)] >~x
abhängt. Falls Â proportional zu einer unitären Matrix ist, hängt die Matrixnorm Â nur von
der Anzahl der Rohbilder ab, die in die Auswertung eingehen. Für eine Belichtungszeit von
τ für jedes Rohbild, kann der Faktor ||Â||22 = 1/N als Kehrwert der Gesamtbelichtungszeit
1/(Nτ) = 1/T interpretiert werden.
Nimmt man für den Messfehler eine Poisson-Verteilung an, so ist die mittlere Varianz des
unmodulierten Signals < Var[i(0)(~x)] >~x gegeben durch das Mittel der unmodulierten (nicht-
konfokalen) gemessenen Intensität < i(0)(~x) >~x. Hierbei kann man unterscheiden zwischen
SR-SIM in 2D (d.h. es wird nur eine Ebene der Probe aufgenommen und ausgewertet) und
SR-SIM in 3D:
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• Im 2D Fall trägt sowohl Ausser- als auch Infokus Emission zum Mittelwert der gemes-
senen Intensität< i(0)(~x) >~x bei. Je dicker die Probe, umso größer ist der detektierte Aus-
serfokus Anteil und umso größer wird der Wert von < i(0)(~x) >~x bzw. < Var[i(0)(~x)] >~x
in (F.4).
• Im 3D Fall wird ein Bildstapel aufgenommen, wobei die Summe über alle Intensitäts-
werte eines Bildes aufgrund der Energieerhaltung für jedes Bild denselben Wert ergibt.
Der Mittelwert des nicht-konfokalen Signals < i(0)(~x) >~x ist damit proportional zum
gesamten Signal, das von der Probe emittiert wird und hängt damit – wie im 2D-Fall –
hauptsächlich von der Dicke der Probe (und z.B. von der Farbstoffkonzentration in der
Probe) ab.
In beiden Fällen ist (genau wie bei der quasikonfokalen SIM) die Anwendbarkeit der struk-
turierten Beleuchtung in der Mikroskopie beschränkt durch die gesamte Dicke der Probe.
Umgekehrt lässt sich die Anwendbarkeit der SIM in der Mikroskopie steigern, indem Aus-
serfokusdetektion in jeder Ebene reduziert wird, d.h. indem ein Rohbild konfokal detektiert
wird. In dieser Arbeit wird die SIM-Mikroskopie mit hexagonalen Mustern mit spaltkonfoka-
ler Mikroskopie kombiniert um die Anwendung von SIM auf dicke Proben zu ermöglichen.
4.5. Kombination mit Spaltkonfokaler Mikroskopie
Wie in den Abschnitten E und F des vorangegangenen Kapitels erläutert, ist die größte experi-
mentelle Einschränkung sowohl bei quasikonfokaler als auch SR-SIM die begrenzte Proben-
dicke. Diese geht darauf zurück, dass das in den Rohbildern enthaltenes Ausserfokus-Signal
den Fehler im ausgewerteten Bild erhöht, bzw. anders gesagt bleibt in den ausgewerteten SIM-
Bildern ein Ausserfokus-Rauschen zurück.
Um daher den Anteil der detektierten Ausserfokus-Fluoreszenz zu reduzieren und damit die
maximale Probendicke bei der SIM zu vergrößern, wurde in dieser Arbeit SIM-Mikroskopie
mit spaltkonfokaler Mikroskopie kombiniert. Hierbei wird das Substrat mit dem hexagona-
len Phasen- bzw. Transmissionsmuster nicht flächig beleuchtet, sondern in Form einer Linie,
welche (senkrecht zur Linie) über das Muster bewegt wird. Dadurch entsteht das Beleuch-
tungsmuster in der Probe nicht für alle Punkte der Probe simultan, sondern das Muster wird
sukzessive in der Probe erzeugt.
Zur konfokalen Detektion der linienförmig angeregten Emission wird der Rolling-Shutter der
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Messkamera verwendet, d.h. die Bewegung der Linie in der Probe muss mit der Bewegung
des Rolling-Shutters synchronisiert werden.
4.5.1. Kohärente Bildentstehung periodischer Muster
Eine optische Abbildung mit kohärentem Licht kann wie in Abschnitt 2.4 beschrieben, durch
die Faltung der Amplitude in der Objektebene mit der in Abschnitt 2.1 definierten Amplituden-
PSF ha(~x) dargestellt werden (vgl Gleichung (2.33)).
Für die Abbildung des SIM-Musters auf die mikroskopische Probe heißt das, dass jeder Punkt
der Maske gemäß dem Huygensschen Prinzip als Lichtquelle/Anregung aufgefasst wird, wel-
che in ihrem zugehörigen Bildpunkt eine Amplitudenverteilung ha(~x) verursacht. Nimmt man
in der Objektebene für die Amplitude z.B. vereinfachend eine Summe aus diskreten Licht-
punkten, also einen Dirac-Kamm mit der Periode p an, so wird aus Gleichung (2.33)
U1(x1, y1) =
" ∞
−∞
dx0dy0
∞∑
m=−∞
δ(x0 − mp)ha(x1 − x0, y1 − y0) =
=
∞∑
m=−∞
ha(x1 − mp, y1)
Die Intensität im Bild ergibt sich aus dem Betragsquadrat der Amplitude U1(x1, y1):
I1(x1, y1) =
∣
∣
∣
∣
∣
∣
∣
∞∑
m=−∞
ha(x1 − mp, y1)
∣
∣
∣
∣
∣
∣
∣
2
=
∞∑
m=−∞
∞∑
n=−∞
ha(x1 − mp, y1)h∗a(x1 − np, y1)
=
∞∑
m=−∞
|ha(x1 − mp, y1)|2
︸               ︷︷               ︸
h(x1−mp,y1)
+
∞∑
m,n=−∞
m,n
ha(x1 − mp)h∗a(x1 − np) (4.55)
Die erste Summe in (4.55) entspricht dem inkohärenten Bild der Punktlichtquellen. Dement-
sprechend ist die zweite Summe der Anteil der Bildintensität, der durch die Interferenz der
Wellen im Bild entsteht. Bisher wurde die zeitliche Abhängigkeit der Amplituden ha(x1 −
mp, y1, t) unterdrückt. Im Integral über die Belichtungszeit ergibt sich aus (4.55):
I1(x1, y1) =
T
2∫
− T2
dt
∞∑
m=−∞
h(x1 − mp, y1, t) +
∞∑
m,n=−∞
m,n
T
2∫
− T2
dtha(x1 − mp, y1, t)h∗a(x1 − np, y1, t)
︸                                             ︷︷                                             ︸
∝Γmp,np(τ=0)
(4.56)
97
4. Strukturierte Beleuchtung mit zweidimensionalen Mustern
Der zweite Term in Gleichung (4.56) ist die Summe über die Kreuzkorrelationen der Amplituden-
PSFs und ihre Glieder stimmen bis auf einen konstanten Faktor mit den gleichzeitigen wech-
selseitigen Kohärenzfunktionen Γmp,np(τ = 0) (siehe Gleichung (2.9)) überein.
Die Bildintensität bei Abbildung eines periodischen Musters lässt sich also immer in einen
inkohärenten und einen auf Interferenz beruhenden kohärenten Anteil zerlegen. Tatsächlich
werden die in der SIM verwendeten Transmissionsmuster keine einzelnen Lichtpunkte er-
zeugen, sondern enthalten transmittierende und nicht-transmittierende Bereiche, wobei jeder
Punkt der transmittierenden Bereiche als Lichtquelle interpretiert werden kann. Bei den Pha-
senmustern kann jeder Punkt des Musters als Lichtquelle aufgefasst werden, wobei die durch
das Muster verursache Modulation der optischen Weglängenunterschiede berücksichtigt wer-
den muss.
Sowohl bei den Transmissions- als auch Phasenmustern kann man die Bildintensität in eine
Summe aus kohärenten und inkohärenten Anteil zerlegen. Bzgl. der Anregung bei der struk-
turierten Beleuchtung kann man drei Fälle unterscheiden
• Bei Verwendung eines Transmissionsmusters mit inkohärentem Licht, enthält die Bild-
intensität nur den inkohärenten Anteil.
• Bei Verwendung eines Transmissionsmusters mit kohärentem Licht, enthält die Bildin-
tensität sowohl den inkohärenten als auch den kohärenten Anteil, beide Anteile tragen
zur Intensitätsmodulation bei.
• Bei Verwendung eines Phasenmusters mit kohärentem Licht, trägt nur der kohären-
te Anteil zur Intensitätsmodulation im Bild bei. Der inkohärente Anteil entspricht der
konstanten Intensität, die man bei inkohärenter Abbildung des Phasenmusters erhalten
hätte.
4.5.2. Minimale Breite der Anregungslinie
In den in dieser Arbeit durchgeführten Messungen zur Auflösungssteigerung mit spaltkon-
fokaler SIM, wird eine Anregungs-Laser-Linie über ein Phasenmuster bewegt, wodurch eine
modulierte Anregsungslinie in der Probe entsteht. Die über die Bewegung der Linie aufinte-
grierte Anregungsintensität ergibt dann die effektive Anregung für ein SIM Phasenbild.
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Abb. 4.7.: Kontraste der integrierten Anregungsintensität als Funktion der Linienbreite σ, welche in Ein-
heiten der Hexagonperiode p gemessen wird. Eine minimale Linienbreite von etwa σ ≈ 1.6p ergibt eine
homogene und richtungsunabhängige Verteilung der Anregungskontraste C(~k(n)). Aus Symmetriegründen
stimmen die Kontraste von ~k(2),~k(3), sowie von ~k(4), ~k(5), und von ~k(8), ~k(9) jeweils überein.
99
4. Strukturierte Beleuchtung mit zweidimensionalen Mustern
Wie in Abschnitt 4.5.1 erläutert, kommt bei der Verwendung eines Phasenmusters für die SIM
jeglicher Kontrast in der Anregungslinie durch Interferenz zustande. Das bedeutet, dass die
Anregungslinie eine minimale Breite aufweisen muss, damit die in der Probe einfallenden
Wellen in allen Richtungen der (x/y)-Ebene interferieren können und in der integrierten In-
tensität einen möglichst richtungsunabhängigen Anregungskontrast erzeugen.
Zur Bestimmung der minimal notwendigen Breite der Anregungslinie wurde zur Beschrei-
bung der Linie eine Gauss-Verteilungsfunktion angenommen:
ILASER = Imax exp

−
1
2
(
(y − yl)
σ
)2
 = Imax exp

−4 ln(2)
(y − yl)2
d21/2

 ,
Imax ist die maximale Intensität der Linie, yl die Scanposition der Linie und d1/2 die volle
Halbwertsbreite der Anregungsline in y-Richtung (d1/2 = 2σ
√
2 ln(2)).
Die Kontraste der über die Scanbewegung der Linie aufintegrierten Anregungsintensitäten für
~k(1), ~k(2) und ~k(3) sind in Abbildung 4.7a) als Funktion der Linienbreite σ gezeigt. Die Breite
der Anregungslinie σ wird hier in Einheiten der Hexagon-Periode p gemessen. Man beachte,
dass die Kontraste von ~k(2) und ~k(3) aus Symmetriegründen den gleichen Verlauf haben.
Die entsprechenden Kontraste für die Frequenzen ~k(4), ~k(5), ~k(6) und ~k(7), ~k(8), ~k(9) sind in den
Abbildungen 4.7b) und c) gezeigt.
Aus Abbildung 4.7 sieht man, dass eine minimale Breite der Anregungslinie von etwa σ ≈
1, 6p eine homogene und richtungsungabhängige Verteilung der Kontraste der integrierten
Anregungsintensität ergibt.
Falls das SIM-Phasenmuster so gefertigt ist, dass alle ersten Beugungsordnungen dieselbe
Intensität haben wie die nullte Beugungsordnung, ist der theoretisch maximal erreichbare
Anregungskontrast einer Frequenz gegeben durch das Verhältnis aus der Zahl der Amplitu-
dendifferenzen die zu diesem Kontrast führt und der Gesamtzahl der Beugungsordnungen.
Siehe hierzu z.B. Abbildung 4.5: Vier Differenzvektoren in der Amplitude Ũ(kx, ky) (einge-
zeichnet als gelbe und grüne Pfeile) führen in der Intensität Ĩ(kx, ky) zur Frequenz ~k(1), wäh-
rend insgesamt 7 Beugungsordnungen interferieren. D.h. der theoretisch maximal mögliche
Anregungskontrast für ~k(1), ~k(2) und ~k(3) ist gerade 4/7 ≈ 0, 57. Für die Frequenzen ~k(4), ~k(5),
~k(6) ist der maximal mögliche Kontrast 2/7 ≈ 0, 29 und für ~k(7), ~k(8), ~k(9) 1/7 ≈ 0, 14.
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Abb. 4.8.: Hexagonale Frequenzordnungen im linienkonfokalen Mikroskop. Links: Amplitude der Anregung
Ũ(kx, ky) in der Pupille des Mikroskopobjektivs (eingezeichnet als Kreis). Die 6 ersten und die nullte Beu-
gungsordnung können die Objektivpupille passieren. Durch die linienförmige Anregung sind die Beugungs-
ordnungen in y-Richtung verbreitert. Rechts: Das Frequenzspektrum der Intensität Ĩ int mit dem Vektor der
Verschiebung ~∆.
4.5.3. Konfokalität bei hexagonaler linienkonfokaler SIM
Da der Kontrast der Anregungsintensität bei Verwendung eines Phasenmusters ausschließlich
durch die Interferenz der Beugungsordnungen zustande kommt, muss die Anregungslinie wie
im vorherigen Abschnitt 4.5.2 beschrieben eine minimale Breite aufweisen, um in der inte-
grierten Intensität Ĩint(~k) eine homogene Verteilung der Anregungskontraste zu erhalten.
Eine andere Möglichkeit die Situation zu beschreiben ergibt sich bei Betrachtung der Anre-
gungsamplitude Ũ(kx, ky) wie in Abbildung 4.8 links gezeigt: Durch die linienförmige Be-
leuchtung werden die hexagonalen Beugungsordnungen in der Richtung senkrecht zur Linie
(also in y-Richtung) verbreitert. Dadurch werden von den Beugungsordnungen in den 3 Rich-
tungen unterschiedliche Anteile durch die Pupille transmittieren, wenn die Linie zu schmal
gewählt ist. Dies führt in der integrierten Intensität Ĩint(~k) rechts in Abbildung 4.8 gezeigt zu
richtungsabhängigen Kontrasten. Der Effekt wird stärker, je schmäler die Linie gewählt wird.
Andererseits hängt die Konfokalität in einem linienkonfokalen Mikroskop (siehe Abschnitt
C.2) von der Breite der Anregungslinie und der Breite des Detektionsspaltes ab. Anders als
bei der Anregungslinie kann die Breite des Detektionsspaltes, die bei der verwendeten Rolling
Shutter Kamera die Belichtungszeit festlegt, im Prinzip beliebig klein gewählt werden.
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4. Strukturierte Beleuchtung mit zweidimensionalen Mustern
Abb. 4.9.: Die hexagonale Anregungslinie. Links: (x/y)-Schnitt der Anregungslinie. Rechts: entsprechender
(y/z)-Schnitt. Die weißen Linien stimmen miteinander überein.
Die Konfokalität einer linienkonfokalen SIM hängt vom Verlauf der Anregungskontraste der
integrierten Intensität Ĩint als Funktion von z ab. Im Fall einer flächingen Beleuchtung, wird
(siehe Abschnitt 2.4.5) das hexagonale SIM Muster aufgrund des Talbot-Effekts in mehreren
Ebenen entstehen. Die Zahl der Talbot-Ebenen wird durch die räumliche Kohärenz des Anre-
gungslasers beschränkt [Gus08]. Im Gegensatz zum Linienmuster, liegen die lokalen Maxima
der Talbot Ebenen genau an denselben Positionen wie in der Haupt-Fokus-Ebene.
Wie in Abbildung 4.9 gezeigt, führt der Symmetriebruch durch die linienförmige Beleuchtung
dazu, dass die lokalen Intensitätsmaxima des Musters in den defokussierten (Talbot-) Ebenen
zum Zentrum der Linie hin verschoben werden. D.h. die Lage der lokalen Intensitätsmaxima
hängen in den Talbot Ebenen (nicht in der Haupt-Fokus-Ebene) von der Position der Linie ab.
Wird die Linie über das Mustersubstrat bewegt, so führt das in diesen Ebenen daher zu sich
bewegenden Intensitätsmaxima. Als Folge daraus führt das in der integrierten Intensität Ĩint(~k)
zu einem reduzierten Musterkontrast in den Talbot-Ebenen und daher zu einer verbesserten
Konfokalität und z-Auflösung im Vergleich zu flächiger SIM.
Dies ist in Abbildung 4.10 illustriert, welche simulierte Anregungskontraste und Konfokali-
tätsfunktionen für flächige und hexagonale linienkonfokale SIM zeigt. Für die Wellenlänge in
der Simulation wurde λ = 488nm gewählt und für das Objektiv ein 63 × NA 1, 4 Ölimmer-
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Abb. 4.10.: Konfokalität bei hexagonaler linienkonfokaler SIM. (a) Simulierter Anregungskontrast als Funk-
tion von z für hexagonale linienkonfokale SIM (XL-SIM) und klassischer flächige SIM. (b) Entsprechende
Konfokalitätsfunktionen in logarithmischer Darstellung.
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sionobjektiv. Für die Breite des Dektektions-Spaltes (Rolling-Shutter) wurden 2 Hexagon-
Perioden eingestellt.
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5. Messungen – Quasikonfokale SIM
In diesem Kapitel werden die durchgeführten Messungen zur quasikonfokalen SIM beschrie-
ben und ihre Ergebnisse behandelt. Da bei quasikonfokaler SIM mit Schachbrettmuster einer-
seits schlechteres SNR (vgl. Abschnitt 4.3.1) und andererseits größere Richtungsabhängigkeit
(vgl. Abschnitt 4.2.2) als bei Verwendung hexagonaler Muster zu erwarten ist, beschränken
sich die Messungen mit Schachbrettmuster auf einen qualitativen Machbarkeitstest. Bei he-
xagonaler SIM wurde zusätzlich die Richtungsabhängigkeit des quasikonfokalen Signals und
die Konfokalität untersucht. In sämtlichen Messungen in diesem Abschnitt wurde eine inko-
härente Lichtquelle, der Polychrome V monochromator und die iMic-Mikroskopplattform der
Firma TILL Photonics verwendet.
5.1. SIM mit Schachbrettmuster
Abbildung 5.1(a) zeigt zeigt ein einzelnes von insgesamt 5 Phasenbildern, 5.1(b) zeigt ein
gemäß (4.24) berechnetes quasikonfokales Bild. Die Periode des Musters in der Probe be-
trug etwa 5µm, die Wellenlänge des Anregungslichtes in etwa λ = 488nm. Das Bild des
Phasenmusters wurde durch einen galvanometrischen Scanspiegel, der sich im Strahlengang
zwischen Mustersubstrat und der Anregungstubuslinse befand in der Probe verschoben. Zur
Kalibration der Verschiebungen wurde eine dünne Farbstoffschicht verwendet.
5.2. SIM mit Hexagonmuster
Für einen qualitativen Test der Machbarkeit von quasikonfokaler SIM mit hexagonalen Mus-
tern, wurde ein 60 × NA1, 45 Ölimmersionsobjektiv und eine Anregungswellenlänge von
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(a) Eins von insgesamt 5 gemessenen Rohbildern mit dem auf die Probe
abgebildeten Schachbrettmuster.
(b) Quasikonfokales SIM Bild, berechnet mit Gleichung (4.24)
Abb. 5.1.: Vergleich zwischen einem einzelnen Phasenbild in (a) und einem quasikonfokalem Bild in (b).
Man kann sehen, dass die berechneten Intensitätswerte in (b) dem Kontrast des Schachbrettmusters in (a)
entsprechen. Die benutzte Probe ist eine Löwenzahnwurzel. Das verwendete Objektiv war ein 20×NA 0, 7
Wasserimmersionsobjektiv von der Firma Olympus (UAPO 20XW3/340).
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λ = 491nm verwendet. Abbildung 5.2 zeigt sowohl eines von 7 Rohbildern als auch ein ausge-
wertetes SIM Bild. Die Periode des Hexagonmusters in der Probe betrug bei dieser Messung
etwa p ≈ 400nm, was bei dem verwendeten Objektiv einer normalisierten Musterfrequenz
von ν ≈ 1 entspricht. Auch hier kann man sehen, dass der lokale Kontrast des Hexagon-
musters auf der Probe in (a) mit dem ausgewerteten SIM Signal in (b) übereinstimmt.
Zusätzlich kann man qualitativ an Abbildung 5.2 einen für SIM typischen Effekt erkennen:
An den Bereichen des Bildfeldes, an dem viel unmoduliertes (d.h. Ausserfokus-) Signal ge-
messen wurde (z.B. oben links bis zur Mitte oder unten), bleibt im SIM Bild das Rauschen
des Gesamtsignals übrig (vgl. dazu z.B. Gleichung (E.8)).
5.2.1. Richtungsabhängigkeit des quasikonfokalen Signals
Abbildung 5.3 zeigt den Vergleich eines quasikonfokalen mikroskopischen SIM Bildes mit
Liniengitter und Hexagonmuster. Für die Aufnahmen wurde ein 10×NA 0, 3 Luftimmersions-
objektiv an der iMic Plattform der Firma Till Photonics verwendet. Bei der verwendeten Probe
handelt es sich um Maiglöckchenzellen (convallaria majalis L.). Der Vergleich zeigt deutlich,
dass die Frequenzanteile des Objekts in Übereinstimmung mit der theoretischen Erwartung
(vgl. Abschnitt 4.2.2) bei hexagonaler SIM weit weniger richtungsabhängig in das ausge-
wertete SIM Bild eingehen. Die Vorzugsrichtung in Abbildung 5.3(a) entspricht gerade der
Frequenzrichtung des verwendeten Liniengitters.
5.2.2. Messung der Konfokalitätsfunktion
Wie in Abschnitt 3.1.1 beschrieben, kann die Konfokalitätsfunktion am einfachsten vermes-
sen werden, indem man einen z-Stapel durch eine möglichst dünne, homogen fluoreszierende
Farbstoffschicht aufnimmt.
Die verwendeten Farbstoffschichten wurden hierbei durch Schleuderbeschichtung hergestellt:
2 ml 1% PMMA in CHCl3 wurden mit 40µl 10−6mol/l Perylen-Diimid-Lösung in CHCl3 ver-
mischt. Ein einzelner Tropfen von etwa 8 µL wurde auf ein sich mit 2000 rpm drehendes
Deckglas (Zeiss #1.5) aufgebracht. Die Probe wurde anschließend mit UV-Kleber NOA63
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(a) Eines von insgesamt 7 Phasenbildern entsprechend Gleichung (4.31).
Der eingezeichnete Maßstab ist 2µm.
(b) Ausgewertetes SIM Bild, welches als Mittel von I(1)s , I
(2)
s und I
(3)
s in Glei-
chungen (4.41), (4.42) and (4.43) berechnet wurde.
Abb. 5.2.: Quasikonfokale hexagonale SIM. Die verwendete Probe ist ein FluoCells R© Prepared Slide #3 der
Firma Invitrogen. Das verwendete Objektiv ist ein 60 × NA 1, 45 Ölimmersionsobjektiv der Firma Olympus.
Die Hexagonperiode p in der Probe beträgt etwa 400nm.
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(a) Liniengitter SIM (b) Hexagonmuster SIM
Abb. 5.3.: Vergleich der quasikonfokalen Bilder und der Absolutbeträge ihrer Fouriertransformierten.
am Objektträger versiegelt.
Wie in Abschnitt 3.1.1 beschrieben, stimmt das Intensitätsprofil, das man für jeden Bild-
punkt (x, y) als Funktion von z erhält, mit der KonfokalitätsfunktionK überein. In Abbildung
5.4 ist ein entsprechender SIP-Chart [Bra04] gezeigt: Hierbei wurde ein 60 × NA 1, 45 Öl-
immersionsobjektiv der Firma Olympus verwendet und ein z-Stapel mit einem Abstand von
100nm zwischen den Ebenen aufgenommen. Die gewonnenen Bilder werden mittels Binning
verkleinert das Intensitätsprofil als Funktion von z wird für jeden Bildpunkt des verkleinerten
Bildes an das Gaußsche Modell
I(z) = I0 + Imax exp


−4 ln 2(zes·z − zmax)2
d21/2


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Abb. 5.4.: SIP-Chart für SIM mit hexagonalem Muster einer Periode von 400nm in der Probe und einem
63 × NA 1, 45 Ölimmersionsobjektiv. Die Einheiten der Feld- bzw. z-Positionen sind µm.
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Abb. 5.5.: Die Funktion η(z) für den Bildstapel aus Abbildung 5.4.
gefittet. I0 ist der konstante Untergrund, Imax die maximale Intensität, zmax die z-Position der
maximalen Intensität, d1/2 die Halbwertsbreite der Intensität und die dimensionslose Variable
s der sogenannte skew1-Faktor, der die Asymmetrie der Intensitätsverteilung um z0 charak-
terisiert [Wei08]. Die Halbwertsbreite (FWHM) der Intensitätsverteilung über das Bildfeld
beträgt bei dem gezeigten SIP-Chart (300 ± 20, 6)nm.
Itotal in Abbildung 5.4 ist die über z integrierte Intensität und der Plot in der Mitte unten in Ab-
bildung 5.4 zeigt 5 Intensitätsprofile für Bildpunkte links oben (UL), links unten (LL), rechts
oben (UR), rechts unten (LR) und in der Mitte (M) des Bildfeldes. Die in [Wil11] definierte
Funktion η(z) (vgl. Gleichung (3.5)) für den SIP-Chart aus Abbildung 5.4 ist in Abbildung
5.5 für dieselben Bildpunkte gezeigt. Zum Vergleich ist der theoretische Verlauf von η(z) für
das verwendete Objektiv (vgl. Abb. B.1) eingezeichnet.
Insgesamt kann man sagen, dass SIM sowohl mit Schachbrett- als auch mit Hexagonmustern
unter Verwendung der in Abschnitten 4.1 und 4.2 beschriebenen Verschiebewinkel funktio-
niert und dass die optische Transferfunktion von hexagonaler SIM deutlich weniger rich-
tungsabhängig ist, als bei SIM mit Linienmustern. Die Konfokalität, die mit hexagonaler SIM
erreicht wird, ist vergleichbar mit der Konfokalität die mit konventionellen SIM Geräten mit
Liniengittern bei der verwendeten Musterfrequenz erreicht wird, wobei das S/N bei hexagona-
len und Schachbrett-Mustern theoretisch ein wenig größer sein sollte. Da bei einem direkten
1von engl. skew: Schräge
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experimentellen Vergleich der SNR von Liniengitter und Hexagon SIM die gesamte in al-
len Phasenbildern detektierte Photonenzahl die gleiche sein sollte, müsste man aufgrund der
unterschiedlichen Füllfaktoren von Liniengitter und Hexagon die Intensität der Lichtquelle
bei einem Vergleich auf das jeweilige Muster anpassen. Auch dann wäre ein fairer Vergleich
nicht ohne weiteres möglich, da aufgrund von Bleichen des Farbstoffs immer das Verfahren
das zuerst gemessen würde einen Vorteil hätte. Aufgrund dessen wurde auf diesen direkten
Vergleich verzichtet.
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Linienkonfokale
Superresolution-SIM
Alle Messungen in diesem Kapitel wurden mit einer Prototyp-Plattform der Firma TILL I.D.
mit einem Objektiv der Firma Zeiss bei einer Wellenlänge von λ = 488nm durchgeführt.
Als Lichtquelle für die Fluoreszenzanregung wurde ein iBeam-Smart-488-S LASER der Fir-
ma TOPTICA, mit einer Ausgangsleistung von 200mW benutzt.
In Abbildung 6.1 ist der Anregungs- und Detektionsstrahlengang schematisch gezeigt: Das
Anregungslicht wird mit einer Powell-Linse (PL) der Firma LT-Ultra zu einer Linie geformt.
Diese Linie wird durch den galvanometrischen Scan-Spiegel 6210H der Firma Cambridge
Technology über das Bildfeld bewegt. Die Scan-Linse SL ( f = 40, 2mm, Sill Optics GmbH)
fokussiert die Linie auf dem SIM Phasenmuster, welches durch die Tubuslinse TL1 (423308,
Zeiss, f = 164, 5mm) und das Objektiv (Zeiss plan Apochromat 63 ×NA 1.4 Öl DIC) auf
die Probe abgebildet wird. Zwischen der Tubuslinse TL1 und dem Objektiv befindet sich ein
dichroitischer Spiegel (DC), welcher das Licht der Anregungswellenlänge λ ≈ 488nm reflek-
tiert und das Licht der Emissionswellenlänge λ ≈ 520nm reflektiert. Zwischen dem Phasen-
muster und der Tubuslinse TL1 befindet sich die Phasenschiebe-Einheit PSE, bestehend aus
einem 5mm dickem Glasplättchen (Thorlabs WG11050-A), welches mit einem Galvanome-
ter (CTI 6220H) rotiert werden kann. Mit der PSE kann das SIM-Muster in der Probe bewegt
werden. Die Fluoreszenz-Emission aus der Probe wird über das Objektiv und die Tubuslinse
TL2 auf eine sCMOS Kamera abgebildet.
Die Galvanometer werden über eine digitale Einheit DC900 (SmartMove, Cambridge Tech-
nology) angesteuert. Die Bewegung der Anregungslinie und des Rolling Shutters der sCMOS
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Abb. 6.1.: Schematischer Aufbau des Anregungs- und Emissionsstrahlenganges.
Kamera wurde ein Micro-Controller mit einem Embedded Linux System benutzt.
Die Tubuslinse TL2 wurde mit Hilfe der Software ZEMAX gerechnet und hat eine Brenn-
weite von etwa f ≈ 203mm. Zusammen mit dem verwendeten Objektiv ergibt sich insge-
samt ein Vergrößerungsfaktor von etwa (77 − 78)×. Das Objektiv wurde in Kombination mit
ImmersolTM 518F/ISO8036 Immersionsöl (ne = 1.518 (23◦), νe = 45) verwendet.
Abbildung 6.2 zeigt ein 3D Modell des verwendeten Mikroskop-Prototyps. Anstelle eines
einzelnen dichroitischen Spiegels wie in dem Schema in Abbildung 6.1, wurde ein Filtersatz
der Firma Alluxa, bestehend aus Anregungsfilter, dichroitischem Spiegel und Emissionsfil-
ter benutzt. Das SIM Phasenmuster wurde wie in Anhang J beschrieben konzipiert und von
der Firma Collischon Optik-Design aus Erlangen hergestellt. Die Musterperiode wurde so ge-
wählt, dass sie für das verwendete Objektiv einer normalisierten Gitterfrequenz von ν ≈ 1
entspricht, d.h. p = 400nm.
Durch die kohärente Anregung entstehen bei dieser Periode – wie in Abschnitt 4.2.3 beschrie-
ben – insgesamt 19 Frequenzordnungen in der Anregungsintensität. Daher sind mindestens
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Abb. 6.2.: 3D CAD Modell des verwendeten Mikroskop-Prototyps. a) Ansicht von oben. b) Ansicht von un-
ten, welche den Anregungsstrahlengang aus Abbildung 6.1 zeigt. Die farbigen Pfeile in a) und b) markieren
jeweils dieselben Gerätekanten.
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N = 19 Phasenbilder zur Trennung aller in den Phasenbildern enthaltenen Frequenzbändern
notwendig. Um die Bänder zu trennen, wird eine Verschieberichtung θ ≈ 6,59◦ (bzw. κ = 7)
gewählt. Das Phasenmuster-Substrat ist auf einer rotierbaren Scheibe montiert, wodurch der
Winkel zwischen Verschieberichtung und den Symmetrieachsen des Musters richtig einge-
stellt werden kann.
Die verwendete Kamera – eine pco.edge 4.2 der Firma PCO – hat eine minimale Aufnahme-
zeit von 10ms und eine Pixelgröße von 6, 5µm. Durch die Synchronisation der Bewegungen
des Kamera Rolling Shutters und der Anregungslinie auf dem Bildfeld, wird eine linienkon-
fokale Anregung und Detektion realisiert. Die Pixelgrößen in der Probe wurden durch ein
Mikrometer von Thorlabs (R1L3S2P) bestimmt und betragen bei dem verwendeten Objektiv
etwa 84nm und entspricht gut dem erwarteten Wert (83, 6nm).
Normalerweise wird bei einer Rolling-Shutter Kamera mit der Breite des Shutters die Belich-
tungszeit, d.h. die Zeit in der ein Pixel jeweils aktiv ist, eingestellt. In den Messungen in die-
sem Kapitel, wird aber die Konfokalität der Detektion durch die Breite des Rolling-Shutters
bestimmt und kann somit nicht zum Verändern der Belichtungszeit angepasst werden.
Die Kamera kann in zwei verschiedenen Modi betrieben werden, die unterschiedlichen Be-
lichtungszeiten entsprechen. Im schnellen Modus entspricht z.B. eine Rolling-Shutter Breite
von 10 Pixeln einer Belichtungszeit von 100µs, im langsamen Modus einer Belichtungszeit
von 275µs. Falls man andere Belichtungszeiten benötigt, kann man das für die SIM einfach
realisieren, indem mehr als die Mindestzahl N = 19 an Phasenbildern aufgenommen werden.
6.1. Auflösungssteigerung - qualitativ
Um die Auflösungssteigerung mit hexagonaler SIM (X-SIM) qualitativ zu zeigen, wurde eine
Tubulin-Probe benutzt, die wie in [Sme14] beschrieben präpariert wurde.
Mit der Probe wurde ein z−Stapel von jeweils 19 Phasenbildern pro Ebene aufgenommen,
was einer gesamten Aufnahmezeit von etwa 190ms in jeder Ebene entspricht. Die Abstände
zwischen den Ebenen betrug 100nm. Da die hier verwendete Probe relativ dünn ist (wenige
µm), wurde die Breite des Rolling-Shutters auf 500 Pixel eingestellt. D.h. die Phasenbil-
der wurden nicht-konfokal detektiert und sind damit äquivalent zu Bildern, die mit einem
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Weitfeld-Anregung und Detektion aufgenommen wurden. Aufgrund der großen Dynamik der
gemessenen und berechneten Bilder (etwa 10bit) wurde eine farbige Darstellung gewählt.
Die in den Phasenbildern enthaltenen Frequenzbänder wurden wie in Abschnitt 4.2 beschrie-
ben für alle Ebenen des z-Stapels getrennt und die 3D Fouriertransformation für das gesamte
Bildvolumen berechnet. Die Bänder wurden dann gemäß Gleichung (3.24) zu einem Bildvo-
lumen mit gesteigerter Auflösung überlagert. Iterative Entfaltungsalgorithmen wie in [Aga89]
beschrieben, werden heute oft in der 3D Mikroskopie benutzt [Sch08]. Diese Algorithmen er-
möglichen es theoretisch die mikroskopische Auflösung zu verbessern [Car95] und werden
auch für die Mikroskopie mit strukturierter Beleuchtung benutzt [Cha16].
Einerseits hängen die Ergebnisse bei diesen Verfahren zum Teil stark vom zu rekonstruieren-
den Objekt ab, andererseits soll in dieser Arbeit nur die Auflösungssteigerung durch hexa-
gonale linienkonfokale SIM charakterisiert werden. Aufgrund dessen wurde bei der in dieser
Arbeit vorgestellten Messungen auf weitere Entfaltungsalgorithmen verzichtet und nur Glei-
chung (3.24) (verallgemeinert auf hexagonale Frequenzbänder) zur Berechnung der Objekt-
funktion S̃ (~k) benutzt.
Der Absolutbetrag des nullten Frequenzbandes (D(0)(~x)) ergibt einen Stapel aus Bildern, die
äquivalent zu weitfeldmikroskopischen Bildern sind. Ein Vergleich solcher berechneten Weit-
feldbilder (WF) und hexagonaler SIM (X-SIM) mit gesteigerter Auflösung ist in Abbildung
6.3 gezeigt. Die Größe des gesamten Bildfeldes beträgt (84× 84)µm2. Abbildung 6.4(a) zeigt
vergrößerte Darstellungen der mit „1“ und „2“ markierten Bereiche aus Abbildung 6.3.
Man sieht, dass der mit „1“ markierte Bereich wenig Ausserfokus Signal enthält. In der ver-
größerten Darstellung kann man im X-SIM Bild einige Details der Probe erkennen, die im
WF Bild nicht mehr aufgelöst wurden (siehe z.B. die weißen Pfeile in Abbildung 6.4(a) oben).
Die Intensitätsprofile entlang den weißen horizontalen Linien in Abbildung 6.4(a) oben ist in
Abbildung 6.4(b) gezeigt. Zum besseren Vergleich wurde das WF Signal skaliert und eine
konstante Intensität subtrahiert.
In Abbildung 6.4(a) unten ist der mit „2“ markierte Ausschnitt aus Abbildung 6.3 gezeigt.
Dieser Bereich enthält deutlich mehr Ausserfokus Signal als der Bereich „1“. Dies führt ei-
nerseits zu einer Verschlechterung der Auflösung im WF Bild und zu Artefakten im X-SIM
Bild.
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Abb. 6.3.: Qualitativer Vergleich zwischen hexagonaler Superresolution (oben) und Weitfeld (unten).
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(a) Oben: der mit „1“ markierte Bereich. Unten: der mit „2“ markierte Bereich. Die Pfeile
markieren Stellen in der Probe, die im Weitfeldbild nicht mehr aufgelöst werden, aber
mit der hexagonalen SIM deutlich erkennbar sind.
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(b) Intensitätsprofil entlang der weißen horizontalen Linie in (a) für Weitfeld (WF) und
hexagonale SIM (X-SIM).
Abb. 6.4.: Vergrößerte Darstellung der in Abbildung 6.3 markierten Bereiche und Vergleich zweier Intensi-
tätsprofile.
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6.2. Auflösungssteigerung - quantitativ
Die Auflösungssteigerung mit hexagonaler (linienkonfokaler) SIM wurde quantitativ mit zwei
unterschiedlichen Methoden untersucht:
1. Mit Nanoruler der Firma Gattaquant.
2. Mit fluoreszierenden Beads1 der Firma ThermoFisher
6.2.1. Nanoruler
Nanoruler bestehen aus zwei (oder mehreren) Fluoreszenz-Markierungen in einem fest defi-
niertem Abstand, welcher durch selbst-organisierende DNA-Origamis zustande kommt [Sch12].
Sie bieten zunächst eine einfache Möglichkeit die Auflösung eines Mikroskops zu überprüfen
und gegebenenfalls zu optimieren. In den hier gezeigten Messungen wurden Nanoruler mit
einem Abstand von 120nm verwendet.
Da die verwendete Nanoruler-Probe (GATTA-SIM 120B) sehr dünn (< 1µm) ist, wurde wie
im vorherigen Abschnitt der Rolling-Shutter auf eine Breite von 500 Pixeln eingestellt. Da
jeder einzelne Nanoruler nur einige wenige Farbstoffmoleküle enthält, und die Probe daher
verhältnismäßig schnell ausbleicht, wurde in diesem Experiment die LASER Leistung redu-
ziert und eine Belichtungszeit von 760ms eingestellt, indem insgesamt 76 Phasenbilder in
jeder z-Ebene aufgenommen wurden.
In Abbildung 6.5 ist eine Ebene des Bildstapels mit WF und X-SIM für die Nanoruler Pro-
be gezeigt. Während die einzelnen Farbstoffkonzentrationen in dem Weitfeldbild links nicht
mehr aufgelöst werden, kann man in dem X-SIM Bild deutlich die einzelnen Punkte der Nano-
ruler erkennen. Um eine glattere Darstellung zu erhalten, wurde in den Auswertungen zu
dieser Messung ein Pixel-Interpolationsfaktor von 4 gewählt, d.h. die Abmessungen der Bild-
punkte beträgt in den rekonstruierten Bildern etwa 21nm. Um das WF Bild besser mit dem
X-SIM Bild vergleichen zu können, wurde dieselbe Pixelinterpolation auch auf das WF-Bild
angewandt.
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Abb. 6.5.: Bild der Nanoruler Probe. Links: Weitfeld (WF), rechts: hexagonale SIM (X-SIM).
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 500 250 167 125 100 83
nm
FRC
1/7
Abb. 6.6.: Fourier-Ring-Correlation für das in Abbildung 6.5 gezeigte X-SIM Bild mit dem üblichen Schwel-
lenwert von 1/7 ≈ 0,143. Der gemäß diesem Schwellenwert bestimmte Wert für die laterale Auflösung
beträgt 106,1nm.
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Um die Auflösung des X-SIM Mikroskops mit Hilfe der Nanoruler zu quantifizieren, wur-
de ein Konzept aus der Elektronenmikroskopie benutzt, die Fourier-Ring-Correlation (FRC)
[Sax82]. FRC wird seit einigen Jahren auch in der optischen Mikroskopie verwendet um
die Auflösung von Mikroskopen zu charakterisieren [Bui13, Nie13]. Hierbei werden für je-
weils zwei mikroskopische Bilder die Fouriertransformierte berechnet. Die Ähnlichkeit der
(Raum-)Frequenzspektren wird dann durch eine Korrelation innerhalb des Rings von Fre-
quenzen verglichen:
FRC(|k̃|) =
∑
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Das Maximum FRC ist für die Nullfrequenz auf 1 normiert. Die Auflösung wird bei diesem
Verfahren dadurch ermittelt, dass die größte Frequenz bestimmt wird, für die der Wert der
FRC gerade noch oberhalb eines bestimmten Schwellenwerts liegt. In dieser Arbeit wird wie
z.B. in [Nie13] ein Schwellenwert von 1/7 ≈ 0, 143 benutzt.
Die insgesamt 76 aufgenommenen Phasenbilder, wurden in 2 statistisch unabhängige Sätze
von jeweils 38 Phasenbildern aufgeteilt. Aus diesen beiden Sätzen aus Phasenbildern, wurden
je ein Superresolution X-SIM Bilder ausgewertet. Von diesen X-SIM Bildern wurde dann eine
FRC berechnet. Das entsprechende Ergebnis ist in Abbildung 6.6 gezeigt: Für einen lateralen
Abstand von etwa 106.1nm fällt die FRC unter den Schwellenwert von 1/7. Dieser ermittelte
Wert für die Auflösung stimmt gut mit der theoretischen Erwartung überein, der für eine
verdoppelte Auflösung in etwa 100nm betragen sollte.
6.2.2. Beads
Eine andere weit verbreitete Möglichkeit die Auflösung eines Fluoreszenzmikroskops zu be-
stimmen ist das direkte Messen der PSF. Hierbei werden grün fluoreszierende Perlen (Beads),
mit einem Durchmesser von etwa 50nm, der deutlich unterhalb der zu erwartenden Auflösung
1engl.: Perlen
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(a) Linienkonfokales mikroskopisches Bild.
(b) Bild mit linienkonfokaler hexagonaler SIM.
Abb. 6.7.: Vergleich zwischen linienkonfokaler Mikroskopie und XL-SIM mit 50nm Beads. Die Fläche des
gesamten Bildfeldes beträgt etwa (84 × 84)µm2.
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liegt, als Objekte benutzt (G50 von ThermoFisher Scientific). Hierbei wurde ein Deckglas
(Zeiss #1,5) mit Polylysin beschichtet , gereinigt und getrocknet. Anschließend wurde ein
Tropfen verdünnter Bead-Lösung auf das beschichtete Deckglas aufgebracht. Nach wenigen
Minuten wurde das Deckglas gewaschen und getrocknet. Danach wurde die Probe mit UV-
Kleber NOA63 rasch (innerhalb weniger Sekunden) am Objektträger versiegelt.
Abb. 6.8.: Vergrößerte Darstellung des markierten Bereiches in Abbildung 6.7. Links oben: XL-SIM Bild;
rechts oben: LC Bild. Die Pfeile zeigen Stellen im Objekt an, die im LC Bild nicht mehr aufgelöst werden,
während man im XL-SIM Bild die einzelnen Beads noch deutlich getrennt sehen kann. Für die Intensitäts-
werte innerhalb der weißen Linien oben wurden Maximum-Projektionen in y-Richtung berechnet, welche
jeweils unten für LC und XL-SIM gezeigt sind.
In diesem und den folgenden Versuchen wurde die Breite des Rolling Shutters auf seinen
minimal möglichen Wert von 10 Pixeln eingestellt, d.h. die Phasenbilder werden linienkon-
fokal (LC) detektiert. Die Messungen mit hexagonaler SIM werden im Folgenden daher als
hexagonale linenkonfokale SIM (XL-SIM) bezeichnet. Durch die Probe wird ein z-Stapel von
Phasenbildern aufgenommen, wobei in jeder Ebene des Stapels insgesamt 19 Phasenbilder
abgespeichert wurden. Der Abstand der Ebenen im Bildstapel beträgt 100nm.
Abbildung 6.7 zeigt das gesamte Bildfeld. Der mit dem weißen Quadrat markierte Bereich
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ist vergrößert in Abbildung 6.8 gezeigt. Einige der Intensitätsprofile der Beads überlappen im
LC Bild so stark, dass man sie nicht mehr als getrennte Lichtquellen wahrnehmen kann, wäh-
rend sie im XL-SIM Bild noch getrennt dargestellt werden (siehe die weißen Pfeile). Unten
in Abbildung 6.7 ist eine (x/z) Projektion des Bead-Volumens gezeigt. Man kann gut sehen,
dass das XL-SIM Bild noch deutlich weniger Ausserfokus-Signal enthält als das LC Bild.
Abb. 6.9.: Grafische Darstellung der ermittelten Halbwertsbreiten in (x/y) und z.
Um aus den Aufnahmen mit den Beads ein Maß für die Auflösung des XL-SIM Mikroskops zu
erhalten, wurde eine Gauß-Funktion an insgesamt 537 isolierte Bead-Intensitätsverteilungen
gefittet und so die Halbwertsbreiten der Verteilungen in (x/y) und z bestimmt. Abbildung 6.9
zeigt eine grafische Darstellung der ermittelten Halbwertsbreiten. Die laterale Auflösung als
Mittelwert der lateralen Halbwertsbreiten beträgt (106,1 ± 10,0)nm, die axiale Auflösung be-
trägt (296,8 ± 38,2)nm.
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Die Werte für die laterale Auflösung, die durch FRC und die FWHM der PSFs ermittelt
wurden stimmen sehr gut miteinander und mit der theoretischen Erwartung überein. So-
wohl die ermittelte laterale als auch die axiale Auflösung stimmen gut mit den Werten über-
ein, die bei anderen SIM Mikroskopen mit dieser Gitterperiode und NA gemessen wurde
[Gus00a, Gus08, Sch08].
Aus dem Messvolumen wurden ingesamt 10 isolierte Intensitätsprofile ausgewählt, die dann
subpixelgenau überlagert und axial gemittelt wurden. Das Ergebnis ist in den Abbildungen
6.10 für die LC PSF und 6.11 für die XL-SIM PSF gezeigt.
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Abb. 6.10.: Gemittelte linienkonfokale PSF für die Messung aus Abschnitt 6.2.2. Die (x/y) und (x/z) Schnitte
der PSF sind in (a) und (b) gezeigt. Die Pixelgrößen in (x/y) sind die gleichen wie in (x/z). Die Intensitäts-
profile entlang der weißen Linien in (a) und (b) sind in den Diagrammen (c) und (d) eingezeichnet.
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Abb. 6.11.: Gemittelte linienkonfokale hexagonale SIM PSF für die Messung aus Abschnitt 6.2.2. (a) und
(b) zeigen die (x/y) und (x/z) Schnitte der PSF. Die Intensitätsprofile entlang der weißen Linien in (a) und
(b) sind in (c) und (d) eingezeichnet.
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Um die linienkonfokale hexagonale SIM mit dicken Proben zu untersuchen, wurde die Test-
probe FluoCells R© Prepared Slide #3 der Firma ThermoFisher Scientific verwendet. Diese
Probe ist ein Schnitt einer Mäuseniere und ist gefärbt mit Alexa Fluor R© 488 WGA, Alexa
Fluor R© 568 Phalloidin, und 4′, 6-Diamidin-2-phenylindol (DAPI). Die durchschnittliche Di-
cke der Probe beträgt etwa 16µm, die maximale Probendicke beträgt etwa 20µm. Da die
Probendicke bei einem konventionellen SIM Mikroskop idealerweise nicht dicker als wenige
µm betragen sollte, ist diese Probe normalerweise nicht gut für SRSIM geeignet.
Wie in den Messungen im vorherigen Abschnitt wurde die Rolling-Shutter Breite auf ihren
minimal möglichen Wert von 10 Pixeln eingestellt. Die Ausgangsleistung des Lasers betrug
bei der folgenden Messung 30mW. Es wurde ein z-Stapel mit insgesamt 170 Ebenen und ei-
nem Abstand von 100nm zwischen den Ebenen aufgenommen. Die gesamte Belichtungszeit
in jeder Ebene wurde auf 20, 9ms eingestellt, indem pro Ebene 38 Phasenbilder aufgenommen
wurden. Die gesamte Aufnahmezeit pro Ebene betrug daher 380ms.
Ein XL-SIM Bild aus der Mitte des ausgewerteten Bildstapels ist in Abbildung 6.12(a), das
entsprechende LC Bild in Abbildung 6.12(d) gezeigt. Die mit „1“ und „2“ markierten Berei-
che sind für das XL-SIM Bild in den Abbildungen 6.12(b) und (c), für das LC Bild in den
Abbildungen 6.12(e) und (f) gezeigt. In beiden Bereichen wird die Auflösung im LC Bild
durch das gemessene Ausserfokus-Signal beeinträchtigt. Dieses restliche Ausserfokus-Signal
ist in den XL-SIM Bildern nicht mehr enthalten. In den Bereichen in Abbildung 6.12(b) und
(c) kann man jeweils noch Strukturen deutlich unterhalb von 1µm erkennen.
Abbildung 6.13 zeigt das Bild aus Abbildung 6.12(a) als (x/y) Schnitt eines 3D-Volumens mit
einem (x/z) und (y/z) Schnitt. Das gesamte Volumen ist in Abbildung 6.13(b) als 3D Objekt
gezeigt. Diese Darstellung wurde mit der Software Amira 3D Software for Life Sciences von
der Firma FEI erzeugt. Das gesamte Messvolumen hat eine Größe von (86 × 86 × 17)µm3.
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Abb. 6.12.: Vergleich zwischen einem XL-SIM und einem LC Bild mit einem Schnitt aus einer Mäuseniere.
Ein Bild aus der Mitte des XL-SIM Volumens ist in (a), ein Bild des LC-Bildvolumens in (d) gezeigt. Die mit
„1“ und „2“ markierten Bereiche sind in (b) und (c) für XL-SIM und in (e) und (f) für LC gezeigt.
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Abb. 6.13.: Dreidimensionale Darstellungen des Volumens aus Abbildung 6.12. (a) zeigt je einen (x/y)-,
(y/z)- und (x/z)- Schnitt des gemessenen Volumens, wobei der (x/y)-Schnitt mit dem Bild in Abbildung
6.12(a) übereinstimmt. In (b) ist das Volumen als 3D Objekt dargestellt.
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6.3.1. Vergleich mit dem OMX Mikroskop
Um die XL-SIM mit den herkömmlichen SIM Verfahren mit flächiger Beleuchtung mit Li-
nienmustern zu vergleichen, wurde dieselbe Probe wie im vorhergehenden Abschnitt 6.3 am
DeltaVision OMX Mikroskop der Firma GE Healthcare Life Sciences am Center of Advanced
Light Microscopy (CALM) der LMU München aufgenommen. Es wurde eine vergleichbare
Stelle der Probe gewählt, die ähnliche Strukturen zeigt wie in Abbildung 6.12.
Abbildung 6.14(a) zeigt OMX Bilder aus gewählten Fokusebenen und einen (x/z)-Schnitt des
gemessenen Volumens in (b). Die entsprechenden (x/y) Bilder bzw. (x/z) Schnitte für XL-
SIM sind in den Abbildungen 6.14(c) und (d) gezeigt. Der gewählte Bereich entspricht dem
in Abbildung 6.12 mit „3“ markiertem Bereich. Die Abmessungen der gezeigten Bildberei-
che betragen (15×15)µm2. Die Dicke des OMX-Bildvolumens beträgt etwa 16µm, die Dicke
des XL-SIM Bildvolumens beträgt wie oben geschrieben 17µm. Das gesamte Bildfeld für die
Bereiche in den Abbildungen 6.14(a) und (b) ist in Abbildung 6.15 für die Mitte des OMX-
Volumens gezeigt.
Man kann deutlich erkennen, wie das detektierte Ausserfokussignal in den OMX-Bildern in
Abbildung 6.14(a) zu Artefakten führt und daher die Bildqualität vermindert, während diese
Ausserfokus-Artefakte in den XL-SIM Bildern nicht vorkommen und dass die Bildqualität
vergleichbar zu dünnen Proben ist (vgl. Abschnitt 6.1).
Der (x/z) Schnitt in Abbildung 6.14(b) zeigt, dass das Ausserfokussignal (und dementspre-
chend auch das Rauschen des Ausserfokussignals) zu einer Art „Echo“ im ausgewerteten
SRSIM Volumen führt. Dieses Echo entspricht gerade den Nebenmaxima der in Abbildung
4.10 gezeichneten SIM Konfokalitätsfunktion. Im Gegensatz zu dem OMX SIM Messungen,
ist in dem (x/z)-Schnitt des XL-SIM Bildvolumens kein Ausserfokus-Echo erkennbar. Dieses
Ergebnis ist konsistent mit der Tatsache, dass die Nebenmaxima der Konfokalitätsfunktion
für XL-SIM deutlich kleiner sind als für SIM.
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Abb. 6.14.: Vergleich mit dem OMX Mikroskop: (a) sechs Fokusebenen des OMX-Bildstapels. (b): (x/z)
Schnitt desselben Bildstapels. Die Pfeile in (a) zeigen die y-Position des (x/z)-Schnitts in (b) an. Die Pfeile
in (b) zeigen die Fokuspositionen der (x/y) Schnitte in (a) an. Die entsprechenden Schnitte für XL-SIM sind
in (c) und (d) gezeigt.
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Abb. 6.15.: Gesamtes Bildfeld der OMX-Messung. Das weiße Quadrat markiert den in den Abbildungen
6.14(a) und (b) gezeigten Bereich.
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Es wurde gezeigt, dass Mikroskopie mit strukturierter Beleuchtung auch mit zweidimensio-
nalen Mustern (d.h. mit Schachbrett- und Hexagonmustern) machbar ist, und dass es reicht,
das Bild des Musters unter einem bestimmten (vom Muster abhängigen) Winkel zu ver-
schieben. Im Fall von quasikonfokaler SIM erhält man zumindest theoretisch sowohl für
Schachbrett- als auch für Hexagonmuster im Vergleich zu den Liniengittern ein besseres
Signal-zu-Rausch-Verhältnis. Sowohl in der Theorie als auch im Experiment konnte gezeigt
werden, dass die Raumfrequenzspektren der SIM Bilder mit zweidimensionalen Mustern
deutlich weniger richtungsabhängig sind, als bei Verwendung von Linienmustern. Der Fehler
des Orientierungswinkels θ verstärkt zwar die gemessenen Fehler in der Auswertung, dafür
muss dieser Winkel – wenn er einmal eingestellt ist – während der Messung nicht mehr ver-
ändert werden.
Weiterhin wurde speziell für die hexagonalen Muster gezeigt, dass mit strukturierter Beleuch-
tung mit hexagonalen Mustern dieselbe Auflösungssteigerung möglich ist, wie mit dem üb-
lichen Liniengitter-Verfahren. Die erreichte Auflösung wurde qualitativ und quantitativ un-
tersucht und es wurde mit zwei unabhängigen Methoden eine laterale Auflösung von etwa
106nm, für die axiale Auflösung ein Wert von 297nm gemessen. Beide Werte entsprechen
einer verdoppelten Auflösung im Vergleich zu einem beugungsbegrenzten Mikroskop. Nicht
nur in biologischen Anwendungen ist dieser Unterschied in der optischen Auflösung essenti-
ell; vor kurzem wurde die auflösungssteigernde Anwendung von SIM z.B. auch für die Spek-
troskopie von α-Teilchen benutzt [Kou18].
Hexagonale Muster bieten im Gegensatz zu Linienmustern den Vorteil einer einfacheren und
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7. Zusammenfassung und Schlussfolgerungen
stabileren Bildaufnahme. Dies trifft vor allem bei 3D SIM mit dicken Proben zu, da im Ge-
gensatz zu Linienmustern die Aufnahme nur eines (statt dreier) z-Stapel ausreicht.
Darüber hinaus können bei hexagonaler SIM alle aufgenommenen Rohbilder zur Auswertung
aller Frequenzbänder benutzt werden, wohingegen bei Liniengitter-SIM nur diejenigen Roh-
bilder, die der Orientierung des jeweiligen Frequenzbandes entsprechen, bei der Auswertung
des Frequenzbandes berücksichtigt werden. Der Vorteil der sich hieraus bezüglich des erreich-
baren Signal-zu-Rausch-Verhältnisses ergibt, wird allerdings dadurch kompensiert, dass die
erreichbaren Modulationen der Anregungsintensität durch die Polarisation des Anregungs-
lichts beim hexagonalen Muster verringert werden.
Im direkten Vergleich mit der Liniengitter-SIM ergibt sich aber noch ein weiterer Vorteil
mit hexagonalen Mustern: Die Fehler der Frequenzvektoren pflanzen sich in der Auswertung
direkt in die Fehler der Nullphasen der Frequenzbänder fort, wobei diese wiederum einen di-
rekten Einfluss auf das erreichbare Signal-zu-Rausch-Verhältnis im Superresolution SIM Bild
haben (vgl. Abschnitt 3.3.1). Falls die Frequenzvektoren – im Fall von Liniengitter SIM – bei
der Messung bestimmt werden müssen, so wird das Signal-zu-Rausch-Verhältnis des SIM
Bildes (z.B. bei dicken Proben) durch den Fehler des Frequenzvektors zusätzlich verringert.
Bei Verwendung hexagonaler Muster können die Frequenzvektoren bereits vor der Messung
kalibriert werden.
Ein SIM Mikroskop mit hexagonalen Mustern kann auch immer zur Auflösungssteigerung be-
nutzt werden. Aufgrund dessen, dass die Drehung des Musterbildes bei der Messung entfällt,
kann das Verfahren auch in deutlich kompakteren Mikroskopen als bisher Anwendung finden.
Ausserdem wurde hexagonale SIM mit linienkonfokaler Mikroskopie kombiniert und gezeigt,
dass diese Methode auch für dicke und dicht gefärbte Proben gut geeignet ist, um Bilder mit
gesteigerter Auflösung zu erhalten.
Die linienkonfokale Anregung und Detektion wurde durch eine hexagonal modulierte Laserli-
nie, deren Bewegung über die Probe mit dem Rolling-Shutter der sCMOS Kamera synchroni-
siert wurde, erzeugt. Durch die Linienkonfokalität wird das in den SIM Rohbildern detektierte
Ausserfokussignal reduziert; dadurch wird das Signal-zu-Rausch-Verhältnis in den ausgewer-
teten SIM Bildern gesteigert und entsprechende Artefakte werden reduziert bzw. vermieden.
Durch die Kombination mit konfokaler Mikroskopie wird die Anwendung von SIM auf di-
ckere Proben ermöglicht.
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Die Konfokalität ist bei der linienförmigen Anregung durch die minimale Breite der Anre-
gungslinie (siehe Abschnitt 4.5.2) beschränkt. Eine schmäler gewählte Anregungslinie würde
zu Kontrastverlust und Inhomogenitäten in den Kontrastwerten der Anregungsfrequenzen füh-
ren.
Eine Möglichkeit das detektierte Ausserfokussignal bei hexagonaler strukturierter Beleuch-
tung weiter zu reduzieren könnte z.B. darin bestehen, anstelle die Probe mit einer hexagonal
modulierten Linie, mit einem hexagonal moduliertem (z.B. kreisförmigen) Bereich anzuregen
und abzutasten, wobei die räumliche Ausdehnung des Anregungsbereiches im Fall kohärenter
Beleuchtung erneut eine minimale Größe aufweisen muss, um die Interferenz der Beugungs-
ordnungen zur Erzeugung der Anregungskontraste des SIM Musters zu ermöglichen.
Die in der Arbeit verwendete lineare Polarisation des Anregungslichtes im Fall von Superre-
solution SIM führt bei der Interferenz der Beugungsordnungen in der Probe zu Inhomogeni-
täten in den Anregungskontrasten (siehe Anhang K). Dieses Problem könnte durch azimuthal
polarisiertes Anregungslicht verbessert werden.
Die in der Arbeit beschriebenen Verschiebewinkel für hexagonale Muster (für mehr als 5 bzw.
7 Frequenzordnungen - siehe Anhang H bzw. I) eignen sich prinzipiell auch für eine konfokale
Abtastung der Probe mit mehreren Punkten und könnten so auch in anderen auflösungsstei-
gernden Verfahren wie z.B. ISM [She13, Sch13, Rot13] verwendet werden.
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A. Grundlegende Definitionen
Dieser Abschnitt gibt einen Überblick über die in der Arbeit verwendeten mathematischen
Grundlagen und Definitionen.
• Ein Körper ist eine Menge (von Zahlen) K, versehen mit zwei inneren Verknüpfungen,
welche jeweils zwei Elemente der Menge in die Menge abbilden. Diese Verknüpfungen
sind Addition „+“ und Multiplikation „·“. In dieser Arbeit ist z.B. K der Körper der re-
ellen (K = R), der Körper der Komplexen (K = C) oder der Körper der ganzen Zahlen
K = Z. Im Gegensatz dazu gibt es auch Zahlköper mit endlich vielen Elementen.
• Fp bezeichnet den Körper der Restklassen ganzer Zahlen modulo p.
• Für eine reelle Zahl x ∈ R 1 Z, bezeichnet ⌊x⌋ ∈ Z die größte ganze Zahl kleiner oder
gleich x und ⌈x⌉ ∈ Z die kleinste ganze Zahl größer oder gleich x.
• Die komplex konjugierte einer komplexen Zahl z ∈ C wird in dieser Arbeit abgekürzt
als z∗.
• Der Realteil einer komplexen Zahl z wird in dieser Arbeit mit ℜ(z), der Imaginärteil
mit ℑ(z) bezeichnet.
• Jede komplexe Zahl kann gemäß z = |z| ·ei arg(z) in Exponentialform geschrieben werden,
wobei |.| den Betrag und arg(.) das Argument der komplexen Zahl bezeichnet.
• Die Norm ||.|| eines Vektors ~v ∈ KN erfüllt die Eigenschaften
||~v || ≥ 0 ∀ ~v, und ||~v || = 0⇔ ~v = 0
||c~v || = c||~v || ∀ c ∈ K
||~v + ~w|| ≤ ||~v || + ||~w|| ∀ ~v, ~w (Dreiecksungleichung)
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Ein Beispiel für die Norm ist die euklidische Norm oder auch L2-Norm
|~v| := ||~v ||2 =


N∑
n=1
v2n


1
2
,
welche ein Spezialfall der sog. Lp-Norm
(
||~v ||p :=
(∑
n v
p
n
) 1
p
)
für p = 2 ist. Für p → ∞
wird daraus die sog. Maximumsnorm:
||~v ||∞ := max
n∈{1...N}
|vn| .
• Eine Matrix ist eine rechteckige Anordnung (bzw. Tabelle) von Zahlen. Matrizen spie-
len in der linearen Algebra eine große Rolle. In dieser Arbeit werden M × N Matrizen
folgendermaßen bezeichnet und indiziert:
Â = (a)k,l =


a11 a12 a13 . . . a1N
a21 a22 a23 . . .
a31 a32 a33 . . .
...
. . .
aM1 aMN


=


a11 a12 a13 . . . a1N
a21 a22 a23 . . .
a31 a32 a33 . . .
...
. . .
aM1 aMN


Die Menge aller M × N Matrizen über dem Körper K wird als KM×N bezeichnet.
• Die zu Â = (a)k,l transponierte Matrix wird folgendermaßen definiert und bezeichnet:
Ât := (a)l,k. Dementsprechend wird auch der zum Vektor ~v transponierte Vektor mit ~v
t
bezeichnet.
• Die Determinante einer quadratischen Matrix Â ∈ KN×N wird als det(Â) bezeichnet und
ihr Wert entspricht anschaulich dem N−dimensionalen Volumen, das von den Zeilen-
bzw. Spaltenvektoren der Matrix aufgespannt werden. (det(Â) = det(Ât))
• Die zu Â = (a)k,l adjungierte Matrix A† ist die transponierte und komplex konjugierte
Matrix Â: Â† := (Ât)∗
• Das Standardskalarprodukt für zwei komplexe Vektoren ~v und ~w ist definiert durch:
〈
~v, ~w
〉
:=
N∑
m=1
vmw
∗
m = ~w
† · ~v
• Die zu Â ∈ KN×N inverse Matrix wird notiert als Â−1. Sie existiert nur, falls (M = N)
und det(Â) > 0. Es gilt Â · Â−1 = 1N , wobei 1N die N−dimensionale Einheitsmatrix
140
bezeichnet. Die Invertierung einer Matrix ist äquivalent zur Lösung eines linearen Glei-
chungssystems
Â~x = ~y⇒ ~x = Â−1~y . (A.1)
Falls det(Â) > 0 gilt, sind die Zeilen des linearen Gleichungssystems linear unabhängig.
Für den Fall, dass M > N ist, und dass die N Spalten der Matrix paarweise linear
unabhängig sind, so ist das Gleichungssystem überbestimmt, die sog. Pseudo-Inverse
der Matrix Â, welche als Â+ bezeichnet wird, existiert und es gilt
Â+ = (Â†Â)−1Â† .
Im Folgenden werden in diesem Anhang nur noch quadratische Matrizen betrachtet.
• die Norm || · || einer quadratischen Matrix Â ∈ KN×N erfüllt die Eigenschaften:
||Â|| ≥ 0 ∀ Â, und ||Â|| = 0⇔ Â = 0
||cÂ|| = c||Â|| ∀ c ∈ K
||Â + B̂|| ≤ ||Â|| + ||B̂|| ∀ Â, B̂ (Dreiecksungleichung)
||Â · B̂|| ≤ ||Â|| · ||B̂|| ∀ Â, B̂ (Submultiplikativität)
Beispiele für die Matrixnorm sind
||A||Z := max
k∈{1...N}
N∑
m=1
|ak,m| = max
||~v ||∞=1
||Â~v ||∞ Zeilensummennorm
||A||F :=


N∑
k=1
N∑
m=1
a2k,m


1
2
Frobeniusnorm
||A||S = ||A||2 := max
~v,~0
||Â~v ||2
||~v ||2
Spektralnorm bzw. auch 2-Norm
(A.2)
Die Zeilensummennorm wird auch als natürliche Norm bezeichnet. Die Spektralnorm
entspricht anschaulich dem größten Streckungsfaktor den ein Vektor durch Multiplika-
tion mit der Matrix erfahren kann. Der Wert der Spektralnorm stimmt mit dem größten
Eigenwert der Matrix überein.
Eine Matrixnorm und eine Vektornorm heißen zueinander kompatibel (bzw. auch ver-
träglich), falls
||Â · ~v ||
︸  ︷︷  ︸
Vektornorm
≤ ||Â||
︸︷︷︸
Matrixnorm
· ||~v ||
︸︷︷︸
Vektornorm
∀~v ∈ KN , Â ∈ KN×N
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• Eine komplexe quadratische Matrix Â ∈ CN×N , deren Zeilen- und Spaltenvektoren
orthonormal bzgl. des Standardskalarproduktes sind, heißt unitär. Aus der Definiti-
on folgt, dass die Inverse einer unitären Matrix durch ihre Adjungierte gegeben ist
(Â−1 = A†). Daraus folgt wiederum, dass für den Betrag der Determinante einer uni-
tären Matrix gilt: det(Â) = 1 und dass die Inverse einer unitären Matrix wieder unitär
ist. Wird ein Vektor mit einer unitären Matrix multipliziert, so ändert sich dadurch die
euklidische Norm des Vektors nicht. Wird eine Matrix mit einer unitären Matrix mul-
tipliziert, so bleibt deren Spektralnorm und Frobeniusnorm erhalten. Die Spektralnorm
einer unitären Matrix selbst beträgt immer 1.
• Sind bei der Lösung des Gleichungssystems (A.1), die gemessenen Werte ~y mit Feh-
lern δ~y behaftet, so gilt bei einer mit der Vektornorm ||~y|| kompatiblen Matrixnorm die
Ungleichung
||δ~x||
||~x|| ≤ K ·
||δ~y||
||~y|| (A.3)
Die Größe K heißt Konditionszahl oder auch Kondition der Matrix Â und bestimmt bei
der Lösung von (A.1) die Fehlerfortpflanzung der Messfehler in die Auswertung. Sie
ist definiert als
K := ||Â|| · ||Â−1|| (A.4)
Es gilt K ≥ 1 unabhängig von der verwendeten Norm. Wählt man die Spektralnorm
als Matrixnorm für die Berechnung der Konditionszahl, so nimmt für unitäre Matrizen
die Konditionszahl ihren minimalen Wert von 1 an. Ist Â eine unitäre Matrix und die
gewählte Norm die euklidische Norm, so ist |~x| = |~y| und |δ~x| = |δ~y|.
• Fourier- Transformation: Eine wichtige Grundlage für diese Arbeit ist die Fourier-
Transformation. Sie wird in diskreter und kontinuierlicher Form verwendet:
– kontinuierliche Fourier-Transformation der Funktion f (~x) in N Dimensionen:
F ( f )(~k) = f̃ (kx, ky, kz
︸   ︷︷   ︸
~k
) =
1
(2π)N
∫
RN
e−i
~k~x f (~x)dnx
f (x, y, z
︸︷︷︸
~x
) =
∫
RN
ei
~k~x f̃ (~k)dnk (A.5)
Die Frequenzen ~k können gemäß |~k| = 2π/p in Perioden umgerechnet werden. In
dieser Arbeit ist die Rückwärtstransformation unnormiert.
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– diskrete Fourier-Transformation in einer Dimension:
f̃ (k) = f̃k =
1
N
N−1∑
m=0
e−i
2π
N km fm
f (m) = fm =
N−1∑
m=0
ei
2π
N km f̃k (A.6)
N bezeichnet die Anzahl der gemessenen Werte fm. Es gilt hier k,m ∈ Z. Auf-
grund der gewählten Normierung, entspricht der Wert von f̃ (k = 0) gerade dem
Mittelwert der Werte von f (m).
Die Messwerte fm können als Vektor „ ~f “ aufgefasst und die diskrete Fouriertrans-
formation als Matrixmultiplikation geschrieben werden:
f̃k =
N∑
m=1
wk,m fm
bzw. kurz: f̃ = Ŵ · f (A.7)
wobei Ŵ := (w)k,m =
1
N
exp(−i 2π
N
(k − 1)(m − 1)). Die inverse Matrix von Ŵ liefert
dementsprechend die Rücktransformation. Es gilt
Ŵ−1 := (w−1)k,m = exp
(
i
2π
N
(k − 1)(m − 1)
)
= NŴ∗ = NŴ† (A.8)
Die Matrix Ŵ ist daher bis auf einen konstanten Faktor eine unitäre Matrix. Für
die Konditionszahl K von Ŵ bzgl. der Spektralnorm gilt daher K = 1.
• Die Matrix Ŵ, die die diskrete Fouriertransformation vermittelt, ist wie ihre Inverse
in Gleichung (A.8) bis auf einen konstanten Faktor unitär. Aus der Orthogonalität der
ersten und k−ten Zeile von Ŵ† folgt unmittelbar
N−1∑
m=0
eim·(k−1)
2π
N = 0 ∀ k ∈ {2, . . . ,N} ⊂ Z
⇒
N∑
m=1
eim·k
2π
N = 0 ∀ k ∈ {1, . . . ,N − 1} ⊂ Z (A.9)
• Der Träger einer Funktion f (x) : A 7→ R (oder auch engl. support bzw. kurz supp)
bezeichnet die abgeschlossene Hülle der Teilmenge des Definitionsbereichs A, in der
die Funktion von null verschiedene Werte annimmt, also
supp( f ) = {x ∈ A| f (x) , 0} .
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• Die Rechtecksfunktion ist in dieser Arbeit definiert als
rect(x) :=



1 falls |x| ≤ 12
0 sonst.
• Die Fourier-Transformierte der Rechtecksfunktion ist die sinc−Funktion, welche in die-
ser Arbeit folgendermaßen definiert ist:
sinc(x) :=



sin(x)
x
falls |x| > 0
1 sonst.
• Die zweidimensionale Verallgemeinerung der Rechtecksfunktion ist die Kreisfunktion:
circ(~x) =



1 falls |~x| ≤ 12
0 sonst.
• Die Fouriertransformierte der Kreisfunktion circ(|~x|) ist gegeben durch die sog. jinc-
Funktion:
jinc(x) :=



2 J1(x)x falls |x| > 0
1 sonst.
,
wobei J1(x) die Besselfunktion erster Art erster Ordnung bezeichnet. Allgemein werden
die Besselfunktionen erster Art ν−ter Ordnung mit Jν(x) abgekürzt. Für eine Kreisfunk-
tion mit Radius r, circr(|~x|) := circ( |~x|r ) gilt:
F (circr)(|~k|) =
r2π
4π2
jinc
(
|~k|r
)
• Die Faltung zweier Funktionen f (~x), g(~x) : RN 7→ R ist definiert als
( f ∗ g)(~x) :=
∫
RN
f (~x′)g(~x − ~x′)dnx
• Mithilfe der Fourier-Transformation kann die Faltung als Produkt der Fourier-Transformierten
geschrieben werden:
F ( f ∗ g)(~k) = f̃ (~k) · g̃(~k) (A.10)
Diese Gleichung wird als Faltungstheorem bezeichnet.
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• Die Besselfunktionen erster Art Jν(x) lassen sich folgendermaßen schreiben [Sch08,
S.29]:
Jν(x) =
1
π
π∫
0
cos(x sin(θ) − νθ)dθ =
=
1
2π


π∫
0
ei[x sin(θ)−νθ]dθ +
π∫
0
e−i[x sin(θ)−νθ]dθ


=
=
1
2π


π∫
0
ei[x sin(θ)−νθ]dθ +
0∫
−π
ei[x sin(θ)−νθ]dθ


=
=
1
2π
π∫
−π
ei[x sin(θ)−νθ]dθ =
1
2π
(−1)ν
2π∫
0
e−i[x sin(θ)+νθ]dθ
Speziell für ν = 0 folgt daraus eine Integraldarstellung der Besselfunktion erster Art
nullter Ordnung:
J0(x) =
1
2π
2π∫
0
e−ix sin(θ)dθ (A.11)
• Für die Besselfunktionen erster Art gilt folgende Rekursionsrelation [Sch08, S.63]:
d
dx
(xνJν(x)) = x
νJν−1(x) ,
wobei ν ∈ Z. Speziell für ν = 1 ergibt sich:
d
dx
(xJ1(x)) = xJ0(x)⇒
b∫
a
xJ0(x)dx = [xJ1(x)]
b
a (A.12)
• Sei f : Ω ⊆ Rn 7→ Rn eine beliebig oft differenzierbare reelle Funktion ( f ∈ C∞(Ω)),
dann bezeichnet
δ( f ) =
∫
Ω
δ(x) f (x)dx = f (0)
die sogenannte Delta-Distribution. Obwohl sie nicht durch eine Funktion darstellbar ist
(aber als Limes von Funktionen, siehe z.B. [For99, S.176ff]), wird sie auch als Dirac-
Funktion bzw. auch als δ-Funktion bezeichnet. In zwei Dimensionen wird die Schreib-
weise δ(~x) := δ(x)δ(y) benutzt.
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• Eine Summe von Delta-Distributionen
combp(x) =
∞∑
n=−∞
δ(x − np) (A.13)
wird als Dirac-Kamm bezeichnet. Die Fouriertransformation des Dirac-Kamms ergibt
wieder einen Dirac-Kamm:
F (combp)(k) :=
1
2πp
∞∑
n=−∞
δ
(
k − n2π
p
)
=
1
2πp
comb 2π
p
(k)
Dementsprechend lässt sich der Dirac-Kamm auf zwei Dimensionen verallgemeinern:
comb2px,py :=
∞∑
m=−∞
∞∑
n=−∞
δ(x − mpx)δ(y − npy)
⇒ F (comb2px,py)(kx, ky) =
1
4π2 px py
comb22π
px
, 2πpy
(kx, ky) (A.14)
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B. Die SIM-Konfokalitätsfunktion
Bei einer inkohärenten Abbildung des SIM-Musters auf die Probe, ist der Kontrastverlauf des
Musterbildes in der Probe als Funktion von z entsprechend Abschnitt 2.4.5 durch den Verlauf
der Anregungs-OTF O(exc.)(~k⊥, z) für die Musterfrequenz ~kg gegeben.
Geht man zunächst von einer gleichmäßigen Ausleuchtung der Probe aus (I(exc.)(x, y, z) ≡
const.) und nimmt als mikroskopisches Objekt eine unendlich dünne, gleichmäßig fluoreszie-
rende Farbstoffschicht an (S (~x) = δ(z)), so erhält man bei der Aufnahme eines z−Stapels für
die detektierte Intensität I(det.):
I(det.)(x, y, z) = (h ∗ S )(~x) =
=
$
d3x′h(~x⊥ − ~x′⊥, z − z′)δ(z′) =
=
"
dx′dy′h(~x⊥ − ~x′⊥, z) = KEPI(z) ≡ 1 (B.1)
Aufgrund dessen kann die Konfokalitätsfunktion wie in Abschnitt 3.1 erläutert durch die Auf-
nahme eines z−Stapels durch eine möglichst dünne und möglichst gleichmäßig fluoreszieren-
de Farbstoffschicht [Bra04] für alle Punkte ~x⊥ des Bildfeldes gemessen werden.
Geht man wie in Abschnitt 3.2 von strukturierter Beleuchtung mit einer Gitterfrequenz von
νg = 1 (bzw. p = λ/NA) aus, so ergibt sich für die Intensität (des m-ten Rohbilds) in der
Ebene des Objekts:
I(em.)m (~x) = δ(z)I0[O(exc.)(~k⊥ = 0, z)
︸              ︷︷              ︸
≡1
+O(exc.)(~k⊥ = ~kg, z) cos(~kg~x⊥ + Φ0 − αm)]
Hierbei ist I0 die mittlere Intensität der Anregung. Die in der Bildebene des Mikroskops de-
tektierte Intensität I(det.)(~x) ergibt sich aus der Faltung der emittierten Intensität I(em.) mit der
PSF des Emissionsstrahlenganges. Da das Objekt in allen Richtungen der (x, y)−Ebene nur
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Abb. B.1.: Vergleich der Konfokalität eines CLSM und eines SIM-Mikroskops mit der in Gleichung (3.5)
definierten Funktion η(z).
aus einer einzelnen Frequenz (der Nullfrequenz) besteht, und somit die emittierte Intensität
nur die Nullfrequenz und die Gitterfrequenz enthält, erhält man:
I(det.)m = (h ∗ I(em.))(~x) =
(B.1)
= I0[KEPI(z)
︸  ︷︷  ︸
≡1
+O(exc.)(~k⊥ = ~kg, z) · O(em.)(~k⊥ = ~kg, z)
︸                                        ︷︷                                        ︸
KSIM
cos(~kg~x⊥ + Φ0 − αm)]
Vernachlässigt man die Stokes-Verschiebung, so erhält man näherungsweise für die Konfoka-
litätsfunktion der SIM Mikroskopie [Wil11]:
KSIM(z) =
(
O(~k⊥ = ~kg, z)
)2
Diese Gleichung wurde zur Berechnung der SIM Konfokalitätsfunktion in Abbildung 3.6 be-
nutzt. Wie in Abschnitt 3.2 erläutert, ist die Halbwertsbreite der Konfokalitätsfunktion zur
Quantifizierung der Konfokalität eines Mikroskops nicht gut geeignet. Die in Gleichung (3.5)
definierte Größe η(z) ist zum Vergleich mehrerer konfokaler Mikroskope deutlich aussage-
kräftiger. Die dem Beispiel in Abbildung 3.6 entsprechenden Funktionen η(z) sind in Abbil-
dung B.1 dargestellt.
Im Falle kohärenter Anregung ergibt sich die Konfokalitätsfunktion KSIM(z) durch das Pro-
dukt aus dem normierten Kontrastverlauf des SIM Musters in z-Richtung mit dem Verlauf der
Emissions-OTF der Musterfrequenz O(em.)(~k⊥ = ~kg, z) in z-Richtung.
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Laserscanning-Mikroskops
In den folgenden beiden Abschnitten werden die PSFs für ein Laserscanning-Mikroskop mit
punktförmiger bzw. linienförmiger Anregung erläutert. Im Fall der punktförmigen Anregung
wird davon ausgegangen, dass der punktförmig angeregte Bereich auf eine konfokale Blende
abgebildet wird. Jeder Abtastposition wird ein Bildpunkt zugeordnet, wobei die detektierte
Intensität über die Fläche der konfokalen Blende integriert wird.
Im Fall des linienkonfokalen Mikroskops wird angenommen, dass die Emission auf einer Ka-
mera mit Rolling Shutter detektiert wird, wobei die Position/die Bewegung des Rolling Shut-
ters gerade mit der Position/Bewegung der Anregungslinie synchronisiert ist. Hier wird jedem
Punkt der Kamera ein Bildpunkt zugeordnet, wobei die Intensitäten innterhalb des Rolling-
Shutter Bereiches über die Scanpositionen der Linie bzw. des Rolling-Shutters integriert wird.
C.1. Laserscanning mit punktförmiger Anregung
In Abbildung C.1 sind die wesentlichen Schritte der Herleitung der PSF eines CLSM in einer
Dimension grafisch illustriert.
Zunächst nimmt man als Objektfunktion S (~x′) eine Punktlichtquelle (bzw. genauer einen ein-
zelnen anregbaren Punkt) im Zentrum des Objektkoordinatensystems ~x′ = (x′, y′, z′)t an:
S (~x′) = δ(~x′)
Die Anregung erfolgt in Form der Anregungs-PSF hexc.(~x′⊥ − ~xs), welche sich immer an der
gegenwärtigen Scanposition ~xs(t) = (xs(t), ys(t))t befindet. Die erste Zeile in Abbildung C.1
zeigt die Situation zu zwei Zeitpunkten t1 und t2, welche zwei Scanpositionen entsprechen.
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x′ x′
xs xs0 0
δ(x′) δ(x′)
hexc(x′ − xs) hexc(x′ − xs)
x′ x′
xs(t1) xs(t2)0 0
Iem(x′ = 0) = hexc(−xs)δ(x′)
Iem(x′ = 0) = hexc(−xs)δ(x′)
x x
xs(t1) xs(t2)0 0
B(x − xs) B(x − xs)
t = t1 xs(t1) = vs · t1 t = t2 xs(t2) = vs · t2
hexc(−xs)hem(x)
hexc(−xs)hem(x)
Abb. C.1.: Grafische Darstellung zur Herleitung der PSF des Laserscanningmikroskops.
Daraus ergibt sich (siehe die zweite Zeile in Abbildung C.1) für eine bestimmte Scanposition
~xs die Intensität der Emission
Iem.(~x′⊥, ~xs, z
′)
︸           ︷︷           ︸
Iem.(~x′ ,t)
= hexc.(~x′⊥ − ~xs, z′)δ(~x′) .
Das Signal in der Blendenebene ist dann gegeben durch die Faltung mit der Emissions-PSF:
Idet(~x⊥, ~xs, z) =
[
Iem. ∗ hem.] (~x)
=
∫
d3x′hexc.(~x′⊥ − ~xs, z′)δ(~x′)hem.(~x − ~x′) (C.1)
Hierbei bezeichnet ~x das Koordinatensystem im (Zwischen-)Bild bzw. in der Ebene der kon-
fokalen Detektionsblende B(~x⊥). Das Koordinatensystem (~x − ~x′) ist das Koordinatensystem
des Mikroskopobjektivs für den Emissionsstrahlengang. Das Bild der konfokalen Blende in
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der Probe hat sein Zentrum immer im Punkt ~x′⊥ = ~xs. Daher ist die konfokale Blende in der
Zwischenbildebene eine Funktion von ~x⊥ − ~xs:
Idet(~x, ~xs, z) = B(~x⊥ − ~xs) ·
∫
d3x′hexc.(~x′⊥ − ~xs, z′)δ(~x′)hem.(~x − ~x′)
D.h. die konfokale Blende befindet sich immer an der Scanposition ~xs. Üblicherweise wird bei
Verwendung einer Blende, die fluoreszente Emission über denselben Scanspiegel abgebildet
wie der Anregungsfokus. Somit wird die Anregungs-PSF immer auf den gleichen Punkt in
der Zwischenbildebene abgebildet. Man spricht in diesem Fall von Descanned Detection.
Dies entspricht einer Koordinatentransformation ~x⊥ 7→ ~x⊥ + ~xs:
Idet(~x, ~xs, z) = B(~x⊥) ·
∫
d3x′hexc.(~x′⊥ − ~xs, z′)δ(~x′)hem.(~x⊥ + ~xs − ~x′⊥, z − z′) (C.2)
Gleichung (C.2) beschreibt die dreidimensionale Verteilung der Intensität um die Zwischen-
bildebene. Bei der Aufnahme eines z−Stapels werden bei verschiedenen Objektivpositionen
z mikroskopische Bilder gespeichert. Die z−Positionen des Objektivs entsprechen dann der
z−Koordinate im Bildstapel. Da die Anregungs-PSF mit demselben Objektiv erzeugt wird
durch die auch die Emission auf die Probe abgebildet wird, befindet sich die Anregungs-PSF
hexc.(~x′⊥ − ~xs, z′) bzgl. der z′−Koordinate relativ zum Objektiv immer an derselben Position.
In Gleichung (C.2) muss also hexc.(~x′⊥ − ~xs, z′) ersetzt werden durch hexc.(~x′⊥ − ~xs, z − z′):
Idet(~x, ~xs, z) = B(~x⊥) ·
∫
d3x′hexc.(~x′⊥ − ~xs, z − z′)δ(~x′)hem.(~x⊥ + ~xs − ~x′⊥, z − z′) =
= B(~x⊥)h
exc.(−~xs, z)hem.(~x⊥ + ~xs, z)
Der letzte Schritt zur Berechnung der PSF eines CLSM ist in der dritten Zeile von Abbil-
dung C.1 gezeigt. Das gesamte Signal, welches sich innerhalb des Trägers der konfokalen
Emissionsblendenfunktion B(~x⊥) befindet, wird aufintegriert und der Koordinate xs zugeord-
net:
hCLSM(~xs, z) = h
exc.(−~xs, z) ·
∫
d2x⊥B(~x⊥)h
em.(~x⊥ + ~xs, z)
︸                               ︷︷                               ︸
(B∗h(em.))(~xs)
(C.3)
Vernachlässigt man die Stokes-Verschiebung zwischen Anregungs- und Emissionswellenlän-
ge, so ergibt sich hier im Grenzwert einer unendlich kleinen Blendenfunktion B(x) → δ(x)
das Quadrat der Epifluoreszenz-PSF. Aus Gleichung (C.3) folgt für die OTF eines Laserscan-
ningmikroskops:
OCLSM(~k⊥, z) = ((B̃ · Oem.) ∗ O∗exc.)(~k⊥, z)
=
∫
d2~k′⊥B̃(~k′⊥)Oem.(~k′⊥, z)O
∗
exc.(~k
′⊥ − ~k⊥, z) (C.4)
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C.2. PSF für ein linienkonfokales Mikroskop
In dieser Arbeit wird das Verfahren der strukturierten Beleuchtung mit linienkonfokaler Mi-
kroskopie kombiniert. Im Folgenden wird erläutert, wie man die PSF eines linienkonfokalen
Mikroskops berechnet. Im Gegensatz zur punktförmigen Anregung wird der Kamera Rolling-
Shutter als konfokale Blende genutzt. Falls man wie im letzten Abschnitt ein punktförmiges
mikroskopisches Objekt δ(~x′) annimmt, erhält man für die emittierte Intensität
Iem.(~x′, ys, z
′) = Lexc.(y′ − ys, z′) · δ(~x′) ,
wobei Lexc.(y′ − ys, z′) das Linienprofil der Anregungsintensität und ys die Scanposition der
Anregungslinie ist. Die Intensität in der Ebene der Kamera ergibt sich aus der emittierten
Intensität Iem. durch Faltung mit der Emissions-PSF hem. des Mikroskops:
Idet.(~x, ys) = [I
em. ∗ hem.](~x) =
=
∫
d3x′Lexc.(y′ − ys, z′)δ(~x′)hem.(~x − ~x′) =
(C.5)
Wie im vorherigen Abschnitt ist zu beachten, dass bei einem z−Stapel nicht die Kameraebe-
ne, sondern das Objektiv in z−Richtung verschoben wird und dass sich durch die Verschie-
bung des Objektivs auch die Position der Anregungslinie in z−Richtung ändert. Mit ande-
ren Worten: Das Maximum der Anregungslinie befindet im Koordinatensystem des Objek-
tivs immer an derselben z−Position. Daher muss das Linienprofil in Gleichung (C.5) durch
Lexc.(y′ − ys, z − z′) ersetzt werden:
Idet.(~x, ys) =
∫
d3x′Lexc.(y′ − ys, z − z′)δ(~x′)hem.(~x − ~x′) =
= Lexc.(−ys, z)hem.(~x) (C.6)
Die Intensität in der Detektionsebene Idet. wird nur innerhalb des aktiven Bereichs des Rolling-
Shutters detektiert, d.h. die tatsächlich detektierte Intenstität für eine Scanposition ys ist gege-
ben durch das Produkt von (C.6) mit der Blendenfunktion BRS des Rolling-Shutters. Die lini-
enkonfokale PSF ergibt sich schließlich durch Integration aller Linien- bzw. Rolling-Shutter
Positionen ys:
hSK(~x) =
∫
dysI
det.(~x, ys) =
∫
dysB
RS(y−ys) ·Lexc.(−ys, z)
︸        ︷︷        ︸
=Lexc.(ys,z)
hem.(~x) = hem.(~x) ·
(
BRS ∗ Lexc.
)
(y, z)
(C.7)
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Die linienkonfokale PSF ist also aus dem Produkt der Epifluoreszenz PSF hem. mit der Fal-
tung aus Anregungslinie Lexc. und Rolling-Shutter-Blende BRS gegeben, wobei die Faltung
(BRS ∗ Lexc.) nur in y−Richtung ausgeführt wird. Aus (C.7) ergibt sich unmittelbar die OTF
OSK(kx, ky, z) für ein linienkonfokales Mikroskop:
OSK(kx, ky, z) =
∫
dk′yB̃
RS(k′y)L̃
exc.(k′y, z)Oem.(kx, k
′
y − ky, z) (C.8)
Setzt man in Gleichung (C.8) kx = ky = 0, so erhält man direkt die Konfokalitätsfunktion für
ein linienkonfokales Mikroskop:
KSK(z) =
∫
dk′yB̃
RS(k′y)L̃
exc.(k′y, z)Oem.(0, k
′
y, z) (C.9)
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D. Herleitung der Gleichungen (3.13),
(4.24) und (4.45)
D.1. Reelle Auswertung für quasikonfokale SIM mit
Linienmuster
Bei der inkohärenten strukturierten Beleuchtung mit Liniengitter ist ein Rohbild bei geeigne-
ter Wahl der Gitterfrequenz wie in Abschnitt 3.2 beschrieben, näherungsweise gegeben durch
Im = I
(0)
︸︷︷︸
Hintergrundsignal
+ I(1)
︸︷︷︸
Infokus-Signal
cos( ~k1
︸︷︷︸
Gitterfrequenz
~x − α(1)m ) = I(0) + I(1)ℜ
(
ei
~k(1)~xe−α
(1)
m
)
, (D.1)
wobei α(1)m durch die relative Verschiebung ~∆ durch α
(1)
m = ~k
(1)~∆ gegeben ist. Die paarweise
Differenz zweier Rohbilder ist dementsprechend
(Im − In) = I(1)ℜ
[
ei
~k1~x
(
e−iα
(1)
m − e−iα
(1)
n
)]
. (D.2)
Es bezeichne N die minimale notwendige Zahl an Gleichungen, die für die Lösung von I(1) in
Gleichung (D.1) benötigt werden. Diese ist in der Regel immer ungerade. Sie hängt von der
Periode des Linienmusters und der NA ab. Für die Phasenverschiebung der Modulation α(1)m
kann man annehmen, dass
α(1)m = m
2π
N
(D.3)
α(1)n = n
2π
N
(D.4)
n = m + δ
⇒ (e−iα(1)m − e−iα(1)n ) = e−im 2πN − e−im 2πN e−iδ 2πN = e−im 2πN
(
1 − e−iδ 2πN
)
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mit m, n, δ ∈ FN .
Weiterhin gilt für z ∈ C:
[ℜ(z)]2 =
[
1
2
(z + z̄)
]2
=
1
4
[
z2 + z̄2 + zz̄ + z̄z
]
=
1
2
[
ℜ(z2) + |z|2
]
(D.5)
Quadriert man Gleichung (D.2), so erhält man unter Verwendung von (D.5)
(Im − In)2 = (I(1))2
{
1
2
ℜ
[
ei2
~k1~x
(
e−i2α
(1)
m
︸︷︷︸
e−im
4π
N
+ e−i2α
(1)
n
︸︷︷︸
e−im
4π
N e−iδ
4π
N
−2e−i
(
α
(1)
m +α
(1)
n
)
)]
+
(
1 − cos
(
δ2π
N
))}
(D.6)
Daraus folgt für die Summe der quadratischen paarweisen Differenzen:
N∑
1
(Im − Im+δ)2 =
(
I(1)
)2 · 1
2
ℜ
[
ei2
~k1~x
(
N∑
m=1
e−im
4π
N
︸     ︷︷     ︸
0
+e−iδ
4π
N
N∑
m=1
e−im
4π
N
︸     ︷︷     ︸
0
−2e−iδ 2πN
N∑
m=1
e−im
4π
N
︸     ︷︷     ︸
0
)]
+
(
I(1)
)2
N
(
1 − cos
(
δ
2π
N
))
(D.7)
⇒ I(1) = 1√
N(1 − cos
(
δ2πN
)
)
√
N∑
m=1
(Im − Im+δ)2 (D.8)
Die Summen in der ersten Zeile von Gleichung (D.7) geben aufgrund von Gleichung (A.9) im
Anhang A 0. Aus der Gleichung (D.7) sieht man, dass das Signal, das sich aus der Summe der
quadratischen paarweisen Differenzen der Rohbilder ergibt, von der Indexdifferenz δ abhängt.
Für δ = 0 verschwindet das Signal in Gleichung (D.7) und die Lösung in Gleichung (D.8)
existiert nicht. Die maximale Signalstärke ergibt sich für das Maximum der Funktion (1 −
cos(δ2π
N
)), also für δ = N
2
. Da wie bereits geschrieben N i.d.R. eine ungerade Zahl ist, wird für
δ üblicherweise δ =
⌊
N
2
⌋
oder δ =
⌈
N
2
⌉
gewählt [Hei06a]. Speziell für N = 3 und δ = 1 ergibt
das [Nei97]
I(1) =
√
2
3
√
(I1 − I2)2 + (I2 − I3)2 + (I3 − I1)2 (D.9)
D.2. Reelle Auswertung für quasikonfokale SIM mit
Schachbrettmuster
Bei inkohärenter strukturierter Beleuchtung mit Schachbrettmuster, ist wie in Abschnitt 4.1
ein Rohbild näherungsweise gegeben durch:
Im = I
(0) +ℜ
[
I(1)ei
~k1~xe−iα
(1)
m + I(2)ei
~k2~xe−iα
(2)
m
]
(D.10)
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Für die paarweisen Differenzen der Rohbilder Im und In folgt daraus
(Im − In) = ℜ
[
I(1)ei
~k1~x
(
e−iα
(1)
m − e−iα
(1)
n
)
︸                       ︷︷                       ︸
=:z1(m,δ)
+ I(2)ei
~k2~x
(
e−iα
(2)
m − e−iα
(2)
n
)
︸                       ︷︷                       ︸
=:z2(m,δ)
]
(D.11)
Wie beim Linienmuster kann man auch beim Schachbrett von den Gleichungen (D.3) und
(D.4) ausgehen. Zusätzlich gilt beim Schachbrettmuster α(2)m = κα
(1)
m ∀m. Daraus folgt für die
in (D.11) definierten Größen z1(m, δ) und z2(m, δ):
z1(m, δ) = I
(1)ei
~k1~x
(
e−iα
(1)
m − e−iα(1)n
)
= I(1)ei
~k1~x
(
1 − e−iδ 2πN
)
e−im
2π
N
z2(m, δ) = I
(2)ei
~k2~x
(
e−iα
(2)
m − e−iα
(2)
n
)
= I(2)ei
~k2~x
(
1 − e−iκδ 2πN
)
e−imκ
2π
N
Entsprechend Gleichung (D.5) in Abschnitt D.1 findet man hier
[ℜ(z1 + z2)
]2
=
1
2
[
ℜ(z1)2 +ℜ(z2)2 +ℜ(z1z2) +ℜ(z̄1z2) + |z1|2 + |z2|2
]
(D.12)
Für die Summen der paarweisen Differenzen folgt daraus:
2
N∑
m=1
(Im − In)2 =
N∑
m=1
ℜ(z21(m, δ))
︸             ︷︷             ︸
0
+
N∑
m=1
ℜ(z22(m, δ))
︸             ︷︷             ︸
0
+
+
N∑
m=1
ℜ(z1(m, δ)z2(m, δ))
︸                       ︷︷                       ︸
0
+
N∑
m=1
ℜ(z̄1(m, δ)z2(m, δ))
︸                       ︷︷                       ︸
0
+
+
N∑
m=1
|z1(m, δ)|2 +
N∑
m=1
|z2(m, δ)|2 =
= (I(1))2 · 2N
(
1 − cos
(
δ
2π
N
))
+ (I(2))2 · 2N
(
1 − cos
(
κδ
2π
N
))
Letztlich ergibt sich für die Summe der quadrierten paarweisen Differenzen der Rohbilder
1
N
N∑
m=1
(Im − In)2 = (I(1))2 ·
(
1 − cos
(
δ
2π
N
))
+ (I(2))2 ·
(
1 − cos
(
κδ
2π
N
))
(D.13)
Speziell für κ = 2 und N = 5 ergibt sich daraus für das quadratische Mittel aus I(1) und I(2):
√
(I(1))2 + (I(2))2 =
√
2
5
√
2∑
δ=1
5∑
m=1
(
Im − I(m+δ)
)2 (D.14)
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D.3. Reelle Auswertung für quasikonfokale SIM mit
Hexagonmuster
Bei inkohärenter strukturierter Beleuchtung mit hexagonalen Mustern, lässt sich wie in Ab-
schnitt 4.2 beschrieben, ein Rohbild Im = Im(x, y) näherungsweise schreiben als
Im = I
(0) +ℜ
[
I(1)ei
~k1~xe−iα
(1)
m + I(2)ei
~k2~xe−iα
(2)
m + I(3)ei
~k3~xe−iα
(3)
m
]
(D.15)
Wie in den vorherigen Abschnitten folgt für die paarweise Differenz zweier Rohbilder Im und
In:
(Im − In) = ℜ
[
I(1)ei
~k1~x
(
e−iα
(1)
m − e−iα
(1)
n
)
+ I(2)ei
~k2~x
(
e−iα
(2)
m − e−iα
(2)
n
)
+ I(3)ei
~k3~x
(
e−iα
(3)
m − e−iα
(3)
n
)]
(D.16)
Auch beim Hexagonmuster kann man (D.3) und (D.4) annehmen. Zusätzlich gilt für die Pha-
senverschiebungen α(2)m = κα
(1)
m und α
(3)
m = (κ + 1)α
(1)
m . Für die Summe der quadratischen
paarweisen Differenzen der Rohbilder folgt daraus:
N∑
m=1
(Im − In)2 =
(
I(1)
)2 · N
(
1 − cos
(
δ
2π
N
))
(D.17)
+
(
I(2)
)2 · N
(
1 − cos
(
κδ
2π
N
))
(D.18)
+
(
I(3)
)2 · N
(
1 − cos
(
(κ + 1)δ
2π
N
))
(D.19)
Speziell für N = 7 und κ = 2 ergibt sich hieraus für das quadratische Mittel aus I(1), I(2) und
I(3):
√
(
I(1)
)2
+
(
I(2)
)2
+
(
I(3)
)2
=
√
2
7
√
3∑
δ=1
7∑
m=1
(Im − Im+δ) (D.20)
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In folgendem Abschnitt wird die Fehlerfortpflanzung bei der in den Abschnitten 3.2, 4.1 und
4.2 beschriebenen SIM Auswertung erläutert. Zunächst wird der Fall untersucht, dass die Ma-
trix Â proportional zu einer unitären Matrix ist. Anschließend wird die Fehlerfortpflanzung
der Auswertung untersucht, falls der in den Abschnitten 4.1 bzw. 4.2 beschriebene Orientie-
rungswinkel des Verschiebevektors ~∆ einen Fehler aufweist.
Auf jeden Bildpunkt bezeichne ym den gemessenen Intensitätswert im m−ten Rohbild und x(n)
die n−te unbekannte Größe des linearen Gleichungssystems. Sowohl die gemessenen als auch
die unbekannten Größen können als Vektoren ~y und ~x interpretiert werden und dementspre-
chend kann die Lösung des linearen Gleichungssystems als Inversion der Matrix Â aufgefasst
werden. (Im Gegensatz zum Rest dieser Arbeit bezeichnet ~x in diesem Abschnitt nicht die
räumliche Koordinate, sondern den Vektor der unbekannten Größen.) Wie in Anhang A er-
läutert, ist die Fehlerfortpflanzung bei der Lösung eines linearen Gleichungssystems
~x = Â−1~y
durch die Konditionszahl K der Matrix Â gegeben. Sind die gemessenen Größen im Vektor ~y
mit einem additiven Fehler behaftet, d.h. ~x 7→ ~x + δ~x, so gilt für die Fehler der Auswertung
δ~y = Â−1δ~x .
Aus Gleichung (A.2) folgt, als Abschätzung für den Fehlervektor
|δ~x| ≤ ||Â−1||2 · |δ~y|
⇒ |δ~x|2 ≤ ||Â−1||22 · |δ~y|2 (E.1)
Im Folgenden werden die Mittelwerte der Betragsquadrate in Gleichung (E.1) berechnet:
Nimmt man an, dass der Mittelwert der Messfehler in ~y über mehrere Messreihen verschwin-
det (< δ~y >= 0), so ergibt sich für die Größe |δ~y|2 im Mittel gerade die Summe der Varianzen
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der gemessenen Größen ym:
〈
|δ~y|2
〉
=
N∑
m=1
< (δym)
2 >=
N∑
m=1
Var(ym) (E.2)
Die gemessenen Größen ~y repräsentieren im Bezug auf die SIM die in den N Rohbildern
gemessenen Intensitätswerte auf einem beliebigen Bildpunkt. Wie in Abschnitt 3.2 erläutert,
lässt sich das gemessene Signal ym im m-ten Rohbild auf einem beliebigen Bildpunkt ~x⊥
folgendermaßen schreiben:
ym = im(~x⊥) = i
(0)(~x⊥) +
⌊ N2 ⌋∑
n=1
mni
(n)(~x⊥) cos(~k
(n)~x⊥ − α(n)m ) (E.3)
i(0) bezeichnet das in der Messung enthaltene unmodulierte Signal, welches für alle Bildpunkte
sowohl das Infokus- als auch Ausserfokussignal enthält. mn ist die Modulation der n-ten in
der Anregungsintensität enthaltenen Musterfrequenz und i(n) ist der Anteil der gemessenen
Intensität im, der mit der n−ten Musterfrequenz ~k(n) der Anregung moduliert ist. Die relative
Phasenverschiebung der n−ten Frequenz im m−ten Rohbild wird wieder mit α(n)m bezeichnet
und die absoluten Phasen Φ(n)0 werden vernachlässigt.
Setzt man das gemessene Signal aus Gleichung (E.3) in Gleichung (E.2) ein, so erhält man
< |δ~y|2 > =
N∑
m=1


Var(i(0)) +
⌊ N2 ⌋∑
n=1
m2n Var(i
(n)) cos2(~k(n)~x − α(n)m )


=
= N Var(i(0)) + N
⌊ N2 ⌋∑
n=1
m2n
2
Var(i(n)) . (E.4)
Das Betragsquadrat |δ~x|2 auf der linken Seite von Gleichung (E.1) ergibt im Mittel über meh-
rere Messungen die Summe der Varianzen der berechneten Größen x(n):
< |δ~x|2 >=
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
< |δx(n)|2 >=
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
Var(x(n)) (E.5)
Ist die Matrix Â wie in den Abschnitten 3.2, 4.1 bzw. 4.2 definiert proportional zu einer uni-
tären Matrix, so ist ||Â||2 = 1/
√
N (siehe Gleichung (E.1)). Außerdem kann man in diesem
Fall annehmen, dass die Varianzen der Lösungen Var(x(n)) in Gleichung (E.5) für alle n im
Mittel gleich groß sind, d.h.
< |δ~x|2 >= N · Var(x(n)) .
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Zusammen mit Gleichung (E.1) folgt daraus für die Varianz der ausgewerteten SIM Signale
I(n) (n , 0):
N · Var(x(n)) = N · Var
(mn
2
I(n)(~x⊥)e
i~k(n)~x⊥
)
≤
1
N2
︷ ︸︸ ︷
||Â−1||22 N


Var(i(0)(~x⊥)) +
⌊ N2 ⌋∑
n=1
m2n
2
Var(i(n)(~x⊥))


⇒ Var(I(n)(~x⊥)) ≤
4
m2n · N


Var(i(0)(~x⊥)) +
⌊ N2 ⌋∑
n=1
m2n
2
Var(i(n)(~x⊥))


(E.6)
Daraus folgt für den relativen Fehler des ausgewerteten SIM-Signals:
σ(I(n))
I(n)
≤ 2
mn ·
√
Ni(n)
√
√
Var(i(0)) +
⌊ N2 ⌋∑
n=1
m2n
2
Var(i(n))
⇒
I(n)=i(n)
σ(I(n)) ≤ 2
mn
√
N
√
√
Var(i(0)) +
⌊ N2 ⌋∑
n=1
m2n
2
Var(i(n)) (E.7)
Falls die Mustermodulationen mn klein sind (d.h. mn ≪ 1), so ergibt sich als Näherung für
Gleichung (E.7)
σ(I(n)) ≈ 2
mn
√
N
σ(i(0)) .
Für das Signal-zu-Rausch-Verhältnis ergibt sich dementsprechend in Analogie zu [Hag12]:
SNR(i(n)) ≈ mn
√
N
2
i(n)
σ(i(0))
(E.8)
Aus Gleichungen (E.7) bzw. (E.8) folgt, dass der Fehler des ausgewerteten SIM Signals
vom Fehler des in den Rohbildern enthaltenen Signals i(0) abhängt, wobei sich i(0) wie be-
schrieben als Summe von Ausserfokus- und Infokus-Signal interpretieren lässt. D.h. je mehr
Ausserfokus-Signal in einem Rohbild enthalten ist, (bzw. je dicker die mikroskopische Probe
ist) umso mehr Rauschen wird ein ausgewertetes SIM Bild enthalten. Je größer die Modula-
tion des SIM-Musters in den gemessenen Rohbildern ist, umso kleiner wird der Fehler des
ausgewerteten Signals.
Geht man bei dem Fehler von i(0) von einer Poisson-Verteilung aus (d.h. σ(i(0)) =
√
< i(0) >)
und nimmt an, dass die gemessenen Signale i(0) und i(n) proportional zur Belichtungszeit τ in
jedem Rohbild sind, so ergibt sich für das Signal-zu-Rausch-Verhältnis:
SNR(i(n)) ≈ mn
√
T
2
i(n)√
< i(0) >
,
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wobei Nτ = T die gesamte Belichtungszeit über N Rohbilder bezeichnet. Der Fehler des aus-
gewerteten Signals hängt also nur von der gesamten Belichtungszeit ab und ist unabhängig
von der Anzahl der gemessenen Rohbilder, solange das insgesamt gemessene Signal im(~x⊥) in
jedem einzelnen Rohbild deutlich größer ist als der Dunkelstrom der Kamera. Die Auslese-
dauer der Kamera, sowie die Zeit die benötigt wird um ein Rohbild zu speichern muss jeweils
kleiner als τ sein.
E.1. Fehlerfortpflanzung mit Orientierungsfehler
Falls der Orientierungswinkel des Verschiebevektors ~∆ (siehe Abschnitte 4.1 bzw. 4.2) einen
Fehler aufweißt, wird dieser in die Auswertung mit eingehen. Es wird im Folgenden angenom-
men, dass der Orientierungswinkel θ des Verschiebevektors ~∆ mit einem Fehler δθ versehen
ist. Die Beträge der Verschiebung |~∆| sollen fehlerlos sein, d.h. die Phasenverschiebung der
Frequenz ~k(1) von einem zum nächsten Rohbild beträgt α(1)2 =
2π
N
.
Man kann hier zwei Fälle unterscheiden:
• Der Orientierungsfehler ist nicht bekannt und die Auswertung erfolgt wie im vorigen
Abschnitt mit einer Matrix Â, die bis auf einen konstanten Faktor unitär ist. In dem Fall
lässt sich der absolute Fehler von I(n) mit Gleichung (E.6) abschätzen. Die berechneten
Signale I(n) werden dann aber nicht mehr mit den gemessenen Signalen i(n) übereinstim-
men. Da die Matrix Â proportional zu einer unitären Matrix ist, ist die Konditionszahl K
gleich 1 und aufgrund der Matrixnorm von Â gilt |~x| = 1/
√
N · |~y|, woraus mit Gleichung
(A.3) als Abschätzung für den Fehler folgt:
< |δ~x| > ≤ 1√
N
< |δ~y| >
Var(I(n)) ≤ 4
m2n · N


Var(i(0)) +
⌊ N2 ⌋∑
n=1
m2n
2
Var(i(n))


Aufgrund des Fehlers des Orientierungswinkels unterscheiden sich die tatsächlichen
Phasenverschiebungen der Frequenzen ~k(n) , |n| ∈ {2, . . . ,
⌊
N
2
⌋
} von den für diese Fre-
quenzen erwarteten Phasenverschiebungen. D.h. die Modulationen dieser Frequenzen
werden in den ausgewerteten Signalen I(n) noch als periodische Artefakte enthalten sein.
• Der Orientierungsfehler ist bekannt und wird in der Auswertung berücksichtigt. Aus
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dem Winkel θ wird entsprechend Gleichungen (4.11) bzw. (4.35) der Wert von κ er-
mittelt, welcher dann gemäß (4.25) bzw. (4.37) in die Matrix Â eingeht. In diesem Fall
ist die Matrix Â nicht proportional zu einer unitären Matrix. Solange der Fehler von
θ bzw. κ klein genug bleibt, so dass det(Â) , 0, lässt sich die Matrix invertieren und
das Gleichungssystem ist lösbar. In diesem Fall führt die Inversion von Â zur richtigen
Lösung des Gleichungssystems, d.h. I(n) = i(n) ∀n ∈ {0, . . . ,
⌊
N
2
⌋
}. Für die Vektoren
aus unbekannten und gemessenen Größen heißt das: |~x| = 1/
√
N |~y|. Für die Fehler der
ausgewerteten und gemessenen Größen gilt daher (entsprechend Gleichung (A.3)) die
Abschätzung:
|δ~x|
|~x| ≤ K
|δ~y|
|~y| ⇒ |δ~x| ≤
K√
N
|δ~y|
Andererseits gilt aufgrund der Definition der Spektralnorm für Matrizen ebenso die
folgende Abschätzung für den Fehlervektor:
|δ~x| ≤ ||Â−1||22 · |δ~y| (E.9)
Aus der Definition der Konditionszahl (siehe Gleichung (A.4)) und der Matrix Â folgt:
K√
N
= ||Â−1||2 · ||Â||2 ·
1√
N
︸       ︷︷       ︸
≥1
⇒ K√
N
≥ ||Â−1||2
D.h. dass die Matrixnorm der inversen von Â in Gleichung (E.9) als obere Schranke für
die Varianz das präzisere Kriterium ist. Im Mittel über mehrere Messungen ergibt sich
daher entsprechend Gleichungen (E.4) und (E.5)
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
Var(x(n)) ≤ ||Â−1||22 Var(im)
⇒
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
Var(I(n)) ≤ 4
m2n
||Â−1||22 Var(im) (E.10)
Die Varianz im Rohbild im ist für alle Rohbilder gleich, solange alle Rohbilder mit
derselben Belichtungszeit aufgenommen wurden, was üblicherweise der Fall ist. Im
Gegensatz dazu, kann in dem hier beschriebenen Fall nicht mehr davon ausgegangen
werden, dass die Varianzen der berechneten Größen x(n) für alle n gleich groß sind (sie-
he Abbildung E.1). Die Spektralnorm der Matrix Â stellt nur eine obere Schranke für
die Varianz der berechneten Größen abhängig vom Fehler der Meßdaten dar.
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Der Winkelfehler δθ der Orientierung der Musterfrequenzen relativ zur Verschieberich-
tung des Musterbildes in der Probe ist im Experiment typischerweise kleiner als 0,1◦.
An dem Beispiel in Abbildung E.1 sieht man, dass Winkelfehler dieser Größenordnung
vernachlässigbar sind, da sie die Varianz der ausgewerteten Größen kaum beeinflussen.
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-22 -21 -20 -19 -18 -17 -16 -15 -14
θ
Var(x(0))/Var(im)
Var(x(1))/Var(im)
Var(x(2))/Var(im)
||Â−1||22
(a) Für große Winkelfehler wird die Varianz der berechneten Größen I(n) beliebig groß,
da für det(Â) = 0 keine analytische Lösung existiert. Die Varianzen der einzelnen berech-
neten Größen stimmen bei großen Winkelfehlern nicht mehr überein.
0.199
0.2
0.201
0.202
0.203
0.204
0.205
0.206
0.207
-18.6 -18.55 -18.5 -18.45 -18.4 -18.35 -18.3 -18.25
θ
Var(x(0))/Var(im)
Var(x(1))/Var(im)
Var(x(2))/Var(im)
||Â−1||22
(b) Kleine Winkelfehler (|δθ| < 0,2◦) können vernachlässigt werden, da sie den Fehler der
ausgewerteten Größen nur marginal beeinflussen.
Abb. E.1.: Die Varianzen der ausgewerteten Größen I(n) normiert auf die Varianz der gemessenen Größen
im im Fall der Schachbrett-SIM (mit N = 5) als Funktion des Orientierungswinkels des Verschiebevektors ~∆.
Für den Winkel θ ≈ −18,4356◦ (siehe Abschnitt 4.1) ist Â eine unitäre Matrix und die Varianz der ausgewer-
teten Größen beträgt 1/5 der Varianz der Eingangsgrößen.
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F. Fehlerfortpflanzung bei
Superresolution SIM
In diesem Abschnitt wird die Fehlerfortpflanzung für SR-SIM mit linien- und hexagonalen
Mustern erläutert. Wie in Abschnitt 3.3 beschrieben, wird ein (3D) Superresolution SIM
Bild(-stapel) im Allgemeinen im Frequenzraum durch Überlagerung der entsrepchenden Fre-
quenzbänder berechnet. Wie in Gleichung (3.17) bzw. (3.18) sind die Vektoren aus unbekann-
ten (xn) und gemessenen Größen (ym) gegeben durch:
x(n) =



D̃(0)(~k) falls n = 0
mn
2 D̃
(n)(~k) falls n , 0
ym = ĩm(~k) = d̃
(0)(~k) +
∑
n,0
mn
2
e−iα
(n)
m d̃(n)(~k)
Im Fall von 2D-Superresolution SIM (d.h. es wird kein Bildstapel sondern Rohbilder in einer
Bildebene bzw. z−Position gemessen) entspricht d̃(0)(~k) für jede Frequenz ~k dem Epifluores-
zenzsignal und enthält daher sowohl Ausser- als auch Infokussignal. Genau genommen ist d̃(0)
gegeben durch die Fouriertransformation der Größe i(0)(~x⊥) in Gleichung (E.3).
F.1. Varianz der Frequenzbänder
Wie in Abschnitt 3.3 bzw. 3.3.3 sind die Frequenzbänder D̃(n)(~k) gegeben durch
D̃(n)(~k) = On(~k)S̃ (~k − ~k(n)) ,
wobei On(~k) die OTF des Mikroskopobjektivs ist. Der Index n der OTF ist nur notwendig im
Fall von 3D SR-SIM, d.h. wenn Rohbilder für mehrere verschiedene z−Positionen zu einem
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Bildstapel ausgewertet werden. Im Fall von n ∈ {1, 2, 3}, d.h. für die Grundfrequenz des He-
xagons ist On(~k) gegeben durch die Fouriertransformierte der in Gleichung (3.30) definierten
Emissions-PSF hem.n (~x). Analog zu Gleichung (E.6) in Abschnitt E.1 ergibt sich auch hier:
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
Var[x(n)(~k)] ≤ ||Â||22
N∑
m=1
Var[ym(~k)] = ||Â||22
N∑
m=1
Var[ĩm(~k)]
N · Var(x(n))(~k) ≤ ||Â−1||22 · N ·
{
Var[ ˜d(0)(~k)] +
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
n,0
m2n
4
Var[d̃(n)(~k − ~k(n))]
}
⇒ Var[x(n)(~k)] ≤ ||Â−1||22 ·
{
Var[d̃(0)(~k)] +
⌊ N2 ⌋∑
n=1
m2n
2
Var[d̃(n)(~k − ~k(n))]
}
(F.1)
Analog zu Abschnitt E.1 werden die gemessenen Frequenzbänder mit d̃(n)(~k), die berechneten
Frequenzbänder mit D̃(n)(~k) bezeichnet.
Die Varianz des gemessenen Signals im Ortsraum ist im Falle eines Poisson-verteilten Rau-
schens durch das auf einem Bildpunkt gemessenen Signal gegeben, d.h. die Varianz ist im
Allgemeinen eine Funktion der räumlichen Koordinate ~x⊥ (bzw. in 3D ~x). Im Gegesatz da-
zu, ist die Varianz der Frequenzbänder im Frequenzraum unabhängig von der Amplitude des
Bandes und damit unabhängig von der Koordinate ~k im Frequenzraum. Daher lässt sich die
Varianz eines Frequenzbandes Var[d̃(n)(~k)] durch die mittlere Varianz im Frequenzraum ab-
schätzen:
Var[d̃(n)(~k)] ≈ Var[d̃(n)(~k)] =
〈
Var[d̃(n)(~k)]
〉
~k
=: σ(d̃(n))2
< . >~k bezeichnet hierbei das Mittel über den Frequenzraum. Für den Ausdruck innerhalb
der geschweiften Klammern auf der rechten Seite von Gleichung (F.1) ergibt sich durch diese
Definition
〈 N∑
m=1
Var[ĩm(~k)]
〉
~k
= Nσ(d̃(n))2
(
1 +
⌊ N2 ⌋∑
n=1
m2n
2
)
. (F.2)
Aus dem Parsevalschen Theorem folgt, dass das Integral über die Varianzen im Ortsraum bis
auf einen konstanten Faktor das gleiche Ergebnis liefert, wie das Integral über die Varianzen
im Frequenzraum:
1
(2π)D
∫
dDx Var[im(~x)] =
∫
dDk Var[ĩ(~k)]⇒ 1
(2π)D
〈
Var[im(~x)]
〉
~x =
〈
Var[ĩm(~k)]
〉
~k
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Die Variable D bezeichnet die Dimension des Orts- bzw. Frequenzraums, d.h. entweder gilt
D = 2 oderD = 3. Daraus folgt für die Varianz im m−ten Rohbild in Gleichung (F.2):
〈 N∑
m=1
Var[ĩm(~k)]
〉
~k
= Nσ(d̃(n))2
(
1 +
⌊ N2 ⌋∑
n=1
m2n
2
)
=
1
(2π)D
〈 N∑
m=1
Var[im(~x)]
〉
~x
Eingesetzt in Gleichung (F.1) ergibt sich daraus
Var[D̃(n)(~k)] ≤



||Â−1||22σ(d̃(n))
2 (
1 +
⌊ N2 ⌋∑
n=1
m2n
2
)
= ||Â−1||22 1N(2π)D
〈
N∑
m=1
Var[im(~x)]
〉
~x
falls n = 0
4
m2n
||Â−1||22σ(d̃(n))
2 (
1 +
⌊ N2 ⌋∑
n=1
m2n
2
)
= 4
m2n
||Â−1||22 1N(2π)D
〈
N∑
m=1
Var[im(~x)]
〉
~x
falls n , 0
(F.3)
Falls das Rauschen Poisson-verteilt ist, ist die mittlere Varianz im m−ten Rohbild 〈Var[im(~x)]
〉
~x
in Gleichung (F.3) gegeben durch die mittlere Intensität im Rohbild
〈
im(~x)
〉
~x. D.h. der Aus-
druck
〈∑N
m=1 Var[im(~x)]
〉
~x
in Gleichung (F.3) ist in diesem Fall gegeben durch
〈 N∑
m=1
Var[im(~x)]
〉
~x
=
〈 N∑
m=1
im(~x)
〉
~x
= N ·
〈
i(0)(~x)
〉
~x
= N ·
〈
Var[i(0)(~x)]
〉
~x
.
Die Varianz eines berechneten Frequenzbandes hängt in diesem Fall somit von der Modula-
tion der entsrechenden Frequenzordnung in der Probe mn, der Matrixnorm der Matrix Â und
der mittleren Intensität des unmodulierten Signals i(0)(~x) ab, welches sowohl Ausser- als auch
Infokus Intensitäten enthält. Das mittlere Signal i(0)(~x) ist proportional zum gesamten gemes-
senen nicht-konfokalen Signal.
Für den Fall, dass nur eine einzelne z−Ebene mikroskopiert wird, heißt das in Analogie zu
den Ergebnissen in Abschnitt E, dass das Rauschen im ausgewerteten Bild vom gesamten ge-
messenen nicht-konfokalen Signal i(0)(~x⊥) bzw. d̃(0)(~k⊥) abhängt bzw. dass das Rauschen des
Ausserfokus-Signals mit in die Auswertung des quasikonfokalen Signals mit eingeht.
Falls Rohbilder in mehreren z−Positionen aufgenommen werden, wird das gesamte Ausserfokus-
Signal in jeder einzelnen Ebene erneut gemessen. In jedem Fall nimmt die Varianz der ausge-
werteten Frequenzbänder mit wachsendem Ausserfokus-Signal bzw. mit wachsender Proben-
dicke zu.
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F.2. Varianz und SNR des rekonstruierten Objekts
Die Berechnung des rekonstruierten Objekts erfolgt durch Überlagerung der berechneten Fre-
quenzbänder D̃(n)(~k). Im Folgenden wird die optimale Überlagerung der Frequenzbänder ge-
mäß Gleichung (3.23) betrachtet:
S̃ (~k) =
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
O∗(~k + ~k(n))D̃(n)(~k + ~k(n))
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
|O(~k + ~k(n))|2 + ǫ2
Daraus folgt für die Varianz des rekonstruierten Objekts S̃ (~k):
Var[S̃ (~k)] =
1
∣
∣
∣
∣
∣
∣
∣
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
|On(~k + ~k(n))|2 + ǫ2
∣
∣
∣
∣
∣
∣
∣
2
·
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
|On(~k + ~k(n))|2 · Var[D̃(n)(~k + ~k(n))]
(F.3)
= ||Â||22
1
(2π)D
〈
Var[i(0)(~x)]
〉
~x
∣
∣
∣
∣
∣
∣
∣
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
|On(~k + ~k(n))|2 + ǫ2
∣
∣
∣
∣
∣
∣
∣
2
(
|O0(~k)|2 + 2
⌊ N2 ⌋∑
n=1
4
m2n
|On(~k + ~k(n))|2
)
(F.4)
Aus den Gleichungen (3.23) und (F.4) folgt das Signal-zu-Rausch-Verhältnis für das rekon-
struierte Objekt als Funktion der Raumfrequenz ~k:
S NR[S̃ (~k)] =
(2π)
D
2
||Â||2
⌊ N2 ⌋∑
n=−⌊ N2 ⌋
O∗(~k + ~k(n))D̃(n)(~k + ~k(n))
√〈
Var[i(0)(~x)]
〉
~x
√
1 + 2
⌊ N2 ⌋∑
n=1
4
m2n
|On(~k + ~k(n))|2
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G. Die optimale Überlagerung der
Frequenzbänder bei der SR-SIM
Wie in Abschnitt 3.3.2 beschrieben, ist die lineare Überlagerung der Frequenzbänder D̃dm(~k +
m~kdg) keine optimale Lösung für die Rekonstruktion des unbekannten Objektspektrums S̃ (~k).
Für die optimale Überlagerung sind zunächst Filterfunktionen Fdm(~k) gesucht, so dass
S̃ (opt)(~k) =
3∑
d=1
1∑
m=−1
Fdm(~k)D̃
d
m(~k + m~k
d
g)
eine möglichst genaue Rekonstruktion des Objektspektrums S̃ ergibt [Rig13]. Die optimalen
Filterfunktionen können durch die Minimierung des Funktionals
L(opt) =
∫


∑
d,m
|O(~k + m~kdg)S̃ (opt)(~k) − D̃dm(~k + m~kdg)|2 + ǫ |A(~k)S̃ (opt)(~k)|2


d2k (G.1)
hergeleitet werden. Hierbei ist diejenige Objektfunktion S̃ (opt)(~k) gesucht, welche in Glei-
chung (G.1) den minimalen Wert ergibt. Das erste Betragsquadrat entspricht einem Fehler-
term. Das zweite Betragsquadrat ist ein Regularisierungsterm. Der Parameter ǫ ∈ R ist der
Regularisierungsparameter. Die Funktion A(~k) ist die Gewichtsfunktion der Regularisierung
und definiert als
A(~k) := |~k|p ,
wobei p ∈ Z. Für p = 1 wird der Gradient der Gesamtenergie des Signals regularisiert, für p =
2 wird die zweite Ableitung der Gesamtenergie regularisiert. In [Gus00a] wird p = 0 gewählt,
was einer Regularisierung der Gesamtenergie des Signals entspricht. Die Minimierung des
Funktionals in Gleichung (G.1) ergibt
Fdm(~k) =
O∗(~k + m~kdg)
ǫ2A(~k)2 +
∑3
d=1
∑1
m=−1 |O(~k + m~kdg)|2
.
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Für die gesuchte optimale Rekonstruktion S̃ (opt)(~k) führt das zu:
S̃ (opt)(~k) =
∑3
d=1
∑1
m=−1 O
∗(~k + m~kdg)D̃
d
m(~k + m~k
d
g)
ǫ2A(~k)2 +
∑3
d=1
∑1
m=−1 |O(~k + m~kdg)|2
(G.2)
Die Lösung für S̃ (opt)(~k) in Gleichung (G.2) stimmt für die Wahl p = 0 bzw. A(~k) ≡ 1 mit der
Lösung in Gleichung (3.23) in Abschnitt 3.3.2 überein und führt wie in selbigem Abschnitt
beschrieben zu negativen Intensitätswerten in der Rekonstruktion.
Für den Fall, dass mehr als drei (m ∈ {−1, 0, 1}) Frequenzbänder in einer Orientierung d des
SIM-Musters existieren, werden die Summen entsprechend über alle vorhandenen Bänder
ausgeführt.
172
H. Schachbrett-SIM mit mehr als fünf
Unbekannten
In bestimmten Situationen wird das Musterbild in der Probe – anders als in Abschnitt 4.1–
mehr als zwei modulierte Frequenzordnungen enthalten. Das ist z.B. der Fall, wenn bei in-
kohärenter Beleuchtung des Mustersubstrats ein Muster mit großer Periode verwendet wird,
oder aber das Muster kohärent beleuchtet wird. Auch im Fall nichtlinearer Anregung der Pro-
be werden in der detektierten Intensität mehr als nur zwei modulierte Frequenzordnungen
enthalten sein. Das führt analog zu Gleichung (4.10) für mehrere Phasenbilder zu einem li-
nearen Gleichungssystem mit mehr als 5 Unbekannten.
Vorerst wird von dem rein periodischen Anteil des SchachbrettmustersSp aus Gleichung (4.7)
ausgegangen, d.h. die im Muster enthaltenen Frequenzordnungen sind gegeben durch:
~km,n =
π
a


m
n


∣
∣
∣
∣
∣
∣
∣
(m + n) gerade (H.1)
Die Frequenzvektoren ~km,n in Gleichung (H.1) können als Linearkombination von ~k(1) := ~k1,1
und ~k(2) := ~k1,−1 geschrieben werden:
~km,n = p~k
(1) + q~k(2)
⇒ π
a


m
n


= p
π
a


1
1


+ q
π
a


1
−1


m = p + q
n = p − q



⇒
p =
1
2
(m + n) ∈ Z
q =
1
2
(m − n) ∈ Z
⇒ ~km,n =
1
2
(m + n)~k(1) +
1
2
(m − n)~k(2)
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Für die Phasenverschiebung der Frequenz ~km,n im zweiten Rohbild α
(m,n)
2 folgt daraus
α(m,n)2 =
~km,n · ~∆ =
m + n
2
α(1)2 +
m − n
2
α(2)2
︸︷︷︸
κα
(1)
2
= (p + qκ)α(1)2
Die Phasenverschiebungen aller Frequenzen des Schachbrettmusters aus Gleichung (H.1)
sind, falls κ ∈ Z ganzzahlige Vielfache der relativen Phasenverschiebung α(1)2 der Muster-
frequenz ~k(1) vom ersten zum zweiten Rohbild. Diese wird üblicherweise den Wert α(1)2 =
2π
N
haben.
Im Fall von N = 9, N = 13 und N = 25 in der Intensität enthaltenen Modulationsordnungen
kann man beim Schachbrettmuster jeweils einen Winkel θ für den Verschiebevektor finden,
für den eine optimal konditionierte Lösung der unbekannten Größen existiert. Im Folgenden
werden die entsprechenden Winkel hergeleitet.
N=9
Die in Abschnitt 4.1 betrachteten Frequenzvektoren ~k(1) =: ~k1,1 und ~k(2) =: ~k1,−1 haben den
Betrag
√
2π
a
. Die nächst größere Frequenz nach Gleichung (H.1) hat einen Betrag von 2π
a
. Die
zugehörigen Frequenzvektoren sind
~k(3) := ~k0,2 =
π
a


0
2


= ~k(1) + ~k(2) (H.2)
~k(4) := ~k2,0 =
π
a


2
0


= ~k(1) − ~k(2) (H.3)
Da es für jeden enthaltenen Frequenzvektor zwei Unbekannte gibt (für jede Frequenz n ein
Modulations-Signal I(n) und eine Phase Φ(n)0 ), sind in diesem Fall insgesamt N = 2 · 4+ 1 = 9
Phasenbilder notwendig. Wie in Abschnitt 4.1 wird für~k(1) und~k(2) ein Parameter κ eingeführt:
~k(1)~∆ = α(1)2
~k(2)~∆ = α(2)2 := κα
(1)
2



⇒
~k(3)~∆ = α(3)2 = (1 + κ)α
(1)
2
~k(4)~∆ = α(4)2 = (1 − κ)α
(1)
2
Wenn man wie in Abschnitt 4.1 annimmt, dass zwischen zwei aufeinanderfolgenden Phasen-
bildern immer dieselbe Verschiebung ~∆ des Musters erfolgt, so gilt
α(n)m = (m − 1)α(n)2 ∀n ∈
{
−
⌊N
2
⌋
, . . . ,
⌊N
2
⌋}
Analog zu dem Vorgehen in Abschnitt 4.1 kann man auch hier wieder zwei mögliche Wer-
te für κ finden, die eine optimal konditionierte Lösung des Gleichungssystems ermöglichen.
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Für den Fall N = 9 sind das κ1 = 3 und κ2 = 6. Die entsprechenden Orientierungswinkel
lassen sich durch Gleichung (4.11) bestimmen und sind näherungsweise θ1 ≈ −26.565◦ und
θ2 ≈ −35.538◦.
N=13
Der nächst größere Frequenzbetrag im Raumfrequenzspektrum des Schachbretts ist
√
22πa .
Berücksichtigt man auch Modulationen mit diesen Frequenzbeträgen in der detektierten In-
tensität, so ergeben sich insgesamt N = 13 Unbekannte. Die Phasenverschiebungen dieser
Frequenzen können wieder mit dem Parameter κ geschrieben werden:
~k(5) := ~k2,2 =
π
a


2
2


= 2~k(1)
~k(6) := ~k2,−2 =
π
a


2
−2


= 2~k(2)



⇒
~k(5)~∆ = δΦ5 := 2α
(1)
2
~k(6)~∆ = δΦ6 := 2κα
(1)
2
Analog zu dem in Abschnitt 4.1 beschriebenen Vorgehen, lassen sich auch hier zwei Winkel
θ bzw. zwei Werte für κ finden, welche eine optimal konditionierte Auswertung ermögeli-
chen. Diese sind κ1 = 5 und κ2 = 8. Die entsprechenden Winkel sind θ1 ≈ −33.690◦ und
θ2 ≈ −37.875◦.
Der Winkel θ1 ≈ −33.690◦ für N = 13 ist gerade bei kohärenter quasikonfokaler SIM in-
teressant: Entspricht die Frequenz des Musters gerade νp = 1 (bzw. p = λ/NA), so erhält
man wie in Abschnitt 3.2 erläutert die best mögliche Konfokalität. Im Falle kohärenter Be-
leuchtung ist die erreichbare Konfokalität der SIM besser als bei inkohärenter Beleuchtung,
da der Musterkontrast wie in Abschnitt 2.4.5 erläutert bei kohärenter Beleuchtung deutlich
schneller mit dem Defokus abfällt. Für eine normalisierte Musterfrequenz von ν = 1 passie-
ren die ersten Beugungsordnungen des Musters wie in Abbildung H.1 gezeigt die Pupille am
Rand. Aus der Interferenz der fünf Beugungsordnungen (links in Abbildung H.1) entstehen
im Intensitätsprofil insgesamt N = 13 Frequenzordnungen.
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~k(6)
~k(1)
~k(3)
~k(2)
~k(4) ~k(5)
Ũ(kx, ky) Ĩ(kx, ky)
~k(1)
~k(2)
supp(G(kx, ky)) supp(O(kx, ky))
~∆
(a) (b)
Abb. H.1.: Skizze zur kohärenten Bildentstehung eines Schachbrettmusters. (a): Bei einer normalisierten
Musterfrequenz des Schachbretts von νg = 1 können insgesamt fünf Beugungsordnungen die Objektiv-
pupille G(kx, ky) = G(
2πn
λ f (ξ, η)) passieren. (b): Die Interferenz dieser fünf Beugungsordnungen führt zur
insgesamt 13 Frequenzen im Raumfrequenzspektrum der Intensität Ĩ(kx, ky). Die Orientierung des Ver-
schiebevektors ~∆ relativ zu den Frequenzordnungen ist grün eingezeichnet.
N=25
Berücksichtigt man auch die Frequenzen aus Gleichung (H.1) mit dem nächst größeren Be-
trag von
√
10π
a
,
~k(7) =
π
a


3
1


~k(8) =
π
a


3
−1


~k(9) =
π
a


1
3


~k(10) =
π
a


1
−3


führt das zu insgesamt N = 21 Unbekannten. Für diesen Fall exisitert kein Winkel, der auf
eine optimal konditionierte Lösung führt. Die nächst größeren Frequenzen mit dem Betrag 4π
a
~k(11) =
π
a


4
0


~k(12) =
π
a


0
4


führen zu N = 25 Unbekannten. In diesem Fall kann man insgesamt vier verschiedene Ver-
schieberichtungen θ (bzw. vier verschiedene κ) finden, für die eine optimal konditionierte
Lösung der Frequenzordnungen exisitert:
κ1 = 5 κ2 = 20 κ3 = 10 κ4 = 15
Die Konstruktion unitärer Matrizen analog zu dem in Abschnitt 4.1 beschriebenen Vorgehen,
wurde für die Frequenzen in Gleichung (H.1) in der Software Matlab der Firma Mathworks
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2a
κ = 2
κ = 3
κ = 4
κ = 5
κ = 6
κ = 7
2a
N · ~∆(κ)
b
b b b b b
b b b bb
κ = −2
b
b
b
b
θ
π
2 − θ
−θ
Abb. H.2.: Der Verschiebevektor N · ~∆ beim Schachbrettmuster als Funktion des Parameters κ.
implementiert. Für den Wertebereich 25 < N < 1000 existieren keine weiteren unitären
Lösungen. Für jede Zahl N von unbekannten Größen, für die ein κ1 (bzw. θ1) mit einer unitären
Auswertung existiert, existiert auch κ2 (bzw. θ2). Geometrisch entspricht der Übergang von κ1
zu κ2 der Spiegelung an ~k(1):
~k(2) → −~k(2)
κ → −κ
⇒κ2 = N − κ1
Für N = 25 gilt zusätzlich κ4 = N − κ3.
Die Verschieberichtungen N · ~∆(κ) sind in Abbildung H.2 als Funktion des Parameters κ ge-
zeigt.
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I. Hexagonale SIM mit mehr als sieben
Unbekannten
Analog zum Schachbrettmuster kann man auch beim hexagonalen Muster für mehr als 7 Un-
bekannte I(n) (bzw. Φ(n)0 ) Verschiebewinkel θ finden, unter denen eine optimal konditionierte
Lösung der unbekannten Größen möglich ist. Alle in einem hexagonalen Muster enthaltenen
Frequenzen aus Gleichung (4.28) können als Linearkombination von den in Abschnitt 4.2
definierten Vektoren ~k(1) und ~k(2) geschrieben werden:
~km,n = p ~k
(1)
︸︷︷︸
~k0,2
+q ~k(2)
︸︷︷︸
~k1,−1
π
p


√
3m
n


=
π
p


0
2p


+
π
p


√
3q
−q


m = q
n = 2p − m



⇒
q = m ∈ Z
p =
m + n
2
∈ Z
⇒ ~km,n =
(m + n
2
)
~k(1) + m~k(2)
Aufgrund der Bedingung (m + n) gerade gilt p, q ∈ Z. Für die Phasenverschiebungen der
Frequenz ~km,n im zweiten Rohbild α
(m,n)
2 folgt daraus:
α(m,n)2 =
~km,n~∆ =
(m + n
2
)
α(1)2 + m α
(2)
2
︸︷︷︸
κα
(1)
2
=
[
m
(
κ +
1
2
)
+
n
2
]
α(1)2
Falls κ ∈ Z gilt, sind die relativen Phasenverschiebungen aller Frequenzen des hexagonalen
Musters aus Gleichung (4.28) durch ganzzahlige Vielfache der relativen Phasenverschiebung
der Frequenz~k(1) gegeben. Unter der Annahme, dass zwischen den Rohbildern immer dieselbe
Verschiebung des Musters um ~∆ erfolgt und dass die Phasenverschiebung der Frequenz ~k(1)
vom ersten zum zweiten Rohbild 2π/N beträgt, ergibt sich für die Phasenverschiebung der
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Frequenz (m, n) im q-ten Rohbild:
α(m,n)q = (q − 1)
[
m
(
κ +
1
2
)
+
n
2
]
2π
N
(I.1)
b
b
b
b
bb
b
b
b
b
b
b
b
b
bb
b
bb
~k1
~k2
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~k4
~k5
~k6
~∆
θ
Abb. I.1.: Die Frequenzen des hexagonalen Musters bis N = 19. Die Grundfrequenzen sind grün, die
nächste größere Frequenzen |~k| =
√
3 2πp blau, und die Frequenzen mit |~k| = 4πp rot eingezeichnet. Der
Orientierungswinkel des eingezeichneten Verschiebevektors ~∆ ist gemäß Gleichung (I.6) θ ≈ 6,59◦.
N=13
Nach den Grundfrequenzen des hexagonalen Musters aus Gleichung (4.29) mit einem Betrag
von |~k(n)| = 2πp sind die nächst größere Frequenzen mit einem Betrag von |~k(n)| =
√
3 2πp gegeben
durch:
~k1,−3 =
π
p
√
3


1
−
√
3


=: ~k(4) ~k1,3 =
π
p
√
3


1√
3


=: ~k(5) ~k2,0 =
2π
p
√
3


1
0


:= ~k(6) (I.2)
Aus Gleichung (I.1) erhält man für die Phasenverschiebungen der n−ten Frequenz im m−ten
Rohbild αnm:
α(4)m = (m − 1)(−1 + κ) · α(1)2 α(5)m = (m − 1)(2 + κ) · α
(1)
2 α
(6)
m = (m − 1)(1 + 2κ) · α(1)2
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Wie in Abschnitt 4.2 gibt es wieder 2 mögliche Werte für κ, die zu einer unitären Matrix Â
führen:
κ1 = 3 κ2 = 9 (I.3)
Daraus folgt für die Orientierungswinkel θ des Verschiebevektors aus Gleichung (4.35):
θ1 = arctan


√
3
7

 ≈ 13,898◦ θ2 = arctan


√
3
19

 ≈ 5,20◦
Für die entsprechenden Winkel γl = θl − 90◦ zwischen ~∆ und ~k(1) ergibt sich γ1 ≈ −76,102◦
und γ2 ≈ −84,8◦. Für κ1 = 3 erhält man für die relativen Phasenverschiebungen α(n)m insgesamt
α(n)m =
2π
13
︸︷︷︸
α
(1)
2


0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 12 3 10 4 9 2 11 5 8 7 6
0 2 11 6 7 8 5 4 9 10 3 1 12
0 3 10 9 4 12 1 6 7 2 11 8 5
0 4 9 12 1 3 10 8 5 7 6 2 11
0 5 8 2 11 7 6 10 3 12 1 9 4
0 6 7 5 8 11 2 12 1 4 9 3 10
0 7 6 8 5 2 11 1 12 9 4 10 3
0 8 5 11 2 6 7 3 10 1 12 4 9
0 9 4 1 12 10 3 5 8 6 7 11 2
0 10 3 4 9 1 12 7 6 11 2 5 8
0 11 2 7 6 5 8 9 4 3 10 12 1
0 12 1 10 3 9 4 11 2 8 5 6 7


(I.4)
Âl,m = exp(−iα(n)m ) stimmt damit bis auf einen Faktor mit der Fouriertransformationsmatrix Ŵ
aus Gleichung (A.7) überein.
N=19
Die nächst größeren Frequenzvektoren im hexagonalen Muster haben eine Frequenz von
|~k(n)| = 2 · 2πp :
~k(7) := ~k0,4 = 2~k
(1) ~k(8) := ~k2,−2 = 2~k
(2) ~k(9) := ~k2,2 = 2~k
(3)
Entsprechend Gleichung (I.1) kann man sich wieder die relativen Phasenverschiebungen der
Frequenzen in Abhängigkeit des Parameters κ überlegen. Auch hier findet man zwei mögliche
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Werte für κ, die zu einer unitären Matrix Â führen. Die beiden Werte sind
κ1 = 7 κ2 = 11 (I.5)
Aus Gleichung (4.35), folgen die zwei entsprechenden Winkel θ:
θ1 = 6,59
◦ θ2 = 4,31
◦ (I.6)
Wenn für die normalisierte Frequenz des hexagonalen Musters gerade pg = 1 gewählt wird
und das Muster kohärent beleuchtet wird, so werden die ersten Beugungsordnungen die Pu-
pille des Mikroskopobjektivs an ihrem Rand passieren. Die sieben in der Probenebene des
Mikroskops interferierenden Beugungsordnungen erzeugen eine Intensitätsverteilung, wel-
che Modulationen mit allen neunzehn in Abbildung I.1 gezeigten Frequenzen enthält. Daher
ist ein Orientierungswinkel θ1 = 6,59◦ für (SR-)SIM mit kohärent beleuchteten hexagonalen
Mustern, wie z.B. in den Abschnitten 4.2.3 bzw. 4.2.4 geeignet.
Weitere Lösungen
Für den Fall, dass die Intensitätsverteilung im m−ten Rohbild weitere Frequenzanteile enthält
existieren weitere Winkel unter denen eine optimal konditionierte Lösung der unbekannten
Größen möglich ist. Insgesamt wurden entsprechende Werte κ bzw. θ bis zu einer Anzahl von
N = 127 unbekannten Frequenzordnungen gefunden, welche in Tabelle I.1 zusammengefasst
sind:
N 7 13 19 31 37 43 61 73 91 127
κ1 2 3 7 5 10 6 13 8 16 19
κ2 4 9 11 25 26 36 47 64 74 107
|~k|max/ 2πp 1
√
3 2
√
7 3 2
√
3 4
√
19 5 6
θ1 [◦] 19,11 13,90 6,59 8,95 4,72 7,59 3,67 5,82 3,00 2,54
θ2 [◦] 10,89 5,21 4,31 1,95 1,87 1,36 1,04 0,77 0,67 0,46
Tabelle I.1.: Zusammenfassung aller Verschiebewinkel θ für das hexagonale Muster.
Die Matrix Â wurde bei den Lösungen mit N > 19 analog zu dem in Abschnitt 4.1 bzw. 4.2
beschriebenen Verfahren konstruiert. Die Konstruktion der unitären Matrizen wurde wie in
Anhang H beschrieben mit der Software Matlab automatisiert. Für den Wertebereich (127 <
N < 1000) existieren keine weiteren Lösungen die zu unitären Matrizen Â führen. Die bis
zum Wert N = 127 vorkommenden Frequenzvektoren sind in Tabelle I.2 zusammengefasst.
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~k1 = ~k0,2 ~k12 = ~k2,4 ~k23 = ~k4,−2 ~k34 = ~k3,−7 ~k45 = ~k0,10 ~k56 = ~k6,−4
~k2 = ~k1,−1 ~k13 = ~k2,−4 ~k24 = ~k3,5 ~k35 = ~k2,8 ~k46 = ~k6,0 ~k57 = ~k5,7
~k3 = ~k1,1 ~k14 = ~k1,5 ~k25 = ~k3,−5 ~k36 = ~k2,−8 ~k47 = ~k3,9 ~k58 = ~k5,−7
~k4 = ~k2,0 ~k15 = ~k1,−5 ~k26 = ~k1,7 ~k37 = ~k5,3 ~k48 = ~k3,−9 ~k59 = ~k1,11
~k5 = ~k1,3 ~k16 = ~k3,3 ~k27 = ~k1,−7 ~k38 = ~k5,−3 ~k49 = ~k6,2 ~k60 = ~k1,−11
~k6 = ~k1,−3 ~k17 = ~k3,−3 ~k28 = ~k4,4 ~k39 = ~k4,6 ~k50 = ~k6,−2 ~k61 = ~k6,6
~k7 = ~k2,2 ~k18 = ~k0,6 ~k29 = ~k4,−4 ~k40 = ~k4,−6 ~k51 = ~k4,8 ~k62 = ~k6,−6
~k8 = ~k2,−2 ~k19 = ~k4,0 ~k30 = ~k0,8 ~k41 = ~k1,9 ~k52 = ~k4,−8 ~k63 = ~k0,12
~k9 = ~k0,4 ~k20 = ~k2,6 ~k31 = ~k5,1 ~k42 = ~k1,−9 ~k53 = ~k2,10
~k10 = ~k3,1 ~k21 = ~k2,−6 ~k32 = ~k5,−1 ~k43 = ~k5,5 ~k54 = ~k2,−10
~k11 = ~k3,−1 ~k22 = ~k4,2 ~k33 = ~k3,7 ~k44 = ~k5,−5 ~k55 = ~k6,4
Tabelle I.2.: Zusammenfassung aller bis N = 127 vorkommenden Frequenzvektoren des hexagonalen
Musters in aufsteigender Reihenfolge nach den Beträgen |~km,n| = πp
√
3m2 + n2 sortiert.
Die Verschiebevektoren als Funktion des Parameters κ sind in Abbildung I.2 dargestellt. Bei
der Wahl von α(1)2 =
2π
7 , führen (N − 1) Verschiebungen zu einer Gesamtverschiebung von
p = p
2
√
3 in ~k(1)- bzw. y−Richtung unabhängig von κ. Es ist anschaulich klar, dass bei der
Wahl eines beliebigen, genügend großen Wertes für κ, alle Punkte der Probe durch die An-
regungsintensität gleichermaßen abgetastet werden. Die Besonderheit an den in Tabelle I.1
aufgeführten Werten für κ (bzw. θ) ist, dass jeder der N in der Anregungsintensität enthal-
tenen Frequenzordnungen mit einer eindeutigen Phasenverschiebung von einem zum darauf
folgenden Rohbild eindeutig „markiert“ wird.
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Abb. I.2.: Die Verschiebevektoren ~∆ bei hexagonaler SIM als Funktion des Parameters κ.
183
I. Hexagonale SIM mit mehr als sieben Unbekannten
Betrachtet man die Zusammenfassung aller Orientierungswinkel θ für den Verschiebevektor
~∆ unter denen eine optimal konditionierte Trennung der Frequenzbänder möglich ist, so stellt
sich die Frage, warum für jeden Wert N genau zwei Werte für θ existieren. Tatsächlich gibt es
nicht nur zwei mögliche Orientierungen für den Winkel θ, sondern abzählbar unendlich viele.
Im Folgenden werden die verschiedenen Möglichkeiten erläutert.
Zunächst können die Frequenzvektoren beliebig indiziert werden, d.h. jeder der drei Grund-
frequenzvektoren kann als ~k(1) gewählt werden. Das bedeutet, dass statt den in Tabelle I.1
genannten Winkeln θ auch θ + n60◦, n ∈ Z für die Orientierung von ~∆ gewählt werden kann.
Mit anderen Worten, lässt die Transformation
θ 7→ θ + p60◦, p ∈ Z (I.7)
die Matrix Â invariant. Da die Tangensfunktion nur auf dem Winkelintervall [−180◦; 180◦]
invertierbar ist, lässt auch die Transformation
θ 7→ θ ± p180◦, p ∈ Z (I.8)
die Matrix Â invariant.
Die Werte von κ legen per Definition die Phasenverschiebungen der Frequenz ~k(2) relativ zu
~k(1) fest. Eine Spiegelung des Musters bzw. des Verschiebevektor ~∆ an ~k(1), lässt die Matrix
Â bis auf die Vertauschung einzelner Spalten invariant. Hierbei werden die Frequenzvektoren
und κ bzw. θ folgendermaßen transformiert:
~k(2) 7→ −~k(3)
~k(3) 7→ −~k(2)
κ 7→ −1 − κ (I.9)
⇒ θ 7→ 180◦ − θ (I.10)
Die Kombination von (I.10) und (I.8) entspricht der Transformation
θ 7→ −θ , (I.11)
d.h. anschaulich einer Spiegelung des Verschiebevektors an der x−Achse (siehe Abbildung
I.2).
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In Abschnitt 4.2 wurde zunächst davon ausgegangen, dass κ immer Werte zwischen 0 und N
annimmt. Wird der Betrag des Verschiebevektors – wie in Abschnitt 4.2 – so gewählt, dass
α(1)2 =
2π
N
, so bleibt die Matrix Â auch unter der Transformation
κ 7→ κ ± pN (I.12)
invariant, wobei p ∈ Z eine beliebige ganze Zahl ist. Für jeden in Tabelle I.1 aufgeführten
Wert κ, existiert daher mit
κ = κ1,2 ± pN, p ∈ Z
eine Menge von abzählbar unendlich vielen Werten für κ (und damit auch für θ), für die die
Matrix Â unitär ist. Zusammengefasst ergibt sich für den Winkel θ
θ = ± arctan


√
3
2κ ± 2qN + 1

 ± p60◦ , p, q ∈ Z (I.13)
Die Kombination von (I.9) und (I.12) mit p = 1 ergibt den Zusammenhang zwischen den in
Tabelle I.1 aufgeführten Werten für κ1 und κ2:
κ2 = −1 − κ1 + N = N − 1 − κ1 (I.14)
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In diesem Abschnitt wird die Gestaltung der in der Arbeit verwendeten hexagonalen Phasen-
muster für die strukturierte Beleuchtung erläutert. Im Gegensatz zu einem Amplitudenmus-
ter, welches beispielsweise durch eine Chromschicht auf Quartzglas realisiert sein kann, wird
durch ein Phasenmuster nicht die Amplitude sondern die Phase der auf das Muster einfallen-
den Welle moduliert. Ein solches Phasenmuster kann zum Beispiel ein Glassubstrat sein, in
dessen optische Dicke über die Fläche des Substrates ein hexagonales Muster moduliert ist,
wie in Abbildung J.1 schematisch gezeigt ist.
∆D
D
nn0 n0
Abb. J.1.: Phasenmodulation durch ein Phasenmuster: Die durch das Phasenmuster-Substrat transmittier-
te Welle wird lokal durch den Weglängenunterschied (n − n0)∆D phasenverschoben.
J.1. Berechnug der modulierten Amplitude
In Abbildung J.2 ist die Geometrie eines hexagonalen Phasenmusters gezeigt: Eine einfallen-
de Lichtwelle erfährt für alle Punkte der Musterebene eine Phasenverschiebung Φ0 =
2π
λ
nD,
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welche von der Dicke D und dem Brechungsindex n des Glassubstrats abhängt. Innerhalb der
grau gezeichneten Bereiche erfährt die Welle eine Verzögerung (bzw. Phasenverschiebung)
von
2π
λ
[n(D − ∆D) + n0∆D] =
2π
λ
nD
︸︷︷︸
Φ0
− 2π
λ
(n − n0)∆D
︸            ︷︷            ︸
∆Φ
.
In dieser Arbeit wurden die Bereiche der lokalen hexagonalen Phasenverschiebungen als
kreisförmig gewählt. Wie in Abbildung J.2 angedeutet ist der eindimensionale Füllfaktor des
Phasenmusters definiert als das Verhältnis aus dem Radius der grauen Kreise R und der Pe-
riode des hexagonalen Musters p. Der zweidimensionale Füllfaktor F2 ist durch das Verhält-
nis der grauen Flächen zur Gesamtfläche definiert. Zur Berechnung des zweidimensionalen
Füllfaktors genügt es, eine hexagonale Einheitszelle (in Abbildung J.2 grün dargestellt) zu
betrachten. Die gesamte Fläche des Hexagons entspricht gerade dem sechsfachen der Fläche
des rot eingezeichneten Dreiecks
Ahex = 6
d
2
d
2
√
3 =
3
2
d2
√
3 = 2p2
√
3
Die Fläche der Kreise innerhalb des Hexagons beträgt
Acirc = 3R2π = 3(F1 p)2π .
Daraus folgt der Zusammenhang zwischen dem eindimensionalen und dem zweidimensiona-
len Füllfaktor bei hexagonalen Mustern:
F2 =
Acirc
Ahex
=
√
3
2
F21π⇔ F1 =
√
2F2√
3π
Es sei T (~x) eine Funktion, die nur innerhalb der grauen Bereiche von null verschieden ist und
U0 die Amplitude der einfallenden Welle vor dem Phasenmuster. Dann lässt sich die phasen-
modulierte Amplitude U(~x⊥) der Welle nach dem Phasenmuster folgendermaßen schreiben:
U(~x⊥) = U0 · [eiΦ0 − T (~x)eiΦ0 + T (~x)ei(Φ0−∆Φ)]
= U0 · [eiΦ0 − T (~x)eiΦ0(1 − e−i∆Φ)] (J.1)
Die grauen Bereiche in Abbildung J.2 lassen sich wie in Abschnitt 4.2 als Faltung einer Kreis-
funktion mit der Summe zweier zweidimensionaler Dirac-Kämme schreiben. Dadurch wird
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Abb. J.2.: Skizze zum hexagonalen Phasenmuster: Die grauen Bereiche des Musters verschieben die
transmittierende Welle durch einen Weglängenunterschied lokal um eine Phasendifferenz ∆Φ. Eine hexa-
gonale Einheitszelle ist grün eingezeichnet.
aus Gleichung (J.1):
U(~x⊥) = U0e
iΦ0 ·

1 − (1 − e−i∆Φ)


∞∑
m=−∞
∞∑
n=−∞
δ(x − md)δ(y − nd
√
3)+
+
∞∑
m=−∞
∞∑
n=−∞
δ(x −
(
m +
1
2
)
d)δ(y −
(
n +
1
2
)
d
√
3)

 ∗ circ
( |~x⊥|
R
)
 (J.2)
Der Radius der kreisförmigen Bereiche R ist wie in der Zeichnung gegeben durch das Produkt
aus Periode und dem eindimensionalem Füllfaktor F1 = R/p.
Zunächst wird für das zu bestimmende Phasenmuster ein Phasensprung von ∆Φ = π an-
genommen, d.h. die Wellenanteile welche durch die grauen Zonen in Abbildung J.2 trans-
mittieren sind gegenüber den anderen Wellenanteilen um eine halbe Wellenlänge verzögert:
(n − n0)∆D = λ2
In diesem Fall wird aus (J.2):
U(~x⊥) = U0e
iΦ0 ·

1 − 2


∞∑
m=−∞
∞∑
n=−∞
δ(x − md)δ(y − nd
√
3)+
+
∞∑
m=−∞
∞∑
n=−∞
δ(x −
(
m +
1
2
)
d)δ(y −
(
n +
1
2
)
d
√
3)

 ∗ circ
( |~x⊥|
R
)
 (J.3)
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Wie in Abschnitt 2.4 beschrieben, kann die kohärente Abbildung des Phasenmusters auf die
mikroskopische Probe durch Faltung mit der Amplituden-PSF beschrieben werden. Äquiva-
lent dazu, kann die Amplitude des Musters in der mikroskopischen Probe berechnet werden,
indem die Fouriertransformierte der Amplitude Ũ(~k⊥) mit der Pupillenfunktion multipliziert,
und das Produkt in den Ortsraum zurücktransformiert wird.
Die Fouriertransformierte der Amplitude in Gleichung (J.3) ist gegeben durch:
Ũ(~k⊥) = U0
(
δ(~k⊥) − 2
{
1
(2π)2
1
Ahex
︷  ︸︸  ︷
1
2p2
√
3
[
1 + e−i(kx
d
2+ky
d
2
√
3)
]
×
×
∞∑
m=−∞
∞∑
n=−∞
δ(kx − m
2π
d
)δ(ky − n
2π
d
√
3
) 3(F1 p)
2
︸   ︷︷   ︸
Acirc
π
2J1(|~k⊥|F1 p)
|~k⊥|F1 p
︸          ︷︷          ︸
jinc(|~k⊥ |F1 p)




 (J.4)
Rücktransformation von Gleichung (J.4) in den Ortsraum ergibt:
U(~x) = U0
[
1 − 2F2
∑
m,n
(m+n)gerade
jinc(
(4.28)
︷︸︸︷
|~km,n| F1 p)e
i
[
m 2πd +n
2π
d
√
3
]]
= U0(1 − 2F2) − 2U0F2
∑
m,n,0
(m+n)gerade
jinc
(
π
√
3m2 + n2F1
)
e
i
[
m
√
3π
p +n
π
p
]
(J.5)
Üblicherweise wird die Frequenz des hexagonalen Musters bei der SR-SIM – wie in Ab-
schnitt 4.2 beschrieben – gerade so gewählt, dass ausser der Nullfrequenz (jeweils der erste
Term in Gleichungen (J.4) bzw. (J.5) ) nur die Frequenzen mit den niedrigsten Beträgen (die
Grundfrequenzen des Musters) die Pupille des Mikroskopobjektivs passieren können. Die
Fourierkoeffizienten der Amplitude cn aus Gleichung (J.5) lauten für die nullte und ersten
Ordnungen der Fourierentwicklung:
c0 = U0(1 − 2F2) (J.6)
c±1 = −2U0F2jinc


√
8F2π√
3


(J.7)
Die Betragsquadrate der Koeffizienten c0 und c±1 entsprechen den Intensitäten der Beugungs-
ordnungen in der Pupillenebene des Mikroskopobjektivs. Wie in Abschnitt 4.2.3 beschrieben,
wird bei der SR-SIM in 2D bei einem Phasensprung von π ein zweidimensionaler Füllfaktor
von F2 = 1/2 gewählt, da aufgrund von c0 = 0 in (J.6) in diesem Fall die Amplitude der null-
ten Beugungsordnung verschwindet. Die Intensität des Musters in der Probe entsteht daher
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nur aus der Interferenz der ersten Beugungsordnungen. In der Realität werden die Fehler des
Füllfaktors, der Wellenlänge, des Brechungsindexes n bzw. n0 sowie die Stufe des Phasen-
musters ∆D dazu führen, dass die Intensität der nullten Beugungsordnung nicht exakt gleich
null ist. Daher ist es üblich – wie z.B. in [Gus00a] bzw. [Gus00b] – auch bei Verwendung
eines Phasenmusters die nullte Beugungsordnung mit Hilfe von Blenden zu blockieren. (Dies
ist auch bei Verwendung von Amplitudenmustern für die SR-SIM wie z.B. in [Hei99] be-
schrieben üblich.)
Für die SR-SIM in drei Dimensionen, wie in den Abschnitten 3.3.3 bzw. 4.2.4 beschrieben,
ist es notwendig, dass auch die nullte Ordnung zur Bildentstehung des Anregungsmusters in
der Probe beiträgt. Für die hexagonale SR-SIM mit Phasenmustern, wird analog zu [Gus08]
ein Füllfaktor gewählt, bei dem die Intensität der nullten Beugungsordnung etwa 80% der
Intensität der ersten Beugungsordnungen beträgt. Aufgrund der größeren Winkel mit der die
Wellenanteile der ersten Beugungsordnungen auf die brechenden Flächen des Mikroskopob-
jektivs treffen, ist für die ersten Beugungsordnungen eine geringere Transmission durch das
Objektiv zu erwarten. Daher sollten – falls die Intensität der ersten Beugungsordnungen etwa
80% der Intensität der nullten Beugungsordnung beträgt – alle Beugungsordnungen mit etwa
der gleichen Amplitude bzw. Intensität im mikroskopischen Objekt interferieren.
Für den dafür notwendigen zweidimensionalen Füllfaktor gibt es wie in Abbildung J.3 gezeigt
zwei Möglichkeiten:
F2 ≈ 0, 35
F2 ≈ 0, 63
J.2. Phasenmuster mit beliebigem Phasensprung ∆Φ
Bisher wurde bei den Phasenmustern ein optischer Weglängenunterschied (n − n0)∆D = λ/2
angenommen, der bei der Wellenlänge λ eine Phasendifferenz von π verursacht. Im Prinzip
stellt sich natürlich die Frage, warum man das gewünschte Verhältnis der Intensitäten der
Beugungsordnungen nicht durch Variation des Phasensprungs ∆Φ anstelle des Füllfaktors F2
einstellen kann. Zur Beantwortung dieser Frage wird zunächst eine beliebige Phasendifferenz
∆Φ angenommen. In diesem Fall ergibt sich für die Amplitude der Anregung der Objektebene
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Abb. J.3.: Die Intensitäten der nullten und ersten Beugungsordnungen des hexagonalen Phasenmusters in
der Pupillenebene des Mikroskopobjektivs. Die Intensität der ersten Beugungsordnungen wurde mit einem
Faktor von 0, 8 multipliziert, um die für die SR-SIM in 3 Dimensionen möglichen Füllfaktoren F2 für das
hexagonale Phasenmuster zu bestimmen. Die ermittelten Füllfaktoren betragen F2 ≈ 0, 35 und F2 ≈ 0, 63.
des Mikroskopobjektivs:
U(~x) = U0
(
1 + (ei∆Φ − 1)F2
∑
m,n
(m+n)gerade
jinc(
(4.28)
︷︸︸︷
|~km,n| F1 p) ei
[
m 2πd +n
2π
d
√
3
])
= U0(1 + (e
i∆Φ − 1)F2) + (ei∆Φ − 1)U0F2
∑
m,n,0
(m+n)gerade
jinc
(
π
√
3m2 + n2F1
)
e
i
[
m
√
3π
p +n
π
p
]
Daraus folgt unmittelbar für die Fourierkoeffizenten der Amplitude U(~x⊥):
c0 = U0(1 + F2(e
i∆Φ − 1))
c±1 = U0F2(e
i∆Φ − 1)jinc


√
8F2π√
3


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Die Absolutbeträge und komplexe Phasen der Koeffizienten c0 und c±1 sind:
|c0| = U0
√
(1 − F22) + 2(1 − F2)F2 cos(∆Φ) + F22
arg(c0) = arctan
(
F2 sin(∆Φ)
(1 − F2) + F2 cos(∆Φ)
)
(J.8)
|c±1| = U0
√
2(1 − cos(∆Φ))F2jinc


√
8F2π√
3


arg(c±1) = arctan
(
sin(∆Φ)
cos(∆Φ) − 1
)
= − arctan
(
cotan
(
∆Φ
2
))
(J.9)
Aus den Phasen der Fourierkoeffizienten c0 und c±1 in Gleichungen (J.8) und (J.9) sieht man,
dass eine Abweichung des Phasensprungs ∆Φ des Phasenmusters vom Wert π (bzw. eines
Vielfachen von π) zu einer Phasenverschiebung bzw. einem Gangunterschied der Beugungs-
ordnungen, die die Objektivpupille passieren führt. Wie in Abschnitt 2.3 erläutert, führt ei-
ne Phasenverschiebung der Beugungsordnungen zueinander zu einer Fokusverschiebung des
Musterbildes.
Insgesamt bedeutet das: Falls der Phasensprung den das Phasenmuster bei einer transmittie-
renden Welle verursacht vom Wert π abweicht, führt das zu einer Fokusverschiebung des er-
zeugten Musters. Dementsprechend führt eine Abweichung der Wellenlänge, der Brechungs-
indizes und der Stufe des Phasenmusters ∆D zur einer Verschiebung der Fokus-Position des
Musters bzw. genauer der Ebene mit maximalem Musterkontrast.
Nimmt man räumlich total kohärente Wellen an (vgl. Abschnitt 2.4.5), so existiert im Gegen-
satz zu inkohärenter Beleuchtung nicht nur eine Ebene mit maximalem Kontrast. Im Fall total
kohärenter Beleuchtung existieren unendlich viele Ebenen mit maximalem Kontrast, deren
Abstand in axialer Richtung durch die Talbot-Distanz (siehe Gleichung (2.46)) bestimmt ist.
In der Realität werden die Lichtwellen der Beleuchtung partiell kohärent sein, wodurch die
Fokusebenen des Musters auf einen endlichen räumlichen Bereich reduziert werden. Darüber
hinaus können z.B. auch Maßnahmen getroffen werden, welche die räumliche Kohärenz ab-
sichtlich reduzieren um die räumliche Ausdehnung der Fokusbereiche zu reduzieren, wie z.B.
in [Gus08] beschrieben.
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Abb. J.4.: Verlauf der komplexen Argumente von c0 und c±1. Für den Füllfaktor wurde ein Wert von F2 ≈
0, 63 gewählt. Bei einer Abweichung des Phasensprungs ∆Φ vom Wert π ergibt sich eine Phasendifferenz
bzw. ein Laufzeitunterschied zwischen der 0. und ±1. Beugungsordnung des Phasenmusters.
J.3. Abschätzung der Fokusverschiebung durch Fehler
des Phasenmusters
Zusätzlich zu den üblichen Unsicherheiten der Fokusposition des Musters (z.B. Fehler in
den Brennweiten der verwendeten Linsen, chromatische Längsfehler, etc...) muss hier u.U.
auch der Fehler der Fokusposition berücksichtigt werden, der von dem Fehler des durch das
Phasenmuster verursachten Phasensprungs stammt. Aus Gleichung (2.40) folgt der Zusam-
menhang zwischen der Fokusverschiebung z und der optischen Weglängendifferenz (bzw. der
Phasendifferenz) der Wellen zwischen dem Rand und dem Zentrum der Pupille:
z(Φd) =
Φ2d + 2Φdk f
2k( f k(1 − cos(α)) + cos(α)Φd)
(J.10)
f bezeichnet wieder die Brennweite des Mikroskopobjektivs,α der maximale Öffnungswinkel
und k die Wellenzahl des verwendeten Anregungslichts. Aus (J.10) folgt für den Fehler δz der
Fokusposition:
δz =
∣
∣
∣
∣
∣
∂z
∂Φd
∣
∣
∣
∣
∣
∆Φ=π
δΦd(F2,∆Φ) =
=
∣
∣
∣
∣
∣
∣
2k f (k f + Φd) − (2 f 2k2 + 2 f kΦd + Φ2d) cos(α)
2k[ f k − ( f k + Φd) cos(α)]2
∣
∣
∣
∣
∣
∣
∆Φ=π
δΦd =
∣
∣
∣
∣
∣
1
2k(1 − cos(α))
∣
∣
∣
∣
∣
δΦd
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Aus (J.8) und (J.9) folgt die Defokusphase Φd für hexagonale Phasenmuster:
Φd = arg(c1) − arg(c0) = − arctan
(
cotan
(
∆Φ
2
))
− arctan
(
F2 sin(∆Φ)
(1 − F2) + F2 cos(∆Φ)
)
⇒
∣
∣
∣
∣
∣
∂Φd
∂F2
∣
∣
∣
∣
∣
∆Φ=π
=
∣
∣
∣
∣
∣
sin(∆Φ)
−1 + 2F2(F2 − 1)(cos(∆Φ) − 1)
∣
∣
∣
∣
∣
∆Φ=π
= 0
∣
∣
∣
∣
∣
∂Φd
∂∆Φ
∣
∣
∣
∣
∣
∆Φ=π
=
1
2
∣
∣
∣
∣
∣
F2 − 1
−1 + 2F2(F2 − 1)[cos(∆Φ) − 1]
∣
∣
∣
∣
∣
∆Φ=π
=
1
2
∣
∣
∣
∣
∣
F2 − 1
1 + 4F2(F2 − 1)
∣
∣
∣
∣
∣
Die durch den Fehler des Phasensprungs ∆Φ und des Füllfaktors F2 des Musters verursachten
Fehler der Defokusphase δΦd lautet daher:
δΦd(F2,∆Φ) =
∣
∣
∣
∣
∣
∂Φd
∂F2
∣
∣
∣
∣
∣
∆Φ=π
δF2 +
∣
∣
∣
∣
∣
∂Φd
∂∆Φ
∣
∣
∣
∣
∣
∆Φ=π
δ∆Φ
=
1
2
∣
∣
∣
∣
∣
F2 − 1
1 + 4F2(F2 − 1)
∣
∣
∣
∣
∣
δ∆Φ
︸︷︷︸
kδ∆D+k∆D δλλ
Für den Fehler der Fokusposition δz folgt daraus:
δz =
1
2
∣
∣
∣
∣
∣
F2 − 1
k(1 − cos(α))(1 + 4F2(F2 − 1))
∣
∣
∣
∣
∣
(
kδ∆D + k∆D
δλ
λ
)
(J.11)
Für den fertigungsbedingten Fehler der Stufe in den Mustern ∆D kann man in etwa δD ≤
50nm, für den relativen Fehler der Wellenlänge δλ/λ etwa 1/50 = 0, 02 annehmen. Ansonsten
wird eine Wellenlänge von λ ≈ 490nm, ein Brechungsindex von 1, 518 und ein Beugungswin-
kel α ≈ 67, 3◦ angenommen. Für den Ausdruck innerhalb der Klammer rechts von (J.11) folgt
daraus:
kδ∆D
︸︷︷︸
≈ π5
+ k∆D
δλ
λ
︸  ︷︷  ︸
≈ π50
Da der Ausdruck innerhalb der Betragsstriche in Gleichung (J.11) für einen Füllfaktor von
F2 ≈ 0, 63 einen etwas kleineren Beitrag ergibt als für den Wert F2 ≈ 0, 35, wäre es vor-
teilhaft, hier den Wert F2 ≈ 0, 63 für den Füllfaktor zu wählen, wenn man nur die Fokusver-
schiebung durch die Fehler des Musters berücksichtigt. Da die Intensitäten der 0. und ersten
Beugungsordnungen für F2 ≈ 0, 35 insgesamt größer sind, ist es dennoch besser diesen Wert
für das Phasenmuster zu wählen.
Insgesamt erhält man für die Fehlergrenze der Fokusposition δz:
δz ≤ 0, 222µm · 0, 693 ≈ 154nm
Wie zu erwarten ist der Beitrag des Fehlers der Phasenstufe ∆D zum Gesamtfehler deutlich
größer als der Fehler der Wellenlänge. Im schlimmsten anzunehmenden Fall beträgt die Ver-
schiebung der Fokusposition durch die Fehler des Phasenmusters in der Probe etwa 150nm.
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Im Folgenden wird der Einfluss der Polarisation bei der monochromatischen Abbildung eines
hexagonalen Phasenmusters bzw. bei der interferometrischen Erzeugung eines hexagonalen
Intensitätsmusters aus insgesamt 7 Wellenanteilen erläutert. Wie in Abschnitt 2.4.5, verur-
sacht die Brechung der gebeugten Wellenfront an Glasflächen des Objektivs eine Drehung der
elektrischen Feldstärkevektoren, um die Achse senkrecht zur jeweiligen Meridionalebene der
Beugungsordnung. Die Meridionalebene der jeweiligen Beugungsordnung ist diejenige Ebe-
ne, die die optische Achse und die Ausbreitungsrichtung der Beugungsordnung (~k(n)) enthält.
Die Rekombination der polarisierten Beugungsordnungen kann durch einen auf drei Dimen-
sionen verallgemeinerten Jones-Formalismus beschrieben werden. Siehe hierzu z.B. [For10].
K.1. Berechnung der Feldstärkevektoren für die
hexagonalen Beugungsordnungen
Die Fläche des SIM Phasenmusters wird durch die Tubuslinse des Mikroskop-Anregungs-
strahlenganges und das Mikroskopobjektiv auf die Probe abgebildet. Hierbei wird die Fläche
des Phasenmusters verkleinert, während die Beugungswinkel α der Beugungsordnungen in
der Probe entsprechend vergrößert sind. Die elektrischen Feldstärkevektoren der Beugungs-
ordnungen werden bei Rekombination durch das Objektiv dementsprechend um einen nicht
zu vernachlässigenden Winkel α rotiert.
Angenommen die Meridionalebene der beugenden Strukturfrequenz ~km liegt o.B.d.A. in x-
Richtung. Die optische Achse und damit die Ausbreitungsrichtung der einfallenden Welle lie-
ge in z−Richtung. Dann lautet die Matrix B̂α, welche die dem Beugungswinkel entsprechende
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Drehung vermittelt:
B̂α =


cos(α) 0 − sin(α)
0 1 0
sin(α) 0 cos(α)


. (K.1)
α ist der Beugungswinkel, der sich bei der Beugung einer monochromatischen Welle mit Wel-
lenlänge λ an einer Struktur mit Periode p ergibt (n sin(α) = λ/p). Das Produkt der Matrix B̂α
mit dem elektrischen Feldvektor ~E0 der Welle vor der Beugung ergibt dann den Feldvektor
nach der Beugung, falls die Struktur eine Frequenz in x−Richtung enthält. Falls die Rich-
tung der Frequenz nicht die x−Richtung ist, bzw. falls der Winkel der Struktur relativ zur
x−Richtung θ, größer als null ist, wird das Koordinatensystem vor der Multiplikation mit der
Matrix B̂α um den Winkel −θ in der x− y−Ebene rotiert; nach der Multiplikation mit B̂α wird
die Drehung wieder rückgängig gemacht. Insgesamt ergibt das
~Eθ = R̂θB̂αR̂−θ
︸   ︷︷   ︸
B̂α,θ
~E0 , (K.2)
wobei Rθ folgendermaßen definiert ist:
R̂θ :=


cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0
0 0 1


(K.3)
Setzt man (K.1) und (K.3) in Gleichung (K.2) ein, so erhält man:
B̂α,θ =


cos2(θ) cos(α) + sin2(θ) sin(θ) cos(θ)(cos(α) − 1) − cos(θ) sin(α)
sin(θ) cos(θ)(cos(α) − 1) sin2(θ) cos(α) + cos2(θ) − sin(θ) sin(α)
cos(θ) sin(α) sin(θ) sin(α) cos(α)


(K.4)
Mit Hilfe der Matrix B̂α,θ in Gleichung (K.4) kann der elektrische Feldvektor für die jeweili-
gen Beugungsordnungen des hexagonalen Musters berechnet werden. Der Winkel θm, der der
m−ten Beugungsordnung entspricht, kann Tabelle K.1 entnommen werden.
Für den Fall, dass die gebeugte Welle linear polarisiert ist, kann man den elektrischen Feld-
vektor vor der Beugung ~E0 schreiben als
~E0 = E0


cos(χ)
sin(χ)
0


, (K.5)
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~km ~k0 = ~0 ~k±1 = ± πp


0
2


~k±2 = ± πp


√
3
−1


~k±3 = ± πp


√
3
1


θ+m 0◦ 90◦ −30◦ 30◦
θ−m −90◦ 150◦ −150◦
Tabelle K.1.: Tabelle der Winkel θm für die Frequenzen ~km des hexagonalen Musters.
wobei χ den Winkel zwischen der Polarisationsrichtung und der x−Achse bezeichnet und
E0 die Feldstärke. Der elektrische Feldvektor der m-ten Beugungsordnung ist dann gegeben
durch
~Em = cos(χ)~E
(c)
m + sin(χ)~E
(s)
m , (K.6)
wobei ~E(c)m und ~E
(s)
m jeweils gegeben sind durch die erste und zweite Spalte der Matrix in
Gleichung (K.4):
~E(c)m = E0


cos2(θm) cos(α) + sin
2(θm)
sin(θm) cos(θm)(cos(α) − 1)
cos(θm) sin(α)


(K.7)
~E(s)m = E0


sin(θm) cos(θm)(cos(α) − 1)
sin2(θm) cos(α) + cos2(θm)
sin(θm) sin(α)


(K.8)
Konkret ergeben sich für die Vektoren ~Ecm und ~E
(s)
m , die in Tabelle K.2 gezeigten Vektoren.
~E(c)0 = E0


1
0
0


~E(s)0 = E0


0
1
0


~E(c)±1 = E0


1
0
0


~E(s)±1 = E0


0
cos(α)
± sin(α)


~E(c)±2 = E0


1
4(1 + 3 cos(α))
−1
4
√
3(cos(α) − 1)
±12
√
3 sin(α)


~E(s)±2 = E0


−14
√
3(cos(α) − 1)
1
4
(cos(α) + 3)
∓12 sin(α)


~E(c)±3 = E0


1
4(1 + 3 cos(α))
1
4
√
3(cos(α) − 1)
±12
√
3 sin(α)


~E(s)±3 = E0


1
4
√
3(cos(α) − 1)
1
4(cos(α) + 3)
±12 sin(α)


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Tabelle K.2.: Tabellarische Auflistung der Werte von ~E(c)m und ~E
(s)
m aus Gleichung (K.7) und (K.8) für die
Frequenz-Ordnungen des hexagonalen Musters.
Wie bereits beschrieben ist der Winkel α gegeben durch
sin(α) =
λ
np
=
λ
n
fr =
NA
n
ν , (K.9)
wobei fr und ν die in Abschnitt 2.4 definierten Frequenzen sind. Im Fall der strukturierten
Beleuchtung wird üblicherweise ν = 1 als Frequenz gewählt.
K.2. Berechnung der Musterintensität in der Probe
Es wird zunächst angenommen, dass die Beträge der Amplituden der interferierenden Beu-
gungsordnungen alle den gleichen Betrag haben. Das sich so ergebende Feld, lässt sich fol-
gendermaßen schreiben:
~Eα = ~E0 + ~Eα,1e
−i(~k1~x−Φ1) + ~Eα,2e
−i(~k2~x−Φ2) + ~Eα,3e
−i(~k3~x−Φ3)
+ ~Eα,−1e
i(~k1~x−Φ1) + ~Eα,−2e
i(~k2~x−Φ2) + ~Eα,−3e
i(~k3~x−Φ3) , (K.10)
wobei Φ1, Φ2 und Φ3 die den Weglängenunterschieden zwischen der 1., 2. und 3. und der 0.
Beugungsordnung im Punkt ~x = 0 entsprechenden Phasendifferenzen sind. Sie hängen von
der absoluten Lage des Musters bzw. der Wahl des Koordinatensystems ab. Daher wird im
folgenden Φ1 = Φ2 = Φ3 = 0 angenommen. Die entsprechende Musterintensität ergibt sich
dann aus dem Absolutbetragsquadrat von Gleichung (K.10):
Iα = |~Eα|2 =
∣
∣
∣
∣
∣
∣
∣
3∑
m=−3
~Eme
i(~km~x)
∣
∣
∣
∣
∣
∣
∣
2
=
3∑
m=−3
3∑
n=−3
~Em · ~Ene−i[(~km−~kn)~x]
︸                            ︷︷                            ︸
49 Terme
=
9∑
j=−9
c je
−i~k j~x
︸       ︷︷       ︸
19 Terme
, (K.11)
wobei die Koeffizienten c j gegeben sind durch
c j =
∑
(m,n)∈A j
~Em · ~En , (K.12)
und die Indexmenge A j gegeben ist durch A j = {(m, n) | (~km−~kn) = ~k j}. Für die Modulationen
m j der Anregungsintensität gilt:
m j =
c j
c0
(K.13)
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Aus den Gleichungen (K.10) und (K.11) sieht man, dass die Beträge der Amplituden in der
Summe ganz rechts in Gleichung (K.11) durch die Skalarprodukte der interferierenden elek-
trischen Felder ~Em· ~En gegeben sind. Weiterhin sieht man, dass die in der Intensität enthaltenen
Frequenzen durch die Differenzen der Amplitudenfrequenzen gegeben ist. Diese Tatsache ist
äquivalent dazu, dass die Fourier-Transformierte der Intensität durch die Autokorrelation der
Fourier-Transformierte der Amplitude gegeben ist, was aus dem Faltungstheorem (siehe Ab-
schnitt A) folgt. Insgesamt ergeben sich auf der rechten Seite von Gleichung (K.11) 49 Terme,
welche zu insgesamt 19 verschiedenen Frequenzordnugen in der Intensität führen (vgl. Ab-
bildung I.1).
Die zu den Koeffizienten c j gehörende Indexmenge A j kann der Tabelle K.3 in folgendem
Abschnitt entnommen werden.
K.3. Anteile des Intensitätsspektrums
Die Frequenzanteile des Intensitätsspektrums des hexagonalen Phasenmusters ergeben sich
aus der Interferenz der am Muster gebeugten Wellenanteile. In folgender Tabelle ist illustriert,
welche Amplituden-Beugungsordnungen an der entsprechenden Intensitäts-Frequenzordnung
enthalten sind. Bei Berücksichtigung von Polarisationseffekten, können so die erwarteten
Musterkontraste in der Probe für die m-te Frequenzordnung durch Bildung der Summe der
Skalarprodukte der entsprechenden elektrischen Feldvektoren ermittelt werden. Die interfe-
rierenden Amplituden sind in rot und blau eingezeichnet. Der sich ergebende Frequenzvektor
der Intensität ist (außer bei der null-Frequenz) grün eingezeichnet. Für die Terme der Grund-
frequenz tragen jeweils 4, zu der Frequenz mit |~k| =
√
3 πp jeweils 2 Terme bei. Zu der doppel-
ten Grundfrequenz (|~k| = 2 2πp ) trägt jeweils ein Term bei.
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Tabelle K.3.: Anteile der Amplituden, die zu den Frequenzen ~km der Intensität des hexagonalen Musters
beitragen.
K.4. Lineare Polarisation
Im Fall linearer Polarisation ist der elektrische Feldvektor für die m−te Beugungsordnung
des hexagonalen Musters durch Gleichung (K.6) gegeben. Für die Koeffizienten in Gleichung
(K.12) folgt daraus:
c j(α, χ) = cos
2(χ)
∑
(m,n∈A j)
~E(c)m · ~E(c)n + sin2(χ)
∑
(m,n∈A j)
~E(s)m · ~E(s)n +
+ sin(χ) cos(χ)
∑
(m,n∈A j)
(
~E(c)m · ~E(s)n + ~E(s)m · ~E(c)n
)
(K.14)
Insgesamt ergeben sich für die Koeffizienten c j als Funktion des Polarisationswinkels χ und
des Beugungswinkels α, die in Tabelle K.4 aufgeführten Ausdrücke.
j c j(α, χ)/E20
0 7
1 1
8[cos
2(χ)(23 + 12 cos(α) − 3 cos(2α)) + sin2(χ)(3 + 28 cos(α) + cos(2α))]
2 14


4 cos2(χ)(1 + 3 cos(α)) + sin2(χ)(9 + 8 cos(α) − cos(2α))+
sin(χ) cos(χ)(4
√
3(3 + cos(α)) sin2(α2 ))


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3 14


4 cos2(χ)(1 + 3 cos(α)) + sin2(χ)(9 + 8 cos(α) − cos(2α))−
sin(χ) cos(χ)(4
√
3(3 + cos(α)) sin2(α2 ))


4 1
4


cos2(χ)(2 + 6 cos(α)) + sin2(χ) (−1 + 6 cos(α) + 3 cos(2α))+
sin(χ) cos(χ)6
√
3 sin2(α))


5 14


cos2(χ)(2 + 6 cos(α)) + sin2(χ) (−1 + 6 cos(α) + 3 cos(2α))−
sin(χ) cos(χ)6
√
3 sin2(α))


6 1
8
[
cos2(χ)(−5 + 12 cos(α) + 9 cos(2α)) + sin2(χ) (7 + 12 cos(α) − 3 cos(2α))
]
7 cos2(χ) + sin2(χ) cos(2α)
8 14


cos2(χ)(1 + 3 cos(2α)) + sin2(χ) (3 + cos(2α))+
sin(χ) cos(χ)4
√
3 sin2(α))


9 1
4


cos2(χ)(1 + 3 cos(2α)) + sin2(χ) (3 + cos(2α))−
sin(χ) cos(χ)4
√
3 sin2(α))


Tabelle K.4.: Die nach Gleichung (K.14) berechneten Koeffizienten c j bei linearer Polarisation als Funktion
des Polarisationswinkels χ und des Beugungswinkels α.
Um eine Vorstellung für die Terme in Tabelle K.4 zu bekommen, folgt eine exemplarische
grafische Darstellung der Terme als Funktion des Polarisationswinkels χ. Die Koeffizienten c j
wurden jeweils mit den Werten c j,0 normiert, die man ohne Berücksichtigung der Polarisation
erhalten hätte. In dem Beispiel in den Abbildungen K.1, K.2 und K.3 wurde von Ölimmersi-
on mit einem Brechungsindex von n ≈ 1, 518, einer numerischen Apertur von NA = 1, 4 und
einer normalisierten Gitterfrequenz von ν = 1 ausgegangen, was nach Gleichung (K.9) einem
Beugungswinkel α ≈ 67, 3◦ entspricht.
Man sieht, dass die Intensitätskontraste der Frequenzen bei linearer Polarisation stark vari-
ieren. Eine möglichst gleichmäßige Verteilung der Kontraste über die Intensitätsfrequenzen
erreicht man gemäß Abbildung K.1, K.2 und K.3, wenn man für den Polarisationswinkel
(30◦ + n60◦|n ∈ Z) wählt, d.h. die Polarisation in Richtung einer der drei Grundfrequenzen
~k1, ~k2 oder ~k3 legt. Wählt man o.B.d.A. beispielsweise χ = 90◦, also die Richtung von ~k1, so
erreicht man für die Koeffizienten c j/c j,0 die in Tabelle K.5 aufgeführten Werte. Die negativen
Werte der Koeffizienten c j entsprechen einer Invertierung der entsprechenden Frequenz, bzw.
einer Phasenverschiebung um π.
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Abb. K.1.: Grafische Darstellung der Koeffizienten c j aus Tabelle K.4 für j ∈ {1, 2, 3} als Funktion von χ.
In dem Beispiel wurde von einem Beugungswinkel von α ≈ 67, 3◦ ausgegangen, was einer NA von 1,4,
einem Brechungsindex von n ≈ 1, 518 und einer normalisierten Gitterfrequenz von ν = 1 entspricht. Die
Normierungsfaktoren c1,0, c2,0 und c3,0 entsprechen den Koeffizienten, die man ohne Berücksichtigung der
Polarisation erhalten hätte und es gilt c1,0 = c2,0 = c3,0 = 4.
j 1 2 3 4 5 6 7 8 9
c j/c j,0[%] 41,0 79,8 79,8 -10 -10 85 -70 57 57
Tabelle K.5.: Tabelle der Koeffizienten c j/c j,0 für lineare Polarisation und χ = 90◦.
K.5. Z-Abhängigkeit der Koeffizienten c j
Wie in Abschnitt 3.3.3 beschrieben, sind nur die Modulationen erster Ordnung (d.h. diejeni-
gen Modulationen der Grundfrequenz) von z abhängig. Diese z−Abhängigkeit kommt durch
die Interferenz der 0. Beugungsordnung des Musters mit den jeweils ersten Beugungsordnun-
gen zustande (siehe Abbildung 3.13). Die Intensitäten erster Ordnung kommen beim Hexagon
allerdings nicht nur durch die Interferenz zwischen der 0. und den ersten Beugungsordnungen
zustande, sondern auch durch Interferenz unter den ersten Beugungsordnungen, wie in Tabel-
le K.3 gezeigt.
D.h. die Koeffizienten c1(χ), c2(χ) und c3(χ) können in einen von der z−Koordinate abhängi-
gen (c(z)j (χ)) und einen z−unabhängigen Anteil (c
(0)
j (χ)) zerlegt werden:
c j(χ) = c
(z)
j (χ) + c
(0)
j (χ) j ∈ {1, 2, 3}
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Abb. K.2.: Grafische Darstellung der Koeffizienten c j aus Tabelle K.4 für j ∈ {4, 5, 6} als Funktion von χ
entsprechend dem Beispiel in Abbildung K.1. Für die Normierungsfaktoren c4,0, c5,0 und c6,0 gilt c4,0 = c5,0 =
c6,0 = 2.
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Abb. K.3.: Grafische Darstellung der Koeffizienten c j aus Tabelle K.4 für j ∈ {7, 8, 9} als Funktion von χ
entsprechend dem Beispiel in Abbildung K.1. Für die Normierungsfaktoren c7,0, c8,0 und c9,0 gilt c7,0 = c8,0 =
c9,0 = 1.
Gemäß Gleichung (K.13) gilt diese Zerlegung analog für die Modulationen m j der Anre-
gungsintensität:
m j(χ) = m
(z)
j (χ) + m
(0)
j (χ) j ∈ {1, 2, 3} (K.15)
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Entsprechend den Koeffizienten c j(χ) in Tabelle K.4 sind die Koeffizienten c
(z)
j (χ) und c
(0)
j (χ)
als Funktion des Beugungswinkels α und des Polarisationswinkels χ in Tabelle K.6 aufgeführt
und für α ≈ 67, 3◦ exemplarisch in den Abbildungen K.4 - K.6 grafisch dargestellt. Tabelle
K.7 gibt für diesen Beugungswinkel α einen Überblick über die Koeffizienten, falls man für
die Polarisationsrichtung χ = 90◦ wählt. Insgesamt sieht man, dass die Abweichungen zwi-
schen den z−abhängigen und z−unabhängigen Koeffizienten unabhängig vom Beugungswin-
kel klein ist.
j c(z)j (α, χ)/E
2
0 c
(0)
j (α, χ)/E
2
0
1 2 cos2(χ) + 2 cos(α) sin2(χ) 18


cos2(χ)(7 + 12 cos(α) − 3 cos(2α))+
+ sin2(χ)(3 + 12 cos(α) + cos(2α))


2
cos2(χ)
[
1
2
+ 3
2
cos(α)
]
+
+ sin2(χ)
[
3
2 +
1
2 cos(α)
]
+
+ sin(χ) cos(χ)
[√
3(1 − cos(α))
]
cos2(χ)
[
1
2
+ 3
2
cos(α)
]
+
+ sin2(χ)
[
3
4 +
3
2 cos(α) − 14 cos(2α)
]
+
+ sin(χ) cos(χ)
[
1
2
√
3 sin2(α)
]
3
cos2(χ)
[
1
2
+ 3
2
cos(α)
]
+
+ sin2(χ)
[
3
2 +
1
2 cos(α)
]
− sin(χ) cos(χ)
[√
3(1 − cos(α))
]
cos2(χ)
[
1
2
+ 3
2
cos(α)
]
+
+ sin2(χ)
[
3
4 +
3
2 cos(α) −
1
4 cos(2α)
]
− sin(χ) cos(χ)
[
1
2
√
3 sin2(α)
]
Tabelle K.6.: Die Zerlegung der Koeffizienten c j(χ)| j ∈ {1, 2, 3} in einen von z abhängigen und einen von
z unabhängigen Anteil. Es gilt c j(χ) = c
(z)
j (χ) + c
(0)
j (χ)∀ j ∈ {1, 2, 3}. Die aufgeführten Koeffizienten sind in
Abbidlung K.4 - K.6 für α ≈ 67, 3◦ als Funktion von χ gezeigt.
j 1 2 3
c j/c j,0[%] 41,0 79,8 79,8
c(z)j /c j,0[%] 19,3 42,3 42,3
c(0)j /c j,0[%] 21,8 37,5 37,5
Tabelle K.7.: Tabelle der Koeffizienten c j/c j,0, c
(z)
j /c j,0 und a
(0)/c j,0 ( j ∈ {1, 2, 3}) für lineare Polarisation mit
χ = 90◦.
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Abb. K.4.: Grafische Darstellung der Koeffizienten c1(χ), c
(z)
1 (χ) und c
(0)
1 (χ)
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Abb. K.5.: Grafische Darstellung der Koeffizienten c2(χ), c
(z)
2 (χ) und c
(0)
2 (χ)
K.6. Zirkulare Polarisation
Ausgehend von den Koeffizienten in Tabelle K.4 für lineare Polarisation, können die entspre-
chenden Koeffizienten für zirkulare Polarisation leicht ermittelt werden. Nimmt man wie in
dem Beispiel in Abschnitt K.4 eine numerische Apertur von NA=1,4, einen Brechungsindex
des Immersionsmediums von n ≈ 1, 518 und eine normalisierte Gitterfrequenz von ν = 1,
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Abb. K.6.: Grafische Darstellung der Koeffizienten c3(χ), c
(z)
3 (χ) und c
(0)
3 (χ)
j 1 2 3 4 5 6 7 8 9
c j/c j,0[%] 66,9 66,9 66,9 22,1 22,1 22,1 14,9 14,9 14,9
Tabelle K.8.: Tabelle der Koeffizienten c j/c j,0 für zirkulare Polarisation.
sowie die selbe Amplitude E0 für alle hexagonalen Beugungsordnungen an, so erhält man die
in Tabelle K.8 aufgeführten Werte für die Koeffizienten c j/c j,0.
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