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Abstract
The problem of finding all functionally independent invariants for a given multi-parameter ap-
proximate transformation group is considered. The criterion for approximate function to be invariant
under an approximate transformation group is similar to that of Lie’s theory and is based on opera-
tors of the corresponding approximate Lie algebra. The calculation of invariants of an approximate
transformation group reduces to solving the system of linear nonhomogeneous first-order PDEs. The
sufficient conditions of compatibility and completeness for these systems are proved.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
The methods of approximate Lie group analysis outlined in [1,2] (see in [3] a re-
view of results obtained in this field) have numerous applications to solving ordinary
(ODEs) and partial differential equations (PDEs) with a small parameter [4–7]. Some
of them use the representation of equations via invariants of an admitted approximate
transformation group. For instance, it is the reduction of an ODE (there is no system-
atic approach for a system of ODEs), invariant under a solvable Lie group, to an ODE of
lower order and quadratures known in classical Lie group analysis [2,8,9]. The method
is applicable without much modification to an ODE with a small parameter, invariant un-
der the group generated by “zeroth”-order symmetries, i.e., the symmetries of the form
X(0)+ εX(1)+ · · ·+ εpX(p)+ o(εp) with X(0) = 0 [2,10]. Another classical method is the
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see, e.g., in [1,4,5]). The problem then arises of finding all functionally independent invari-
ants of an approximate transformation group. An infinitesimal criterion for invariants and
a theorem on representation of general invariant of an approximate transformation group
are proved in [13].
We consider (with an accuracy o(εp), p  0, ε  1) an approximate transformation
group G generated by rp operators
Xα0 =Xα0,(0) + εXα0,(1) + · · · + εpXα0,(p) + o(εp), α0 = 1, . . . , r0,
Xα1 = εXα1,(0) + ε2Xα1,(1)+ · · · + εpXα1,(p−1) + o(εp), α1 = r0 + 1, . . . , r1,
...
Xαp = εpXαp,(0)+ o(εp), αp = rp−1 + 1, . . . , rp, (1)
where Xαi,(q) = ξ lαi ,(q)(z)∂zl , z ∈RN . Operators (1) span rp-dimensional approximate Lie
algebra, i.e., the condition
[Xα,Xβ ] =
rp∑
γ=1
C
γ
αβXγ + o(εp), α,β = 1, . . . , rp,
holds.
According to the infinitesimal criterion [13], the function
I (z, ε)= I(0)(z)+ εI(1)(z)+ · · · + εpI(p)(z)+ o(εp) (2)
is an invariant of rp-parameter approximate transformation groupG iff it satisfies the equa-
tions
XαI (z, ε)= o(εp), α = 1, . . . , rp, (3)
that is similar to the criterion XαI (z)= 0 of classical Lie’s theory [8]. Splitting of Eq. (3)
by powers of ε leads to p + 1 systems of linear first-order PDEs in components I(q)(z) of
invariant (2),
Ω0:


Xα0,(0)I(0) = 0,
Xα1,(0)I(0) = 0,· · ·
Xαp,(0)I(0) = 0,
Ω1:


Xα0,(0)I(1) +Xα0,(1)I(0) = 0,
Xα1,(0)I(1) +Xα1,(1)I(0) = 0,· · ·
Xαp−1,(0)I(1) +Xαp−1,(1)I(0) = 0,
...
Ωp−1:
{
Xα0,(0)I(p−1) +Xα0,(1)I(p−2) + · · · +Xα0,(p−1)I(0) = 0,
Xα1,(0)I(p−1) +Xα1,(1)I(p−2) + · · · +Xα1,(p−1)I(0) = 0,
Ωp:
{
Xα0,(0)I(p) +Xα0,(1)I(p−1) + · · · +Xα0,(p)I(0) = 0. (4)
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Ω0 is known, then Ω1 can be considered as a system of nonhomogeneous equations
in I(1)(z). Similarly, if the solutions I(0)(z), . . . , I(q−1)(z) of the systems Ω0, . . . ,Ωq−1,
q = 2, . . . , p, are known, then Ωq can be taken as a system of nonhomogeneous equations
in I(q)(z). Then, in order to find all independent invariants of form (2) of the approxi-
mate group G, we have to investigate the compatibility and completeness of the systems
Ω0, . . . ,Ωp [14–16]. Generally, systems (4) may not have these properties, even though
operators (1) span an approximate Lie algebra. This problem was discussed in [13]. There
a sufficient condition of completeness of these systems was given. It was noticed also that
systems (4) are compatible, if they are complete and all equations of the system Ω0 are
independent.
In Section 2 we prove a sufficient condition for systems (4) to be complete that restates
the similar condition of [13] in simplified form. In Section 3 we establish a sufficient con-
dition of compatibility of systems (4), using the ranks of matrices on coordinates ξ lαi ,(q)(z)
of operators (1). Also the examples of finding approximately invariant solutions of PDEs
are given.
2. Completeness of the systems Ω0, . . . ,Ωp
The theory of linear first-order PDEs [15,16] states that the system Ωp−q , q = 0, . . . , p,
is complete on the solutions of the systems Ω0, . . . ,Ωp−q−1, if the Jacobi bracket for any
pair of its equations is represented as a linear function of the equations of the systems
Ω0, . . . ,Ωp−q . Otherwise the equation in functions I(0)(z), . . . , I(k)(z), k  p − q , ob-
tained as a result of calculating this Jacobi bracket is added to the system Ωk . As is shown
in [13], the Jacobi bracket for equations of the system Ωp−q has the form{
p−q∑
j=0
Xβ,(j)I(p−q−j),
p−q∑
j=0
Xγ,(j)I(p−q−j)
}
= [Xβ,(0),Xγ,(0)]I(p−q) +
([Xβ,(0),Xγ,(1)] + [Xβ,(1),Xγ,(0)])I(p−q−1) + · · ·
+ ([Xβ,(0),Xγ,(p−q)] + [Xβ,(1),Xγ,(p−q−1)] + · · · + [Xβ,(p−q),Xγ,(0)])I(0).
(5)
Note that operators (1) can be rewritten as Xαi = εiYαi , i = 0, . . . , p, using the operators
Yαi =Xαi,(0) + εXαi,(1) + · · · + εp−iXαi,(p−i) + o(εp−i). (6)
Further, according to the convention on repeated indices, the summation sign over αi from
ri−1 + 1 to ri is omitted (we suppose r−1 = 0). Then the sufficient condition of complete-
ness of systems (4) is stated as follows.
Theorem 1. The systems Ω0, . . . ,Ωp are complete, if the commutator of any pair of the op-
erators Yβ and Yγ , β = rq−1 +1, . . . , rq , q = 0, . . . , p, γ = rj−1 +1, . . . , rj , j = 0, . . . , q ,
can be represented (with an accuracy o(εp−q)) as a linear function of operators (6),
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p∑
i=0
ω
αi
βγ (z, ε)Yαi + o(εp−q) (7)
with some coefficients of the form
ωαβγ (z, ε)= ωαβγ,(0)(z)+ · · · + εp−qωαβγ,(p−q)(z)+ o(εp−q), α = 1, . . . , rq,
ω
αi
βγ (z, ε)= εi−qωαiβγ,(i−q)(z)+ · · · + εp−qωαiβγ,(p−q)(z)+ o(εp−q),
αi = ri−1 + 1, . . . , ri , i = q + 1, . . . , p.
Proof. Consider the system Ωp−q for arbitrary q = 0, . . . , p. This system involves equa-
tions with the operators Y1, . . . , Yrq . Equalities (7) are valid for the operators Yβ and Yγ ,
β = rq−1 + 1, . . . , rq , γ = rj−1 + 1, . . . , rj , j = 0, . . . , q , with an accuracy o(εp−q).
The equations with the operators Yαi , i = 0, . . . , q − 1, are involved in the systems
Ωp−q+1, . . . ,Ωp−1, as well as in the systems Ω0, . . . ,Ωp−q . Then the equalities of the
form (7) hold for these operators with an accuracy better than o(εp−q). Therefore, rela-
tions (7) are valid for any pair of the operators Yβ and Yγ , β,γ = 1, . . . , rq .
Equating in (7) the coefficients of the powers of the small parameter yields the equalities
[Xβ,(0),Xγ,(0)] =
q∑
i=0
ω
αi
βγ,(0)(z)Xαi ,(0),
[Xβ,(0),Xγ,(1)] + [Xβ,(1),Xγ,(0)] =
q∑
i=0
ω
αi
βγ,(0)(z)Xαi,(1) +
q+1∑
i=0
ω
αi
βγ,(1)(z)Xαi,(0),
...
[Xβ,(0),Xγ,(p−q)] + [Xβ,(1),Xγ,(p−q−1)] + · · · + [Xβ,(p−q),Xγ,(0)]
=
q∑
i=0
ω
αi
βγ,(0)(z)Xαi,(p−q) +
q+1∑
i=0
ω
αi
βγ,(1)(z)Xαi ,(p−q−1) + · · ·
+
p∑
i=0
ω
αi
βγ,(p−q)(z)Xαi,(0). (8)
Substitution of relations (8) into the Jacobi bracket (5) for equations of the system Ωp−q
provides{
p−q∑
j=0
Xβ,(j)I(p−q−j),
p−q∑
j=0
Xγ,(j)I(p−q−j)
}
=
q∑
i=0
ω
αi
βγ,(0)(z)Xαi ,(0)I(p−q)
+
(
q∑
i=0
ω
αi
βγ,(0)(z)Xαi,(1) +
q+1∑
i=0
ω
αi
βγ,(1)(z)Xαi ,(0)
)
I(p−q−1) + · · ·
+
(
q∑
ω
αi
βγ,(0)(z)Xαi,(p−q) +
q+1∑
ω
αi
βγ,(1)(z)Xαi,(p−q−1) + · · ·i=0 i=0
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p∑
i=0
ω
αi
βγ,(p−q)(z)Xαi,(0)
)
I(0)
=
q∑
i=0
ω
αi
βγ,(0)(z)
(
Xαi,(0)I(p−q) +Xαi,(1)I(p−q−1) + · · · +Xαi,(p−q)I(0)
)
+
q+1∑
i=0
ω
αi
βγ,(1)(z)
(
Xαi,(0)I(p−q−1) + · · · +Xαi,(p−q−1)I(0)
)+ · · ·
+
p∑
i=0
ω
αi
βγ,(p−q)(z)Xαi,(0)I(0).
Thus the Jacobi bracket for equations of the system Ωp−q is represented as a linear func-
tion of the equations of the systems Ω0, . . . ,Ωp−q . Hence for arbitrary q = 0, . . . , p, the
system Ωp−q is complete on the solutions of the systems Ω0, . . . ,Ωp−q−1, as was to be
proved. ✷
Example 1. We consider the perturbed Euler equations
∂u
∂t
+ u∇u =−∇p+ εx ∂
2u
∂t∂x
+ o(ε), div u = o(ε) (9)
for incompressible liquid, where u = (u, v,w) is the velocity, p is the pressure. The solu-
tion of (9), approximately invariant under the symmetries
X1 = t∂t + 2x∂x + 2y∂y + 2z∂z + u∂u + v∂v +w∂w + 2p∂p + εθ(t)∂p + o(ε),
X2 = ε(y∂z − z∂y + v∂w −w∂v + t2∂x + 2t∂u − 2x∂p)+ o(ε),
X3 = ε
(
1
t
∂y − 1
t2
∂v − 2 y
t3
∂p
)
+ o(ε), (10)
will be found. Operators (10) span an approximate (up to o(ε)) Lie algebra, since
[X1,X2] = o(ε), [X1,X3] = −3X3, [X2,X3] = o(ε).
The corresponding systems (4) have the form
Ω0:


t
∂I(0)
∂t
+ 2x ∂I(0)
∂x
+ 2y ∂I(0)
∂y
+ 2z ∂I(0)
∂z
+ u∂I(0)
∂u
+ v ∂I(0)
∂v
+w∂I(0)
∂w
+ 2p∂I(0)
∂p
= 0,
t2
∂I(0)
∂x
− z ∂I(0)
∂y
+ y ∂I(0)
∂z
+ 2t ∂I(0)
∂u
−w∂I(0)
∂v
+ v ∂I(0)
∂w
− 2x ∂I(0)
∂p
= 0,
1
t
∂I(0)
∂y
− 1
t2
∂I(0)
∂v
− 2 y
t3
∂I(0)
∂p
= 0,
Ω1:
{
t
∂I(1)
∂t
+ 2x ∂I(1)
∂x
+ 2y ∂I(1)
∂y
+ 2z ∂I(1)
∂z
+ u∂I(1)
∂u
+ v ∂I(1)
∂v
+w∂I(1)
∂w
+ 2p∂I(1)
∂p
+ θ(t) ∂I(0)
∂p
= 0,
and are not complete. Here Y1 =X1, Y2 = t2∂x − z∂y + y∂z + 2t∂u −w∂v + v∂w − 2x∂p,
Y3 = t−1∂y − t−2∂v−2t−3y∂p. These operators do not satisfy the condition of Theorem 1.
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linear function of the operators X1,(0), Y2, Y3. Indeed, the Jacobi bracket for equations of
the system Ω0,{
1
t
∂I(0)
∂y
− 1
t2
∂I(0)
∂v
− 2 y
t3
∂I(0)
∂p
,
t2
∂I(0)
∂x
− z∂I(0)
∂y
+ y ∂I(0)
∂z
+ 2t ∂I(0)
∂u
−w∂I(0)
∂v
+ v ∂I(0)
∂w
− 2x ∂I(0)
∂p
}
= 1
t
∂I(0)
∂z
− 1
t2
∂I(0)
∂w
− 2 z
t3
∂I(0)
∂p
,
is independent of the equations of Ω0. Hence the equation with the operator Y4 has to
be added to Ω0. Such modified system Ω¯0 is complete, since the relations [X1,(0), Y4] =
−3Y4, [Y2, Y4] = Y3, [Y3, Y4] = 0 hold. We have only one equation in Ω1, therefore the
systems Ω¯0, Ω1 are compatible.
The equations of Ω¯0 have four independent solutions I(0), which we substitute into the
equation in I(1) and obtain four zeroth-order invariants
I1 = u
t
− 2 x
t2
, I2 = 1
t2
(
(tv + y)2 + (tw+ z)2)1/2,
I3 = arctan tw+ z
tv + y −
x
t2
,
I4 = p
t2
+ x
2 + y2 + z2
t4
− ε f (t)
t2
, where tf ′(t)− 2f (t)= θ(t).
In Ω1 the homogeneous equation in I(1) has seven independent solutions. Three of them
are independent of I1,(0), . . . , I4,(0) and do not solve the equations of Ω¯0. Hence we obtain
three first-order invariants of the form εI(1),
I5 = ε x
t2
, I6 = ε y
t2
, I7 = ε z
t2
.
The solution of Eq. (9) is sought in the form
I1 = C1 + ευ(X,Y,Z)+ o(ε), I2 = C2 + ερ(X,Y,Z)+ o(ε),
I3 = C3 + εϕ(X,Y,Z)+ o(ε), I4 = C4 + επ(X,Y,Z)+ o(ε),
where X = x/t2, Y = y/t2, Z = z/t2 are the similarity variables. The substitution of
functions
u= 2x
t
+ t (C1 + ευ)+ o(ε), v = t (C2 + ερ) cos(X+C3 + εϕ)− y
t
+ o(ε),
w = t (C2 + ερ) sin(X+C3 + εϕ)− z
t
+ o(ε),
p = t2(C4 + επ)− x
2 + y2 + z2
t2
+ εf (t)+ o(ε)
into (9) and splitting by powers of ε reduce Eq. (9) to relation
C1 = 0
and linear PDEs
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C2(X− υ) sinξ + (ρY cos ξ −C2ϕY sin ξ)(C2 cos ξ − 3Y )
+ (ρZ cos ξ −C2ϕZ sin ξ)(C2 sin ξ − 3Z)+ πY = 0,
C2(υ −X) cos ξ + (ρY sin ξ +C2ϕY cos ξ)(C2 cos ξ − 3Y )
+(ρZ sin ξ +C2ϕZ cos ξ)(C2 sin ξ − 3Z)+ πZ = 0,
υX + (ρZ −C2ϕY ) sin ξ + (ρY +C2ϕZ) cosξ = 0, where ξ =X+C3.
3. Compatibility of the systems Ω0, . . . ,Ωp
Investigation of compatibility of systems (4) requires to consider each system Ωp−q ,
q = 0, . . . , p, as a system of first-order algebraic equations with respect to ∂I(p−q)/∂z1, . . . ,
∂I(p−q)/∂zN [14]. The system Ωp−q can be compatible on the solutions of the systems
Ω0, . . . ,Ωp−q−1. Or, alternatively, a new equation in variables ∂I(0)/∂zl, . . . , ∂I(k)/∂zl ,
k < p− q arises. Then it is added to the system Ωk .
We denote χi,(q) = ‖ξ lαi ,(q)‖, l = 1, . . . ,N , αi = ri−1 + 1, . . . , ri , and consider the ma-
trices on coordinates of operators (1),
A0 = ‖χ0,(0)‖, A1 =
∥∥∥∥χ0,(0)χ1,(0)
∥∥∥∥, . . . , Ap =
∥∥∥∥∥∥∥∥
χ0,(0)
χ1,(0)
...
χp,(0)
∥∥∥∥∥∥∥∥
, (11)
B0 = ‖χ0,(1)‖, B1 =
∥∥∥∥∥
χ0,(2)
χ0,(1)
χ1,(1)
∥∥∥∥∥ , . . . , Bp−1 =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
χ0,(p)
χ0,(p−1)
χ1,(p−1)
...
χ0,(1)
...
χp−1,(1)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
,
M0 =A0, M1 =
∥∥∥∥M0 B00 A1
∥∥∥∥, . . . , Mp =
∥∥∥∥Mp−1 Bp−10 Ap
∥∥∥∥. (12)
Hence M0 is a matrix of homogeneous system involving the equations of the system Ωp
considered as nonhomogeneous first-order algebraic equations in ∂I(p)/∂zl . M1 repre-
sents a matrix of homogeneous system involving the equations of the systems Ωp−1,Ωp
considered as nonhomogeneous algebraic equations in ∂I(p−1)/∂zl , ∂I(p)/∂zl . Simi-
larly Mq , q = 2, . . . , p, is a matrix of homogeneous system involving the equations
of the systems Ωp−q, . . . ,Ωp considered as nonhomogeneous algebraic equations in
∂I(p−q)/∂zl, . . . , ∂I(p)/∂zl . For the ranks of matrices (11) and (12) we use the notation
Ri = rankAi, R˜i = rankMi, i = 0, . . . , p.
The specific structure of systems (4) allows us to prove the following statement.
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R˜q − (R˜q−1 +Rq)
independent equations in I(p−q)(z) added to the system Ωp−q .
Proof. The number of independent equations in I(p)(z) in the system Ωp is determined by
rankM0 = R˜0.
Consider the case q = 1. Independent equations in I(p−1)(z) can be obtained when the
equations of the system Ωp are treated as nonhomogeneous algebraic equations with re-
spect to ∂I(p)/∂zl . The properties of matrix rank imply rank‖M0 B0 ‖ R˜0. Elementary
transformations of rows reduce the matrix ‖M0 B0 ‖ to such a form∥∥∥∥ χ˜0,(0) χ˜0,(1)0 χ∗0,(1)
∥∥∥∥
that rank‖χ˜0,(0) χ˜0,(1)‖ = R˜0. Matrix M1 is reduced to the form∥∥∥∥∥∥
χ˜0,(0) χ˜0,(1)
0 χ∗0,(1)
0 A1
∥∥∥∥∥∥
by these transformations so that
rankM1 = rank‖ χ˜0,(0) χ˜0,(1) ‖+ rank
∥∥∥∥χ∗0,(1)A1
∥∥∥∥.
Therefore
rank
∥∥∥∥χ∗0,(1)A1
∥∥∥∥= R˜1 − R˜0.
In this way the equations in I(p−1)(z) of the form
X∗α0,(1)I(p−1) + · · · +X∗α0,(p)I(0) = 0 (13)
arise in the system Ωp. A part of these equations are not the linear functions of the equa-
tions of the system Ωp−1 and then have to be added to Ωp−1. Their number is determined
by
rank
∥∥∥∥χ∗0,(1)A1
∥∥∥∥− rankA1 = R˜1 − R˜0 −R1,
i.e., it is the difference between the number of independent equations in the system
Ωp−1 completed by additional equations (13) and the number of independent equations
in I(p−1)(z) of the system Ωp−1 without Eq. (13).
Consider the case of arbitrary q = 2, . . . , p. Independent equations in I(p−q)(z) can be
obtained when the equations of the systems Ωp−q+1, . . . ,Ωp are treated as nonhomoge-
neous algebraic equations with respect to ∂I(p−q+1)/∂zl, . . . , ∂I(p)/∂zl . The properties of
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reduce the matrix ‖Mq−1 Bq−1‖ to such a form∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
χ˜α0,(0) χ˜α0,(1) . . . χ˜α0,(q−1) χ˜α0,(q)
0 0 . . . 0 χ∗
α0,(q)
0 χ˜α0,(0) . . . χ˜α0,(q−2) χ˜α0,(q−1)
0 χ˜α1,(0) . . . χ˜α1,(q−2) χ˜α1,(q−1)
0 0 . . . 0 χ∗α0,(q−1)
0 0 . . . 0 χ∗α1,(q−1)
...
...
...
...
...
0 0 . . . χ˜α0,(0) χ˜α0,(1)
...
...
...
...
...
0 0 . . . χ˜αq−1,(0) χ˜αq−1,(1)
0 0 . . . 0 χ∗α0,(1)
...
...
...
...
...
0 0 . . . 0 χ∗αq−1,(1)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
that rankM˜ = R˜q−1. We use the notation
M˜ =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
χ˜α0,(0) χ˜α0,(1) . . . χ˜α0,(q−1) χ˜α0,(q)
0 χ˜α0,(0) . . . χ˜α0,(q−2) χ˜α0,(q−1)
0 χ˜α1,(0) . . . χ˜α1,(q−2) χ˜α1,(q−1)
...
...
...
...
...
0 0 . . . χ˜α0,(0) χ˜α0,(1)
...
...
...
...
...
0 0 . . . χ˜αq−1,(0) χ˜αq−1,(1)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
, M∗ =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
χ∗α0,(q)
χ∗α0,(q−1)
χ∗α1,(q−1)
...
χ∗α0,(1)
...
χ∗αq−1,(1)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
.
Matrix Mq is reduced to the form∥∥∥∥ M˜A∗
∥∥∥∥, where A∗ =
∥∥∥∥0 . . . 0 M∗0 . . . 0 Aq
∥∥∥∥,
by these transformations so that
rankMq = rankM˜ + rank
∥∥∥∥M∗Aq
∥∥∥∥.
Therefore
rank
∥∥∥∥M∗Aq
∥∥∥∥= R˜q − R˜q−1.
In this way the equations in I(p−q)(z) of the form
X∗ I(p−q) + · · · +X∗ I(0) = 0α0,(q) α0,(p)
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X∗αi ,(q−1)I(p−q) + · · · +X∗αi,(p−1)I(0) = 0, i = 0,1,
arise in the system Ωp−1. And so on the equations in I(p−q)(z) of the form
X∗αi ,(1)I(p−q) + · · · +X∗αi ,(p−q+1)I(0) = 0, i = 0, . . . , q − 1,
arise in the system Ωp−q+1. A part of these equations are not the linear functions of the
equations of the system Ωp−q and then have to be added to Ωp−q . Their number is deter-
mined by
rank
∥∥∥∥M∗Aq
∥∥∥∥− rankAq = R˜q − R˜q−1 −Rq.
The theorem is proved. ✷
Corollary. If R˜q = R˜q−1 +Rq , q = 1, . . . , p, the systems Ω0, . . . ,Ωp are compatible.
If the systems Ω0, . . . ,Ωp are complete and compatible, the set of independent invari-
ants of the approximate group G is constructed by proceeding as follows [13]. According
to the theory of linear homogeneous first-order PDEs [14,15], the system Ω0 has N −Rp
functionally independent solutions
I 1(0)(z), . . . , I
N−Rp
(0) (z).
For each function I s0(0)(z), s0 = 1, . . . ,N − Rp , a particular solution I s0(1)(z) of the system
Ω1 of nonhomogeneous equations in I(1)(z) can be calculated. Furthermore homogeneous
system Ω1 (corresponding to the case I(0)(z)= 0) has Rp−1−Rp functionally independent
solutions
I
N−Rp+1
(1) (z), . . . , I
N−Rp−1
(1) (z),
which do not solve the system Ω0.
For each pair of the functions(
I
s0
(0)(z), I
s0
(1)(z)
)
, s0 = 1, . . . ,N −Rp,(
0, I s1(1)(z)
)
, s1 =N −Rp + 1, . . . ,N −Rp−1,
a particular solution I s(2)(z), s = 1, . . . ,N −Rp−1, of the system Ω2 of nonhomogeneous
equations in I(2)(z) can be found. Homogeneous system Ω2 (corresponding to the case
I(0)(z)= 0, I(1)(z)= 0) has Rp−2 −Rp−1 functionally independent solutions
I
s2
(2)(z), s2 =N −Rp−1 + 1, . . . ,N −Rp−2,
which do not solve the homogeneous system Ω1.
Similarly proceeding with the systems Ω3, . . . ,Ωp and renumbering the lower indices,
we establish that the approximate transformation group G possess N − R0 invariants of
the form
Yu. Bagderina / J. Math. Anal. Appl. 281 (2003) 539–551 549I s0(z, ε)= I s0(0)(z)+ εI s0(1)(z)+ · · · + εpI s0(p)(z)+ o(εp), s0 = 1, . . . ,N −Rp,
I s1(z, ε)= εI s1(0)(z)+ ε2I s1(1)(z)+ · · · + εpI s1(p−1)(z)+ o(εp),
s1 =N −Rp + 1, . . . ,N −Rp−1,
...
I sp (z, ε)= εpI sp(0)(z)+ o(εp), sp =N −R1 + 1, . . . ,N −R0,
where the functions I 1(0)(z), . . . , I
N−R0
(0) (z) are functionally independent.
Example 2. Let us find the solution u(t, x, y) = u(0)(t, x, y) + εu(1)(t, x, y) + o(ε) of
perturbed wave equation
utt − uxx − uyy = εu2(u+ 2tut + 2xux + 2yuy)
+ ε(x2 + y2 − t2)u(u2x + u2y − u2t )+ o(ε) (14)
invariant under approximate transformation group G5 generated by the operators
X1 = 2ty∂t + 2xy∂x + (y2 − x2 + t2)∂y − yu∂u + o(ε),
X2 = 2tx∂t + (x2 − y2 + t2)∂x + 2xy∂y − xu∂u + o(ε),
X3 = εt∂t + (εx − y)∂x + (x + εy)∂y − 2εu∂u + o(ε),
X4 = εX1, X5 = εX2. (15)
Here the only nonzero commutators are [X1,X3] = −X2 −X4, [X2,X3] =X1 −X5, and
therefore symmetries (15) span an approximate Lie algebra. OperatorsX4,X5 are unessen-
tial, since X1,X2 and X4,X5 provide the same equations in system Ω0 in invariant of the
group G5. Splitting the invariant test, XiI (t, x, y,u, ε)= o(ε), i = 1,2,3, by powers of ε
yields the equations
Ω0:


2ty ∂I(0)
∂t
+ 2xy ∂I(0)
∂x
+ (y2 − x2 + t2) ∂I(0)
∂y
− yu∂I(0)
∂u
= 0,
2tx ∂I(0)
∂t
+ (x2 − y2 + t2) ∂I(0)
∂x
+ 2xy ∂I(0)
∂y
− xu∂I(0)
∂u
= 0,
x
∂I(0)
∂y
− y ∂I(0)
∂x
,
Ω1:


2ty ∂I(1)
∂t
+ 2xy ∂I(1)
∂x
+ (y2 − x2 + t2) ∂I(1)
∂y
− yu∂I(1)
∂u
= 0,
2tx ∂I(1)
∂t
+ (x2 − y2 + t2) ∂I(1)
∂x
+ 2xy ∂I(1)
∂y
− xu∂I(1)
∂u
= 0,
x
∂I(1)
∂y
− y ∂I(1)
∂x
+ t ∂I(0)
∂t
+ x ∂I(0)
∂x
+ y ∂I(0)
∂y
− 2u∂I(0)
∂u
= 0.
We expect the function u(0)(t, x, y) in the solution of Eq. (14) coincide with the solution
v = (x2 + y2 − t2)−1/2(C1t/(x2 + y2 − t2) + C2) of unperturbed wave equation vtt −
vxx − vyy = 0, invariant under X1,(0),X2,(0),X3,(0). But it is not the case by reason of
incompatibility of the system Ω1.
The relations [X1,X2] = 0, [X1,X3] = −X2 − εX1, [X2,X3] = X1 − εX2 imply that
the systems Ω0,Ω1 are complete. Here
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∥∥∥∥∥
2ty 2xy (y2 − x2 + t2) −yu
2tx (x2 − y2 + t2) 2xy −xu
0 −y x 0
∥∥∥∥∥ ,
B0 =
∥∥∥∥∥
0 0 0 0
0 0 0 0
t x y −2u
∥∥∥∥∥ .
Taking into account (x2 + y2 − t2)−1(yX2,(0)− xX1,(0))=X3,(0) = x∂y − y∂x , we have
R˜0 = rankM0 = 2, R1 = rankA1 = 2.
The condition R˜1 = R˜0 +R1 of corollary does not hold, since
R˜1 = rank
∥∥∥∥M0 B00 A1
∥∥∥∥= 5.
According to Theorem 2, the compatibility condition for systems Ω0,Ω1 provides R˜1 −
(R˜0 +R1)= 1 new equation in I(0). Indeed, the equation
t
∂I(0)
∂t
+ x ∂I(0)
∂x
+ y ∂I(0)
∂y
− 2u∂I(0)
∂u
= 0 (16)
obtained from the system Ω1 is independent of the equations of Ω0 and therefore has to be
added to the system Ω0. We denote Ω¯0 equations of Ω0 and Eq. (16) corresponding to the
operator
X6 =X3 + (x2 + y2 − t2)−1(xX1 − yX2)= ε(t∂t + x∂x + y∂y − 2u∂u).
As we have [X1,(0),X6,(0)] = −X1,(0), [X2,(0),X6,(0)] = −X2,(0), [X3,(0),X6,(0)] = 0, the
system Ω¯0 is complete.
Thus the group G5 possess two invariants
I1 = (x2 + y2 − t2)3/2u/t, I2 = ε(x2 + y2 − t2)/t,
where I1 is the solution of Ω¯0 and I2,(0) = (x2+y2− t2)/t is the solution of homogeneous
system Ω1 in function I(1), which does not solve the equations of Ω¯0. According to [13]
the general invariant of G5 has the form
I = ϕ(0)(I1)+ εϕ(0)(I1,(0), I2,(0))+ o(ε).
Hence the approximately invariant solution of (14) can be sought in the form
I1 = C1 + εϕ(I2,(0))+ o(ε).
The substitution of u = t (x2 + y2 − t2)−3/2(C1 + εϕ(ξ))+ o(ε), where ξ = (x2 + y2 −
t2)/t , into Eq. (14) and splitting by powers of ε lead to an identity in constant C1 and a
linear ODE
ϕ′′ +C31ξ−4 = 0
in ϕ(ξ). Therefore ϕ(ξ)=−C31ξ−2/6+C2ξ +C3 and the invariant solution of Eq. (14) is
given by
u= (x2 + y2 − t2)−1/2
(
(C1 + εC3)t
x2 + y2 − t2 + εC2 −
ε
6
C31 t
3
(x2 + y2 − t2)3
)
.
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