INTRODUCTION
Leksell Gamma Knife Perfexion (LGKP) is the latest model of the gamma stereotactic radiosurgery system that enhances the potential of previous Leksell Gamma Knife (LGK) models. In this version, the 192 60 Co sources are divided in eight independent sectors, each sector can be placed in four positions (beam off, 4, 8, and 16 mm), allowing 65 536 different possible arrangements for each shot. 1, 2 As with the previous LGK models, the absolute output (dose rate) of the largest open collimator (i.e., 16 mm) is calibrated by reference dosimetry and the other collimators (i.e., 4 and 8 mm) are modeled into the treatment planning system according to the output factor (OF) values. In this context, the new Leksell GammaPlan 10 (LGP) introduces the dose calculation algorithm TMR 10, which is an evolution of the water-based algorithm available in previous versions. The verification of these new values is essential despite the difficulties associated with the dosimetry of small radiosurgical beams being well known. The change of the physical conditions due to the loss of lateral electronic equilibrium and the various perturbations (e.g., volume averaging artifacts, detector density response, and other minor corrections) makes these measurements complicated. According to the new small field formalism introduced by Alfonso et al., 3 an output factor can be defined only when ratios of absolute dose measurements (or Monte Carlo calculations) are considered. When the ratio of readings is not corrected by the k f clin · f msr Q clin ·Q msr factor as introduced in Ref. 3 , OFs cannot be defined. To avoid ambiguities and be consistent throughout the paper, we will use the detector output ratio (DOR) terminology when referring to ratio of readings that cannot be strictly considered OFs.
It is known that silicon diode detectors exhibit an overresponse to low-energy photon scatter. The relative contribution of this scatter increases with field size, and for regular field sizes, shielding has been used to compensate for this over-response. 4, 5 The shield, however, increases the detector size and, in small fields, introduces perturbations. Unshielded detectors are thus more appropriate for small field dosimetry.
Film dosimetry, especially with GafChromic films (GAFs), was shown to be a reasonable choice for performing dosimetric measurements in small beams. [6] [7] [8] In fact, films remove the difficulty of using finite size detectors. Since the spatial resolution is of the order of several micrometers, the overall measurement resolution is generally limited by the scanner. Films also provide 2D dose maps. Many studies have been carried out in the past for the other LGK models. 5, [9] [10] [11] [12] [13] [14] When performing film dosimetry, however, transition dose must be accounted of. This dose has to be evaluated independently with another device, typically a small field detector. For this reasons, investigating the possibility of using a single instrument, as a microDiamond detector, for the whole measurement process is of primary interest.
The purpose of this study was thus to measure the detector output ratios for 4 and 8 mm collimators for the LGKP unit using the new synthetic single-crystal diamond detector of PTW and other classical dosimeters comparing the measured values with the effective OFs provided by ELEKTA. The characteristics of the synthetic diamond detector (PTW-60019), such as small active volume (0.004 mm 3 ), near water-equivalence (Z eff = 6), and low energy dependence, make it an interesting candidate for small field dose measurements as demonstrated by many authors. [15] [16] [17] [18] [19] To our knowledge, no one demonstrated the feasibility of using this synthetic diamond for OFs measurement for LGKP. Profiles in the three directions were also measured for the 4 mm collimator.
METHODS AND MATERIALS

2.A. Detectors and films
The measurements were performed using the new microDiamond PTW-60019, a stereotactic unshielded diode [IBA stereotactic field detector (SFD)], a shielded diode [IBA photon field detector (PFD)], and Radiochromic EBT3 films (GafChromic, ISP Technology, Wayne, NJ). Main characteristics are reported in Table I .
2.A.1. MicroDiamond PTW-60019
The microDiamond PTW-60019 is a commercial synthetic single-crystal diamond detector, in Schottky diode configuration operating with zero bias voltage. [15] [16] [17] [18] The microDiamond active volume is composed of a 1 µm thick intrinsic diamond layer, with a 1 mm radius and a total sensitive volume of 0.004 mm 3 . The effective point of measurement is 1 mm from the housing surface. MicroDiamond signal was detected by the DOSE-1 electrometer (IBA Dosimetry). Detector response was measured in nC over a time of 60 s (i.e., around 3.2 Gy). Profiles were acquired with a spacing of 0.5-1.0 mm.
2.A.2. Diodes
The PFD (IBA Dosimetry, Schwarzenbruck, Germany) is a p-type shielded silicon diode whose characteristics in terms of size, electronic density, and sensitivity are reported in Table I. The 2 mm wide and 0.03 mm thick active volume is surrounded by a thin epoxy resin layer that brings the effective measurement point ≈0.5 mm under the surface. The PFD was considered for DOR comparison with PTW-60019 because of their comparable active diameters.
The SFD (IBA Dosimetry, Schwarzenbruck, Germany) is a very small semiconductor detector constructed for relative dosimetry based on highly doped p-type silicon. The frontal active surface is ≈0.3 mm 2 allowing a very high spatial resolution. The absence of a shielding, however, leads to an overestimation of the low-energy doses due to its strong energy dependence. 
2.A.3. Film-GafChromics
Radiochromic EBT3 films (GafChromic, ISP Technology, Wayne, NJ) were used for film measurements. The standard method of relating the film response to the dose is via the dose-exposure calibration curve. The GafChromic films were calibrated on Gamma Knife (i.e., using 60 Co) in the range 0-6 Gy, with 1 Gy spacing, using the 16 mm aperture. The points were fitted with a third grade polynomial function provided by the software (IBA Dosimetry ® OmniPro-I'mRT). All measured films were scanned using a 48 bit scanner (Epson Expression 1000XL, Epson America, Sunnyvale, CA) with a resolution of 72 dpi, as reported in the literature, 20 yielding a pixel resolution of less than 0.4 mm. The images were scanned using the red channel. The film images were analyzed using the IBA Dosimetry ® OmniPro-I'mRT software. Individual film samples were always placed exactly at the same scanning position to exclude any variation in the scanner response over scan field. All samples were scanned in the same orientation as recommended by the film manufacturer. Square ROI of 4 × 4 pixels (i.e., 1.4 × 1.4 mm) was used for all GafChromic films' evaluations (also for OF estimation). Output factors were measured by irradiating the GafChromic films for 1 min. The transition dose was considered since sources are moved from off position to 4, 8, or 16 mm position for irradiation and then returned back to off-position after the completion of exposure. Additionally, when sources move from their off position to 16 mm position, they pass over the 4 mm collimator holes. Consequently, a very short 4 mm collimator flash of exposure is delivered in the case of 16 mm collimator when films are used. This dose for the three apertures was therefore included into the DOR calculation. To determine it, the PTW-60019 was used. Two measurements with same beam-on time were performed for all collimator dimensions: in the first measurement, the acquisition started when the sources were in off-position, while in the second one, sources were already in the beam-on position when the electrometer began reading. The difference between the two measurements was considered as transition dose.
2.B. Measurement setup
The output ratio measurements were carried out using the ELEKTA spherical dosimetry phantom with a diameter of 16 cm used for the reference dose-rate calibration of all LGK models. The phantom is constructed from an ABS plastic material. 21 The phantom has removable inserts that can accommodate different dosimeters including films, ionization chambers, diodes, and other small detectors.
The detectors were placed in the center of the sphere using similar cassettes, which were specifically designed for this purpose. The detectors were oriented in two planes: along the x-y (parallel) plane of the collimator coordinate system (i.e., the x-axis is the right-left patient coordinate and the y-axis is the posterior-anterior coordinate), and along the x-z (transverse) plane (i.e., the z-axis is the cranial-caudal direction) (Fig. 1) . The PTW-60019 was mounted in two positions in order to evaluate the geometrical influence of the almost bidimensional F. 1. Spherical dosimetry phantom with holder used for the measurements on LGKP. diamond active volume (i.e., the diamond diameter is 2 mm, with a few µm thickness) in a 3D irradiation geometry, as the LGK case. The detector cavities allowed the residual errors, though very small, and thus, the exact position of isocenter was determined for each detector and configuration (i.e., transversal and tangential directions) by manual couch motion and profiles acquisition. The profiles were acquired moving the sphere in the three directions. During the measurement of the profiles, the center of the sphere, that is, integral with the detector, is displaced some millimeters from the GK isocenter. An uncertainty in the profile acquisition, especially in the lower penumbra region, arises from this displacement. This uncertainty was evaluated with the TPS and considered in the uncertainty budget. Before this procedure, the couch positioning accuracy was checked to be <0.1 mm. In detail, LGP was managed in service mode with the possibility to move the couch with 0.1 mm spacing in the three directions. The Dose-1 electrometer (IBA Scanditronix) was used to measure the collected charge and a real-time acquisition was performed with the 4 mm beams opened. The detector was moved along the three axes up to the maximum reading value, indicating the isocenter position. The maximum vectorial distance from the sphere center (i.e., 100,100,100) was 0.9 mm.
2.C. Data analysis
The results were analyzed in terms of dose profiles acquired for the 4 mm collimator both with PTW-60019 and GafChromic films in x, y, and z directions. The PTW-60019 was positioned in the spherical phantom along parallel and transverse planes and all profiles acquired for each direction. For each profile, the full width at half maximum (FWHM) and the 80%-20% penumbra values were evaluated and compared with the LGP calculations.
DORs were measured with all detectors (PTW-60019, PFD, and SFD) and with GafChromic films for the three collimator sizes. The measurements were normalized to the 16 mm value. All measurements were performed three times and mean values and standard deviations were then calculated. The MC calculated OFs (LGP 10) were considered as reference values for our measurements. The MC values associated to the old algorithm (LGP 9) were considered for comparison, too. The ratios between the detector specific measured ORs and the MC OFs were calculated for all detectors and compared. These values were referred to as dose response ratio and, as shown by Lechner 22 and Azangwe, 23 it can be considered as the reciprocal value of the k f clin , f msr Q clin ,Q msr defined by Alfonso et al. 
RESULTS
Profiles of 4 mm beam in the three directions are reported in Fig. 2 for PTW-60019, GafChromic films, and LGP. The good agreement between the detectors is confirmed by quantitative analysis reported in Table II , in which FWHM and penumbra for the GafChromic films, PTW-60019, SRS, and PFD detectors are measured. As expected, GafChromic films and LGP were in agreement ≤0.1 mm for both FWHM and penumbra. Regarding the PTW-60019, deviations of 0.2 and 0.1 mm for parallel and transverse directions were found for FWHM. The penumbra was within 0.3 mm for both parallel and transverse directions.
DORs and dose response ratios are listed in Table III . PTW-60019 and SRS detectors in transverse configuration resulted in the best agreement (i.e., <1.6%) compared to the reference values, and in the parallel configurations, the differences were slightly higher but ≤2.6%. In Fig. 3 , the dose response ratios are reported for GafChromic films, SFD, and PTW-T II. FWHM and penumbra for GafChromic films (GAFs), LGP, and PTW-60019 in parallel and transverse directions.
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3.A. Uncertainty estimation
The positioning uncertainties were estimated to be 0.1 mm considering the method used to identify the center field and the Gamma Knife mechanical tolerance. The electrometer used for the measurements introduces a further uncertainty of 0.2%, while the statistical dispersion of the repeated measurements introduces a detector-dependent uncertainty ranging from 0.1% to 0.7%. The overall uncertainties for the DOR measurements were evaluated using the Gaussian error propagation and resulted in an uncertainty <0.7% for SFD and PTW-60019 (for PFD <1%). Uncertainties for the measurements performed with GafChromic films were much higher due to the complicated process necessary to perform the measurements and resulted in uncertainties of 0.8%, 2.3%, and 3.4% for the 4, 8, and 16 mm collimators, respectively. For the profile F. 3. Dose response ratios for SFD, PTW-60019 (diamond), and GafChromic films (GAFs). The PFD detector was, here, excluded due to its dose underestimation that is likely associated with a large fluence perturbation due to the shield. measurements, a further 0.5% was added to the uncertainty budget due to the displacement of the spherical phantom from the isocenter during the profile acquisition.
DISCUSSION AND CONCLUSIONS
The first part of the analysis was focused on the profiles acquired on the three axes in order to evaluate the impact of the finite detectors size on the profile parameters. Figure 2 and the quantitative analysis in Table II revealed the good agreement of the two measurement setups (i.e., parallel and transversal geometries). Furthermore, the good agreement between GafChromic films, LGP, and the diamond detector revealed that both these measurement devices are suitable for profile definition up to the 4 mm collimators.
Output factor calculation is critical in determining the absolute dose rate for LGK treatments. As an example, in the case of single 4 mm shot, as the trigeminal neuralgia treatment, the uncertainty in the collimator output factor induces uncertainty in the overall dose delivered, leading to possible different clinical outcomes. 24 Monte Carlo calculation has been shown as an efficient method in determining OFs. Different authors performed MC calculations of OFs for LGKP and previous models with results mostly consistent with vendor recommended values. [25] [26] [27] [28] These simulations can be used as reference for the OFs calculation. However, actual and independent dosimetric validations are required to check the parameters as part of initial commissioning and routine quality assurance procedures. Each facility is, in fact, responsible for its own dosimetry and output factor values.
Film dosimetry, especially GafChromic film, is a reasonable choice for performing dosimetric measurements in these conditions, since it presents various advantages compared to other detectors. Using film as the measuring medium obviates most of the difficulties encountered in using finite size detectors. 20 However, taking into account the waiting time to read the films [though with a triple channel analysis, the waiting time could be reduced up to ∼1 h (Ref. 29) ], the complexity of the calibration/evaluation process and the cost of consumable material, some institutes can be induced to consider the finite size detectors as an option. When performing measurements with finite detectors in nonstandard fields, the Alfonso formalism should be used. 3 Since these measurements are not absolute dose measurements, they cannot be strictly considered output factors unless correction factors are applied. In order to be consistent throughout the discussion, the calculated ratios will be referred to as detector output ratios even if in the cited papers, these values were called using a different terminology.
The characteristics of these small field dedicated detectors have to be carefully evaluated in order to properly interpret the results obtained in very small field conditions. The uncorrected dose response ratios measured in this work show a slight overresponse for the SFD but a strong underestimation for the PFD with respect to the LGP reference values. The observed values are the result of a volume averaging underestimation on one hand and, on the other hand, an overestimation due to the high density of the materials. As reported in two recent papers, indeed, the physical density of the detector is the dominant parameter in small fields. 30, 31 In large fields, instead, the mass energy absorption coefficient dominates. If no volume averaging were present, there would be an over-response of finite size detectors in such small fields. This effect is largely reported in the literature for diodes 22, 32 and is further enhanced for diamond detectors, due to the higher physical density. The density of the detector casing can also play an important role in small field measurements 33 though for these three detectors, the materials were quite similar.
The correction factors found in the literature for the PTW microDiamond were compared with the overall correction factors depending both on the material properties of the detector and on the size of the active element. The correction factors resulted ≈2% lower than those proposed by Ralston et al. 31 16 on a CyberKnife system. Our dose response ratios thus result in an acceptable agreement with the already published ones, bearing in mind the different conditions in which those results were obtained. In particular, the different conditions in terms of geometry and beam quality affect the correction factors both in the volume averaging component and in the material-related one. The perturbations due to the material density of the diamond detector increase with beam quality 34 and thus are expected to be lower in a 60 Co measurement with respect to the literature 6 MV results. Furthermore, the geometrical conditions of the LGKP (i.e., photons hit the detector from almost all directions) may reduce the volume averaging correction factors. In particular, the influence of the active volume seems to be the dominant parameter at the expense of the active diameter that instead dominates in Linac conditions. This could explain also the difference between PTW-60019 and PFD that is not observed in other Linac-based works. These, however, are hypotheses that should be verified with Monte Carlo methods. In our measurements with the PTW-60019 and the SFD detectors, the two factors, however, compensate each other giving DORs' results very close to the reference ones. In a recent work by Klawikowski et al., 35 DORs from LGKP were measured with 3D polymer dosimeters and validated by MC measurements. Our results differ from theirs by less than 1.2% and 0.9% for the 4 mm and the 8 mm collimators, respectively. The correction factors for the PTW-60019 detector on a LGKP device should be further investigated with Monte Carlo methods. The fine quantification of the different components of the correction factors is, indeed, a challenging issue that goes beyond the objectives of the present study.
The GafChromic film measurements show a good agreement with the new reference values with differences <1%. Our results are in good agreement with the ones obtained by Novotny et al. with EBT films with differences of 0.15% and 0.9% for the 4 and 8 mm collimators, respectively. Novotny et al. showed that GafChromic films seem to be the most suitable choice for these kinds of measurements compared to other films. 21 In our experience, however, film measurements present the higher uncertainties with respect to microdetectors due both to the different responses between different films and to the complexity of the calibration-measure process.
In conclusion, the PTW-60019 detector is a suitable tool for validating the collimator output factors as part of the initial commissioning and routine quality assurance procedures of LGK though the correction factors have to be deeply investigated. Best results were found with the detector in transverse orientation with a ratio of reading value for the 4 mm collimator within 1.6%. Based on these measurements, the values of OFs of 0.814 and 0.900 as suggested by ELEKTA were confirmed into the LGP.
