Abstract-To support speaker verification (SV) in portable devices and in telephone servers with millions of users, a fast algorithm for hidden Markov model (HMM) alignment is necessary. Currently, the most popular algorithm is the Viterbi algorithm with beam search to reduce search-space; however, it is difficult to determine a suitable beam width beforehand. A small beam width may miss the optimal path while a large one may slow down the alignment. To address the problem, we propose a nonheuristic approach to reduce search-space. Following the definition of the left-to-right HMM, we first detect the possible change-points between HMM states in a forward-and-backward scheme, then use the change-points to enclose a subspace for searching. The Viterbi algorithm or any other search algorithm can then be applied to the subspace to find the optimal state alignment. Compared to a full-search algorithm, the proposed algorithm is about four times faster, while the accuracy is still slightly better in an SV task; compared to the beam search algorithm, the proposed algorithm can provide better accuracy with even lower complexity. In short, for an HMM with states, the computational complexity can be reduced up to a factor of 3 with slightly better accuracy than in a full-search approach. This paper also discusses how to extend the change-point detection approach to large-vocabulary continuous speech recognition.
I. INTRODUCTION
T HE hidden Markov model (HMM) has been widely used in speech and speaker recognition in which the nonstationary speech signal is represented as a sequence of states. In automatic speech recognition (ASR), given an utterance and a set of HMMs, a decoding algorithm is then needed to search for the optimal state and word path, such that the overall likelihood score of the utterance is maximum. In speaker verification (SV), given a spoken password and a speaker-dependent HMM, the task is to find the optimal state path in the sense of maximum likelihood. This is called HMM state alignment. In brief, we call it alignment throughout this paper.
As the technology of SV is ready for real applications, a fast and accurate alignment algorithm with low complexity is needed to support both large-scale and portable applications. For example, a portable device, such as a wireless phone, usually has limited computational resources and power. A fast algorithm with low complexity means that SV can be implemented Manuscript received January 27, 2000; revised March 9, 2001 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Philip C. Loizou.
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in the device of lower cost and lower power consumption. On the other hand, a telephone server for SV may need to support millions of users. A fast algorithm means that the same hardware can support more telephone lines or reduce the cost per service. The research on the alignment problem can also benefit the decoding problem in ASR, since they have the similar problem. Generally speaking, there are two basic requirements for an alignment algorithm-accuracy and speed. During the last several decades, several search algorithms have been developed based on dynamic programming [1] or heuristic search to pursue the requirements, such as the Viterbi algorithm [2] , stack decoders [3] , multipass search (e.g., [4] , [5] ), forward-backward search [4] , [5] , state-detection search [6] , [7] , etc. and have been applied to both speech and speaker recognition (e.g., [8] - [10] ). Fortunately, in ASR, language information can be applied to prune the search path and to reduce the search-space, such as language model pruning (or word-end pruning), language model look-ahead, etc. (See [11] and [9] for a survey.) However, in the alignment, since the whole model is just one word or one phrase, no word or language information can be applied to pruning. The current technique for the alignment is the Viterbi algorithm with a state level beam search. The Viterbi algorithm is optimal in the sense of maximum likelihood [2] , [12] ; therefore, it meets the first requirement for accuracy. However, a full Viterbi search is impractical due to the large search-space. There are two major approaches to address the speed problem: one approach changes the optimal algorithm to a near-optimal one in order to gain the alignment speed (e.g., [6] ), but it may lose some accuracy; another approach keeps the optimal alignment algorithm while trying to reduce the search-space. The most popular one is the beam-search algorithm (e.g., [13] , [9] , [10] ) applied to the state level. It reduces the search-space by pruning the search paths with low likelihood scores using a pre-determined beam width. Obviously, it improves the alignment speed due to the search-space reduction, but it is difficult to determine the beam width beforehand. When the value of the beam width is too large, the alignment can provide better accuracy, but it slows down the speed; when the beam width is too small, the alignment is faster, but it may give poor accuracy. Therefore, we propose an algorithm which can detect a subspace from the constraints of the left-to-right HMM states without using a beam width for the alignment.
As is well known, the HMM is a parametric, statistical model with a set of states characterizing the evolution of a nonstationary process in speech through a set of short time stationary events. Within each state, the distribution of the stochastic process is usually modeled by Gaussian mixtures.
Given a sequence of observations, it moves from one state to another sequentially. Between every pair of connected states, there is a change-point. The idea of the proposed algorithm is to detect the possible change-points in a forward-and-backward scheme, then use the change-points to enclose a subspace for searching. In the case that an utterance matches the HMMs, the algorithm would not miss the optimal path; in an impostor case, the algorithm limits the search-space, therefore it has the potential to decrease the impostor's likelihood scores. Once a subspace is detected, a search algorithm, such as the Viterbi algorithm or any other search algorithm, can be applied to find the optimal path in the subspace.
The problem of detecting a change in the characteristics of the stochastic process, random sequences, and fields is referred to as the change-point problem in the mathematical statistics literature [14] , [28] . There are two kinds of approaches to the problem: parametric and nonparametric methods. The parametric method is based on full a priori information, i.e., the probabilistic model. The model is constructed from training data where the change points (e.g., state segments) are given to guarantee the statistical homogeneity. If the segment is not available, the nonparametric method can be applied [14] to preliminary change-point estimation for each interval of homogeneity; then, some parametric method might be applied for more accurate change-point detection. In our application, since the HMM has been trained by a priori information, we only consider the parametric method of change-point detection.
In order to detect change-points quickly and reliably, we need a sequential detection approach. Sequential testing was first studied by Wald [15] and was known as the sequential probability ratio test (SPRT). The test was designed to decide between two simple hypotheses sequentially. Using the sequential test to detect the change-points in distributions was first proposed by Page for memoryless processes [16] , [17] . Its asymptotic properties were studied by Lorden [18] . The general form of the test was proposed by Bansal [19] , and Bansal and Papantoni-Kazakos [20] . They also studied its asymptotic properties for stationary and ergodic process under some general regularity conditions. It has been proved that the test is asymptotically optimal in the sense that it requires the very minimum expected sample size for decision, subject to a false-alarm constraint [18] , [20] , [21] ; however, the Page algorithm needs a pre-determined threshold value for a decision. It is not critical if only one change-point between two density functions needs to be determined, but, for the alignment, we have to detect the changes between many different density functions, and the threshold values are usually not available. Our solution is to extend the Page algorithm to a general test which releases the specific threshold.
The rest of the paper is organized as follows: in Section II, we discuss how to extend the Page algorithm to a sequential testing which can detect the change-points in data distributions without using likelihood thresholds. In Section III, we apply the changepoint detection algorithm to HMM state detection. In Section IV, we propose the search-space reduction algorithm, then compare it to the Viterbi beam search algorithms in a speaker verification database in Section V, followed by the conclusions in Section VI.
II. CHANGE-POINT DETECTION IN DATA DISTRIBUTION

Let
denote an observation of the -dimensional feature vector at time , and and be the -dimensional density functions of two well known, distinct, discrete-time, and mutually independent stochastic processes, i.e., the two stochastic processes are not the same, and their statistical distributions are known, respectively. (See [22] for detailed definitions.) Given a sequence of observation vectors, , and the density functions, and , the objective is to detect a possible to change as reliably and quickly as possible. Since the change can happen at any time, Page proposed a sequential detection scheme [16] , [17] , [21] as follows.
Given a predetermined threshold , observe data sequentially, and decide that the change from to has occurred at the first time if (1) where (2) When , the end-point of is (3) As pointed out by Page [16] , the above test breaks up into a repeated Wald sequential test [15] with boundaries at and a zero initial score. It is asymptotically optimal in the sense that it requires the minimum expected sample size for decisions, subject to a false alarm constraint. The related theorems and proofs can be found in [18] , [20] , [21] ; however, in many applications, it is impractical to determine the threshold value . For example, in speech segmentation, we may have over one thousand subword HMMs and each HMM has several states. Due to different speakers and different spoken contents, it is impractical to pre-determine all of the threshold values for every possible combination of connected states or every possible speaker. To apply the sequential scheme to speech applications, we modify the above detection scheme as follows [6] . Select a time threshold . Observe data sequentially, and decide that the change from to occurs, if (4) and (5) where is a small number or can be just zero, and is defined as in (2) . The end-point of can be calculated by (3) . Here, we assume that the duration of is not less than . Fig. 1(a) illustrates the proposed scheme, where as in (4) is a time threshold representing a time duration, and as in (1) represents a threshold value of the accumulated log likelihood ratio. It is much easier to determine than in speech and speaker recognition. A common can be applied to different HMMs and different states. Generally speaking, a larger can give a more reliable change-point with less false acceptance, but it may increase false rejection, delay the decision, and cost more in computation. To avoid false rejection,we can just let as discussed in the next section.
III. HMM STATE CHANGE-POINT DETECTION
We have introduced the scheme of detecting the change-point between two stochastic processes. Now, we can apply the scheme to HMM state-change-point detection. Since left-to-right HMM is the most popular HMM in speech and speaker recognition, we focus our discussions on it. Nevertheless, the proposed algorithm can also be extended to other HMM configurations.
A left-to-right HMM without state skip is shown in Fig. 2 . It is a Markov chain with a sequence of states which characterizes the evolution of a nonstationary process in speech through a set of short time stationary events (states). Within each state, the probability density functions (pdfs) of speech data are modeled by Gaussian mixtures. An HMM can be completely characterized by a matrix of state-transition probabilities: ; observation densities, ; and initial state probabilities, as (6) where is the total number of states. Given an observation vector , the continuous observation density for state is (7) where is the total number of Gaussian components and are the the mixture coefficient, mean vector, and covariance matrix of the th mixture at state , respectively. As we proposed in [6] , detecting the change-point between states is similar to detecting the change-point between two data distributions. For a left-to-right HMM, it can be implemented by repeating the following procedure until obtaining the last change point between state and .Select a time threshold , observe data sequentially at time , and decide that the change from state to occurs, if
and (9) where (10) (11) and is defined in (7); and are the end-points of the last and current states, respectively. The procedure should be run recursively from to . Fig. 1 illustrates the above scheme for the end-point detection for state 1, Fig. 1(a) , and state 2, Fig. 1(b) . Fig. 1(c) illustrates the grid points involved in the detection. It is straightforward to implement the above procedure in a recursive form. For the task of search space detection, we let and ; thus, the detector will not make any false rejection except false acceptances. Nevertheless, the false acceptances can be resolved in the algorithm introduced in the next section.
The above algorithm assumes that there is no state skip in the alignment. When allowing one state skip, we need to consider an additional test with , then compare the result to the above test to decide both the number of the next state and the location of the corresponding change-point.
Example: State Change-Point Detection: In a speaker verification system, a speaker-dependent (SD) left-to-right HMM is trained with 14 states, and each state has four Gaussian mixtures, for a pass-phrase "open sesame." The speech feature is a sequence of 24-dimensional cepstrum and delta-cepstrum coefficients derived from a tenth-order LPC analysis over a 30-ms window updated at 10-ms intervals. For a test utterance of 100 feature frames, Fig. 3 is the procedure of change-point detection from state 1 to 7, and Fig. 4 is from state 8 to 13, respectively. In state , we plot for each time step . The vertical dashed lines are the detected end points for each state. When and , the detected end-points are exactly the same as those from a full Viterbi search.
IV. HMM SEARCH-SPACE REDUCTION
We define the entire search-space, in terms of grid points, as (12) where grid point for probability computation; frame number of feature vectors; state index at time ; and total numbers of frames and states, respectively.
The probability density at each grid point is computed by (7).
The goal is to detect a subspace , which includes the path with the maximum likelihood score under the constraint of the left-to-right HMM.
A. Concept of Search-Space Reduction
When applying the above state change-point detection algorithm with and in a forward time scheme, i.e., from to , we can detect a sequence of state changepoints. The grid points along the sequence form a boundary in the search-space, called the forward boundary (13) where is the state index at time along the boundary. An example of the forward boundary is shown in Fig. 5 as the solid line. The grid points along the forward dashed line and the solid line were involved in the forward detection.
On the other hand, if we detect the state change-points in a backward scheme, i.e., from to , we can detect another sequence of state change-points. The grid points along the sequence form another boundary, called the backward boundary (14) where is the state index at time along the boundary. An example of the backward boundary is again the grid points along the solid line in Fig. 5 . The dashed line from right to left indicates the direction of the backward sequential detection.
Generally speaking, neither one of the boundaries guarantees the optimal path since both of them may include false acceptances; however, the two boundaries enclose a subspace consisting of the grid points inside and along the boundaries. If the grid points of the forward boundary are above the backward boundary at every time frame, i.e., (15) where and , subspace must include the optimal path under the constraint of the left-to-right HMM since neither one of the boundaries, or , allows false rejection.
However, the constraint in (15) may not always hold true, i.e., the grid points of may be located below at some time frames. This may be due to a skipped state, a mismatch between the model and data, or an impostor's utterance. In these special cases, depending on the application, we can reject an utterance or perform a full search in or construct a search-space as follows: (16) where is an enclosed, regular subspace in which is under , (17) and is a rectangular subspace in which is under ,
Once a search-space is enclosed, an optimal search algorithm can then be employed in either or to find the optimal path. There are three typical cases in search-space reduction. A real search-space can be a combination of these cases.
Case 1: Single Path in the Reduced Space: If the forward and backward boundaries are identical, there exists only a single path in the reduced search-space, i.e., . In this case, a further search is not necessary, and a maximum likelihood score can be computed from the path directly, such as the solid line in Fig. 5 . We note that the change-point detection involves the points along the dashed lines, but they are not in the subspace .
Case 2: Multiple Paths in a Local Area: When multiple paths exist in a search-space, the forward and backward boundaries do not meet in some local areas. In this case, a search is needed only for those local areas. An example is shown in Fig. 6 as the "hole" of four grid points, (8, 3) , (8, 4) , (9, 3) , and (9, 4). We only need to search those four grid points. Another example of a larger, reduced search-space is shown in Fig. 7 .
Case 3: Special Cases: In some special cases, the forward boundary may be under the backward boundary in some areas, as shown in Fig. 8 between (11, 4) to (18, 6) . This could be caused by the data skipping one HMM state or not going through all HMM states. Most likely, the data are from an imposter, i.e., there is no match between the testing data and the HMM. Depending on applications, we can either reject the data set or perform a search on either or . For the example in Fig. 8 , where and . is a rectangular subspace. Fig. 7 . A search is needed in the reduced search-space which includes all the black points in between the two dashed lines. The points along the dashed lines are involved in change-point detection, but they do not belong to the reduced search-space. Fig. 8 . A special case is located between (11, 4) and (18, 6) , where the forward boundary is under the backward one. A full search can be done in the subspace f(t; s ) j 11 t 18; 4 < s < 6g.
B. Summary of the Algorithm
We summarize the proposed algorithm as follows: 1) perform a forward state-change-point detection to obtain a forward boundary, ; 2) perform a backward state change-point detection to obtain a backward boundary, ; 3) if is above at all time frames, search for the optimal path in subspace as defined in (15), if necessary; otherwise, search for the optimal path in as defined in (16); 4) return the accumulated log-likelihood score. Return the state segmentation if required.
C. Complexity Analysis
Assuming each state has frames, the proposed algorithm needs approximately grid point computations, where and are the total numbers of frames and states, respectively. When , it needs about grid point computations while a full-search algorithm needs approximately grid point computations. Supposing that the overhead computation can be ignored, the upper bound of the speedup of the proposed algorithm is approximately . In other words, the computational complexity can be reduced up to a factor of , in the ideal case, compared to a full Viterbi search algorithm.
D. Extension to LVCSR
We have proposed the algorithm for change-point detection and applied it to the HMM state alignment. The concept can also be extended to the pruning task in large-vocabulary continuous speech recognition (LVCSR). The change-point detection can be performed at both phoneme and word levels. We use the word-end hypotheses in a tree lexicon as an example.
At the end of a decoding word, there are usually many tree start-up hypotheses. For each of the hypotheses, the proposed change-point detection algorithm can be applied to detect whether there is a change-point between the last state of the current word and the first state of the next word hypothesis. If a change-point exists, the corresponding hypothesis can be started up and decoding can propagate into the tree hypothesis; otherwise, the hypothesis should be pruned. Further research and some modifications may be needed in implementing this concept for ASR.
This change-point pruning can always be followed by a language model pruning for further search-space reduction. The beam-search algorithm at state and word levels can always be applied as before. Other computational techniques to reduce complexity, such as frame deletion strategies by evaluating spectral distortion to detect stationarity, can also be applied together with the proposed algorithm.
We note that this proposed algorithm provides not only a new direction for pruning but also the opportunity of improving the system performance. Based on the above discussions, a state will not transit to another state hypothesis without a change-point. This limits the decoding hypotheses or reduces the false acceptance in decoding. We will show the performance improvement in the following experiments.
V. EXPERIMENTS
In this section, we apply the proposed algorithm to a fixedphrase speaker verification (SV) task and compare it to the fullsearch and beam-search algorithms. An SV system includes two kinds of sessions, enrollment and test. In an enrollment session, an identity, such as an account number, is assigned to a speaker, and the speaker is asked to select a spoken pass-phrase. The system collects and verifies five training utterances through an automatic verbal information verification (VIV) procedure [23] , [24] . A speaker-dependent (SD) HMM, called the target model, is then constructed for the whole phrase. In a test session, the speaker's test utterance is compared against the pre-trained target model. The speaker is accepted if the likelihood-ratio score exceeds a preset threshold; otherwise the speaker is rejected. Fig. 9 is a block diagram of the SV system in the test session [23] , [25] . After a speaker claims the identity, the system expects the same pass-phrase obtained in the training session. After endpoint detection, nonspeech signals, such as silence, dial-tones, etc., are removed, and cepstral mean subtraction (CMS) is conducted to reduce the acoustic mismatch.
A. Speaker Verification System
In the block of target score computation of Fig. 9 , feature vectors are decoded by a tested algorithm using the target model. A log-likelihood score for the target model, i.e., the target score, is calculated as (19) where set of feature vectors; total number of vectors; target model; likelihood score from the target model alignment. When the likelihood-ratio test is applied to the evaluation, we need to compute the background score as in the block of dashed lines, where a set of speaker-independent (SI) HMMs in the order of the transcribed phoneme sequence is applied to align an input utterance with the expected transcription using the Viterbi algorithm. The background score is computed as (20) where set of SI phoneme models in the order of the transcribed phoneme sequence; corresponding phoneme likelihood score for the phoneme model ; total number of phonemes. The target and background scores are then applied to the following likelihood-ratio test [25] (21)
A final decision on rejection or acceptance is made by comparing to a threshold.
In this experiment, a typical beam search algorithm was applied to the comparison: if is the grid point with the best path at time , and the log-likelihood score is , the path to any will be a candidate for extension at frame only if , where is the beam width [13] , [26] , [9] and is an accumulated log-likelihood score from beginning of the utterance.
To facilitate the comparison, in this test, we only apply different alignment algorithms in the target score computation. We fixed the endpoints and background scores during the comparison.
The feature vector for SV is composed of 12 cepstral and 12 delta-cepstral coefficients since it is not necessary to use the 39 features for SV. The cepstrum is derived from a 10th order LPC analysis over a 30 ms window and the feature vectors are updated at 10 ms intervals [25] . The experimental database consists of fixed phrase utterances recorded over the long distance telephone network by 100 speakers, 51 male, and 49 female. The fixed phrase, common to all speakers, is "I pledge allegiance to the flag" with an average length of 2 s. Five verified utterances are used to train the target model. For testing, we use 40 utterances recorded from a true speaker in different sessions, and 192 utterances recorded from 50 impostors of the same gender in different sessions.
The speaker-dependent (SD) target models for the phrases are left-to-right HMMs. The number of states depends on the total number of phonemes in the phrases. There are four Gaussian components associated with each state [25] . The background models are concatenated SI phoneme HMMs trained on a telephone speech database from different speakers and texts [27] . There are 43 phoneme HMMs, and each model has three states with 32 Gaussian components associated with each state. Due to unreliable variance estimates from a limited amount of speakerspecific training data, a global variance estimate was used as the common variance for all Gaussian components in the target models [25] .
B. Experimental Results
The proposed algorithm was compared to both the beamsearch and full-search algorithms on the speaker verification system with a total of 3970 utterances from true speakers and 19 608 utterances from impostors in the database. For accuracy analysis, we list the experimental results as verification equalerror rates (EERs) in Table I and summarize them in Fig. 10(a) . The results indicate that the accuracy of the proposed algorithm is almost the same as the full-search algorithm and is much better than the beam search algorithms for different beamwidths of 200, 300, and 500.
For complexity analysis, we evaluated the experimental results in three aspects: grid points involved in the alignment, speedup, and overhead computation. Table II lists the percentages of grid points involved in the alignment. On average, the proposed algorithm visited only about 27% of the grid points, while the beam search algorithm visited more grid points to obtain a similar accuracy.
The complexity is compared in terms of speedup defined as follows:
Speedup
Flops of the full-search algorithm Flops of a compared algorithm (22) where each arithmetic computation counts as one flop (floating point operation). Table III compares the complexity in term of MFlops (million flops) and speedups. Compared to the fullsearch algorithm, the proposed algorithm is about four times faster. Compared to the beam-search algorithms, the proposed one is either much faster when the accuracy is about the same, or more accurate when the alignment speed is about the same. The complexity is also compared in overhead computations, although it can be ignored when compared to the large amount of likelihood computation at each grid point. The overhead computation includes all of the computations except the computation in (7) at every grid point. We have listed the results in Table IV in KFlops (thousand flops). It shows that the overhead computation of the proposed algorithm is less than all other algorithms. Table V shows the average occurrence rates of Cases 2 and 3 in one utterance. A reduced search-space usually consists of several local search areas along the optimal path (e.g., Fig. 6 ). The more local areas, the smaller the reduced search-space. Generally speaking, true speakers have smaller search-space since the detected change-points are close to the real path. One the other hand, impostors usually have larger search space due to the mismatch between the model and test utterances.
The slightly better accuracy of the proposed algorithm over that of the full-search algorithm, as shown in Table I , is due to the search-space reduction. As shown in Table VI , the average target scores of the true speakers are almost the same as the full-search one while the average imposter score of the proposed algorithm is reduced. In the true speaker's case, since there is no false rejection in change-point detection, the optimal path in the reduced search-space is usually the same one as in the full search-space. On the other hand, in the impostor's case, since there is a mismatch between the model and utterance, the proposed algorithm may skip one state or may not go through all the states in detecting the boundaries (e.g., Fig. 8 ). The optimal path in the reduced search-space may not be the same one as in the full space; therefore, the impostor's likelihood score can be lower than a full-search one while the true speaker's scores are almost the same. Since the search-space of the proposed algorithm is a subspace of the full-search algorithm, its likelihood score is usually smaller than the full-search one; however, the proposed algorithm can increase the difference between the true speaker's score and the impostors' scores. This reduced the EERs slightly in the test.
We note that in the above experiments, the endpoints were given from an SI HMM alignment. If the target model alignment includes silence, the speedups of the above experiments will be larger and the accuracy can be better due to more accurate endpoints. The accuracy can be further improved if target model adaptation is allowed, as in [23] and [25] . Also, if we further apply the proposed algorithm to the background model alignment, it will show much larger speedup since there are large number of concatenated states in the background model.
VI. CONCLUSIONS
In this paper, we first introduced an algorithm of sequential HMM state change-point detection, then proposed an algorithm on search-space reduction. In the proposed algorithm, we use the detected state-change points to form the boundaries of a search-space. When two boundaries are detected by using a forward-and-backward scheme, a subspace is detected, and a search algorithm can then be applied to find the optimal path. Compared to the beam search algorithm, the proposed algorithm is capable of detecting a subspace without using any beam width which is difficult to determine beforehand. The experiment in a speaker verification task showed that the proposed algorithm can provide much better accuracy than the beam search algorithm at a faster speed. Compared to a full-search algorithm, the proposed algorithm is about four times faster with slightly better accuracy in the experiment. Given totally sates in an HMM, the computational complexity can be reduced up to a fact of . The proposed algorithm can also be extended to LVCSR as proposed in this paper. It might also be applied to the decoding problem in digital communications and in network routing, where the Viterbi and other search algorithms are usually applied.
