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We study the fully nonlinear elliptic equation
F
(
D2u, Du,u, x
)= f (0.1)
in a smooth bounded domain Ω , under the assumption that the
nonlinearity F is uniformly elliptic and positively homogeneous.
Recently, it has been shown that such operators have two principal
“half” eigenvalues, and that the corresponding Dirichlet problem
possesses solutions, if both of the principal eigenvalues are positive.
In this paper, we prove the existence of solutions of the Dirichlet
problem if both principal eigenvalues are negative, provided the
“second” eigenvalue is positive, and generalize the anti-maximum
principle of Clément and Peletier [P. Clément, L.A. Peletier, An anti-
maximum principle for second-order elliptic operators, J. Differen-
tial Equations 34 (2) (1979) 218–229] to homogeneous, fully
nonlinear operators.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
This paper is a contribution to the study of viscosity solutions of the uniformly elliptic, fully non-
linear partial differential equation
F
(
D2u, Du,u, x
)= f (1.1)
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u = 0 on ∂Ω. (1.2)
The problem (1.1)–(1.2) possesses a unique solution under the assumption the nonlinearity F is
proper; that is, the map
z → F (M, p, z, x) is nondecreasing.
On the other hand, the Fredholm theory of compact linear operators provides a complete understand-
ing of the existence and uniqueness of solutions of (1.1)–(1.2) in the case F = L is linear (see, for
example, [18]). In particular, in this case the Dirichlet problem (1.1)–(1.2) has a unique solution if and
only if 0 is not an eigenvalue of F .
Recently, there has been much interest in studying (1.1)–(1.2) for nonlinear operators that are not
necessarily proper. Quaas and Sirakov [32,33] have shown that a nonlinear operator F which is uni-
formly elliptic, as well as positively homogeneous and convex (or concave) in (D2u, Du,u), possesses
two principal “half” eigenvalues λ+1 (F ,Ω) and λ
−
1 (F ,Ω). The former corresponds to a positive eigen-
function ϕ+1 > 0 and the latter to a negative eigenfunction ϕ
−
1 < 0. In [33] it was also demonstrated
that the Dirichlet problem (1.1)–(1.2) has a unique viscosity solution provided that both of these prin-
cipal eigenvalues are positive.
Ishii and Yoshimura [26] have independently proven analogous results for operators which are
not necessarily convex, such as the Bellman–Isaacs operator, and Birindelli and Demengel [4,5] have
shown similar results for certain nonlinear operators which are degenerate elliptic. All of these papers
owe much to the work of Lions [28], who used stochastic methods to study the principal half-
eigenvalues of certain Bellman operators, and also the ideas of Berestycki, Nirenberg and Varadhan [2],
who discovered deep connections between the maximum principle and principal eigenvalues of linear
operators.
In this paper, we provide new proofs of the results mentioned above. We then show that for posi-
tively homogeneous, fully nonlinear operators F , the Dirichlet problem (1.1)–(1.2) possesses solutions
provided
max
{
λ+1 (F ,Ω),λ
−
1 (F ,Ω)
}
< 0 < λ2(F ,Ω), (1.3)
where λ2(F ,Ω) is the inﬁmum of all eigenvalues of F which are larger than both λ
+
1 (F ,Ω) and
λ−1 (F ,Ω). This result is new even for convex F , and so far as we know, is the ﬁrst general existence
result shown for a wide class of fully nonlinear operators which do not satisfy a comparison principle.
Finally, studying certain of these solutions, we generalize the anti-maximum principle of Clément and
Peletier [11] to fully nonlinear equations.
The phenomena of nonlinear operators possessing two principal half-eigenvalues was ﬁrst noticed
long ago by Pucci [31], who found explicit formulas for the eigenvalues and eigenfunctions of a spe-
ciﬁc operator (similar to the Pucci maximal and minimal operators) on a ball. It was also discovered
by Berestycki [1] for Sturm–Liouville equations. For more on principal eigenvalues of nonlinear elliptic
operators, we refer to [6,7,19,27,29,30].
Much of the recent work on eigenvalues of nonlinear operators is based on a deep connection with
the maximum principle, exploited in the linear case by Berestycki, Nirenberg and Varadhan [2]. If L is
a linear operator then the maximum principle holds for the operator L −μ in Ω for μ in some open
interval (−∞,ρ). In fact, λ1(L,Ω) = ρ . Alternatively, λ1(L,Ω) can be characterized as the supremum
of all μ for which there exists a positive supersolution u > 0 of the equation
Lu − μu  0 in Ω.
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It is these powerful techniques which open up the study of (1.1)–(1.2) for nonlinear operators, as we
will see below.
Precise statements of our results are contained in Section 2. In Section 3, we present a proof of the
existence and investigate the basic properties of the principal eigenvalues λ+1 (F ,Ω) and λ
−
1 (F ,Ω). We
study existence and uniqueness of solutions of the Dirichlet problem in Section 4, in the case that at
least one of the principal eigenvalues is positive. Our main results are the content of Sections 5 and 6.
First, in Section 5, we use the theory of Leray–Schauder degree to obtain the existence of viscosity
solutions of the Dirichlet problem (1.1)–(1.2) under the assumption that (1.3) holds. In Section 6, we
show that certain of these solutions satisfy an anti-maximum principle. For the reader’s convenience,
we have also included a proof of Hopf’s Lemma for viscosity solutions in Appendix A.
2. Statements of main results
Throughout this paper, we take Ω to be a bounded, smooth, and connected open subset of Rn . We
denote the set of n-by-n symmetric matrices by Sn . For M ∈ Sn and 0 < γ  Γ , deﬁne
P+γ ,Γ (M) = sup
A∈γ ,Γ 
[− trace(AM)] and P−γ ,Γ (M) = inf
A∈γ ,Γ 
[− trace(AM)],
where the set γ ,Γ  ⊆ Sn consists of the symmetric matrices the eigenvalues of which lie in the
interval [γ ,Γ ]. The nonlinear operators P+γ ,Γ and P−γ ,Γ are the Pucci extremal operators. To ease our
notation, we will often drop the subscripts and write P+ and P− . See [9,10] for basic properties of
the Pucci operators.
We require that our nonlinear operator
F : Sn × Rn × R × Ω → R
satisﬁes the following hypotheses:
(F1) For each K > 0, there exist an increasing continuous function ωK : [0,∞) → [0,∞) for which
ωK (0) = 0, and a positive constant 12 < ν  1, depending on K , such that
∣∣F (M, p, z, x) − F (M, p, z, y)∣∣ωK (|x− y|ν(|M| + 1))
for all M ∈ Sn , p ∈ Rn , z ∈ R, and x, y ∈ Ω satisfying |p|, |z| K .
(F2) There exist constants δ1, δ0  0 and 0 < γ  Γ such that
P−γ ,Γ (M − N) − δ1|p − q| − δ0|z − w| F (M, p, z, x) − F (N,q,w, x)
P+γ ,Γ (M − N) + δ1|p − q| + δ0|z − w|
for all M,N ∈ Sn , p,q ∈ Rn , z,w ∈ R, x ∈ Ω .
(F3) F is positively homogeneous of order one, jointly in its ﬁrst three arguments; i.e.,
F (tM, tp, tz, x) = t F (M, p, z, x) for all t  0
and all M ∈ Sn , p ∈ Rn , z ∈ R, x ∈ Ω .
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−γ trace(N) F (M + N, p, z, x) − F (M, p, z, x)
for every nonnegative deﬁnite matrix N ∈ Sn . (In particular, we adopt the convention that − and
not  is an elliptic operator.)
Consider a family {Lα,β} of linear, uniformly elliptic operators
Lα,βu = −aijα,βuij + b jα,βu j + cα,βu
indexed by parameters α ∈ A and β ∈ B . The nonlinear operator deﬁned by
F
(
D2u, Du,u, x
)= inf
α∈A supβ∈B
Lα,βu (2.1)
is called the Bellman–Isaacs operator, which occurs naturally in the theory of stochastic differential
games (see [20,22]). The operator F given by (2.1) satisﬁes our hypotheses (F1)–(F3), provided the
coeﬃcients aijα,β are bounded in C
ν(Ω) as well as uniformly elliptic, uniformly in the parameters, and
the families {b jα,β} and {cα,β} are uniformly bounded and equicontinuous.
All differential equations and inequalities appearing in this paper are assumed to be satisﬁed in
the viscosity sense. We now brieﬂy recall the notion of viscosity solutions.
Deﬁnition 2.1. Assume f ∈ C(Ω). We say that u ∈ C(Ω) is a viscosity subsolution (supersolution) of the
equation
F
(
D2u, Du,u, x
)= f in Ω (2.2)
if, for every x0 ∈ Ω and every ϕ ∈ C2(Ω) for which
x → u(x) − ϕ(x) has a local maximum (minimum) at x0,
we have
F
(
D2ϕ(x0), Dϕ(x0),u(x0), x0
)
 () f (x0).
We say that u is a viscosity solution of (2.2) if it is both a viscosity subsolution and supersolution
of (2.2).
See [9,12] for an introduction to the notion of viscosity solutions. In contrast to the papers [4,33],
we do not allow our nonlinear operator F to be only measurable in x. However, many of our results
can be generalized to this case, provided that F is convex (or concave) in its ﬁrst argument. This
assumption allows us to make use of W 2,p estimates for Lp-viscosity solutions (see Winter [36], who
has recently extended the interior estimates of Caffarelli [8] to the boundary), which we need in order
to dispense with certain technicalities arising in the measurable case. See [10,13,14,33,36] for details.
It is well known (for example, see [17]) that the principal eigenvalue λ1(L,Ω) of a linear elliptic
operator L in Ω can be expressed by the max–min formula
λ1(L,Ω) = sup
ϕ>0
inf
x∈Ω
(Lϕ)(x)
ϕ(x)
,
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[2] and [33], we deﬁne the constants
λ+1 (F ,Ω) = sup
{
ρ: ∃v ∈ C(Ω), v > 0 and F (D2v, Dv, v, x) ρv in Ω}, (2.3)
and
λ−1 (F ,Ω) = sup
{
ρ: ∃v ∈ C(Ω), v < 0 and F (D2v, Dv, v, x) ρv in Ω}. (2.4)
Then λ+1 (F ,Ω) and λ
−
1 (F ,Ω) are the principal half-eigenvalues of F in Ω:
Theorem 2.2. (See Ishii and Yoshimura [26].) There exist functions ϕ+1 ,ϕ
−
1 ∈ C1,α(Ω) such that ϕ+1 > 0 and
ϕ−1 < 0 in Ω , and which satisfy
⎧⎨
⎩
F
(
D2ϕ+1 , Dϕ
+
1 ,ϕ
+
1 , x
)= λ+1 (F ,Ω)ϕ+1 in Ω,
F
(
D2ϕ−1 , Dϕ
−
1 ,ϕ
−
1 , x
)= λ−1 (F ,Ω)ϕ−1 in Ω,
ϕ+1 = ϕ−1 = 0 on ∂Ω.
(2.5)
Moreover, the eigenvalue λ+1 (F ,Ω) (λ
−
1 (F ,Ω)) is unique in the sense that if ρ is another eigenvalue of F in
Ω associated with a nonnegative (nonpositive) eigenfunction, then ρ = λ+1 (F ,Ω) (ρ = λ−1 (F ,Ω)); and is
simple in the sense that if ϕ ∈ C(Ω¯) is a solution of (2.5) with ϕ in place of ϕ+1 (ϕ−1 ), then ϕ is a constant
multiple of ϕ+1 (ϕ
−
1 ).
We will present a simpler proof of Theorem 2.2 than appears in [26], using many of the ideas in
the recent papers [5,33], and of course the methods in [2]. Using Theorem 2.2 it is simple to show
using the Perron method, that the Dirichlet problem
{
F
(
D2u, Du,u, x
)= λu + f in Ω,
u = 0 on ∂Ω (2.6)
possesses solutions provided that the principal eigenvalues are positive, and for f with a certain sign
if only one principal eigenvalue is positive.
Theorem 2.3. (See Ishii and Yoshimura [26].) Assume f ∈ C(Ω) ∩ Lp(Ω) for some p > n.
(i) If f  0 and λ < λ+1 (F ,Ω), then the Dirichlet problem (2.6) has a unique nonnegative solution u ∈ C(Ω¯).
Moreover, u ∈ C1,α(Ω).
(ii) If f  0 and λ < λ−1 (F ,Ω), then the Dirichlet problem (2.6) has a unique nonpositive solution
u ∈ C1,α(Ω).
(iii) If λ < min{λ−1 (F ,Ω),λ+1 (F ,Ω)}, then the Dirichlet problem (2.6) has a solution u ∈ C1,α(Ω).
If F is convex or concave, then the Dirichlet problem (2.6) in fact has unique solutions, as was
shown in [33], in the case that both principal eigenvalues are positive. For general homogeneous F ,
we do not know if the solutions obtained in (iii) are unique. However, in Section 4 we give a suﬃcient
condition, discovered in [26], from which we also recover uniqueness for convex operators.
In contrast to the situation for linear operators, while no λ satisfying
min
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
< λ <max
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
(2.7)
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of (2.6). See Section 6 for some nonexistence results, and Sirakov [34] for much more on the failure
of existence and uniqueness of solutions of (2.6), for λ between the two half-eigenvalues.
Our main results concern the existence and behavior of solutions of the Dirichlet problem (2.6) for
λ > max
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
.
Deﬁne
λ2(F ,Ω) = inf
{
ρ > max
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
: ρ is an eigenvalue of F in Ω
}
. (2.8)
Notice the possibility that λ2(F ,Ω) = +∞. This can occur, for example, if F is a linear operator
which is not symmetric. However, as we will show in Lemma 3.13, λ2(F ,Ω) is an eigenvalue of F
in Ω provided it is ﬁnite. Moreover, λ2(F ,Ω) > max{λ−1 (F ,Ω),λ+1 (F ,Ω)}. Employing the theory of
Leray–Schauder degree, we will prove the following theorem.
Theorem 2.4. Assume f ∈ C(Ω) ∩ Lp(Ω) for some p > n, and
max
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
< λ < λ2(F ,Ω).
Then there exists a solution u ∈ C1,α(Ω) of the Dirichlet problem (2.6).
The proof of Theorem 2.4 is similar to degree-theoretic arguments employed in other contexts.
See, for example, the papers [7,15,16].
Our last result concerns the behavior of certain of the solutions of (2.6), which exist according
to Theorem 2.4. It is well known (see, e.g., [12]) that if F is proper, then F satisﬁes the comparison
principle in any domain. In particular, if F is proper and u ∈ C(Ω¯) is a solution of the problem
{
F
(
D2u, Du,u, x
)
 0 in Ω,
u  0 on ∂Ω,
then u  0 in Ω . If in addition u 	≡ 0, then u > 0 in Ω by Hopf’s Lemma. We will see later that
the same conclusion holds if we replace the assumption that F is proper with the less restric-
tive condition λ−1 (F ,Ω) > 0. In contrast, we will demonstrate that the opposite conclusion holds if
λ+1 (F ,Ω) λ
−
1 (F ,Ω) = −α < 0, provided α > 0 is suﬃciently small: the function u < 0 in Ω .
Theorem 2.5. Let p > n, and suppose f ∈ C(Ω) ∩ Lp(Ω) is such that f 	≡ 0.
(i) If f  0, then there exists a small positive constant η = η( f ) > 0, such that if
λ+1 (F ,Ω) λ
−
1 (F ,Ω) < λ λ
−
1 (F ,Ω) + η,
then any solution u ∈ C(Ω¯) of (2.6) satisﬁes u < 0 in Ω .
(ii) If f  0, then there exists a small positive constant η = η( f ) > 0, such that if
λ−1 (F ,Ω) λ
+
1 (F ,Ω) < λ λ
+
1 (F ,Ω) + η,
then any solution u ∈ C(Ω¯) of (2.6) satisﬁes u > 0 in Ω .
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[11] in the linear case, Theorem 2.5 is, to our knowledge, the ﬁrst result of its kind for a wide class of
fully nonlinear operators. (However, see Godoy, Gossez and Paczka [24] for an anti-maximum principle
for the p-Laplacian operator.) The proof of Theorem 2.5 is based on an indirect argument due to
Birindelli [3].
Our analysis in this paper makes use of C1,α estimates for viscosity solutions of fully nonlinear
equations (see Trudinger [35], as well as [36]). However, if F is convex (or concave) in M , and is
suﬃciently regular in x, then we may instead use the Evans–Krylov C2,α estimates (see, for example,
[9,23]) to deduce that any solution u ∈ C(Ω¯) of the Dirichlet problem (2.6) is actually a classical
solution u ∈ C2,α(Ω) provided that f ∈ Cα(Ω). For example, the nonlinear operator
G
(
D2u, Du,u, x
)= P+(D2u)+ g(Du,u, x)
has principal eigenfunctions belonging to the space C2,α(Ω), provided the function g = g(p, z, x) is
positively homogeneous in (p, z) and Lipschitz in (p, z, x). See Section 17.5 of [23] for more details.
3. Principal eigenvalues and the maximum principle
In this section, we will explore the relationship between the maximum principle and positive
viscosity supersolutions (and negative viscosity subsolutions) of the equation
F
(
D2u, Du,u, x
)= 0 in Ω.
We will then prove Theorem 2.2, as well as a few useful facts regarding λ+1 (F ,Ω) and λ
−
1 (F ,Ω).
Deﬁnition 3.1. We say the nonlinear operator F satisﬁes the maximum principle in Ω if, whenever
v ∈ C(Ω¯) is a subsolution of
{
F
(
D2v, Dv, v, x
)
 0 in Ω,
v  0 on ∂Ω,
we have v  0 in Ω . Similarly, we say F satisﬁes the minimum principle in Ω if, for any v ∈ C(Ω¯)
satisfying
{
F
(
D2v, Dv, v, x
)
 0 in Ω,
v  0 on ∂Ω,
we have v  0 in Ω . Finally, we say F satisﬁes the comparison principle in Ω if, whenever f ∈ C(Ω)
and u, v ∈ C(Ω¯) satisfy
F
(
D2u, Du,u, x
)
 f  F
(
D2v, Dv, v, x
)
in Ω (3.1)
as well as
u  v on ∂Ω, (3.2)
we have u  v in Ω .
As we mentioned earlier, the nonlinear operator F satisﬁes the comparison principle in any domain
provided it is proper (see [12]). We will require the following technical lemma.
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H(M + N, p + q, z + w, x) F (M, p, z, x) + G(N,q,w, x) (3.3)
for all M,N ∈ Sn, p,q ∈ Rn, z,w ∈ R, and x ∈ Ω . Suppose f ∈ C(Ω) and u ∈ C(Ω¯) are such that u is a
subsolution of the equation
F
(
D2u, Du,u, x
)= f in Ω, (3.4)
and g ∈ C(Ω) and v ∈ C(Ω¯) are such that v is a subsolution of
G
(
D2v, Dv, v, x
)= g in Ω. (3.5)
Then the function w := u + v is a subsolution of the equation
H
(
D2w, Dw,w, x
)= f + g in Ω. (3.6)
Likewise, if we reverse the inequality in (3.3) and assume that u and v are supersolutions of (3.4) and (3.5),
respectively, then w is a supersolution of (3.6).
Proof. Select a test function ϕ ∈ C2(Ω) such that
x → w(x) − ϕ(x) has a strict local maximum at x = x0 ∈ Ω. (3.7)
We must show
H
(
D2ϕ(x0), Dϕ(x0),w(x0), x0
)
 f (x0) + g(x0).
Suppose on the contrary that
H
(
D2ϕ(x0), Dϕ(x0),w(x0), x0
)− f (x0) − g(x0) > 0. (3.8)
Deﬁne ϕ˜ = ϕ − v . We claim that if η > 0 is suﬃciently small, then ϕ˜ is a viscosity supersolution of
F
(
D2ϕ˜, Dϕ˜,u(x), x
)
 f in B(x0, η). (3.9)
Select a smooth test function ψ such that
x → ϕ˜(x) − ψ(x) has a local minimum at x = x1 ∈ B(x0, η).
Then
x → v(x) − (ϕ(x) − ψ(x)) has a local maximum at x = x1.
Since v satisﬁes (3.5), we deduce
G
(
D2ϕ(x1) − D2ψ(x1), Dϕ(x1) − Dψ(x1), v(x1), x1
)
 g(x1).
Using (3.3), we deduce
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(
D2ψ(x1), Dψ(x1),u(x1), x1
)
 H
(
D2ϕ(x1), Dϕ(x1),u(x1) + v(x1), x1
)
− G(D2ϕ(x1) − D2ψ(x1), Dϕ(x1) − Dψ(x1), v(x1), x1)
 H
(
D2ϕ(x1), Dϕ(x1), v(x1) + u(x1), x1
)− g(x1).
Recalling (3.8), by the continuity of H we may choose η > 0 suﬃciently small such that
H
(
D2ϕ(y), Dϕ(y), v(y) − u(y), y)− f (y) − g(y) > 0
for every y ∈ B(x0, η). Thus
F
(
D2ψ(x1), Dψ(x1),u(x1), x1
)
> f (x1).
It follows that ϕ˜ is a viscosity supersolution of (3.9). Since the operator F˜ given by
F˜ (M, p, z, x) = F (M, p,u(x), x)
is proper, we may apply the comparison principle to deduce
sup
B(x0,η)
(u − ϕ˜) sup
∂B(x0,η)
(u − ϕ˜).
Therefore, the function w − ϕ = u − ϕ˜ does not have a strict local minimum at x = x0, a contradic-
tion to (3.7). This completes the proof of the ﬁrst statement. The proof of the second statement is
similar. 
A suﬃcient condition for a linear elliptic operator L to satisfy the maximum principle in Ω is the
existence of a supersolution u of the equation Lu = 0 that is positive on Ω¯ (see, e.g., [2]). The next
result is a generalization of this observation to fully nonlinear operators F satisfying our hypotheses.
In fact, it contains much more information. Theorem 3.3 was ﬁrst discovered in the linear case by
Berestycki, Nirenberg and Varadhan [2] and generalized to convex, homogeneous nonlinear operators
in [33]. It is a deep result which provides a connection between the maximum principle and principal
eigenvalues of elliptic operators, and we will use it many times in this paper. Simple modiﬁcations of
the argument found in [33] allow us to drop the assumption that F is convex in (M, p, z), and permit
us to consider nonzero f . (See also Theorem 5.3 of [26].)
Theorem 3.3. Suppose u, v ∈ C(Ω¯) and f ∈ C(Ω) satisfy
F
(
D2u, Du,u, x
)
 f  F
(
D2v, Dv, v, x
)
in Ω (3.10)
and that u(x˜) > v(x˜) for some x˜ ∈ Ω . Assume also that one of the following conditions holds:
(i) f  0 and u < 0 in Ω , v  0 on ∂Ω ,
or
(ii) f  0 and v > 0 in Ω , u  0 on ∂Ω .
Then v ≡ tu for some t > 0.
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lar. By (F2), (F3), and Lemma 3.2, for each s 1 the function ws = su − v satisﬁes
P−(D2ws)− δ1|Dws| − δ0|ws| sf − f  0 in Ω. (3.11)
We claim the function ws < 0 in Ω for suﬃciently large s  1. To demonstrate this, we use a stan-
dard corollary of the Alexandrov–Bakelman–Pucci inequality (see Proposition 2.12 of [10]), which is
a comparison result for small domains: for any nonlinear operator G which is continuous and satis-
ﬁes (F2), there exists a constant κ(G) > 0 such that if Ω ′ ⊆ Ω is an open subset of Ω so small that
|Ω ′| κ(G), then the maximum and minimum principles hold for G in Ω ′ (see [33] for a proof). Now
select a compact subset K ⊆ Ω so large that
|Ω \ K | κ(P−(D2·)− δ1|D · | − δ0| · |).
We may choose s  1 large enough that ws < 0 on K . Owing to our hypotheses, ws  0 on ∂Ω , and
thus
ws  0 on ∂(Ω \ K ).
According to our choice of κ , we may apply the maximum principle to deduce ws  0 in Ω \ K and
hence in Ω . Since ws 	≡ 0, Hopf’s Lemma (Theorem A.1) implies ws < 0 in Ω . Now deﬁne
t = inf{s: ws < 0 in Ω}. (3.12)
Since u(x˜) > v(x˜) we have t > 1. We claim wt ≡ 0. If not, then wt < 0 in Ω by Hopf’s Lemma. Then
we may ﬁnd a small number 0< σ < t − 1 such that wt−σ < 0 on K . Repeating the argument above,
we discover wt−σ < 0 in Ω , in contradiction to (3.12). Thus wt ≡ 0, and so v ≡ tu. 
Remark 3.4. We may relax our hypothesis (F3) and still maintain either (i) or (ii) of Theorem 3.3.
Indeed, an inspection of the proof above reveals that for Theorem 3.3(i), we need require only
F (tM, tp, tz, x) t F (M, p, z, x) for all t  0,
and for (ii) we need only the reverse of this inequality.
For each λ ∈ R, deﬁne a nonlinear operator Gλ by
Gλ(M, p, z, x) = F (M, p, z, x) − λz.
The following is an immediate consequence of Theorem 3.3.
Corollary 3.5. If there exists a solution v ∈ C(Ω¯) of
F
(
D2v, Dv, v, x
)− λv  ()0 in Ω
for which v > 0 (v < 0) in Ω and v 	≡ 0 on ∂Ω , then Gλ satisﬁes the maximum (minimum) principle in Ω .
From Theorem 3.3 we also obtain the following one-sided comparison principle.
2968 S.N. Armstrong / J. Differential Equations 246 (2009) 2958–2987Corollary 3.6. Assume λ ∈ R and f ∈ C(Ω) is such that f 	≡ 0. Suppose u, v ∈ C(Ω¯) satisfy
F
(
D2u, Du,u, x
)− λu  f  F (D2v, Dv, v, x)− λv in Ω (3.13)
and that u  v on ∂Ω . Assume also that either (i) f  0 and u  0 in Ω , or (ii) f  0 and v  0 in Ω . Then
u  v in Ω .
Deﬁne constants
μ+(F ,Ω) = sup{ρ: Gρ satisﬁes the maximum principle in Ω},
and
μ−(F ,Ω) = sup{ρ: Gρ satisﬁes the minimum principle in Ω}.
We will eventually show λ±1 (F ,Ω) = μ±(F ,Ω). The following lemma is the ﬁrst step in this di-
rection.
Lemma 3.7. Let δ0  0 be as in (F2). Then
−δ0  λ±1 (F ,Ω)μ±(F ,Ω) < ∞. (3.14)
Proof. To see that −δ0  λ±1 (F ,Ω), notice that for every x ∈ Ω
G−δ0 (0,0,−1, x) 0 G−δ0 (0,0,1, x).
We will now show
λ+1 (F ,Ω)μ
+(F ,Ω). (3.15)
Suppose on the contrary μ+(F ,Ω) < ρ1 < ρ2 < λ+1 (F ,Ω). Then we may select a function v1 ∈ C(Ω¯)
which satisﬁes
F
(
D2v1, Dv1, v1, x
)− ρ1v1  0 in Ω
and such that v1  0 on ∂Ω and v1 > 0 somewhere in Ω . We can also select v2 ∈ C(Ω¯) such that
v2 > 0 in Ω and v2 satisﬁes
F
(
D2v2, Dv2, v2, x
)− ρ2v2  0 in Ω.
Since −ρ1v2 > −ρ2v2, we may apply Theorem 3.3 to deduce v2 ≡ tv1 for some t > 0. This implies
ρ1 = ρ2, a contradiction which establishes (3.15). The inequality λ−1 (F ,Ω)  μ−(F ,Ω) is demon-
strated via a similar argument.
Finally, we will show the operator Gρ does not satisfy the minimum principle in Ω for all suf-
ﬁciently large ρ . By replacing F with G−δ0 , if necessary, we may assume F is proper. Select a
continuous function h  0, h 	≡ 0 with compact support in Ω . Standard results (see, e.g., [13,14,36])
imply the existence of a solution v ∈ C1,α(Ω) of the Dirichlet problem
{
F
(
D2v, Dv, v, x
)= h in Ω,
v = 0 on ∂Ω.
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according to Hopf’s Lemma. Since h has compact support in Ω we may select a constant ρ0 > 0 such
that ρ0v  h. Therefore, v is a supersolution of the PDE
F
(
D2v, Dv, v, x
)− ρ0v  0 in Ω,
and so evidently the operator Gρ does not satisfy the minimum principle in Ω , for any ρ  ρ0. Thus
μ−(F ,Ω) ρ0. Via a similar argument, we verify that μ+(F ,Ω) < ∞. 
From the proof of Lemma 3.7 we also deduce that
(−∞, λ+1 (F ,Ω))⊆ {ρ: Gρ satisﬁes the maximum principle in Ω} (3.16)
and
(−∞, λ−1 (F ,Ω))⊆ {ρ: Gρ satisﬁes the minimum principle in Ω}. (3.17)
We will see later that we have equality in (3.16) and (3.17).
We are now ready to show our operator F has two principal half-eigenvalues. Instead of invoking
the Krein–Rutman theorem, we choose instead a proof based on the Leray–Schauder Alternative prin-
ciple, which is also called Schaeffer’s Fixed Point Theorem. For the reader’s convenience, we will ﬁrst
state this result.
Deﬁnition 3.8. If X and Y are Banach spaces, we say a (possibly nonlinear) map A : X → Y is compact
if, for each bounded subset B ⊆ X , the closure of the set {A(x): x ∈ B} is compact in Y .
Theorem 3.9 (Leray–Schauder Alternative). Suppose X is a Banach space, and C ⊆ X is a convex subset of X
such that 0 ∈ C. Assume A : C → C is a (possibly nonlinear) function which is compact and continuous. Then
at least one of the following holds:
(i) the set {x ∈ C : x = μA(x) for some 0 < μ < 1} is unbounded in X,
or
(ii) there exists x ∈ C for which x = A(x).
See Theorem 5.4 on page 124 of [25] for a proof of Theorem 3.9. The following argument is a
straightforward adaptation of that found in Section 6.5.2 of [18].
Proof of Theorem 2.2. We assume without loss of generality that F is proper, since otherwise we
may consider the operator G−δ0 in place of F . For each v ∈ C(Ω¯), deﬁne u = A(v) to be the unique
solution u ∈ C1,α(Ω) of the Dirichlet problem
{
F
(
D2u, Du,u, x
)= v in Ω,
u = 0 on ∂Ω.
We claim
A : C(Ω¯) → C(Ω¯) is a continuous, compact operator. (3.18)
Let u1 = A(v1) and u2 = A(v2) and notice the function w = u1 − u2 satisﬁes
P−(D2w)− δ1|Dw| v1 − v2 in {w > 0}.
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w  C‖v1 − v2‖Ln(Ω)  C‖v1 − v2‖C(Ω¯).
Reversing the roles of u1 and u2 we obtain
‖u1 − u2‖C(Ω¯)  C‖v1 − v2‖C(Ω¯).
Moreover, the C1,α estimates for uniformly elliptic equations (see [35] and [36]) imply
∥∥A(v)∥∥C1,α(Ω)  C(∥∥A(v)∥∥L∞(Ω) + ‖v‖L∞(Ω)) C‖v‖C(Ω¯).
We have demonstrated (3.18).
Let C ⊆ X be the cone C = {v ∈ C(Ω¯): v  0} of nonnegative continuous functions on Ω¯ . According
to the maximum principle,
A : C → C .
Select a nonzero h ∈ C which has compact support in Ω . We now claim
if u ∈ C satisﬁes u = λA(u + h) then λ λ+1 (F ,Ω). (3.19)
Suppose u and λ satisfy the hypothesis of (3.19). According to Hopf’s Lemma, u > 0 in Ω . Thus
λ ∈ {ρ: ∃v ∈ C(Ω) such that v > 0 and Gρ(D2v, Dv, v, x) 0 in Ω},
and so λ λ+1 (F ,Ω). This conﬁrms (3.19).
We now apply Theorem 3.9 to deduce that the set
Dε =
{
u ∈ C : there exists 0 λ λ+1 (F ,Ω) + ε such that u = λA(u + εh)
}
is unbounded in C(Ω¯), for every ε > 0. Therefore, we may select sequences
{uε} ⊆ C and {λε} ⊆
[
0, λ+1 (F ,Ω) + ε
]
such that ‖uε‖C(Ω¯)  1 and uε = λεA(uε + εh). Normalize by setting vε = uε/‖uε‖C(Ω¯) . Then
vε = λεA
(
vε + εh/‖uε‖C(Ω¯)
)
. (3.20)
Since A is a compact map, we can ﬁnd ϕ+1 ∈ C and λ∗ ∈ [0, λ+1 (F ,Ω)] and a subsequence εk → 0
such that vεk → ϕ+1 uniformly on Ω¯ and λεk → λ∗ , as k → ∞. Passing to limits in (3.20), we have
ϕ+1 = λ∗A
(
ϕ+1
)
.
Notice that ‖ϕ+1 ‖C(Ω¯) = lim‖vk‖C(Ω¯) = 1, and so ϕ+1 	≡ 0. According to Hopf’s Lemma, ϕ+1 > 0 in Ω .
It is now immediate from the deﬁnitions of μ+(F ,Ω) and λ+1 (F ,Ω) that
μ+(F ,Ω) λ∗  λ+1 (F ,Ω),
and therefore λ∗ = μ+(F ,Ω) = λ+1 (F ,Ω), by Lemma 3.7. In fact, we have equality in (3.16) and (3.17).
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λ+1 (F ,Ω) are immediately obtained from Theorem 3.3. This completes the proof of all assertions for
λ+1 (F ,Ω) and ϕ
+
1 . Making appropriate modiﬁcations to our arguments, we obtain the corresponding
assertions for λ−1 (F ,Ω) and ϕ
−
1 . 
We henceforth adopt the normalization
sup
Ω
ϕ+1 = sup
Ω
(−ϕ−1 )= 1. (3.21)
We will sometimes write ϕ±1 = ϕ±1 (F ,Ω) for clarity. The C1,α estimates now assert that
∥∥ϕ±1 ∥∥C1,α(Ω)  C, (3.22)
where the constant C depends only on Ω,γ ,Γ, δ1, δ0,n, p and λ
±
1 (F ,Ω). According to Corollary 3.5,
Ω ′  Ω implies that λ±1 (F ,Ω) < λ
±
1 (F ,Ω
′), (3.23)
since the positive (negative) principal eigenfunction for F in Ω must be positive (negative) some-
where on ∂Ω ′ .
Example 3.10. As a consequence of Theorem 3.3, if λ+1 (F ,Ω) = λ−1 (F ,Ω), then the positive and neg-
ative principal eigenfunctions are proportional: ϕ+1 ≡ −ϕ−1 . However, the converse is not true. For
example, consider the operator
G
(
D2u
)= min{−u,−2u}.
It is simple to see that
λ+1 (G,Ω) = λ1(−,Ω) < 2λ1(−,Ω) = λ−1 (G,Ω),
but ϕ+1 ≡ −ϕ−1 , since the principal eigenfunction of the Laplacian − in Ω is proportional to both of
the principal eigenfunctions of G .
For an example of an operator F for which ϕ+1 (F ,Ω) 	≡ −ϕ−1 (F ,Ω), take F = P− . A straightfor-
ward calculation convinces us that if ϕ+1 ≡ −ϕ−1 , then ϕ+1 is both concave and equal to the principal
eigenfunction of − in Ω , which is impossible. For details, see [33].
Example 3.11. Consider the Bellman operator
H
(
D2u, Du,u, x
)= sup
α∈A
Lαu, (3.24)
where {Lα: α ∈ A} is a family of linear operators having the form
Lαu = −aijαuij + b jαu j + cαu,
with suﬃcient hypotheses on the coeﬃcients such that H satisﬁes (F1)–(F3). It is immediate that
λ−1 (H,Ω) infα∈A λ1
(
Lα,Ω
)
 supλ1
(
Lα,Ω
)
 λ+1 (H,Ω). (3.25)α∈A
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example, let A = {1,2} and L1 and L2 be linear elliptic operators with smooth coeﬃcients such that
λ1(L1,Ω) = λ1(L2,Ω) =: λ, but ϕ1 := ϕ+1 (L1,Ω) 	≡ ϕ+1 (L2,Ω) =: ϕ2. We claim
λ−1 (H,Ω) < λ < λ
+
1 (H,Ω).
If, on the contrary λ−1 (H,Ω) = λ, then we may appeal to Theorem 3.3 to deduce that
−ϕ1 ≡ ϕ−1 (H,Ω) ≡ −ϕ2,
in violation of our assumption that ϕ1 	≡ ϕ2. Similarly, if λ+1 (H,Ω) = λ, then ϕ1 ≡ ϕ+1 (H,Ω) ≡ ϕ2.
This observation corrects a mistake in [6, Theorem 1.1], which incorrectly implies that the ﬁrst
inequality in (3.25) is an equality in general. (This error was also repeated in [33].)
We now show that F has no eigenvalues between λ+1 (F ,Ω) and λ
−
1 (F ,Ω), or less than
min{λ−1 (F ,Ω),λ+1 (F ,Ω)}. In the case that F is convex (or concave) in (M, p, z), this was demon-
strated previously in [33].
Lemma 3.12. Suppose ρ < max{λ−1 (F ,Ω),λ+1 (F ,Ω)} is an eigenvalue of F in Ω . Then ρ = min{λ−1 (F ,Ω),
λ+1 (F ,Ω)}.
Proof. Suppose that w ∈ C(Ω¯) is a nontrivial solution of the problem
{
F
(
D2w, Dw,w, x
)= ρw in Ω,
w = 0 on ∂Ω.
If ρ < λ−1 (F ,Ω), the operator Gρ satisﬁes the minimum principle. Therefore w  0 in Ω . Accord-
ing to Hopf’s Lemma, w > 0. By the uniqueness of the positive principal eigenvalue, it follows that
ρ = λ+1 (F ,Ω). Arguing similarly, we deduce that if ρ < λ+1 (F ,Ω), then ρ = λ−1 (F ,Ω). 
Lemma 3.13. If λ2(F ,Ω) < ∞, then there is a nonzero function ϕ2 ∈ C1,α(Ω) which solves the Dirichlet
problem
{
F
(
D2ϕ2, Dϕ2,ϕ2, x
)= λ2(F ,Ω)ϕ2 in Ω,
ϕ2 = 0 on ∂Ω. (3.26)
Proof. Take a sequence ρk → λ2(F ,Ω) of eigenvalues, with corresponding eigenfunctions uk ∈ C(Ω¯),
satisfying the problem
{
F
(
D2uk, Duk,uk, x
)= ρkuk in Ω,
uk = 0 on ∂Ω, (3.27)
and subject to the normalization ‖uk‖L∞(Ω) = 1. We have the estimate
‖uk‖C1,α(Ω)  C .
Thus, up to a subsequence, uk converges to a function ϕ2 ∈ C(Ω¯) uniformly on Ω¯ . Noticing that
‖ϕ2‖L∞(Ω) = 1, and passing to limits in (3.27), we see that ϕ2 is a nontrivial solution of prob-
lem (3.26). Now apply the C1,α estimates once again to conclude. 
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In this section we study questions of existence and uniqueness of solutions to the Dirichlet prob-
lem (2.6) for λ less than the principal eigenvalues. We begin with the proof of Theorem 2.3.
Proof of Theorem 2.3. The uniqueness assertions in (i) and (ii) follow at once from Corollary 3.6. We
will only show existence for (i), since the arguments for (ii) and (iii) are very similar. Without loss
of generality, suppose λ = 0 < λ+1 (F ,Ω). We will ﬁrst produce a solution under the condition f has
support on a compact subset of Ω . In this case we may ﬁnd a large constant A > 0 so that
0 f  Aλ+1 ϕ
+
1 in Ω.
Then u∗ = Aϕ+1 and u∗ ≡ 0 satisfy
F
(
D2u∗, Du∗,u∗, x
)
 f  F
(
D2u∗, Du∗,u∗, x
)
in Ω,
and u∗ = u∗ = 0 on ∂Ω . Standard results (see, for example, [12]) imply the existence of u ∈ C1,α(Ω)
solving the Dirichlet problem (2.6), and satisfying 0 = u∗  u  u∗ in Ω .
For general nonnegative f ∈ C(Ω) ∩ Lp(Ω), not necessary with compact support, we take a se-
quence { fk} ⊂ C(Ω) of nonnegative continuous functions with compact support in Ω such that
fk → f uniformly on each compact subset of Ω and fk → f in Lp(Ω). Let uk  0 solve (2.6) with f
replaced by fk . We claim
sup
k1
‖uk‖L∞(Ω) < ∞. (4.1)
If not, we may assume ‖uk‖L∞(Ω) → ∞. Set vk = uk/‖uk‖L∞(Ω) and notice vk satisﬁes the equation
F
(
D2vk, Dvk, vk, x
)= f /‖uk‖L∞(Ω) in Ω.
We have the estimate
‖vk‖C1,α(Ω)  C .
Taking a subsequence, if necessary, we may assume vk converges to a function v ∈ C1,α(Ω) uniformly
on Ω¯ . Passing to limits, we see v satisﬁes the equation
F
(
D2v, Dv, v, x
)= 0 in Ω.
Moreover, v = 0 on ∂Ω . Since λ+1 (F ,Ω) > 0, the nonlinearity F satisﬁes the maximum principle in Ω ,
and so v ≡ 0. However, ‖v‖L∞(Ω) = lim‖vk‖L∞(Ω) = 1. This contradiction establishes (4.1).
Now we apply the C1,α estimates once again to obtain
‖uk‖C1,α(Ω)  C .
We may select a function u ∈ C1,α(Ω) such that, up to a subsequence, uk → u uniformly on Ω¯ .
Obviously, u  0 in Ω . Now we pass to limits to conclude that u is a solution of (2.6). 
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inhomogeneous Bellman–Isaacs problem
{
inf
α
sup
β
{
Lα,βu − f α,β}= 0 in Ω,
u = 0 on ∂Ω.
(4.2)
If F is given by (2.1) and satisﬁes (F1)–(F3), then for any uniformly bounded family { f α,β} ⊆ C(Ω¯),
the Dirichlet problem (4.2) has a solution u ∈ C1,α(Ω) provided
min
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
> 0.
Likewise, if each function in the family { f α,β} is nonnegative (nonpositive), and λ+1 (F ,Ω) > 0
(λ−1 (F ,Ω) > 0), then the problem (4.2) has a nonnegative (nonpositive) solution u ∈ C1,α(Ω). By
Remark 3.4, we see that this nonnegative (nonpositive) solution is unique.
We now discuss suﬃcient conditions for the solutions obtained in Theorem 2.3(iii) to be unique.
To this end, and following [26], we deﬁne nonlinear operators F ∗ and F∗ by
F ∗(M, p, z, x) = sup{F (M + N, p + q, z + w, x) − F (N,q,w, x)} (4.3)
and
F∗(M, p, z, x) = inf
{
F (M + N, p + q, z + w, x) − F (N,q,w, x)}, (4.4)
where the supremum and inﬁmum above are taken over (N,q,w) ∈ Sn × Rn × R. If G and H are
arbitrary real-valued functions on Sn × Rn × R × Ω satisfying
G(M − N, p − q, z − w, x) F (M, p, z, x) − F (N,q,w, x) H(M − N, p − q, z − w, x),
then G  F∗  F ∗  H . The next proposition summarizes useful properties of F ∗ and F∗ as they relate
to F .
Proposition 4.2. The operators F ∗ and F∗ have the following properties:
(i) F ∗ and F∗ satisfy (F1)–(F3);
(ii) for each x ∈ Ω , the map (M, p, z) → F ∗(M, p, z, x) is convex, while the map (M, p, z) → F∗(M, p, z, x)
is concave;
(iii) for all M,N ∈ Sn, p,q ∈ Rn, z,w ∈ R, and x ∈ Ω ,
F∗(M − N, p − q, z − w, x) F (M, p, z, x) − F (N,q,w, x) F ∗(M − N, p − q, z − w, x);
(iv) for all M ∈ Sn, p ∈ Rn, z ∈ R and x ∈ Ω ,
F ∗(M, p, z, x) = −F∗(−M,−p,−z, x);
(v) F = F ∗ if and only if (M, p, z) → F (M, p, z, x) is convex, while F = F∗ if and only if (M, p, z) →
F (M, p, z, x) is concave; and
(vi) the principal eigenvalues of F ∗ and F∗ are related to those of F by
λ−1 (F
∗,Ω) = λ+1 (F∗,Ω) λ+1 (F ,Ω),λ−1 (F ,Ω) λ+1 (F ∗,Ω) = λ−1 (F∗,Ω).
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lows at once from these. To deduce (ii), observe
F ∗(M1, p1, z1, x) + F ∗(M2, p2, z2, x)
= inf{F (M1 + N1, p1 + q1, z1 + w1, x) − F (N1,q1,w1, x)}
+ inf{F (M2 + N2, p2 + q2, z2 + w2, x) − F (N2,q2,w2, x)}
= inf{F (M1 + M2 + N1, p1 + p2 + q1, z1 + z2 + w1, x) − F (M2 + N1, p2 + q1, z2 + w1, x)}
+ inf{F (M2 + N2, p2 + q2, z2 + w2, x) − F (N2,q2,w2, x)}
 inf
{
F (M1 + M2 + N1, p1 + p2 + q1, z1 + z2 + w1, x) − F (N1,q1,w1, x)
}
= F ∗(M1 + M2, p1 + p2, z1 + z2, x).
Recall that for a positively homogeneous function, the notions of convexity and sublinearity are equiv-
alent. Thus F ∗ is convex in (M, p, z). From (iv), we see that F∗ is concave in (M, p, z), conﬁrming (ii).
It is clear by now that F = F ∗ if and only if F is sublinear, from which (v) follows. 
The following result of [26] is also a consequence of Theorem 1.5 of [33] once we have Proposi-
tion 4.2 above. We record its proof for completeness.
Theorem 4.3. (See Ishii and Yoshimura [26].) If λ−1 (F ∗,Ω) > 0, then F satisﬁes the comparison principle inΩ .
Proof. Suppose that u, v ∈ C(Ω¯) and f ∈ C(Ω) are such that
F
(
D2u, Du,u, x
)
 f  F
(
D2v, Dv, v, x
)
in Ω,
and u  v on ∂Ω . Proposition 4.2(iii) and Lemma 3.2 imply that the function w = v − u satisﬁes
F ∗
(
D2w, Dw,w, x
)
 0 in Ω,
and w  0 on ∂Ω . If λ−1 (F ∗,Ω) > 0, then the minimum principle holds for F ∗ in Ω . Thus w is
nonnegative on Ω¯ . 
Remark 4.4. I do not know whether λ−1 (F ∗,Ω) is equal to min{λ−1 (F ,Ω),λ+1 (F ,Ω)} in general, or if
λ−1 (F ∗,Ω) > 0 is necessary for F to satisfy the comparison principle in Ω .
5. The Dirichlet problem for λ >max{λ−1 (F ,Ω),λ+1 (F ,Ω)}
The purpose of this section is to prove Theorem 2.4. Our argument will utilize the theory of Leray–
Schauder degree. Our plan is to build a homotopy between our problem (2.6) and a similar Dirichlet
problem for the Laplacian, and then argue solutions must exist along the path of the homotopy. For
the convenience of the reader, we now brieﬂy introduce the concept of Leray–Schauder degree.
Let X be a Banach space. The identity map on X is denoted by IX . We denote the set of (pos-
sibly nonlinear) compact maps from X to itself by K (X), and we deﬁne the set K1(X) of compact
perturbation of the identity by
K1(X) =
{IX + A: A ∈ K (X)}.
The norm topology on X is written
τ (X) = {W ⊆ X: W is open}.
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Deﬁnition 5.1. We say A : X × [0,1] → X is a homotopy of compact operators on X if:
(i) the map u → A(u, s) is a compact operator on X , for each ﬁxed s ∈ [0,1],
and
(ii) for every ε > 0 and C > 0, there exists η > 0 such that |s − t| η and ‖u‖X  C imply∥∥A(u, s) − A(u, t)∥∥X  ε.
Theorem 5.2 (Existence of Leray–Schauder degree). There exists an integer-valued function
deg : K1(X) × τ (X) × X → Z
with the following properties:
(i) If deg(B,W , f ) 	= 0, then f ∈ B(W ).
(ii) If B ∈ K1(X) is injective, then deg(B,W , f ) = ±1 for each f ∈ B(W ).
(iii) If A : X × [0,1] → X is a homotopy of compact operators on X and Bs = IX + A(·, s), then for any
open subset W ⊆ X and f ∈ X for which f /∈ Bs(∂W ) for every s ∈ [0,1], the map s → deg(Bs,W , f )
is constant.
We refer to [21,25] for more on Leray–Schauder degree theory, including a proof of Theorem 5.2.
We want to deﬁne a homotopy between (2.6) and the corresponding Dirichlet problem for the
Laplacian which “stays between” the principal eigenvalues and the second eigenvalue λ2. As a prelim-
inary step, we must show max{λ−1 (F ,Ω),λ+1 (F ,Ω)} < λ2(F ,Ω).
Lemma 5.3. There exists a positive number η > 0 such that F has no eigenvalue ρ in Ω satisfying
max
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
< ρ max
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}+ η.
Proof. Suppose on the contrary that there exist real numbers {λk} such that
max
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
< λk → max
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
and functions {uk} ⊆ C(Ω¯) satisfying the Dirichlet problem{
F
(
D2uk, Duk,uk, x
)= λkuk in Ω,
uk = 0 on ∂Ω, (5.1)
and subject to the normalization ‖uk‖C(Ω¯) = 1. The C1,α estimates imply
‖uk‖C1,α(Ω)  C .
By taking a subsequence, if necessary, we may assume
uk → u uniformly on Ω¯. (5.2)
Passing to limits, we deduce that u is a solution of the equation
F
(
D2u, Du,u, x
)= max{λ−1 (F ,Ω),λ+1 (F ,Ω)}u in Ω.
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−
1 . Either way, u does not change
sign in Ω .
As in the proof of Theorem 3.3, we may choose a compact subset K of Ω for which |Ω \ K | is
small enough to ensure the operator F − λk satisﬁes the maximum and minimum principles in Ω \ K
for each k  1. Recalling (5.2), for suﬃciently large k, the function uk does not change sign on K .
Then uk does not change sign in Ω . Recalling (5.1), we derive a contradiction to our assumption that
λk > max{λ−1 (F ,Ω),λ+1 (F ,Ω)}. 
For each 0 s 1, deﬁne a nonlinear operator Fs by
Fs(M, p, z, x) = −sΓ trace(M) + (1− s)F (M, p, z, x). (5.3)
It is simple to verify that Fs satisﬁes hypotheses (F1)–(F3). Notice also that
λ±1 (Fs,Ω) λ
±
1
(P±(D2·)± δ1|D · | ± δ0| · |,Ω)< ∞. (5.4)
In order to construct a homotopy which satisﬁes Deﬁnition 5.1, we must ﬁrst verify that the functions
s → λ±1 (Fs,Ω) and s → λ2(Fs,Ω) are appropriately continuous.
Lemma 5.4. The maps s → λ+1 (Fs,Ω) and s → λ−1 (Fs,Ω) are continuous on [0,1].
Proof. Suppose {sk} ⊆ [0,1] is such that sk → s. Let λk = λ−1 (Fsk ,Ω) and ϕk denote the negative
principal eigenvalue and eigenfunction of Fsk in Ω . Recalling (3.14), (3.22), and (5.4), and by taking
a subsequence, if necessary, we may assume there exist λ ∈ R and ϕ ∈ C(Ω¯) such that λk → λ and
ϕk → ϕ uniformly on Ω¯ . Notice ϕ  0 and ‖ϕ‖C(Ω¯) = 1. Passing to limits, we deduce the pair (λ,ϕ)
is a solution of the problem
{
Fs
(
D2ϕ, Dϕ,ϕ, x
)= λϕ in Ω,
ϕ = 0 on ∂Ω.
According to Theorem 2.2 we have λ = λ−1 (Fs,Ω). We have shown the map s → λ−1 (Fs,Ω) is contin-
uous. By arguing in a similar way, we deduce that s → λ+1 (Fs,Ω) is continuous. 
Lemma 5.5. The map s → λ2(Fs,Ω) is lower semi-continuous on [0,1].
Proof. Consider a sequence sk → s for which
μ = lim
k→∞
λ2(Fsk ,Ω).
We must demonstrate
λ2(Fs,Ω)μ. (5.5)
If μ = +∞, then (5.5) is immediate. Thus we may assume μ < ∞. By taking a subsequence, if neces-
sary, we may also assume λ2(Fsk ,Ω) < ∞ for all k. According to Lemma 3.13, for each k 1 we may
select an eigenfunction ϕk ∈ C(Ω¯) of Fsk in Ω , with corresponding eigenvalue λ2(Fsk ,Ω), and which
satisﬁes the normalization
‖ϕk‖L∞(Ω) = 1.
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sup
k1
‖ϕk‖C1,α(Ω) < ∞.
By taking another subsequence, we may assume ϕk → ϕ uniformly on Ω¯ for some ϕ ∈ C(Ω¯). Notice
that ‖ϕ‖C(Ω¯) = 1. Passing to limits, we conclude that the pair (ϕ,μ) satisﬁes the equation
{
Fs
(
D2ϕ, Dϕ,ϕ, x
)= μϕ in Ω,
ϕ = 0 on ∂Ω. (5.6)
We now employ a familiar argument to show
max
{
λ−1 (Fs,Ω),λ
+
1 (Fs,Ω)
}
< μ. (5.7)
The continuity of s → λ−1 (Fs,Ω) implies λ−1 (Fs,Ω)  μ. If, on the contrary λ−1 (Fs,Ω) = μ, then ϕ
does not change sign in Ω . Thus ϕk does not change sign on a large ﬁxed compact subset K ⊆ Ω ,
provided k is suﬃciently large. If we choose K large enough, then the operator
Hk(M, p, z, x) = F (M, p, z, x) − λ2(Fsk ,Ω)z
satisﬁes both the maximum and minimum principles in Ω \ K , for all k  1. Thus the function ϕk
does not change sign in Ω , provided that k is suﬃciently large. This is a contradiction to Theo-
rem 2.2, verifying that λ−1 (Fs,Ω) < μ. Arguing in a similar way, we obtain λ
+
1 (Fs,Ω) < μ. We have
conﬁrmed (5.7).
Now (5.5) follows from (5.6), (5.7) and the deﬁnition (2.8) of λ2(Fs,Ω). 
Proposition 5.6. Suppose
max
{
λ−1 (F ,Ω),λ
+
1 (F ,Ω)
}
< λ < λ2(F ,Ω).
Then there is a continuous function μ : [0,1] → R such that μ(0) = λ and
max
{
λ−1 (Fs,Ω),λ
+
1 (Fs,Ω)
}
< μ(s) < λ2(Fs,Ω) for all s ∈ [0,1]. (5.8)
Moreover, for each ﬁxed g ∈ C(Ω) and p > n, there exists a constant C with the property that for any
f ∈ C(Ω)∩ Lp(Ω) such that | f | g in Ω , any 0 s 1, and any solution u ∈ C(Ω¯) of the Dirichlet problem
{
Fs
(
D2u, Du,u, x
)= μ(s)u + f in Ω,
u = 0 on ∂Ω,
we have the estimate
‖u‖C1,α(Ω)  C
(
1+ ‖ f ‖Lp(Ω)
)
. (5.9)
Proof. The existence of μ ∈ C[0,1] satisfying μ(0) = λ and (5.8) follows from Lemmas 5.4 and 5.5.
According to the C1,α estimates, to demonstrate (5.9) it suﬃces to estimate
‖u‖L∞(Ω)  C
(
1+ ‖ f ‖Lp(Ω)
)
. (5.10)
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{ fk} ⊆ C(Ω) ∩ Lp(Ω), {uk} ⊆ C(Ω¯) and {sk} ⊆ [0,1] satisfying | fk| g in Ω as well as
{
Fsk
(
D2uk, Duk,uk, x
)= μ(sk)uk + fk in Ω,
uk = 0 on ∂Ω, (5.11)
but
‖uk‖L∞(Ω)/
(
1+ ‖ fk‖Lp(Ω)
)→ ∞.
Deﬁne
vk = uk/‖uk‖L∞(Ω)
and notice vk is a solution of
Fsk
(
D2vk, Dvk, vk, x
)= μ(sk)vk + fk/‖uk‖L∞(Ω) in Ω. (5.12)
Since ‖vk‖L∞(Ω) = 1, the C1,α estimates imply
‖vk‖C1,α(Ω)  C
(‖vk‖L∞(Ω) + ‖ fk‖Lp(Ω)/‖uk‖L∞(Ω)) C .
By taking a subsequence, if necessary, we may assume there exist s ∈ [0,1] and v ∈ C(Ω¯) such that
sk → s and vk → v uniformly on Ω¯.
Moreover, on each compact subset K ⊆ Ω ,
| fk|/‖uk‖L∞(Ω)  g/‖uk‖L∞(Ω) → 0 uniformly on K .
By passing to limits in (5.12), and noticing ‖v‖L∞(Ω) = 1, we conclude that μ(s) is an eigenvalue
of the operator Fs in Ω with corresponding eigenfunction v . This contradiction to (5.8) estab-
lishes (5.10). 
For the rest of this section, and without loss of generality, we assume that
the operator Fs is proper for every 0 s 1. (5.13)
Otherwise, we may simply replace F with the operator G−δ0 , where δ0 is as in (F2). We also ﬁx a
small constant α > 0 and a function f ∈ C(Ω) ∩ Lp(Ω), for some p > n. Deﬁne a map A f : Cα(Ω) ×
[0,1] → Cα(Ω) by
A f (v, s) = u,
where u ∈ C1,α(Ω) ⊆ Cα(Ω) is the unique solution of the Dirichlet problem
{
Fs
(
D2u, Du,u, x
)= μ(s)v + f in Ω,
u = 0 on ∂Ω. (5.14)
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B f ,s(v) = v − A f (v, s).
For u, v ∈ Cα(Ω), the equation
u = B f ,s(v) (5.15)
is equivalent to the function w = v − u solving the Dirichlet problem
{
Fs
(
D2w, Dw,w, x
)= μ(s)v + f in Ω,
w = 0 on ∂Ω. (5.16)
In this framework, our goal is to show there exists a solution v ∈ Cα(Ω) of the equation
B f ,0(v) = 0. (5.17)
We will accomplish this by demonstrating
deg(B f ,0,W ,0) 	= 0 (5.18)
for some open subset W ⊆ Cα(Ω), and then appealing to Theorem 5.2(ii).
Lemma 5.7. The map A f is a homotopy of compact transformations on Cα(Ω) in the sense of Deﬁnition 5.1.
Proof. For each s ∈ [0,1], if u = A f (v, s), then
‖u‖C1,α(Ω)  C
(
max
s∈[0,1]
∣∣μ(s)∣∣ · ‖v‖Lp(Ω) + ‖ f ‖Lp(Ω)) C(1+ ‖v‖L∞(Ω)). (5.19)
Thus the operator v → A f (v, s) is compact for each ﬁxed s ∈ [0,1].
We have left to show that for each constant C > 0, the map (v, s) → A f (v, s) is uniformly contin-
uous on the set
{
v ∈ Cα(Ω): ‖v‖Cα(Ω)  C
}× [0,1].
Suppose on the contrary there exist ε > 0, C > 0 and sequences {sk}, {tk} ⊆ [0,1] and {vk} ⊆ Cα(Ω)
such that
|sk − tk| → 0,
‖vk‖Cα(Ω)  C,
but
‖uk − u˜k‖Cα(Ω)  ε, (5.20)
where we have set uk = A f (vk, sk) and u˜k = A f (vk, tk). Recalling the estimate (5.19) above, and by
taking a subsequence, if necessary, we can ﬁnd s ∈ [0,1] and functions v ∈ C(Ω¯) and u, u˜ ∈ Cα(Ω)
such that
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tk → s,
vk → v uniformly on Ω¯,
uk → u in Cα(Ω),
and
u˜k → u˜ in Cα(Ω).
Passing to limits, we deduce that u and u˜ are both solutions of the problem
{
Fs
(
D2u, Du,u, x
)= μ(s)v + f in Ω,
u = 0 on ∂Ω.
Recalling (5.13), we conclude that u = u˜, which contradicts (5.20). This completes the proof. 
Lemma 5.8. Let R = 1 + C(1 + ‖ f ‖Lp(Ω)), where C is the constant in (5.9), and let W ⊆ Cα(Ω) denote the
ball
W = {v ∈ Cα(Ω): ‖v‖Cα(Ω) < R}. (5.21)
Then
deg(B f ,1,W ,0) = ±1. (5.22)
Proof. We will show B f ,1 is injective and then apply Theorem 5.2(ii). As mentioned above, using
the deﬁnitions, it is easy to see the equation u = B f ,1(v) is equivalent to the function w = v − u
satisfying the Dirichlet problem
{−Γ w = μ(1)v + f in Ω,
w = 0 on ∂Ω,
which can be rewritten as
{−Γ w − μ(1)w = μ(1)u + f in Ω,
w = 0 on ∂Ω. (5.23)
Since λ1(−Γ ,Ω) < μ(1) < λ2(−Γ ,Ω), the Fredholm theory for linear compact operators im-
plies (5.23) has a unique solution w ∈ W 2,p(Ω) for each u ∈ Cα(Ω). Hence the equation
B f ,1(v) = u
has a unique solution v ∈ Cα(Ω) for each u ∈ Cα(Ω). That is, B f ,1 is bijective. According to esti-
mate (5.9), the unique solution v ∈ Cα(Ω) of
B f ,1(v) = 0
must satisfy the estimate ‖v‖Cα(Ω) < R , and hence v ∈ W . Now (5.22) follows from an application of
Theorem 5.2(ii). 
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Proposition 5.9. Let W be as in Lemma 5.8. Then
deg(B f ,0,W ,0) = ±1. (5.24)
Proof. According to (5.9), we have 0 /∈ B f ,s(∂W ) for every s ∈ [0,1]. Now apply Lemma 5.7 and
Theorem 5.2(iii) to deduce
the map s → deg(B f ,s,W ,0) is constant.
Recalling (5.22), we conclude
deg(B f ,s,W ,0) = deg(B f ,1,W ,0) = ±1
for every s ∈ [0,1]. In particular, deg(B f ,0,W ,0) = ±1. 
We will now complete the proof of Theorem 2.4.
Proof of Theorem 2.4. According to Theorem 5.2(i) and Proposition 5.9, there exists a function
u ∈ W ⊆ Cα(Ω) such that B f ,0(u) = 0. Recalling the deﬁnition of B f ,s , we see immediately that
u is a solution of the Dirichlet problem
{
F
(
D2u, Du,u, x
)= μ(0)u + f in Ω,
u = 0 on ∂Ω. (5.25)
According to the C1,α estimates, u ∈ C1,α(Ω). Recalling μ(0) = λ, the proof is complete. 
Remark 5.10. I do not know whether the solutions of (2.6) given by Theorem 2.4 are unique, in
general, even in the case that F is convex in (M, p, z).
6. An anti-maximum principle
The purpose of this section is to establish Theorem 2.5. Our argument, similar to the method
employed in [3], is based on Hopf’s Lemma and the following two nonexistence results.
Proposition 6.1. Assume λ λ+1 (F ,Ω) and f ∈ C(Ω) is such that f  0 and f 	≡ 0. Then the problem
{
F
(
D2u, Du,u, x
)
 λu + f in Ω,
u  0 on ∂Ω
(6.1)
has no nonnegative solution u ∈ C(Ω¯). Moreover, under the additional assumption
λ+1 (F ,Ω) λ λ
−
1 (F ,Ω),
problem (6.1) does not possess a solution u ∈ C(Ω¯).
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f ∈ C(Ω) is such that f  0. We claim f ≡ 0. If u ≡ 0 we have nothing to show, so suppose u 	≡ 0.
According to Hopf’s Lemma, u > 0. The deﬁnition of λ+1 (F ,Ω) implies λ λ
+
1 (F ,Ω), from which we
deduce λ = λ+1 (F ,Ω). Applying Theorem 3.3, we see that u is a positive constant multiple of the
eigenfunction ϕ+1 . This implies f ≡ 0, as desired.
Now suppose in addition that λ λ−1 (F ,Ω), and that there exists a solution u of (6.1). According
to our argument above, if f 	≡ 0, then u must be negative somewhere in Ω . Applying Theorem 3.3,
we see that u ≡ tϕ−1 for some t > 0. In particular, this implies λ = λ−1 (F ,Ω) and f ≡ 0, a contradic-
tion. 
Arguing in a similar fashion, we obtain the following proposition.
Proposition 6.2. Assume λ λ−1 (F ,Ω) and f ∈ C(Ω) is such that f  0 and f 	≡ 0. Then the problem{
F
(
D2u, Du,u, x
)
 λu + f in Ω,
u  0 on ∂Ω
(6.2)
has no nonpositive solution u ∈ C(Ω¯). Moreover, under the additional assumption
λ−1 (F ,Ω) λ λ
+
1 (F ,Ω), (6.3)
problem (6.2) does not possess a solution u ∈ C(Ω¯).
We are now ready for the proof of Theorem 2.5.
Proof of Theorem 2.5. We will prove only (i), since the argument for (ii) is similar. Assume on the
contrary there are sequences {λk} ⊆ (λ−1 (F ,Ω),∞) and {uk} ⊆ C(Ω¯) such that
λk → λ−1 (F ,Ω)
and uk satisﬁes {
F
(
D2uk, Duk,uk, x
)= λkuk + f in Ω,
uk = 0 on ∂Ω; (6.4)
but each uk is nonnegative somewhere in Ω . Select xk ∈ Ω such that uk attains a nonnegative local
maximum at xk . In particular, we have
uk(xk) 0 and Duk(xk) = 0. (6.5)
By taking a subsequence, if necessary, we may assume
xk → x0 (6.6)
for some x0 ∈ Ω¯ . We now assert
sup
k1
‖uk‖L∞(Ω) = ∞. (6.7)
On the contrary, suppose
sup
k1
‖uk‖L∞(Ω) < ∞.
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such that uk → u uniformly on Ω¯ . Passing to limits in (6.4), we see that u is a solution of the problem
{
F
(
D2u, Du,u, x
)= λ−1 (F ,Ω)u + f in Ω,
u = 0 on ∂Ω,
in violation of Proposition 6.1. We have demonstrated (6.7).
Without loss of generality, we may assume ‖uk‖L∞(Ω) → ∞. Normalize by setting
vk = uk/‖uk‖L∞(Ω),
and verify that vk satisﬁes
{
F
(
D2vk, Dvk, vk, x
)= λkvk + f /‖uk‖L∞(Ω) in Ω,
vk = 0 on ∂Ω. (6.8)
By using the C1,α estimates again, and taking a subsequence, we may assume
vk → v in C1(Ω¯) (6.9)
for some v ∈ C1,α(Ω). Passing to limits in (6.8), we deduce that v is a solution of
{
F
(
D2v, Dv, v, x
)= λ−1 (F ,Ω)v in Ω,
v = 0 on ∂Ω.
Recalling ‖v‖L∞(Ω) = 1, we have v ≡ tϕ−1 for t = ±1. We will ﬁnish the proof by demonstrating that
both t = 1 and t = −1 lead to contradictions.
If t = −1 then v ≡ −ϕ−1 > 0 in Ω . Choose a compact set K ⊆ Ω large enough that the maximum
principle holds for the operator F − λk in Ω \ K , for each k  1. Recalling (6.9), if we take k to be
suﬃciently large, then vk > 0 on K . Thus vk  0 on Ω due to the assumption f  0 and the maximum
principle. Recalling (6.8), we derive a contradiction to Proposition 6.1. Thus t = −1 is impossible.
Finally, consider the case t = 1, which implies v < 0 in Ω . Using (6.5) and (6.6), we deduce
v(x0) = 0, and hence x0 ∈ ∂Ω . However, we also deduce Dv(x0) = 0, in violation of Hopf’s Lemma.
This rules out the possibility t = 1, which completes the proof of the theorem. 
We now state a more general anti-maximum principle. Consider a family {Fs: s ∈ [0,1]} of nonlin-
ear operators such that for each ﬁxed s ∈ [0,1], the nonlinearity Fs satisﬁes (F1)–(F3). We also assume
that the map
(M, p, z, x, s) → Fs(M, p, z, x)
is continuous on Sn × Rn × R × Ω × [0,1]. An examination of the proof of Theorem 2.5 convinces
us the same argument may be employed, with only minor modiﬁcations, to establish the following
result.
Theorem 6.3. Assume p > n and f ∈ C(Ω × [0,1]) is such that f  0, f (·, s) ∈ Lp(Ω) and f (·, s) 	≡ 0 for
every s ∈ [0,1]. Suppose
λ+1 (Fs,Ω) λ
−
1 (Fs,Ω) < λ
−
1 (F0,Ω) for all 0 < s 1.
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problem
{
Fs
(
D2u, Du,u, x
)= λ−1 (F0,Ω)u + f (·, s) in Ω,
u = 0 on ∂Ω
must satisfy u < 0 in Ω .
We leave the statement of the corresponding generalization of Theorem 2.5(ii) to the reader.
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Appendix A. Hopf’s Lemma
Because we could not ﬁnd a short and simple proof in the literature, we present a complete proof
of Hopf’s Lemma for viscosity solutions.
Theorem A.1 (Hopf’s Lemma). Assume the domain Ω satisﬁes an interior sphere condition. Suppose u ∈ C(Ω¯)
is such that u 	≡ 0 and u  0 in Ω , and suppose that u is a viscosity subsolution of
P−(D2u)− δ1|Du| − δ0|u| 0 in Ω. (A.1)
Then for each x0 ∈ ∂Ω such that u(x0) = 0, we have
limsup
h→0+
u(x0) − u(x0 + hξ)
h
> 0 (A.2)
for every ξ ∈ Rn such that ξ · ν < 0, where ν is the outer unit normal vector to any sphere which touches ∂Ω
from the interior at x0 . Moreover, u < 0 in Ω .
Proof. Suppose ﬁrst that u < 0 in Ω . Select a ball B(y, R) ⊆ Ω such that B ∩ ∂Ω = {x0}. Let V be the
annular region
V = {x ∈ Rn: R/2 < |x− y| < R}.
Assume without loss of generality y = 0, and deﬁne a function v by
v(x) = e−αR2 − e−α|x|2 ,
where α > 0 will be selected below. Notice
−e−α|x|2 < v(x) < 0
for x ∈ V . We claim that if α > 0 is large enough, then v is a supersolution of
P−(D2v)− δ1|Dv| − δ0|v| > 0 in V¯ . (A.3)
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P−(D2v(x))− δ1∣∣Dv(x)∣∣− δ0∣∣v(x)∣∣ 2αe−α|x|2P−(I − 2αx⊗ x) − 2αδ1|x|e−α|x|2 − δ0∣∣v(x)∣∣
 e−α|x|2
(−2αnΓ + 4α2γ |x|2 − 2αδ1|x| − δ0)
 e−α|x|2
(−2αnΓ + α2γ R2 − 2αδ1R − δ0).
Thus v satisﬁes (A.3) provided we select α > 0 large enough that α  1 and
α >
2nΓ + 2δ1R + δ0
R2γ
.
Since u < 0 in Ω , we may select ε > 0 small enough that
u(x) εv(x) for all |x| = R/2.
We also have
u(x) 0 = εv(x) for all |x| = R.
Therefore, we may apply the comparison principle to deduce that
u  εv in V .
Hence
limsup
h→0+
−u(x0 + hξ)
h
 ε limsup
h→0+
−v(x0 + hξ)
h
= ε limsup
h→0+
−e−αR2 + e−α|x0+hξ |2
h
−2αεe−αR2x0 · ξ
> 0.
This completes our proof in the case that u < 0 in Ω .
Now suppose that u = 0 somewhere in Ω . Let W ⊆ Ω be the zero set of u in Ω . Select y ∈ Ω such
that u(y) < 0 and the distance from y to W is less than the distance from y to ∂Ω . Find x0 ∈ W such
that |x0 − y| = R , where R = infx∈W |x− y|. Once again, assume y = 0 and let V and v be deﬁned as
above. Following the same procedure as above, we conclude that u  εv in V , as well as u  0 εv
for |x| R . Since u(x0) = 0 = εv(x0), it follows that
x → u(x) − εv(x) has a local maximum at x = x0.
Since u is a viscosity subsolution of (A.1), we have
ε
[
F
(
D2v(x0), Dv(x0), v(x0), x0
)− δ1∣∣Dv(x0)∣∣] 0.
This contradicts (A.3), completing the proof. 
S.N. Armstrong / J. Differential Equations 246 (2009) 2958–2987 2987References
[1] H. Berestycki, On some nonlinear Sturm–Liouville problems, J. Differential Equations 26 (3) (1977) 375–390.
[2] H. Berestycki, L. Nirenberg, S. Varadhan, The principal eigenvalue and maximum principle for second order elliptic opera-
tors in general domains, Comm. Pure Appl. Math. 47 (1) (1994) 47–92.
[3] I. Birindelli, Hopf’s lemma and anti-maximum principle in general domains, J. Differential Equations 119 (1995) 450–472.
[4] I. Birindelli, F. Demengel, First eigenvalue and maximum principle for fully nonlinear singular operators, Adv. Differential
Equations 11 (1) (2006) 91–119.
[5] I. Birindelli, F. Demengel, Eigenvalue, maximum principle and regularity for fully nonlinear homogeneous operators, Com-
mun. Pure Appl. Anal. 6 (2) (2007) 335–366.
[6] J. Busca, Existence results for Bellman equations and maximum principles in unbounded domains, Comm. Partial Differen-
tial Equations 24 (11–12) (1999) 2023–2042.
[7] J. Busca, M.J. Esteban, A. Quaas, Nonlinear eigenvalues and bifurcation problems for Pucci’s operators, Ann. Inst. H. Poincaré
Anal. Non Linéaire 22 (2) (2005) 187–206.
[8] L.A. Caffarelli, Interior a priori estimates for solutions of fully nonlinear equations, Ann. of Math. (2) 130 (1) (1989) 189–213.
[9] L.A. Caffarelli, X. Cabré, Fully Nonlinear Elliptic Equations, Amer. Math. Soc. Colloq. Publ., vol. 43, Amer. Math. Soc., Provi-
dence, RI, 1995.
[10] L.A. Caffarelli, M.G. Crandall, M. Kocan, A. S´wiech, On viscosity solutions of fully nonlinear equations with measurable
ingredients, Comm. Pure Appl. Math. 49 (4) (1996) 365–397.
[11] P. Clément, L.A. Peletier, An anti-maximum principle for second-order elliptic operators, J. Differential Equations 34 (2)
(1979) 218–229.
[12] M.G. Crandall, H. Ishii, P.-L. Lions, User’s guide to viscosity solutions of second order partial differential equations, Bull.
Amer. Math. Soc. (N.S.) 27 (1) (1992) 1–67.
[13] M.G. Crandall, M. Kocan, P.-L. Lions, A. S´wiech, Existence results for boundary problems for uniformly elliptic and parabolic
fully nonlinear equations, Electron. J. Differential Equations 24 (1999), 22 pp. (electronic).
[14] M.G. Crandall, M. Kocan, A. S´wiech, Lp -theory for fully nonlinear uniformly parabolic equations, Comm. Partial Differential
Equations 25 (11–12) (2000) 1997–2053.
[15] M. del Pino, M. Elgueta, R. Manásevich, A homotopic deformation along p of a Leray–Schauder degree result and existence
for (|u′|p−2u′)′ + f (t,u) = 0, u(0) = u(T ) = 0, p > 1, J. Differential Equations 80 (1) (1989) 1–13.
[16] M. del Pino, R. Manásevich, Global bifurcation from the eigenvalues of the p-Laplacian, J. Differential Equations 92 (2)
(1991) 226–251.
[17] M.D. Donsker, S.R.S. Varadhan, On a variational formula for the principal eigenvalue for operators with maximum principle,
Proc. Natl. Acad. Sci. USA 72 (1975) 780–783.
[18] L.C. Evans, Partial Differential Equations, Grad. Stud. Math., vol. 19, Amer. Math. Soc., Providence, RI, 1998.
[19] P.L. Felmer, A. Quaas, Positive radial solutions to a ‘semilinear’ equation involving the Pucci’s operator, J. Differential Equa-
tions 199 (2) (2004) 376–393.
[20] W.H. Fleming, P.E. Souganidis, On the existence of value functions of two-player, zero-sum stochastic differential games,
Indiana Univ. Math. J. 38 (2) (1989) 293–314.
[21] I. Fonseca, W. Gangbo, Degree Theory in Analysis and Applications, Oxford Lecture Ser. Math. Appl., vol. 2, The Clarendon
Press/Oxford Univ. Press, New York, 1995, Oxford Science Publications.
[22] A. Friedman, Stochastic Differential Equations and Applications, Dover Publications Inc., Mineola, NY, 2006, two volumes
bound as one, reprint of the 1975 and 1976 original published in two volumes.
[23] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, Classics Math., Springer-Verlag, Berlin,
2001, reprint of the 1998 edition.
[24] T. Godoy, J.-P. Gossez, S. Paczka, On the antimaximum principle for the p-Laplacian with indeﬁnite weight, Nonlinear
Anal. 51 (3) (2002) 449–467.
[25] A. Granas, J. Dugundji, Fixed Point Theory, Springer Monogr. Math., Springer-Verlag, New York, 2003.
[26] H. Ishii, Y. Yoshimura, Demi-eigenvalues for uniformly elliptic Isaacs operators, preprint.
[27] P. Juutinen, Principal eigenvalue of a very badly degenerate operator and applications, J. Differential Equations 236 (2)
(2007) 532–550.
[28] P.-L. Lions, Bifurcation and optimal stochastic control, Nonlinear Anal. 7 (2) (1983) 177–207.
[29] S. Patrizi, The Neumann problem for singular fully nonlinear operators, J. Math. Pures Appl., in press.
[30] S. Patrizi, Principal eigenvalues for Isaacs operators with Neumann boundary conditions, preprint.
[31] C. Pucci, Maximum and minimum ﬁrst eigenvalues for a class of elliptic operators, Proc. Amer. Math. Soc. 17 (1966) 788–
795.
[32] A. Quaas, B. Sirakov, On the principle eigenvalues and the Dirichlet problem for fully nonlinear operators, C. R. Acad. Sci.
Paris 342 (2006) 115–118.
[33] A. Quaas, B. Sirakov, Principal eigenvalues and the Dirichlet problem for fully nonlinear elliptic operators, Adv. Math. 218 (1)
(2008) 105–135.
[34] B. Sirakov, Non-uniqueness for the Dirichlet problem for fully nonlinear elliptic operators and the Ambrosetti–Prodi phe-
nomenon, preprint.
[35] N.S. Trudinger, Hölder gradient estimates for fully nonlinear elliptic equations, Proc. Roy. Soc. Edinburgh Sect. A 108 (1–2)
(1988) 57–65.
[36] N. Winter, W 2,p and W 1,p estimates at the boundary for solutions of fully nonlinear, uniformly elliptic equations, Z. Anal.
Anwend., in press.
