For the Poisson model where N and the activity centers are known, the observation model is a simple Poisson regression and a Bayesian analysis of it can be carried out in WinBUGS (Gilks, et al. 1994) without difficulty. The WinBUGS model specification is shown in Fig. A1 . In adopting a Bayesian analysis of the model, we require prior distributions for parameters. As shown in Fig. A1 , we assumed conventional priors meant to reflect the absence of prior information: For σ, a uniform prior on [0, 5] and, for λ 0 , a gamma prior with scale parameters 0.1 and 0.1. We see that this only requires a few lines of WinBUGS model description, and most of that is computing the distances between traps and activity centers. The activity centers are sx and sy and they are input to WinBUGS as data along with trap, which are the coordinates of the trap, N, ntrap, and K which are the number of individuals, number of traps and number of samples. Finally, the dependent variable is the 3-dimensional array y. Thinking about the model conditional on the latent variables reveals the essential simplicity of the model as a generalized linear model.
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Model Extensions and Reductions by Sufficiency
The model specification in Fig. A1 is more general than may be required in many situations because it specifies the observation model in terms of the finest scale observation -encounter frequencies of every individual, in every trap, and for all K occasions. When specified at the level of the most basic observation, the model allows for many extensions. For example, we could add time effects or individual effects to a model for λ 0 by adding only a couple lines to the code in Fig. A1 .
When there are no time effects, we can improve the efficiency of the analysis by recognizing that the total number of captures of each individual in trap j is a Poisson random variable with mean K × λ 0 g ij . This specification would still allow for the fitting of individual effects. Due to additivity of Poisson random variables, other simplifications are possible in some cases. We do not provide implementations of the possible simplifications and extensions as there are no additional technical considerations.
Unknown s but known N
We consider the incremental extension where we suppose that N is known, but we do not know the point locations s. In this case, the resulting model is analogous to a conventional generalized linear mixed model. To implement this in WinBUGS it is helpful to describe S by a regular polygon and that way the uniform assumption on s can be described with the expressions sx[i]~dunif(Xl,Xu) and sy[i]~dunif(Yl,Yu) as illustrated in Fig. A2 . The upper and lower limits (Xl, Xu, Yl, Yu) are input into WinBUGS as data. We see the implementation of this model for fixed N is straightforward.
In order to compute summaries of density over subsets of the point process state space we simply tally-up the individual coordinates s that are located within a prescribed polygon. WinBUGS properly simulates those summary statistics from the required posterior distri-model { sigma~dunif(0,5) lam0~dgamma(.1,.1) bution. If the subset of the state-space is a rectangle with boundaries xmin, xmax, ymin and ymax, doing this requires only a few more lines of WinBUGS model specification. We have to add the following lines to the model specification:
and then, outside of all of the loops, add these lines:
where areaSsub is the area of the subset, input as data. This is implemented in the Win-BUGS specification shown in Fig. A3 (where areaSsub is specified to be 81 in the model specification). To improve efficiency of the analysis in WinBUGS, this version of the model is described in terms of the n × J matrix of capture frequencies obtained by summing the K frequencies for each individual as described in Model Extensions and Reductions by Sufficiency model { sigma~dunif(0,5) lam0~dgamma(.1,.1) Fig. A3 . WinBUGS model specification for the Poisson version of the spatial capturerecapture model when s i are unknown but N (the number of individuals) is known. This specification also computes the derived parameters N(X ) (population size) and D(X ) (density) for X a subset of the point process state space defined in this case as the minimum area rectangle enclosing the traps. This version of the model is based on pooled encounter frequencies over all K surveys.
Unknown N
The incremental (but important) extension of the model requires only a little bit of additional WinBUGS model specification. In particular, we define latent indicator variables w i associated with the data augmentation which we assume to be Bern(ψ) random variables. Then, we note that the counts for the augmented data are zero-inflated Poisson (Model 1) or Binomial (Model 2) counts. To implement this, redefine the parameter of the (Poisson or Binomial) distribution to be the product of the indicator w[i] and the parameter of the "known-N" model. For example, expanding on the Poisson model from Fig. A3 , the relevant specification to zero-inflate the Poisson distribution is: This can be seen in context in Fig. A4 . 
