Estimating badger social-group abundance in the Republic of Ireland using cross-validated species distribution modelling by Byrne, Andrew W. et al.
1 
 
Estimating badger social-group abundance in the Republic of 1 
Ireland using cross-validated species distribution modelling 2 
Byrne, Andrew W.a,b*, Acevedo, Pelayoc,d, Green, Stuartb and O’Keeffe, Jamesa,e 3 
a
 Centre for Veterinary Epidemiology and Risk Analysis (CVERA), School of Veterinary 4 
Medicine, University College Dublin, Belfield, Dublin 4, Ireland.  5 
b
 Teagasc Research Centre (Spatial Analysis), Mellows Campus, Athenry, Galway, Ireland.  6 
c CIBIO, Centro de Investigação em Biodiversidade e Recursos Genéticos, InBio Laboratório 7 
Associado, Universidade do Porto, Portugal 8 
d
 SaBio IREC, Instituto de Investigación en Recursos Cinegéticos (CSIC-UCLM-JCCM), 9 
Ciudad Real, Spain. 10 
e
 Department of Agriculture, Food and the Marine (DAFM), Ireland. 11 
* corresponding author: andrew.byrne@ucd.ie; Telephone: +353 (0) 1 7166146. 12 
 13 
Word count: 7371 14 
Key words: Meles meles, biogeographical model, population size and density estimation, 15 
Mycobacterium bovis, ecological epidemiology16 
*Manuscript




The badger (Meles meles) is an important wildlife host for bovine tuberculosis (bTB), and is a 18 
reservoir of infection to cattle. Reliable indicators of badger abundance at large spatial scales 19 
are important for informing epidemiological investigation. Thus, we aimed to estimate badger 20 
social group abundance from a large-scale dataset to provide useful information for the 21 
management of bTB in the Republic of Ireland (ROI). Robust estimates of species abundance 22 
require planned systematic surveying. This is often unfeasible at large spatial scales, resulting 23 
in inadequate (biased) data collection. We employed species distributional modelling (SDM) 24 
using 7,724 badger main-sett (burrow) locations across the ROI at a 1ha scale. This dataset 25 
was potentially biased as surveying was directed towards areas with cattle bTB-breakdowns. 26 
In order to manage sampling bias, we developed a model where the environment was 27 
sampled using pseudoabsences geographically constrained to the potential survey area only 28 
(constrained model), in addition to a model where all of the ROI was sampled (non-29 
constrained model). Models predictive performance was assessed using internal (splitting the 30 
national-scale dataset) and external validation on independent datasets; the latter included 31 
278 main setts from a local-scale unbiased intensive survey (755km2). Finally, the 32 
relationship between predicted probability and observed abundance at local-scale was used to 33 
infer number of social-groups at the national level. The geographically constrained model 34 
showed moderate discriminatory power, but good calibration in both the internal and external 35 
validations. The non-constrained model resulted in higher discrimination but poorer 36 
calibration in the internal validation, indicating a limitation for national-scale predictions. 37 
Interestingly, there was a strong cubic relationship between predicted probability-classes and 38 
observed sett density in the local-area (R2=0.85 and 0.96; for the non-constrained and the 39 
constrained models, respectively). At the national-scale, the preferred model predicted a total 40 
of 19,200 (95% Confidence Interval: 12,200-27,900) social groups. Our analyses 41 
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demonstrated that under a critical perspective large-scale potentially biased datasets can be 42 
used to estimate variations in species abundance. The abundance predictions are in keeping 43 
with recent independent estimations of the badger population, and will be a valuable index of 44 
species abundance for epidemiology (e.g. risk mapping), species management (e.g. informing 45 
vaccine strategies) and conservation planning (e.g. assessing population viability). 46 
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1. Introduction 47 
Species distribution modelling (SDM) is a rapidly expanding area of research and is quickly 48 
becoming an essential tool for studying species distribution ranges and abundances for 49 
conservation and wildlife managers (Elith and Leathwick, 2009; Peterson et al., 2011). For 50 
instance, SDM is a useful approach to obtain large-scale information of wildlife species that 51 
harbour zoonotic infections, which is highly demanded for spatial epidemiology and disease 52 
control (e.g. Acevedo et al., 2014a; Ward et al., 2009; White et al., 2008). The advent of 53 
widely available large-scale digital datasets (e.g. land-cover, digital elevation models, etc.) as 54 
well as the development of robust computational and statistical software to model large 55 
datasets are contributing factors to this recent surge in interest and development (McDonald 56 
et al., 2013). Datasets on species occurrences are also becoming more accessible and 57 
available to researchers through the collection and dissemination of datasets in national or 58 
international clearing houses (e.g. Global Biodiversity Information Facility - GBIF), and 59 
through the digitisation of museum collections (Peterson et al., 2011). Many of these datasets 60 
are collections of – potentially spatially biased – presence points; locations where a species is 61 
known to occur at the time of survey. Often however, absence locations are unknown or are 62 
poorly estimated (due to the possibility of false negative errors). This has resulted in the 63 
development of alternative procedures for modelling species distribution without precise 64 
information of absences: the pseudo-absences.  65 
Relevant uncertainties in SDM are associated to absence data, and absences have strong 66 
effects on model parameterization and predictions (e.g. Lobo et al., 2010). For these reasons, 67 
researchers working with only reliable data for species presence have explored procedures to 68 
improve the selection of an appropriate pseudo-absence dataset: randomly (e.g. Wisz and 69 
Guisan, 2009), environmentally (e.g. Engler et al., 2004; but see Chefaoui and Lobo, 2008) or 70 
spatially stratified selection (Hirzel et al., 2001). Barbet-Massin et al. (2012) concluded that 71 
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the suitability of each procedure to select pseudo-absences highly depends of the algorithm 72 
used for modelling. For instance, they highlighted that randomly selected pseudo-absences 73 
yielded the most reliable models using regression techniques. In addition to the uncertainties 74 
in absence data, presence data obtained from opportunistic surveys often exhibit strong 75 
spatial bias in survey effort, meaning that some localities are more likely to be surveyed than 76 
others (e.g. Reddy and Dávalos, 2003). To address this problem, Phillips et al. (2009) 77 
proposed to select pseudo-absences so they reflect the same sample selection bias as the 78 
presence data. These authors showed that this procedure produces a more reliable picture of 79 
the species range, avoiding the overrepresentation of survey effort, than models developed 80 
with randomly selected pseudo-absences. 81 
In this context, we aimed to produce a large spatial scale index of badgers (Meles meles) 82 
abundance from a potentially biased dataset of main-sett (burrow) occurrence as a relevant 83 
tool for the management of bovine tuberculosis (bTB) in the Republic of Ireland (ROI). 84 
Badgers are an important wildlife reservoir species for Mycobacterium bovis, the causative 85 
agent of bTB, in Britain and Ireland, and have been epidemiologically linked with the disease 86 
in cattle (Griffin et al., 2005). Wildlife abundance estimates in these situations are highly 87 
demanded, especially where high profile wildlife conflicts are apparent (Acevedo et al. 88 
2014a). Some potential bias was expected in our dataset since sett occurrences were obtained 89 
under a survey exclusively motivated by an epidemiological investigation into the potential 90 
causes of cattle herd bTB breakdown, that is, a design far from ideal when determining the 91 
badger density distribution in ROI. Main sett numbers can be used as a proxy for social group 92 
abundance, as has been used frequently elsewhere (e.g. Acevedo et al., 2014b; Judge et al., 93 
2014), and was shown to be a good indicator of badger abundance (e.g. Lara-Romero et al., 94 
2012), therefore modelling setts occurrence an index of badgers relative abundance can be 95 
also estimated. However, some caution has to be employed when extrapolating to badger 96 
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abundance due to the variation in social group sizes and the rare occurrence of two main setts 97 
within one territory (Byrne et al., 2012a).  98 
Badger-habitat relationships are relatively well known in Ireland and Britain (e.g. Hammond 99 
et al., 2001; Newton-Cross et al., 2007) and they were used to predict badger or sett 100 
abundance in these regions previously (Etherington et al., 2009; Reid et al., 2012; Sleeman et 101 
al., 2009). However, little is known in ROI about the spatial variation the badger density, 102 
especially in areas that do not have bTB problems in cattle, and there are currently no large-103 
scales indices of badger abundance in this country. This study is the first to predict the spatial 104 
variation in badger social group density at the national scale in ROI. The current study 105 
benefits from having both an extensive large-scale dataset (30,610 setts; 7,724 main setts) 106 
and a smaller-scale intensively surveyed dataset (1,009 setts; 278 main setts) from which 107 
internal and external validation processes of the model predictions can be implemented. The 108 
results of this study are particularly important for future epidemiological modelling and for 109 
the design of disease management strategies. 110 
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2. Methods 111 
2.1 Datasets 112 
Two datasets were utilised in the present study – each collected for different purposes, at 113 
different scales and survey intensity. Both datasets include the presence of main and non-114 
main setts. Main setts are large burrow systems; larger than non-main setts and more 115 
frequently used by the badgers of a social group (Byrne et al., 2012a). Typically there is one 116 
main sett per social group; therefore the number of main setts can be used as a proxy for 117 
badger social group abundance (Byrne et al., 2012b; Etherington et al., 2009; Judge et al., 118 
2014). Main setts are conspicuous and exist for long periods of time (>100 years in some 119 
recorded cases; Byrne et al., 2012a), and so they are likely not to suffer greatly from 120 
detectability issues.  The first dataset (“national-scale dataset”) was generated due to a 121 
national-scale badger management program where badger sett surveys are required as part of 122 
an epidemiological investigation into the potential causes of cattle herd bTB breakdowns 123 
(Byrne et al., 2013a, b). These location data were generated during 2004-2012. The second 124 
dataset (“local-scale dataset”) was generated during a vaccination trial in north-west Co. 125 
Kilkenny (see Byrne et al., 2012b). The area was surveyed intensively during a mark-126 
recapture study from 2008-2012. The survey area was delineated as part of the study design 127 
with borders composing primarily of rivers and roads. 128 
2.2 National-scale Dataset 129 
During these surveys, field staff record the location of setts found on index herd (the bTB 130 
breakdown farm) farm land and in areas up to 2km from the index herd land parcel boundary.  131 
The greatest survey intensity is focused on the index farm land and the contiguous herds 132 
immediately surrounding the index herd. However, focal surveys of the surrounding 133 
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landscape are undertaken; this includes the use of detailed maps and orthophotography to 134 
locate and survey areas with greater likelihood of badger sett presence. Local farmer and 135 
huntsman knowledge supplement the surveying effort. Because of this approach, we are 136 
certain of the location of setts, but we are uncertain as to the true extent of the survey and 137 
where true absences can be located. As the surveying of badgers was directed towards areas 138 
with herd bTB breakdowns, we were aware that there is a possible sampling bias within the 139 
dataset. We implemented a geographic constraint by choosing pseudo-absences from areas 140 
with the same underlying biased sampling distribution as the presences, in order to address 141 
potential sampling bias (Phillips et al., 2009). Fortunately, we know that the maximum 142 
distance away from a herd breakdown that was surveyed was 2km, therefore we could use 143 
this rule to construct a potential maximum extent surface (PMES) from which environmental 144 
availability could be assessed (Figure 1). Constraining the pseudo-absences samples from this 145 
distribution allows for improved modelling performance while increasing the likelihood of 146 
the pseudo-absences representing true-absences (Phillips et al., 2009; Zaniewski et al., 2002). 147 
As most of our surveying took place at mid to low latitudes, we also constrained our PMES to 148 
areas below 300m ASL (i.e. higher altitudes were undersampled) in order to avoid the 149 
inclusion of pseudo-absences beyond the environmental domain represented in the survey. 150 
We used 10,000 pseudo-absences to assess available environmental conditions in the 151 
sampling area (see Baret-Massin et al., 2012; Phillips and Dudik, 2008; Wisz and Guisan, 152 
2009). Pseudo-absence points were restricted from raster cells containing any presences 153 
(main and non-main setts; total known setts: 30,610) and a minimum distance between 154 
pseudo-absences was imposed (500m coinciding with typical Irish main sett spacing; Byrne 155 
et al., 2013b). The spatial scale of the raster dataset was 1ha (our spatial unit for modelling), 156 
as most national-scale environmental layers could be scaled to this size and this size was used 157 
in a recent badger study for England and Wales (Etherington et al., 2009). 158 
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To evaluate the PMES constrained approach, we also constructed models for comparison 159 
using pseudo-absence locations (10,000) drawn randomly from the entire country (ROI), with 160 
the exclusion of the ‘local-scale dataset’. 161 
2.3 Local-scale dataset 162 
Extensive surveys, by trained experienced field staff, were undertaken in a 755km2 area in 163 
north-west Co. Kilkenny as part of a bTB vaccination trial for badgers (see Byrne et al., 164 
2012b; Figure 1). Due to the intensive nature of the surveys and the defined boundary 165 
delineating the survey extent, these data could be considered a presence-absence dataset 166 
(though there may be a low probability that some main setts were undetected or misclassified 167 
as non-main setts).  168 
2.4 Modelling approach 169 
We modelled probability of occurrence (see Acevedo and Real, 2012) for badger main sett 170 
construction using a binary logistic regression. Logistic models were built by first assessing 171 
the relationships between outcome and independent variables using univariate models. All 172 
independent variables with significant associations with the outcome variable at α=0.1 were 173 
further investigated within a multivarible logistic regression. The predictors used, and their 174 
sources, are listed in Table 1. Layers were converted to a raster grid and resampled to a 1ha 175 
scale. Coarse grained datasets (e.g. CORINE) formed an index by enumerating the number of 176 
25m grids (0.0625ha) of the habitat type within 300m of the 1ha grid square (following Reid 177 
et al., 2012). Finer resolution datasets applied the same index, but restricted the search 178 
window to 100m (i.e. forest cover). Hedgerow density was measured as an index based on a 179 
national map of all hedgerows (vegetated field boundaries) ≥2m in width based upon 180 
automated image processing of orthophotography (S. Green, Teagasc).  181 
For strongly correlated predictor variables, only the variable most strongly correlated with the 182 
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outcome variable was retained (Newton-Cross et al., 2007). Screening for linearity was 183 
assessed visually using LOWESS smoothed curves. Where non-linear relationships were 184 
found dependent variables were suitably transformed (e.g. by the inclusion of quadratic 185 
terms; Dohoo et al., 2009; Chapter 15, p365-380). If additional variables (e.g. quadratic term) 186 
were significant, they were retained in the model (Dohoo et al., 2009; Chapter 15, p365-380).  187 
These quadratic term variables were also centred to decrease the Variance Inflation Factor 188 
(VIF) within the model (Dohoo et al., 2009; Chapter 14, p. 338-340). The VIF cut point was 189 
≤10 before variable was centred. We assessed the robustness of our final models using 190 
bootstrap analysis (using the SWBOOT function in Stata 10) with 100 bootstrapped repeats 191 
of backward stepwise logistic regression on candidate variables (Austin and Tu, 2004). 192 
Variables that were significant in >70% of bootstrap samples were included in the final model 193 
(Austin and Tu, 2004), with the exception of the geographical coordinates (x and y) which 194 
were retained in all candidate models.   195 
Newton-Cross et al. (2007) highlighted how validation of badger-habitat models have been 196 
extremely limited, therefore we implemented both internal (splitting the national dataset) and 197 
external validation (independent local dataset). National-scale sett data was split into training 198 
(70%) and validation (30%) datasets in order to perform an internal cross-validation process. 199 
Models were built from the training dataset and then predictions were made on the validation 200 
data to assess predictive performance (Fielding and Bell, 1997). As this process is affected by 201 
the subsample taken for the training and testing datasets, we repeated the process 10 times 202 
(Etherington et al., 2009) and report the mean values of the statistical parameters describing 203 
model predictive performance.  In addition, an external validation was carried out on the 204 
local-scale dataset. We followed Steyerberg et al. (2010) by assessing the predictions of the 205 
overall final national models (“development models” based on 7,724 sett locations) on the 206 
independent local-scale dataset.  For both internal and external validation we evaluated the 207 
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discriminatory performance of the models using the area under the ROC curve (AUC; see 208 
Lobo et al., 2008). We also estimated Cohen’s Kappa, sensitivity (SE), specificity (SP) and 209 
the True Skill Statistic as complementary measures of discrimination. The values of the latter 210 
statistics are dependent on the threshold chosen, we chose “optimal” thresholds that 211 
maximised the highest combination of SE and SP (Reichenheim, 2002). Hosmer-Lemeshow 212 
tests were used to evaluate the models in terms of calibration (reliability), as a 213 
complementary and informative characteristic of the model’s predictive performance 214 
(Jiménez-Valverde et al., 2013). We extended our evaluations of calibration on the local-scale 215 
dataset (external validation) by assessing the maximum and mean difference in predicted and 216 
observed probabilities (Emax and Eavg, respectively) and the calibration slope (Hosmer and 217 
Lemeshow, 2000; Steyerberg et al., 2010). The calibration slope (β) was estimated from a 218 
linear regression (predicted probabilities versus observed frequencies), with β ≈ 1 and α ≈ 0 219 
indicating near perfect calibration (α is the intercept of the calibration slope).  Values β < 1 220 
indicate overfitting;  α ≠ 0 indicates whether predictions are systematically above or below 221 
expectation. Inspection of the calibration was initially undertaken by graphing the predicted 222 
and observed probabilities using decile bins (a Hosmer-Lemeshow plot) and then using a 223 
LOWESS smoothing algorithm (bandwidth: 0.2) against predicted probabilities (Steyerberg 224 
et al., 2010); Eavg and Emax were calculated using the predicted values from the LOWESS 225 
smoothing algorithm.  226 
2.5 Assessing the relationship between probability of sett occurrence and social 227 
group abundance 228 
We evaluated ability of the national models (constrained and non-constrained) to predict main 229 
sett densities by regressing the observed (main sett) density by the predicted probability 230 
(Boyce et al., 2002). We classified probability values using 10 quantiles (deciles), and 231 
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accordingly calculated the area adjusted density for each class within the Kilkenny area. We 232 
fitted simple linear regression models, and investigated 2nd and 3rd order polynomials 233 
transformations of the independent variable (i.e. linear, quadratic and cubic transformations) 234 
using R2 as the assessment of model fit (Etherington et al., 2009). We used the best fitting 235 
regression model to predict the number of main setts within the Kilkenny area, and compared 236 
the result with the observed number of main setts. We used the relationship between 237 
probability quantiles and density to map the predicted densities across ROI.  238 
All data manipulation and modelling was performed in Stata 11 (Stata Corp.), and GIS 239 
operations were performed in ArcGIS (ESRI).240 
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3. Results 241 
3.1 Factors affecting badger sett occurrence 242 
A number of factors were found associated with badger sett presence across the two 243 
modelling approaches, constrained and non-constrained models (see Table S1 and S2 in 244 
the Supplementary Material, respectively). Across the two models, setts were most 245 
strongly positively affected by local hedgerow density. The relationship between slope, 246 
and elevation, and the probability of sett presence was quadratic in nature. This indicates 247 
greater likelihood of setts occurring on gentle slopes (<15º) and in moderate altitudes 248 
(30m-170m; Figure S1). The constrained model also suggested that there was a 249 
significant negative relationship between the sine (eastness) of the aspect of the slope and 250 
the probability of sett presence. Badger setts tended to be significantly positively 251 
associated with greater forest cover and pasture habitats within close proximity (300m of 252 
sett grid square). Setts were negatively associated with blanket bog, water edge and 253 
altered man-made surfaces (e.g. open mines and landfills). Badger setts were negatively 254 
associated with shallow, poorly drained soil types (constrained model) and positively 255 
associated with deep, well-drained soil types (non-constrained model).  256 
3.2 Internal cross-validation 257 
3.2.1  Constrained model 258 
The total area of the PMES was 49,002 km2 (66% of the total land area of ROI; Figure 1). 259 
The constrained national model exhibited moderate discriminatory power, with a mean 260 
AUC = 0.71 (range: 0.69-0.73; Table S3) in the internal validation. Other metrics of 261 
discrimination are presented in Table S3. The model performed well in terms of 262 
calibration in the internal validation datasets (Hosmer-Lemeshow test: mean P= 0.380, 263 
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range: 0.160 -0.645; Table S3). 264 
3.2.2 Non-constrained model 265 
The final non-constrained model performed better in comparison with the constrained 266 
model in terms of overall discriminatory power, with a mean testing AUC = 0.77 (range: 267 
0.75-0.78), see also Table S4. The model performed poorly in terms of calibration, with a 268 
Hosmer-Lemeshow test mean P= 0.042 (range: P<0.001- 0.200) (see Table S4). 269 
Observing the calibration slope, suggested that the model poorly predicted the 270 
proportions of presences at high predicted values (i.e. the final decile). 271 
3.3 External validation – local-scale dataset 272 
3.3.1 Constrained model 273 
The final constrained model performed well when tested on the local-scale dataset. There 274 
was no drop in AUC between the final constrained model and local-scale dataset, in fact 275 
the model performed marginally better at local-scales (internal validation AUC: 0.71 vs. 276 
external validation AUC: 0.72; Table 2). When the final model was used to predict to the 277 
local-scale dataset, there was some evidence that calibration fit had (non-significantly) 278 
declined (Homser-Lemeshow test: P= 0.087). The mean difference between observed 279 
frequencies and predicted probabilities, Eavg, for the final constrained model was -0.0008, 280 
whereas it
 
was -0.04 when predicting to the local-scale dataset. However, the β value 281 
from the calibration slope for both the final constrained model and the local-scale data 282 
were close to 1 (1.001, 1.009 respectively; R2 =0.97; Table 2), indicating that the model 283 
did not overfit the data. The α regression values (both models: -0.05) however, suggested 284 
that there may have been some minor systematic negative bias in the model predictions.   285 
3.3.2 Non-constrained model 286 
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The final non-constrained model exhibited a decline in discriminatory power when 287 
predicted to the independent dataset (internal validation AUC= 0.77 vs. external 288 
validation AUC=0.73; Table 2). Despite the final non-constrained model exhibiting 289 
problems with regards calibration in the internal validation, there was no significant lack-290 
of-fit when predicted to the local-scale dataset (P=0.574). The calibration slope was <1, 291 
indicating that there may have been some minor overfitting; α values were <0, indicating 292 
some minor systematic negative bias (Table 2).  293 
3.4 Relationship between probability of sett occurrence and sett density 294 
The final constrained model predictions (probability classes) were best associated with 295 
sett density with a cubic regression (R2 = 0.96; Figure 2b). The model performed very 296 
well when predicting main sett numbers, with the mean predicted number of setts (278 297 
main setts; 95% CI: 199 - 363) being the same as observed number of setts within the 298 
area (278 main setts). The model predicted 19,159 main setts (95% CI: 12,221-27,898; 299 
Table 4; Figure 3), and therefore social groups, at national scale. 300 
The non-constrained model could predict main sett density within the Kilkenny test area 301 
well, with the simplest linear regression model that best fitted the data being a cubic 302 
regression without a linear trend (R2 = 0.85; Figure 2a). The model predicted the number 303 
of main setts within the Kilkenny test area accurately (278 main setts; 95% CI: 191-372).  304 
This non-constrained national model predicted a total number of social groups for all 305 




4. Discussion 308 
4.1 Factors affecting sett distribution 309 
Different factors affected badger sett presence depending on the dataset used to construct 310 
the models. However, there was a general trend for badger setts in both models to occur 311 
in moderately steep areas, at relatively low elevations, in deep, well-drained soils types in 312 
areas that had sources of cover (hedgerows and/or forests) and forage (e.g. pasture). 313 
These findings concur generally with previous badger-habitat models, generated with 314 
data from various scales in Ireland, Britain and in other areas of Western Europe (e.g. 315 
Etherington et al., 2009; Hammond et al., 2001; Newton-Cross et al., 2007; Reid et al., 316 
2012; Schley et al., 2004).   317 
4.2 Model performance and general evaluation 318 
Models that attempt to encapsulate the species-habitat relationship of common, widely-319 
distributed, generalist species will generally have poor discriminatory power in 320 
comparison with restricted specialist species (McPherson and Jetz, 2007; Evangelista et 321 
al., 2008 but see Lobo et al. 2008). It has been shown that discriminatory power of a 322 
model may be improved by extending the geographic scale of the analysis (Acevedo et 323 
al., 2012; Jiménez-Valverde et al., 2013) – which is the complete opposite to what was 324 
employed during the present study to deal with the potentially biased nature of our 325 
sampling (during the collection of the national dataset) by geographically constraining 326 
where pseudo-absence points could be located (Philips et al., 2009; Zaniewski et al., 327 
2002). This was demonstrated by our non-constrained model having greater AUC (0.77) 328 
than the geographically constrained model (AUC= 0.71). In terms of presence/pseudo-329 
absence modelling, it is well recognized that an upper AUC limit <1 can only be 330 
achieved (Phillips and Dudik, 2008) with perfectly calibrated models theoretically only 331 
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reaching an AUC of 0.83 (Jiménez-Valverde et al., 2013). In other fields, it is well 332 
recognised that both measures of discrimination and calibration needs to be assessed and 333 
reported (e.g. epidemiology, Steyerberg et al., 2010), with calibration being of particular 334 
importance for predictive models (see also Jiménez-Valverde et al., 2013).  In this 335 
context, our models performed well in calibration (during internal and external validation 336 
procedures), and is therefore a useful framework to base density estimates. Our use of a 337 
number of calibration assessments (e.g. calibration slope (β), error around the slope 338 
(Eavg), and the calibration intercept (α)) should be considered for future biogeographical 339 
studies, especially for generalist species where calibration is important. 340 
Others have reported that data quality is probably the most important factor influencing 341 
general model performance, an aspect to which much more effort and resources should 342 
be devoted (Feeley and Silman, 2011). Indeed, our models can only be as good as the 343 
national-scale independent predictors on which we can base our inferences. While the 344 
datasets used in the present study are the best available, greater development and ground-345 
truthing of these layers will undoubtedly improve model performance in the future. 346 
Furthermore, there is room to improve the external validation of this model when other 347 
datasets become available (due to continuing research on badger densities in Ireland, for 348 
example), allowing for the model to become a dynamic tool for conservation and wildlife 349 
managers (Byrne, 2013). Such dynamical analytical approaches may be useful for other 350 




4.3 Density estimates at local and national-scales 353 
The probability values predicted from the models were strongly related to the observed 354 
main sett densities in the local-scale dataset. These models could predict observed main 355 
sett densities well, albeit with relatively wide confidence intervals. The models predicted 356 
a national social-group population (based on one main sett per social group; Byrne et al., 357 
2012b; Etherington et al., 2009; Reid et al., 2012) of 17,300 (95% CI: 10,200-25,900) 358 
and 19,200 (95% CI: 12,200-27,900) using the non-constrained and constrained models 359 
respectively. The latter estimate (the constrained model) is considered the preferred 360 
model, as we attempted to address the potential bias in our dataset during this analysis by 361 
geographically constraining the selection of pseudo-absences (Phillips et al. 2009). The 362 
poor calibration of the non-constrained national model was partially due to a reduced 363 
ability of the model to predict the proportions in the last decile of the calibration plot, 364 
suggesting the model could underestimate the greatest probability categories. This 365 
calibration issue is likely due to the underlying sampling bias introduced during the data 366 
collection. However, the non-constrained model performed well at the local-scale, 367 
indicating that the sampling bias is likely spatially structured with stronger effects 368 
expected in some areas, but not in the local-scale area. 369 
The last national badger population suggested that there were approximately 84,000 370 
(95% CI 72,000 -95,000) badgers present in Ireland (Sleeman et al., 2009). Using the 371 
crude measure of mean group size (4.1) reported by Byrne et al. (2012b), this population 372 
estimate would suggest that the population was composed of 20,500 (95% CI 17,600-373 
23,200) groups. This suggests that the estimations made during the present study are 374 
plausible.  375 
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Our density estimates for each probability class were remarkably similar to previous 376 
work done in Northern Ireland, England and Wales (Etherington et al., 2009; Feore, 377 
1994; Reid et al., 2012). Both Feore (1994) and Reid et al. (2012) found that social group 378 
density in Northern Ireland varied significantly amongst landscape classes with poor 379 
habitats (e.g. mountains) having a mean density of 0.08-0.33km-2, while optimum 380 
habitats (e.g. drumlin farmland) having a mean density of 0.81-0.85km-2. Overall, the 381 
present study suggests that mean group density in the ROI is substantially lower than in 382 
Northern Ireland (Figure 4a). This is mainly due to the fact that a large area of the ROI is 383 
of poor favourability for badgers (Figure 4b; Figure 3). Bog lands in central and western 384 
Ireland (i.e. raised and blanket bog habitats), wet lands of the north-west and 385 
mountainous areas in the south-west make up significant areas of low badger social 386 
group density.  The estimated densities across classes are similar to those estimated for 387 
England and Wales (Figure 4b). Across all four jurisdictions, the mean estimated 388 
densities for highly suitable landscapes are remarkably similar (range: 0.81-1.22) despite 389 
methodological differences between studies (Figure 4b).  390 
4.4 Practical applications – Indicator for epidemiology, management and 391 
conservation 392 
Indices of badger abundance have been associated with increasing risk of bTB in cattle 393 
herd breakdowns in both Britain and Ireland (e.g. Bessell et al., 2012; Griffin et al., 394 
2005). A ‘risk-map’ of badger abundance has been used to assess the relationship 395 
between indices of badger abundance nationally and likelihood of herd breakdowns in 396 
Britain (Ward et al. 2009; White et al. 2008). The resolution of the maps produced in this 397 
study will allow for future fine resolution spatial analyses of the badger-cattle 398 
epidemiological relationship within the ROI. Furthermore, the model outcomes presented 399 
here will be essential for assessing the potential risk to farms outside of the core bTB 400 
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areas from which the raw data was derived. Badger vaccination programmes (intra-401 
muscular, Bacille Calmette-Guérin) are currently being developed in six large-scale 402 
project areas in the ROI (2,796km2 total area) as a potential means of controlling bTB in 403 
badgers and, ultimately, in cattle populations (O’Keeffe, J., Byrne, A. and Martin, S.W., 404 
unpublished).  Designing, and implementing, such programs require indicative 405 
abundance maps such as those produced during this analysis to inform planning and 406 
management to maximise vaccine coverage. 407 
Badgers populations in ROI are currently managed (culled) on approximately 30% of the 408 
agricultural land (Byrne et al., 2013a; Sheridan, 2011). This regime has significantly 409 
decreased the relative abundance of badgers locally (Byrne et al., 2013b). The present 410 
models will facilitate managers and conservationists to design future programs that 411 
ensure the potential disease benefits of population control (Griffin et al., 2005), while 412 
ensuring the long-term viability of badger’s populations, as required by international 413 
legislation (Byrne, 2013).  414 
Conclusion 415 
We have shown that large-scale opportunistic datasets with reliable presence data can be 416 
used to capture the underlining structure of the species-environment relationship from 417 
spatially explicit models. The models, though based on data collected for other purposes, 418 
performed well as a tool to estimate probability of sett occurrence and abundance. 419 
Internal and external validations suggested that the models were well calibrated and had 420 
the ability to predict on independent datasets without large drops in performance. 421 
Predictions of sett density based on these models were in-line with previous work 422 
suggesting the results are plausible. As badgers are of particular interest due to their role 423 
in the epidemiology of M. bovis, the causative agent of bTB, the distribution and density 424 
21 
 
estimates from these models will be of particular utility for future epidemiologic 425 
research, and will form the basis of wildlife disease reservoir ‘risk-mapping’. 426 
Furthermore, as badger populations are currently under a culling management regime in 427 
part of the badger distribution in ROI, these estimates will be a cornerstone for future 428 
conservation assessments investigating the impact of culling on the national badger 429 
population.  430 
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Table 1 575 
Descriptions of independent variables used to construct habitat models for badgers in the 576 
Republic of Ireland. These predictors were chosen as they were found to be significantly 577 
associated with badger distribution in previous studies (see text). 578 
Independent variables  Description Derived 
Aspect (sine and cosine) Continuous; Index  Digital Elevation Model (20m 
resolution) 
Slope (degrees) Continuous; Degree Digital Elevation Model (20m 
resolution) 
Elevation (centred with 
quadratic term) 
Continuous; Metres Digital Elevation Model (20m 
resolution) 
TOPEX Continuous; Index of 
topographical exposure 
TOPEX model (Teagasc; S. 
Green) 
Geographic coordinates Continuous; Metres Irish Grid (Transverse 
mercator) 
Pasture  Continuous; Number of 25m 
raster cells within 300m 
CORINE (level 3) 
Arable Continuous; Number of 25m 
raster cells within 300m 
CORINE (level 3) 
Hedgerow  Continuous; Index (0-8853) Teagasc hedgerow map 
(Teagasc; S. Green) 
Forest cover  Continuous; Number of 25m 
raster cells within 100m 
Forest Cover Map (DAFF 
2007) 
Soil type Categorical/dichotomous Teagasc EPA soils and 
subsoils (Teagasc; S. Green)  
Parent material Categorical/dichotomous Teagasc EPA soils and 
subsoils (Teagasc; S. Green)  
Distance to river/lake Continuous; Meters  National digital map of lakes 





Table 2 581 
Performance of the national constrained and non-constrained badger sett distribution 582 
models in the Republic of Ireland using the internal validation (independent subset of 583 
data at national-scale) and the external validation (local-scale) dataset. 584 
 Constrained Non-constrained 
 Internal validation External validation Internal validation External validation 
AUC 0.71  0.72  0.77  0.73  
TSS 0.31  0.35  0.39  0.39  
Sensitivity 64.18  66.55  70.53  71.58  
Specificity 66.48  68.32  68.84  67.81  
Kappa 0.33  0.33  0.33  0.32  
Eavg -0.001 (R2: 0.97) -0.04 (R2: 0.97) -0.001 (R2: 0.98) -0.04 (R2: 0.98) 
Emax -0.15  0.15  -0.17  -0.26  
β 1.001  1.009  0.988  0.994  
α -0.05  -0.05  -0.04  -0.05  
HL-gof 0.256  0.087  <0.001  0.574  
AUC: Area Under the ROC Curve; TSS: True Skill Statistic; Eavg: Mean difference in 585 
observed and predicted probabilities; Emax: Maximum difference in observed and 586 
predicted probabilities; β: slope of the calibration regression; α: intercept of the 587 




Table 3 590 
Badger social group predictions of the non-constrained national model (pseudo-absences 591 


















1 0.081 0 0.205 26,760 2,155 0 5,476 
2 0.087 0 0.210 6,438 561 0 1,352 
3 0.105 0 0.225 5,680 598 0 1,276 
4 0.141 0.028 0.253 5,383 757 149 1,365 
5 0.199 0.095 0.302 5,069 1,007 481 1,533 
6 0.285 0.191 0.380 4,541 1,296 868 1,724 
7 0.406 0.315 0.498 4,289 1,743 1,350 2,137 
8 0.568 0.459 0.676 4,108 2,331 1,886 2,776 
9 0.774 0.624 0.924 3,915 3,031 2,444 3,619 
10 1.033 0.817 1.248 3,722 3,843 3,042 4,644 
Total social groups 17,324 10,220 25,902 




Table 4 595 
Badger social group predictions of the constrained model (pseudo-absences taken from 596 


















1 0.087 0 0.253 22,748 1,982 0 5,765 
2 0.180 0.079 0.280 6,479 1,165 513 1,817 
3 0.203 0.098 0.307 5,868 1,190 576 1,804 
4 0.189 0.088 0.291 5,791 1,097 509 1,685 
5 0.173 0.083 0.263 5,568 964 463 1,464 
6 0.187 0.097 0.277 5,191 971 504 1,438 
7 0.265 0.163 0.366 4,884 1,294 797 1,790 
8 0.440 0.335 0.544 4,652 2,046 1,559 2,533 
9 0.745 0.645 0.846 4,349 3,241 2,804 3,679 
10 1.215 1.048 1.381 4,288 5,208 4,495 5,922 





Fig. 1. The distribution of badger main-sett presence (n = 7,724) locations as used in the 600 
national-scale dataset for the Republic of Ireland. The shaded areas represent the 601 
potential maximum extent surface (see text for details) from which pseudo-absences were 602 
selected during the constrained model development. Inset: The local-scale dataset with 603 
the distribution of 278 main setts within the 755km2 survey area.   604 
Fig. 2. Relationship between probability values predicted from badger distribution 605 
models for the Republic of Ireland (A: non-constrained; B: constrained) and badger main 606 
sett density (km-2) within the local-scale area. The points represent the observed density 607 
per probability quantile (classes). The solid line is the predicted values; dashed lines are 608 
the 95% CI for a prediction (includes both the uncertainty of the mean prediction and the 609 
residual). 610 
Fig. 3. Density map of badger social groups (based on main setts km-2) in the Republic of 611 
Ireland produced from A: a non-constrained sampling national model; B: a constrained 612 
sampling national model.                        613 
Fig. 4. Mean national estimated density of badger social groups in the Republic of 614 
Ireland (ROI; present study), Northern Ireland (Feore, 1994; Reid et al., 2012) and 615 
England and Wales (Etherington et al., 2009; Judge et al., 2014). A: 95% CI around the 616 
national mean.  B: The error bars indicate the variation in density across all 617 
environmental classes (landscape types).  618 
                       619 
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Appendix S1 2 
Table S1: Final constrained model, with pseudo-absence points drawn from within the 3 
potential maximum extent surface (PMES; ~49,000km
2
).  4 
Variable     β SE z P>|z| 
Elevation (Ele) 
  






<0.001 <0.001 -5.67 <0.001 
Slope 
  






-0.004 0.001 -4.86 <0.001 
Pasture (300m) 
 
0.001 <0.001 15.73 <0.001 
Hedgerow 
  
<0.001 <0.001 26.80 <0.001 
Cover 
  
0.079 0.004 18.59 <0.001 
Y coordinate 
  
<0.001 <0.001 -4.80 <0.001 
X coordinate 
  
<0.001 <0.001 0.42 0.677 
Sine (Aspect) 
  
-0.081 0.024 -3.42 0.001 
Distance river (DR) 
 






<0.001 <0.001 6.44 <0.001 
Bog (y/n)   -1.374 0.143 -9.59 <0.001 
Made (ground)^ (y/n)   -1.498 0.456 -3.28 0.001 
Water edge (y/n)   -1.333 0.321 -4.16 <0.001 
Soil type Wald test (chi
2
 (DF: 3) =   36.40 <0.001 
Parent material Wald test (chi
2 
(DF: 12) =  173.65 <0.001 
Constant 
  
-1.325 0.075 -17.55 <0.001 
5 
Supplementary Material
Table S2: Final non-constrained model, with pseudo-absence points drawn from across 6 
the Republic of Ireland (~70,000km
2
).  7 
Variable   β SE z P>|z| 
Elevation (Ele)   -0.001 <0.001 -1.14 0.255 
 Ele
2
  <0.001 <0.001 -8.16 <0.001 
Slope   0.108 0.014 8.01 <0.001 
 Slope
2
  -0.004 0.001 -4.63 <0.001 
Pasture (300m)  0.001 <0.001 10.31 <0.001 
Dry grasslands (300m)  <0.001 <0.001 4.03 <0.001 
Hedgerow   0.001 <0.001 31.35 <0.001 
Cover   0.312 0.018 16.94 <0.001 
 Cover2  -0.016 0.001 -12.49 <0.001 
Y coordinate   <0.001 <0.001 -0.34 0.731 
X coordinate   <0.001 <0.001 -6.76 <0.001 
Bog (y/n)   -1.484 0.142 -10.47 <0.001 
Made (ground)^ (y/n)   -1.602 0.342 -4.68 <0.001 
Water edge (y/n)   -1.127 0.325 -3.46 0.001 
Soil type  Wald test (chi
2 
(DF: 7)) =  143.70 <0.001 
Parent material Wald test (chi
2 
(DF:6)) =   55.25 <0.001 
Constant   -1.531 0.096 -15.87 <0.001 
 8 
Table S3: Internal validation of the constrained national model. Models were trained using 70% of the dataset and then predicted to a 30% 9 
independent sample. The internal validation procedure was repeated ten times (set 1-10). 10 
 Training 
(70%) 
      Testing 
(30%) 
      
Set AUC Cut-
point 
TSS Sens Spec Kappa HL-gof AUC Cut-
point 
TSS Sens Spec Kappa HL-gof 
1 0.72 0.4 0.31 64.77 66.08 0.26 0.345 0.72 0.4 0.29 63.75 65.38 0.25 0.244 
2 0.72 0.4 0.31 65.45 65.38 0.26 0.155 0.69 0.4 0.27 62.59 64.12 0.24 0.525 
3 0.71 0.4 0.30 65.09 65.13 0.26 0.232 0.73 0.4 0.32 65.36 66.95 0.28 0.230 
4 0.71 0.4 0.30 64.23 66.2 0.25 0.340 0.73 0.4 0.34 66.34 67.59 0.27 0.378 
5 0.71 0.4 0.31 65.34 65.32 0.26 0.186 0.71 0.4 0.30 63.26 66.51 0.25 0.585 
6 0.71 0.4 0.30 65.22 65.26 0.26 0.548 0.71 0.4 0.31 64.87 65.95 0.25 0.645 
7 0.71 0.4 0.31 63.92 66.73 0.26 0.280 0.71 0.4 0.30 66.77 63.48 0.24 0.331 
8 0.71 0.4 0.31 64.38 66.29 0.26 0.153 0.72 0.4 0.30 66.02 64.02 0.27 0.438 
9 0.71 0.4 0.31 65.45 65.31 0.26 0.252 0.71 0.4 0.29 64.89 64.48 0.27 0.262 
10 0.71 0.4 0.30 64.71 65.74 0.26 0.383 0.71 0.4 0.31 63.43 67.80 0.23 0.167 
               
Mean 0.71 0.4 0.31 64.86 65.74 0.26 0.287 0.71 0.4 0.30 64.73 65.63 0.26 0.380 
Max 0.72 0.4 0.31 65.45 66.73 0.26 0.548 0.73 0.4 0.34 66.77 67.8 0.28 0.645 
Min 0.71 0.4 0.30 63.92 65.13 0.25 0.153 0.69 0.4 0.27 62.59 63.48 0.23 0.167 
AUC: Area Under the ROC Curve; Cut-point: optimum threshold that maximises sensitivity and specificity; TSS: True Skill Statistic; Sens: 11 
Sensitivity; Spec: Specificity; Kappa: Cohen’s Kappa; HL-gof: Hosmer-Lemeshow goodness of fit test. 12 
13 
Table S4: Internal validation of the non-constrained national model. Models were trained using 70% of the dataset and then predicted to a 30% 14 
independent sample. The internal validation procedure was repeated ten times (set 1-10). 15 
 Training 
(70%) 
      Testing 
(30%) 
      
Set AUC Cut-point TSS Sens Spec Kappa HL-gof AUC Cut-point TSS Sens Spec Kappa HL-gof 
1 0.76 0.5 0.38 67.4 70.89 0.32 0.000 0.78 0.4 0.42 71.95 70.48 0.37 0.200 
2 0.77 0.4 0.40 71.23 68.43 0.34 0.000 0.76 0.4 0.39 67.76 70.83 0.33 0.086 
3 0.77 0.4 0.40 71.23 69.03 0.34 0.000 0.75 0.4 0.36 69.85 66.40 0.31 0.008 
4 0.77 0.4 0.39 70.13 69.35 0.34 0.000 0.76 0.5 0.37 66.47 70.05 0.33 0.001 
5 0.76 0.4 0.39 70.35 68.6 0.33 0.000 0.77 0.5 0.40 68.28 71.43 0.34 0.018 
6 0.76 0.4 0.39 70.61 68.81 0.33 0.000 0.77 0.4 0.39 71.35 68.05 0.33 0.057 
7 0.77 0.4 0.40 71.19 68.78 0.34 0.000 0.75 0.4 0.36 69.36 66.56 0.33 0.000 
8 0.77 0.4 0.39 71.22 68.22 0.34 0.000 0.76 0.5 0.40 68.99 71.04 0.34 0.002 
9 0.76 0.4 0.39 70.82 68.24 0.33 0.000 0.77 0.5 0.40 68.26 71.95 0.35 0.039 
10 0.76 0.4 0.39 70.7 68.38 0.33 0.000 0.78 0.4 0.41 71.46 69.30 0.36 0.007 
               
Mean 0.77 0.4 0.39 70.49 68.87 0.33 0.000 0.77 0.4 0.39 69.37 69.61 0.34 0.042 
Max 0.77 0.5 0.40 71.23 70.89 0.34 0.000 0.78 0.5 0.42 71.95 71.95 0.37 0.200 
Min 0.76 0.4 0.38 67.4 68.22 0.32 0.000 0.75 0.4 0.36 66.47 66.4 0.31 0.000 
AUC: Area Under the ROC Curve; Cut-point: optimum threshold that maximises sensitivity and specificity; TSS: True Skill Statistic; Sens: 16 
Sensitivity; Spec: Specificity; Kappa: Cohen’s Kappa; HL-gof: Hosmer-Lemeshow goodness of fit test. 17 
18 
Appendix S2 19 
Figure S1. An example of the quadratic relationship between the predicted 20 
probability of sett occurrence and elevation (above) and slope (below). Setts 21 
are most likely constructed at 50-170m above sea level and in moderate 22 
slopes below 15º (red reference lines).  23 
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