Abstract: Recently, there has been a huge interest in research toward visible light communication (VLC) targeted toward fifth generation (5G) and beyond standards. One of the performance limiting factors in visible light communications is the nonlinear characteristics of the light-emitting diode (LED), which is used as a transmitter in VLC. Among seminal works for mitigating performance-limiting nonlinearity, the modified cascaded multimodulus algorithm (MCMMA) based Volterra filtering approaches have been proposed recently for blind LED postdistortion. This work proposes an unsupervised normalized Hammerstein improved multistage clustering (HIMSC) based postdistorter that is formulated as a more suitable cost function, as compared with the Volterra-MCMMA-based approaches. Theoretical bounds on step size are found to ensure convergence of the proposed postdistorter. Simulations over IEEE 802.15 personal area network (PAN) channels indicate that the proposed normalized HIMSC delivers much better performance as compared with the Volterra-MCMMA in terms of mean square error (MSE) and bit error rate (BER) performance. 
Introduction
Lately, there has been a major thrust in signal processing techniques for reliable communication over the nanometer-wavelength scale which falls under visible light spectrum. Such communication is achieved by modulating the intensity of a light-emitting diode (LED) lamp at a high frequency imperceptible to the human eye, thereby achieving the dual purpose of illumination and digital transmission. This technique of communications in the visible spectrum is called visible light communications (VLC) [1] . VLC systems promise bandwidths of four to five times higher than traditional fourth-generation (4G) systems. However, their performance is limited by artefacts like LED nonlinearity and inter-symbol interference (ISI) due to the propagation channel. LED nonlinearity degrades the performance of VLC systems when multilevel constellations like pulse amplitude modulation (PAM) and quadrature amplitude modulation (QAM) are used with intent to improve the spectral efficiency. This distortion is more prominent in the high power/pulse mode of LED, where the nonlinearity is higher and the life time of LED is shorter which changes the LED characteristics dynamically. In such situations adaptive signal processing algorithms are required either at the transmitter (pre-distortion) or at the receiver (post-distortion) to maintain the bit error rate (BER) above the forward error correction (FEC) limit [2] of 3.8 × 10 −3 .
Post-distortion and pre-distortion techniques are generally complementary [3] , and are both valid solutions to mitigate the VLC channel artefacts. Some pre-distortion techniques use a static lookup table at the transmitter which is unsuitable for modelling dynamic change in LED characteristics due to ageing [4] . To remedy this, adaptive pre-distortion solutions have been proposed in [4] , [5] which utilizes output of the post-distorter at the receiver thereby making it an integral part of pre-distorter design [5] , [6] . Parallelly, there has been a growing literature on various supervised post-distortion techniques based on Volterra filtering and other nonlinear approaches [7] , [8] . However, most literature on unsupervised post-distortion for VLC still relies on multi-modulus algorithms (MMA) based approaches like cascaded-MMA (CMMA) [9] and the modified cascaded-MMA (MCMMA) Volterra filtering [2] , [10] , [11] .
In parallel, there is another independent paradigm that has existed in the domain of blind equalization for the past two decades called "multi-stage clustering" based approach [12] , which was found to outperform traditional paradigms like constant modulus algorithm (CMA), MMA and many others as found in [13] , [14] . More recently, a normalized phase-splitting variant of the multi-stage clustering paradigm was proposed in [15] , which significantly accelerates the convergence of the multi-stage clustering based approach. However, all the algorithms derived till date for the improved multi-stage clustering (IMSC) paradigm are designed for linear channels and are unsuitable for LED nonlinearity affected scenarios; and thus calls for complex receiver architectures.
In this work, the scope of unsupervised learning based post-distortion is explored with relevance to VLC channels. For blind post-distortion over VLC channels affected by LED nonlinearity, we propose an unsupervised normalized Hammerstein post-distortion structure for the improved multi-stage clustering based approach. We term this approach as normalized Hammerstein improved multi-stage clustering equalizer (HIMSC). We highlight various properties of the normalized HIMSC which reinforces its suitability for VLC system as compared to the existing blind MCMMAVolterra based approach. Additionally, a bound is derived for step-size over which the normalized Hammerstein-IMSC converges using classical adaptive filter theory based techniques. Further, an explicit expression for steady-state mean square error (MSE) floor as a function of step-size is derived in this work for normalized Hammerstein IMSC. Simulation carried over standard IEEE 802.15 PAN VLC channels indicate that indeed normalized HIMSC delivers better mean square error (MSE) and BER performance as compared to the IMSC or the MCMMA-Volterra algorithm with much lower computational complexity. Furthermore, the derived expression for steady-state MSE is validated via simulations carried over IEEE 802.15 PAN VLC channels.
In this paper, the following terminology is used: scalar at time k is represented by (·) k and vector at time k is represented by boldface with subscript k such as x k (which are elements of C K , K being the row dimension of the vector, and C denotes the field of complex numbers). Real part of a complex quantity is denoted by the superscript (·) R and {·}, and the imaginary part is denoted by (·) I and {·}. The transpose operation is denoted by (·) T .
System Model
In this section, the system model considered in this paper is described. Let s k denote the input constellation (with DC bias so as to be placed in the forward-bias of LED) at the k th time instant. It is passed through an finite impulse response (FIR) filter
This channel is modeled by the convolution of the lowpass impulse response of LED (which is modeled by a lowpass filter with cutoff frequency 20MHz) given in [16] , [17] and the IEEE 802.15 PAN VLC channel. It is to be noted that the lowpass response of the LED models its finite modulation bandwidth which greatly affects the system throughput. The received symbol at k th time instant x k is given as follows: where f (.) is a Rapp LED nonlinearity [17] which had been used to model a white LED, and n k is i.i.d (independent identically distributed) additive white Gaussian noise (AWGN) with variance σ 2 n . Mathematically, f (.) can be written as
where V max is the saturation voltage level (assumed to be 0.5), V i n is the input to the LED and f (V i n ) is the output LED intensity. V th is the cut-in voltage of the LED. The factor p controls the level of nonlinearity. For example, p = 0.5 has been considered to be a significant nonlinear characteristic in [18] and therefore the same has been considered throughout this work. The block diagram of the system model is given in Fig. 1 .
The channel consists of a linear FIR filter
(which models the IEEE 802.15 PAN VLC indoor channel [19] , [20] ). The equalizer considered in this paper is a nonlinear adaptive equalizer with observation x k as input.ŝ k−D is the equalizer estimate delayed by D samples, where D is the cumulative lag of the equalizer, such that K = 2D + 1. The output of the blind post-distorter is denoted by y k .
Proposed Normalized Hammerstein Improved Multi-Stage Clustering (HIMSC) based Post-distorter
In this section, we formulate the normalized HIMSC for unsupervised post-distortion in nonlinear LED affected VLC IEEE 802.15 channels. We define the following transformation on the regressor x k as follows as per the Hammerstein expansion:
where M is the order of the Hammerstein expansion. Let the equalizer weight at the k th instant be denoted by k = R k + j I k which is of same dimension as φ(.). Let us define
Using these expressions, we form the following cost function for the real and imaginary cost-function:
where {μ
and {μ
are the possible real and imaginary parts of the transmitted constellation, ρ is the spread parameter, and Q is the number of modulii used for channel equalization in a given stage of clustering. The cost-function in (5) is optimized by using a hierarchical clustering approach. For example, for 16-QAM, first initial convergence is achieved using classification of the constellation in the four-quadrants, i.e., μ The multi-stage clustering cost function is actually the a-posteriori probability density function (pdf) of y k parameterized by k (assuming equally likely transmit-constellation symbols) [12] , and b) The multi-stage clustering criterion can be viewed as the sum of correntropy between the filtered output and the points of the transmit constellation. Hence, the proposed normalized HIMSC cost function is a better similarity measure as compared to deviation from fixed modulii as in CMMA or MCMMA due to incorporation of higher order statistics of the error term. As mathematically proven in the literature [21] , correntropy converges to a lower MSE as compared to a simple squared deviation criterion due to incorporation of higher order statistics. Hence, intuitively, the second order fixed modulus based classical Bussgang cost functions like MMA are not sufficient for nonlinear channel equalization.
The cost function in (5) is optimized by a stochastic gradient algorithm with a normalized descent direction, which is updated as
where
which, as found in [15] (which has been derived for the linear channel case and can be extended to the VLC channels as well by considering the regressors as φ(x k )), is the solution to the following optimization problems for the real and imaginary parts of the phase splitting equalizer:
Derivation of step-size range for convergence
In this section, an upper bound on the step-size is derived so as to ensure convergence of the proposed normalized HIMSC. Let us denote the a-priori deviation from optimal weight o = R (o) + j I (o) as˜ k = k − o and a-posteriori deviation from optimal weights˜ k+1 = k+1 − o . Additionally, let us denote the real and imaginary modulus as μ R * and μ I * , such that μ
and μ I * =
I (o)
T φ(x k ). Further, we note that J HIMSC can be approximated as follows:
where( ·) operator denotes the approximation of the HIMSC cost-function to the nearest constellation point. In other words, we are approximating the multi-modal mixture in (5) by the most dominant component. Let us denote the output of the adaptive filter asỹ k =˜ (6), we can write as follows:ỹ k+1 =ỹ k − μe HIMSC (10) Squaring and taking expectation on both sides, we arrive at
where the statistical expectation operator is denoted by E[·], and
Consequently, we arrive at the following step-size range for convergence from (11) (i.e. to ensure that E[|ỹ k+1
2 )x, one can arrive at the following expressions under the assumption of Gaussian noise with variance σ 2 n as per integrals given in [21] :
Under the assumption of high signal to noise ratio, we get the following bound for the step-size range:
The following special cases of the expression derived in (15) can be derived based on value-ranges of S and σ 2 :
2 . This is intuitive as we can relax our bound to achieve a higher targeted S. 2) For S << σ 2 , we approximate (15) as 0 ≤ μ ≤ 2. Thus, we have a more strict bound to achieve a lower targeted S. 3) For S ≈ σ 2 , we approximate (15) as 0 ≤ μ ≤ 2 × 1.5 3 2 . Thus, one can conclude from above three points that the step-size range required for convergence becomes more stringent as one reduces the targeted excess mean square error floor S.
For adaptive equalizers, steady-state misadjustment is an important learning metric which, in turn, is influenced by choice of step-size. In the next section, we study the impact of varying the step-size on the steady-state misadjustment of the proposed normalized HIMSC.
Steady-State MSE vs step-size
Assuming convergence in (11), we arrive at
Assuming small S and σ 2 n at high signal to noise ratio (SNR), S + σ 2 n σ 2 and σ 2 n S we can approximate (16) as
Simplifying further and neglecting fourth order error terms, we arrive at
Simplifying and assuming S 2 → 0, we get
Now, we proceed to demonstrate an interesting property of the proposed approach. In (19) , if σ 2 n σ 2 , we can reduce (19) as
It is interesting to note that at high SNR, the steady-state MSE of the proposed normalized HIMSC is independent on the spread parameter σ 2 . This means that small tweaks in parameter values of σ 2 does not affect the performance of the proposed normalized HIMSC at high SNR. One can also infer from (19) , that as μ is increased, the steady state mean squared error also increases, which is intuitive from classical adaptive filtering theory [22] .
Simulations
In this section, simulations are presented to validate the normalized HIMSC with respect to MCMMA based Volterra post-distorter. The Hammerstein expansion was chosen with D = 4 and corresponding step-size were chosen so that they learn the LED characteristics at the same rate of the MSE learning curve. For normalized HIMSC, μ = 0.25 was used; while for Volterra-MCMMA, the μ = 0.0003 was chosen.The rms delay spread of the overall channel was calculated to be 19.94 ns and 18.75 ns respectively for "office" and "office with cubicles" scenarios, respectively. The transmit bit-rate was assumed to be 400 Mbps.
For Volterra-MCMMA, 45-linear taps and 25-second order taps as used in [2] was chosen. It is observed in Figs. 2 and 3 channels, the normalized HIMSC outperforms Volterra-MCMMA and converges to a lower MSE. The MSE curves are compared at 33 dB signal SNR. Also from Figs. 4 and 5, it can be concluded that at high SNR, IMSC, and normalized HIMSC demonstrate superior BER performance as compared to Volterra-MCMMA. This indicates that amongst unsupervised approaches, the normalized HIMSC is a superior paradigm to learn the post-distorter from the observations itself without the need of training symbols.
Furthermore, the steady-state MSE values obtained via simulations for various step-sizes are validated by the theoretical expression derived in (19) . It could be observed from Figs. 6 and 7 that the theoretically derived expression in (19) closely matches the simulated MSE floors in the high SNR regime. Also, it is observed that at high SNR (if we change the SNR from 40 dB to 36 dB) there is not much change in simulated value of steady-state MSE floor as a function of step-size which further validates the theory for steady-state MSE derived in this work. In other words, at high SNR, the same σ produces similar MSE characteristics. The proposed normalized HIMSC is much simpler computationally as compared to the blind MCMMA based Volterra equalizer in [2] . The unsupervised algorithm in [2] , needs O (8(45 + 25 2 ) + 2) operations as there are 45 linear taps and 25 second order taps in [2] and computational complexity of a simple Widrow-Hopf rule is O (8G + 2) real operations [22] , where G is the dimensionality of the regressors, whereas for comparison, for simulating the proposed normalized HIMSC, the use of D = 4 and M = 5 leads to O (10(45) + 2) real operations (that is, O (10G + 2) for normalized Widrow-Hopf rule, G in our case is 45). This indicates that the proposed normalized HIMSC is computationally less complex as compared to the Volterra-MCMMA in [2] and provides computational savings by a factor of 11.86 coupled with superior BER performance shown in Figs. 4 and 5. 
Conclusion
A novel unsupervised nonlinear post-distorter based on multi-stage clustering paradigm called normalized HIMSC was proposed and validated against existing Volterra-MCMMA over IEEE 802.15 PAN VLC channels. A suitable step-size range was theoretically derived to guarantee convergence of the proposed adaptive post-distorter. Superior MSE curves and BER performance as compared to Volterra-MCMMA was observed with lower computational complexity, thus validating its suitability as a blind post-distorter for VLC. Furthermore, theoretical expressions for steady-state MSE was derived analytically and validated by simulations over IEEE 802.15 PAN VLC channels, which reinforces the correctness of the theory derived in this work. These results also indicate that the multi-stage clustering based nonlinear filtering paradigm can be a preferred alternative, as compared to MMA/CMA and other blind post-distorters for VLC.
