Abstract. Time delays of gravitationally lensed sources can be used to constrain the mass model of a deflector and determine cosmological parameters. We here present an analysis of the time-delay distribution of multiply imaged sources behind 17 strong lensing galaxy clusters with well-calibrated mass models. We find that for time delays less than 1000 days, at z = 3.0, their logarithmic probability distribution functions are well represented by P (log ∆t) = 5.3 × 10 −4 ∆t β /M 2 β 250 , with β = 0.77, where M 250 is the projected cluster mass inside 250 kpc (in 10 14 M ), and β is the power-law slope of the distribution. The resultant probability distribution function enables us to estimate the time-delay distribution in a lensing cluster of known mass. For a cluster with M 250 = 2×10 14 M , the fraction of time delays less than 1000 days is approximately 3%. Taking Abell 1689 as an example, its dark halo and brightest galaxies, with central velocity dispersions σ 500 km s −1 , mainly produce large time delays, while galaxy-scale mass clumps are responsible for generating smaller time delays. We estimate the probability of observing multiple images of a supernova in the known images of Abell 1689. A two-component model of estimating the supernova rate is applied in this work. For a magnitude threshold of m AB = 26.5, the yearly rate of Type Ia (corecollapse) supernovae with time delays less than 1000 days is 0.004 ± 0.002 (0.029 ± 0.001). If the magnitude threshold is lowered to m AB ∼ 27.0, the rate of core-collapse supernovae suitable for time delay observation is 0.044 ± 0.015 per year.
Introduction
An object in our universe, such as a galaxy or a galaxy cluster, could bend light rays passing it and act as a lens to magnify or demagnify sources behind it [1] . This effect is known as gravitational lensing and has been developed into a powerful cosmological tool in recent decades [2] [3] [4] [5] . With the help of gravitational lensing, we can observe distant galaxies behind galaxy clusters which would otherwise be too faint to be observed, and analyze their properties. We can also measure the cosmological parameters that describe the geometry and the expansion rate of the universe [6] [7] . In addition, we can analyze the total mass distribution in lensing galaxy clusters [8] , regardless of the differences between luminous and dark matter [9] .
In strong gravitational lensing systems, multiple images are produced. Light travels along the stationary paths between two points in space time. A massive object, like a galaxy or cluster of galaxies located along the light path, in general affects and perturbs the light trajectory [10] . When lensed by a galaxy or a cluster of galaxies, light emitted by a source may travel along different light paths and be observed as different multiple images. Light from these images is received at different times. Thus, multiple images have different arrival times to the observer. The difference of arrival times between multiple images of the same source is called the time delay.
So far, time delays have been studied and applied in many ways: to constrain the Hubble parameter H 0 [11] [12] [13] ; to study the galaxy mass profile with Monte Carlo simulations [14] ; to measure the cosmological parameter w [15] [16] [17] [18] [13] ; to improve the mass models of galaxies with the time delays of quasars [19] .
Compared to quasars, light curves of type Ia supernovae (SNe Ia) evolve regularly with time, and have been extensively studied [20] [21] . Hence, they are potentially very useful as standard sources for constraining time delays in gravitational lens systems. In principle, they can also be used to constrain the Hubble constant through the measurement of the time delays [22] . SNe Ia play a key role as standard candles in distance measurements on cosmological scales. Supernovae provide direct evidence that the low-redshift universe is accelerating [23] [24] [25] . They act as the primary sources of heavy elements and potentially dust in the universe [26] . However, there is still debate on the progenitor models of SNe Ia [21] [27] . There are two major progenitor scenarios to explain the mechanism of Type Ia progenitor. In the single degenerate model [28] , a carbon-oxygen white dwarf accretes mass from a companion star, a subgiant, a helium star or a red giant, and reaches the Chandrasekhar mass limit, resulting in a thermonuclear explosion [29] [30] . In the double degenerate scenario [31] , two white dwarfs merge, approach the Chandrasekhar mass limit, and ignite. Recently, a third model gives another explanation of the possible SN progenitor scenarios. Instead of accreting the mass to the Chandrasekhar mass limit, the detonation ignites to the accreted He shell of one white dwarf, then the detonation shock wave comes to the core or near the center, and a second detonation happens [32] [33] [34] .
The rate of supernovae (SNR) reflect their formation mechanism. For example, corecollapse SNe (Type II and Ibc supernovae) arising from massive stars help us trace the star formation and may be used to constrain the star formation rate (SFR) [35] . A well established model of estimating the SNR for Ia SNe (SNR Ia ) is a "two-component" model [36] [37] [38] , with one component dependent on the recent star formation in the host galaxy and the other component dependent on the host stellar mass. The SN type Ia rate is a combination of these two components. The SNR Ia at intermediate redshift has been constrained using the SDSS-II dataset to z 0.12 [39] , and extended analysis to z < 0.3 [40] . At high redshift, the SN Ia rate is also tested and constrained, using the SNLS dataset to z ≈ 0.5 [41] and 0.1 ≤ z ≤ 1.1 [42] , the HST/GOODS survey up to z < 1.8 [43] [44] , and the Subaru Deep Field (SDF) to z < 2 [45] . The core-collapse supernova rate is also tested and estimated up to z ∼ 0.7, using the GOODS survey. With these data and the SNR model, we can estimate the lensed SNR in a cluster lensing system [46] .
The aim of this paper is to (1) develop a general function to describe the time-delay distributions in gravitational lensing systems; (2) estimate the lensed SNR as a function of time delay and magnitude in Abell 1689 to assess the feasibility of constraining mass models and cosmological parameters with lensed supernovae observationally.
The outline of the paper is as follows. In section 2, we develop a theoretical formalism for describing the time-delay distribution. The analysis and discussion of parameters for the distribution function are developed in section 3. In section 4, we model time-delay distributions of 17 massive lensing clusters. We analyze and fit the parameters of the distribution function, based on the results from modeling. In section 5, using the "two-component" model, we calculate the probability of observing supernovae in 35 known multiply imaged galaxies behind Abell 1689. Finally, we summarize our investigation and discuss future prospects in section 6. Throughout this paper, we assume a cosmological model with Ω m = 0.3, Ω Λ = 0.7, h = 0.7. Magnitudes are in the AB system.
Time delay theory
A light ray is deflected when it passes a cosmic massive object. In a lensing system, the light path from the source to the observer is changed according to the gravitational field near the lens. In the case of a multiple image system, lensing generally causes a difference in the arrival time of a galaxy image pair and hence generates a time delay. The time delay, ∆t, can be calculated as [10] 
is the characteristic length scale in the lens plane. Here σ v is the value of an effective velocity dispersion, D OS is the angular diameter distance between the observer and the source, D OL is the angular diameter distance between the observer and the lens, D LS is the angular diameter distance between the lens and the source, and z L is the lens redshift. We denote the image position in the lens plane by ξ and the source position in the source plane by η. Here y = |η|/η 0 , is the source position in the source plane, with
being the maximal distance to the caustic line. We define x i (i = 1, 2) as two image positions in the lens plane with x = |ξ|/ξ 0 . Here x, y are dimensionless vectors. The Fermat potential is defined as φ(x i , y)(i = 1, 2). For a two-image system, the larger the difference of their Fermat potentials, the larger time delay they will generate. The Fermat potential φ(x, y) can also be described by the lensing potential ϕ(x) [47] ,
We assume spherically symmetric lenses in what follows. Generally, for a lens with density distribution ρ ∝ r −δ , the time delay can be expanded as [8] [48]
where ∆t SIS represents the time delay for the Singular Isothermal Sphere (SIS; δ = 2), and r = (r i + r j )/2. If the term ∆r r is small, the higher order terms can be ignored. For real clusters, tidal perturbations from objects near the lens or along the line of sight [49] [50] may affect the images as well. An external shear can be added to the lens [48] , whose potential is
where γ is the strength of the shear, γ 1 = γ cos 2θ γ and γ 2 = γ sin 2θ γ , with θ γ being the angle between the direction of the shear and the major axis of the lens. Here ζ 1 , ζ 2 represent the components of the lens coordinate. Then more than 2 multiple images may be produced by each source, and the time delay between images i and j is [48] 
where r k = (ζ 2 k + ζ 2 k ) 1/2 with k = i, j is the distance of the image from the center. The shear affects the time delay in two-image lenses with r i = r j only slightly, while in four-image lenses with r i ≈ r j , the shear may play a significant role.
For a lens in a general quadrupole with total shear Γ = γ int + γ ext , the time delay can be estimated as [8] [51] 6) where κ is the average surface density in the annulus bounded by the images in units of the critical surface density and f int = γ int /Γ is the fraction of the quadrupole. Here ∆θ ij represents the angle between the images ∆θ ij = θ 1 − θ 2 .
To discuss the time-delay distribution in a lensing cluster, we start from a simple situation, in which the mass distribution of a lensing cluster is described by a SIS profile and no more than two multiple images are generated from each source. With the density ρ(r) = σ 2 v 4πGr 2 , the time delay is [52] 
from which it follows that ∆t ∝ y, i.e., the time delay is proportional to the location of the source. If the source is located within the strong lensing area enclosed by the caustic line, two images will be created. In this case, the normalized probability that the source is located between η and η + dη is [53] 
Hence, the normalized time delay probability distribution function can be simplified as
Here f (x) denotes a probability distribution function throughout this paper and ∆t peak is the time delay which has the largest probability. With f (∆t)d(∆t) = P (log ∆t)d(log ∆t), and d(∆t) = ln 10 · 10 log ∆t d(log ∆t), it follows that P (log ∆t) = ln 10 · 10 log ∆t f (∆t), i.e., the probability distribution function of the logarithmic time delay for the SIS profile is P (log ∆t) = 2 ln 10 ∆t 2 peak 10 2 log ∆t ; log ∆t log ∆t peak . (2.10)
The time-delay distribution is sensitive to the slope of the density profile [54] [55] . Steeper inner slopes tend to produce larger time delays [52] . There are several theoretical profiles established to describe the mass distribution of a cluster: the SIS profile, the dPIE profile (dual pseudo isothermal elliptical profile) [56] , and the NFW profile (Navarro-Frenk-White profile) [57] , etc. For a density distribution described as ρ ∝ r −δ , the density slopes δ for these three profiles are listed in table 1. The slope of the density profile may affect the distribution of the time delay in this way: compared to the SIS profile, the NFW profile has shallower inner density slope, but steeper outer density slope, which means that on small time delay scales, the distribution of the time delay will be stretched out to a higher probability, but on large time-delay scales, it will be lower than the distribution of a SIS profile. The dPIE profile has even shallower inner density slope but steeper outer density slope than the NFW profile, so the time-delay distribution of dPIE profile has the shallowest slope among the three profiles. Equations (2.9) (2.10) show that the time-delay probability distribution function is a power law for the SIS profile. Motivated by the discussion above, we make the simple ansatz that the time-delay probability distribution function can be approximated as: f (∆t) ∝ ∆t β−1 and P (log ∆t) ∝ 10 β log ∆t , or P (log ∆t) ∝ ∆t β . More details on the comparison of the ansatz and simulation results are presented in section 3.1. This ansatz is based on the assumption of the time-delay distribution generated by a twomultiple-image system. For clusters with complicated structures, as shown in equations (2.3), (2.5), (2.6), e.g., clusters whose mass distributions are described by clumps of potentials, the Table 1 . The slopes of the density profiles describing the mass distribution of a galaxy cluster and the slopes of the best-fitting functions to the time-delay distribution. More details of the best-fitting function and slope β are described in subsection 3.1.
situation is more complicated because more images are produced so more time delays are generated. Fortunately, the simulations described in section 3.2 and figure 2 show that the distribution of time delays generated by multiple images still obey a power-law distribution. After normalization, the probability distribution functions can be written as:
log P (log ∆t) = β log(∆t) + log(β ln 10) − β log ∆t peak ; ∆t ∆t peak . (2.13)
We can also write the cumulative probability distribution as
(2.14)
If we set β = 2, the probability distribution functions (2.11) and (2.12) reduce to the expressions for the SIS case, i.e., functions (2.9) and (2.10).
According to the virial theorem [58] , for a fixed radius, the enclosed mass is proportional to the velocity dispersion, M ∝ σ 2 v . From equation (2.7), for the SIS profile, ∆t peak, SIS ∝ σ 4 v ∝ M 2 . More generally, for a general profile with density distribution described as ρ ∝ r −δ , the expression for the time delay can be well approximated as ∆t ∝ ∆t SIS (δ − 1) (2.3), i.e., ∆t ∝ (δ − 1)M 2 . Hence, we can write the probability distribution function (2.13) as log P (log ∆t) = β log(∆t) + log(β
where C 1 , C 2 are constants to be determined. Here M 250 is defined as the projected mass within R < 250 kpc, in units of 10 14 M . In this equation, β and M 250 are parameters. If the value of β is fixed, on the right hand of the equation (2.15), the second and the fourth terms (i.e., log(β C 1 ln 10) and C 2 ) will be reduced to one constant:
fix ln 10). In this case, there will be only one constant C 2 to be determined. So the logarithmic probability distribution function can be reduced to log P (log ∆t) = β log(∆t) − 2β log M 250 + C 2 .
(2.16)
We will discuss β and C 2 in section 3. 
Modeling clusters of galaxies
In this section, we discuss how β depends on different mass profiles, and the effect of the mass on the time-delay distribution. Considering the time required for a realistic observation, small time delays, i.e., time delays no longer than 1000 days, are more suitable for an actual time-delay measurement in a reasonable amount of time. In this paper, we therefore focus on time delays less than 1000 days. We treat all time delays as independent from each other and the time delays are taken from all images pairs.
To get the time-delay distribution, we create an input catalog of sources. Time delays are created when there are multiple images, so we need to make sure that the input source plane covers the area enclosed by the caustic line(s) and includes all potential multiply lensed sources. On the other hand, the input source plane should be sufficiently well sampled so as to be sensitive to the mass distribution and potential differences in the lens. This is to make sure that small time delays are also produced. In this work, we choose an input source plane covering an area of 60 × 60 arcsec with 200 × 200 pixels in the source plane at z = 3. With the help of Lenstool [59] , we can obtain a list of all images of every source in the source plane. Then we compute the differences in the arrival times between multiple images from each source. For example, for a source with 3 multiple images: image1, image2, image3, we compute the differences of arrival times between each two of these three images. Then we get 3 time delays in total.
The slope of the time-delay distribution
The time-delay distributions for the SIS, the NFW and the dPIE profiles are simulated and computed. In simulating the time-delay distributions, we choose parameters similar to those of mass models of real clusters. We adjust the parameters of the profiles to make their distributions overlap. The results are shown in figure 1. In the NFW mass model, the velocity dispersion is 1810 km/s, the concentration is 3.579 and the scale radius is 618 kpc. In the dPIE mass model, the velocity dispersion is 1500 km/s, the core radius is 72 kpc, and the cut radius is 2000 kpc. For the mass model described by the SIS profile, we set the velocity dispersion to 400 km/s. A change in the velocity dispersion will shift the distribution horizontally but keep the slope unchanged. So for computational convenience, we keep the velocity dispersion and shift the distribution horizontally to make the results for three profiles overlap. All three profiles are circular. With time delays less than 1000 days, the slopes of the logarithmic probability distribution functions for the SIS profile, the NFW profile and the dPIE profile, are β SIS = 2.0 as expected, β NFW = 1.11, β dPIE = 0.78, respectively (see also table 1). The difference in slopes of the distributions arises from the difference in the density slopes of the mass profiles, as discussed in section 2. This shows that the slope of the time-delay distribution is strongly affected by the mass distribution, especially the density slope of the cluster.
An example: Abell 1689
With the help of deep Hubble Space Telescope (HST) imaging, Abell 1689 (z = 0.183) displays a large number of multiple image systems at the center of the cluster. Using information from these systems, the mass model of Abell 1689 has been extensively studied. We base our work on the mass model consisting of 35 plausible lensed sources and 116 multiple images [60] [61] [7] . Among them, 25 sources have confirmed spectroscopic redshifts, the other 10 systems have lensing modeling redshifts or/and photometric redshifts.
To check how the time-delay distribution depends on the mass distribution, we split the mass model of Abell 1689 into two parts. The first part (massive components) consists of a dark halo and the three brightest galaxies with central velocity dispersions σ 500 km s −1 . The second part includes all other substructures (subcomponent), that is, all other gravitational potentials with velocity dispersions σ smaller than 500 km s −1 . We compute the time-delay distribution in two different ways: First, we produce all time delays for Abell 1689 with the full mass model. Second, we compute time delays of Abell 1689 with only the mass model of the first part (massive components). The second part (subcomponent) itself produces only two multiple images, i.e., only one time delay. This is because most substructures do not gain enough mass to surpass the critical surface mass density, which is required for the structure to produce multiple images.
The time-delay distribution for Abell 1689 is shown in figure 2 . The histogram in green represents the distribution of the time delays of the 35 known sources. It is consistent with the simulation of the grid of hypothetical sources. A logarithmic probability distribution function (2.13) with slope β = 0.77 in red is also plotted. The blue curve represents the time delay distribution generated by the first part (massive components). From the figure, it is evident that the first part (massive components) succeeds in reproducing most relatively 'large' time delays, e.g., time delays larger than around 30 days. We conclude that small time delays are predominantly generated by substructures in the mass model. The typical offset between the observed and modeled images is about ∼ 1 [5] . Therefore, the individual time delays are affected. To test how the position offset affects the time-delay distribution, we plot the time delay distributions generated by two different mass models for Abell 1689. The result is shown in figure 2 . The black curve represents the time-delay distribution applied in this paper, while the dotted curve is the result when another mass model [62] is used. Though different models may produce different time delays, the slope of the distribution of the time delays is not strongly affected.
The time-delay distribution of a real cluster may be more complicated than the ones discussed in section 2. The structure of the lensing cluster may consist of more clumps of potentials with more complicated mass distribution, thus each source may produce more than 2 multiple images. To check how these extra multiple images affect the time-delay distribution and whether the distributions for real clusters can also be fitted with the power-law functions, we also plot the distribution of the longest time delays generated by each source in figure  2 . The figure shows firstly that compared to the 'longest' time delays, the total time-delay distribution can be fitted to a power-law function. Secondly, for small time delays, though none of them belong to the 'longest' time delays and there is no direct connection between the ansatz motivated by two image systems and those non-longest time delays, the distribution of the small time delays may also be fitted with a power-law function, which is implied by the simulation result of the total time delays. Finally, even though more multiple images are generated and more time delays are produced, the time-delay distribution still can be fitted well with a power-law function. Therefore, we proceed to apply the ansatz of the power-law functions (2.11) (2.12) deduced from two-image system to the real clusters with more multiple images.
Time delays in 17 clusters

Cluster selection and modeling
To further analyze the logarithmic probability distribution function of time delays and constrain the parameter and the constant in equation (2.13), we compute time-delay distributions by modeling 17 lensing clusters. The cluster selection procedure is based on two criteria: First, each lensing cluster system should have at least one image with a spectroscopicallyconfirmed redshift. Furthermore, the range of redshifts of the selected clusters should be as large as possible. The redshifts of the selected clusters range from 0.15 to 0.30 for models from LoCuSS [63] and from 0.30 to 0.45 for MACS models [62] . The selected clusters are listed in table 2. The modeling procedure is the same as described in section 3. To make a reasonable comparison, the input source file for each cluster should have the same number of sources. Moreover, the whole source area should have the same size and be sufficiently sampled to cover the multiple image areas described by the caustic lines. 
Estimating β
As for Abell 1689 (section 3.2), we fit power-law distribution functions to time-delay distributions generated from the 17 cluster models. The functions are fitted to the data with time delays less than 1000 days. The cluster masses [61] [63] and the fitting values of β are shown in table 2. The distribution of the parameter β is shown in figure 3 . The mean value isβ = 0.75, and the median value isβ = 0.79. With the least squares method, if the clusters are weighted equally to each other, we determine that the best-fitting slope is β = 0.77 for the 17 clusters, with standard deviations in log P (∆t) in the range [0.11, 0.30].
As a consequence, to a good approximation, β can be fixed in equation (2.16).
Parameter estimation
We fix the value of β = 0.77 in the logarithmic probability distribution function (2.16) and fit the function to the simulated data, and then find the best-fitting value for constant C 2 . With smallest deviations, we find that the best-fitting value is C 2 = −3.28. So the logarithmic probability distribution function (2.16) can be written as log P (log ∆t) = β log ∆t − 2 β log M 250 − 3.28, If we introduce β = 0.77, then the logarithmic probability distribution function is simply log P (log ∆t) = 0.77 log ∆t − 1.54 log M 250 − 3.28.
(4.3)
For a cluster with M 250 = 2 × 10 14 M , the probability of a time delay less than 1000 days is about 0.025. In figure 4 , we present modeled time-delay distributions for all 17 clusters and their logarithmic probability distribution functions (4.3) with sources at z = 3. Among the 17 systems, MACS1133 has much smaller multiple-image area enclosed by the caustic lines.
To make the small time delays detectable, for MACS1133, we change the input source area to 10 × 10 arcsec. For other clusters, we keep the input source as 60 × 60 arcsec.
The rate of lensed supernovae in Abell 1689
With the help of the gravitational lensing amplification, we can potentially observe supernovae which would otherwise be too faint for detection. If a source is located inside the multiply imaged surface defined by the caustic line, two or more images will be generated. We may therefore observe multiple images of a supernova in the source galaxies. For Abell 1689, we know 35 multiply imaged sources and 116 corresponding multiple images. For each multiple-image pair producing a time delay, we call the image arriving first to the observer the leading image. For example, for a source with 3 multiple images: image1, image2, image3, assuming the images have arrival times τ image1 < τ image2 < τ image3 , there are three image pairs: pair12, pair13 and pair23. The corresponding leading images are image1, image1 and image2, accordingly. So in this three-image system, only the image with the longest arrival time (in this case, it is image3) cannot be the leading image. That is, for 1 source having 3 multiple images, the number of the leading images are 3 − 1 = 2. Therefore, in a lensing system with m sources and n corresponding multiple images, the number of the leading images are n − m. According to this definition, in Abell 1689, there are (116 − 35 =) 81 leading images in total.
To estimate the probability of observing a leading supernovae image in Abell 1689, we need to know the supernova rate. The models for describing the supernova rate are dependent on the types of the supernova. The rate of core-collapse supernovae (SNR cc ) can be obtained from the star-formation rate:
where the parameter k cc can be determined by measuring the SNR cc and SFR. Here the factor of 10 −3 is multiplied into the function to simplify the parameter k cc . We also multiply factors in the following functions (5.2) (5.7) for the same reason. The SNR cc and SFR can be derived from observational data [43] [64] . By using the core-collapse SN rate density and comparing it against the SFR density, the parameter is constrained to be k cc = 7.5 ± 2.5 [36] . Alternatively, by using a Salpeter IMF and a progenitor mass ranging between 8 and 50 solar masses, the parameter is estimated to be k cc = 7 [46] . In this paper, we choose k cc = 10 as the upper limit, and k cc = 5 as the lower limit. For Type Ia supernovae, we use the popular "two-component" model to estimate the Type Ia supernova rate (SNR Ia ) [36] [37] [38] :
where M is the host stellar mass, and α denotes the exponent of the stellar mass. The first component describes the stellar mass contribution. The second component describes the host galaxy star-formation contribution. For parametersÂ and α, we chooseÂ = 1.05 ± 0.16 and α = 0.68 ± 0.01 [65] . The parameterB can be related to the SNR cc − SFR relation (5.1), where Θ = SNR Ia /SNR cc . The value of Θ has been estimated at redshift up to z ∼ 1.5 [43] . At redshift z < 1, the ratio of SNR Ia /SNR cc approximately ranges between Θ = 1/2 and Θ = 1/4, which is consistent with the result Θ = 0.35 ± 0.08 in nearby galaxies [37] . At higher redshift z > 1.0, inspired from figure 3 of [43] , we assume
Considering all sources in Abell 1689 have redshifts z > 1.0, in this work,B = 0.5 ± 0.17. This value is consistent withB = 0.39 ± 0.07 (based on redshift 0.2 < z < 0.75 [38] ). From their magnitude in F775W, we estimate the flux and the luminosity and then constrain their SFR [66] as
This conversion between UV flux and the SFR is for rest wavelengths, ranging from 1500 A to 2800Å, while our data [60] have observed wavelength in the range 6900Å to 8600Å. We assume these galaxies have flat spectra, as is typical for star-forming galaxies, so we can calculate the luminosity from the flux.
Note that multiple images from the same source should have the same inferred luminosity. To infer the luminosity of each image, we need to know their fluxes. With magnitudes of 116 images [60] [61], we can estimate their fluxes. Using Lenstool, we can get a magnification map on the image plane then read the values of the magnification on the map. Considering the gravitational magnification effect and k correction [67] [68], the flux can be calculated as log(F ν ) = [m AB + 2.5 log(|µ|) + 2.5 log(1 + z) + 48.6]/(−2.5), (5.6) where µ is the gravitational magnification factor, and z is the source redshift. When images are located close to the caustics, their gravitational magnification factors (µ) may be very large. Thus, the values of fluxes of these images derived from equation 5.6 are uncertain, and their luminosities estimated from the fluxes may not be reliable. So we neglect these images and average other luminosity values of images of the same source to constrainL ν . When we know their luminosities, from equation (5.5), we can calculate their SFR, and then SNR Ia (5.7) and SNR cc (5.1).
We also need to calculate the stellar masses and the star-formation rates for each galaxy. To estimate the stellar-mass contribution to the SNR, we separate the images into two groups. In group one, with data of photometry from HST/ACS in bands B, V, I, Z, ground-based near-infrared imaging and Spitzer/IRAC photometry [61] , we derive their stellar mass from SED fitting [69] . In group two with insufficient photometric data, we estimate the mass contribution based on the ratio of mass and star-formation contribution to the SNR derived from group one. The median value of this ratio, is only 2.9% (4.2%) of the upper (lower) limits of the star-formation part. In this paper, we choose its median value and assume the mass part contributes 3.5 % of the star-formation part. Therefore, for group two, the SNR Ia may be estimated as
We assume Type Ia supernovae have absolute magnitude M = −19.3 mag [43] , and corecollapse supernovae have M = −17.0 mag [70] . With their absolute magnitudes, considering the k correction, we calculate the apparent magnitudes for each supernova. Their apparent magnitudes of a supernova can be expressed as:
Here D L denotes the luminosity distance. This equation is used to constrain the magnitude when considering the magnitude thresholds in figures 5 and 7. The cumulative rate of observing the leading images of the lensed supernovae in Abell 1689 is shown in figure 5 . Among the total 81 leading images, we exclude 14 images from 5 sources with insufficient magnitude data [60] , so there are 72 leading images to be considered. Here N SN (< log ∆t) represents the cumulative rate of the supernova images observable in one year. We set the detection threshold to 26.5 mag in all bands. In that case, a total number of 70 of the 72 leading images are included. The resulting probabilities are 0.004 ± 0.002 for the Type Ia supernovae and 0.029 ± 0.001 for the core-collapse supernovae in one year, assuming time delays less than 1000 days.
We also compare our results to the results from other groups [46] . The result is shown in figure 6 . The difference in supernovae rates may arise from the difference in the lens model and/or the SNR prescription. .7), and the supernova rate from [46] , with time delays less than 5 years. The green and purple curves represent the logarithmic cumulative SNR cc and SNR Ia from [46] . Our results are shown in blue for SNR cc and in red for SNR Ia . The uncertainties of log N SN arise from the upper and lower limits of the parameters in the functions (5.1) (5.2) (5.7). At log ∆t ∼ 1.8, there is a fast increase in the log N SN . Firstly, in this region, there are more leading images included, so both our results and the results from [46] raise quickly. Secondly, the leading images have much larger SNR and uncertainties in their result. This causes an even faster raise and higher upper limit in their curves.
magnification factors for each images, and then produce different luminosities, and SFR. In addition, the different parameters chosen in the SNR model (5.2), e.g., k cc ,Â, α,B may also affect the constraint on SNR. In this paper, we choose k cc = 7.5 ± 2.5,Â = 1.05 ± 0.16, α = 0.68 ± 0.01,B = 0.5 ± 0.17, while in [46] , the parameters are k cc = 7.0,Â = 4.4 +1.6 −1.4 , α = 1.0,B = 2.6±1.1. Larger values ofÂ, α,B chosen will cause a higher SNR estimate. We applied the parameters of [46] to the functions (5.1) (5.2) (5.7), in an attempt to reproduce their results. The results fit well to their SNR Ia , but a significant discrepancies remain for SNR cc .
We estimate the probability of observing the leading supernova images as a function of magnitude threshold in figure 7 . The figure shows the cumulative rates of observable leading supernova images as a function of magnitude threshold, with time delays less than 1000 days. For a magnitude threshold of 27.0, we can observe 0.044 ± 0.015 core-collapse supernovae per year, with time delays less than 1000 days. Under the conditions of small time-delay scales and limited magnitude threshold, the probability of observing a leading supernova image is quite low. . The Type Ia supernovae involved are much brighter than those of the core-collapse supernovae. This causes a 'shift' in the distributions of the rates of Type Ia supernovae. At m AB around 24.7 for Type Ia supernovae, the curve flattens out. This is because all the Type Ia supernovae involved in the calculation have magnitudes smaller than about 24.7. The HST telescope has the magnitude limit in detecting the lensed sources. The James Webb Space Telescope may detect fainter lensed sources behind Abell 1689. As a sequence, Type Ia supernovae fainter than 24.7 will be detected, and the cumulative rate of observing a leading Type Ia supernovae (N SN ) will increase at m AB > 24.7 as well. This is also the case for the core-collapse supernovae when m AB > 27.0.
Summary and discussion
We analyzed the time-delay distributions in strong lensing systems. We found that we can describe the probability distribution of time delays as a power law function (2.16). In the function, there are two parameters, M 250 , β, and a constant C 2 . Modeling with mass profiles of SIS, NFW and dPIE (in figure 1) , we found that the parameter β is strongly affected by the slopes of the mass profiles of the lensing clusters. The shallower the inner density profile and the steeper the outer density profile are, the more the time-delay distribution will be stretched out to both the higher and the lower end, causing a lower β. By modeling Abell 1689, we found that the massive galaxies and halos mainly produce large time delays, while small time delays are predominated produced by substructures (galaxies) in the cluster. We also simulated and verified that the time-delay distribution generated by 'real' clusters with more than 2 multiple images from the same sources also obey the power-law distribution in figure 2 .
To estimate the parameter and the constant in the logarithmic probability distribution function, we modeled 17 strong lensing clusters as shown in figure 4 , using their well calibrated mass models. With the fixed best-fitting slope β = 0.77, we determined the best-fitting value of C 2 to the function (2.16). The resultant logarithmic probability distribution function (4.3) enables us to estimate the time-delay distribution of a cluster with known mass.
We also calculated the probability of observing the leading images of the lensed supernovae in Abell 1689. The SNR cc can be derived from the SFR (5.1). The "two component" model was applied to constrain the SNR Ia . We constrained the parameters in the function (5.2), and calculated the SNR for Type Ia supernova. We estimated the luminosity from magnitudes of images in Abell 1689 (5.6), derived the SFR from the luminosity (5.5), and then estimated the probability of observing a leading supernova image in the system as shown in figure 5 . Considering a typical magnitude limit of observations with m AB = 26.5, we can observe 0.004 ± 0.002 Type Ia supernovae and 0.029 ± 0.001 core-collapse supernovae per year. We compared the results in this work to [46] as shown in figure 6 , and discussed the possible reasons which may cause the differences.
We also constrained the cumulative rate of observing a leading supernovae image, as a function of the magnitude threshold (in figure 7) . If the magnitude limit is lowered to 27.0, the probability of observing the leading images of the core-collapse supernovae will be up to 0.044 ± 0.015 per year, with image separations within 1000 days. This probability is quite low, which means that detecting time delays from lensed supernovae will be challenging with current facilities.
