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1. Einleitung
Die Frage, welche Mechanismen das Universum auf großen Skalen bewegen, ist eine der
Fragen, auf welche die Menschheit seit jeher eine Antwort sucht. Eng verbunden mit
dieser Fragestellung ist die Frage nach der Konzeption von Raum und Zeit. In den letzten
Jahrtausenden gab es eine Vielzahl von Modellen, zum Teil auf Beobachtungen gestützt,
oder eher theoretischer Natur. Aus dieser Vielzahl an Arbeiten, auf die hier nicht im
Einzelnen eingegangen werden soll, kristallisierte sich zum Ende des 17. Jahrhunderts
die Newtonsche Mechanik heraus. Sowohl die Mechanik der Himmelskörper als auch die
irdische Mechanik wurde auf ein solides mathematisches Fundament gesetzt. Die darin
enthaltenen Konzepte von Raum und Zeit prägten maßgeblich die Naturwissenschaften.
Erst gute zwei Jahrhunderte später revolutionierte Einstein mit der speziellen [1] und
allgemeinen Relativitätstheorie [2] das Verständnis der Konzepte von Raum und Zeit und
bettete die Gravitation darin ein. Die Arbeiten von Newton zeigten sich als Grenzfall
für schwache Gravitationskräfte und kleine Geschwindigkeiten.
Erste Arbeiten zur allgemeinen Relativitätstheorie betrachteten symmetrische Systeme
analytisch oder schwache Felder in der Post-Newtonschen Näherung. Mit der fortschrei-
tenden Entwicklung der Computertechnik im 20. Jahrhundert entwickelten sich auch
vermehrt numerische Methoden und Konzepte zur Lösung der Einsteinschen Feldglei-
chungen. Ein Ziel der numerischen Relativitätstheorie ist die Simulation von Gravitati-
onswellen, welche z. B. beim Zweikörperproblem entstehen. Der indirekte Nachweis der
Gravitationswellen gelang Hulse und Taylor mit dem 1974 entdeckten Pulsar PSR
1913+16 [3], der direkte Nachweis steht noch aus. Für den direkten Nachweis mittels erd-
gebundener Gravitationswellendetektoren1 bzw. dem geplanten Weltraumdetektor LISA
1Zurzeit besteht ein Netz aus den Detektoren Virgo, Ligo, TAMA, KAGRA und GEO600 [4].
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sind numerische Simulationen notwendig, um die experimentell gewonnenen Daten phy-









Abbildung 1.1.: Carter-Penrose-Diagramm der Minkowskiraumzeit. Die durchgezogene
Linie ist ein Cauchyblatt, welches asymptotisch nach räumlich Unendlich
i0 geht. Die gepunktete Linie ist eine lichtartige Blätterung welche asym-
ptotisch nach lichtartig Unendlich läuft. Die schwarz/grau Farbcodie-
rung zeigt eine mögliche Kombination der raumartigen und lichtartigen
Hyperfläche für das „Cauchy-Characteristic-Matching“. Die gestrichelte
Linie ist eine hyperboloidale Blätterung, welche sich als raumartige Blät-
terung bis I + erstreckt.
Für die Berechnung der erzeugten Gravitationswellen werden die Einsteinschen Feldglei-
chungen als Anfangswertproblem formuliert, d. h. es werden Daten auf einem Anfangs-
blatt vorgegeben, welche definierte Zwangsbedingungen erfüllen müssen, und dann mittels
Evolutionsgleichungen entwickelt. Je nach Wahl des Anfangsblattes ergeben sich unter-
schiedliche Problemstellungen, in Abbildung 1.1 sind mögliche Blätter in einem konformen
Diagramm der Minkowskiraumzeit skizziert. Die i± kennzeichnen für feste Raumkoordi-
naten den Grenzwert t → ∞, zeitlich Unendlich. Räumlich Unendlich, als i0 bezeichnet,
wird für feste Koordinatenzeit t im Limes r → ∞ erreicht. Die durch feste Koordinatenzeit
t beschriebenen raumartigen Blätter werden als Cauchy-Blätter bezeichnet. Auslaufende
Nullgeodäten erreichen asymptotisch das als I + bezeichnete zukünftige lichtartige Un-
endlich (future null infinity). Analog dazu ist der Ursprung einlaufender Nullgeodäten,
I −, das vergangene lichtartige Unendlich (past null infinity). Die durch die Nullgeodäten
aufgespannten Blätter heißen charakteristische Blätterung.
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Die meisten Verfahren der numerischen Relativitätstheorie arbeiten auf einer Cauchy-
Blätterung, welche sich nach i0 erstreckt und bei endlichem Abstand mit einem künst-
lichem Rand begrenzt wird. Da die Gravitationswellen erst bei I + wohldefiniert sind,
kann bei hinreichend hohem endlichen Abstand nur eine Näherung des Signals extrahiert
werden [5]. Einen anderen Ansatz bietet das „Cauchy-Characteristic-Matching“, bei dem
eine raumartige Blätterung und eine lichtartige Blätterung, welche sich bis nach I +
erstreckt, kombiniert werden. Beide Gebiete werden gleichzeitig evolviert und das Gra-
vitationswellensignal kann direkt bei I + analysiert werden. Eine Übersicht bietet z. B.
[6]. Eine vielversprechende Alternative ist die Arbeit auf sogenannten hyperboloidalen
Blättern. Dies sind raumartige Blätter die sich bis I + erstrecken. Eine Übersicht dieser
Methode bietet z. B. [7]. Eine solche Formulierung erlaubt die Analyse der auslaufenden
Gravitationswellen mittels der „Bondi news function“ direkt bei I + [8, 9].
Auf kompaktifizierten hyperboloidalen Blättern wird die physikalische Metrik bei I + sin-
gulär. Dieses singuläre Verhalten kann durch eine konforme Zerlegung der Metrik in eine
reguläre konforme Metrik und einen konformen Faktor, welcher die singuläre Struktur ab-
sorbiert, aufgefangen werden. Ein zu den Einsteingleichungen äquivalentes hyperbolisches
System für die konforme Metrik wurde von Friedrich [10] aufgestellt, dieses System ist
bei I + regulär. Erste numerische Arbeiten für schwache Felder wurden von Hübner [11]
vorgestellt.
Moncrief und Rinne [12] zeigten, dass sich die scheinbar singulären Terme bei I + ex-
plizit durch reguläre konforme Daten bestimmen lassen. Damit erhielten sie eine robuste,
eichfixierte Formulierung der Feldgleichungen. Erste numerische Ergebnisse dieser Kon-
zepte wurden von Rinne [13] publiziert. Dabei handelte es sich um über lange Zeiten sta-
bile und konvergente Evolutionen axialsymmetrisch gestörter Schwarzschildlösungen.
Für die numerische Evolution der Raumzeit werden Anfangsdaten benötigt. Anfangsda-
ten sind Lösungen des gekoppelten Differentialgleichungssystems der Zwangsbedingun-
gen, bestehend aus Hamilton- und Vektorzwangsbedingung. Das System der Differenti-
algleichungen ist bei I + singulär. Von Andersson, Chruściel und Friedrich [14–
16] wurden Bedingungen an die Regularität von Lösungen gefunden. Eine geometrische
Bedingung an die Gültigkeit der Regularitätssätze ist die Forderung konstanter mitt-
lerer Krümmung (CMC, constant mean curvature) der hyperboloidalen Blätterung. Im
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Kontext dieser Bedingungen wurden von Frauendiener [17] und Buchman et al. [18]
Anfangsdaten konstruiert.
Vor Kurzem wurde in [19] ein auf allen Achsen pseudospektraler Algorithmus vorgestellt
um axialsymmetrische hyperboloidale Differentialgleichungen zu lösen. Bisher wurde mit
diesem Verfahren die Wellengleichung auf hyperboloidalen Schwarzschildblättern gelöst
und mit Lösungen aus der Literatur verglichen. Diese Methode kann jedoch auch zur
Lösung der Einsteinschen Feldgleichungen in der 3+1-Zerlegung angewandt werden. Die
Implementierung der notwendigen Gleichungen ist zurzeit der aktuelle Stand der For-
schung.
Die vorliegende Arbeit verfolgt zwei Pfade, einerseits wird die CMC-Bedingung derge-
stalt abgeschwächt, dass Anfangsdaten mit asymptotisch konstanter mittlerer Krümmung
(ACMC, asymptotically constant mean curvature) konstruiert werden. Die Bedingungen
für die Regularität der Lösungen werden vom CMC-Fall übernommen und ihre Gültigkeit
für den ACMC-Fall vermutet. Die numerischen Ergebnisse unterstützen die Gültigkeit der
Vermutung. Die physikalischen Eigenschaften dieser Daten werden ausführlich diskutiert.
Andererseits werden die existierenden CMC-Blätterungen um Kerr-Newman-Schwarze
Löcher erweitert. Dies ermöglicht in einem weiteren Schritt die Konstruktion von An-
fangsdaten für gestörte rotierende Schwarze Löcher im Rahmen der bewiesenen Regulari-
tätsbedingungen auf CMC-Blättern. Im letzten Teil der Arbeit werden auf CMC-Blättern
Anfangsdaten für ein axialsymmetrisches Binärsystem Schwarzer Löcher konstruiert. Die-
se konform flachen Daten sind eine Rekonstruktion der Arbeit von Buchman et al. [18].
Die in den Daten enthaltenen Horizonte werden untersucht, sowie physikalische Eigen-
schaften diskutiert.
Diese Arbeit ist wie folgt aufgebaut. In Kapitel 1 werden allgemeine Grundlagen skiz-
ziert und Konventionen eingeführt. Insbesondere wird in Abschnitt 1.1 das hyperboloidale
Anfangsdatenproblem erläutert. Dafür wird zuerst in Abschnitt 1.1.1 die 3+1-Zerlegung
der Raumzeit und die Herkunft der Zwangsbedingungen erklärt. In den beiden folgen-
den Abschnitten 1.1.2 und 1.1.3 werden konform kompaktifizierte hyperboloidale Blätter
konstruiert. Dafür wird zuerst eine hyperboloidale Blätterung eingeführt, auf der eine
räumliche Kompaktifizierung durchgeführt werden kann. Die in Abschnitt 1.1.1 einge-
führten Zwangsbedingungen werden in Abschnitt 1.1.4 auf den hyperboloidalen Blättern
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formuliert. Da die konformen Zwangsbedingungen singulär sind, werden in Abschnitt 1.1.5
die Regularitätsbedingungen diskutiert. Das Ergebnis dieser Diskussion führt zu den zwei
Hauptkapiteln dieser Arbeit, Blätterungen mit asymptotisch konstanter mittlerer Krüm-
mung in Kapitel 2 und Blätterungen mit konstanter mittlerer Krümmung in Kapitel 3.
Für die physikalische Diskussion der konstruierten Anfangsdaten wird die Notation von
Horizonten auf den dreidimensionalen Blättern benötigt, diese sogenannten marginal ge-
fangenen Flächen werden in Abschnitt 1.2 eingeführt. Neben dem scheinbaren Horizont
als äußerste marginal auswärts gefangene Fläche legen wir ein besonderes Augenmerk auf
marginal inwärts gefangene Flächen, welche, wie wir argumentieren werden, Weiße Löcher
beschreiben und Klassen von Anfangsdaten ausschließen. Im letzten Einleitungsabschnitt
1.3 werden die verwendeten numerischen Methoden vorgestellt. Insbesondere wird kurz
angerissen, wie die auftretenden Differentialgleichungen mittels pseudospektraler Metho-
den hochpräzise gelöst werden. Außerdem wird ein Verfahren zum Finden der marginal
gefangenen Flächen vorgestellt.
Im ersten Hauptabschnitt dieser Arbeit, Kapitel 2, werden Anfangsdaten für einzelne
gestörte Kerrsche Schwarze Löcher auf hyperboloidalen Blättern mit asymptotisch kon-
stanter mittlerer Krümmung konstruiert. In den Abschnitten 2.1 - 2.3 werden die ent-
sprechenden hyperboloidalen Blätter konstruiert. In Abschnitt 2.4 wird das Differential-
gleichungssystem der Zwangsbedingungen für die numerische Lösung aufbereitet. In den
Abschnitten 2.5 und 2.6 werden die numerischen Ergebnisse vorgestellt und ihre physika-
lischen Eigenschaften diskutiert. Dabei werden marginal gefangene Flächen in den Daten
gesucht. Mittels einer Multipolanalyse des scheinbaren Horizontes wird nachgewiesen,
dass es sich tatsächlich um gestörte Kerrsche Schwarze Löcher handelt. Zum Ende wer-
den Aussagen zum Gravitationskollaps überprüft und eine neue Ungleichung für Schwarze
Löcher auf hyperboloidalen Blättern vorgestellt.
Der zweite Hauptabschnitt, Kapitel 3, beschäftigt sich mit der CMC-Blätterung. Im ers-
ten Teil werden Blätter mit konstanter mittlerer Krümmung für die Kerr-Newman-Familie
von Schwarzen Löchern konstruiert. Dazu wird in Abschnitt 3.1.1 eine Koordinatentrans-
formation vorgestellt, welche die Kerr-Newman-Lösungen auf Cauchyblättern in Kerr-
Koordinaten auf allgemeine kompaktifizierte hyperboloidale Blätter transformiert. In ei-
nem zweiten Schritt wird eine Differentialgleichung konstruiert, deren Lösung Blätter mit
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konstanter mittlerer Krümmung erzeugt. In Abschnitt 3.1.2 werden die numerischen Lö-
sungen dieser Differentialgleichung vorgestellt und diskutiert. Im zweiten Teil des zweiten
Hauptabschnittes werden Anfangsdaten für ein Binärsystem erstellt, diese Arbeit rekon-
struiert die Daten von Buchman et. al [18]. Im Anschluss an die Konstruktion der Daten
in den Abschnitten 3.2.1 - 3.2.3 wird in Abschnitt 3.2.4 der Horizontfinder aus Abschnitt
1.3.3 für das Binärsystem erweitert. Die Daten werden in den Abschnitten 3.2.5 - 3.2.6
unter Berücksichtigung der Resultate des Horizontfinders diskutiert.
In den Einleitungskapiteln werden die für diese Arbeit notwendigen Gleichungen und
Konzepte kurz angerissen, um Konventionen und Symboliken zu verdeutlichen. Eine um-
fangreiche Diskussion der Allgemeinen Relativitätstheorie und insbesondere der 3+1-
Zerlegung bieten die gängigen Lehrbücher2 und Übersichtsartikel.
In der vorliegenden Arbeit werden die folgenden Konventionen verwendet: Griechische
Indizes laufen von 0-3, wobei der Index 0 die Zeitkomponente darstellt. Kleine lateinische
Indizes laufen von 1 bis 3 und stehen für räumliche Komponenten. Konforme (unphysi-
kalische) Objekte werden mit einer Tilde gekennzeichnet. Wir verwenden Einheiten, in
denen sowohl die Lichtgeschwindigkeit c als auch die Newtonsche Gravitationskonstante
G identisch eins sind.
2z. B. Misner, Thorne, Wheeler [20],Wald [21], Carroll [22], Poisson [23], Baumgarte, Sha-
piro [24], Alcubierre [25]
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1.1. Das hyperboloidale Anfangsdatenproblem
1.1. Das hyperboloidale Anfangsdatenproblem
1.1.1. Die 3+1 Zerlegung
Ein Kernpunkt der allgemeinen Relativitätstheorie ist die Einheit von Raum und Zeit.





Viele analytisch bekannte astrophysikalische Lösungen der Einsteinschen Feldgleichun-
gen wurden im Kontext der vierdimensionalen Raumzeit gefunden (siehe z. B. Schwarz-
schild [26], Reissner [27], Nordström [28], Kerr [29], Newman [30, 31], Friedman,
Lemaître, Robertson, Walker [32–36], Neugebauer, Meinel [37]).
Um komplexere astrophysikalische Fragestellungen untersuchen zu können, sind nume-
rische Arbeiten jedoch unerlässlich. Im Rahmen numerischer Fragestellungen wird das
Bild der Einheit von Raum und Zeit verlassen, um die Einsteinschen Feldgleichungen als
Anfangswertproblem zu formulieren. Dabei werden die Feldgleichungen in ein System aus
Zwangsbedingungen, welche auf einem Anfangsblatt erfüllt sein müssen, und Evolutions-
gleichungen aufgespalten. Die Lösungen der Zwangsbedingungen heißen Anfangsdaten
und werden mittels der Evolutionsgleichungen evolviert. Für die Formulierung als An-
fangswertproblem bieten sich zwei Möglichkeiten an. Diese sind die 2+2-Zerlegung, bei
der Anfangsdaten auf einem Lichtkegel vorgegeben werden. Diese Methode erlaubt auf
natürliche Art und Weise die Analyse von Daten bei I +, die Nullgeodäten bilden jedoch
Kaustiken aus, welche numerische Arbeiten erschweren. Eine Übersicht über den Stand
der Forschung bietet z. B. [6].
Eine andere Möglichkeit ist die in dieser Arbeit verwendete 3+1-Zerlegung, d. h. die Zerle-
gung der Raumzeit in eine Folge von raumartigen dreidimensionalen Blättern konstanter
Koordinatenzeit. Aufbauend auf der 3+1-Zerlegung wird im Folgenden Abschnitt 1.1.2
beschrieben, wie im Rahmen der 3+1-Zerlegung Daten bei I + untersucht werden können.
Die Feldgleichungen lassen sich dann in ein System aus elliptischen Zwangsbedingungen
und hyperbolischen Evolutionsgleichungen zerlegen. Choquet-Bruhat [38] zeigte, dass
zu diesem Anfangswertproblem auf Cauchy-Flächen eine eindeutige Lösung existiert. Die
Arbeiten von LeFloch und Ma [39] erweitern die Aussagen von Cauchy-Blättern auf
9
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hyperboloidale Blätter. Eine mögliche Form der Zwangsbedingungen und Evolutionsglei-
chungen sind die üblichen ADM-Gleichungen [40–42]. Die raumartigen Blätter seien durch






gegeben. Dies ermöglicht eine Zerlegung des Linienelements in die Struktur
ds2 = gµνdxµdxν = −α2dt2 + γij(dxi + βidt)(dxj + βjdt) , (1.2)
mit der Metrik γij der dreidimensionalen Blätter, sowie dem shift βi und lapse α.3 Für
die Beschreibung der Zeitableitungen wird die äußere Krümmung Kµν verwendet. Diese









Mit diesen Ausdrücken folgen die Zwangsbedingungen und Evolutionsgleichungen durch
Projektion der Einsteinschen Feldgleichungen auf die Normale und die Blätterung. Da in




3Die deutschen Bezeichnungen wären Verschiebungsvektor (shift) und Intervall (lapse), diese sind jedoch
nicht gebräuchlich, deswegen wollen wir bei den gebräuchlicheren englischen Bezeichnungen bleiben.
4In dieser Arbeit wird für die äußere Krümmung die Vorzeichenkonvention von Wald [21] verwendet.
In dieser Konvention nimmt die mittlere Krümmung K bei I + positive Werte an, im Gegensatz zur
ebenfalls verbreiteten Konvention von Misner, Thorne und Wheeler [20].
5In Abschnitt 3.1 wird die Kerr-Newman-Familie betrachtet, für diese ist Tµν 6= 0. Für diese Objekte
wird eine CMC-Blätterung konstruiert, nicht jedoch das Anfangsdatenproblem gelöst. Anfangsdaten
werden in dieser Arbeit nur für Objekte mit Tµν = 0 konstruiert.
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Die Zwangsbedingungen sind
R +K2 −KijKij = 0 (1.5)
∇i(Kij − γijK) = 0 (1.6)
und die Evolutionsgleichungen
∂tγij = 2αKij + ∇iβj + ∇jβi (1.7)
∂tKij = α
(
Rij − 2KikKkj +KKij
)
− ∇i∇jα− βk∂kKij −Kik∂jβk −Kkj∂iβk . (1.8)
Die geometrischen Größen Rij, R und ∇i werden aus der dreidimensionalen Metrik γij
der Blätter erzeugt. Wenn die Zwangsbedingungen auf einem Anfangsblatt erfüllt sind,
so erhalten die Evolutionsgleichungen diese Eigenschaft.
1.1.2. Hyperboloidale Blätter
Die Anfangsdaten, d. h. die Lösungen der Zwangsbedingungen (1.5, 1.6), werden in der
numerischen Relativitätstheorie zumeist auf Cauchy-Blättern Σt konstruiert und dann
mittels der Evolutionsgleichungen (1.7, 1.8) entwickelt. Cauchy-Blätter verlaufen asym-
ptotisch nach räumlich Unendlich (i0), d. h. eine auslaufende Welle vollzieht auf einem
solchen Blatt unendlich viele Schwingungen bis sie i0 erreicht. Deswegen werden künstli-
che Ränder eingeführt, innerhalb derer die Gleichungen gelöst werden. Diese künstlichen
Randbedingungen erzeugen selbst für einfachste Fragestellungen ungewollte Reflektio-
nen [43] und können die numerische Evolution stark beeinträchtigen [44]. Des Weiteren
sind Gravitationswellen und physikalisch interessante Größen wie die Masse6 nur im Un-
endlichen, asymptotisch Flachen wohldefiniert. Eine Lösung bietet die Verwendung hy-
perboloidaler Blätter Στ , d. h. einer raumartigen Blätterung, welche asymptotisch gegen
lichtartig Unendlich (I +) geht.
Die Konstruktion hyperboloidaler Blätter ist durch die Einführung einer Höhenfunktion
(height-function) [45] möglich, andere Ansätze werden z. B. in [46, 47] diskutiert. Die
hyperboloidale Blätterung wird durch eine neue Zeitkoordinate erzeugt, diese ist durch
τ = t+ h (1.9)
6Auf Cauchy Blättern die ADM-Masse, auf hyperboloidalen Blättern die Bondi-Masse.
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definiert. Dabei ist h die Höhenfunktion, welche bildlich im Carter-Penrose-Diagram das
Blatt nach I + „hebt“. Die Höhenfunktion erhält man durch asymptotische Integration
auslaufender Nullgeodäten.
Das Verfahren der Konstruktion hyperboloidaler Blätter mittels asymptotischer Integra-
tion soll im Folgenden anhand der Schwarzschildlösung skizziert werden. In den Schwarz-











dr2 + r2(dϑ2 + sin2 ϑ dϕ2) (1.10)
gegeben. Diese Koordinaten sind am Horizont (r = 2M) singulär und erreichen für r → ∞
räumlich Unendlich, i0. In Schildkrötenkoordinaten (tortoise coordinates)







wird der Horizont nach r̂ → ∞ verschoben. Im Folgenden sollen darauf basierend Koor-
dinaten eingeführt werden, welche an Nullgeodäten angepasst sind.
V = t+ r̂ (1.12)
U = t− r̂ (1.13)
Auf Hyperflächen mit U = konst. liegen auslaufende Nullgeodäten. Für r → ∞ schneiden
diese Hyperflächen I + und bei r = 2M den Vergangenheits-Horizont (past horizon) des
Schwarzen Loches. Flächen mit V = konst. schneiden für r = 2M den zukünftigen Ho-
rizont und für r → ∞ I − und werden durch einlaufende Nullgeodäten beschrieben. Die
Metrik ist in den Koordinaten (U, r, ϑ, ϕ) und (V, r, ϑ, ϕ) außerhalb der Singularität regu-
lär. Die zu konstruierenden hyperboloidalen Blätter sollen vom Zukunfts-Horizont (future
horizon) für r → ∞ nach I + gehen. Dafür wählen wir die einlaufende Koordinate V ,
um daraufhin das Verhalten der Blätter mit V = konst. mittels der Höhenfunktion h bei
r → ∞ zu modifizieren, wobei die Regularität des Linienelements am Horizont erhalten
bleiben soll. Abbildung 1.2 zeigt schematisch die Schwarzschildlösung in Schwarzschildko-
ordinaten (t, r, ϑ, ϕ) sowie in einlaufenden Eddington-Finkelstein-Koordinaten (V, r, ϑ, ϕ)
und in den gesuchten hyperboloidalen Koordinaten (τ, r, ϑ, ϕ). Der Begriff der Höhen-
funktion h, welche die Blätter mit V = konst. von I − nach I + „hebt“, wird darin
deutlich.
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Abbildung 1.2.: Schematische Darstellung der Schwarzschildlösung im Carter-Penrose-
Diagramm in Schwarzschildkoordinaten (t, r) (linke Grafik), einlaufenden
Eddington-Finkelstein-Koordinaten (V, r) (mittlere Grafik) sowie hyper-
boloidalen Koordinaten (τ, r) (rechte Grafik). Die Winkelanteile (ϑ, ϕ)
wurden aufgrund der spärischen Symmetrie unterdrückt.






dV 2 + 2dV dr + r2(dϑ2 + sin2 ϑdϕ2) (1.14)








beschrieben. Wird nach einer vollständigen Integration von (1.15) die Integrationskon-
stante als neue Koordinate eingeführt, ist dies die auslaufende Eddington-Finkelstein-











Im Rahmen der asymptotischen Integration werden die ersten beiden Terme der Reihen-
entwicklung in (1.16) integriert. Dadurch wird die Blätterung nur bei r → ∞ verändert
und erhält den Schnitt durch den zukünftigen Horizont. Die asymptotische Integration
ergibt






Die Integrationskonstante τ wird als neue Koordinate eingeführt, Blätter mit τ = konst.
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sind hyperboloidal. In den Koordinaten (τ, r, ϑ, ϕ) ist das Linienelement















(2M + r)dr2 + r2(dϑ2 + sin2 ϑ dϕ2) .
Die mittlere Krümmung dieser Blätter ist außerhalb des Ereignishorizontes positiv und
endlich.
K =
−24M3 − 8M2r + 7Mr2 + r3
4M (2Mr + r2)3/2
(1.18)
Eine in (1.9) eingeführte Höhenfunktion ist in Gleichung (1.17) gekennzeichnet. Die Hö-
henfunktion ist nicht eindeutig, jede Familie von Funktionen mit dem durch die asym-
ptotische Integration geforderten asymptotischen Verhalten ergibt eine hyperboloidale
Blätterung. In der vorliegenden Arbeit wird dies verwendet, um durch die Höhenfunktion
weitere geometrische Forderungen an die Blätter τ = konst. zu realisieren. Durch das
Einführen einer regulären Funktion A in der Höhenfunktion nach dem Schema
h → h+ A (1.19)
werden Forderungen an die Blätterung zu Bedingungen an A. In Abschnitt 2.1 werden lo-
kale Bedingungen an A formuliert welche zu einer ACMC-Blätterung führen. In Abschnitt
3.1 wird eine globale Bedingung an A gestellt und auf diese Weise werden CMC-Blätter
konstruiert.
1.1.3. Konforme Kompaktifizierung
Um die hyperboloidalen Blätter in die Numerik einbinden zu können, ist es sinnvoll,
die radiale Koordinate zu kompaktifizieren. Die Kompaktifizierung erzeugt eine bei I +
singuläre Metrik, welche in einen konformen Faktor Ω und eine reguläre konforme7 Metrik
g̃µν aufgespalten werden kann [40, 48, 49].
gµν = Ω−2g̃µν (1.20)
7Bisweilen auch „unphysikalische“
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Für den konformen Faktor Ω gilt Ω|I + = 0 und dΩ|I + 6= 0. Am Beispiel der in Ab-
schnitt 1.1.2 diskutierten Schwarzschildmetrik in Eddington-Finkelstein-Koordinaten ist





möglich. Wegen des Horizontes bei r = 2M deckt σ ∈ [0, 1] das gesamte Gebiet außerhalb
des Schwarzen Loches ab. Das Linienelement ist
ds2 = Ω−2ds̃2 (1.22)
mit dem konformen Linienelement in den Koordinaten (τ, σ, ϑ, φ)
ds̃2 =
(
−σ2(1 − σ)dτ 2 − (2σ2 − 1)dτdσ + (1 + σ)dσ2 + 1
4
(
dϑ2 + sin2 ϑ dϕ2
))
,




Die im physikalischen Raum formulierten Zwangsbedingungen (1.5, 1.6) der 3+1-Zerlegung
sollen mittels der konformen Transformation (1.20) im konformen Raum formuliert wer-
den. Mit der konformen Metrik der Blätterung
γij = Ω−2γ̃ij (1.23)








und den Krümmungsskalar der Blätterung
R = Ω2R̃ − 6∇̃iΩ∇̃iΩ + 4Ω∇̃2Ω. (1.25)
Die äußere Krümmung lässt sich in Spur und spurfreien Anteil zerlegen




ij = 0. (1.26)
Die konforme Transformation des spurfreien Anteils der äußeren Krümmung ergibt
Aij = Ω−1Ãij und Aij = Ω3Ãij . (1.27)
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Um die Gleichungen zu vereinfachen, setzen wir
Aij = ΩαÂij (1.28)
für ein geeignetes, zu bestimmendes, α an. Bei fixiertem α transformiert sich die Divergenz






Für die Wahl von α = 5 folgt somit, dass die Divergenzfreiheit von Aij die Divergenzfrei-
heit von Âij impliziert. Mit dieser Betrachtung definieren wir für den spurfreien Anteil
der äußeren Krümmung folgende Transformation
Aij = ΩÂij und Aij = Ω5Âij . (1.30)
Die Bezeichnungen Âij, Âij sollen darauf hindeuten, dass es sich nicht um die konform
transformierten Objekte Ãij, Ãij handelt. Der Zusammenhang zwischen den Objekten ist
durch
Âij = Ω−2Ãij und Âij = Ω2Ãij (1.31)
gegeben.
Im Folgenden soll die Eigenschaft Ω|I + = 0 der konformen Transformation mit dem
Lichnerowicz-Ansatz manifestiert werden. Dazu wird Ω in eine I + fixierende Funktion
ω und das Potential φ aufgespalten (siehe z. B. [7]).
Ω = ωφn (1.32)
Die vorgegebene Funktion ω erbt die asymptotischen Eigenschaften von Ω bei I +, d. h.
ω
• ist positiv innerhalb des Blattes und verschwindet bei I +,
• hat einen nichtverschwindenden Gradienten bei I +.
Das Potential φ hängt von der konkreten Wahl von ω ab, jede Kombination (ω, φ) führt
zum gleichen konformen Faktor Ω.
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Die Anwendung der konformen Transformation (1.23), sowie der Gleichungen (1.24, 1.25,





φ2n−1 + 2ω2(n2 + 2n)φ2n−2∇̃iφ∇̃iφ
−
(




K2 + ω6φ6nÂijÂij = 0 .
(1.33)
Bei der Wahl von n = −2 verschwindet in (1.33) der Term ∝ ∇̃iφ∇̃iφ, damit folgt die
konforme Hamiltonzwangsbedingung
8ω2∇̃2φ− 8ω∇̃iω∇̃iφ− (ω2R̃ + 4ω∇̃2ω − 6∇̃iω∇̃iω)φ =
2
3
K2φ5 − ω6ÂijÂijφ−7 . (1.34)
Für den Fall isotroper äußerer Krümmung, d. h. Kij = 13γijK und K = konst. sind die
Aij = 0 und die konforme Hamiltonzwangsbedingung (1.34) wird zur Yamabe-Gleichung.
Dieser Fall wurde z. B. in [11, 17] studiert.
Mit dem Reihenansatz
φ = φ0 + φ1ω + φ2ω2 + o(ω2) (1.35)
und unter der Annahme der Regularität der {φ0, φ1, φ2} lassen sich diese Koeffizienten















Für Koeffizienten höherer Ordnung ist dies nicht a priori möglich. Es ergeben sich Be-
ziehungen zwischen φ3 und höheren Koeffizienten. Dieses Verhalten ist für den Fall der
Yamabe-Gleichung typisch, deswegen wollen wir diese konforme Hamiltonzwangsbedin-
gung als Yamabe-artig bezeichnen. Eine andere Wahl der Transformation zwischen den
Aij und Âij (1.30) kann diese Struktur zerstören, insbesondere ist dies für die Transfor-
mation gemäß Gleichung (1.27) der Fall. Die Yamabe-artige Struktur erlaubt das Setzen
einer inneren Randbedingung. Im Folgenden werden marginal gefangene Flächen als in-
nere Randbedingung vorgeschrieben (siehe Abschnitt 1.2), während am äußeren Rand
(I +) die Dirichlet-Bedingung aus Gleichung (1.36) gegeben ist.







γ̃ij∇̃jK = 0 . (1.37)
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Grundlage für die Lösung der Zwangsbedingungen ist die von York vorgeschlagene Auf-
spaltung der äußeren Krümmung und die darauf aufbauende Aufspaltung des spurfreien
Anteils [50–53] (für eine Übersicht siehe z. B. [54]).
Mit
(L̃V )ij = ∇̃(iV j) − 2
3
γ̃ij∇̃kV k (1.38)
definieren wir die folgende Aufspaltung des spurfreien Anteils der äußeren Krümmung
Âij = (L̃V )ij +M ij , (1.39)
mit dem spurfreien, symmetrischen Tensor M ij. Diese Zerlegung ist als konform trans-
versal spurfreie Aufspaltung (CTT, conformal transverse traceless) bekannt.8 Diese Auf-
spaltung ist immer möglich, da die triviale Wahl V i = 0 und M ij = Âij die Zerlegung
(1.39) erfüllt.
Das Paar (M ij, V i) ist nicht eindeutig, es existieren zwei unterschiedliche Sätze { M1 ij, V1 i}
und { M2 ij, V2 i}, welche durch das Vektorfeld W i über
M1 ij − M2 ij = (L̃W )ij und V1 i − V2 i = −W i (1.40)
verknüpft sind, und zur gleichen äußeren Krümmung Kij führen.
Mit
∆̃L̃V
i = ∇̃j(L̃V )ij (1.41)







∇̃iK − ∇̃jM ij . (1.42)
Die Lösung von Gleichung (1.42) erfordert das Fixieren von Randbedingungen bei I +
und dem inneren Rand.
Anfangsdaten auf den kompaktifizierten hyperboloidalen Blättern sind durch die Lösung
der konformen Zwangsbedingungen (1.34, 1.42) für die Potentiale φ und V i gegeben. Die
als freie Daten bezeichneten Größen M ij, K, γ̃ij und ω werden vorgegeben. Die Âij sind
dann durch die freien Daten und Gleichung (1.39) bestimmt.
8Die Bezeichnung als konform, transversal, spurfreie Aufspaltung hat historische Gründe, die Aufspal-
tung ist nicht transversal, da im Allgemeinen ∇iM ij 6= 0 ist. Die ursprüngliche Aufspaltung (siehe
z. B. Cook [54]) führte jedoch über transversal spurfreie Aufspaltungen zum selben Ergebnis.
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∇̃iK − ∇̃jM ij
ist bei I + singulär, da dort ω verschwindet. Diese Singularität kann durch eine geeignete
Wahl der mittleren Krümmung, d. h. der hyperboloidalen Blätterung, eliminiert werden.
Konkret verschwindet die Singularität bei der Wahl einer Blätterung mit
• asymptotisch konstanter mittlerer Krümmung (ACMC, asymptotically constant
mean curvature), d. h.
K = K0 + O(ω4) , (1.43)
bzw. dem Spezialfall
• konstanter mittlerer Krümmung (CMC, constant mean curvature), d. h.
K = konst. (1.44)
auf dem gesamten Blatt.
Für den Fall konstanter mittlerer Krümmung entkoppeln Vektorzwangsbedingung (1.42)
und die Hamiltonzwangsbedingung (1.34), d. h. die Vektorzwangsbedingung kann für sich
gelöst werden und mit den daraus gewonnenen Âij in einem zweiten Schritt eine Lösung
der Hamiltonzwangsbedingung gefunden werden. Im Fall konform flacher Daten γ̃ij = δij
sind die Bowen-York Daten [55] eine analytische Lösung der Vektorzwangsbedingung. In
Abschnitt 3.2 werden diese Daten verwendet.
Die Hamiltonzwangsbedingung (1.34)




ist singulär, da die Koeffizienten vor den höchsten Ableitungen bei I + verschwinden.
Diese Struktur erlaubt Lösungen mit logarithmischen, d. h. nicht regulären Termen. Für
den Fall isotroper mittlerer Krümmung haben Andersson, Chruściel und Friedrich
Bedingungen bewiesen, unter denen die Yamabe-Gleichung bis einschließlich I + reguläre
Lösungen aufweist [14]. Diese Bedingung wurde von Andersson und Chruściel [15,
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16] auf eine allgemeine Blätterung mit konstanter mittlerer Krümmung erweitert. Die
Regularitätsbedingung stellt sicher, dass für φ bis einschließlich I + reguläre Lösungen





und die dort eingeprägte Metrik q̃ij
q̃ij = γ̃ij − s̃is̃j (1.46)
zueinander proportional sind.
(κ̃ij − λq̃ij) |I + = 0 (1.47)
Hier ist s̃i der konforme Normalenvektor von I + in der hyperboloidalen Blätterung. Die
Bedingung (1.47) ist analog zur Aussage, dass I + scherungsfrei sei.
Für sphärisch symmetrische Daten mit isotroper äußerer Krümmung (Kij = 13γijK),
welche im Inneren einen Horizont ausbilden, existieren keine regulären Lösungen, da die
Bedingung (1.47) nicht erfüllt ist [56].
Die singuläre Struktur der Hamiltonzwangsbedingung erlaubt in einer Reihenentwicklung
von φ in normaler Richtung zu I + a priori nur die Bestimmung von {φ0, φ1, φ2}. In dritter
Ordnung ergibt sich anstelle einer Bedingung an φ3 eine Bedingung an die Anfangsdaten.
Diese Bedingung ist erfüllt, wenn die Regularitätsbedingung (1.47) erfüllt ist, d. h. I +
scherungsfrei ist. Eine Verletzung dieser Bedingung würde logarithmische Terme in φ
erzeugen, wie in Abschnitt 2.5 anhand eines ausgewählten Beispiels numerisch gezeigt
wird. Ab der vierten Ordnung schreiben sich alle höheren Koeffizienten in Abhängigkeit
von φ3, dies erlaubt es einen inneren Rand vorzuschreiben.
Bardeen et al. [57, 58] vermuten, dass die Regularitätsbedingung (1.47) und die For-
derung einer Blätterung mit konstanter mittlerer Krümmung keine auslaufenden Wellen
bei I + erlauben.
Für Blätterungen auf denen die mittlere Krümmung nicht konstant ist gibt es bisher nur
wenige mathematische Ergebnisse bezüglich der Regularität der Anfangsdaten. Isenberg
und Park [59] diskutieren die Existenz von asymptotisch hyperbolischen Anfangsdaten.
Die Existenz und Beschränktheit einer weiteren Klasse von nicht-CMC Anfangsdaten
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wurde in [60] untersucht. Diese Anfangsdaten existieren und sind Beschränkt solange eine
„limit equation“ keine nicht trivialen Lösungen besitzt. Im Zusammenhang mit schein-
baren Horizonten wurden von [61, 62] weitere Anfangsdaten für nicht-CMC Blätter dis-
kutiert.
Die in diesen Arbeiten diskutierten nicht-CMC Blätterungen gehören zu anderen Klassen
von Blätterungen als die hier diskutierte ACMC Blätterung. Für Blätter mit asymptotisch
konstanter mittlerer Krümmung wurden bisher keine Theoreme bewiesen, welche Bedin-
gungen für reguläre Lösungen der Hamiltonzwangsbedingung festlegen. In dieser Arbeit
nehmen wir an, dass die Scherungsfreiheit von I + (1.47) die Regularität der Lösung der
konformen Zwangsbedingungen (1.34, 1.42) auch für Blätterungen mit asymptotisch kon-
stanter mittlerer Krümmung sicherstellt. Die Ergebnisse in Kapitel 2 unterstützen diese
Vermutung.
1.2. Marginal gefangene Flächen
Für die numerische Lösung der konformen Zwangsbedingungen müssen innere Randbedin-
gungen vorgeschrieben werden. Dabei soll sichergestellt werden, dass die Lösung Schwarze
Löcher beschreibt. Die Vorgabe eines Ereignishorizontes ist jedoch nicht möglich, da da-
für die gesamte Raumzeit benötigt wird. Eine lokale Definition von Horizonten bieten
marginal gefangene Flächen (marginally trapped surfaces) [63–65].
Marginal gefangene Flächen sind als Flächen verschwindender Expansion von Nullgeo-
däten definiert. Dabei wird zwischen marginal auswärts gefangenen Flächen (MOTS,
marginally outer trapped surfaces), bei denen die Expansion auslaufender Nullgeodä-
ten verschwindet, und marginal inwärts gefangenen Flächen (MITS, marginally inner
trapped surfaces), bei denen die Expansion einlaufender Nullgeodäten verschwindet, un-
terschieden. Die äußerste marginal auswärts gefangene Fläche ist der scheinbare Horizont
(apparent Horizon). Unter Annahme der schwachen kosmischen Zensur, liegt dieser im-
mer innerhalb oder auf dem, nach einer Evolution bestimmbaren, Ereignishorizont. Dies
ermöglicht es, eine marginal auswärts gefangene Fläche als innere Randbedingung für die















Abbildung 1.3.: Eine Skizze der Vektoren nµ, sµ, ℓ± µ an der Fläche S.
Ob es sich bei der vorgeschriebenen Fläche um den scheinbaren Horizont handelt muss
mit einem Horizontfinder analysiert werden, da diese marginal auswärts gefangene Fläche
nicht notwendigerweise die äußerste marginal auswärts gefangene Fläche sein muss. In
Abschnitt 1.3.3 wird ein solcher Horizontfinder vorgestellt.
Die Existenz marginal gefangener Flächen hängt von der Blätterung ab. Es ist im All-
gemeinen möglich, dass kein scheinbarer Horizont existiert jedoch ein Ereignishorizont
gefunden werden kann [66]. Für die in Kapitel 2 diskutierte Kerr-Lösung stimmt auf
einem Blatt mit τ = konst. der scheinbare Horizont mit dem Ereignishorizont überein
[67].
Auf einer geschlossenen zweidimensionalen Fläche S, die in den dreidimensionalen hyper-




(nµ ± sµ) (1.48)
definiert. Hier ist nµ der Normaleneinheitsvektor der Blätterung Στ und sµ der Norma-
leneinheitsvektor von S.
Die eingeprägte Metrik auf S kann durch die Nullvektoren und gµν ausgedrückt werden.
qµν = γµν − sµsν (1.49)
= gµν + nµnν − sµsν (1.50)







Mit der auf S eingeprägten Metrik qµν ist die Expansion der Nullgeodäten durch
Θ± = qµν∇µℓ±ν (1.52)
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gegeben. Für marginal gefangene Flächen gilt
Θ± = 0 . (1.53)













K − sisjKij ± ∇isi
)
. (1.56)
Die äußere Krümmung wird gemäß (1.26) in Spur und spurfreien Anteil aufgespalten und
der spurfreie Anteil entsprechend (1.30) transformiert. Die Expansion, durch konforme























Bei kleinen Störungen einer vorgegebenen stationären Lösung, deren scheinbarer Horizont
der innere Rand ist, bleibt der innere Rand auch weiterhin der scheinbare Horizont [67,
68]. Für starke Störungen ist dies, wie in Kapitel 2 gezeigt wird, nicht mehr der Fall.
Während der innere Rand eine MOTS ist, wollen wir noch zeigen, dass I + die Bedingung









Da I + durch ω = 0 beschrieben wird, gilt dort für den Normalenvektor auf der durch
I + definierten zweidimensionalen Fläche
s̃i|I + = B∇̃iω . (1.59)




2 . Der Normalenvektor auf














Für die Expansion einlaufender Nullgeodäten bei I + (1.58) folgt mit den obigen Be-
trachtungen
Θ−|I + = 0 , (1.61)
d. h. I + erfüllt die Bedingung einer marginal inwärts gefangenen Fläche.
Abbildung 1.4 zeigt die Expansionen Θ± für die in Abschnitt 1.1.3 diskutierte Schwarz-
schildmetrik in den kompaktifizierten hyperboloidalen Koordinaten (τ, σ, ϑ, ϕ). Die Ex-
pansionen wurden auf Koordinatenkugeln σ = konst. ermittelt, aufgrund der sphärischen











Abbildung 1.4.: Die Expansionen Θ± auf Koordinatenkugeln σ = konst. für die in
Abschnitt 1.1.3 diskutierte Schwarzschildmetrik in den Koordinaten
(τ, σ, ϑ, ϕ) (1.22). Bei I + (σ = 0) verschwindet Θ− und am Horizont





Diese Arbeit verwendet pseudospektrale Methoden zur hochgenauen Lösung von Diffe-
rentialgleichungen, eine ausführliche Diskussion dieser Methode bietet z. B. Boyd [69]
und mit Bezug auf die numerische Relativitätstheorie Grandclément und Novak
[70]. Die Idee ist, Funktionen mittels orthonormaler Basisfunktionen zu approximieren,
hier werden als Basis die Chebyshevpolynome erster Art Tn(x) verwendet.
Tn(x) = cos(n arccos(x)) (1.62)
Die Approximation findet auf nicht-äquidistanten Gittern statt, die durch die Nullstellen
bzw. Extrema der Chebyshevpolynome gegeben sind. Die am häufigsten verwendeten







xj ∈ (−1, 1]

















xj ∈ [−1, 1]
Tabelle 1.1.: Übersicht über Chebyshev-Gitter und die Verteilung der diskreten n Gitter-
punkte xj mit j = 0, . . . , n− 1 auf dem Gebiet x ∈ [−1, 1].
Die Radau-Gitter enthalten jeweils den rechten bzw. linken Rand nicht als Gitterpunkt.
Das Chebyshev-Gauß-Gitter hat keine Gitterpunkte auf den Rändern, diese Punkte ge-
hören jedoch zum Gebiet und eine Auswertung der Funktion an diesen Stellen ist eine
Interpolation und keine Extrapolation. Da wir an den Rändern der Gebiete Bedingun-
gen vorschreiben wollen, wählen wir das Chebyshev-Lobatto-Gitter. Eine beispielhafte
Verteilung der Gitterpunkte ist in Abbildung 1.5 skizziert.
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Abbildung 1.5.: Verteilung der Gitterpunkte xj des Chebyshev-Lobatto-Gitters auf dem
Gebiet x ∈ [−1, 1] für n=11 Gitterpunkte.
gegeben. An den Stützstellen xi ∈ [−1, 1] soll die Funktion exakt approximiert werden,











Eine schnelle Implementierung der Transformationen bietet der Clenshaw-Algorithmus
[71, 72]. Die Struktur der Chebyshevpolynome erlaubt es jedoch die Koeffizienten mittels
einer Fouriertransformation zu bestimmen, in diesem Fall einer Kosinustransformation
[69]. Abbildung 1.6 zeigt das Verhältnis der Laufzeiten für die Transformationen (1.63,
















Abbildung 1.6.: Verhältnis der Laufzeiten für 1000 Chebyshevtransformationen des Clen-
shaw-Algorithmus mit einem auf einer diskreten Kosinustransformation
(DCT) basierenden Algorithmus.
1.64) bei Verwendung des Clenshaw-Algorithmus bzw. einer Fouriertransformation. Für
die Fouriertransformation wurde die FFTW-Bibliothek [73] verwendet. Die in Abbildung
1.6 vorgestellte Messung beinhaltet die für die FFTW notwendige Initialisierung, gemes-
sen wurde die gesamte benötigte Zeit für 1000 Transformationen. Die starken Schwankun-
gen im Geschwindigkeitsvorteil der FFTW gegenüber dem Clenshaw-Algorithmus liegen
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darin begründet, dass die FFT für Gittergrößen welche in einer Primzahlfaktorzerlegung
die Primzahlen {2, 3, 5, 7} enthalten optimiert ist.































Abbildung 1.7.: Beispiele für das Abfallverhalten der Chebyshevkoeffizienten in einfach
logarithmischer Darstellung (linke Grafik) und doppelt logarithmischer
Darstellung (rechte Grafik). Die Beispielfunktionen wurden auf dem Ge-
biet x ∈ [−1, 1] betrachtet. Die rote/gestrichelte Linie zeigt den algebrai-
schen Abfall der Koeffizienten der Funktion f(x) = (x+1) log(x+1). Die
blaue/durchgezogene Linie stellt die Koeffizienten der Funktion Funktion
f(x) = e−
1
x+1 dar, dieser Abfall heißt subgeometrisch. Der geometrische
Abfall wird durch die Koeffizienten der Funktion f(x) = 1/(x + 2) mit
der grünen/durchgezogenen Linie dargestellt. Die gepunktete/schwarze
Linie zeigt die Koeffizienten des supergeometrischen Abfalls der Funkti-
on f(x) = ex.
Die pseudospektrale Methode erlaubt die hochgenaue Bestimmung der Ableitung mittels
einer Rekursionsrelation für die Koeffizienten. Die Koeffizienten der Ableitungen c′i folgen
aus den Koeffizienten ci der Funktion durch
c′n = c
′
n−1 = 0 c
′
i−1 = 2ici + c
′
i+1 (i = n− 1, . . . , 2) . (1.65)
Die zu approximierenden Funktionen lassen sich anhand des Abfalls ihrer Chebyshevko-
effizienten charakterisieren. Auf dem betrachteten Gebiet analytische Funktionen weisen
einen geometrischen Abfall der Chebyshevkoeffizienten auf, d. h. der Logarithmus der Ko-
effizienten über ihrem Index entspricht einer Gerade. Fallen die Koeffizienten schneller als
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eine Gerade ab, handelt es sich um eine supergeometrische Konvergenz. Funktionen, wel-
che auf dem Gebiet nur endlich oft stetig differenzierbar sind weisen einen algebraischen
Abfall auf, d. h. in einer doppelt logarithmischen Darstellung bilden die Koeffizienten
über ihrem Index eine Gerade. Funktionen welche auf dem Gebiet nur C∞ sind weisen
einen subgeometrischen Abfall ihrer Chebyshevkoeffizienten auf, d. h. der Abfall ist bes-
ser als algebraisch und schlechter als geometrisch. Abbildung 1.7 zeigt eine Übersicht der
verschiedenen Abfallverhalten anhand von Beispielfunktionen.
Im Folgenden wird ein mindestens subgeometrisches Konvergenzverhalten als spektrale
bzw. exponentielle Konvergenz bezeichnet. Die numerische Beobachtung spektraler Kon-
vergenz ist ein starkes Indiz für die Regularität der betrachteten Funktion.
1.3.2. Newton-Raphson-Verfahren
Die Differentialgleichungen werden auf zweidimensionalen rechteckigen Gebieten, welche








i = 1, . . . , njA − 1
)





(i = 1, . . . , nB − 1)
(1.66)
ausgewertet. Die spektrale Koordinate B ∈ [−1, 1] entspricht einer Winkelkoordinate,
und
A ∈ [0, 1]9 einer radialen Koordinate in den betrachteten axialsymmetrischen Gebieten.
Die numerischen Berechnungen in Kapitel 2 und Abschnitt 3.1 verwenden ein Gebiet,
während in Abschnitt 3.2 zwei Gebiete benötigt werden.
Die zu lösenden Gleichungen werden an den Gitterpunkten in einem Vektor F zusam-
mengefasst. Für k gesuchte Funktionen enthält F damit k× (n1A +n2A)×nB Einträge. Mit
dem Vektor können die Chebyshev-Koeffizienten sowie beliebige Ableitungen der Funk-
tionen in den Gebieten berechnet werden. Die Auswertung der Differentialgleichung und
der Randbedingungen an den Chebyshev-Lobatto-Punkten (1.66) ergibt ein nichtlineares
algebraisches Gleichungssystem für die gesuchten Funktionen auf den Gitterpunkten.
9In der Verteilung der Chebyshev-Lobatto-Punkte in (1.66) wurde A ∈ [0, 1] ausgenutzt.
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Das Gleichungssystem wird mit einem Newton-Raphson-Verfahren gelöst. Dabei wird die
Jacobi-Matrix mit dem iterativen bicgstab-Verfahren invertiert (bi-conjugate gradient
stabilizes method) [74]. Diese Methode benötigt einen Präkonditionierer, hier wird die
Jacobi-Matrix mit finiten Differenzen genähert und mit einem Band-Matrix-Algorithmus
invertiert [72].
Als Startlösung für das Newton-Raphson-Verfahren wählen wir in Kapitel 2 und Ab-
schnitt 3.1 analytische bekannte Lösungen und modifizieren diese über einen Parameter.
Jede gefundene Lösung ist dann wiederum eine Startlösung für ein weiteres Newton-
Raphson-Verfahren. Dies ermöglicht es uns, den gesamten Parameterraum der Lösungen
zu untersuchen.
In Abschnitt 3.2 existiert kein analytisch bekannter Spezialfall, als Startlösung wird dort
für eine „einfache“ Parameterwahl, das erste Glied einer Reihenentwicklung der Lösung,
verwendet. Für diese Konfiguration kann das Newton-Raphson-Verfahren Lösungen fin-
den. Anschließend kann wie im obigen Fall der Parameterraum durchlaufen werden. Eine
ausführliche Beschreibung des Vorgehens bietet Abschnitt 3.2.3.
1.3.3. Horizontfinder
Da die als Randbedingung vorgeschriebene marginal auswärts gefangene Fläche nicht
notwendigerweise auch der scheinbare Horizont der gefundenen Konfiguration sein muss,
ist es für eine gründliche Untersuchung des Verhaltens der marginal gefangenen Flächen
notwendig, einen Horizontfinder zu implementieren. Im Folgenden wird ein einfacher, auf
die diskutierten Fragestellungen angepasster Horizontfinder vorgestellt. Eine Übersicht
bietet z. B. [75, 76].
Für die gesuchte marginal gefangene Fläche S(r, ϑ) = 0 verwenden wir den Strahlkörpe-
ransatz [77]. Da in dieser Arbeit axialsymmetrische Probleme diskutiert werden, ist der
entsprechende, axialsymmetrische Ansatz durch
S(r, ϑ) = r −H(ϑ) (1.67)
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gegeben. Ein Horizont wird dann durch rH = H(ϑ) für die noch zu bestimmende Funktion
H(ϑ) beschrieben. Der Normalenvektor auf S(r, ϑ) ist
s̃i = B∇̃iS(r, ϑ) (1.68)
mit der Normierung B = ±(γ̃ij∇̃iS∇̃jS)−
1
2 . Das Vorzeichen von B ist durch die kon-
krete Koordinatenwahl definiert. Für die in Abschnitt 1.1.3 eingeführte inverse radiale
Koordinate, σ = 2M
r
muss das negative Vorzeichen gewählt werden, damit s̃i nach I +
zeigt.
Einsetzen von Gleichung (1.68) in die Expansion (1.57) ergibt eine gewöhnliche Differen-
tialgleichung zweiter Ordnung für H(ϑ). Bei der Suche nach einem scheinbaren Horizont,
mittels eines Newton-Raphson-Verfahrens, wird eine Startlösung für H1(ϑ) dergestalt vor-
gegeben, dass S(r, ϑ) I + entspricht. Diese Lösung erfüllt die Differentialgleichung nicht,
es gilt
Θ+(H1(ϑ)) = εE. (1.69)
mit ε = 1. Der scheinbare Horizont wird über die Lösung der Folge von Differentialglei-
chungen für ε = 1 . . . 0 gefunden. Dabei nähert sich die durch Hε(ϑ) gegebene Fläche
Sε(r, ϑ) langsam gegen die äußerste marginal gefangenen Fläche, dem scheinbaren Hori-
zont H an, bis S0(r, ϑ) bei ε = 0 dem scheinbaren Horizont entspricht.
Dazu approximieren wir Hε(ϑ) auf einem eindimensionalen Chebyshev-Lobatto-Gitter.
In der Differentialgleichung auftretende Abhängigkeiten f(r) werden als f(r) = f(Hε(ϑ))
pseudospektral interpoliert. Dann wird, wie in Abschnitt 1.3.2 beschrieben, ein Newton-
Raphson-Verfahren verwendet. Es müssen keine über die Differentialgleichung hinausge-
henden Bedingungen an die Hε(ϑ) gestellt werden.
Bei der Suche nach marginal inwärts gefangenen Flächen wird genauso vorgegangen, als
Startlösung jedoch der innere Rand des Gebietes vorgegeben.
30
2. Die ACMC-Blätterung
Im Folgenden werden Anfangsdaten für ein gestörtes Kerrsches Schwarzes Loch auf hy-
perboloidalen ACMC-Blättern konstruiert, d. h. einer Blätterung mit asymptotisch kon-
stanter mittlerer Krümmung K = K0 +O(ω4). Die konformen Zwangsbedingungen (1.34,
1.42) auf diesem Blatt sind










∇̃iK − ∇̃jM ij
mit Âij = (L̃V )ij+M ij (1.39). Die Vektorzwangsbedingung ist durch die ACMC-Forderung
an die mittlere Krümmung regulär. Für die Hamiltonzwangsbedingung wird die Regu-
laritätsbedingung (siehe Abschnitt 1.1.5, insbesondere Gleichung (1.47)) für die CMC-
Blätterung übernommen und vermutet, dass diese auch für die ACMC-Blätterung gilt.
Sowohl die Regularitätsbedingung für die Hamiltonzwangsbedingung als auch die Forde-
rung nach einer ACMC-Blätterung stellen Bedingungen an die Höhenfunktion zur Kon-
struktion hyperboloidaler Blätter (siehe Abschnitt 1.1.2). In der Höhenfunktion wird
eine zusätzliche reguläre Funktion A eingeführt. Die Bedingungen an die Höhenfunktion
schreiben sich als Bedingungen an A.
Die Konstruktion einer Funktion A, die eine Höhenfunktion erzeugt, welche die Regula-
ritätsbedingung für die Hamiltonzwangsbedingung und die ACMC-Blätterung realisiert,
wird in den Abschnitten 2.1 - 2.3 beschrieben. Auf diesen Blättern werden in Abschnitt
2.4 Anfangsdaten numerisch bestimmt. Eine ausführliche Analyse der spektralen Kon-
vergenz der konstruierten Daten in Abschnitt 2.5 unterstützt die Vermutung, dass die
Regularitätsbedingung der Hamiltonzwangsbedingung für die CMC-Blätterung auf die
ACMC-Blätterung übertragen werden kann und reguläre Daten konstruiert wurden.
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Im Abschnitt 2.6 werden die konstruierten Daten physikalisch untersucht. Eine Analyse
der marginal gefangenen Flächen zeigt, dass sowohl gestörte Schwarze als auch Weiße
Löcher konstruiert wurden (Abschnitt 2.6.1). Eine Multipolentwicklung des scheinbaren
Horizontes bestätigt, dass es sich tatsächlich um gestörte Kerrsche Schwarze Löcher han-
delt (Abschnitt 2.6.2). Des Weiteren werden mithilfe der Bondi-Masse (Abschnitt 2.6.3)
bekannte, auf Cauchy-Blättern formulierte, Ungleichungen für Schwarze Löcher auf hy-
perboloidale Blätter übertragen und verifiziert (Abschnitt 2.6.4).
2.1. Hyperboloidale Blätter für ein Kerrsches Schwarzes
Loch






dV 2 + 2dV dr − 4Mra
ρ2













r2 + a2 cos2 θ und ∆ = r2 − 2Mr + a2 . (2.2)
Die Größen M und J = aM sind die Masse und der Drehimpuls des Schwarzen Loches,








definiert ist. Der Ereignishorizont liegt in diesen Koordinaten bei rh = M(1 +
√
1 − j2),
d. h. im Schwarzschildfall (j = 0) ist rh = 2M und rh = M für das extreme Kerrsche
Schwarze Loch (|j| = 1).
Wie in Abschnitt 1.1.2 diskutiert, erhalten wir die hyperboloidale Blätterung durch
asymptotische Integration auslaufender Nullgeodäten. Diese sind durch
ds2 = 0, dϑ = 0, dϕ = 0, dV dr > 0 (2.4)
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mit der Integrationskonstanten C. Ausgehend von (2.6) erhalten wir den Ansatz
























für eine Koordinatentransformation, welche von Kerr-Koordinaten auf allgemeine axi-
alsymmetrische kompaktifizierte hyperboloidale Blätter führt. In den neuen (τ, σ, µ, ϕ)
Koordinaten sind Blätter mit τ = konst. hyperboloidal. In diesen Koordinaten ist I +





1 − j2 (2.10)
liegt. Dies motiviert die Wahl von ω in der Zerlegung von Ω (1.32) als
ω = σ . (2.11)
Diese Wahl erfüllt die an ω gestellten Bedingungen der Positivität und des nichtver-
schwindenden Gradienten bei I +.
In Gleichung (2.9) ist die in Abschnitt 1.1.2 eingeführte Höhenfunktion gekennzeichnet.
Für die in der Höhenfunktion zusätzlich auftretende Funktion A(σ, µ) kann eine beliebige
reguläre Funktion gewählt werden, solange die τ = konst.-Blätter außerhalb von I +
raumartig bleiben. Diese Freiheit wird genutzt, um Bedingungen an A(σ, µ) zu stellen,
damit die resultierende hyperboloidale Blätterung die ACMC-Bedingung (1.43) und die
Regularitätsbedingung für die Hamiltonzwangsbedingung (1.47) erfüllt.
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2.2. Diskussion der Regularitätsbedingung auf
hyperboloidalen Blättern für ein Kerrsches
Schwarzes Loch
Für die im vorigen Abschnitt 2.1 konstruierten hyperboloidalen Blätter sollen Bedin-
gungen an die freie Funktion A(σ, µ) gefunden werden, so dass die in Abschnitt 1.1.5
diskutierte Regularitätsbedingung (1.47)
(κ̃ij − λq̃ij) |I + = 0
erfüllt ist. Dies entspricht der Bedingung, dass I + scherungsfrei sei.
In hyperboloidalen Koordinaten (τ, σ, µ, ϕ) und mit freier Funktion A(σ, µ) (2.9) ist die

















A,µ|I + j8 (1 − µ2)
1
2
A,µ|I + 14(1−µ2) 0
j
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Die konforme äußere Krümmung von I + (1.45) ist in den gewählten Koordinaten
κ̃11|I + = −
1
2
(µ2 − 1)A,µ|I +
√








A,µ|I +A,µµ|I + + 32µA2,µ|I + + 48A,σµ|I + + 5j2µ
)
κ̃12|I + = 0 (2.14)
κ̃13|I + =
jµ (µ2 − 1)A,µ|I +
√
16 (µ2 − 1)A2,µ|I + + 16A,σ|I + + j2µ2 − j2 + 16
(2.15)
κ̃22|I + = 0 (2.16)
κ̃23|I + = 0 (2.17)
κ̃33|I + =
2µ (µ2 − 1)A,µ|I +
√
16 (µ2 − 1)A2,µ|I + + 16A,σ|I + + j2µ2 − j2 + 16
. (2.18)
Aus dem Vergleich der Koeffizienten von q̃ij|I + und κ̃ij|I + folgt die Forderung
A,µ|I + = 0 (2.19)
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und damit λ = 0, um die Regularitätsbedingung (1.47) zu erfüllen. Aus dieser Forderung
folgt, dass die äußere Krümmung κ̃ij und damit auch die mittlere Krümmung κ̃ von I +
verschwindet.






2.3. Hyperboloidale ACMC-Blätter für ein Kerrsches
Schwarzes Loch
Nachdem im Abschnitt 2.2 eine Bedingung an A(σ, µ) gefunden wurde, damit die Regu-
laritätsbedingung (1.47) erfüllt ist, sollen im Folgenden asymptotische Bedingungen an
A(σ, µ) bei I + (σ = 0) gefunden werden, um eine ACMC-Blätterung zu konstruieren.
Aus der Definition der mittleren Krümmung (1.4) und der ACMC-Forderung (1.43)
K = K0 + O(σ4)













































Mit der durch die Regularitätsbedingung an A(σ, µ) gestellten Forderung (2.19)
A,µ|I + = 0
folgt a01 = 0.
Weiterhin setzen wir a00 = 0, da dies einzig einer Verschiebung der Zeitkoordinate ent-
spricht. Aus der Forderung von a01 = 0 folgt, dass a1 nicht von µ abhängt [78] (siehe
Kapitel 3, Gleichung (3.16)).
Zur Realisierung der ACMC-Blätterung ist man prinzipiell in der Wahl der Funktion
A(σ, µ) frei, solange die Bedingungen (2.21 - 2.24), sowie (2.19) erfüllt sind und das
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Blatt innerhalb des Gebietes raumartig ist. Vom numerischen Standpunkt ist es jedoch
wünschenswert, wenn die Koeffizientenfunktionen der Zwangsbedingungen (1.34, 1.42)
„möglichst glatt“ sind, d. h., der Abfall der Chebyshev-Koeffizienten der Koeffizienten-
funktionen soll möglichst steil sein. Ein steiler Abfall der Chebyshev-Koeffizienten erlaubt
es, hochpräzise Lösungen mit weniger Gitterpunkten, d. h. mit weniger Rechenaufwand,
zu erzeugen. Ein Indikator für den Anstieg des Abfalls der Chebyshev-Koeffizienten sind
die Chebyshev-Koeffizienten des konformen lapse.
α̃ = Ωα =
1√
−g̃00 (2.25)
Eine gute Wahl für A(σ, µ), welche die Bedingungen (2.21 - 2.24) erfüllt und rasch ab-
fallende Chebyshev-Koeffizienten des konformen lapse aufweist, ist eine diagonale Padé-
Approximation. Diese ist durch









definiert. Die Koeffizienten bk(µ) und ck(µ) sind durch die ersten 2n Ableitungen von
A(σ, µ) bei σ = 0 fixiert, welche durch die Gleichungen (2.21 - 2.24) gegeben sind. Um die
Bedingungen zu realisieren, wird mindestens n = 2 benötigt, dies erlaubt einen weiteren
freien Parameter, a4, den wir als Konstante wählen.
a4 = ∂4σA(σ, µ)|σ=0 (2.27)
Für die Transformationsfunktion A(σ, µ) ergibt sich somit




























und den Koeffizienten pi = pi(µ ; j)

























2.3. Hyperboloidale ACMC-Blätter für ein Kerrsches Schwarzes Loch
Dieses in (2.29) konstruierte A(σ, µ) führt in der Koordinatentransformation (2.9) für
τ = konst. auf hyperboloidale Blätter mit asymptotisch konstanter mittlerer Krümmung.
Die beiden in (2.29) noch enthaltenen freien Parameter a1 und a4 werden so fixiert, dass
der Abfall der Chebyshev-Koeffizienten c(α̃)k des konformen lapse maximiert wird. Dafür





= f1 + f2 · k (2.35)
Mittels eines Simplex-Algorithmus wird f2 minimiert. Dieses Verfahren hängt von j ab,





















Die Terme ∝ |j| sind ein Effekt der Interpolation. In einem allgemeineren Ansatz würde
man solche Terme vermeiden, da die Kerr Metrik mit Termen beschrieben werden sollte,
die glatt in j sind. Für diesen Fall kann so jedoch auf einfache Art und Weise ein reguläres
hyperboloidales ACMC-Blatt erzeugt werden, auf denen die Chebyshev-Koeffizienten der
Zwangsbedingungen schnell abfallen.









ACMC, j = 0
ACMC, j = 1
A(σ, µ) = 0, j = 0
Abbildung 2.1.: Die mittlere Krümmung K(σ, µ = 0) in der ACMC-Blätterung für den
Schwarzschildfall (j = 0) und das extreme Kerrsche Schwarze Loch
(j = 1). Zum Vergleich ist K für A(σ, µ) = 0, ebenfalls für den Schwarz-
schildfall, dargestellt.






16(1 + a1) − j2
+ O(σ4) . (2.38)
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In Abbildung 2.1 ist die mittlere Krümmung in der Äquatorialebene der ACMC-Blätterung
skizziert, sowie als Vergleich der (A = 0)-Fall. Am Schwarzschildfall ist gut zu erkennen,
dass die gewählte Padé-Approximation die mittlere Krümmung bei I + deformiert, wäh-
rend sie sich innerhalb des Gebietes dem (A = 0)-Fall annähert.
2.4. Anfangsdaten für ein gestörtes Kerrsches Schwarzes
Loch
Das System der Zwangsbedingungen (1.34, 1.42, 1.39)










∇̃iK − ∇̃jM ij
Âij = (L̃V )ij +M ij
wird für die numerische Lösung in Koeffizientenfunktionen und die gesuchten Potentiale
φ und V i zerlegt. Die Koeffizientenfunktionen werden mittels Mathematica a priori
hochpräzise auf den Chebyshev-Lobatto-Gitterpunkten berechnet.
Mit den oben eingeführten Koordinaten (x0, x1, x2, x3) = (τ, σ, µ, ϕ) und ω = σ ist die
Hamiltonzwangsbedingung
H1φ,11 +H2φ,22 +H3φ,12 +H4φ,1 +H5φ,2 +H6φ+H7φ5 +H8φ−7 = 0 . (2.39)
Die Hi sind durch
H1 = 8σ2γ̃11 (2.40)
H2 = 8σ2γ̃22 (2.41)
H3 = 16σ2γ̃12 (2.42)
H4 = −8σ2γ̃abΓ̃1ab − 8σγ̃11 (2.43)
H5 = −8σ2γ̃abΓ̃2ab − 8σγ̃2 1 (2.44)





















2.4. Anfangsdaten für ein gestörtes Kerrsches Schwarzes Loch






a + mij (2.48)
Ãij = k bij aV
a
,b + lijaV
a + mij (2.49)
















mij = M ij (2.52)
und





















gegeben. Die Koeffizienten von (L̃V )ij sind in µ-Richtung bei µ = ±1 nicht regulär, um
diese Koordinatensingularität aufzufangen führen wir die Hilfsgröße V̂ 2 über
V 2 = (1 − µ2)V̂ 2 (2.56)
ein. Da Aufgrund der Axialsymmetrie V 2 auf der Achse verschwindet, ist V̂ 2 dort endlich.
Des Weiteren enthalten Â22 und Â33 Irregularitäten der Form ∝ 1/(1 − µ2), während die
Komponenten Â22 und Â33 auf der Achse mit ∝ (1 − µ2) verschwinden. Die Struktur
ÂijÂ
ij, welche in der Koeffizientenfunktion H8 enthalten ist, bleibt somit regulär. Bei
der Vorberechnung der Koeffizientenfunktionen bestimmen wir die regulären Objekte k̂,
l̂, m̂.












a = (1 − µ2)k33ba
l̂22a = (1 − µ2)l22a l̂22a =
1




(1 − µ2) l33a l̂
33
a = (1 − µ2)l33a





(1 − µ2)m33 m̂

















































Γ̃kkp,j − Γ̃ljkΓ̃klp + Γ̃kjlΓ̃lkp
)
(2.61)
di = ∇̃jM ij (2.62)
ei = − 2
3σ3
γ̃ij∂jK . (2.63)
Mit der obigen Setzung V 2 = (1 − µ2)V̂ 2 (2.56) verschwinden für den Index i alle Koeffi-
zientenfunktionen auf der Achse. Damit entsteht dort eine numerisch nicht auswertbare
















Für die Koeffizientenfunktionen wählen wir die ungestörte Kerr-Lösung in hyperboloidaler





d. h. ω = σ und φKerr = 2
√
M . Die Koeffizientenfunktionen Hi, a, b, c, d, e, k, l, m können
damit in Abhängigkeit des Parameters j berechnet werden. Alle Koeffizienten, insbeson-
dere die e, sind, aufgrund der ACMC-Bedingung, bei I + regulär. Die Koeffizienten mij
werden aus der ungestörten Kerr-Lösung gewonnen, indem gefordert wird, dass
V iKerr = 0 die Vektorzwangsbedingung erfüllt. Aus der Zerlegung der Â
ij (1.39) folgt
somit
mij = ÂijKerr . (2.65)
Für eine eindeutige Lösung der Zwangsbedingungen müssen Randbedingungen vorge-
schrieben werden. Die Vektorzwangsbedingung ist ein System regulärer elliptischer Glei-
chungen, dies ermöglicht die Wahl von Dirichlet-Bedingungen für die Potentiale V i bei
















Diese Wahl ist kompatibel mit der ungestörten Lösung V iKerr = 0. Eine andere Wahl der
Randbedingungen ist möglich, solange diese mit der ungestörten Lösung kompatibel sind.
Im Folgenden werden wir uns auf diese einfache Wahl beschränken, da wir die Störung
über die Randbedingung in der Hamiltonzwangsbedingung modulieren werden.
Die Hamiltonzwangsbedingung erlaubt keine freie Wahl beider Randbedingungen, die
















Am inneren Rand H fordern wir eine marginal auswärts gefangene Fläche (MOTS).
Mit dieser Forderung wird sichergestellt, dass ein scheinbarer Horizont existiert und die
Lösung Schwarze Löcher beschreibt. Aus der MOTS-Gleichung (1.57) erhalten wir eine
Bedingung an φ und seine ersten Ableitungen, die Koeffizientenzerlegung ist
[
s̃aφ,a + h1φ+ h2φ3 + h3φ−3
]
H
= 0 . (2.68)























, 0, 0) und s̃i = γ̃ij s̃j . (2.72)
Die Konstruktion gestörter Schwarzer Löcher erfolgt durch die Forderung der inneren
Randbedingung der Hamiltonzwangsbedingung (2.68) σ = σH an einer anderen Koordi-





Raphson-Verfahren kann aus einer bekannten Startlösung, der Kerr-Lösung mit σH = σh,
gestörte Lösungen erzeugen. Diese gestörten Lösungen dienen wiederum als Startlösung
für eine weitere Störung. Mit diesem schrittweisen Verfahren ist es möglich stark gestörte




Bei vorgeschriebenem Drehimpulsparameter j der freien Daten erlaubt das Verfahren die
Konstruktion von Anfangsdaten gestörter Objekte. Die Störung wird durch die Koordi-
natenposition der inneren Randbedingung σH beschrieben. Um die Abweichung zwischen
gestörter und ungestörter Lösung abschätzen zu können, wird der Störparameter
∆σH = σH − σh (2.73)
eingeführt. Für die in Tabelle 2.1 dargestellten Werte wurden Beispiellösungen bestimmt.
Das Verfahren kann ohne Probleme Anfangsdaten für |j| < 1, und beliebig nahe am
extremen Fall, konstruieren.
Für die Parameterwahl j = 0.5, σH = 0.5 (∆σH ≈ −0.57) sind in Abbildung 2.2
die gelösten Potentiale (φ, V 1, V 2, V 3) dargestellt. Diese Anfangsdaten entsprechen ei-
ner starken Störung, da der physikalische Koordinatenradius des Objektes aufgrund von
rH = 2M/σH ≈ 2.14rh ungefähr verdoppelt wurde. Eine Änderung des Vorzeichens von
∆σH ändert die Abweichung der Lösung von der ungestörten Lösung φKerr/
√
M = 2 und
V i/M2 = 0.
Für alle Lösungen finden wir einen schnellen, exponentiellen Abfall der Chebyshev-Koef-
fizienten bis fast auf Maschinengenauigkeit. Des Weiteren konnten wir eine exponentielle
Konvergenz der Lösungen beobachten. Um dies zu quantifizieren betrachten wir die Grö-
ßen
Dφnσ ,nµ = M
−1/2 sup
σ,µ
|φnσ ,nµ − φ60,30| (2.74)
Dinσ ,nµ = M
−2 sup
σ,µ































































Abbildung 2.2.: Die gelösten Potentiale (φ, V 1, V 2, V 3) für den Fall j = 0.5, σH = 0.5.
Die D{φ,1,2,3}nσ ,nµ beschreiben die maximale Abweichung einer Lösung mit (nσ, nµ) Gitter-
punkten von einer hochpräzisen Referenzlösung mit (nσ, nµ) = (60, 30) Gitterpunkten.
Zur Näherung des Supremums über alle σ ∈ [0, σH] und µ ∈ [−1, 1] werden die Potentia-
le auf einem äquidistanten Gitter mit 500 × 500 Gitterpunkten, durch pseudospektrale
Interpolation, ausgewertet. Für die in Tabelle 2.1 vorgestellten Rechnungen sind die Ab-
weichungen D{φ,1,2,3}nσ ,nµ in Abbildung 2.3 dargestellt.
Die in den Grafiken sichtbare exponentielle Konvergenz bis fast auf Maschinengenau-
igkeit ist ein starkes Indiz dafür, dass die Lösungen analytisch sind. Dieses Verhalten
unterstützt die Vermutung aus Abschnitt 1.1.5, dass die Regularitätsbedingung (1.47)
für die CMC-Blätterung auf die ACMC-Blätterung übertragen werden kann. Die Exis-




















































Abbildung 2.3.: Die maximalen Abweichungen D{φ,1,2,3}nσ ,nµ (2.74, 2.75) über nσ = 2nµ.
Dφnσ ,nµ (rot, Striche), D
1
nσ ,nµ (blau, Strich-Punkte) , D
2
nσ ,nµ (grün, Punk-
te), D3nσ ,nµ (schwarz, durchgezogen)
Die Konvergenz einer solchen Lösung mit nichtregulären Termen ist in Abbildung 2.4 dar-
gestellt. Für diese Konfiguration wurde die aus der Regularitätsbedingung (1.47) folgende
Bedingung an die ACMC-Transformationsfunktion (2.19) verletzt, indem




gesetzt wurde. Die Residuen des Newton-Raphson-Verfahrens konvergieren auch in diesem
Fall schnell bis zur Sättigung. Die Abweichungen D{φ,1,2,3}nσ ,nµ folgen jedoch einem Potenzge-
setz, als Referenzlösung wurde hier eine Lösung mit (nσ, nµ) = (140, 70) Gitterpunkten
gewählt. Die linke Grafik in Abbildung 2.4 zeigt die Konvergenz der D{φ,1,2,3}nσ ,nµ wie in Ab-
bildung 2.3 in einer einfach logarithmischen Darstellung. Die rechte Grafik zeigt dieselben
Daten in einer doppelt logarithmischen Darstellung, darin wird die einem Potenzgesetz
folgende Konvergenz deutlich. Dies ist ein Zeichen für logarithmische Terme in den Lö-
sungen.
Diese Betrachtung zeigt, dass eine Verletzung der Regularitätsbedingung (1.47) zu Lösun-
gen mit logarithmischen Termen führt, die in Abbildung 2.4 deutlich erkennbar sind. Da
in Abbildung 2.3 ein solches Verhalten nicht sichtbar ist, sehen wir dies als Bestätigung
der Regularität der Lösungen und der Vermutung der Anwendbarkeit der Regularitäts-
bedingung.
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Abbildung 2.4.: Die maximalen Abweichungen Dφnσ ,nµ (rot, Striche), D
1
nσ ,nµ (blau, Strich-
Punkte) , D2nσ ,nµ (grün, Punkte), D
3
nσ ,nµ (schwarz, durchgezogen) über
nσ = 2nµ für eine Lösung mit logarithmischen Termen. Die Abwei-
chung wurde zu einer Referenz mit (nσ, nµ) = (140, 70) Gitterpunkten
bestimmt. Die linke Grafik zeigt die einfach logarithmische Darstellung
wie in Abbildung 2.3, während die rechte Grafik, in der doppelt loga-
rithmischen Darstellung, die einem Potenzgesetz folgende Konvergenz
verdeutlicht.
2.6. Diskussion der Anfangsdaten
2.6.1. Marginal gefangene Flächen
Wie in Abschnitt 2.4 diskutiert, wird am inneren Rand des Gebietes für die Hamilton-
zwangsbedingung eine marginal auswärts gefangene Fläche (MOTS) gefordert
Θ+|H = 0 . (2.77)
In Abschnitt 1.2 wurde gezeigt, dass die Lösung der Hamiltonzwangsbedingung bei I +
die Bedingung an eine marginal inwärts gefangene Fläche (MITS) erfüllt.

























Abbildung 2.5.: Marginal gefangene Flächen für kleine Störungen. MOTS sind durch-
gezogene Linien und MITS gestrichelte Linien. Die Grafiken bestätigen
das erwartete Verhalten für kleine Störungen um die Kerr-Lösung, es
gibt außer der MITS I + und der vorgeschriebenen MOTS keine weite-
ren marginal gefangenen Flächen. Das gekennzeichnete Gebiet I ist im
Text erläutert. Der Rotationsparameter der freien Daten ist j = 0.5,
die Koordinatensphären des Inneren Randes liegen von links nach rechts
bei σH = {1.0700, 1.0718, 1.0800}, aufgrund der kleinen Störung sind die
Grafiken sehr ähnlich. Das Koordinatenkreuz gilt für alle drei Grafiken.
Im ungestörten Fall existieren zwischen I + und dem Horizont H, d. h. innerhalb des
Gebietes
◦




Insbesondere ist somit die vorgeschriebene marginal gefangene Fläche der scheinbare Ho-
rizont. Kleine Störungen um die Kerr-Lösungen, d. h. ∆σH & 0 bzw. ∆σH . 0, erhalten
diese Eigenschaft [68, 79]. Bei starken Störungen ist jedoch zu erwarten, dass sich inner-
halb des Gebietes weitere MITS & MOTS ausbilden können. Die vorgeschriebene MOTS
ist dann auch nicht mehr zwangsweise der scheinbare Horizont, sondern eine neue Fläche
innerhalb des Gebietes übernimmt diese Position.
Eine ausführliche Untersuchung dieses Verhaltens wurde mit dem in Abschnitt 1.3.3 vor-
gestelltem Horizontfinder vorgenommen. Am Beispiel des Rotationsparameters j = 0.5
zeigt Abbildung 2.5 die marginal gefangenen Flächen für kleine Störungen.Dies sind Er-
gebnisse des Horizontfinders und bestätigen die Erwartung, dass für kleine Störungen um
die Kerr-Lösung die vorgeschriebene marginal auswärts gefangene Fläche der scheinbare
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Abbildung 2.6.: Marginal gefangene Flächen für große Störungen. MOTS sind durchgezo-
gene Linien und MITS gestrichelte Linien. Starke Störungen in negativer
Richtung (∆σH < 0) führen zur Ausbildung einer MITS S−, abseits von
I +. Starke Störungen in positiver Richtung (∆σH > 0) führen hingegen
zur Ausbildung eines scheinbaren Horizontes S+ welcher nicht mehr mit
der vorgeschriebenen MOTS H übereinstimmt. Die gefundenen Flächen
S+ und S− sind sehr schwach von µ abhängig, Abbildung 2.7 zeigt eine
Vergrößerung der Flächen. Die gekennzeichneten Gebiete I, II, III sind
im Text und Tabelle 2.2 erläutert. Der Rotationsparameter der freien
Daten ist j = 0.5, die Koordinatensphären des Inneren Randes liegen
von links nach rechts bei σH = {1.0018, 1.0718, 1.4018}. Das Koordina-
tenkreuz gilt für alle drei Grafiken.
Horizont bleibt. Des Weiteren bilden sich keine zusätzlichen marginal inwärts gefangenen
Flächen innerhalb des Gebietes. Für die in Abbildung 2.6 gezeigten Beispiele großer Stö-
rungen gilt dies nicht mehr. Innerhalb des Gebietes entstehen Flächen mit Θ+Θ− = 0.
Die linke Grafik von Abbildung 2.6 stellt den Fall einer starken Störung in negativer
Richtung dar, der innere Rand H wurde im Vergleich zur ungestörten Lösung an einer
kleineren Koordinatenposition gefordert σH < σh (∆σH < 0). Dies entspricht wegen
rH = 2M/σH einem größeren Koordinatenradius des Objektes. Die vorgeschriebene MOTS
ist in diesem Fall weiterhin die einzige Fläche im Gebiet mit Θ+ = 0, es hat sich jedoch
außerhalb von I + eine weitere Fläche S− mit Θ− = 0 ausgebildet. Die sehr schwache µ-
Abhängigkeit von S− ist in der linken Grafik von Abbildung 2.7 vergrößert dargestellt.
In der rechten Grafik von Abbildung 2.6 ist eine starke Störung in positiver Richtung
dargestellt, d. h. der innere Rand H wurde an einer, im Vergleich zur ungestörten Lösung,
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größeren Koordinatenposition gefordert σH > σh (∆σH > 0). Dies entspricht analog einem
Objekt mit kleinerem Koordinatenradius. Bei dieser Störung bleibt I + die einzige Fläche
im Gebiet mit Θ− = 0. Die innere MOTS H ist allerdings nicht mehr der scheinbare
Horizont, da eine neue MOTS S+ mit Θ+ = 0 weiter außen existiert, der neue scheinbare





















Abbildung 2.7.: Vergrößerung der linken und rechten Grafiken von Abbildung 2.6. Die µ-
Abhängigkeit der gefangenen Flächen S− und S+ ist deutlich zu erkennen.
Das Koordinatenkreuz gilt für beide Grafiken.
Für einen Satz von freien Daten γ̃ij, K, M ij eines Kerrschen Schwarzen Loches mit
fixiertem j gibt es einen kritischen Störparameter ∆σIIH bei dem die MOTS S+ exakt
mit der vorgeschriebenen MOTS H übereinstimmt. Für ∆σH < ∆σIIH existiert keine
Fläche S+, wird eine größere Störung ∆σH > ∆σIIH gewählt ist die nun innerhalb des
Gebiet liegende MOTS S+ der scheinbare Horizont. Analog dazu gibt es ein kritische




H ist negativ) eine MITS S− existiert,
die vollständig im Gebiet liegt und den inneren Rand H berührt. Für Störparameter
∆σIIIH < ∆σH < 0 existiert kein S−, oder S− wandert in das Gebiet und schneidet den
inneren Rand H. Für j = 0.5 finden wir ∆σIIH ≈ 0.07 und ∆σIIIH ≈ −0.03.
Aus den obigen Betrachtungen lassen sich anhand der Vorzeichen von Θ± drei Gebiete
charakterisieren. Gebiet I enthält als äußere Grenze I +, auslaufende Nullgeodäten diver-
gieren und einlaufend konvergieren. Gebiet II in Tabelle 2.2 wird als zukünftig gefangenes
Gebiet (future trapped domain) bezeichnet, da sowohl einlaufende als auch auslaufende
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Nullgeodäten konvergieren [64]. Für die Untersuchung von Daten außerhalb Schwarzer
Löcher ist es deswegen ausreichend, das Gebiet auf [S+,I +] zu beschränken und S+ als
inneren Rand bei Störungen ∆σH > ∆σIIH zu betrachten.
Gebiet III ist ein vergangen gefangenes Gebiet (past trapped domain), d. h. sowohl ein-
laufende als auch auslaufende Nullgeodäten divergieren. Dies entspricht der lokalen Cha-
rakterisierung für ein Weißes Loch. Insbesondere gilt Θ− = 0, Θ+ > 0 und δ+Θ− < 0
(d. h. das Vorzeichen von Θ− wechselt von positiv nach negativ beim Wechsel von Gebiet
III nach I, entsprechend der oberen Grafik in Abbildung 2.8). Im quasi-lokalen Hori-
zontformalismus von Hayward [80] heißt dies, dass S− Teil eines „past outer trapping“
Horizontes ist, einem Weißen Loch. Für die Untersuchung astrophysikalischer Phänomene
müssen Daten mit ∆σH < ∆σIIIH verworfen werden, da es kein realistisches physikalisches
Szenario gibt, welches zur Entstehung Weißer Löcher führt. Diese Daten können jedoch für
eine Stabilitätsanalyse der Kerr-Lösung interessant sein, da sie Zugang zu einem gestör-
ten Weißen Loch bieten. Insbesondere ist es mit Daten, welche das Gebiet III enthalten,
möglich, die Bifurkation zwischen Schwarzem und Weißem Loch zu studieren.
Abbildung 2.9 illustriert in der Kerr-Raumzeit hyperboloidale Blätter mit denselben auf-
tretenden marginal gefangenen Flächen. Das durch die blaue/mittlere Linie beschriebene
Blatt enthält nur die MITS I + und den den äußeren zukünftigen Horizont Hf/o+ (fu-
ture/outer), für Daten mit kleinen Störungen ∆σIIH < ∆σH < ∆σ
III
H finden wir dieselbe
Struktur. Das Blatt der grünen/oberen Linie enthält am äußeren Rand die MITS I + und
am inneren Rand den inneren zukünftigen Horizont Hf/i+ (future/inner), des Weiteren ist
innerhalb des Gebietes mit Hf/o+ eine weitere MOTS. Diese Struktur der marginal gefangen
Flächen wurde für starke positive Störungen ∆σIIH < ∆σH gefunden. Die rote/untere Li-
Gebiet Θ+ Θ−
I Θ+ > 0 Θ− < 0
II Θ+ < 0 Θ− < 0
III Θ+ > 0 Θ− > 0
Tabelle 2.2.: Übersicht über die durch das Vorzeichen von Θ± charakterisierten Gebiete.
Ein mögliches Gebiet IV mit Θ+ < 0 und Θ− > 0 wurde nicht beobachtet.
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nie beschreibt ein Blatt, welches am äußeren Rand die MITS I + enthält und am inneren
Rand Hpast+ . Dazwischen befindet sich die MITS Hpast− . Diese Konfiguration beschreibt ein
Weißes Loch und wurde ebenfalls für starke negative Störungen ∆σH < ∆σIIIH gefunden.
Das Diagramm in Abbildung 2.9 dient nicht der Darstellung der dynamischen Änderung
des Störparameters, sondern zeigt nur für die gefundene Typisierung der Anfangsdaten


























Abbildung 2.8.: Äquatorialer Schnitt der Expansionen Θ± für die Koordinatensphä-
ren σ = konst. Die obere Grafik zeigt eine starke negative Störung
∆σH = −0.07 (vgl. linke Grafik in den Abbildungen 2.6 und 2.7).
Die untere Grafik zeigt das Ergebnis einer starken positiven Störung
∆σH = 0.33. (vgl. rechte Grafik in den Abbildungen 2.6 und 2.7). Die
Flächen S± sind vom Horizontfinder gefundene zusätzliche gefangene Flä-
chen mit Θ± = 0, diese sind bis auf eine relative Abweichungen von
≈ 10−2 Koordinatensphären. Die Gebiete I – III sind im Text und Ta-
belle 2.2 erläutert.
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Abbildung 2.9.: Illustration der Blätterung in der Kerr-Lösung mit derselben Struktur
marginal gefangener Flächen wie die erzeugten Anfangsdaten. Gestrichel-
te Linien sind MITS, durchgezogene Linien MOTS und die Gepunkteten
Linien die schematisch eingezeichneten Blätter. Das grüne (obere) Blatt
enthält eine MOTS im Gebiet, wie auch Daten mit ∆σIIH < ∆σH. Das
blaue (mittlere) Blatt enthält außerhalb der Ränder keine marginal gefan-
genen Flächen, dies ist auch für Anfangsdaten mit ∆σIIH < ∆σH < ∆σ
III
H
der Fall. Das rote (untere) Blatt enthält im Gebiet eine MITS, dies wur-
de für Anfangsdaten mit ∆σH < ∆σIIIH beobachtet. Die nummerierten
Gebiete entsprechen denen in Tabelle 2.2.
2.6.2. Analyse der Multipole
Für die in Abschnitt 2.4 konstruierten Anfangsdaten stellt sich prinzipiell die Frage, ob
es sich bei den Daten um gestörte Schwarze Löcher handelt oder um ungestörte Kerrsche
Schwarze Löcher in neuen Koordinaten [81]. Die Diskussion der marginal gefangenen
Flächen in Abschnitt 2.6.1 lässt vermuten, dass gestörte Objekte konstruiert wurden.
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Im Folgenden soll dies mittels einer Multipolanalyse des scheinbaren Horizontes1 Ĥ un-
tersucht werden. Die in [82] vorgestellten Multipole isolierter Horizonte charakterisieren
diese vollständig durch Massenmultipole Mn und Drehimpulsmultipole Jn. Dies erlaubt
eine invariante Untersuchung der Fragestellung, ob es sich bei den konstruierten Anfangs-
daten tatsächlich um gestörte Schwarze Löcher handelt.
Im Rahmen der numerischen Evolution wurden diese Multipole erstmals verwendet, um
festzustellen, ob gestörte Schwarze Löcher zu Kerrschen Schwarzen Löchern konvergieren
[83].
Für eine eichunabhängige Definition der Multipole ist ein axialsymmetrischer Horizont
Ĥ notwendig. Die axiale Symmetrie Φi ist durch den axialen Killingvektor (∂ϕ)i gegeben.
Auf dem Horizont Ĥ wird ein neues Koordinatensystem {µ̂, ϕ̂} eingeführt, so dass die
Legendrepolynome Pn(µ̂) orthonormal sind. In diesem Fall stimmt die Koordinate ϕ mit







definiert. Hier ist (2)ǫji ist das Flächenelement auf Ĥ und RĤ ist der durch die Fläche







Die in Gleichung (2.80) auftretende Integrationskonstante wird durch die Forderung
∮
Ĥ
µ̂dA = 0 (2.82)















1Entsprechend der Diskussion in Abschnitt 2.6.1 ist für kleine Störungen die vorgeschriebene MOTS
H der scheinbare Horizont, bei stärkeren Störungen bildet sich eine neue MOTS S+, welche den
scheinbaren Horizont bildet. Im Folgenden soll der scheinbare Horizont vereinigend als Ĥ bezeichnet
werden.
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gegeben. In Gleichung (2.83) wurde die Abkürzung
KΦs = KjiΦisj (2.85)
eingeführt, dabei ist si der Normalenvektor des scheinbaren Horizontes Ĥ in der Blätte-
rung. Der Normalenvektor si = Ωs̃i ist als Lösung des Horizontfinders gegeben, mit der



















mit Âij = (L̃V )ij +M ij (1.39).
Ableitungen der Legendrepolynome Pn(µ̂) in Gleichung (2.83) werden bezüglich ihres Ar-
gumentes µ̂ bestimmt. Bei (2)R(µ) handelt es sich um den zweidimensionalen Ricciskalar
















Mit dem Gauß-Bonnet-Theorem folgt M0 = MĤ, außerdem gilt M1 = 0 [82, 84]. Der Mul-
tipol J0 verschwindet, während J1 der Definition des Komar-Drehimpulses des scheinbaren
Horizontes Ĥ entspricht. Der Drehimpuls des gestörten Kerrschen Schwarzen Loches ist
J = J1.
Aufgrund der Äquatorialsymmetrie der konstruierten Anfangsdaten verschwinden die un-
geraden Massenmultipole und die geraden Drehimpulsmultipole.
M2n+1 = 0 J2n = 0 n ∈ N (2.89)
Für die konstruierten Anfangsdaten werden mit den Gleichungen (2.83) und (2.84) die
Multipole am scheinbaren Horizont Ĥ ausgewertet und mit denen eines Kerrschen Schwar-
zen Loches verglichen, welches dieselbe Masse M0 und denselben Drehimpuls J1 besitzt.
Die Differenz der höheren Multipole zur Kerr-Lösung ist dann ein Maß für die Abwei-
chung von derselben. Da die Multipole von der Dimension [Masse]n+1 sind, betrachten

























j = 0.5 ∆σH = −0.0018






















j = 0.5 ∆σH = 0.0082

















j = 0.9 ∆σH = 0.008





















j = 0.999 ∆σH = 0.071
Abbildung 2.10.: Massen- und Drehimpulsmultipole am scheinbaren Horizont der kon-
struierten Anfangsdaten mit j = 0.5, j = 0.9, j = 0.999. Die obere
linke und obere rechte Grafik zeigt dieselben Anfangsdaten wie in der
linken und rechten Grafik in Abbildung 2.5. Die grünen Werte entspre-
chen den Multipolen einer Kerr-Lösung mit denselben M0 und J1, die
Abweichung der höheren Multipole zeigt, dass es sich bei den konstru-
ierten Daten nicht um die Kerr-Lösung handelt.
Abbildung 2.10 zeigt für konstruierte Anfangsdaten die Abweichung der Multipole am
scheinbaren Horizont von denen einer Kerr-Lösung mit demselben M0 und J0. In Ab-
bildung 2.11 sind für j = 0.5 die Abweichung der Multipole M2, J3, M4 und J5 über
dem Störparameter skizziert. Die Abweichung verschwindet nur für ∆σH = 0. Dies zeigt
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Abbildung 2.11.: Differenz der Multipole über dem Störparameter ∆σH für Anfangsdaten
mit j = 0.5.
deutlich, dass es sich bei den konstruierten Daten um gestörte Kerrsche Schwarze Löcher
handelt und nicht um Kerrsche Schwarze Löcher in anderen Koordinaten.
2.6.3. Bondi-Masse
Die Anfangsdaten wurden auf dem hyperboloidalen Blatt Στ bestimmt. Auf diesem Blatt
kann die bei i0 definierte ADM-Masse nicht ermittelt werden. Die in dem Blatt enthaltene
Energie lässt sich in diesem Fall durch die Bondi-Masse ausdrücken [8]. Zur Bestimmung
der Bondi-Masse nutzen wir, dass die Hawking-Masse bei I + der Bondi-Masse entspricht
[85–88].
MB = MH |I + (2.90)














definiert. Der Flächeninhalt von S ist durch AS , analog zu (2.81), gegeben. Die Expansion
aus- und einlaufender Nullgeodäten wird durch Θ± beschrieben (siehe Abschnitt 1.2).
Die Bildung des Grenzwertes der Hawking-Masse (2.91) nach I + bedarf einer genauen
Analyse, da im Grenzwert AS |I + = AI + → ∞ und Θ−|I + = 0 gilt.
Für die Auswertung des Integranden in Gleichung (2.91) wird die Reihenentwicklung von
φ in der Hamiltonzwangsbedingung (1.35) benötigt. Die ersten drei Glieder der Taylor-
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reihe lassen sich a priori bestimmen (siehe 1.1.4). In der gewählten konformen transver-
sal spurfreien Aufspaltung sind die Taylorglieder unabhängig von der Wahl der inneren
Randbedingung. Da die ungestörte Lösung φKerr = 2
√
M ist, folgt
φ = φ0 + σ3φ3(σ, µ) , (2.92)




























Für das Flächenelement dA gilt dA = Ω−2dÃ. Dementsprechend lässt sich der Flächenin-










= Ω−2|I +ÃI + (2.96)
Da ω|I + und φ|I + = φ0 winkelunabhängig sind, und damit auch Ω|I + = (ω/φ2)|I + ,
kann der konforme Faktor vor das Integral gezogen werden.
Entsprechend der Diskussion in Abschnitt 1.2 ist mit Gleichung (1.60) der Normalen-
vektor auf I + durch s̃i = −γ̃1i/
√
γ̃11 gegeben. In den Expansionen (1.57) steht die
mittlere äußere Krümmung von I +, κ̃ = ∇̃is̃i, der Regularitätsdiskussion in Abschnitt
2.2 folgend muss für die hier konstruierten regulären Lösungen κ̃ = 0 gelten. Mit diesen




















































σ + O(σ2) .
(2.97)
Der Term ∝ σ−2 verschwindet, da der Klammerausdruck durch die Reihenentwicklung der
Hamiltonzwangsbedingung (2.93) identisch verschwindet. Der Term ∝ σ−1 verschwindet
ebenfalls, da für γ̃11,σ




A,µA,σµ − 4A,σσ + j2 − 4 (2.98)
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gilt. Mit der ACMC-Transformationsfunktion A(σ, µ) und den Forderungen an diese
aus der Regularitätsbedingung der Hamiltonzwangsbedingung (2.19) und der ACMC-
Bedingung (insbesondere (2.23)) folgt
γ̃11,σ |I + = 0 . (2.99)



















































Dabei ist q̃ die Determinante der auf I + eingeprägten zweidimensionalen Metrik. Mit
den vorgegebenen freien Daten heben sich die ersten beiden Summanden auf und der






























In der obigen Gleichung wurde φ0 = 2
√
M (2.93) verwendet.
Abbildung 2.12 zeigt MB/M über der Störung ∆σH aufgetragen. Der Parameter M ist der
globale Skalierungsparameter der Kerr-Lösung der freien Daten Der Drehimpulsparame-
ter ist in der folgenden Diskussion j ∈ {0.5, 0.9}. Die Farbkodierungen in Abbildung 2.12
(und den folgenden Abbildungen 2.13 - 2.15) spiegeln die Diskussion in Abschnitt 2.6.1
über die marginal gefangenen Flächen wieder. Der schwarze Punkt ist der ungestörte Fall.
Kleine positive Störungen 0 < ∆σH < ∆σIIH werden durch eine durchgezogene schwarze
Linie dargestellt, in diesem Fall ist die vorgeschriebene MOTS H auch der scheinbare
Horizont Ĥ. Die blaue Strich-Punkt-Linie steht für größere Störungen ∆σH > ∆σIIH , bei
denen sich eine neue MOTS S+ ausgebildet hat, welche der scheinbare Horizont ist. Für
diese Störungen gilt MB ≤ M , wobei das Gleichheitszeichen für den ungestörten Fall
gilt. Negative Störparameter sind durch eine rote gestrichelte Linie dargestellt, dabei
gilt ∆σIIIH < ∆σH < 0. Lösungen mit einer MITS S− innerhalb des Gebietes wurden
verworfen. Für ∆σH < 0 gilt MB > M .
Mit dem ersten nichtverschwindenden Drehimpulsmultipolmoment kann der spezifische



























j = 0.9 MB/M
Abbildung 2.12.: Die Bondi-Masse MB/M in Abhängigkeit des Störungsparameters ∆σH
für freie Daten mit j ∈ {0.5, 0.9}. Für die ungestörte Lösung gilt
MB = M (schwarzer Punkt). Die durchgezogene schwarze Linie gilt
für positive Störparameter bei denen die vorgeschriebene MOTS H mit
dem scheinbaren Horizont Ĥ übereinstimmt. Die blaue Strich-Punkt-
Linie gilt für große Störungen bei denen sich eine neue Fläche S+ als
scheinbarer Horizont Ĥ ausgebildet hat. Die rote gestrichelte Linie sind
kleine Störungen mit negativem Störparameter.
definiert werden. Abbildung 2.13 zeigt jB in Abhängigkeit des Störparameters ∆σH. Im
ungestörten Fall gilt jB = j, mit dem Drehimpulsparameter der freien Daten j. Für
negative Störungen ∆σH < 0 fällt jB monoton ab. Bei positiven Störungen existiert für
∆σH = ∆σIIH ein Maximum, die Lage von ∆σ
II






Tabelle 2.3.: Tabelle der maximalen jB der Lage der kritischen Störung ∆σIIH .
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j = 0.5 jB






j = 0.9 jB
Abbildung 2.13.: Der spezifische Drehimpuls jB = J1/M2B über dem Störparameter ∆σH
für j =∈ {0.5, 0.9}. Die Farbkodierung entspricht der in Abbildung 2.12.
Für ∆σH = ∆σIIH erreicht jB ein Maximum. In Tabelle 2.3 sind die ∆σ
II
H
sowie die maximalen jB aufgelistet.
Abbildung 2.14 zeigt dieses Verhalten nochmals anhand dimensionsloser Größen. Die
Darstellung von 8πJ1/AĤ über AĤ vermeidet die koordinatenabhängige Störung ∆σH.
Die für die Abbildungen 2.12 und 2.13 diskutierten Fälle ∆σIIIH < ∆σH < 0, ∆σH = 0,
0 > ∆σH > ∆σIIH und ∆σ
II
H > ∆σH sind in Abbildung 2.14 wiederzuerkennen.
Für sehr starke positive Störungen scheinen die physikalischen Größen MB und jB wieder
zu ihrem ungestörtem Wert zu konvergieren (siehe Abbildungen 2.12 und 2.13). In der
dimensionslosen Darstellung in Abbildung 2.14 ist ein ähnliches Verhalten zu beobachten.
Diese Beobachtung motiviert die Vermutung, dass für sehr starke Störungen die Lösung
wieder in den ungestörten Fall übergeht. Ob dies tatsächlich der Fall ist, Bedarf jedoch
noch weiterer Untersuchungen. In [89] wurde ein vergleichbarer Effekt gefunden. Stark
gestörte Anfangsdaten, welche aus der Kerr-Lösung gewonnen wurden, schienen sich für
starke Störungen wieder der ungestörten Lösung anzunähern.
2.6.4. Ungleichungen für gestörte Schwarze Löcher
Im Folgenden sollen Ungleichungen für Schwarze Objekte untersucht werden, diese Un-
tersuchung dient mehreren Zwecken. Zum ersten werden zum Abschnitt 2.6.2 weitere
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Abbildung 2.14.: Koordinatenunabhängige Darstellung der physikalischen Größen der
konstruierten Anfangsdaten. Die Farbkodierung entspricht Abbildung
2.12, die beiden Zweige ∆σH > 0 > ∆σIIH und ∆σ
II
H > ∆σH liegen fast
übereinander und sind nochmal ausschnittsweise vergrößert dargestellt.
Argumente vorgebracht, die darlegen, dass es sich bei den konstruierten Anfangsdaten
um gestörte Kerrsche Schwarze Löcher handelt. Zweitens wird das gesamte Verfahren auf
seine Korrektheit hin überprüft. Kleinste Fehler in der Konstruktion der Anfangsdaten
oder in der Berechnung der physikalischen Größen in den Abschnitten 2.6.2 und 2.6.3
sollten durch eine Ungültigkeit der bekannten Ungleichungen erkennbar sein. Des Weite-
ren bietet die Untersuchung eine Probe des bekannten Bildes des Gravitationskollapses
[64].
Unter der Gültigkeit der schwachen kosmischen Zensur (weak cosmic censorship) schlug
Penrose [90] die Ungleichung
AĤ ≤ 16πM2ADM (2.103)
vor, welche die Fläche eines Schwarzen Loches mit seiner ADM-Masse in Beziehung setzt.
Die Argumentation von Penrose beginnt bei der Ungleichung
AĤ ≤ 16πM2B (2.104)
und verwendet die Tatsache, dass die Bondi-Masse immer kleiner gleich der ADM-Masse
ist MB ≤ MADM. Dies führte zu der bekannteren Ungleichung (2.103).
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Abbildung 2.15.: Die Penrose-Bondi Ungleichung AĤ/(16πM2B) < 1 (2.104) über dem
Störparameter ∆σH für freie Daten mit j = 0.5. Der Farbcode entspricht
Abbildung 2.12.
Hyperboloidale Blätter bieten keinen Zugang zur ADM-Masse, die Gültigkeit der stär-
keren Aussage bezüglich der Bondi-Masse (2.104) lässt sich hingegen mit den konstru-
ierten Anfangsdaten verifizieren. Abbildung 2.15 zeigt die Gültigkeit der Penrose-Bondi-
Ungleichung (2.104) für freie Daten mit j = 0.5 und j = 0.9.
In der Penrose-Ungleichung (2.103) und der Penrose-Bondi-Ungleichung (2.104) ist das
Gleichheitszeichen nur für die Schwarzschildlösung erfüllt. Dain et. al [91] diskutierten








ein. In dieser Formulierung gilt das Gleichheitszeichen nur für Lösungen der Kerr-Familie.
Die Argumentation, welche von der Ungleichung für die Bondi-Masse (2.104) auf die
Ungleichung für die ADM-Masse (2.103) führt, kann für die von Dain vorgeschlagene







Abbildung 2.16 zeigt für die konstruierten Anfangsdaten mit j = 0.5 und j = 0.9 die
Dain-Bondi-Zahl. Die numerischen Ergebnisse unterstützen die Vermutung, dass auf den
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Abbildung 2.16.: Die Dain-Bondi-Zahl (2.106) über dem Störparameter ∆σH für konstru-
ierte Anfangsdaten mit j = 0.5 und j = 0.9. Gleichheit wird nur für die
ungestörte (stationäre) Lösung erzielt. Die eingebettete Grafik zeigt eine
Vergrößerung für kleine Störungen ∆σH in logarithmischer Darstellung.
hier verwendeten hyperboloidalen Blättern die Ungleichung ǫAB ≤ 1 gilt. Aufgrund dieser
Feststellung wollen wir die Dain-Bondi-Zahl ǫAB als relevante Größe für die Untersuchung
des Gravitationskollapses vorschlagen.
Durch die verwendeten hochpräzisen numerischen Methoden ist es möglich, die Dain-
Bondi-Ungleichung bis auf eine relative Genauigkeit von 10−10 zu überprüfen. Kleinste
Ungenauigkeiten in der Konstruktion der Anfangsdaten oder der Bestimmung der phy-
sikalischen Größen würden die Gültigkeit der Penrose-Bondi-Ungleichung und der Dain-
Bondi-Ungleichung stören. Unter Annahme der Gültigkeit der Dain-Bondi-Ungleichung
ergibt sich ein weiterer Nachweis, dass es sich um gestörte Schwarze Löcher handelt, da
die numerische Gleichheit nur für ∆σH = 0 beobachtet wurde und kleinste Störungen
ǫAB < 1 erzeugen.
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Auf Blättern mit konstanter mittlerer Krümmung K entkoppeln die konformen Zwangs-
bedingungen (1.34, 1.42).





i = −∇̃jM ij
Die Vektorzwangsbedingung kann in einem ersten Schritt gelöst werden, die daraus ge-
wonnenen V i werden dann mittels Âij = (L̃V )ij + M ij (1.39) in die Hamiltonzwangs-
bedingung eingebunden. Für den Fall konform flacher Daten existiert eine analytische
Lösung der Vektorzwangsbedingung, die Bowen-York-Daten [55]. Diese Lösungen wur-
den in [18] verwendet, um Anfangsdaten für einzelne und mehrere Schwarze Löcher zu
erzeugen.
In Abschnitt 3.2 werden diese Daten diskutiert. In der CMC-Blätterung ist die Vek-
torzwangsbedingung, wie auch in der ACMC-Blätterung, regulär. Für die Hamilton-
zwangsbedingung gilt die von Andersson, Friedrich und Chruściel gefundene Re-
gularitätsbedingung der Scherungsfreiheit von I + (siehe Abschnitt 1.1.5).
Auf CMC-Blättern wurden Daten mit isotroper mittlerer Krümmung bestimmt [17, 93],
diese Daten beschreiben jedoch keine Schwarzen Löcher [56]. Buchman et al. [18] kon-
struierten konform flache Anfangsdaten für einzelne und mehrere Schwarze Löcher, unter
der Verwendung von Bowen-York-Daten als Lösung der Vektorzwangsbedingung. Mit den
in [18] verwendeten Verfahren lassen sich Daten mit hohem Drehimpuls erzeugen. Love-
lace et al. [94] zeigen, dass diese Daten jedoch viel unerwünschte Störstrahlung (junk-
radiation) enthalten. Die Ursache dieser unphysikalischen Störstrahlung ist, dass die ro-
tierenden Schwarzen Löcher keine stationären Lösungen beschreiben, sondern Lösungen,
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die dynamisch Gravitationswellen abstrahlen. Durch Zeiten vor dem Anfangsdatenblatt
existiert bereits eine Gravitationswellenverteilung, diese wird durch die Anfangsdaten je-
doch nicht korrekt modelliert. Der Unterschied zwischen der korrekten, d.h. aus einer
Entwicklung welche bei t → −∞ begann, und der konstruierten Strahlungsverteilung
wird als Störstrahlung bezeichnet und ist unphysikalisch.
Im Rahmen der Evolution muss das Auslaufen dieser Strahlung abgewartet werden, be-
vor eine Analyse der Gravitationswellen stattfinden kann. Durch die Verwendung von
Anfangsdaten überlagerter Kerr-Schild-Metriken im Quasi-Gleichgewicht kann die Stör-
strahlung deutlich reduziert werden [94]. In einer Reihe von Arbeiten zeigen Garat
und Price [95] sowie Valiente Kroon und Antonio [96, 97], dass auf Blättern, die
nach i0 gehen (Cauchy-Blättern), die einzigen konform flachen, stationären Lösungen
die Minkowski- und Schwarzschildlösung sind. Für hyperboloidale Blätter gibt es keine
derartige Aussage. Die Vermutung liegt nahe, dass dies auch für hyperboloidale Blätter
gilt [98]. Dies bedeutet, dass für die Untersuchung von Schwarzen Löchern mit hohem
Drehimpuls die konforme Flachheit der Anfangsdaten aufgegeben werden sollte. Diese
Analyse motiviert die Konstruktion von CMC-Blättern für Kerrsche Schwarze Löcher,
um Objekte mit beliebig hohem Drehimpuls betrachten zu können. Die in [78] konstru-
ierte und hier vorgestellte CMC-Blätterung für Kerrsche Schwarze Löcher ist konform
nicht flach und ermöglicht Blätter mit extremen Kerrschen Schwarzen Löchern.
3.1. Stationäre Schwarze Löcher auf einer
CMC-Blätterung
Im Folgenden Abschnitt werden kompaktifizierte hyperboloidale Blätter mit konstanter
mittlerer Krümmung für stationäre Kerr-Newman Schwarze Löcher konstruiert. Die in
[78] gefundene CMC-Blätterung für die Kerr-Lösung wird ausführlich diskutiert. Die kürz-
lich analytisch gefundenen CMC-Blätter für die Reissner-Nordström-Metrik [99] wurden
als Grenzfall der hier ebenfalls konstruierten CMC-Blätter für die Kerr-Newman-Familie
numerisch erzeugt.
Für die Schwarzschildlösung sind CMC-Blätter seit langem analytisch bekannt [100, 101].
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In [102] werden numerische Arbeiten diskutiert. In [103] wurde das Verhalten der Blätter
bei I + analysiert und kompaktifizierte hyperboloidale Blätter für die Schwarzschildlö-
sung eingeführt.
Hyperboloidale Blätterungen der Kerr-Lösungen wurden als fixierter Hintergrund für die
Untersuchung von gravitativen Störungen [104] und Skalarfeldern [46, 105] verwendet.
Die dort verwendeten Koordinaten durchdringen den Horizont stetig. Das Gebiet wur-
de innerhalb bzw. am Horizont des Schwarzen Loches ausgeschnitten [106, 107] (sowie
Referenzen in [24]). Das Ausschneiden der Schwarzen Löcher ist im Rahmen des kon-
formen Konzeptes nicht zwingend notwendig. Für die meisten numerischen Rechnungen
ist es jedoch ausreichend, das Äußere des Schwarzen Loches zu betrachten. In dieser Ar-
beit werden deswegen CMC-Blätter der Kerr-Newman-Familie außerhalb des Horizontes
konstruiert.
Dieser Teil der Arbeit ist wie folgt gegliedert, in Abschnitt 3.1.1 wird eine Differen-
tialgleichung aufgestellt, deren Lösung eine Koordinatentransformation konstruiert, die
auf hyperboloidale CMC-Blätter für Kerr-Newman Schwarze Löcher führt. In Abschnitt
3.1.2 werden die numerischen Ergebnisse vorgestellt, unter anderem auch nicht sphärisch
symmetrische CMC-Blätter für Schwarzschildsche Schwarze Löcher.
3.1.1. Hyperboloidale CMC-Blätter
Für die Konstruktion kompaktifizierter hyperboloidaler Blätter mit konstanter mittlerer
Krümmung gehen wir prinzipiell genauso wie bei der Konstruktion von kompaktifizierten
hyperboloidalen ACMC-Blättern (siehe Abschnitte 2.1 - 2.3) vor. Die Kerr-Newman-
Lösung [30, 31] in Kerr Koordinaten (V, r, ϑ, ϕ) ist [54]
ds2 = −
(




dV 2 + 2dV dr − 22Mra−Q
2
ρ2
sin2 ϑ dV dϕ+ ρ2dϑ2











r2 + a2 cos2 θ und ∆ = r2 − 2Mr + a2 +Q2 . (3.2)
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eingeführt und zusätzlich verwenden wir die dimensionslose Ladung q = Q
M
. Für j und q
gilt die Ungleichung
j2 + q2 ≤ 1 . (3.3)
Paare (j, q), welche die Gleichheit erfüllen, sind extreme Lösungen. Die Spezialfälle sind
die Schwarzschildmetrik [26] mit (j, q) = (0, 0), die Reissner-Nordström-Metrik [27, 28]
mit (j, q) = (0, q) und die Kerr-Metrik [29] mit (j, q) = (j, 0).
Als Koordinatentransformation auf allgemeine axialsymmetrische kompaktifizierte hyper-
boloidale Blätter Στ erhalten wir, wie in Abschnitt 2.1, die Koordinatentransformation




























1 − j2 − q2 . (3.4)
Es wird eine Differentialgleichung für die Funktion A(σ, µ) in der Höhenfunktion h ge-
sucht, so dass die Lösung dieser Gleichung eine Blätterung mit konstanter mittlerer Krüm-
mung erzeugt. Im Gegensatz zu Kapitel 2, wo lokale Bedingungen an A(σ, µ) bei I +
diskutiert wurden, ist die Forderung CMC eine globale Bedingung an A(σ, µ). Für alle
A(σ, µ), die in (σ, µ) ∈ [0, σh] × [−1, 1] analytisch sind, erzeugt die obige Koordinaten-
transformation hyperboloidale Blätter, die am Ereignishorizont des Schwarzen Loches
regulär sind. Die einzige grundsätzliche Bedingung an A(σ, µ) ist, dass die Blätterung
überall außerhalb von I + raumartig sein muss.
Die mittlere Krümmung der Blätterung ist (1.4)
K = ∇µnµ .
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Die mittlere Krümmung ist auf dem gesamten Gebiet regulär, die Komponenten der
physikalischen Metrik gµν sind in den Koordinaten (τ, σ, µ, ϕ) bei I + jedoch divergent.
Durch die Verwendung der konformen Größen
gµν = Ω−2g̃µν
ist es möglich, die mittlere Krümmung in regulären Ausdrücken zu formulieren. Für den
konformen Faktor gilt (siehe Abschnitt 1.1.3) ΩI + = 0 und Ω,σ|I + 6= 0. Wir wählen den





Für den konformen lapse α̃ gilt in den Koordinaten (τ, σ, µ, ϕ)
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Die mittlere Krümmung (1.4) schreibt sich in den gewählten Koordinaten und mit dem








mit den Koeffizienten pi
p0 = 12α̃ (3.8)






p2 = −α̃(8A,σ − j2 − q2 + 8) (3.10)
p3 = α̃,σ(8A,σ − j2 − q2 + 8) + 8A,σσα̃ (3.11)
p4 = 2α̃((j2 + q2)A,σ − 4A,σσ) − 2α̃,σ(4A,σ + j2 + q2) (3.12)
p5 = 2(j2 + q2)(A,σα̃,σ + A,σσα̃) . (3.13)
Die Differentialgleichung (3.7) ist die gesuchte Differentialgleichung für A(σ, µ). Die Glei-
chung ist linear in den zweiten Ableitungen, jedoch von keinem bekannten Typ. Die
Koeffizienten vor den zweiten Ableitungen enthalten A(σ, µ) sowie erste Ableitungen, so
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dass die klassische Typisierung fehlschlägt. Für q = 0 stimmen die Terme (3.6 - 3.13) mit












wird Gleichung (3.7) bei I + (σ = 0) in einer Taylorreihe entwickelt. Anstelle der mitt-
leren Krümmung K führen wir die dimensionslose mittlere Krümmung K̄ über
K̄ = KM (3.15)

















16 (µ2 − 1) (A′0)2 + 16A1 + j2 (µ2 − 1) − 4 (q2 − 4)
.
(3.16)
Dies bildet einen Zusammenhang zwischen A′0 = dA0/dµ und A1. Damit folgt in erster
Ordnung mit
0 = 8K̄2(1 + A2) − 2(j2 + 2q2)K̄2 + 2µ
[
9 − j2K̄2(1 − µ2)
]
A′0
+ 32K̄2(1 − µ2)A′30 + (1 − µ2)
[





eine Verknüpfung zwischen A0 und A2. Dieses Verfahren kann auf die zweite Ordnung an-
gewandt werden. Dort folgt nach Elimination von A1 und A2 eine Bestimmungsgleichung
für A3.
0 = 243 + 128K̄4
(
A3 + 2 − j2
)
+ 54K̄2j2(1 − µ2) + 3K̄4j4(1 − µ2)2
+ 16K̄4q2
(
j2 + q2 − 12
)
+ 768K̄4(1 − µ2)(1 − 5µ2)A′40
+ 96K̄2(1 − 3µ2)
[
9 + K̄2j2(1 − µ2)
]
A′20
− 48K̄2(1 − µ2)2
[
21 + 64K̄2A′20 (1 − µ2)
]
A′′20
+ 192K̄2A′0µ(1 − µ2)
[
27 + K̄2(j2 + 48A′20 )(1 − µ2)
]
A′′0
− 32K̄2A′0(1 − µ2)2
[




In dritter Ordnung bricht dieses Verfahren zusammen, d. h. der Koeffizient vor A4 ver-
schwindet. Damit ergibt sich keine Bestimmungsgleichung für A4 sondern eine Differen-
tialgleichung für A0 bezüglich µ.
0 = (1 − µ2)2A′′′′0 − 8µ(1 − µ2)A′′′0 − 4(1 − 3µ2)A′′0 (3.19)
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Die Lösungen dieser Differentialgleichung ist






mit den Integrationskonstanten c1, . . . , c4. Damit A(σ, µ) analytisch ist, muss
c3 = c4 = 0 gesetzt werden. Bei I + reguläre Randbedingungen für A(σ, µ) sind dann
durch
A0(µ) = c1 + c2µ (3.21)
gegeben. Mit dieser Randbedingung (3.21) ergeben sich reguläre Lösungen A(σ, µ) der
CMC-Differentialgleichung (3.7).
Die Diskussion in Abschnitt 2.2 zeigte, dass die Regularitätsbedingung für die Hamil-
tonzwangsbedingung Forderungen an die Transformationsfunktion A(σ, µ) bei I + stellt.
Die Forderung ist durch Gleichung (2.19) gegeben.
A,µ|I + = 0
Es soll eine Blätterung konstruiert werden, auf der sichergestellt ist, dass die Lösungen
der Zwangsbedingungen regulär sind. Die Kerr-Newman-Lösung selbst ist analytisch be-
kannt und regulär, es sollen jedoch insbesondere Störungen, wie sie in Kapitel 2 diskutiert
wurden, reguläre Lösungen besitzen. Aus diesem Grund ist es notwendig, Blätterungen zu
konstruieren, welche die Regularitätsbedingungen erfüllen. Die Vektorzwangsbedingung
ist bereits durch die CMC-Blätterung regulär. Um die Regularitätsbedingung der Ha-
miltonzwangsbedingung zu erfüllen, muss in Gleichung (3.21) die Integrationskonstante
c2 = 0 gesetzt werden.
Die verbleibende Integrationskonstante c1 ist eine Verschiebung der Zeitkoordinate, die
ohne Beschränkung der Allgemeinheit zu Null gesetzt werden kann. Aus dieser Diskussion
folgt als Randbedingung für A(σ, µ) in der Differentialgleichung (3.7) bei I +
A(0, µ) = 0 . (3.22)
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Aus den Gleichungen (3.16 - 3.18, 3.22) ergeben sich die Funktionen A1, A2 und A3 zu






(1 − µ2) + 1
4
q2 (3.23)



















(1 − µ2)2 + q
2
8
(12 − j2 − q2) .
(3.25)
Mit diesen Ai ist die Reihenentwicklung von (3.7) in dritter Ordnung identisch erfüllt.
Für alle höheren Ordnungen ergibt sich ein Zusammenhang zwischen A4 und Al mit
l > 4. Dieses Verfahren bricht nicht zusammen, da der Koeffizient Al+1 in l-ter Ordnung
für l > 4 nie verschwindet. Durch Vorschreiben eines regulären A4 folgt somit ein bei
I + analytisches A(σ, µ). Anstelle von A4 kann auch eine innere Randbedingung vorge-
schrieben werden. Wir wählen als Koordinatenposition der inneren Randbedingung den
Ereignishorizont des Schwarzen Loches σ = σh und fordern die Dirichlet-Bedingung
A(σh, µ) = Ah(µ) . (3.26)
Da die Koordinaten den Horizont durchdringen, sind auch Randbedingungen innerhalb
des Horizontes möglich um z. B. Störungen wie in Kapitel 2 zu erzeugen. Die einzige
Bedingung an Ah(µ) ist, dass die Blätterung raumartig bleiben muss. Für Ah(µ) mit
starken Gradienten kann das Argument der Wurzel in (3.6) null bzw. negativ werden,
dies entspricht einer licht- bzw. zeitartigen Blätterung.
Die innere Randbedingung Ah(µ) soll von der bekannten Schwarzschildlösung auf sphä-
risch symmetrischen CMC-Blättern [100, 101, 108] übernommen werden. Die explizite























Hier entspricht a(σ) der in der Literatur verwendeten Formulierung und ist nicht mit
dem Kerr-Parameter a = J/M zu verwechseln. Ebenfalls wird in der Literatur meist
C = C̄M2 anstelle von C̄ verwendet. Im Folgenden sollen jedoch die dimensionslosen
Größen K̄ und C̄ genutzt werden.
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Abbildung 3.1.: AS(σ) für C̄ = 2.88 und K̄ = 0.33.





gelten [18] (siehe Abschnitt 3.2.1). Trotz der scheinbar singulären Struktur von (3.27) am
Horizont und bei I + ist AS(σ) analytisch für alle σ ∈ [0, 1]. In Abbildung 3.1 ist AS(σ)
für die Parameter K̄ = 0.33 und C̄ = 2.88 skizziert.






i durch (3.23 -







− 6 . (3.30)
Der Zusammenhang zwischen Ah = AS(σ)|σ=1 und den Parametern K̄, C̄ kann numerisch
gewonnen werden und ist in Abbildung 3.2 dargestellt. Bisher wurde für die Konstruktion
von CMC-Blätterungen für die Schwarzschildlösung sphärische Symmetrie angenommen,
d. h. ∂µC̄ = 0. Diese Bedingung kann fallengelassen werden, und ermöglicht auch für die
Schwarzschildlösungen ein µ-abhängiges A4, bzw Ah, d. h. eine nicht sphärisch symmetri-


















Abbildung 3.2.: Der Zusammenhang zwischen Ah = AS(σ)|σ=1 der Schwarzschildlösung
am Ereignishorizont (dem inneren Rand) und den Parametern K̄, C̄. Für
fixiertes K̄ ist Ah eine monoton steigende Funktion von C̄.
3.1.2. Numerische Ergebnisse
CMC-Blätter für Kerrsche Schwarze Löcher
Für die Konstruktion von CMC-Blättern der Kerr-Lösung wählen wir als Dirichlet-Rand-
bedingung den Wert von AS(σ) (siehe Abbildung 3.1) am Ereignishorizont des Kerrschen-
Schwarzen Loches.
Ah = A(σh, µ) (3.31)
Die Parameter K̄ und C̄ fixieren wir auf
K̄ = 0.33 und C̄ = 2.88 . (3.32)
Diese Werte wurden in [92] so gefunden, dass die Chebyshev-Koeffizienten von AS mög-
lichst steil abfallen. Die Auswahl einer Startlösung mit rasch abfallenden Chebyshev-
Koeffizienten liegt darin begründet, dass wir vermuten, dass auch die daraus gewonnenen
Lösungen mit 0 < j ≤ 1 ein relativ steiles Abfallverhalten der Chebyshev-Koeffizienten
aufweisen. Dies erlaubt die Nutzung gröberer Gitter und beschleunigt das numerische
Verfahren merklich. Dieses AS (d. h. j = 0) nutzen wir im Folgenden als Startlösung
für das Newton-Raphson Verfahren um Lösungen mit j > 0 zu erzeugen. Dabei dienen
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Abbildung 3.3.: Die Transformationsfunktion A(σ, µ) für Kerrsche Schwarze Löcher in
(σ, µ) ∈ [0, σh] × [−1, 1] mit j ∈ {0.25, 0.5, 0.75, 1} und den entspre-
chenden σh ∈ {1.02, 1.08, 1.20, 1}. Der Fall j = 0 ist in Abbildung 3.1
dargestellt. Die µ-Abhängigkeit von A(σ, µ) ist selbst für extreme Kerr-
sche Schwarze Löcher nur sehr schwach.
bereits gefundene Lösungen als neue Startlösung für größere j, bis zu j = 1. Die Lö-
sung für das extreme Kerrsche Schwarze Loch kann dabei mit nur drei Zwischenlösungen
j ∈ {0.25, 0.5, 0.75} konstruiert werden.
In Abbildung 3.3 ist A(σ, µ) für j ∈ {0.25, 0.5, 0.75, 1} dargestellt, der Fall j = 0 wurde
bereits in Abbildung 3.1 skizziert.
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Um die spektrale Konvergenz der Lösung zu verifizieren untersuchen wir die Größe








welche die maximale Abweichung von A(σ, µ) zu einer hochpräzisen Referenzlösung an-
gibt (siehe Abschnitt 2.5, insbesondere Gleichungen (2.74) und (2.75)). Das Supremum
wurde durch die Auswertung an 500 × 500 äquidistanten Stützstellen angenähert. Die
exponentielle Konvergenz der Lösungen in Abbildung 3.4 ist eine starke Indikation für
die Regularität der gefundenen A(σ, µ).






























Abbildung 3.4.: Die maximale Abweichung Dnσ ,nµ = Dnσ , 14 nσ zu einer hochaufgelösten
Referenzlösung (siehe Gleichung (3.33)) für die in den Abbildungen 3.1
und 3.3 dargestellten spezifischen Drehimpulse j. Für einen besseren Ver-
gleich der Konvergenzraten sind alle Lösungen auf dem Gebiet σ ∈ [0, 2]
bestimmt worden. Der exponentielle Abfall ist ein starkes Indiz für eine
reguläre Lösung.
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Abbildung 3.5.: A(σ, µ) und der konforme lapse α̃ am Horizont σh für eine nicht sphärisch
symmetrische CMC-Blätterung für Schwarzschild mit ε = 0.3 (3.34).
Im Folgenden soll, ausgehend von der bekannten sphärisch symmetrischen CMC-Blätter-
ung für die Schwarzschildlösung, eine nicht sphärisch symmetrische CMC-Blätterung kon-
struiert werden. Für die in Abschnitt 3.1.1 diskutierte innere Randbedingung Ah wurde
bisher AS(σh) gewählt, d. h. der innere Rand enthielt keine µ-Abhängigkeit. Durch das
Vorschreiben einer µ-abhängigen inneren Randbedingung sind nicht sphärisch symmetri-
sche CMC-Blätter für Schwarzschild realisierbar, wir wählen
Ah = AS(1) + ε cos(µ) . (3.34)
Prinzipiell ist jede Wahl möglich, welche die Raumartigkeit des Blattes erhält (siehe die
Diskussion in Abschnitt 3.1.1 bezüglich der inneren Randbedingung (3.26)). Wir merken
an, dass auch die Wahl einer µ-abhängigen Bedingung am äußeren Rand I + regulä-
re nicht sphärisch symmetrische CMC-Blätter erzeugen würde. Diese Blätter würden
jedoch die Regularitätsbedingung für die Hamiltonzwangsbedingung nicht erfüllen, da
die Regularitätsbedingung die Forderung A(σ, µ),µ|I + = 0 an A(σ, µ) stellt (siehe Ab-
schnitt 2.2). Da wir Blätterungen konstruieren wollen, welche eine reguläre Lösungen




Abbildung 3.5 zeigt A(σ, µ) und den konformen lapse α̃ am Horizont für ε = 0.3. Die
µ-Abhängigkeit der Blätterung ist an α̃ gut sichtbar.
In Abbildung 3.6 sind die Abweichungen Dnσ ,nµ (3.33) für unterschiedliche ε dargestellt.
Die exponentielle Konvergenz ist auch hier ein starkes Indiz für die Regularität der ge-
fundenen Lösungen.


























Abbildung 3.6.: Die Abweichungen Dnσ ,nµ (3.33) für die nicht sphärisch symmetrischen
CMC-Blätterungen für Schwarzschild. Der innere Randbedingung ist
durch Gleichung (3.34) gegeben. Die exponentielle Konvergenz ist ein
starkes Indiz für die Regularität der Lösungen.
CMC-Blätter für geladene Schwarze Löcher
Für die Kerr-Newman-Familie wählen wir dieselbe innere Randbedingung wie im Kerr-
schen Fall
A(σh, µ) = AS(σh) . (3.35)
Für die in Abbildung 3.7 dargestellte Konvergenz der extremalen Lösungen, d. h.
j2+q2 = 1 liegt der Ereignishorizont immer bei σh = 2. Wie auch schon im Kerrschen Fall
beobachtet, lässt sich die extreme Parameterkonfiguration mit nur drei Zwischenschritten
konstruieren. Die gefundenen Transformationsfunktionen A(σ, µ) entsprechen qualitativ
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q = 1 j = 0
Abbildung 3.7.: Die Abweichungen Dnσ ,nµ (3.33) für extremale Kerr-Newman Schwarze
Löcher, d. h. j2 + q2 = 1 Die exponentielle Konvergenz ist auch hier ein
starkes Indiz für die Regularität der Lösungen.
den in Abbildung 3.3 dargestellten. Analog zu den nicht sphärisch symmetrischen Blättern
der Schwarzschildlösung ließen sich in diesem Fall nicht sphärisch symmetrische CMC-
Blätter für die Reissner-Nordström-Lösung finden.
3.2. Anfangsdaten für ein binäres System
In Kapitel 2 wurden Anfangsdaten für ein gestörtes Kerrsches Schwarzes Loch konstruiert
und die Daten auf ihre physikalischen Eigenschaften untersucht. Für eine zukünftige Evo-
lution der Anfangsdaten sind neben dem einzelnen gestörten Kerrschen Schwarzen Loch
insbesondere Daten mit mehreren Schwarzen Löchern von Interesse. Ein erster Schritt zur
Evolution von Binärsystemen auf hyperboloidalen Blättern ist ein axialsymmetrisches Bi-
närsystem. In diesem Abschnitt werden Anfangsdaten für ein solches axialsymmetrisches
Binärsystem Schwarzer Löcher bestimmt. Diese Daten werden auf CMC-Blättern mit
konform flacher Metrik γ̃ij = δij konstruiert. In diesem Fall sind die Bowen-York-Daten
[55], welche ursprünglich für asymptotisch flache CMC-Cauchy-Blätter1 (K = 0) ge-
funden wurden, eine Lösung der konformen Vektorzwangsbedingung (1.42) und nur die
1Diese Art der Blätterung wird oft als „maximal slicing“ bezeichnet.
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Hamiltonzwangsbedingung muss noch numerisch gelöst werden.




Die Âij sind durch die Bowen-York-Daten analytisch gegeben, diese Art der Anfangsda-
ten heißen auch hyperboloidale Bowen-York-Daten [18]. Die hier vorgestellten Daten sind
eine axialsymmetrische Rekonstruktion der Arbeit von Buchman et al. [18]. Darauf auf-
bauend werden die physikalischen Eigenschaften der Daten untersucht und insbesondere
marginal gefangene Flächen betrachtet.
3.2.1. Hyperboloidale konform flache CMC-Blätter
Die bekannten sphärisch symmetrischen CMC-Blätter für Schwarzschild [100, 101, 108]
























gegeben. Die Masse des Schwarzen Loches ist durch M gegeben. Der freie Parameter C
wurde bei der Konstruktion der CMC-Blätterung in Abschnitt 3.1.1 für Kerrsche Schwar-
ze Löcher diskutiert. Für die dimensionslosen Größen K̄ = KM und C̄ = C/M2 muss
für Blätter, welche ein Schwarzes Loch beschreiben,
C̄ > (8/3)K̄ (3.38)
gelten. Hier ist a(r) die radiale Komponente des Normalenvektors der Blätterung, bei
Gültigkeit der Ungleichung ist a(r < 2M) < 0, d. h. der Lichtkegel zeigt in Richtung
r = 0. Wenn die Ungleichung nicht erfüllt ist, würde der Lichtkegel in Richtung r = ∞
zeigen, dies entspräche einem Weißen Loch.
Jede sphärisch symmetrische Metrik kann durch eine radiale Koordinatentransformation
im räumlichen Anteil konform flach geschrieben werden. In den Koordinaten (τ, R, ϑ, ϕ)
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Da R(r = ∞) = R+ ist Ω|I + = 0 und damit I + eine Koordinatenkugel um den Ko-
ordinatenursprung mit dem Radius R+. Eine Reskalierung von R+ → χR+ mit χ ∈ R
skaliert den konformen Faktor Ω → χΩ und den spurfreien Anteil der äußeren Krümmung
Âij → χ−3Âij, Âij → χ3Âij.
In kartesischen räumlichen Koordinaten ist das gesamte Linienelement (3.36) durch
ds2 = Ω−2
(





gegeben, mit dem konformen lapse α̃ = Ωf und shift β̃i = −Ωaxi
R
, welche bei I + regulär
sind.
3.2.2. Anfangsdaten für zwei Schwarze Löcher
In den Koordinaten (τ, x, y, z) sind die hyperboloidalen Bowen-York-Daten für ein Schwar-



























Dabei ist C der bekannte Parameter der CMC-Schwarzschildlösung, Si der Spin der
Objekte und P i der Boost Vektor.




Die Konstruktion von Anfangsdaten zweier Schwarzer Löcher geschieht durch das Aus-
schneiden zweier Koordinatenkugeln an den Positionen ~rB, an deren Rand eine marginal
auswärts gefangene Fläche gefordert wird.
Da die Vektorzwangsbedingung in der CMC-Blätterung linear ist, können die Bowen-
York-Daten, die Lösung der Vektorzwangsbedingung, superponiert werden. Für jedes
Schwarze Loch an der Position ~rB gibt es ein dazugehöriges ÂB ij, ein um ~rB verschobenes
Âij für ein Schwarzes Loch, entsprechend Gleichung (3.44). Die Âij für beide Schwarze





gegeben. Aufgrund der Axialsymmetrie setzen wir SB i = SBδi3 und P
B i = PBδi3, d. h.
Spin und Boost zeigen entlang der z-Achse. Die Schwarzen Löcher sind ebenfalls entlang
der z-Achse aufgereiht und haben in kartesischen Koordinaten die Positionen xiB = dBδ
i
3.
Die freien Daten der Konfiguration bestehen aus der konform flachen Metrik γ̃ij = δij,
der mittleren Krümmung K, einem globalen R+, einem Koordinatenmaß für den Abstand
der Schwarzen Löcher a0, ihren Radien rB und Âij, in welchem CB, SB und PB kodiert
sind.
I + ist durch eine Koordinatenkugel mit dem Radius R+ gegeben, dies motiviert die
Wahl von ω in der Zerlegung des konformen Faktors Ω = ω/φ2 zu








x2 + y2 + z2 der radiale Koordinatenabstand vom Koordinatenursprung.
Zur numerischen Beschreibung der Objekte führen wir Zylinderkoordinaten (ρ, z, ϕ) ein.
Die Differentialgleichungen wird in den Zylinderkoordinaten formuliert und ausgewertet.
Die Zerlegung der Hamiltonzwangsbedingung in Koeffizientenfunktionen entspricht der
Zerlegung in Abschnitt 2.4 in den Gleichungen (2.39 - 2.46), die Koeffizientenfunktion H8
ist hier explizit bekannt. Durch die Verwendung der konform flachen Metrik lassen sich
die Koeffizientenfunktionen übersichtlich explizit aufschreiben. Mit der Hamiltonzwangs-
bedingung
H1φ,11 +H2φ,22 +H3φ,12 +H4φ,1 +H5φ,2 +H6φ+H7φ5 +H8φ−7 = 0 (3.46)
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sind die Koeffizientenfunktionen
H1 = H2 = 8ω2 (3.47)




(ω − ρω,ρ) (3.49)














H8 = ω6ÂijÂij . (3.53)
Da auf der z-Achse einige Koeffizientenfunktionen singulär sind, verwenden wir die regu-
lären Koeffizientenfunktionen Ĥi = ρHi. Die spektrale Entwicklung dieser regulären Ko-
effizientenfunktionen wird in einem angepassten Koordinatensystem durchgeführt. Wir
verwenden die von [109, 110] vorgeschlagenen, um I + gefalteten, bisphärischen Koordi-
naten [111, 112].
Die Koordinatentransformation basiert auf zwei Schritten. Mittels der komplexen Koor-
dinaten
c = ρ+ ız und ζ = η + ıξ (3.54)
wird mit der konformen Abbildung






zwischen den Zylinderkoordinaten (ρ, z, ϕ) und den bisphärischen Koordinaten (η, ξ, ϕ)
transformiert. Hier ist a0 ein Maß für den Abstand der gemeinsamen Schwarzen Löcher
[109]. Der Abstandsparameter a0 geht in die Lösung ein, während die Verschiebung der




a20 + r2B . (3.56)
Das positive Vorzeichen gilt für B = 1 und das negative für B = 2. Mit diesem Verfahren















Abbildung 3.8.: Skizze der bisphärischen Koordinatentransformation. Linien mit konstan-
tem ξ sind gestrichelt und Linien mit konstantem η durchgezogen. Die
fettgedruckten Linien sind die Gebietsgrenzen, die Linientypen in der
linken Grafik entsprechen denen in der rechten Grafik und in den Abbil-
dungen 3.9 und 3.10.
Gitterpunkte dichter liegen [109]. In Abbildung 3.8 sind die beiden Koordinatensysteme
skizziert.
In diesen Koordinaten sind Linien mit konstantem η bzw. ξ Kreise in den Zylinderko-
ordinaten. Insbesondere ist der Rand der ausgeschnittenen Koordinatenkugeln mit dem
Radius rB durch






gegeben. Dabei steht, wie in Gleichung (3.56), das positive Vorzeichen für B = 1 und das
negative für B = 2, d. h. η1 > 0 und η2 < 0. Die Linie ξ = π ist die Achse zwischen den
Schwarzen Löchern. Die Achse außerhalb der Schwarzen Löcher ist durch ξ = 0 gegeben.
Diese Koordinaten wurden ursprünglich konstruiert, um ρ ∈ (0,∞) und z ∈ (−∞,∞) auf
das endliche Rechteck ξ ∈ [0, π] und η ∈ [η2, η1] abzubilden. Dann ist räumlich Unendlich,
d. h. R =
√
ρ2 + z2 → ∞, durch η = ξ = 0 gegeben. In den hier verwendeten konform
flachen Zylinderkoordinaten gilt jedoch R =
√
ρ2 + z2 ≤ R+ < ∞. Dann wird I + mit









beschrieben. In diesen Koordinaten ist die Lösung der Laplace-Gleichung bei η = ξ = 0
82
3.2. Anfangsdaten für ein binäres System
nur C0 [109]. Die Hamiltonzwangsbedingung (1.34) enthält ebenfalls einen Laplace-Term,
die problematische Stelle η = ξ = 0 liegt allerdings außerhalb des Gebietes.
Das sechseckige Gebiet muss für die Numerik in zwei Rechtecke transformiert werden.
Diese Aufteilung des Gebietes lässt sich in neuen, um I + gefalteten, Koordinaten (ψ, κ, ϕ)
einfacher realisieren. Die komplexe Koordinate
χ = ψ + ıκ (3.59)
ist durch die konformen Abbildungen
χ =
√

























Abbildung 3.9.: Das Gebiet in den Koordinaten (ψ,κ). Die linke Grafik zeigt wie in Abbil-
dung 3.8 Linien mit konstantem ξ gestrichelt und Linien mit konstantem
η durchgezogen. Die rechte Grafik zeigt in den spektralen Koordinaten
(A,B) Linien mit konstantem A durchgezogen und Linien mit konstan-
tem B gestrichelt. Die fettgedruckten Linien sind die Gebietsgrenzen und
entsprechen den Linientypen in den Abbildungen 3.8 und 3.9. Die Punkt-
Strich-Linie kennzeichnet die Grenze zwischen den Gebieten.
Der explizite Zusammenhang zwischen (ρ, z, ϕ) und (ψ, κ, ϕ) ist durch
ρ = − a0 sin(2κψ)
cos(2κψ) − cosh (κ2 − ψ2) und z =
a0 sinh (κ2 − ψ2)
cos(2κψ) − cosh (κ2 − ψ2) (3.61)
gegeben. Das durch (ψ, κ) beschriebene sechseckige Gebiet wird auf zwei Rechtecke in
den spektralen Koordinaten A ∈ [0, 1] und B ∈ [−1, 1] projiziert. Das erste Gebiet wird
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durch I + und einen Bogen um die beiden Schwarzen Löcher und die z-Achse außerhalb
der Schwarzen Löcher begrenzt. Der Bogen um die beiden Schwarzen Löcher ist in den
Koordinaten (ψ, κ), wie in Abbildung 3.9 dargestellt, eine Gerade. Das zweite Gebiet wird
durch den Bogen, die beiden Schwarzen Löcher und die z-Achse zwischen den Schwarzen
Löchern eingegrenzt.
Die explizite Transformation in die spektralen Koordinaten ist im Gebiet I



















Der äußere Rand des Gebietes, I +, wird durch A = 0 beschrieben. Die Funktion β(B)






































β(B) wird beim Start der numerischen Lösung einmalig mit einem pseudospektralen
Newton-Raphson erstellt.
Im Gebiet II werden mit den Hilfsfunktionen
ψ̄(η, ξ) = 4
√









κ̄(η, ξ) = 4
√










ψu(A) = ψ̄ (η2, Aπ) κu(A) = κ̄ (η2, Aπ)

















((−η1 + η2)B + η1 + η2), π
)
(3.67)




(−ABψd(0) + ABψd(1) − (B − 1)ψd(A) − 2(A− 1)ψl(B) + 2Aψr(B)
+ABψu(0) − ABψu(1) +Bψu(A) + Aψd(0) − Aψd(1) + Aψu(0) − Aψu(1)
+ψu(A) +Bψd(0) −Bψu(0) − ψd(0) − ψu(0))
(3.68)
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(−ABκd(0) + ABκd(1) − (B − 1)κd(A) − 2(A− 1)κl(B) + 2Aκr(B)
+ABκu(0) − ABκu(1) +Bκu(A) + Aκd(0) − Aκd(1) + Aκu(0) − Aκu(1)
+κu(A) +Bκd(0) −Bκu(0) − κd(0) − κu(0))
(3.69)
Abbildung 3.10 zeigt die Koordinatenlinien mit konstantem A und B in der (ρ, z)-Ebene.








Abbildung 3.10.: Das Gebiet in den Koordinaten (ρ, z). Wie in der linken Grafik in Abbil-
dung 3.9 sind durchgezogenen Linien Koordinatenlinien mit A=konst.
und gestrichelten Linien Koordinatenlinien mit B = konst. Die fettge-
druckten Linien sind die Gebietsgrenzen und entsprechen den Linienty-
pen in den Abbildungen 3.8 und 3.8. Die Punkt-Strich-Linie kennzeich-




Als Startlösung für das Newton-Raphson-Verfahren wird das erste Element der Reihen-



















sowie verschwindende Parameter CB, SB und PB verwendet. Die Parameter a0, rB, K,
R+ sind dabei bereits fixiert. Für diese Konfiguration findet das pseudospektrale Newton-
Raphson-Verfahren eine reguläre Lösung der Hamiltonzwangsbedingung. Im Gegensatz
zu den in Kapitel 2 konstruierten Daten sind φ und Ω hier einheitenlos, da das konforme





































Abbildung 3.11.: Das Potential φ und der konforme Faktor Ω = ω/φ2 für die Konfigu-
ration R+ = 300, K = 0.05, a0 = 14.9629, r1 = 1.3333, r2 = 0.6666,
C1 = 0.0613, C2 = 0.0128, S1 = 1, S2 = 0.5, P1 = P2 = 0. Abbildung
3.12 zeigt den Konvergenzplot für diese Lösung.
Für eine ausgewählte Konfiguration ist in Abbildung 3.11 das gelöste φ sowie der konforme
Faktor Ω dargestellt. An den, auf den ausgeschnittenen Koordinatenkugeln, vorgeschrie-
benen MOTS nimmt das Potential φ relativ große Werte an, d. h. für den konformen
Faktor gilt Ω & 0. Für alle konstruierten Daten verschwindet Ω nur bei I + und ist
ansonsten positiv.
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|φnA,nB − φ100,100| (3.71)
auf einem äquidistanten Gitter mit 500 × 500 Gitterpunkten angenähert. Die spektrale
Konvergenz der Lösungen in Abbildung 3.12 ist ein starkes Indiz für die Regularität der
gefundenen Lösung.





























Abbildung 3.12.: Die maximale Abweichung DnA,nB über n = nA = nB. Die Parameter
der Konfiguration entsprechen denen in Abbildung 3.11, in welcher das
zugehörige φ dargestellt ist.
3.2.4. Horizontfinder für Binärsysteme
Der Horizontfinder für das Binärsystem muss sowohl gemeinsame marginal gefangene
Flächen als auch einzelne Flächen um die Schwarzen Löcher finden. In den Koordinaten
(ρ, z, ϕ) ist der Strahlkörper S(ρ, z) an einigen Stellen nicht nach ρ bzw. z differenzier-
bar. Insbesondere ist, wegen der Axialsymmetrie, auf der z-Achse der Strahlkörper nicht
nach z differenzierbar. Dieses Problem wird durch die Einführung von Kugelkoordinaten
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(R, µ, ϕ) umgangen.
ρ = R
√
1 − µ2 (3.72)
z = Rµ+ d (3.73)
Die Winkelkoordinate ϑ ist durch µ = cos(ϑ) ersetzt worden. In diesen Koordinaten sind
die gesuchten marginal gefangenen Flächen überall regulär. Hier ist d die Verschiebung
des Koordinatensystems bezüglich des Koordinatenursprungs entlang der z-Achse. Das
Suchverfahren unterteilt sich in zwei Schritte:
1. Die Suche nach gemeinsamen marginal gefangenen Flächen, d. h. d=0. Die Start-
lösung für MOTS ist I + und für MITS die kleinste beide Schwarzen Löcher um-
schließende Koordinatenkugel.
2. Die Suche nach getrennten marginal gefangenen Flächen. Sowohl für das obere
Schwarze Loch d = d1 und das untere Schwarze Loch d = d2 wird der Horizontfinder
gestartet. Für die Suche nach MOTS ist die Startlösung die größte Koordinatenkugel
welche das andere Schwarze Loch nicht berührt und für MITS wird der Rand des
jeweiligen Schwarzen Loches als Startlösung verwendet.
Wenn im Verlaufe des ersten Schrittes ein scheinbarer Horizont gefunden wird, wird
die Suche beendet, gelingt dies nicht, beginnt mit Schritt 2 die Suche nach getrennten
marginal gefangenen Flächen. Beim Horizontfinder für den gemeinsamen Horizont (d = 0)
liegt die Koordinatensingularität R = 0 im Gebiet. Eine mögliche Einschnürung des
gemeinsamen Horizontes auf den Punkt R = 0 findet nicht statt, da sich sich die marginal
gefangene Fläche dort schneiden würde, dies jedoch nicht geschieht, da der Horizont davor
in zwei Horizonte zerfällt. Abbildung 3.14 zeigt dieses Verhalten in einer Sequenz.
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3.2.5. Physikalische Eigenschaften der Anfangsdaten
Wie in Abschnitt 2.6.3 (siehe Gleichungen (2.90) und (2.91)) bestimmen wir die Bondi-





















Da I + eine Koordinatenkugel um den Koordinatenursprung ist, bestimmen wir die




























definiert. Die Größe q̃ij ist die konforme, auf I + eingeprägte Metrik. Die analytische


























Mit den Ergebnissen des Horizontfinders wird der Drehimpuls der Schwarzen Löcher
als J1-Komponente der Multipolzerlegung des Horizontes bestimmt. Dafür werden die
Gleichungen (2.83) und (2.87) für den ACMC-Fall aus Abschnitt 2.6.2 auf analoge Weise
ausgewertet.















ermitteln wir als lokale Masse des Schwarzen Loches die Christodoulou-Masse mittels der























als eine Möglichkeit um die im System enthaltene Störstrahlung bewerten zu können.
Aufgrund der gravitativen Bindungsenergie und der fehlenden Eindeutigkeit der lokalen
Massendefinition erwarten wir MBC & 0. Liegt MBC deutlich im Prozentbereich, sehen
wir, ausgehend von Erfahrungen mit Daten auf Cauchy-Blättern und der ADM-Masse,
dies als klares Indiz, dass die im System enthaltene Störstrahlung relativ zu den Mas-
sen der Schwarzen Löcher groß ist. Dies muss bei einer Entwicklung der Anfangsdaten
beachtet werden. Für den hier betrachteten Fall axialsymmetrischer Anfangsdaten heißt
dies, dass die Objekte hinreichend weit voneinander entfernt sein müssen, sodass die
Störstrahlung aus dem Gebiet laufen kann.
Für die in Abbildung 3.11 dargestellten Anfangsdaten sind in Tabelle 3.1 die bestimmten
physikalischen Parameter aufgelistet.
3.2.6. Diskussion der Anfangsdaten
Für die als Startlösung genutzte Konfiguration ist die Bedingung an das Verhältnis von
C̄ und K̄ (3.38) verletzt. Die konstruierten Daten weisen innerhalb des Gebietes MITS
auf und beschreiben damit Weiße Löcher. Im Folgenden werden die Parameter CB, SB
und PB schrittweise auf ihre Zielgröße erhöht, wobei die in jedem Schritt gewonnene
Lösung als neue Startlösung für das Newton-Raphson-Verfahren dient. Im Laufe dieses
Verfahrens wandern die MITS hinter den scheinbaren Horizont und die Daten beschreiben
zwei separierte gestörte Schwarze Löcher. Abbildung 3.13 zeigt eine solche Sequenz an
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Abb. 3.11 Abb. 3.13 Abb. 3.14 3.15
rechts links* mitte* rechts links rechts
MB/R+ · 102 1.32 0.55 0.67 0.63 0.63 1.82 1.81
A1/R
2
+ · 104 4.24 1.25 2.91 2.00 2.16 15.39 15.00
A2/R
2
+ · 104 3.49 0.33 0.72 6.36 6.23
MC1/R+ · 102 0.33 0.16 0.25 0.21 0.21 1.01 1.00
MC2/R+ · 102 0.28 0.08 0.12 0.46 0.45
Mirr1/R+ · 102 0.29 0.16 0.24 0.20 0.21 0.55 0.55
Mirr2/R+ · 102 0.26 0.08 0.12 0.36 0.35
MBC 1.24 1.29 1.68 2.00 0.87 0.23 0.24
j1 0.84 0 0.47 0.54 0.48 0.92 0.92
j2 0.67 0 0.38 0.98 0.98
εAB 0.08 0.10 0.13 0.10 0.15 0.13 0.13
â/R+ 0.15 0.04 0.05 0.13 0.13
Tabelle 3.1.: Die aus den Anfangsdaten gewonnenen physikalischen Größen für die in
den Abbildungen 3.11, 3.13, 3.14 und 3.15 vorgestellten Daten. Anfangsda-
ten mit MITS im Gebiet wurden verworfen. MB ist die Bondi-Masse des
Blattes, Ai die Oberflächeninhalte der scheinbaren Horizonte, MC sind die
Christodoulou-Massen und die Mirr die irreduziblen Massen der jeweiligen
Objekte. Die ji sind die mit der jeweiligen Christodoulou-Masse gewonnenen
spezifischen Drehimpulse. Bei den mit einem Stern gekennzeichneten Daten
handelt es sich um Lösungen mit einem gemeinsamen scheinbaren Horizont,
d. h. einem gestörten Schwarzen Loch.
Lösungen, die grüne Linie ist der mit dem Horizontfinder ermittelte scheinbare Horizont
und die rote Linie die innerste MITS. Mit von links nach rechts steigendem C1 und C2
wandern die MITS zum scheinbaren Horizont bis sie dahinter verschwinden.
Bei der Analyse der marginal gefangenen Flächen in den konstruierten Anfangsdaten
konnte nachgewiesen werden, dass zwei getrennte Schwarze Löcher konstruiert wurden.


















































Abbildung 3.13.: Eine Sequenz von Lösungen, die das Verschwinden der MITS in den
Schwarzen Löchern bei Steigerung der CB zeigt. Der konforme Faktor
Ω ist durch den Farbverlauf dargestellt. Die linke Grafik zeigt die Lösung
mit C1 = C2 = 0, um beide Schwarze Löcher sind neben den schein-
baren Horizonten (grün) MITS (rot) erkennbar. In der mittleren Grafik
ist bei C1 = 0.004291 und C2 = 0.000896 die MITS um das kleinere
Objekt im scheinbaren Horizont verschwunden. Die rechte Grafik zeigt
C1 = 0.014712, dort ist auch die MITS um das größere Objekt hinter
dem scheinbaren Horizont verschwunden. Die übrigen Parameter dieser
Lösungen sind R+ = 300, a0 = 5, K = 0.05, r1 = 1.333, r2 = 0.666,
S1 = S2 = P1 = P2 = 0.
zont und I +. Diese Anfangsdaten und müssen aussortiert werden, da sie Weiße Löcher
beschreiben. Für viele der untersuchten Parameterkonfigurationen wurden MITS gefun-
den, und diese Anfangsdaten verworfen. Auch hier ist es von Interesse Anfangsdaten zu
konstruieren die in einen möglichst großen Parameterraum keine Weißen Löcher enthal-
ten. Die Untersuchung der Fragestellung wie die MITS zwischen dem scheinbaren Horizont
und I + vermieden werden kann erfordert weitere Forschung.
Die in Abbildung 3.13 und den folgenden Abbildungen 3.14 und 3.15 eingezeichneten Ko-
ordinatenlinien sind in ρ-Richtung Linien mit konstanten B und orthogonal dazu Linien
mit konstanten A. Die in etwa halbkreisförmige Verdichtung der Koordinatenlinien ist
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Abbildung 3.14.: Sequenz von Lösungen mit steigendem Abstand a0, die den Sprung des
scheinbaren Horizontes verdeutlicht. Die linke Grafik zeigt die Lösung
für a0 = 1.518. In der mittleren Grafik bei a0 = 1.64847, kurz vor
dem Sprung ist der scheinbare Horizont bereits eingeschnürt. Die rechte
Grafik bei a0 = 1.64848, direkt nach dem Sprung, zeigt die getrennten
scheinbaren Horizonte. Die übrigen Parameter sind R+ = 300, K =
0.05, r1 = 1.3333 C1 = 0.1, S1 = 0.2, r2 = 0.6666, C2 = 0.075, S2 =
0.05, P1 = P2 = 0.
Marginal gefangene Flächen, welche beide Objekte umschließen, wandeln sich bei stetiger
Erhöhung des Abstandes a0 unstetig in zwei getrennte marginal gefangene Flächen, d. h.
die Flächen springen. Abbildung 3.14 zeigt eine Sequenz mit springendem scheinbaren
Horizont.
Bei Anfangsdaten mit höherem Spinparameter SB kommt es zu einem Ablösen des schein-
baren Horizontes, d. h. die vorgeschriebene MOTS ist nicht mehr die äußerste MOTS.
Abbildung 3.15 zeigt solche Daten. Die rechte Grafik zeigt Daten mit MITS, welche nicht
vollständig zwischen dem scheinbaren Horizont und I + liegt sondern diesen schneidet.
Dies ist eine Konfiguration bei einem parametrischen (nichtdynamischen) Übergang zwi-
schen Schwarzem und Weißem Loch. Wenn die MITS vollständig zwischen dem schein-






































Abbildung 3.15.: Lösungen mit hohem Spinparameter. Die rechte Grafik zeigt eine nicht
vollständig zwischen scheinbarem Horizont und I + liegende MITS. Der
Unterschied zwischen den beiden Grafiken sind die CB, für die linke
Grafik wurde C1 = 0.9952 und C2 = 0.16928 und für die rechte C1 =
1.244 und C2 = 0.2116 gewählt. An den vorgeschriebenen MOTS ist
Ω > 0. Die übrigen Parameter sind R+ = 300, K = 0.05, r1 = 1.3333,
S1 = 10, r2 = 0.6666, S2 = 2.5, P1 = P2 = 0.
sich langsam in das Gebiet schiebenden MITS wurde in der Analyse der Anfangsdaten
für Kerrsche Schwarze Löcher auf ACMC-Blättern gefunden (siehe Abschnitt 2.6). Für
Daten mit steigendem Spinparameter steigt auch der Wert von φ an der vorgeschriebenen
MOTS und der Wert von Ω sinkt, bleibt jedoch stets größer als Null. Für die Daten in
den Abbildungen 3.11, 3.13 und 3.14 ist Ω an den vorgeschriebenen MOTS Ω|MOTS ≈ 0.4.
Für die Daten mit hohem Spinparameter in Abbildung 3.15 gilt an den vorgeschriebenen
MOTS Ω|MOTS ≈ 0.2.
Abbildung 3.16 zeigt eine Übersicht des konformen Faktors aus der linken Grafik in
Abbildung 3.15 mit in der in den Abbildungen 3.13 - 3.15 verwendeten Farbkodierung.
Die Abbildung zeigt, dass der konforme Faktor Ω nur bei I + verschwindet und innerhalb
des Gebietes positiv ist. An den vorgeschriebenen MOTS nimmt Ω lokale Minima an. Die
marginal gefangenen Flächen sind in dieser Grafik nicht eingezeichnet, sie entsprechen
denen in der linken Grafik in 3.15 sowie einer MITS bei I +.
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Abbildung 3.16.: Übersicht über das gesamte Gebiet mit den Daten der linken Grafik in
Abbildung 3.15. Der konforme Faktor Ω verschwindet bei I + und ist
innerhalb des Gebietes positiv. An der Position der Schwarzen Löcher
hat Ω lokale Minima, ist jedoch größer Null.
Die in [18] vorgestellten Beispieldaten sind nicht axialsymmetrisch, in dieser Arbeit wurde
versucht die axialsymmetrische Projektion der Beispieldaten zu konstruieren, es ist jedoch
nicht gelungen eine derartige Lösung zu finden. Wir beobachten, ausgehend von dem oben
beschriebenen Verfahren, dass ab einer kritischen Parameterkonfiguration (Ci, Si) keine
Lösung existiert. Bis beliebig nahe zu der kritischen Parameterkonfiguration sind jedoch
alle Lösungen regulär, mit rasch abfallenden Chebyshev-Koeffizienten. Als Ursache für
dieses Verhalten vermuten wir eine nicht eineindeutige Beziehung zwischen vorgegebenen
Parametern und der Lösung φ.
Insbesondere kann zu einem beliebigem vorgegebenen Parameter p ein daraus abgelei-
teter Wert p̂ existieren für den wiederum Lösungen existieren. Abbildung 3.17 skizziert
ein solches Verhalten. Die durchgezogene und gestrichelte Linie beschreibt Lösungen in
Abhängigkeit des vorgegebenen Parameters p. Bis zu einem kritischen Parameter pk kön-
nen auf beiden Ästen Lösungen gefunden werden, ein Wechsel der Äste ist jedoch nicht
möglich. Der zu beobachtende Effekt wäre, dass das Newton-Raphson-Verfahren nicht
konvergiert obwohl alle Lösungen für p < pk vollkommen regulär sind. Wenn statt des
Parameters p der daraus abgeleitete Parameter p̂ vorgeschrieben wird, kann das Verfahren
für alle p̂ Lösungen finden.
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Die für die Rekonstruktion der in [18] vorgestellten Daten notwendigen abgeleiteten Pa-
rameter wurden bisher von uns noch nicht gefunden. Die Analyse dieses Verhaltens und
die Suche nach alternativen Parametern bedarf weiterer Untersuchungen um den voll-
ständigen Parameterraum abdecken zu können.
p̂
ppk
Abbildung 3.17.: Folge von Lösungen in Abhängigkeit eines vorgegebenen Parameters p.
Auf jedem der beiden Äste können Lösungen bis zum kritischen Parame-
ter pk gewonnen werden, ein Wechsel der Äste ist jedoch nicht möglich.
Die zur Abschätzung der Störstrahlung eingeführte Größe MBC variiert für die in Tabel-
le 3.1 vorgestellten Anfangsdaten stark. Für Daten mit einem gemeinsamen Horizont ist
(3.82) MBC = 2. Bei dieser Konfiguration handelt es sich um ein einzelnes sehr stark ge-
störtes Schwarzes Loch. Da hier Binärsysteme konstruiert werden sollen, kann diese Art
von Daten verworfen werden. Für getrennte scheinbare Horizonte, d. h. zwei Schwarze
Löcher, ergibt sich aus den Daten in Abbildung 3.15 MBC = 0.23. Für die Binärdaten in
den Abbildungen 3.11, 3.13 und 3.13 ist MBC um bis zu einem Faktor fünf höher. Diese
Werte sind größer als die, durch die gravitative Bindungsenergie und die fehlende Ein-
deutigkeit der Massendefinition erwarteten Effekte. Insbesondere zeigt eine Vergrößerung
des Abstandes keine wesentliche Änderung von MBC . Daraus schließen wir, dass diese
Daten in erheblichem Maß Störstrahlung enthalten.
Für eine Evolution dieser Daten ist es notwendig Schwarze Löcher mit großem physikali-
schem Abstand voneinander zu konstruieren um ein Auslaufen der Störstrahlung vor der
Kollision zu ermöglichen. Die von Buchman et al. [18] konstruierten Daten wurden exem-
plarisch in [58] ausgewertet, dort wurden, für nicht axialsymmetrische Konfigurationen,
Anfangsdaten mit MBC = 0.23 gefunden.3 Auch hier deutet der große Wert von MBC
3In [58] wird statt der Christodoulou-Masse (3.80) die irreduzible Masse (3.81) angegeben, MBC wurde
deswegen mit dieser und der Bondi-Masse berechnet.
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auf einen hohen Anteil an Störstrahlung hin. Im Vergleich zu den auf Cauchy-Blättern
konstruierten Anfangsdaten enthält das Binärsystem auf hyperboloidalen Blättern sehr
viel Störstrahlung. Die Vermutung liegt nahe, dass auf solchen Blättern die hier verwen-
deten Forderungen nach konstanter mittlerer Krümmung und konformer Flachheit der
Anfangsdaten zu restriktiv sind. Die Suche nach nicht konform flachen Anfangsdaten auf
ACMC-Blättern bedarf weiterer Forschung.
Im Rahmen dieser Arbeit wurden ACMC-Blätter für eine Überlagerung zweier Kerr-
Schild-Metriken konstruiert. Die Koeffizientenfunktionen der Zwangsbedingungen wiesen
in dieser Blätterung einen sehr langsamen spektralen Abfall der zugehörigen Chebyshev-




In der vorliegenden Arbeit wurden zwei Pfade verfolgt, zunächst die Einführung und Dis-
kussion von ACMC-Blättern. Die für die CMC-Blätterung bewiesene Regularitätsbedin-
gung wurde auf die ACMC-Blätterung übertragen und ihre Gültigkeit vermutet. Darauf
aufbauend wurden Anfangsdaten für gestörte Kerrsche Schwarze Löcher konstruiert. Die
numerische Auswertung der Konvergenz der konstruierten Anfangsdaten unterstützt die
Vermutung der Gültigkeit der Regularitätsbedingung. Insbesondere wurde nachgewie-
sen, dass eine Verletzung der Regularitätsbedingung irreguläre Lösungen erzeugt. Eine
Analyse dieser Daten offenbarte eine vielfältige Struktur marginal gefangener Flächen.
Insbesondere konnten anhand der Untersuchung marginal inwärts gefangener Flächen
Anfangsdaten, die Weiße Löcher beschreiben, identifiziert werden. Für astrophysikalische
Untersuchungen kann diese Klasse von Anfangsdaten verworfen werden, sie sind jedoch
für eine Stabilitätsanalyse der Kerr-Lösung von Interesse. Die Analyse der marginal aus-
wärts gefangenen Flächen zeigte bei hinreichend großer Störung die Ausbildung eines
neuen scheinbaren Horizontes innerhalb des Gebietes.
Des Weiteren wurden die physikalischen Eigenschaften der gestörten Objekte untersucht.
Ein Ergebnis der Untersuchung ist die Vermutung, dass sich für starke Störungen die
Lösungen wieder der ungestörten Lösung annähern. Eine Bestätigung dieser Vermutung
Bedarf weiterer Untersuchungen. Mit dem über eine Multipolanalyse des scheinbaren
Horizontes gewonnenem Drehimpuls und der Bondi-Masse wurde die Dain-Bondi-Zahl
(2.106) vorgeschlagen, eine neue aus der bekannten Penrose-Ungleichung abgeleitete Un-
gleichung für Schwarze Löcher auf hyperboloidalen Blättern.
Auf der anderen Seite wurde im Rahmen der CMC-Blätterung diese auf die Kerr-Newman-
Familie Schwarzer Löcher erweitert. Die Motivation für die Konstruktion von CMC-
Blättern für die Kerr-Newman-Familie waren hauptsächlich die vorhandenen Regulari-
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tätsbeweise für die Lösungen der Zwangsbedingungen. Im Rahmen dieser Arbeit konnten
unter anderem nicht sphärisch symmetrische CMC-Blätter für die Schwarzschildlösung
konstruiert werden. Der Algorithmus ermöglicht in wenigen Schritten die Konstruktion
der CMC-Blätter für extremale Kerr-Newman Schwarze Löcher. Die erzeugten CMC-
Blätter bilden den Ausgangspunkt für die Konstruktion von Anfangsdaten für die Kerr-
Newman-Familie.
Des Weiteren wurden, ebenfalls auf CMC-Blättern, Anfangsdaten für ein axialsymmetri-
sches Binärsystem konstruiert. Diese Daten enthalten zwei entlang der z-Achse aufgereih-
te Schwarze Löcher. Die in diesen Anfangsdaten enthaltenen marginal gefangene Flächen
wurden untersucht, und Anfangsdaten mit Weißen Löchern verworfen. Die Untersuchung
der physikalischen Parameter der einzelnen Schwarzen Löcher und des gesamten Blattes
legt die Vermutung nahe, das diese Daten in hohem Maße Störstrahlung enthalten. Die
Suche nach Methoden zur Konstruktion von Anfangsdaten für Binärsysteme auf hyper-
boloidaler Blätterung mit geringer Störstrahlung ist notwendig um diese Daten effektiv
evolvieren zu können. Ein vielversprechender Ansatz ist es nicht konform Flache Daten zu
konstruieren, in der Erwartung dass dies die Störstrahlung reduziert. Ein weiterer Schritt
ist der Verzicht auf Bedingungen an die mittlere Krümmung, dies erfordert jedoch eine
weitere Analyse der Regularitätsbedingungen.
Für eine zukünftige Zeitentwicklung können die Feldgleichungen in einer Welleneichung
(wave gauge) formuliert werden, wie dies z. B. in [114] vorgeschlagen wird. Mittels des in
[19] beschriebenen Algorithmus ist eine vollständig pseudospektrale Zeitentwicklung der
Daten möglich. Es wird gegenwärtig daran gearbeitet in diesen Algorithmus die Einstein-
schen Feldgleichungen zu implementieren [115]. Dies verspricht die Möglichkeit hochprä-
ziser Lösungen der Feldgleichungen und würde eine hochgenaue Analyse der zeitlichen
Entwicklung physikalisch interessanter Größen und Effekte erlauben.
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