Abstract
Introduction
The South African economy in the decade preceding 1994 was to large proportions depressed (and in other instances negative) but improved momentously between the periods 1994 and 2004, averaging 2.8% annual growth rate. The annual real Gross Domestic Product (GDP) reached peak growth rates of 5.1% in 2005 and 5.2% in 2006 and then slowed down for the succeeding years (SEDA, 2008) . Various suggestions have been brought up to explain the cause of the growth. Improvements in human capital and technology have been raised as some valid reasons. The question however beckons on what can be the real determinant of long term economic growth in South Africa.
South Africa has persistently faced the problem of severe unemployment, especially among the black population Jacobs, 2010). Despite the aforementioned tactics being implemented, the clothing and textile manufacturing sector continues to decline and with it the demand for workers. Taking into observation the various economic policies set up by government at both macroeconomic and industrial level to curb the incessant unemployment problem in the TCF sector, it is vital to determine the extent to which these policies have either succeeded or come short. The general consensus among the relevant authorities is that the policies implemented thus far have had negligible remedy on the problem at hand.
The study is further disaggregated into five other sections. Section 2, shows a miniature overview of the prevailing patterns in employment in the South African TCF sectors over the period 1990 to 2011. The third section presents a brief outline of theoretical and empirical literature upon which the study is based and formulated. Section 4 illustrates the methodology and data sources utilised in the study. The fifth section shows the estimation of the econometric model and illustrates the results obtained thereof. The final section presents the conclusions and the major policy recommendations.
2. The TCF Manufacturing Sector in South Africa (1990 Africa ( -2011 The general trend in the TCF sector employment has been a declining one. The South African TCF sector comprises largely semi-skilled and unskilled workers. 79 percent, 83 percent and 91 percent of employees in the textiles, clothing and footwear sectors respectively are semi-skilled and unskilled (Roberts and Thoburn, 2004) . The period from 1991-1993 saw a rapid decline in employment levels from around 300000 workers to 250000 and slightly below 250000 respectively. Figure 1 illustrates these declines as about 7%, 13% and 1% respectively in the same period. This was the first perpetual drop in employment experienced in the sector for the 1990's period. From 1996-2001, perennial and unprecedented declines in employment were experienced. By the year 2001, the number of workers in the TCF manufacturing sector had fallen by 54.2% from the 1995 level (DTI, 2012) .The general rise in remuneration paid out to workers was a consequence of increase in unionism and bargaining power of employees. This phenomenon persisted in this period despite the marked declining trend in the number of workers employed during the same period. Between 1997 and 2001 marked declines occurred in the wage structures. In 2001 the lowest wages were paid out for the entire period. The declining pattern of wages was consistent with a similar trend that occurred in employment during the period 1995-2001. Several economic theories are used in conjunction as the underlying bases for this study. The relevant theories include the Classical market model, the Marginal revenue productivity (MRP) theory of labour demand, the long run theory of labour demand and the Union wages model. The above models all have attributes and postulations that are relevant to South African labour markets. The Classical model advocates the importance of factor cost (wages) in determining the equilibrium level of employment while the MRP theory emphasises the concept of "derived demand" which suggests that workers are hired by firms because of the need to produce a commodity demanded by consumers. According to this short run model, output can only be influenced by manipulating the level of labour hired by the firm. The long run theory not only includes the concept of output affecting labour demand, but suggests the impact of wages relative to cost of capital as strong determinants of employment since it can be substituted for capital in the long run; thus the scale and substitution effects (McConnell, Brue and MacPherson, 2009; Barker, 2007) . The Union wages model argues that the existence of labour unions and bargaining council has strong upward thrusts on wages therefore diminishes the demand for workers (Lewis, 1963; Ehrenberg and Smith, 2006) .
The concept of labour demand in the manufacturing sector has been studied by various researchers. The studies have focused on varying determinants of labour demand in the different sectors in a lot of countries. The studies conducted implemented different econometric techniques and produced varying results. In developed economies, studies have been conducted by Freeman and Medoff (1982) , Hamermesh (1993) , Berman, Bound and Griliches (1994) , Bruno, Falzoni and Helg (2005) and Onaran (2008) . Literature on the subject in less developed and developing economies is provided by Teal (1995) , Roberts and Skoufias (1997) , Heshmati and Ncube (2003) and Alessandrini (2009) . South Africa, contrary to more developed countries does not have as much literature on labour demand in the manufacturing sector. This is not to say it is non-existent. Various studies have been conducted by Moolman (2003) , Bhorat (2003) and Behar (2004) in this field. This short review on the models informs the choice of the methodology used in this study.
Methodology Used in the Study
A vector auto-regressive model (VAR) was identified as the viable model and was therefore implemented for the purpose of estimating the respective impacts of the determinants of labour demand in the TCF sector in South Africa. The time series data to be utilised in the econometric model was primarily subjected to unit root tests using the Dickey Fuller and the Augmented-Dickey Fuller tests. To test for cointegration, the Johansen (1991 Johansen ( , 1995 cointegration method is utilised. A vector error correction model (VECM) is utilised to estimate the long run equation and the existence of error correction. Diagnostic tests were conducted to check and validate the stochastic properties of the model. The Durbin-Watson (DW) model was employed as the test for autocorrelation. White's test was used to test for heteroscedasticity in the residuals. To test for normality in the distribution of residuals, the Jarque-Bera (JB) test was used.
Tracking the reactions of the system to shocks in the variables and decomposing forecast error variances in VAR are benchmark devices for economic analysis (Lutkepohl, 1990) . In this study, they show the extent to which labour demand reacts to disturbances in itself and other variables. Proportions of the forecast error variances of the variables accounted for by innovations in other variables are shown. The tests however, ignore the impact of variations in values of the variables in the system on other variables and the durations of the effect (Brooks, 2008) . To an extent, variance decompositions and impulse responses offer the same information (Brooks, 2002) .
Model Specification
To estimate the impact of different variables on labour demand in the clothing and textile manufacturing sector, the study modifies the econometric model by Heshmati and Ncube (2003) , in their study, "An Econometric analysis of employment in Zimbabwe manufacturing industry empirical model".
Where L is the level of employment (measured as number of persons) used in production of a certain level of output y, k is cost of capital, t are time varying trends and is a vector of unknown parameters to be estimated.
From the above equation, the following equation was modelled with variables adjusted to suit the clothing and textile sector in South Africa.
The variables are converted into their logarithmic form to capture the changes in the data and coefficients of elasticity rather than the absolute trends. The model assumes the structure below:
Where: LnLt = log quantity of workers demanded (actual employment) LnIMPt = log value of imports of textiles, clothing and footwear LnOUTt = log real value of textile manufacturing output LnWIRt = log of wage to interest ratio. The wage value is actually the mean wage converted to real terms while the interest rate is the Prime lending rate (proxy for cost of capital) converted to real terms year 2000 is used as the base year. = slope parameters and μt = error term. Data utilised in the study was collected and computed from the Statistics South Africa (StatSA), South African Department of Trade and Industry (DTI) and the Central Intelligence Agency (CIA) statistical databases. The data used in this study is time series quarterly data for the period 1990 to 2011.
The Dickey-Fuller (1979) and Augmented Dickey-Fuller (1984) unit stationarity checks were used to test for the presence of unit roots in the series. Several reasons exist for the importance of the concept of stationarity and why it is important that variables that are nonstationary be treated differently from stationary ones. Since the whole value in the auto regressive from the prior period is carried forward to the present period, values of random walk never decline. The incessant accumulation of errors generates a problem that nonstationary time series will incline toward an infinite variance (Salvatore and Reagle, 2002) . This would have led to spurious or nonsense regressions being generated. Table  1 shows the results of the unit root tests. Both the Dickey-Fuller and the Augmented Dickey-Fuller results suggest the existence of unit roots in the level series at 1% significance level (s.l). At that similar 1% s.l the series proved to be stationary when differenced except for wage to interest ratio which was stationary at 5% s.l. 
Main Findings
The cointegration technique was applied to the labour demand model. The appeal of cointegration analysis is that it basically provides a useful formal technique for estimating (also testing and modeling) long run economic relationships in time series data. Gujarati and Porter (2010) state that two or more time series which are co-integrated imply the existence of a long run relationship or equilibrium relationship between them. To implement the framework, the correlations among the variables are tested first. Table 2 shows the correlations among the variables utilised in the study. It is seen that although the variables are in different ways correlated, correlation is however very weak. The demand for labour (L) is positively correlated to textile manufacturing output. This is consistent with the basic underlying economic concept. The increase in output is assumed to increase the employment of labour. The correlation between demand for labour and imports is as expected, negative. Imports are expected to act as substitutes for the demand for locally produced commodities, thus a weakness in the demand for workers should arise if imports rise. The weak negative correlation between wage to interest ratio and demand for labour is consistent with economic theory since we assume a rise in wages would trigger reduced demand for workers and vice versa. The weak correlation though, is not entirely explained by theory since theory assumes wages as some of the biggest determinants of demand for workers. The second step of the Johansen (1991 Johansen ( , 1995 model is to identify the most appropriate lag length to utilise in the model. The selection of the appropriate lag length to use is shown in Table 3 . Different lag order selection criteria are displayed and observed. The usual selection criteria weigh off the inefficiency instigated by over-parameterisation and the bias linked to thrifty parameterisation. The differing criteria provide a spectrum of the bias versus efficiency balance, thus showing differing results on lag order (Thorntorn and Batten, 1985) . In Table 3 , the FPE, AIC and HQ select 5 lag lengths. The lag selection is in this model based on majority. All the selection criteria used have their strengths and weaknesses based on their prejudice in the bias versus efficiency trade-off.
After concluding the lag order test, the Johansen procedure introduced tests for the existence of long run association among the variables in question. Two tests are available for this procedure namely the unrestricted cointegration rank test (Trace test) and the unrestricted cointegration test (Maximum Eigenvalue test). The relative strength and reliability of these two tests is however a subject of debate. The cointegration tests are run with the 5 lags selected by the criteria assuming the existence of an intercept and no trend in the cointegration equation(s) and VAR, thus a linear deterministic trend. The null hypothesis of no cointegration will be rejected when the p-value is more than 0.05. It is also rejected when the Trace and the Max-Eigen statistics are larger than the 0.05 critical values. For the Trace test the null hypothesis of no cointegration is rejected since the 0.0477 probability value is less than 5 per cent. The 48.07687 trace statistic is also larger than the 0.05 critical values of 47.85613. The trace test therefore suggests that one cointegration equation exists among the variables. Likewise, the Maximum Eigenvalue test has a null hypothesis of no cointegration equation(s). The null hypothesis is rejected because the Maximum-Eigen statistic (31.54234) in Table 4 (ii) is greater than the critical value (27.58434) at 5% significance level. This decision is supported by the p-value (0.0147) which is less than 0.05. We conclude therefore that there is a long run association among the variables. The test indicates that one cointegration equation exists. It can be concluded from the concurrence between the above tests that there does exist a cointegration among the variables. With this understanding, it becomes clear that the relationships among the variables in question differ between the short run and long run periods. These variations in impulse can be accounted for using the vector error correction model. The error correction model makes it possible to differentiate the impacts of the variables on the demand for labour into the short run and long run impacts. The results for the two periods are presented in the tables below. The results obtained above make it possible to estimate the long run impacts of the variables on the demand for labour by substituting into the model as:
From the results obtained, it is clear that all the variables are statistically significant. Import of textiles, manufacturing output and wage to interest ratio are the statistically significant variables as displayed by their absolute tstatistic values that are greater than 2. The results obtained confirm the long run relations between the variables. The equation above can be interpreted as portraying the inverse long run impacts of imports and wage to interest ratio on the dependent variable workers demanded. It also shows that a positive long run relationship exist between workers demanded and manufacturing output. The relationship between demand for labour and imports of textiles can be inferred that a 1% increase in imports of textiles causes 0.118% decline in the demand for labour. The results also show that a 1% increase in manufacturing output result in 0.022% increase in the demand for workers. Similar increases in the ratio between wages and interest rate will result in 0.083% reduction in employment. The results obtained were compatible with the underlying economic theories. Table 6 displays the error correction results obtained from the estimation procedure. The error correction results in the VECM approach show the rate at which the departures from equilibrium of the dependent variable are eliminated. The variations from the equilibrium condition may be caused by a large number of variables (some included and other omitted in the VAR). From the results obtained the rate of adjustment to equilibrium is about 8 per cent per quarter. This is shown by the coefficient -0.079917 which is statistically significant at -2.38673. This means that only about 8 per cent adjustment back to equilibrium in the employment level. There is obviously limited pressure to rectify the disturbance. Empirically, these findings may be so because of the non-inclusion of other variables that may influence employment or the demand for workers. Diagnostic checks make it possible to examine the econometric validity of a model (Brooks, 2008) . The diagnostic tests include the Durbin-Watson (DW) test, White's test and the Jarque-Bera (JB) test. They test for serial correlation, heteroscedasticity and normality in the residuals respectively. The underlying concept in autocorrelation is that the error term in one period is positively correlated with the error term from the previous period. The empirical validity of the model used in the study is assessed and displayed in Tables 7 (i) and 7 (ii). The tables show the findings of the Durbin-Watson, White's and Jarque-Bera tests for serial correlation, heteroscedasticity and normal distribution in the residual respectively. The null hypothesis in the DW test is the existence of serial correlation. At a selected level of significance, if the ( ) is smaller than the tabulated value of lower limit ( ), the hypothesis of existence of serial correlation is accepted. The d-statistic of 0.436 is greater than 0.05. The null hypothesis which states the existence of serial correlation will therefore be rejected. The White test for heteroscedasticity has the null hypothesis of no heteroscedasticity or that the residuals are homoscedastic. The null hypothesis is not rejected since the p-value of 0.807 is considerably higher than 0.05. The null hypothesis would have been rejected had the p-value been less than the 5 per cent significance level in the test. To show whether there is normal distribution in the error terms, the JB test is used. The null hypothesis is the existence of normal distribution. The null hypothesis would be rejected if the p-value in the test is less than the 0.05 significance level. The findings of the diagnostic tests can jointly be concluded to ascertain that the model is a stable one whose results can at least be relied upon. Analysis of the findings of the VAR will suggest which variables in the models are significantly related. The results will not however, by design, be capable of explaining the relationships or the duration required for the effects in the relationships to occur. The findings of the VAR alone are incapable of showing whether changes in variables will have inverse or positive impacts on the other variables or how long these effects will take in the process. Impulse response and variance decomposition analyses were therefore carried out. The impulse responses are illustrated in the Appendix.
The impulse response analysis provides a picture on the reaction of the dependent variable to shocks in the explanatory variables and itself. In this case the analysis focuses on the LnL variable. The innovations in the variables in the system and their impulses are indicated in over 12 quarters or a 3 year period. A single period shock to LnIMP declines LnL by less than a percentage point in the preceding periods. The effects of the shock though, persist and level of temporarily in the fourth period. Secondly, a one-period standard deviation shock to LnOUT increases LnL by about 4 per cent until the fourth quarter, where the impact dies off. Likewise, a single period shock to LnWIR reduces LnL by about 2 per cent but the impulse dies off after about 3 quarters. The shocks though do not follow a smooth pattern.
Variance decomposition analysis is a slightly different approach to the impulse response analysis in testing the effects of shocks in variables in the autoregressive system. The variance decomposition analysis will illustrate the fraction of changes in the labour demand caused by internal shocks in it, versus shocks to the other explanatory variables (LnIMP, LnOUT and LnWIR). The shock in LnL is expected to have a direct effect on the variable itself. This shock is also transferred to the other variables through the dynamics of VAR system (Brooks 2002) . It is anticipated that LnL innovations will account for the majority of the error variance of the series. Table 8 shows the variance decompositions for 12 periods, thus the extent to which the variances in the dependent variable are explained by shocks in the independent variables over time. The variance in labour demand in the first quarter is explained entirely by shocks in labour demand itself. Midway through the periods, variances in labour demand are explained about 71% by itself while the rest are explained by the independent variables with LIMP, LOUT and LWIR responsible for 0.8%, 20% and 8% respectively. After the 12 quarter period labour demand explains about 54 percent of its own variations. The impact caused by shocks in LIMP rises considerably to about 16% while LOUT falls to about 18% and LWIR rises to 12%. By this period, the shocks in the explanatory variables account for almost proportionate variations in labour demand.
Conclusions and Policy Recommendations
The study focused on the major determinants of labour demand in the TCF manufacturing sector in South Africa which were industry output, wages and imports of TCF products. The study showed that significantly negative relationships exist between labour demand and wages and imports. These were considered as the major driving forces in the performance of the sector. Despite various fiscal policy tools being implemented at a macro level, the study suggested various policies that could be implemented to remedy employment problems specific to the TCF sector. Wage and labour relations issues remain significant hindrances in the South African labour market. The Government should therefore implement a wage subsidy targeted specifically at reducing the costs of production that have helped cripple the TCF sector. The wage subsidy will have the impact of increasing the employers' propensity towards labour as the leading production factor. This would lead to greater assimilation of labour thereby reducing unemployment. Secondarily, wage disputes have been common phenomena of the labour market. The growth of unionism through Congress of South African Trade Unions (COSATU), Southern African Clothing and Textile Workers Union (SACTWU) and Southern African Footwear Leather Industries Association (SAFLIA) have increased the employees' ability to bargain thereby limiting employers' ability to manipulate labour and associated costs. Typical of these disputes, is the long duration with which they persist. The Government should act as a strong arbitrator who assists in reducing the disparities between employers and employees. 
