In order to overcome the disadvantages of Fuzzy c-Means(FCM) and possible clustering algorithm in the practical application of interval data, an improved FCM-possible clustering algorithm for interval data is proposed in this paper by combing their merits. The improved clustering algorithm introduce the possibility theory into the clustering problem of interval data, by relaxing the constraints of the sample membership and modifying IFCM algorithm's objective function The results of simulation experiments and the average CR index analysis show that: For the cluster problems containing poorly representative sample data such as noise and outliers, the improved FCM-possible clustering algorithm proposed in this paper is much better than the FCM algorithm and possible clustering algorithm, which can effectively reduce the influence on the clustering result by the noise .
Introduction
With the continuous development of the computer technology and the needs of practical problems, clustering algorithm based on the objective function gradually becomes the mainstream of fuzzy clustering, fuzzy c means clustering algorithm is one of the most widely used among them [1] . However, it is difficult to evaluate and describe the property of the clustering objective precisely in the practical application due to the uncertain effect of objective things such as complexity, randomness, and fuzziness. Therefore, interval data are usually used to describe the property information. And clustering analysis of interval data gives rise to extensive attention and study [2] [3] [4] [5] . Francisco et al. [6] discussed two kinds of fuzzy c means clustering algorithm of interval data based on the Euclidean distance of the interval data. Fan Jiulun et al. [7] proposed FCM algorithm with two kinds of the interval value data in virtue of the classical FCM algorithm. Furthermore, Gao Xinbo et al. [8] put forward an improved algorithm which can control the influence of interval size on the clustering results by introducing one weighting factor to generate an adaptive distance.
These algorithms are proposed by expanding the standard FCM algorithm to the interval data. In the practical application, there exist some defects and deficiencies similar to the standard FCM algorithm. For example, the iterative process is easy to fall into local minimum point, and the clustering effect is affected by isolated points or the noise data, etc.
The possibility clustering algorithm of interval data
In this paper, based on the Fuzzy c-Means(FCM) clustering algorithm of the interval data, the improved FCM-possible clustering algorithm of interval data by relaxing the normalized constraints of the sample membership and modifying the objective function of the algorithm is proposed in this paper. Through using the synthetic data to carry out simulation experiments, the algorithm proposed in this paper can reduce the influence of isolated points or the noise data on the clustering effect, and has certain advantages.
According to the deficiency that the IFCM algorithm is extremely sensitive to the noise data in the application, in this paper, we improve IFCM algorithm from the relaxing sample membership constraints and modifying objective function, and propose the possibility clustering algorithm of one kind of interval data to reduce the influence of the isolated points or noise data on the clustering effect.
On the one hand, the IFCM algorithm has the normalized constraints for each sample point, which makes the sample membership not only about the clustering prototype, but also affected by the other clustering prototypes. Moreover, that must meet the sum of the membership equaling to 1.
Usually, when the data set includes the isolated points or noise data, theoretically, the membership degree of the noise data affiliated with each clustering should be small. But the membership degree of noise data is high because of the limitation of the normalization conditions, so the clustering results can't reflect the actual situation. Hence, IPFCM should firstly relax constraints of the membership of the sample，not require the sum of the membership equaling to 1, and just need
Especially, applying the membership based on the typicality can automatically reduce the influence on the clustering effect for the sample data of poorer representation including the noise and isolated points, etc.
On the other hand, the possibility theory and penalty factor are introduced into the clustering problems of the interval data, and the objective function is revised.
is the penalty factor, which decides the scope size of one kind of the clustering.
Similar to the IFCM algorithm, it can obtain the fuzzy dividing matrix and the iterative formula of clustering prototype by solving optimization problem:
And, we can obtain the iterative formula of clustering prototype as： 
Therefore, the specific steps of IPCM algorithm are as follows.
Step one Initialization: Preset clustering number c ， ) 1 ( n c   Step two: Divide matrix U in initialization , and estimate i  ;
Step three: Calculate
Step four: Estimate i  again;
Step five: If U orV weaken, the algorithm stop; or return to Step 3.
Experiment and Result
Example 1: Synthetic data sets are generated by reference to the literature [10] . Considering that two-dimensional spatial data sets contain 500 spatial data of three classes, of which the sample points ) , ( 2 1 z z obey independent two-dimensional normal distribution. The samples of three clustering in the data sets are generated randomly and join white noise, which is shown in Figure 1 .
The above spatial data sets generates interval data sets and is denoted by 500 represents the number of clustering objects belonging to j v ; n is the total number of clustering objects. Obviously,
When the CR is closer to 1, it indicates that performance of clustering algorithm is better, otherwise that is worse. Figure 2 shows interval data sets 500 X generated by spatial datasets ( value interval of 1  ， 2  generated randomly in [1, 8] ). Table 3 .
From , the average CR index values obtained by the IPCM algorithm are considerably greater than those obtained by the IFCM algorithm in this paper, which shows IPCM algorithm embodies better superiority in the clustering of noise data set. However, by comparing the computational efficiency of the algorithm, it is found that the average number of iterations of IPCM algorithm in this article is greater than that of IFCM algorithm. That is because the penalty factor i  needs to be re-evaluated with constantly updated matrix division and clustering prototype in IPCM algorithm. 
Conclusion
In this paper, the author presents a possibility clustering algorithm for interval data to solve problems of interval clustering data. Compared with IFCM algorithm, IPCM algorithm can effectively reduce the impact of noise and isolated points on clustering effect. However, we find that in the simulation experiment IPCM algorithm is sensitive to initial values and easy to produce consistent clustering. Therefore, it is necessary to further explore the initialization problems of IPCM algorithm and the consistency clustering problems in the future study.
