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Abstract
The capacity of deep velocity estimates provided by the Argo float network to reconstruct both mean and
eddying quantities, such as the heat flux, is addressed using an idealized eddy resolving numerical model,
designed to be representative of the Southern Ocean. The model is seeded with 450 “virtual" Argo floats,
which are then advected by the model fields for 10 years. The role of temporal sampling, network density and
length of the float experiment are then systematically investigated by comparing the reconstructed velocity,
eddy kinetic energy and heat-flux from the virtual Argo floats with the “true" values from the from the model
output. We find that although errors in all three quantities decrease with increasing temporal sampling rate,
number of floats and time span, the error approaches an asymptotic limit. Thus, as these parameters exceed
this limit, only marginal reductions in the error are observed. The parameters of the real Argo network, when
scaled to match those of the virtual Argo network, generally fall near to, or within, the asymptotic region.
Using the numerical model, a method for the calculation of cross-stream heat-fluxes is demonstrated. This
methodology is then applied to 5 years of Argo derived velocities using the ANDRO dataset of Ollitrault &
Rannou (2013) in order to estimate the eddy heat flux at 1000m depth across the Polar Front in the Southern
Ocean. The heat-flux is concentrated in regions downstream of large bathymetric features, consistent with
the results of previous studies. 2±0.5TW of heat transport across the Polar Front at this depth is found,
with more than 90% of that total concentrated in less than 20% of the total longitudes spanned by the front.
Finally, the implications of this work for monitoring the ocean climate are discussed.
I. Introduction
Deep drifting floats, such the satel-lite tracked Argo floats and the Au-tonomous Lagrangian Circulation Ex-
plorer (ALACE) floats, or acoustically tracked
Sound Fixing and Ranging (SOFAR) and
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RAFOS floats, provide direct measurements
of the oceanic currents as they are advected
by the flow. These floats provide the only di-
rect measurements of the ocean’s subsurface
currents with broad spatial coverage and have
been instrumental in shaping our comprehen-
sion of the structure of the ocean’s interior
[Roemmich et al., 2009, Riser et al., 2016]. They
have been shown to be capable of producing ac-
curate and rich maps of the time mean interior
currents [Davis, 1991a, Gille, 2003a, LaCasce,
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2008, Ollitrault and Colin de Verdiére, 2014]
and measurements of features not readily in-
ferred from remotely sensed surface measure-
ments, such as deep jets and boundary currents
[Richardson and Fratantoni, 1999, Fratantoni
and Richardson, 1999, van Sebille et al., 2011,
2012]. With the continued development of the
Argo program, and the improved geographical
and temporal coverage of the global ocean that
comes with it, it is reasonable to ask: are we
capable of observing robust, quantitative statis-
tics of the oceanic meso-scale with current float
deployments?
As a way of introducing the problem, Fig.
1a shows all Argo float positions in the South-
ern Ocean (south of 30◦S) within 5 days of the
25th of December 2009. We have determined
the mean distance between each of the points
plotted in Fig. 1a and their closest neighbor is
approximately 160km. Fig. 1b shows the trajec-
tory of a single float, (World Meteorological Or-
ganization number #5900777) over its lifetime.
Numerous scales of motion are present in this
trajectory, from very tight loops with a radius
of order a few kilometers, to larger meanders
with a effective radius of several hundred kilo-
meters. The time series of float position is
non-stationary (that is, the statistical properties
of the motion change with time) and, although
the Argo float has remained operational for ap-
proximately four years, the trajectory is limited
to a relatively small part of the ocean, drifting
only a few degrees throughout its operational
life. As such, this float has repeatedly sampled
the same geographic region.
Clearly, Argo float #5900777 ‘sees’ a num-
ber of features important to general circula-
tion, including mesoscale eddies, with hints
of smaller submesoscale flow appearing, all
superimposed over a larger scale flow field.
However, the geographic region sampled by
this float is limited. Thus, we pose the ques-
tion: what characteristic must a network of
these floats have in order to resolve the oceanic
meso-scale?
Argo floats, by their design, present several
challenges for the accurate measurements of
deep currents. Argo floats must resurface to
transmit their data, leaving the currents in-
ferred from their displacement subject to er-
rors such as delays in the surface location fix,
shear in the water column and surface drift
[Ollitrault and Rannou, 2013]. Although a sub-
stantial amount of work has been undertaken
to determine and control these errors in the
measurement, less work has been devoted to
understanding the limitations of sampling and
network density, particularly when compared
with the large amount of work undertaken to
understand the limitations of the surface drifter
network [Davis, 1982, 1987, 1991a,b, LaCasce,
2008]. Surface drifters and Argo floats have sev-
eral substantial differences in their sampling
characteristics. Due to the fact that surface
drifters do not need to complete a dive cy-
cle, they report a position fix every 1-2 hours
[Elipot et al., 2016], which is much more fre-
quent than the standard Argo position fixes
of once every 5 to 15 days (with the vast ma-
jority of floats reporting a position every 10
days). Additionally, the surface drifter network
is far denser than the Argo network. As such,
work performed using surface drifters may not
translate directly to Argo floats.
In this study, we use a combined empiri-
cal/observational approach to study the influ-
ence that sampling, both spatial and temporal,
have on the ability to reconstruct deep flows
and the eddy fluxes associated with meso-scale
motions, treating the Argo float network as a
network of “moving current meters" [Davis,
1991b]. We will study the errors associated
with the length of time between dive and resur-
facing of the floats, the density of the float net-
work and the length of time the network will
be in place. To do this, we will use a an ideal-
ized numerical model of the Southern Ocean
“observed" using “virtual" Argo floats, system-
atically modifying in the density and time span
of the virtual float network, as well as the sam-
pling characteristics of the float derived veloc-
ities. By comparing the Lagrangian derived
estimates of mean velocity, eddy kinetic energy
and heat flux to the “exact" results from the
model solution, we will demonstrate the util-
ity and shortcomings of these Lagrangian mea-
2
Submitted for publication in the Journal of Physical Oceanography
Figure 1: Spatial coverage of Argo floats in the Southern Ocean. (a) All reported Argo float positions at 1000db, within
5 days of the 25th of December, 2009 (points), overlayed over the topography from the ETOPO01 dataset
(colored contours); (b) zoom on the highlighted region in panel (a), showing the trajectory of float # 5900777
from the 26th of April 2005 to the 26th of December 2009.
surements. We will then use the understanding
of the limitations of the Lagrangian derived ve-
locities gained from the model output in order
to estimate the eddy heat flux in the Southern
Ocean from the existing network of Argo floats.
We limit our focus to the Southern Ocean for
two primary reason: it is the principle region
of study for both authors of this paper; and
the lack of available “traditional" observations
from ships means that a detailed investigation
of the Argo float’s capacity to resolve meso-
scale statistics is warranted. However, the re-
sults obtained here are expected to apply quite
generally.
The remainder of this article is organized
as follows: the numerical model configura-
tion and the method of advecting virtual Argo
floats, as well as the observational datasets that
will be used in the second part of this study
will be described in Section III. We will dis-
cuss the reconstruction of the numerical model
fields from the virtual Argo floats in section
IV, and the ability of Lagrangian observations
to determine cross-frontal heat fluxes in the
numerical model in section V. Estimates of the
mean flow and the cross-stream eddy heat-flux
in the Southern Ocean using the Argo float net-
work will be presented in section VI, and the
results obtained will be discussed with refer-
ence to the numerical model results in section
VII.
II. Sampling and Lagrangian
Drifters
Here we briefly review the role of discrete sam-
pling in reconstructing real-world signals, and
its application to extracting information from
Lagrangian drifters.
i. Temporal Sampling and La-
grangian Drifters
The position of an idealized Lagrangian float,
x = (x(t), y(t), z(t)), is related to the oceanic
current velocity u(x; t), by:
x˙ = u(x; t), (1)
However, due to their dive, drift and resurface
cycle, Argo floats are sampled at discreet time
3
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intervals. To determine the current velocity
from the Lagrangian measurements, for the
mth float cycle, we follow Lebedev et al. [2007]
and use the following difference equation:
um
(
xdeep, ppark; t
m
deep
)
=
x(tmasc.)− x(tmdes.)
tmasc − tmdes
(2)
where xdeep and tdeep are location and time
of the deep velocity estimate, x(tasc.) and tasc.
are the location and time of the float ascension,
and x(tdes.) and tdes. are the location and
time of the float descent, for that cycle, and
ppark is the preset parking pressure, which
for the majority of Argo floats is approximately
1000db. If the time between ascent and descent,
∆t remains constant over the lifetime of the
float (which is true for the virtual floats by
construction, and approximately true of Argo
floats), and if the descent time of cycle m+1 is
equal to the ascent time of cycle m, then Eqn.
2 can be written:
um+1/2
(
xm+1/2, ppark; t
m+1/2
)
=
xm+1 − xm
∆tm
.
(3)
where m+1/2 represents some time between
cycles m and m+1.
Eqns. 2 and 3 clearly represent a discreet ap-
proximation of the continuous circulation. This
discretisation process induces both a trunca-
tion error, which is O(∆t), but also an aliasing
error, which occurs as a consequence of sam-
pling with a frequency lower than twice that of
the highest frequency present in the underly-
ing flow [Smith, 1997, pgs. 39–44]. Treatment
of aliasing in Lagrangian measurements is not
trivial, as the sampling rate provided by the
floats depends on the velocity of the flow being
sampled Willis and Fu [2008]. An example of
aliasing of the flow field is shown in Fig. 2,
which compares the velocity obtained from a
Lagrangian drifter using higher (red arrows)
and lower (blue arrows) sampling rates. It is
clear from Fig. 2 that a low sampling rate
yields a velocity estimate that does not capture
the structure of the underlying flow field, nor
give an accurate velocity estimate. This pic-
ture is further complicated by the fact that if
Figure 2: Schematic showing the aliasing of float obser-
vations. The shaded background and black,
solid contours show the streamfunction of an
idealised anticyclonic eddy. The black dots rep-
resent the float location at 5 seperate times.
The red arrows represent the velocity observa-
tions determined at the highest availble sam-
pling rate: ∆t = t2 − t1, t3 − t2, . . .. The blue
arrow represents velocity estimate made by
sampling only the first and last float positions:
δt = t5 − t1.
velocity of the flow were to increase, then the
Lagrangian float would be advected through
the flow structure more rapidly, and the spatial
sampling would change in response.
In this paper we make no attempt to tease
out the individual influences of aliasing and
truncation on the overall error performance.
Instead, we treat these two sources of error
together as a ‘temporal sampling error’ and
note that the truncation error is expected to
grow linearly with ∆t. The aliasing error is
expected to be non-stationary: larger in regions
dominated by intense features such as eddies
are jets. We will explore how the background
flow field modifies the error obtained using
Lagrangian measurement in section IV.
ii. Spatial Sampling provided by Argo
floats in the Southern Ocean
Fig. 3 gives an indication of the geographical
coverage provided by the the dataset in the
Southern Ocean. Fig. 3a shows the average
number of observations south of 40◦S, binned
by longitude with a bin size of 1◦, between
2005 and 2011 (the time span of the ANDRO
4
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dataset). The number of observations is spa-
tially variable, with a minima in the Drake
Passage longitudes (70◦W to 60◦W) of approxi-
mately 50 observations per degree of longitude
over the 5 year period, and a maximum of
approximately 450 observations per degree lo-
cated upstream of Drake Passage at∼90◦W. An
average of 220 observations are taken in each
longitude bin over the 2005-2011 period. Fig.
3b shows the average number of floats in each
longitude during a 10 day window, which gives
an approximation of how many simultaneous
measurements are taken in each “snapshot".
The curve in Fig. 3b broadly follows than of 3a,
with peaks and troughs in roughly the same
longitudes. The average number of floats avail-
able in a 10 day period over the entire Southern
Ocean basin is 400±30.
The preceding analysis demonstrates that
the data coverage provided by Argo floats in
the Southern Ocean is spatially variable, and
that there are frequently no Argo floats avail-
able to sample a particular region. With an
average distance between ‘simultaneous’ mea-
surements of 160 km in the Southern Ocean,
which is an order of magnitude greater than
the local Rossby deformation radius, resolution
of the instantaneous mesoscale field is impossi-
ble using Argo floats. However, given that cer-
tain floats repeatedly sample the same region
and even the same feature (see Fig. 1b) it is
difficult to infer a spatial resolution from float
distributions alone. How well the mesoscale
statistics are represented with the existing Argo
network, and how their representation changes
with variations in network parameters, such as
the number of floats and the length of time of
the float experiment, is the focus of the remain-
der of this paper.
III. Numerical Model, Argo Data,
and Methods
In this section, we will introduce our idealized
numerical model and our method of advecting
numerical (‘virtual’) Argo floats. We will also
describe the observational Argo float dataset
(the ANDRO dataset) from which we will re-
construct the mean and eddy fluxes.
i. Numerical Model Configuration
The configuration of our numerical model is
an idealized representation of the Southern
Ocean, inspired by Abernathey et al. [2011].
Here, we use the Nucleus for European Mod-
elling of the Ocean (NEMO) model, version
3.6 [Madec, 2014], which solves the three-
dimensional primitive equations on the β-
plane, in standard vertical depth coordinates,
using a C-grid for the spatial discretization and
a linear equation of state with a constant salin-
ity. Our configuration is a zonally periodic
Cartesian channel with a zonal length, Lx of
6000km and a meridional width, Ly of 2000km
and a maximum depth H of 4000m. Advec-
tion of both momentum and tracers is han-
dled by the 3rd order upwind-biased scheme,
which induces a resolution dependent implicit
diffusion. Thus, no explicit horizontal diffu-
sion or viscosity is applied. Vertical diffu-
sion is handled using a Generic Length Scale
(GLS) scheme. Surface forcing is supplied by
a meridionally varying sinusoidal wind-stress
τ(y) = τ0 sin(piy/Ly) and by relaxing the sur-
face to an imposed linear surface temperature
distribution, with a relaxation coefficients of
30W.m−2K−1, as in Barnier et al. [1995]. Ad-
ditionally, following Abernathey et al. [2011]
the temperature on the northern 150km of the
domain is relaxed to an exponential tempera-
ture profile, with a relaxation coefficient of 7
days−1, which allows for the formation of a
residual overturning.
We induce zonal assymetry in the model by
the introduction of bottom bathymetry. As in
Abernathey and Cessi [2014], we use a Gaus-
sian bump described by:
h(x) = H0e
−(x−Lx/2)2
σ20 ,
where h is the height of the bathymetry above
the ocean floor, x is the zonal coordinate,
σ0=150km is the topographic length scale and
H0 = 2000m is the scale height of the topo-
graphic obstacle. The scale height and topo-
5
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Figure 3: The Argo network spatial sampling characteristics in the Southern Ocean: (a)The number of velocity
observations, between 2005 and 2010, south of 40◦ at 1000m depth, binned into 1◦ longitude segements; and
(b) the average number of individual Argo floats availble in a 10 day “snapshot" period, in each 1◦ longitude
bin.
graphic length scales has been chosen to effec-
tively block lower layer flow and induce a large
stationary meander, thus effectively capturing
some of the impacts of large bathymetric fea-
tures, such as the Kerguelen Plateau, on the
Southern Ocean.
The model horizontal grid spacing is 5km
and 50 vertical levels, distributed such that the
vertical grid spacing is smaller towards the sur-
face and deeper towards the ocean floor (mini-
mum ∆z of ∼5m, maximum of ∼175m). With
an approximate Rossby deformation radius of
20km (verified by direct calculation after spin-
up), this grid spacing is sufficient to explicitly
resolve the meso-scale. The model is spun-up
for 200 years, which is sufficient for the inte-
rior flow to attain statistical equilibrium, and
then run for an additional 10 years. We output
the snapshots of the model velocity (u, v, and
w components) with daily temporal frequency.
Additional parameter choices are noted in Ta-
ble 1.
An example of the model output at 1000m
depth is shown in Fig. 4. Fig. 4a shows the
time-mean horizontal speed of the simulated
currents at 1000m depth. Although highly ide-
alized, our simulation captures a number of
phenomena present in the ocean. As in the
Southern Ocean, our simulation shows the flow
organized into a series of zonal jets. The cur-
rents are steered by the bathymetry, being di-
verted to the north as they traverse the obstacle.
Downstream of the bathymetry, a stationary
meander is formed. Fig. 4b shows a snapshot
of the current velocity at 1000m. Meso-scale
features are evident throughout the domain,
with an enhanced intensity downstream of the
bathymetry, reminiscent of an oceanic storm-
track [Williams et al., 2007, Chapman et al.,
2015]. Characteristic mean velocities are found
to be 10–15cm.s−1, with instantaneous veloc-
ities that can reach 60cm.s−1, consistent with
observations in the Southern Ocean [Ollitrault
and Colin de Verdiére, 2014].
6
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Table 1: Model Parameters
Symbol Value Description
Lx 6000km Zonal Domain Length
Ly 2000km Meridional Domain Length
∆x, ∆y 5km grid-spacing
∆t 300s barotropic time-step
H 4000m Depth
H0 2000m Topography Scale Height
f0 -1.0×10−4s−1 Coriolis parameter
β 1×10−11s−1m−1 Meridional
τ0 1.5×10−4N.m−2 Peak wind stress
rD 1.5×10−3m.s−1 Linear bottom drag
κv 0.5×10−5m.s−2 Vertical diffusivity
Ts 7 days−1 Sponge layer relaxation
time-scale
α 2.0×10−4 Thermal expansion coefficient
g 30W.m−2K−1 Surface temperature
relaxation coefficient
ii. Virtual Argo Float Advection
In this study we shall make extensive use of vir-
tual Argo floats advected by the model fields.
Hence, it is worthwhile to briefly discuss the
numerical implementation of the particle ad-
vection scheme and some of the assumptions
behind it.
We solve Eqn. 1 using a 4th order Runge-
Kutta scheme with an adaptive time-step, al-
lowing us to specifically control the error of the
solution while maintaining computational effi-
ciency. In practice, the truncation error of the
solution is required to be less than 10−3 (that
is one part in 1000), although the true com-
putational error may be less than this value.
The virtual Argo floats are advected on a con-
stant depth surface: thus, there is no vertical
displacement of the particle. Additionally, we
do not require our floats to undergo a surfac-
ing/descending ‘dive’ cycle: the virtual float
positions are thus known exactly and there are
no errors arising from vertical shear in the wa-
ter column, nor position fix delays. As such,
the virtual Argo floats can be considered to
be “perfect" floats in the sense that the only
source of error is numerical. Roach et al. [2016]
have tested how the Argo dive cycle affects
the estimations of diffusivity when compared
to ‘perfect’ virtual floats in a realistic numer-
ical simulation of the Southern Ocean. They
found that, even with relatively pessimistic as-
sumptions, the Argo dive cycle induced errors
that were small relative to natural variability
within the ocean. Although this calculation
was performed in a different context, the re-
sults obtained by Roach et al. [2016] allow us
to assume that neglecting the Argo dive cycle
will not significantly affect the resulting recon-
structions.
450 virtual Argo floats are advected in the
model at a depth of 1000m. The number of
floats is selected by noting that there are, on
average, 400 ± 30 floats in the Southern Ocean
latitudes south of 40◦ at any particular time
(see Section ii). At 55◦S, the earth’s circumfer-
ence is ∼22×103km, resulting in ∼0.02 floats
per kilometer of zonal extent. With the model
zonal basin length of Lx =6000 km, 110±10
floats are required in the model to maintain
an equivalent number of floats per degree of
7
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Figure 4: An example of the numerical model output at 1000m depth. (a) The mean current speed, taken over the
10 years of the model run; and (b) a snapshot of the current speed. The solid lines indicate the idealised
topography depth (CI:500m)
longitude in the model. To test how the recon-
struction error changes with additional floats,
we use 4 times the minimal number floats re-
quired, hence 450. The location of each virtual
float is saved daily: thus there are 3650 x and y
position records (10 years × 365 days/year) for
each of the 450 floats in the experiment, giving
a total of 1,642,500 virtual float positions.
It is important to note that even with the
relatively high rate at which the model output
is produced (1 day) the virtual Argo floats are
liable to ‘overshoot’ Keating et al. [2011] due to
unresolved high frequency motions. Following
Keating et al. [2011], we have attempted reduce
this error by maintaining a maximum time step
in the virtual Argo float integration of ∆t =
1 hour and linearly interpolating the model
fields (both spatially and temporally) to the
virtual float location. At 5km grid spacing, this
places our float experiment in the outside of
the ‘overshoot’ regime (see Fig. 14 of Keating
et al. [2011]). However, as noted by Keating
et al. [2011] interpolation cannot eliminate the
problem of particle overshoot, and, as such, it is
likely that our virtual particles show spuriously
high diffusivity due to this numerical effect.
iii. Deep Current Velocities, and Tem-
perature and Salinity Profiles From
Argo Floats
For the observational component of this study,
we make use of the ANDRO dataset [Ollitrault
and Rannou, 2013], freely available for down-
load (http://wwz.ifremer.fr/lpo/). ANDRO
provides estimates of the current velocity at the
parking pressure of the float and at locations
that are estimated from the locations of the pre-
vious two surface fixes, while controlling for,
or estimating, sources of error such as those
due to vertical shear, surface fix delay, surface
drift due to inertial oscillations and uncertainty
in the dive time. Unlike similar datasets (for
example the YoMaHa’07 dataset of Lebedev
et al. [2007]) ANDRO also explicitly accounts
for drift in the parking pressure that occur over
the lifetime of the float. We consider floats be-
tween the years 2005 and 2011. A total of 2440
8
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floats are available south of 10◦S, yielding a
total of 217,065 independent estimates of ve-
locity at depths ranging from 500db to 2000db,
although in practice, we consider only velocity
estimates near 1000db.
In section VI of this paper, we will esti-
mate the heat fluxes using Argo data. As
such, knowledge of the temperature at the
float parking depth is required. We obtain
profiles of temperature, salinity and pressure
from the surface to 2000db, for each of the
floats in the ANDRO database from the various
Argo Global Data Assembly Centers [Roem-
mich et al., 2009, Riser et al., 2016]. The tem-
perature and salinity are then used to deter-
mine the conservative temperature T using
the TEOS-10 algorithm [McDougall and Barker,
2011]. The value of T is then interpolated to
the ANDRO velocity data locations using lin-
ear interpolation from adjacent float locations.
iv. Reconstruction of Fields from
Point Observations
The data provided by Lagrangian float observa-
tions are scattered and unstructured. As such,
in order to estimate oceanographic fields on
a regular grid, some mapping or ‘interpola-
tion’ scheme must be employed. In most of the
oceanographic literature, mapping is accom-
plished by optimal interpolation [Wunch, 2006,
p. 163] or local least-squares fitting [Ridgway
et al., 2002]. Although powerful, these meth-
ods are computationally intensive. Since we
will be performing numerous reconstructions,
we chose to use the simpler procedure of geo-
graphic binning [Davis, 1991b, LaCasce, 2008].
With this methodology, the domain is discree-
tized into Nx × Ny points. All observations of
some quantity, θ, that fall within some radius,
R, of a particular grid point, are averaged to
form a local ensemble mean:
θ(xi) = ∑
dij<R
θk(xj; tj), (4)
where dij is the distance from the grid-point
xi to the float location xj. The geographical
binning approach makes the implicit assump-
tion that the mean and any residuals have dis-
tinctly different time scales, and that there are
sufficient observations to reliably estimate the
mean [LaCasce, 2008]. Even assuming that
these conditions have been met, geographic
binning has numerous shortcomings. For ex-
ample the choice of radius R, can influence
the spatial scale of the reconstructed flow. In
addition, in situations where the number of
Lagrangian observations is variable in space,
random background processes can give rise
to a spurious velocity down the observational
density gradient [Davis, 1991b]. In principle, it
is possible to correct for this effect, although it
is technically difficult [Davis, 1991b, 1998].
Despite these problems, we persist with this
methodology due to its computational speed
and since we are principally interested not in
the absolute error of the reconstruction, but
instead the relative errors over the parameter
space to be explored. However, the reader
should keep in mind the shortcomings of the
mapping procedure and recognize that abso-
lute errors in fields produced in this paper
can be considered a “worst case" scenario and
could be improved through the application of
more sophisticated methods.
IV. Reconstruction of Mean and
Eddy Fields in the Idealized Model
We now study the ability of velocities inferred
from Lagrangian displacement data to effec-
tively reconstruct the large-scale flow field and
the statistics of the meso-scale using the virtual
Argo floats advected in the numerical model.
We will test the sensitivity of the reconstruc-
tion to the number of virtual floats, the length
of time of the float experiment and their sam-
pling characteristics. On first glance, varying
the number of floats and the length of time of
the experiment may seem redundant, as each
parameter simply modifies the number of ob-
servations. However, Argo floats are costly,
and the absolute number of Argo floats in the
ocean is not expected to substantially increase
in the next few years, although there may be an
increased focus of increasing the network den-
9
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sity in certain regions [Riser et al., 2016]. As
such, since number of Argo floats is expected
to remain somewhat fixed, it is certainly worth
considering how the fidelity of the reconstruc-
tion will change should the network continue
to operate with an unchanged number of floats.
i. Instantaneous Errors and the Ef-
fects of Aliasing
In order to test the influence of the temporal
sampling on the velocity errors, we sub-sample
the virtual float positions every 2, 5, 10, 20, 30,
40 and 50 days and then determine the velocity
from the sub-sampled positions.
The normalized histograms of the u and v
velocity estimated from the virtual floats is
shown in Fig. 5, where they are compared
with the distributions calculate directly from
the model output (thick black dashed line). Al-
though the estimated distributions show a sim-
ilar Gaussian character to the true distribution,
the virtual floats tend to produce distributions
that underestimate the frequency of large mag-
nitude velocities, as the tail of the estimated
distributions fall below that of the true distribu-
tion for velocities with magnitudes larger than
∼7.5cm.s−1. As such, the virtual Argo floats
tend to underestimate the magnitude of more
extreme velocities produced by the model. Ad-
ditionally, the estimated distributions also tend
to differ from the true distribution when ve-
locities are weak. At high sampling rates, the
velocity obtained from the virtual Argo floats
tends to underestimate the frequency of weak
velocities when the sampling rates are high (1–
10 days), and overestimate their frequency when
the sampling rates are low (20–50 days).
To further explore the ability of the virtual
Argo floats to estimate the modeled currents,
at the location of each virtual float velocity
measurement, we calculate the velocity error:
fflu(x; t) = ufloat(x; t)− umodel(x; t), (5)
where model velocity ufloat is estimated at the
virtual float locations by bilinear interpolation.
Fig. 6a shows the RMS of the meridional
velocity component ev (the zonal component
shows very similar behavior), averaged merid-
ionally and binned by longitude with a bin size
of 20km (4 grid cells). We have tested bin sizes
from 10km to 50km, and found 20km to be
a good compromise between the smoothness
of the reconstructed fields and the ability of
the our methodology to reconstruct important
features.
It is clear that the error in the velocity esti-
mated by the virtual floats, regardless of the
sampling rate, increases downstream of the
bathymetry (indicated by the dashed line in
Fig. 9a). It is in the downstream “storm track"
region that meso-scale eddies are the most in-
tense [Chapman et al., 2015]. The velocity er-
ror shows the greatest sensitivity to the sam-
pling rate in the storm track. In the region
upstream of the obstacle, the difference be-
tween the velocity estimates obtained using
a sampling rate of 1 day and 50 days is approx-
imately 5cm/s in the less energetic upstream
region, while the difference in errors increases
to 1.25cm/s in the energetic storm track region.
However, it is worth noting that the difference
between errors obtained using a sampling rate
of 1 day and those using a sampling rate of
10 days (the usual Argo sampling frequency)
are indistinguishable upstream of the topopg-
raphy and the difference is limited to less than
2.5cm/s even in the storm track region. The
virtual Argo floats are able to estimate the cur-
rent speed with RMS errors of approximately
2.5cm/s upstream of the topography and ap-
proximately 5cm/s in the region downstream
of the topography when the sampling rate is
10 days or less.
Fig. 6 shows also the distributions of eu
for both the zonal (Fig. 6a) and meridional
(Fig. 6b) components. The distributions for
each velocity component are very similar, save
for asymmetry that is present in the zonal er-
ror distribution. With changing sampling rate,
both eu and ev distributions show a decreasing
frequency of errors near zero and increasing
standard deviation with increasing sampling
period.
To understand how velocity errors manifest
it is instructive to examine the scatter between
10
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Figure 5: The normalized histograms for the zonal (a) and meridional (b) current velocities estimated by the virtual
Argo floats, for each temporal sampling interval (see legend in panel (a)). The histogram computed directly
from the model output at each of the float sampling points is indicated by the thick, dashed black curve.
the virtual Argo float velocity error and the
true velocity, as in Fig. 7a for sampling rates
of 1, 10 and 50 days for the v velocity compo-
nent (the u component has a similar structure).
Fig. 7a shows that, for all cases considered,
there is a significant negative correlation be-
tween ev and the velocity being measured. As
such, the virtual Argo floats tend to underes-
timate strongly positive velocities and overesti-
mate strongly negative velocities. A best fit line
obtained from orthogonal regression (used in
lieu of standard linear regression due to the
increased density of points clustered near 0) is
plotted in Fig. 7a (dashed black line) for the 10
day sampling rate. The slope of this line is neg-
ative for all sampling rates more frequent that
30 days, suggesting a consistent underestima-
tion of high current speeds even at relatively
high sampling rates. The scatter of points away
from the best fit line increases as the sampling
rate is decreased, particularly around 0m/s. In
fact, with a sampling rate of 1 day, the points in
Fig. 7 cluster about 0, giving the impression of
data “funnelling" towards the axes center. For
the 10 day sampling period, the scatter of the
error remains approximately constant about
the best-fit line, while for the 50 day sampling,
the error performance for slower current veloc-
ities (near v=0) deteriorates.
Are the virtual floaters able to capture the
dominant spatial scales of motion in the model?
Middleton [1985] and Maas [1989] have shown
that frequency spectra of Lagrangian obser-
vation may be directly related to wavenum-
ber spectra when averaged over an ensemble
of Lagrangian observations. Maas [1989] also
showed that the Lagrangian spectra of an en-
semble of floats well approximates the Eulerian
spectra obtained by measurements fixed rela-
tive to a moving background flow. As such, we
compute the Fourier transform of the complex
velocities:
v˜(t) = u(t) + iv(t), (6)
where i2 = −1, for all virtual floats with seg-
ments of at least one year within the box. These
11
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Figure 6: The effect of temporal sampling on the error in the velocity. (a) The RMS errors in v binned by longitude
with a bin size 20km and averaged between y =500km and 1500km for each temporal sampling interval
(colors). The thin dashed line indicates the topopgaphy height. The (normalised) histogram of the errors in
the u (b) and v, for each temporal sampling interval (see legend in panel (a)).
individual virtual float spectra are then aver-
aged together and compared with the complex
velocity spectra computed directly from the
model fields, area averaged over each individ-
ual region. The comparison between the power
spectral densities (PSDs) is presented in Fig. 8a
for the non-energetic eastern box, and in Fig.
8b for the energetic storm track region (a com-
parison between the spectra of the two regions
is shown in the inset box). Note that as the
PSDs are computed from complex time-series,
the PSDs are asymmetric. As the spectra are
computed over the range of frequencies observ-
able for each of the sampling rates considered
(recall that highest frequency resolvable from
discretely sampled observations is half the sam-
pling frequency), we find that the ensemble av-
erage of the virtual float spectra follow closely
the directly computed spectra, and as expected,
there is little difference between the sampling
rates. However, the virtual float spectra are
generally too steep though the intermediate
frequency ranges within in the non-energetic
region (Fig. 8b) and over all frequencies higher
than about 0.05 days−1 (∼20 day periods) in
the storm track region, indicating that over the
temporal scales that contain some parts of the
meso-scale field, some energy is not being cap-
tured by the virtual floats.
To summarise the results of this analysis vir-
tual Argo float derived velocities well represent
the modelled current velocities and their proba-
bility distributions provided that the sampling
rate remains more frequent that about 20 days.
However, there is a notable tendency for the
Lagrangian derived velocities to underestimate
the magnitude of the current velocity, particu-
larly as the speed increases, regardless of the
sampling rate. The ability of Argo floats to
accurately estimate the instantaneous flow ve-
locity will have important implications for the
Argo network to effectively determine meso-
scale eddy statistics.
12
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Figure 7: Influence of the current speed on the error. Velocity error (ordinate) vs. the estimated velocity (abscissa) for
temporal sampling intervals 1 day (red), 10 days (turquoise) and 50 days (blue). The dashed line indicates
the linear fit for the 10 day sampling period (slope -0.3m.s−1/m.s−1).
ii. Reconstruction of Mean and Eddy
Fields from Lagrangian Observations
We now discuss the problem of reconstructing
mean and eddy fields from noisy Lagrangian
drifter velocities. We approach the problem em-
pirically, investigating systematically the effects
of changing the Lagrangian network parame-
ters on the reconstructed fields.
ii.1 Effect of Temporal Sampling
As shown in section i, local estimates of the cur-
rent velocity are sensitive to the temporal sam-
pling rate. It stands to reason that the sampling
rate would also affect the ability to reconstruct
the large-scale flow fields. Further problems
are encountered as sub-sampling the dataset
reduces the number of data points available
for the reconstruction. As such, for this section
only, we sub-sample the virtual Argo floats
using a rolling window. In this manner, the
number of virtual Argo floats in the network
remains approximately constant.
As an example of the reconstruction of the
model fields from the virtual Argo floats with
a 10 days sampling rate (the standard Argo
sampling rate) is shown in Fig. 9. For com-
parative purposes, the model fields are shown
in panels (a)i–(c)i, and the equivalent fields
reconstructed from the virtual Argo floats in
panels (a)ii–(c)ii. We have chosen to investi-
gate the time-mean meridional velocity v, the
eddy kinetic energy EKE = 0.5
[
u′u′ + v′v′
]
and the meridional heat flux ρcpvT. The later
two quadratic quantities can give an indica-
tion of the ability of the virtual Argo floats to
resolve eddy processes.
Fig. 9 shows good qualitative agreement be-
tween the model output and the reconstructed
fields. The virtual Argo data is able to repro-
duce the standing wave produced by the inter-
action of the mean flow with topography, the
magnitude and the extent of the storm track
produced downstream of the topography, and
the response of the meridional heat flux to
13
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Figure 8: The temporal power spectral density S(ω) of
the complex velocity w = u + iv, computed
directly from the model output (white lines,
inset) compared to ensemble average of all vir-
tual float tracks longer than 1 year (colors)
averaged over the (a) western (quiet) box; and
(b) eastern (eddying) box. The indivdual colors
correspond to velocity data calculated using
different sampling frequencies. Grey shading
shows the ensemble of float spectra. Note the
log-linear axis scale. The inset box in panel (a)
shows the average PSD for the western (red)
and eastern (blue) regions computed directly
from the model.
both. However, there is a tendency for the vir-
tual Argo floats to underestimate these fields,
consistent with the analysis in section i which
showed an increasing underestimation of the
current speed as that speed increases.
To understand more quantitatively the sen-
sitivity of the errors, we compute the RMS of
the difference between the true and the recon-
structed fields, integrated over the two boxes
shown in Fig. 9. These boxes are chosen to
be representative of the energetic storm track
region downstream of the topography, and
the quieter region upstream of the topogra-
phy. The RMS errors for each of the quantities,
integrated over the two boxes, are shown in
Fig. 10. For all quantities considered here, the
error is relatively insensitive to changes in the
temporal sampling rate in the western (quiet)
region (blue line, circular markers). However,
in the storm track region (red line, triangular
markers) the error shows strong sensitivity to
the sampling rate, with a non-linear response
that accelerates when ∆t increases over about
20 days.
When comparing errors between the eastern
and western boxes, it is clear from Fig. 10 that
the error is greater over the eastern storm-track
box than the western box. The error over the
storm track box is ∼2 to ∼3 times higher than
the equivalent error over the eastern region.
The larger errors in turbulent region down-
stream underscore the results of section i that
showed an underestimate of the high magni-
tude motions.
ii.2 Effect of the Number of Floats
We now repeat the analysis of section ii.1, this
time investigating the influence of the number
of independent floats in the virtual network.
The temporal sampling rate is held constant
at the common Argo float sampling rate of 10
days. As in section ii.1, we compute the RMS
errors between the model and reconstructed
time mean meridional velocity, EKE and heat-
flux, integrated over the two regions shown Fig.
9. The number of virtual floats is controlled
by randomly sampling a fraction of the float
trajectories from the complete data set. We
chose multiples of 1/8th of the total number of
floats (ie. 1/16, 1/8, . . . ).
The RMSE as a function of the total num-
ber of virtual floats for the each of the recon-
structions are shown in Fig. 11. As should
be expected, we find a decreasing RMSE for
each of the fields considered with an increasing
number of virtual floats. The RMSE, however,
begins to approach a constant limit in both
regions as the number of floats passes approx-
imately 150. For example, as the number of
floats increases from 28 (the smallest number
used) to 112, the errors in the heat flux decrease
14
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Figure 9: Comparison of the model fields at 1000m vs. fields reconstructed from virtual drifters with a 10 day sampling
rate. The modelled (i) and the reconstructed (ii) fields of (a) time mean velocity v; (b) eddy kinetic energy;
and (c) meridional heat flux ρ0cpvT Thin black lines are bathymetric contours (CI: 500m) and the thick black
lines show the boxes for the proceeding error calculations.
from ∼120W.m−2 to 20Wm−2 in the western
(quiet) box and ∼180W.m−2 to 40Wm−2 in the
western (storm track) box, a decrease of ap-
proximately 80% in both cases. However, in-
creasing the number of floats fourfold from 112
to 450 results in RMSE reductions of between
5 and 10% in each region. As such there ex-
ists a certain number of floats which could be
considered ‘sufficient’, given the diminishing
returns in RMSE with an increasing number of
floats.
ii.3 Effect of the Length of the Float Experi-
ment
To conclude this section, we now investigate
the effect of varying the length of float experi-
ment from 1 to 10 years. The number of floats
and temporal sampling rate are held constant
at a value equivalent to the existing Argo net-
work in the Southern Ocean (110 floats, which
ensures that the number of floats per degree of
longitude is similar to that of the Argo network,
with a sampling rate of 10 days). The RMSEs
of the three chosen quantities are shown in Fig.
12. As with the number of floats, we find that
the RMSE approaches a limit for all three quan-
tities after the experiment has been running
for 4 to 5 years. However, there is some sug-
gestion of improvement in the meridional heat
flux error (Fig. 12c) in the energetic eastern
box throughout the 10 years of the experiment,
although the decrease in the RMSE is certainly
not as significant as during the first 4 years of
the simulation.
As with the previous discussion of the influ-
ence of the number of floats on the capacity
on large scale reconstructions of oceanographic
quantities, there appears to be diminishing re-
turns in RMSE after approximately 4 years,
with the first 5 years providing approximately
90% of the reduction in heat-flux RMSE and
the final five years providing an additional 10%
of error reduction.
15
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Figure 10: The area averaged RMSE computed over the
eastern (blue) and western (red) as a function
of sampling interval, ∆t for the (a) merid-
ional velocity v; (b) the eddy kinetic en-
ergy EKE; and (c) the meridional heat flux
ρ0cpvT. Dashed black lines indicate the pa-
rameter regime occupied by Argo floats.
V. Cross-frontal eddy-fluxes from
Lagrangian drifters
Is it possible to use Lagrangian observations to
estimate the cross-stream fluxes? This question
is complicated by the fact that it is necessary
to estimate not only the fluxes themselves, but
also the front or streamline, which must be
computed in a manner consistent with the com-
puted fluxes. To understand the importance of
consistent estimation of the streamlines, con-
sider the time-mean fluxes of some tracer, θ,
written as Fθ = uθ. We can now form the time-
mean “flux-streamline” from the time-mean
flux by solving the differential equation:
dX
ds
= Fθ , (7)
subject to the initial condition X(0) = X0 =
(x0, y0). In Eqn. 7, X = (X(s), Y(s)) are respec-
Figure 11: As in Fig. 10, but showing the change in
the RMSE with variation in the number of
virtual Lagrangian floats used in the recon-
struction. Panel (d) shows the total number
of floats used in each reconstruction. Dashed
black lines indicate the parameter regime oc-
cupied by Argo floats in the Southern Ocean,
while the grey shaded region in panel (d)
shows the equivalent number of observation
density provided by Argo floats in the South-
ern Ocean
tively the zonal and meridional coordinates of
the streamline, parameterized by arc-length, s.
By construction, there can be no time-mean
transport across this streamline, as Fθ ·  = 0
everywhere along the curve, where  is the unit
normal to X. In the Southern Ocean, which is
zonally periodic, the streamline is not guaran-
teed to form a closed loop, and as such, a parti-
cle following this streamline will not necessar-
ily return to its original latitude as it passes its
original longitude. If we take the latitude of the
streamline as it crosses its original longitude
x0, to be y1, such that X(s1) = (x0, y1), where
s1 is the total arc-length of the streamline as it
completes a circumpolar circuit, and y1 6= y0 .
16
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Figure 12: As in Fig. 10, but showing the change in
the RMSE with variations in the number
of years of Lagrangian data used in the re-
construction. Dashed black lines indicate
the number of years in the ANDRO dataset
Ocean, while the grey shaded region in panel
(d) shows the equivalent number of observa-
tion density provided by Argo floats in the
Southern Ocean
If we close this curve by artificially extending
it from (x0, y1) to (x0, y0), then there can be a
non-zero volume flux across the curve, concen-
trated solely in the segment (x0, y1)→ (x0, y0).
Now, consider a curve, X′, with identical start-
ing latitude and longitude as the streamline
X, that is X′(s0) = (x0, y0), but constructed in
such a way that it both forms a closed contour
circling the domain, (i.e. it returns to (x0, y0))
and remains close to the original streamline X.
Since X′ ·  6= 0 as the new curve is no longer
aligned with the streamline defined by Eqn. 7,
there will be small, but non-zero cross-stream
flux distributed along the contour.
Since the curves X and X′ enclose similar
areas, as long as Fθ is smooth, then by Green’s
theorem, the total flux across each contour
should also be similar. However, the distri-
bution of this flux along each curve is likely to
be very different, with any non-zero flux across
X restricted to the (x0, y1)→ (x0, y0) segment,
while flux across X′ is likely to be distributed
along the contour. As such, the distribution of
fluxes of a tracer across a particular streamline
will depend on how that streamline has been
defined.
In order to avoid the potential arbitrariness
induced by the choice of streamline, we now
decompose the time-mean tracer flux into time-
mean and perturbation components:
Fθ = uθ + u′θ′. (8)
We can now compute a new streamline, X, de-
fined as:
dX
ds
= uθ, (9)
with the initial conditions X(0) = (x0, y0). By
construction, there can be no contribution to
the total cross-stream flux from the mean com-
ponent, and any significant fluxes must arise
solely from the eddy component. In this way,
we can unambiguously identify the origin of
local fluxes across the front, and their contri-
bution to the total cross-stream flux, at the ex-
pense of restricting this analysis to a specially
determined contour.
Additionally, we note here that the local
fluxes can be decomposed by the Helmholtz
theorem into rotational and divergent compo-
nents. While the rotational fluxes do not con-
tribute to the total heat flux across a contour,
they can dominate any local flux [Marshall
and Shutts, 1981]. In this paper, we do not
attempt to perform this decomposition, as it
is not obvious how this should be done using
our Lagrangian observations. Furthermore, in
a singly periodic domain, such as our model
domain, no unique decomposition of the flux
exists [Fox-Kemper et al., 2003]. Instead, we
follow Griesel et al. [2009] and integrate the
cross-contour fluxes along the contour, which
removes the rotational flux components.
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i. Cross-frontal heat-fluxes in the nu-
merical model
With the argument made in the previous sub-
section in mind, we now attempt to determine
the cross-frontal eddy heat fluxes at 1000m
depth in the numerical model. For the pur-
poses of comparison, two different frontal defi-
nitions a used. The first, which we call a ‘La-
grangian’ definition, is defined using the defi-
nition given in Eqn. 9, with initial conditions
of X0 = (0, Ly/2). The ‘mean’ flow in Eqn. 9
is taken from the reconstructed mean obtained
from the virtual Argo floats, as described in
section IV. The second definition, which we
call ‘Eulerian’ is defined by direct integration
of the hydrostatic equation from the surface
to 1000m to obtain a geostrophic streamfunc-
tion, ψg, from which a streamfunction contour
is selected as the front. For easy comparison
between the Lagrangian and Eulerian fronts,
we select the contour present at X0 = (0, Ly/2).
The Lagrangian and Eulerian fronts, together
with the geostrophic streamfunction, are plot-
ted in Fig. 13a. Although the definitions of
each front differ, Fig. 13 shows very similar
trajectories. Differences in the location of the
fronts generally occur only at small scales. We
also note that the Eulerian front, by definition,
returns to its initial location after a full circuit
of the domain. In contrast, the Lagrangian
front, does not exactly return to its starting
location. However, the difference between the
front’s initial and final location is less than
20km.
The cross-frontal eddy heat flux is now esti-
mated by the virtual Argo floats in a manner
almost identical to the method used to recon-
struct the gridded fields in Section IV: all float
observations within 100km of a point on the
front are collected, resolved into along and
across front components and the ensemble is
averaged. We compute the eddy heat flux from
the virtual Argo floats across both the Eule-
rian and Lagrangian contour, which allows us
to evaluate the influence of the choice of con-
tour definition on the resulting reconstruction.
We also compute the eddy heat-flux across the
Eulerian front directly from the model output.
This value is taken as the ‘true’ value for the
purposes of computing error statistics.
The structure of the cross-frontal heat flux is
shown in Fig 13b for each of our estimates. The
directly computed heat flux (the ‘true’ value,
red curve in Fig. 13b) shows a very similar
structure to that discussed by [Abernathey and
Cessi, 2014]: there is an increased southward
heat flux in the storm-track region directly
downstream of the topographic feature in the
largest standing meander. This localized south-
ward heat-flux is somewhat moderated by a
northward heat-flux further upstream, consis-
tent with the mechanism proposed by Aber-
nathey and Cessi [2014] (see their Fig. 3).
When estimating the cross-frontal heat-flux
using the virtual Argo floats, we report mixed
results. While the estimates made using the
virtual floats capture the enhanced southward
eddy heat-flux downstream of the topography,
only the flux estimated across the Eulerian con-
tour captures the northward heat flux further
downstream. Investigating the source of this
error reveals that the Lagrangian contour does
not produce a large enough secondary stand-
ing meander and, as such, the northward heat
flux is not represented.
The RMS error at each point on the contour
is shown for the virtual Argo float derived
heat flux estimates in Figure 13c, where it is
easily seen that for both contours the error
peaks in the storm-track region downstream of
the topography. Although the mean heat-flux
error in this region is a factor of four larger
than in the less energetic upstream region (de-
fined over the boxes described in Section IV)
the error relative to the heat-flux magnitude,
er = (Festimated − Fexact)/Fexact remains
roughly constant over the domain (not shown).
The fact that the heat-flux error scales with the
magnitude of the underlying heat flux is con-
sistent with the discussion in Section IV, where
it was shown that both mean and eddy errors
were significantly higher in the storm-track re-
gion when compared with those in the quiet
upstream region.
The cumulative fluxes, plotted in Fig. 13d,
18
Submitted for publication in the Journal of Physical Oceanography
Figure 13: The cross stream heat-flux at 1000m calculated directly from the numerical model and estimated from the
virtual Argo floats. (a) The model time-mean geostrophic streamfunction ψg. The solid black line (labelled
“Lagrangian") indicates the streamline used for the heat-flux calculation determined from the virtual Argo
floats, while the dashed line (labelled “Eulerian") is the equivalent streamline computed directly from the
numerical model fields; (b) cross-stream heat-flux from the numerical model (red curve, labelled “Eulerian");
from the virtual Argo floats; (c) the RMSE for the heat-flux estimated by the virtual Argo floats across the
Eulerian (blue) and Lagrangian (black) contour; and (d) the cumulative heat flux along the contours.
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show that the basic qualitative spatial structure
of the cross-frontal heat flux captured by the
Lagrangian observations, with the net south-
ward heat flux concentrated in the energetic
region downstream of the topography, and lit-
tle significant heat flux outside of this region.
Quantitatively, the southward heat flux is un-
derestimated by the Lagrangian observations,
with the being approximately 2 to 2.5 times
smaller in the storm-track region when com-
pared to the heat flux estimated directly from
the model output. It is also notable that there
is a slow drift in the heat flux estimated across
the Lagrangian contour. We have not been able
to identify the source of this drift, but as the La-
grangian contour and the Eulerian contour are
not perfectly aligned, small fluxes across this
contour can easily accumulate into a significant
net southward heat flux.
The results of this section indicate that the
uncertainty in the cross-frontal heat flux is as
sensitive to the exact definition of the contour
itself as it is to the underlying errors from the
use of finite number of Lagrangian observa-
tions in its reconstruction. Small changes in
a contour’s location or orientation appear to
result in large localized differences in the flux
across the contour. However, despite these
problems, the cross-frontal heat flux from the
virtual Argo floats captures the broad scale
quantitative heat flux structure, correctly deter-
mining the localisation of the heat-flux down-
stream of the bathymetry, as well as providing
a quantitative estimate that correctly captures
the heat-flux’s order of magnitude. These re-
sults provide some confidence that the existing
Argo network can be used to study heat-fluxes
in the real ocean.
VI. Reconstruction of Deep Mean
and Eddy Fluxes in the Southern
Ocean from Argo Floats
We now employ the lessons learned from the
numerical simulation to the problem of esti-
mating the mean and cross-frontal heat flux in
the Southern Ocean using the Argo network of
floats between 2005 and 2011. Here, we make
use of the ANDRO dataset and the associated
Argo hydrographic profiles, described in Sec-
tion III. Additionally, we model the error in
the velocity estimates as a sum of instrumen-
tal error, ffluinst. which includes the error due
to shear in the water column and is included
with the ANDRO dataset, and the sampling
error, fflusamp. . The sampling error is simulated
by direct Monte-Carlo methods. For each veloc-
ity estimate, 1000 simulated velocity errors are
drawn from a normal distribution with mean
and standard deviations determined from or-
thogonal regression of the virtual Argo float
errors described in Section i (see Fig. 7), thus in-
cluding the error dependence on velocity in the
estimate. The errors are then reported taken
to be the instrumental and sampling errors
summed in quadrature.
i. Time Mean Circulation and Heat
Flux
The time-mean speed and heat flux at 1000m
depth are estimated using the procedure de-
scribed in Section III and displayed in Fig. 14.
The mean speed maps (Fig. 14a) are essentially
identical to those produced by Ollitrault and
Colin de Verdiére [2014] (see their Fig. 10) us-
ing the same dataset and show numerous fea-
tures, such as quasi-zonal jets associated with
the Antarctic Circumpolar Current (ACC), to-
pographic steering of those jets, strong bound-
ary currents and stationary meanders that are
all known phenomena in the Southern Ocean
[Rintoul and Garabato, 2013]. Current speeds
of up to 25cm/s are found in the boundary
currents and in the ACC jet cores. The merid-
ional heat flux (Fig. 14b) shows enhanced
values along the core of the ACC and down-
stream of large bathymetric features where the
heat flux is organized into a alternating north-
ward/southward bands due to the presence of
standing meanders, reminiscent of the high res-
olution numerical simulations of Griesel et al.
[2009] (see, for example, their Fig. 3). The fact
that these mean fields produce a large num-
ber of the expected features of the Southern
Ocean’s circulation indicate that there are suffi-
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cient observations within the ANDRO dataset,
with sufficient geographic coverage, that it is
capable of producing at least qualitatively ac-
curate mean fields.
The error field, shown in Fig. 14c. Errors are
limited to less than 30 cm.s−1 throughout the
Southern Ocean, and are found to be higher
in regions associated with strong jets or down-
stream of topographic features. However, the
contrast between regions is not large and and
the estimated errors generally vary less than
10 cm.s−1 across the basin, consistent with the
results of the idealized numerical model.
ii. Cross-Frontal Eddy Heat Flux
We now compute the heat flux across a cir-
cumpolar contour that approximates a mean
streamline at this depth. To determine this
streamline, we follow the procedure outlined in
Section V: we integrate Eqn. 9 numerically (as
before with a 4th order Runge-Kutta scheme),
using the time-mean velocity and conservative
temperature fields. The latitude of the contour
at 0◦ longitude is set to 48◦S, corresponding
to the approximate location of the polar front
determined by Dufour et al. [2015] in a high res-
olution model. The location of this contour and
bathymetry taken from the ETOPO01 dataset
[Amante and Eakins, 2009] is plotted in Fig.
15a. This contour follows a similar pathway
to previous calculations of the polar front (e.g.
?Dufour et al. [2015]) and, as such, we take
this contour to be the polar front (although
it should be noted that circumpolar ’contour’
definitions of fronts have been criticized, eg.
Chapman [2014]).
The local eddy heat flux across the polar
front is shown in Fig. 15b. As in Thompson
and Sallée [2012] and Dufour et al. [2015], we
find that the eddy heat flux is localized in ‘hot-
spot’ regions where either the front crosses
large bathymetric features (labeled in Fig. 15a)
such as the Campbell Plateau and through
Drake Passage, or in adjacent downstream re-
gions. The magnitude of the eddy heat flux av-
eraged over regions where bathymetry is shal-
lower than 1500 is approximately 2.5 greater
than in deeper regions. Although the mag-
nitude of the cross-frontal heat flux increases
in the regions with important bathymetry, it
is important to note that the eddy heat flux
shows large positive and negative fluctuations
that cancel upon integration along the frontal
contour.
Integrating along the polar front removes
the rotational component of the eddy flux and
gives the cumulative transport (Fig. 15c). The
cumulative heat flux, much like the local eddy
heat flux, in concentrated in the ‘hot-spot’ re-
gions and is essentially zero elsewhere. How-
ever, unlike the local heat flux, the cumula-
tive fluxes are organized into a series of gener-
ally southward step-changes (although a small
northward heat flux is found in the vicinity of
the Southwest Indian Ridge at approximately
30◦E). Large southward heat transports are
found near the Southeast Indian Ridge south
of Tasmania (longitude: ∼145◦E, heat trans-
port: ∼0.75TW) the Campbell Plateau (∼170◦E,
∼1.0TW), the Pacific Antarctic Rise (∼130◦W,
∼0.25TW) and through Drake Passage and
the nearby Shackleton Fracture Zone/Scotia
Arc (∼50◦W, ∼0.75TW). In total, the ANDRO
dataset reveals approximately 2±0.5TW of heat
transport across the polar front at 1000m depth.
More than 90% of that heat transport is concen-
trated in less than 20% of the total longitudes
spanned by the contour.
As Dufour et al. [2015] found in their high
resolution numerical model, the ANDRO data
reveal that the eddy heat flux is strongly con-
centrated in ‘hot-spot’ regions near large bathy-
metric features. The concordance between our
results and those of Dufour et al. [2015] is re-
markable, given the supposed sparseness of
the Argo float observations in the ocean. How-
ever, the results of the modelling component
of this study give us confidence that the results
presented in this section are valid, although
subject to error. Improvement of the mapping
procedure, as well as the inclusion of addi-
tional deep drifter datasets, such as RAFOS
floats, could further increase confidence in the
results presented here.
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Figure 14: Time mean (a) speed; (b) meridional heat flux (ρ0cpvT∆x∆z) in the 950-1150 layer, reconstructed from
the ANDRO float derived current velocities and Argo temperature profiles; and (c) estimated speed error
including both instrumental and sampling errors. Thin black contours are the bathymetry (CI:1000m)
Figure 15: Heat-flux across the polar front estimated from the ANDRO dataset and the Argo temperature profiles. (a)
the time-mean position of the polar front overlaying the bathymetry from the ETOPO01 dataset; (b) the
cross frontal heat-flux (ρcpvT∆s∆z); (c) the cummulative cross-frontal heat-flux. Shaded grey regions in
panels (a) and (b) indicate the 3σ error bounds
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VII. Discussion and Conclusions
In this paper we have used ‘virtual’ Argo floats
advected in an idealized model of the South-
ern Ocean to critically assess the ability of the
existing network of Argo floats to reconstruct
both the time-mean and eddying quantities of
importance to the general circulation. Com-
paring time-mean and eddy quantities recon-
structed from the virtual Argo floats directly
to the model fields reveals that, at float ob-
servation densities similar to those available
from the Argo network, it is possible to ro-
bustly reconstructs several quantities, includ-
ing quadratic perturbation quantities such as
the EKE and eddy heat flux. We have tested,
systematically, the influence of temporal sam-
pling frequency, the number of floats and the
time span of the float experiment, and found,
in all case, that robust reconstructions of the
these quantities is possible, even when rela-
tively ‘pessimistic’ values of these parameters
are chosen. We have also shown that is is also
possible to reconstruct cross-frontal eddy heat
fluxes using only the Lagrangian floats, but
only for specially defined frontal contours that
may not necessarily form closed circumpolar
contours. As such, this study echoes previ-
ous work by Davis [1987] and Davis [1991b]
who showed that comparatively few surface
drifters were required to resolve an idealized
thin western boundary current.
The key result of this study is that, with
a sufficient number of floats tracked over a
sufficiently long period of time, one can re-
construct with a high degree of fidelity both
time-mean fields and the local eddy statistics.
The challenge is, of course, to define how long
a ‘sufficiently’ long time period is, and how
many floats are ‘sufficient’. There are no clear
answers to these questions, as any response
would depend on the needs of the particular
study. However, the results of the numerical
modeling portion of this study indicate that the
current observational coverage and sampling
rates provided by Argo floats in the Southern
Ocean return reconstruction errors that are not
substantially improved by the addition of more
floats or longer float experiments (although ex-
tending the life of the Argo project is essential
for long term climate monitoring), and only
marginally improved by increasing the sam-
pling rate.
With the results obtained from the numer-
ical model in mind, we have then used the
existing network of Argo float to compute the
eddy heat-flux across the Polar Front in the
Southern Ocean, building upon similar work
by Gille [2003a] and Gille [2003b]. The numer-
ical model allows us to construct a suitable
model for the errors induced by the discrete
temporal sampling, as well as errors due to ver-
tical shear in the water column and uncertainty
due to internal variability within the ocean. We
find that these errors, although important, do
not impede the calculation of the cross-frontal
eddy heat-flux at this depth. Our results are
qualitatively very similar to those obtained by
Griesel et al. [2009] and Dufour et al. [2015] in
a high resolution numerical model, which, to-
gether with the results from our own modeling
study, allow us to place a fairly high degree
of confidence in the capacity of Argo floats to
reconstruct the heat flux and other eddy quan-
tities.
Our study does, however, contain some no-
table shortcomings. For example, the idealized
model configuration was used primarily for
convenience and although it produces a flow
field reminiscent of the that in the Southern
Ocean, the actual ocean circulation is, in real-
ity, far more complex and contains numerous
phenomena unrepresented in our model. Ad-
ditionally, as shown by Rosso et al. [2014] in a
series of progressively higher resolution numer-
ical models, 5km grid spacing is not sufficient
to completely resolve the oceanic mesoscale,
and certainly not the energetic sub-mesoscale.
As such, the length scales of important features
in the Southern Ocean are likely smaller than
can be resolved by our simulation, and it is still
an open question if discretely sampled Argo
floats would be able to accurately represent the
eddy fluxes under these conditions. A similar
analysis to the present work, conducted using
the output of a high-resolution realistic model
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configuration, could be illuminating.
With the shortcomings of this study noted,
we finish on a note of optimism: the evidence
presented here suggests that the current net-
work of Argo floats is able to generate reli-
able eddy statistics and that the addition of
additional floats to the system are not strictly
necessary for this puropose, as they not likely
to dramatically improve the capacity of the
network to represent meso-scale statistics, al-
though additional floats are likely to aid re-
solving important features in undersampled
regions. Thus, a promising avenue of future
research is to exploit the Argo network to close
local tracer budgets. In particular, the flux of
biogeochemical tracers across fronts, a quan-
tity of great importance to the climate system,
could be estimated using the developing net-
work of ‘bio-Argo’ floats, capable of measuring
biogeochemical quantities such as carbon and
nutrients. Additionally, with the continuing
improvement and maintenance of the Argo net-
work, long term monitoring of eddying quanti-
ties over broad regions may also be possible.
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