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Abstract. 
The rank of a set of alternatives can change if a new criterion is 
introduced into the set of criteria, but it can also change if the 
importances of the criteria depend on the number of alternatives and 
on the strength of their ranking. As a result a new alternative may 
change the relative order of the previous set. This is allowed to 
happen by making paired comparisons of alternatives with respect to 
criteria. It is particularly useful in a complex structure where the 
importances of the criteria are not well established. If on the other 
hand they are, then the alternatives can be scored with respect to 
intensities of the criteria and a new alternative would not change the 
relative rank of the old ones. Copies and near copies of alternatives 
can be treated by applying the same weight to them or by comparing 
them with the others respectively. Near copies are identified by a % 
variation measure. 
Keywords. Analytic Hierarchy Process: multi-criterion decision 
making; rank preservation; structural dependence. 
INTRODUCTION 
The Analytic Hierarchy Process (AHP) is a 
ratio scale method used to assist people 
in making decisions. Complex problems are 
structured hierarchically into criteria, 
subcriteria, and alternatives from which 
the choice is to be made. People then 
express their preferences by making judg- 
ments on a variety of paired comparisons 
of both the criteria and the alterna- 
tives. The AHP assumes that people have 
cardinal preferences. but these prefer- 
ences need not satisfy utility axioms. 
The final result is an ordering of the 
alternatives according to preference. 
Thoughtful people knov that we are not 
born into this world with knowledge of 
abstract properties of things (the cri- 
teria of the AHP). What knowledge we 
have comes from experience with things. 
Thus how we judge things is traceable to 
our experience with the real world. Our 
view grows and changes as we experience 
more things. It may eventually stabilize 
and not require additional information. 
But more often we do need this informa- 
tion, especially when we deal with a 
rapidly changing complexity. Then we 
need to continuously update our sense of 
importance in view of new knowledge. 
People make two kinds of decisions: those 
in which they definitely know the cri- 
teria they intend to apply and the impor- 
tance of these criteria apart from any 
alternatives they may be considering. 
Related to this are situations where they 
have ranked their alternatives by assum- 
ing that the ones they are aware of are 
all there are. Then later some new alter 
natives appear, but they wish to preserve 
the order of the original alternatives 
with the new ones inserted among them. A 
new alternative can, of course, be pre- 
ferred to all the original ones. 
Another type of decision situation is one 
in which people are unsure of the impor- 
tance of their criteria. For example, in 
buying a car they may not know whether 
power or gas economy is more important to 
them or by how much unless they examine 
some cars, but there will still be other 
kinds of cars that give different infor- 
mation. In this case to sharpen their 
knowledge of the criteria a wide selec- 
tion of alternatives must be examined. 
Information on the criteria and their 
relative importance is thus expanded. In 
each case the current information on the 
criteria relative to the alternatives at 
hand is used to choose among the alterna- 
tives. 
Both situations present themselves fre- 
quently, however the second one of look- 
ing at alternatives to decide on the 
criteria in the first place is more dif- 
ficult and more common in the face of 
complexity where new criteria and re- 
arrangement of old criteria occurs co*- 
stantly. 
It is clear that alternatives depend on 
the criteria to be used to judge them. 
How do the criteria depend on the alter- 
natives? There are two ways. The first 
iS by direct comparison with respect to 
common occurrence in the alternatives 
(i.e. in a reverse fashion to the compar- 
ison of alternatives with respect to 
criteria) and by considering how many 
alternatives there are. This has been 
studied elsewhere [7]. The other is by 
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resealing the importance of the criteria 
according to the structure of the problem 
with regard to the alternatives. Now we 
examine this new concept of structure. 
THE ROLE OF STRUCTURE I- 
IN DECISION MAKING 
Traditional multicriterion analysis seems 
to have waived the need to incorporate 
structural information . 
;Zr 
deriving 
weights for criteria and alterna- 
tives. However, the methodology of the 
Analytic Hierarchy Process using relative 
comparisons and normalization, allows us 
to use structure along with function in 
developing these weights. For example, 
if good researchers are more highly val- 
ued than good teachers at a university, 
then the universities of the world would 
be full of good researchers but no bril- 
liant teachers if the structural depen- 
dence on the number in each group were 
ignored. As another example, suppose 
that investment is to be made in stocks 
according to the priority of the sector 
of the economy to which they respectively 
belong. It is essential that the priori- 
ties of the sectors be modified according 
to the relative number of stocks in each 
sector. Otherwise, an important sector 
with a large number of stocks would dis- 
tribute a small priority to each stock 
resulting in a higher priority of invest- 
ment to stocks in less important sectors. 
Here again, structural dependence is of 
crucial importance. Thus, structure and 
function must be considered simultaneous- 
ly in any multicriterion analysis in 
order to capture all of the essential 
aspects of such a problem. 
We now give a simple illustration of how 
structural criteria can be interpreted 
and incorporated in the development of 
priorities for a set of alternatives 
Al,...,An,. Let A denote a matrix (shown 
below) whose columns represent the 
unnormalized scales derived from paired 
comparisons of the alternatives with 
respect to functional criteria Cl,...,Cn. 
A 
Cl c* . . . cn 
Al all al2 * - * %I 
A2 a21 a22 . * * a2n 
. 
Am aml am2 ' ’ . amn I 
Normalization may be regarded as a struc- 
tural criterion Sl, whose matrix (shown 
below) is denoted by (Sl ), applied to 
rescale the priorities xl,...,xn, orig- 
inally derived from pairwise comparison 
of the importance of the functional cri- 
teria Cl,....C,, with respect to higher 
goals. Normalization consists of multi- 
plying the xi by the reciprocal of the 
S"lll of the measurements in the column of 
A under criterion C.. This amounts to 
multiplying A on the'right by the diagon- 
al matrix (Sl) shown below. 
(Sl) 
c2 . . . cn 
0 . . . 0 
(i!lai2)-1 *-- O 
. 
0 . . .(illai,)-l 
Suppose the number of alternatives under 
each functional criterion is not the 
same. Then a second structural criterion 
S2 whose matrix is denoted by (S2) may be 
applied to weight each criterion priori- 
ty by the relative number of alternatives 
under that criterion. Let r. be the num- 
ber of alternatives under c+iterion C. 
Let N be the sum of the r. . Then the t. 
in this case need to be multiplied by ri 
/NV and again we accomplish this by mul- 
tiplying by 
given below. 
the diagonal matrix (S2 ), 
(S2) 
Cl c2 . . . c, 
I 
r,/N 0 . . . 0 
0 x-q/N . . . 0 
. . 
. . 
. . 
0 0 r,,/N 
In other problems the relevant number of 
alternatives may be regarded as opposing 
rather than favoring the importance of 
the criteria, and a different function of 
ri n such as N/ri may be appropriately 
used. Thus before composing the weights 
of the alternatives 
r...,x , 
a 
the resealing 
with respect to xl 
operations may be 
Carrie out by multiplying A on the right 
by several diagonal matrices representing 
the structural criteria, and then multi- 
plying that result on the right by the 
column vector x. We obtain the final 
weights of the alternatives from the 
matrix products. 
A” important observation to make here is 
that the standard normalization procedure 
of the AHP can be regarded as a structur- 
al criterion S2 as it deals with the 
measurements themselves and how large or 
small they are for each and also for all 
the alternatives. Through structural 
criteria the process can be modified and 
controlled to reflect our expectations as 
we did when we used the structural crite- 
rion S 
f 
to discount the effect of unequal 
number of alternatives under the crite- 
ria. Through structural criteria these 
expectations are brought under control. 
Let us now examine rank reversal. 
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THE THEORY OF STRUCTURAL DEPENDENCE 
Our common understanding of the ranking 
of alternatives with respect to a single 
criterion has conditioned our thinking. 
If a new alternative is added our prefei- 
ence among the other alternatives should 
not be altered. However, theoretical 
considerations show that introducing sim- 
ilarly important alternatives could af- 
fect the ordering of the previous al- 
ternatives in making tradeoffs with res- 
pect to the criteria. 
Thus it is possible that the overall 
ranking of the original alternatives 
obtained with respect to all the criteria 
may change, although their order under 
any single criterion does not change if 
the preferences are consistent, in con- 
formity with our traditional expectation 
mentioned above. The explanation of such 
rank reversal rests with the structural 
dependence of the criteria on the alter- 
natives. New information is always in- 
troduced with the new alternative arising 
from the increase in the number of alter- 
natives, and from the overall measurement 
of the alternatives with respect to each 
criterion, which must now reflect the 
measurement of the new alternative. 
This new information leads to a modifica- 
tion of the weights of the alternatives 
and is applied through the normalization 
operation. In traditional utility theory 
rank is allowed to change, even under a 
single criterion, upon the addition of 
what is known (but not well defined) as a 
"relevant" alternative. In the AHP the 
concept of relevant alternative does not 
apply because, in a sense, all the alter- 
natives and all the criteria are rele- 
vant. Otherwise one would not be in a 
position to make pairwise comparisons 
among them. 
Here is an intuitive justification that 
under several criteria rank may change. 
First we note that preserving the old 
rank of a set of alternatives is a prac- 
tically unjustified convenient assumption 
that can only be defended if the world is 
made to conform to the assumptions that 
criteria be independent from alterna- 
tives. As we said earlier more often 
they are not. If an important choice is 
implemented and new alternatives which 
affect the outcome arrive, there would be 
regret that not all important information 
was examined in making that decision. In 
any decision problem one either starts 
out by assuming that all the alternatives 
are present or that new ones may be dis- 
covered and added. If all are present, 
and all are considered important, then 
there is no problem about adding or dele- 
ting alternatives with a possible change 
in rank. If by chance a new alternative 
is discovered, one must admit to having 
made an error in assuming a complete set, 
and ignore any previous results. In 
general one may argue that by treating a 
complete set of alternatives, often small 
as well one would not be concerned 
about violating the closure of the prob- 
lem as there would be no new alternatives 
added. 
If all the.alternatives are not present 
(an open situation with incomplete infor- 
mation) and one still wishes to proceed 
in ranking them and making a decision, 
yet allowing for the arrival of new al- 
ternatives, the scoring procedure of the 
AHP [8] may be used. The idea here is to 
set standards under the various criteria 
and score the alternatives according to 
the standards. The use of scoring may be 
justified when there is a large number of 
alternatives, all of which are known (a 
closed situation), and where the addition 
of an alternative practically has no 
effect on the overall ranking. The al- 
ternative for the latter situation is to 
USS appropriate aggregation, decomposi- 
tion, and paired comparisons, Here new 
arrivals may be compared with some of the 
old elements (sometimes the highest rank- 
ing one if it is desired to choose a best 
alternative) to determine their position 
in the set. As we shall see later, psy- 
chologists have already recognized two 
different ways to make comparisons which 
are essentially what we have just des- 
cribed. These two ways, one with stan- 
dards and one without, can lead to dif- 
ferent results. 
We have already said that in multi- 
attribute utility theory [1,3.4,5.61, 
which uses lotteries and interval scales 
instead of ratio scales, adding a rele- 
vant alternative can change the rank of 
the previous alternatives under a single 
criterion and therefore, possibly under 
several criteria, and hence also under 
composition. There, rank reversal is a 
well recognized phenomenon. Much re- 
search has gone into studying this prob- 
lem. The difference is that when treat- 
ing a closed set of alternatives in the 
AHP the criteria are structurally depen- 
dent on the alternatives. Note that if 
one were to include structural informa- 
tion on the alternatives by including an 
additional criterion to represent such 
information, the weight of this new cri- 
terion would have to constantly change 
each time a new alternative is added to 
indicate a different number in comparison 
with the previous situation of a smaller 
number, and rank reversal among the al- 
ternatives could then occur. 
When adding new alternatives, the linger- 
ing question is, which is the correct 
ranking, the one that may keep changing 
because of paired comparisons, or the one 
that is forced to remain the same through 
scoring? What can we do about it if the 
correct procedure is the one which allows 
rank to change? That may indeed be the 
real problem; the paradox is that we have 
a world of thought which requires change 
and a world of action which prohibits 
change because of the possibility of 
embarrassment and resource limitation. 
One thing we know, ours is not the best 
of all possible worlds, perhaps because 
we cannot bring what we do into harmony 
with what we think. The assumption we 
make at the start about whether the cri- 
teria are independent from structural 
information or not will affect the out- 
come. 
The traditional understanding of rank 
reversal is derived from the idea of 
measuring things with a standard. Intro- 
ducing a new alternative cannot affect 
the "eights of the others. Only by in- 
troducing a criterion can the weights of 
the alternatives change. Thus, it is 
easy to SSS that if the criteria are 
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functionally independent from the alter- 
natives, then one may compose the weights 
as follows: 
y = F ..aj 
j=l ’ 
where y is the column vector of composite 
weights of the alternatives, a1 is the 
column vector of measurement of the sl- 
ternatives under the jth criterion and 
xj is the weight of that criterion. In- 
troducing a new alternative would 
extend the vectors y and a3 by one 
simply 
com- 
ponent and has no effect on the values of 
the components of the original vector y. 
If on the other hand, the new alternative 
introduces k additional criteria for the 
evaluation then the new weights are given 
by: 
n+k 
Y-I x.a' 
j=l ' 
The first n components of y may now have 
different values than those of the origi- 
nal vector y above and rank may be rever- 
sed. This is what people think of when 
they consider allowing for rank reversal. 
No consideration to structure represented 
by the number of elements and their ac- 
tual measurement is given in this inter- 
pretation. 
We now give a mathematical representation 
of rank reversal as a result of structur- 
al dependence of alternatives on crite- 
ria. This is then followed by an 
explanation of how the AHP gives the 
correct rank order when composing the 
weights of the alternatives with those of 
the criteria. 
Let us take the simple case of normalized 
columns. Let x=(x, x ) 
vector of criteria w#$gh;,' "and 
denote the 
let y = 
(Y l,".'Y, ), yaR be the vector of 
composite weights of the alternatives, 
ordered in such a way that 
0. 
Yll-YR'..'Y,' 
This is equivalent to writing y -y SO 
Y -y 'O,..., 
?I 3 
Yrn-l-YFLO~ Y >Q, whi&h 'is 
o tained by the transfo%ation SyT>O - 
where 
i 
1 -1 0 . . . 0 0 
0 1 -1 . . . 0 0 
. . . . . 
s= . . . . . 
1 
0 i, * 
. 
-i 
0 0 : ::: : 1 
I 
Let us call an alternative irreievant 
only when its measurement under every 
criterion is zero. Assume that this is 
the case for A And now let us introduce a 
relevant alternative 
A4 
by changing these 
zeros to positive va ues. Let the col- 
umns of A be given vectors al,...,a n E R" 
for which the last component is new. 
Thus prior to introducing G we have 
(em)Taj=O. j=l.....n where (em)T=(O.O. 
. . . . 0,l) is an m-vector. We have: 
n 
a' 
yT = z xj - 
j-l eTa’ 
syT 4 &2_> 0 
j=l ' eTa’ - 
Now 
the 
if we chfnge the last component of 
ve 
place a 5 
tars *. from fiero to rjlO, we re- 
by a' Thus 
we compute 
+ rje , j-l,...,". 
-T n 
y=z x. 
j=l J eT(aj+r em) 
j m 
ad 
4 
require St> 0 to hold. Evidently 
e (r.anr) = r. 
1, a 
arid hence for rank preserv- 
atio we nee 
n SaJ+r,Sem 
_J jZlxj T t. 
e a'(l+-L) 
eTa' 
1 
n Saj+r.~em 
.--zx. _3 
l+max+ 
j=l 3 eTa' 
ea 
1 r 
1+max-_3- 
(SyT+( ; x.fi)& 
j=l JeTa 
e'a' 
which does not always hold and hence S is 
not isotone, i.e., it does not preserve 
rank. Thus we have proved: 
Theorem: A sufficient condition for rank 
preservation is that the following 
inequality holds: 
r. 
yin-1 3X 3>0 j=l j eTa~ - 
r. 
I 
More generally with p.L-. j = l,...,n 
we require 3 eTaJ 
0 ; x.(sa3 j=l 3 m 1 + L Sem)> 0, Sem= 
- 
+ P. 
3 
l+P. 
3 
[I _i 
1 
Let 4 
j 
-k 
n 
and recall that Z x. = 1. x.,0. Thus 
j=l J l- 
the original condition Sy'z 0 means that 
n 
the point Z xjb'is in the simplex span- 
j-l 
ned by b',...,b" in the positive orthant 
T!L'e ictioductiofi of a new alternative 
changes the bomdary edqes of the cone 
allowing for t&e possibility that the 
new cone contains points other than tfDse 
in the positive orthant. These points cor- 
respond to rank reversals. 
The next question is whether the AHP does 
justice to each alternative in the 
weighting process by surfacing its 
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correct rank. In other words, is addi- 
tive weighting the way to go? 
THE RELATIONSHIP OF RANK AND DOMINANCE 
The weighting operation is a generaliza- 
tion of the eigenvector approach which 
derives from dominance concepts. Domin- 
ance is related to the number of times an 
alternative is preferred to each of the 
others along all possible connecting 
chains when compared with respect to a 
common criterion. The ideas are discus- 
sed in detail for a single matrix in 
reference [lo]. 
There is a natural way to derive the rank 
order of a set of alternatives from a 
pairwise comparison matrix A. The rank 
order of each alternative is the relative 
proportion of its total dominance O”Sk- 
the other alternatives. This is obtained 
by adding the elements in each row in A 
and dividing by the total over all the 
TOWS. However, A only captures the domi- 
nance of one alternative over each other 
in one transition step. But an alterna- 
tive can dominate a second by first domi- 
nating a third alternative and then the 
third dominates the second. Thus, the 
first alternative dominates the second in 
two steps (along a path of length two). 
It is known that the result for dominance 
in two steps is obtained by squaring A. 
Similarly dominance can occur in three 
steps, four steps and so on, the value of 
each obtained by raising the matrix A to 
the corresponding power. The rank order 
of an alternative is the average value of 
its dominance in one step, two steps and 
so on. We show below that when we take 
this infinite series of dominance along 
paths of length one. two, three and so on 
and calculate its limiting value we ob- 
tain precisely the principal right eigen- 
vector of the matrix A. This demon- 
strates that the eigenvector is derived 
deductively to obtain a relative scale 
among n alternatives from their matrix of 
comparisons. It is the desired solution 
because it preserves rank order through 
dominance considerations rather than be- 
cause it obeys a minimization criterion 
of which there can be many and each would 
require a particular justification. For 
such an important thing as rank prolifer- 
ation of external criteria is dangerous. 
A theorem has been proven that general- 
izes the above result for a single matrix 
to an entire hierarchy [9]. It shows 
that hierarchic composition, which is a 
special case of composition for a system 
with feedback, derives a rank order from 
the numerical dominance relations expres- 
sed in the matrix. The same type of 
limiting operations apply for a system 
with several components as for a single 
matrix. In both cases it amounts to 
raising a matrix to infinite powers and 
normalizing the sum of its rows carrying 
an analogy from the path matrix in graph 
theory and from the theory of q arkov 
chains [7,11]. 
SCALING, MEASURING AND SCORING 
Cognitive psychologists [2] have for some 
time been telling us that we learn by 
making two kinds of comparisons: the 
first is paired comparisons and the se- 
cond is absolute comparisons with a stan- 
dard that has been learned and stored in 
memory. The AHP is in agreement with 
these important psychological findings 
with scaling and scoring, defined below, 
corresponding to the first and second 
kinds of comparisons respectively. 
An important observation about the pair- 
wise comparisons of the Analytic Hierar- 
chy Process is that they are always made 
between homogeneous elements whose 
weights are close with respect to a given 
criterion. Thus all the elements STS 
considered relevant because they are 
included in the comparison, and we call 
the process of deriving a scale from 
fundamental paired comparisons scaling 
Note that in this process, one does not 
arbitrarily introduce an alternative with 
small measurements assigned from thin air 
and claim that this is an irrelevant 
alternative. All alternatives fall in 
their appropriate set and level of the 
hierarchy. Irrelevant alternatives in 
the AHP are not in the comparison and for 
the purpose of that analysis their 
weights under each criterion must be 
Zero. Such an alternative would have no 
effect on the ranking of the others. The 
concept of irrelevant alternatives is 
needed in utility theory to deal with the 
problem of rank preservation and rever- 
sal, but in the AHP it is axiomatic that 
all comparisons are made between compar- 
able alternatives that are relevant and 
the scaling process takes care of sur- 
facing their rank order. 
In practical situations of abundance and 
scarcity, which are of paramount impor- 
tance in most decision making, upon ad- 
ding a new alternative, preference among 
the others is changed, and this is not 
merely because a new functional criterion 
is introduced. It is because the new 
alternative brings additional information 
on the number of alternatives and on 
their measurement with respect to the 
criteria, and the weights of the criteria 
change accordingly. Think of the fiction- 
al story of King Midas, where too much 
gold makes life miserable, or think of 
apples and oranges and what happens to 
one's preference when too many of one 
kind are introduced or taken out upon 
which the other can become more or ,less 
preferred. Similarly, when we have too 
many alternatives to choose from, our 
preference for each can lose significance 
and our inclination is to close our eyes 
and pick one, whereas if we only had two 
of them we would work hard to decide 
exactly which one to select. 
If we wish to add a new alternative, such 
as a copy of an existing alternative, 
when the existing set has been previously 
recognized to be complete, we do this by 
comparing the alternative with one of the 
original ones and assigning it the ap- 
propriate multiple value of that alterna- 
tive. The composite result over all the 
criteria would then retain the old rank- 
ing. In contrast with scaling by comp- 
arisons, we say that this maLed arti- 
ficial alternative has been measured. 
Thus by measuring we mean using the scale 
of the alternatives as a standard to 
assign a scale value to copies. A copy 
receives the same final value as the 
original and can be considered to be 
measured by it as the standard. 
130 5th ICl%Y 
BY scoring we mean scaling criteria and 
subcriteria or standards (which are often 
intensities such as very high, high, 
medium, low, very low) through peirwise 
comparisons and then identifying the 
subcriterion which best describes- an 
alternative under each criterion and 
adding the scale values of the subcrite- 
ria thus chosen to obtain a score for the 
alternative. Let us elaborate further. 
Scoring is what one may wish to do in 
situations where alternatives are intro- 
duced in a steady stream one at a time. 
It is illustrated by a flow of appli- 
cants, for example, students applying for 
admission to a school. Ordinarily, we do 
not have them all present at the same 
time to carry out comparisons. (If they 
were all present at once, we could use 
clustering techniques to take care of an 
otherwise unmanageably large set of com- 
parisons.) When scoring, the criteria or 
subcriteria are divided into standards 
of. for example, excellent, very high, 
high, average, below average, poor, and 
very poor, and these are pairwise com- 
pared according to relative importance 
with respect to each criterion. The 
appropriate standard from each criterion 
is then associated with each student and 
their scores are added for that student. 
This is the process of scoring. Here 
rank reversal cannot occur. Why do we use 
scoring instead of paired comparisons? 
Usually because we do not have the other 
alternatives to make the comparisons or 
there are too many alternatives or be- 
cause the criteria no longer depend on 
the alternatives either functionally or 
structurally as their weights have evol- 
ved in practice. 
Scaling is illustrated in several of the 
examples below, so we will not give a 
separate example of it here. We now 
illustrate how an alternative that is a 
copy of another alternative is measured. 
It is straightforward. Let us assume that 
as a result of scaling we have obtained 
weights for criteria and alternatives 
(candidates for professorship) with res- 
pect to the criteria of research and 
teaching. Thus to illustrate how measur- 
ing of alternatives is done consider two 
criteria, research and teaching, with 
weights as shown in the table below: 
Cl C2 
(research) (teaching) 
.6a .32 
A: 
1 
.667 .250 
Bl: .333 .750 
The overall priority of the two appli- 
cants, obtained by composition are: 
Al: .667 x .68 + .250 x .32 = 0.533 
Bl: .333 x .68 + .750 x .32 = 0.466 
If a third applicant A2 is considered 
with characteristics identical to those 
of Al. we simply use the same weights ss 
those of A, and we have: 
A2: .667 x .68 + .250 x .32 = 0.533 
Thus the copy A2 has been measured by 
assigning it the same value as the origi- 
nal Al. 
To illustrate scoring we divide the two 
criteria above into standards of high 
(H), medium (M), and low (L), and carry 
out pairwise comparisons on these stan- 
dards as to their relative importance 
with respect to their corresponding cri- 
terion. Let us assume that the paired 
comparisons of the standards with respect 
to the criteria give rise to the follow- 
ing matrices of judgments and their de- 
rived priority scales: 
?J?J?!: 
The paired comparison values used 
indicate the relative dominance of a 
subcriterion on the left over a 
subcriterion on top with respect to the 
criterion in the following sense: 1: 
equal; 3: moderate: 5: strong: 7: very 
strong: 9: extreme: 2,4,6,8: intermediate 
strengths: reciprocals of the foregoing. 
Note that the first criterion, research 
ability, is regarded very highly, and to 
have a high capability for it is regarded 
as more desirable than to be medium or 
1OW. For teaching, the relative merits 
are not as distinct as in the case of 
research. Now suppose that Al is H under 
research and M under teaching while Bl is 
M under research and H under teaching. 
Their scores and normalized results are 
as follows: 
Norm. 
Al: . 726x.68 + .191x.32 = .5548 .59 
Bl: .212x.68 + .761x.32 = .3877 .43 
One can see how this generalizes to a 
stream of applicants. Scoring here is 
applicable in an open situation in which 
it is determined in advance that the 
weights of the criteria must not be af- 
fected by the structural information 
generated by applicants who apply to a 
well established system. This is contra- 
ry to the case of buying a car where 
one's very criteria change with each new 
car seen. In the first case neither the 
number of applicants nor their particular 
characteristics affect the importance of 
the criteria. 
STRUCTURAL DEPENDENCE AND RANK REVERSAL 
It has been noted that there are instan- 
ces in which an individual choosing be- 
tween an apple and an orange would choose 
the latter, only to reverse his choice 
upon introducing several oranges. The 
question is. according to the intensity 
of his preferences, how many oranges 
would it take for him to reverse his 
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choice? This is a case where the intro- 
duction of replicas may reverse rank. 
Below is a" example where it seems unna- 
tural for replicas to reverse rank and in 
this case they should be kept out. 
Again let us consider the example of the 
applicants for professorship given ear- 
lier. Suppose that initially there are 
two applicants and they rank as follows: 
Cl (research) c2 
(teaching) 
.68 .32 
I Al % prio- I I Al Bl prio- rity I rity 
The overall priority of the two appli- 
cants, obtained by composition, are: 
Al: .666 x .68 + .25 x .32 = 0.533 
Bl: .333 x .68 + .75 x .32 = 0.466 
NOW suppose a third applicant is consi- 
dered with characteristics identical to 
;;os;,;f A*,, j~~~~~~t~h:~,"erot~~~~~~u~~ 
with Bl will be exactly the same as those 
for comparing Al with Bl. We have 
Cl (research) 
.68 
** 
Bl 
C2 (teaching) 
.32 
I Al A2 B1 I Priority 
Al 1 1 l/3 .2 
A2 1 1 l/3 .2 
Bl 3 3 1 .6 
and the composite prior 
and B 1 respectively are 
ities of Al, 
PA = .4 x .68 + .2 x 
1 
.32 = .336 
'A2 = .4 x .68 + .2 x .32 = .336 
'Bl = .2 x .68 + .6 x .32 = .320 
A2' 
Let us make the observation that type A 
individuals are twice more preferred than 
those of type B under the research 
criterion, and type B individuals are 
three times more preferred than those of 
type A under the teaching criterion. We 
CalI thus dispense with the step of 
putting the pairwise comparisons in 
matrix form and go directly to the 
priority eigenvector. Type A individuals 
are assigned a weight of .2 for research 
and type B are assigned .l. Type A 
receives 1 
:3. 
for teaching and type B 
receives Suppose now we add yet 
another type A individual. We have the 
following weights and their normalization 
under each criterion: 
P c1 normal- P c2 normsl- 
ized ized 
Al: .2 .286 .l .167 
A2: :z 
.286 .l .167 
3 .286 .l 167 
B : .l 1 .143 .3 :500 
P Ai = .286 x .60 + .I67 x .32 = .248 
pB1 
- .143 x .68 + .500 x .32 = .257 
Note that here the type B individual 
receives the highest priority, resulting 
in rank reversal from before. 
In general in the AHP when one recognizes 
replicas one may prefer not to include 
them in the comparisons, but should mea- 
sure them as described earlier. Near 
replicas may be treated as those alterna- 
tives whose weights differ by no more 
than 10% validated experimentally by 
using various perturbations of judgments 
together with the criterion 
Iwi-w. I/min(wi,wj) 
3 
For further discussion of these ideas as 
they relate to the sensitivity of the 
outcome to small changes in judgment see 
[91. People would not often want to 
separate alternatives recognized mathema- 
tically as near replicas. 
But rank reversal can also occur when a 
new alternative is not a replica or near 
replica. This is the case of considering 
complete sets of alternatives mentioned 
before. 
Consider the situation of ranking two 
cars, A and B, according to efficiency 
and cost whose relative weights are ini- 
tially judged to be equally important 
from the pairwise comparison matrix: 
;;;f!;:y / Effi;cy Cy 1 Pr;;y 
The paired comparison matrices of A and B 
with respect to the criteria and their 
overall priorities follow: 
Efficiency (.5) cost (-5) 
M$$ 
A: .5x.75+.5x.33=(.5x1/4)3+(.5x1/3)1=.54 
B: .5x.25+.5x.67=(.5x1/4)1+(.5x1/3)2-.46 
NOW a third car C is introduced and we 
have: 
132 5th Inn 
Efficiency (.5) Cost(.5) 
Prior- Prior- 
%= 
A: .5x.3+.5x.31-(.5x1/10)3+(.5x1/13)41.30 
B: .5x.1+.5x.62=(.5x1/10)1+(.5x1/13)85.36 
c: .5x.6+.5x.08-(.5x1/10)6+(.5x1/13)1=.34 
Thus the presence of c reverses the 
original ranking and B is preferred to C 
which is preferred to A. In this example 
the paired comparisons lead to a 
modification of the weights of the 
criteria because of their number and 
their measure. The original ranking must 
be ignored in the presence of C. 
The calculations of the final weights 
have been arranged in two different ways, 
the first by carrying out normalization 
of the alternatives directly and the 
other by using the normalization weights 
to rescale the criteria weights in the 
spirit of our earlier discussion. Thus 
for example, following the theory above, 
if we write: 
A S X 
we can either multiply (AS)x which indi- 
cates normalization. or A(Sx) which indi- 
cates resealing of criteria weights. 
There are two stages in setting criterion 
weights. The first is from their 
functional importance and the second from 
the structural effect of alternatives. 
CONCLUSION 
It is worth noting that, in comparing 
criteria, we are never sure of how to 
decompose our complex perceptions and 
eve" when we assume independence, a new 
criterion is allowed to affect the rank- 
ing of the others without great concern. 
Therefore, why should we be any more 
concerned with alternatives? Is not a" 
alternative simply a more complex criter- 
ion? We have see" that with the AHP. 
preserving the rank of alternatives 
through scoring requires the assumption 
that the weights of the criteria no lon- 
ger should depend on the structure of the 
alternatives as we have defined it above. 
In other words, we have a choice to make 
which depends on what is needed for the 
particular decision problem at hand. 
This idea of dependence of criteria on 
the number of alternatives is eve" more 
powerful when using the AHP in choice 
problems with full dependence of alterna- 
tives on criteria and criteria on alter- 
natives. It leads to limiting operations 
on a stochastic matrix where convergence 
can be assured only if normalization is 
z;;E;priately applied. The reader inter- 
in the notion of dependence in 
systems should consult the literature of 
the AHP on its generalizations and var- 
ious applications in feedback situations 
allowing for dependencies between and 
within the levels of a hierarchy, or more 
generally, a network system. This work 
has been extended to problems where there 
is a range of uncertainty in the judg- 
ments of one or of several judges in 
ranking a set of alternatives in a hier- 
archy. The problem there is to ensure 
that rank reversal from the group of 
alternatives at the top does not occur 
with high probability to alternatives in 
the group at the bottom and conversely. 
This is particularly useful when resour- 
CeS can only be allocated to a few pro- 
jects, and it is desired to avoid regret- 
ting allocation to projects whose ranking 
is greatly affected by uncertainty in the 
judgements. 
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