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Se han utilizado modelos loglineales para la evaluación del com- 
portamiento diferencial de 10s items (DIF). Para comprobar la efec- 
tividad de esta metodologia se realizó un estudio de simulación en el 
que se manipuló el tamaño de la muestra, la cantidad de DIF y el 
nivel de significación elegido. Los resultados obtenidos muestran un 
alto porcentaje de items con DiF correctamente identijicados, pero tam- 
bién de falsos positivos. Se sugiere una explicación de estos resultados 
en términos de la dimensionalidad del test. 
Palabras clave: Modelos loglineales, funcionamiento diferencial 
de 10s items, sesgo de 10s items, multidimensionalidad. 
Loglinear models were used to assess the efectiveness of the 
differential item functioning ( D I ~ .  A simulation study was performed 
in which sample size, amount of bias and signzjicance levels were ma- 
nipulated. High rates of correctly identzjied items with DIF were ob- 
tained, although there were also high numbers of false positives. The 
results are discussed in 'terms of test dimensionality. 
Key words: Loglinear models, Differential item jLnctioning, Item 
bias. Multidimensionality. 
El uso de tests estandarizados en la evaluación de una gran variedad 
de variables psicológicas presenta como ventajas a priori la economia y fa- 
cilidad de aplicación, su objetividad, y el supuesto de que, si se cumplen 10s 
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requisitos psicométricos de fiabilidad y validez, proporcionaran medidas con 
poc0 error y válidas. Un test valido dará lugar a medidas idénticas para sujetos 
o grupos con iguales valores en la variable medida. Por el contrario, si la 
puntuación obtenida es función no s610 del nivel que 10s sujetos tienen en 
la variable medida, sino también de otras caracteristicas irrelevantes como su 
pertenencia a diferentes grupos étnicos, culturales etc ..., entonces hablamos de 
funcionamiento diferencial del test (DTF), y como tal constituye una causa clara 
de invalidez. Similarmente, con la expresión funcionamiento diferencial de 10s 
items (DIF) señalamos aquellos items cuya probabilidad de acertarlos difiere, 
a igual nivel en la variable medida, entre distintos subgrupos de una población 
dada. Cabria ademas distinguir entre DIF uniforme y no uniforme (Mellenbergh, 
1982). El DIF uniforme se produce cuando la probabilidad de contestar co- 
rrectamente a un item es mayor para un grupo que para otro a través de todos 
10s niveles de habilidad. Por ejemplo, en un item que funcione diferencialmente 
en contra de las mujeres éstas tendran una probabilidad de acertarlo menor, 
para todos 10s niveles de la variable medida, que 10s hombres con igual nivel 
de habilidad que ellas. El DIF no uniforme se produce cuando la diferencia 
en la probabilidad de responder correctamente a un item entre dos grupos no 
es la misma en todos 10s niveles de habilidad. En este caso no cabria hablar 
de DIF contra un grupo ya que, para determinados niveles de la habilidad, la 
probabilidad de acertar el item, a igual nivel en la variable medida, es mayor 
para un grupo, en tanto en 10s otros niveles es mayor para el otro. 
Aunque el hecho de que un item funcione diferencialmente implica 
necesariamente una diferencia entre grupos, no de toda diferencia grupal en 
la ejecución de un item se sigue la presencia de DIF. Hay que distinguir entre 
el término DIF y el término impacto (impact). Supongamos que 10s hombres 
tienen una mayor capacidad espacial que las mujeres. Si esto es cierto, 10s 
hombres, por término medio, obtendran puntuaciones superiores en 10s tests 
de aptitud espacial, y también tendran una probabilidad de acertar 10s items 
que componen 10s tests mayor que las mujeres. Sin embargo, 10s tests s610 
muestran diferencias reales en la habilidad medida, estas diferencias se de- 
nominan impacto. Mas formalmente, impacto, tomando la definición de AC- 
kerman (1992), es una diferencia entre grupos en el desempeño en un item 
causada por una diferencia real en la variable medida. 
Dadas las implicaciones de caracter ético, social y juridico que conlleva 
la utilización de tests que pueden infravalorar sistematicamente las capacidades 
de ciertos grupos en función de su cultura, etnia, sexo o cualquiera otra ca- 
racterística diferenciadora, no es extraño que Últimamente una de las áreas 
mas fecundas de la literatura psicométrica sea la dedicada a procurar pro- 
cedimientos para detectar y eliminar aquellos items que presenten un funcio- 
namiento diferencial. Entre 10s métodos propuestos para valorar el DIF cabria 
distinguir aquellos, formulados primeramente, que no controlan las diferencias 
en el nivel de habilidad entre grupos, como el analisis de varianza (Jensen, 
1980; Osterlind, 1983) y el método delta (Angoff, 1982; Angoff y Ford, 1973; 
Angoff y Sharon, 1974), y aquellos mas recientes que si la controlan, esta- 
bleciendo las comparaciones oportunas para iguales niveles de habilidad, tales 
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como chi-cuadrado (Camilli, 1979; Marascuilo, 1981; Marascuilo y Slaugther, 
198 1 ), Mantel-Haenszel (Holland y Thayer, 1986; 1988), modelos loglineales, 
logit y de clase latente (Kelderman, 1989; Kelderman y Macready, 1990; Kok, 
Mellenbergh y van der Flier, 1985; Mellenbergh, 1982; van der Flier, Me- 
llenbergh, Ad&r y Wijn, 1984; Westers y Kelderman, 1991), regresión logística 
(Spray y Carlson, 1986; Swaminathan y Rogers, 1990) y 10s métodos basados 
en la teoria de respuesta a 10s items (TRI) (Hambleton y Rogers, 1989; Kim 
y Cohen, 1991; Lord, 1980; Linn, Levine, Hastings y Wardrop, 1981; Muiiiz, 
1990; Raju, 1988, 1990; Rogers y Hambleton, 1989). En las primeras técnicas 
se puede producir confusión entre DIF e impacto, y llegar a concluir que items 
que reflejan la diferencia en la distribución de la variable medida entre grupos 
presentan DIF. Dentro del segundo grupo, las técnicas preferidas, y las mas 
utilizadas, son 10s métodos basados en la TRI y el procedimiento Mantel-Haenszel 
(MH) propuesto por Holland y Thayer (1988). Uno de 10s inconvenientes de 10s 
métodos TRI es que son computacionalmente costosos además de requerir grandes 
tamaños de muestra (Hoover y Kolen, 1984). El procedimiento MH es parti- 
cularmente atractivo por su fácil calculo y el hecho de proporcionar una cuan- 
tificación del DIF presente en 10s items. Diversos estudios han encontrado, sin 
embargo, que no es un procedimiento eficaz cuando 10s items presentan DIF no 
uniforme (Hambleton y Rogers, 1989; Hills, 1989; Swaminathan y Rogers, 1990). 
Otra de las técnicas que si controlan el nivel de competencia de 10s sujetos, 
como se ha señalado, son 10s modelos lineales logarítmicos o loglineales. Algunos 
autores han propuesto este tip0 de técnicas para detectar el DIF, que permitirían, 
mediante la inclusión o no de determinados términos en 10s modelos, formular 
diferentes hipótesis sobre el tip0 de DIF o las características de la distribución 
de las puntuaciones de 10s sujetos en el test (Green, Crone y Folk, 1989; Me- 
llenbergh, 1982; Kelderman y Macready, 1990). Dentro de este marco, el objetivo 
del presente estudio es evaluar la eficacia de 10s modelos lineales logarítmicos 
en la detección de items que presenten DIF uniforme bajo diversas condiciones 
(diferente cantidad de DIF, diferentes tamaiios de muestra y diferentes niveles 
de significación). Para el10 se han utilizando datos simulados. 
Método 
Variables 
Las variables manipuladas en esta investigación han sido: 
a) Cantidad de DIF, definida como la diferencia entre grupos en 10s 
indices de dificultad de 10s items que funcionari diferencialmente (d, = 0.1, 
d, = 0.19, d, = 0.34, d, = 0.43). 
b) Nivel de significación utilizado en la determinación de modelo lo- 
glineal que mejor se ajusta a 10s datos ( a  = 0.05 y a = 0.001). 
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c )  Tamaño de la muestra (75, 200, 500 y 1000 sujetos por grupo). 
Tenemos por tanto cuatro condiciones, una para cada tamaño de mues- 
tra. Dentro de cada condición se llevaron a cabo 100 replicaciones para obtener 
resultados estables. 
La longitud del test se fijó en 40 items, de 10s cuales el 10 % pre- 
sentaban sesgo. Los puntos de corte que determinan el índice de dificultad 
de 10s distintos items fueron elegidos, siguiendo a Lim y Drasgow (1990), 
dentro de un rango razonable entre -2 y + 2, de tal forma que la distribución 
de las puntuaciones de 10s sujetos en el test se aproximen a una distribución 
normal. Los indices de dificultad (ID) de la totalidad de 10s items que componen 
el test se presentan en la Tabla 1. 
TABLA 1. VALORES PARAM~TRICOS DE LOS ID DE LOS ~TEMS, JUNT0 CON LAS 
CORRESPONDIENTES PUNTUACIONES 2. LOS   TEMS SERALADOS PRESENTAN DIF, SIENDO SUS 
ID EN EL GRUP0 2: fTEM 1 = 0.40 (2 = 0.25);   TEM 2 = 0.31 (2 = 0.50);   TEM 3 = 0.16 (2 = 1); 
  TEM 4 = 0.07 (Z = 1.5). 
Generación de datos 
Se generaron vectores de respuestas (Ii, ... ,I,,), para diferentes tamaños 
de muestra, en un test compuesto por cuarenta items dicotómicos a partir de 
un modelo unifactorial estricto. El modelo es el que sigue: 
(i = 1, ... n); [G, +L( = 11 
siendo el término ((a)) la saturación factorial de item ((i)) en el factor c o m h  
F, , y el término ((u)) la saturación factorial del item ((i)) en el factor Único 
E ,  considerado como término error en el modelo. Las puntuaciones factoriales 
(F,) y las puntuaciones error (E, ... ,E,) son muestras independientes obtenidas 
de una distribución normal N(0 1). Dado que tanto las puntuaciones factoriales 
como las error son independientes, las puntuaciones obtenidas por 10s sujetos 
en cada item (Xi, ... ,X,J también se distribuiran normalmente N(0 1). 
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Las respuestas a 10s items I, ... ,I, se obtienen dicotomizando las pun- 
tuaciones obtenidas en las variables xi, ... ,& de la siguiente forma: 
Siendo 10s puntos de corte elegidos (z, puntuaciones tipicas) una función del 
indice de dificultad de 10s items. Asi 
De esta forma podemos manipular 10s indices de dificultad de 10s di- 
ferentes items que componen el test. 
Siguiendo el procedimiento especificado simulamos 10s datos para dos 
muestras independientes de sujetos, siendo la misma estructura factorial para 
todos 10s items en ambos grupos, y manipulando el indice de dificultad que 
diferirá, para 10s items con DIF, entre 10s grupos. La estructura factorial utilizada 
es 
X, = 0.80 * F, + 0.60 * Ei 
La generación de 10s datos de acuerdo con el modelo y mediante el 
procedimiento expuesto se hizo dentro del paquete estadístic0 SPSSIPC + v4.0, 
a partir de la posibilidad que brinda de generar distribuciones normales. 
Análisis 
Los modelos lineales logaritmicos permiten determinar las relaciones 
existentes entre una serie de variables categóricas representadas en tablas de 
contingencia multidimensionales. Este tipo de análisis especifica 10s parámetros 
que representan las propiedades de las variables categóricas y sus relaciones 
mediante la descomposición lineal de 10s logaritmos naturales de las fiecuencias 
esperadas en una tabla de contingencia (Gilbert, 1981; Knoke y Burke, 1980; 
Pardo y San Martin, 1994; Reynols, 1977). En el modelo saturado 10s com- 
ponentes que definen la parcelación incluyen todos 10s efectos principales y 
las posibles interacciones entre las variables consideradas. En nuestro caso 
tenemos una tabla de contingencia multidimensional del tip0 R X G X H, con 
frecuencias fj,, siendo las variables consideradas 
R: 2, ..., j. Diferentes altemativas del item ('j = 2). 
G: 2 ,..., k. Grupos comparados (k = 2). 
H: 2, ..., m. Nivel de habilidad que manifiesta el sujeto que contesta al item 
(m = 8). 
La puntuación total del sujeto en el test es tomada como un indice 
del nivel de competencia del sujeto, y en función de ella 10s sujetos son 
asignados a cada uno de 10s diferentes niveles de habilidad establecidos (ocho 
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intervalos de amplitud cinco). Los datos obtenidos en la simulación son reor- 
denados en h c i ó n  de las variables señaladas y sometidos a analisis loga- 
ritrnicos lineales para ver cu61 es el modelo que mejor se ajusta a 10s datos. 
Para el10 se utilizó la opción Backward dentro del comando ((hiloglinear)) del 
programa estadístic0 SPSS/PC + v4.0. El procedimiento Backward, partiendo del 
modelo saturado, va eliminando parámetros y comprobando si el efecto de 
estos parámetros es estadisticamente significativo, es decir, si su presencia 
contribuye a mejorar el ajuste del modelo. Si un parametro no es estadisti- 
camente significativo es eliminado del modelo. Asi se procede sucesivamente 
hasta conseguir un modelo en el que todos 10s términos de orden superior 
sean estadisticamente significatives ( a  = 0.05 y a = 0.001, en este estudio). 
Los modelos testados de esta forma son todos modelos jerárquicos. Se de- 
nominan modelos jerárquicos aquellos en 10s que la inclusión de 10s términos 
de mas alto orden implica necesariamente la inclusión de 10s términos de orden 
menor que forman parte de ellos. Por ejemplo, si en el modelo está incluida 
la interacción R x H, necesariamente formaran parte del modelo 10s parámetros 
referidos a 10s efectos de las variables R y H por separado. Para describir 
un modelo jerárquico es suficiente con enumerar 10s términos de orden superior 
que 10 componen, a esto se denomina clase generadora del modelo. En nuestro 
caso, concluiremos que existe DIF si en la clase generadora del modelo que 
mejor ajusta está presente la interacción entre la respuesta al item y el grupo. 
Es decir, si para el mismo nivel de habilidad existen diferencias entre 10s 
grupos en el número de sujetos que responden correctamente el item. 
Resultados 
Se ha tomado como medida de la eficacia de la técnica utilizada tanto 
el porcentaje de items con DIF correctamente detectados, como el porcentaje 
de items sin DIF incorrectamente detectados (falsos positivos). Para el cálculo 
TABLA 2. PORCENTAJES DE   TEMS CON DIF CORRECTAMENTE 
IDENTIFICADOS Y DE FALSOS POSITIVOS. 
Tamaño de muestra 75 200 500 
Falsos positivos 6.5 11 25 
Items con DIF 
4 100 100 100 
3 100 100 100 
2 72 98 100 
1 12 44 67 
Total 71 85.5 91.75 
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de estos porcentajes (P = (n." detecciones/n." rep1icaciones)lOO) se han utilizado 
10s cuatro items con DIF junto con nueve items que no presentan DIF, uno 
por cada uno de 10s diferentes ID utilizados en el estudio. Por ejemplo, 10s 
porcentajes de detecciones correctas para cada item con DIF será 
P = (n." detecciones/100)100, y el calculo de falsos positivos viene dado por 
P = (n." detecciones en 10s nueve items/900)100. Los resultados se presentan 
en la Tabla 2. 
Discusión 
El incremento en las tasas de detección conforme aumenta el tamaño 
de muestra era de esperar. Como es bien sabido cualquier estadístic0 aumenta 
su potencia de prueba, perrnaneciendo igual otras condiciones, conforme au- 
menta el tamaño de muestra. También era de esperar que los falsos positivos 
disminuyesen en el nivel de significación más reducido. No era de esperar, 
sin embargo, un número tan elevado de items incorrectamente detectados (25 % 
y 45 % para 500 y 1000 sujetos; a = 0.05). Por otro lado, las tasas de detección 
de 10s items con mas DIF (d4 = 0.43 y d3 = 0.34) son muy altas con inde- 
pendencia del tamaño de muestra y el nivel de significación (mínim0 92 % 
para n = 75 y a = 0.001). El item 2 que presenta DIF moderado (d, = 0.19) 
también presenta un alto porcentaje de detecciones correctas, excepto para 
n = 75 y a = 0.001; mientras que con el item que presenta menos DIF se 
necesita un tamaño de muestra de 1000 sujetos por grupo para encontrar ele- 
vadas tasas de detección (95 % y 80 %). Sin embargo, la bondad de un pro- 
cedimiento en la detección del DIF es lünción de la eficacia que manifiestan 
en las mismas condiciones procedimientos alternativos. No obstante, comparar 
10s resultados obtenidos por diferentes métodos bajo condiciones similares, 
sobre todo si éstos son coincidentes, nos puede proporcionar indicios sobre 
la eficacia relativa de 10s mismos. Asi, Swaminathan y Rogers (1990) en un 
estudio de simulación para comprobar la eficacia del MH frente a la regresión 
logística (RL), encontraron unas tasas de falsos positivos en estos procedi- 
mientos del 1 % (MH) y del 4 % (RL), y un porcentaje de detecciones correctas 
del 96 % (MH) y del 94 % (RL). Estas dos pruebas se aplicaron, con un nivel 
de significación de 0.05, a 10s datos obtenidos en 20 replicaciones para un 
test de 80 items de 10s cuales el 10 % presentaba DIF uniforme moderado o 
alto, con 500 personas por grupo. Los modelos loglineales, en las condiciones 
más similares a las del estudio referido, ofrecen unas tasas de falsos positivos 
del 25 % ( a  = 0.05) y del 4.1 1 % (a = 0.001), en tanto el procentaje de items 
correctamente detectados es del 100 %. La comparación de nuestros resultados 
con 10s de otro estudio (López Pina, Hidalgo, Sánchez Meca, 1993) en el que 
se estableció la tasa de error tip0 I y la potencia de prueba de 10s estadisticos 
chi-cuadrado de Scheuneman, chi-cuadrado de Pearson y el MH, arrojan datos 
similares. El porcentaje de falsos positivos que se produce al utilizar las pruebas 
mencionadas era mucho mas bajo que el encontrado al utilizar 10s modelos 
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loglineales. La tasa de detecciones correctas es sin embargo muy parecida. 
Parece claro, con 10s reparos ya expresados por la no equivalencia entre las 
condiciones en las que se prueban 10s diferentes métodos, que 10s modelos 
loglineales, aunque presentan una aceptable potencia de prueba (detecciones 
correctas), también tienen unas tasas de error tip0 I (falsos positivos) muy 
altas. El10 en parte puede deberse a que la puntuación total en el test utilizada 
para agrupar a 10s sujetos en categorías es calculada incluyendo tanto 10s items 
con DIF como sin DIF. La puntuación total en el test utilizada como criteri0 
de bloqueo es una función de todas las habilidades que mida el test, y en 
la medida que se incluyan items con DIF, es decir, items que discriminan en 
más habilidades de las que pretende medir el test, el test será multidimensional 
(Ackerman, 1992; Camilli, 1992; Oshima y Miller, 1992; Mellenbergh, 1989; 
Shealy y Stout, 1993). El nivel de habilidad estimado a 10s sujetos está de 
esta manera distorsionado. Precisamente para conseguir que en 10 posible el 
nivel de habilidades estimado a 10s sujetos sea unidimensional, se han es- 
tablecido procedimientos de estimación en etapas. Asi, Lord (1980), dentro 
del marco de la TRI, propuso un esquema para evaluar el DIF en etapas. 
Consistiria, grosso modo, en evaluar el DIF, en un ultimo paso, utilizando las 
estimaciones de 10s parámetros del modelo calculadas sobre 10s items que en 
un primer análisis no presentaron DIF. Otros autores han seguido esta sugerencia 
utilizando técnicas de evaluación no derivadas de la TFU como el método MH 
o modelos logit, presentando siempre resultados mejores que cuando el nivel 
de habilidad de 10s sujetos no se calculó sobre el test pwgado (Mazor, Clauser 
y Hambleton, 1992; van der Flier, Mellenbergh, Adkr y Wijn 1984; Kok, 
Mellenbergh y van der Flier, 1985). 
Otra variable a considerar es la presencia de grupos con diferentes 
distribuciones en la habilidad medida. Es decir, items que presentan impacto. 
Estudios como el de Mazor, Clauser y Hambleton (1992) muestran un peor 
comportamiento del estadístic0 MH cuando 10s grupos presentan distribuciones 
diferentes (tasas de detección 30 %, con igual distribución y 25 % con distintas 
distribuciones; n = 2000). Habria, por tanto, que determinar la eficacia de 10s 
modelos loglineales con distribuciones diferentes y DIF no uniforme, además 
de comparar su eficacia relativa frente a otras técnicas. Como ventajas a priori 
puede destacarse la posiblidad que brindan, frente a técnicas como el MH O 
chi-cuadrado, de establecer las relaciones existentes entre un número elevado 
de variables, siendo quizá en el estudio del comportamiento diferencial de 10s 
distractores donde sus posibilidades sean máximas (Green, Crone y Folk, 1989). 
Otra ventaja adicional de 10s modelos loglineales es la posibilidad que ofrecen 
de ser utilizados en la detección del DIF no uniforme. El DIF no uniforme se 
inferiria si el parámetro del modelo que representa la interacción entre la 
respuesta al item, el grupo de pertenencia y el nivel de habilidad (R x G x H), 
es estadisticamente significativo, es decir, si contribuye de manera significativa 
al ajuste del modelo a 10s datos. 
Señalar, para concluir, que a la vista de 10s resultados obtenidos, no 
parece muy aconsejable la utilización de 10s modelos loglineales en la detección 
del DIF uniforme frente al MH O 10s métodos chi-cuadrado, ya que estos ultimos 
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son al menos tan eficaces como 10s modelos loglineales y además no son 
costosos computacionalrnente. Frente a ellos 10s modelos loglineales presentan 
la ventaja de constituir un procedimiento valido en la detección del sesgo no 
uniforme, aunque recientemente Mazor, Clauser y Hambleton (1994) han pro- 
puesto una modificación del procedimiento MH que permite detectar este tipo 
de DIF. Se hacen necesarios, por tanto, estudios que determinen las posibilidades 
y limitaciones que estos dos procedimientos tienen en la detección del DIF 
no uniforme. 
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