Abstract In this article, the artificial intelligence techniques have been used for the solution of Falkner-Skan (FS) equations based on neural networks optimized with three methods including active set technique, sequential quadratic programming and genetic algorithms (GA) hybridization. Log-sigmoid activation function is used in artificial neural network architecture. The proposed techniques are applied to a number of cases for Falkner-Skan problems, and results were compared with GA hybrid results in all cases and were found accurate. The level of accuracy is examined through statistical analyses based on a sufficiently large number of independent runs.
Introduction
Falkner-Skan nonlinear equation is generalized form of Blasius boundary layer problem with two boundary layers [1] . The solutions of this equation are always of great interest for engineers and scientists and have been analyzed by a number of researchers starting from work done by Falkner and Skan [1] for boundary layer flow in a viscous fluid. Later, Hartree [2] studied this equation numerically. In recent years, Harris et al. [3] studied the unsteady heat flow with constant wall temperature. Agarwal and O'Regan [4] studied infinite interval problems that were arising in nonlinear mechanics and non-Newtonian flow, whereas Pantokartoras [5] solved the Falkner-Skan flow with variable viscosity and constant wall temperature. The solution of Falkner-Skan equations by improved spectral homotopy analysis method was analyzed by Sandile et al. [6] , in 2011. Many other powerful mathematical techniques have been used for obtaining the appropriate solution of these equations and can be seen in articles [7] [8] [9] [10] [11] .
Many researchers have devoted their attentions to study the existence of solution of the Falkner-Skan (FS) equation and its uniqueness applied in different fields; names of few researches are listed here for the deep interest of reader Weyl [12] , Rosenhead [13] , Tam [14] and Hartman [15] . Moreover, some of authors work has described the ranges of validity of FS-equation boundary layer parameters as well as similarity variable. Further, Yang [16] describes a nonexistence numerical solutions through the application of upper and lower bounds on it (i.e., the non-dimensional wall shear stress). However, regardless of the number of attempts regarding the solution of FS-equation, this twopoint boundary value problem even though lacks a general closed-form FS-equation solution.
In recent years, a lot of attention has been devoted to the study of artificial neural networks (ANNs) to investigate the problems arising in diverse fields of applied science and technology [17] . Arqub et al. recently applied continuous genetic algorithm for finding the numerical solution of systems of second-order BVP [18, 19] . Well-established strength of neural networks as a universal function approximation optimized with local and global search methodologies has been exploited to solve the linear and nonlinear differential equations such as problems arising in nanotechnology [20, 21] . These are motivating factors for authors to develop a new ANNs-based solution, which has many benefits compared with other traditional numerical methods. First of all, the approximate solution is continuous over all the domain of integration. Then, the method is general and can be applied to solve linear and nonlinear singular initial value problems.
Furthermore, Arqub et al. [22] 2015 applied reproducing kernel Hilbert space (RKHS) method to find the approximate numerical treatments of fuzzy differential equations (FDEs) and showed that numerical scheme is good for finding the solution of such equations. Later Arqub in 2015 has developed kernel Hilbert space method (KHSM) to get the exact and the approximate results of fuzzy FredholmVolterra integrodifferential equations [23] .
The objective of this paper is to develop ANNs based on the numerical solutions for FSDENN four cases of problem subject to given boundary conditions by using feedforward artificial neural networks (ANN) to model the function and its derivatives, and the training of the ANN was carried out using an active set algorithm (AST), sequential quadratic programming (SQP) and genetic algorithms (GA) hybrid, which have been proposed for powerful optimization capabilities of nonlinear systems [24] [25] [26] . The proposed techniques have the following advantages on other methods: first, nature wise it is of global in terms of the proposed approximated solutions besides it has ability to find the solution of linear and nonlinear problems of mathematical and physical sciences; second, it is good in accuracy and the results obtained can be given and continuous over entire domain of FSDENN system; third, in the application of proposed technique, the global approximation can find the related derivatives of FS-equation over the entire domain for solution; four, this technique is not affected by the computational results round off errors. Moreover, a detailed statistical analysis is carried out to ensure affectivity and reliability of the proposed algorithm.
The rest of the paper is organized as follows. In Sect. 2, we formulate the Falkner-Skan equation and proposed a mathematical model for this equation with the help of logsigmoid function. In Sect. 3, we presented numerical results and graphical representation. The results of statistical analyses are presented in Sect. 4. We concluded the paper in the last Sect. 5.
Mathematical modeling of Falkner-Skan equation
The Falkner-Skan equation is given by
subject to the boundary conditions
where b 0 and b are constants. Equation (1) satisfies the asymptotic condition
Make use of coordinate transformation, put n ¼ g=g 1 in Eqs. (1)- (3) we obtain
in which g 1 is the unknown free boundary (truncated boundary). Then the original problem can be converted into the free boundary problem defined on a finite interval, where g 1 is to be determined as a part of the solution.
We formulate the mathematical model based on active set with fitness function. The evaluation process is based on numerical computation through which obtain optimum variables of the proposed model [27] [28] [29] [30] .
The solution f ðnÞ of the differential equation (5) 
In the neural networks model the invisible layers of the network based on log-sigmoid activation function can be written as
where A, B, and C are real-valued bounded adaptive parameters, can be written as: 
The error term e 1 is connected with the transformed problem (5) is given as:
wherefm ¼f ðnmÞ, nm ¼mh with increment h. The interval [0,1] is divided into N subintervals, ½n 1 ; n 2 ; ½n 2 ; n 3 . . .; ½n N ; n Nþ1 . Also error terms e 2 and e 3 for end point conditions can be defined as 
The main work in this article is to use AST, SQP and GA hybrid techniques for learning variables for the Falkner-Skan differential equation neural network (FSDENN). The MATLAB inbuilt function for constrained optimization FMINCON is used for these solvers with the parameter setting provided in Table 1 . The parameter X tolerance has vital role and mainly affected the performance of proposed technique. By increasing the number of iterations solver GA improved its performance, but execution takes more time. Moreover, the flow diagram of the mathematical model based on the AST algorithm as shown in Fig. 1 . The generic architecture of the Falkner-Skan equations through neural network is presented in Fig. 2 . Table 2 , and absolute errors (AE) are shown in Table 3 . The graphical representation showed that range of AE lies between 10E-07 and 10E-10 in each case as shown in Fig. 3 . Thus, in this case, hybrid technique GA-AST is much better convergence level as compared to others.
Further the convergence analysis in Table 4 for 100 independent runs has shown the reliability of technique for Hiemenz flow problem. In Hiemenz flow problem, the values of global accuracy are checked through convergence analysis and on the basis of percentage of independent runs achieved predefined level of fitness for each solver in optimization. On the basis of Fig. 4 part (a) we concluded that for 100 independent runs, most of the fitness values exist in the range 10E-05 to 10E-07 and however, some fitness values go out side of this range, also part (b) presented the MSE of 100 independent runs almost lie in same range. In this case, the Falkner-Skan problem is consider as Homann axisymmetric stagnation flow and solution is obtained with the help of proposed solvers AST, SQP and hybrid technique GA-AST, GA-SQP. The proposed results are presented in Table 5 , and absolute error (AE) is given in Table 6 . The graphical representation showed that the range of AE lies between 10E-08 and 10E-10 in each case as shown in Fig. 5 . Moreover, through convergence analysis as shown in Table 7 for 100 independent runs checked the accuracy of proposed scheme for Homann axisymmetric stagnation flow problem. It showed that the values of global accuracy are strongly based on convergence analysis, and on the basis of this, we draw some conclusion about the solution of Homann axisymmetric stagnation flow in interval [0,1]. In The proposed solutions for case 3 are tabulated in Table 8 with algorithms AST, SQP and hybrid GA-AST, GA-SQP, respectively. On the other hand, the proposed techniques based on variants of proposed results are also applied to solve the Homann steady flow problem and AE is presented in Table 9 for 100 independent runs using the parameter settings as given in Table 1 .
Further, display of proposed results and related absolute errors (AE) is shown in Figs. 8 and 9 , respectively. Accuracy of reported results is very acceptable level as tabulated in Table 10 , which showed the validity of our The Falkner-Skan problem in this case presented the results for proposed solvers AST, SQP and hybrid technique GA-AST, GA-SQP in Table 11 . The absolute errors are presented in Table 12 , and convergence of scheme is tabulated in Table 13 . The graphical representation showed that the range of AE in hybrid cases lies between 10E-06 and 10E-10 and in nonhybrid cases between 10E-04 and 10E-9 as shown in Fig. 10 . Thus, in case 4, hybrid techniques GA-AST and GA-SQP are much close to each other and provide better convergence level as compared to others nonhybrid methods. Thus in case 3 and case 4, the comparison of reference solution with proposed results of three different solvers is shown in Fig. 11 .
Statistical analysis
The statistical analyses are important for the optimization of variables due to their highly stochastic nature. The dependability of results is determined by such analyses. In this regard, 100 independent runs of the AST, SQP and hybrid algorithms GA-AST, GA-SQP are executed, in order to make statistical analyses of the results obtained by proposed techniques. The statistical mean, median and standard deviation are also determined for errors. It can be seen from the average and standard deviation values that reliable results are obtained by our scheme. The performance of the solvers is tested with the help of basic statistical parameters of mean and standard deviation. Results on the basis of value of fitness are given in Tables 14  and 15 in four cases, respectively. The values of the (1, 30) unknown variables for AST and SQP are presented in threedimensional as shown in Fig. 12 . Thus, we showed that best results are obtained by hybrid techniques as compared to AST with 100 runs is presented in Fig. 13 . Furthermore the comparison of initial slop with other reported results is shown in Table 16 . 
Conclusion
On the basis of the simulations and results obtained in the previous sections, it can be concluded that Falkner-Skan differential equation of third order can be solved by stochastic computational intelligence technique with two local optimization algorithms AST, SQP and hybrid technique GA-AST and GA-SQP global to local supported with simulating annealing. The differential equation neural networks (DENN) trained by hybrid algorithms are better stochastic optimizers as compared to AST and SQP algorithms on the basis of convergence analysis for each case through multi-time independent runs. The statistical analyses for four cases with four algorithms are presented to show the efficiency and accuracy of proposed scheme. The presented convergence and statistical analyses provide evidence that the present solution is highly accurate in the context of confidence level. Moreover, in each case, we presented the minimum value, mean, median and STD for the accuracy of our solver for 100 time multi-runs with minimum time \5 min. The comparison of initial slope presents a bench mark for the initial value of f 00 ð0Þ found by different researchers, it showed that the proposed scheme is good in approximation and gave the better values that optimized numerical methods with which it is compared for b ¼ 0:5. Furthermore, the numerical results confirmed that the proposed methods require less number of iterations as compared to the other reported methods in the literature. It can be stated that proposed computing approach is reliable, effective and easily applicable for complex nonlinear differential equations of higher order. We can extend our methods to these problems with activation function like Bernstein Polynomial (B-polynomial) and Bessel Polynomial in future. 
