Introduction
With the emphasis on reusable, self-contained software components that expose their capabilities through well-defined interfaces [30] , there is a clear need for sound interface and protocol specifications. Such specifications allow, for example, for a precise characterization of both, the number and sequence of events and method calls, and have been well motivated for the definition, analysis, and verification of object-oriented software systems [24] . In component-based software engineering, these techniques become even more important [13, 27, 33] as they provide an effective means for the reduction of the complexity in component specifications through abstraction. The added benefit of this approach is that, ideally, component users only need to understand the interface specification of a given component in order to be able to use it correctly in a given deployment environment.
In the past decades, there has been a significant research interest in suitable and formal support for the specification and verification of component interfaces and their composition. Several approaches have emerged that focus either on service interfaces, interaction protocols, or both [1, 5-7, 10, 11, 13, 21, 22, 27, 31] . The majority of these formalisms rely on finite state machines as the underlying formal model and employ some form of automata-based notation to denote interface specifications. The finite state machine model allows for a fine-grained description of how and when specific service requests of components can interact with the deployment environment. This serves component developers, component testers, and component integrators alike as the entropy of a given component interface or system specification can be geared towards the compatibility requirements [8, 19] indicated for correctness, fitness, and safety checks, respectively.
Unfortunately, automata-based models suffer from combinatorial state explosion. That is, whenever one composes two or more component interface specifications, the result, often constructed as a product automaton [5, 11] , will contain a significantly large number of states and transitions. Moreover, component compatibility verification techniques like model checking, substitutability checking, or refinement checking, and the constructions of the composed interface specification, in itself, have an exponential complexity with respect to the number of states and transition to be considered. Therefore, the application of some form of state space reduction becomes essential in order to permit actual component composition and component fitness checks to take place in real-world scenarios.
In this paper, we propose a state space reduction method for composite component interface specifications based on state partition refinement [25] using the bisimulation technique [26] . Bisimulation is a co-inductive proof technique to test whether two automata exhibit the same interaction behavior. When applied to component interface specifications, bisimulation allows for the identification of behavioral equivalent component states and, consequently, for the verification of "component substitutability" when constructing a minimal component interface specification.
Several variants of the bisimulation technique exist. Of particular interest are the strong and weak versions [18] . The composition of two or more component interface specifications can produce identical behavioral patterns in the resulting automata. We can equate these patterns by building a respective bisimulation relation. The discriminative power of the bisimulation technique allows us to define the pruning of the state space either over direct common component interaction prefixes with the environment (strong bisimulation) or the transitive closure of inter-component synchronizations (weak bisimulation). Moreover, the strong bisimulation relation is known to preserve temporal properties, as required for model checking [14, 16, 29] , whereas weak bisimulation yields an observable equivalence that abstracts from the internal behavior.
We use Component Interaction Automata (CIA) [5, 7] as the underlying model for our state space reduction technique. Interestingly,Černá et al. [7] have already studied strong bisimulation in order to define component substitutability in the Component Interaction Automata framework. However, the focus of our work is on finding a redundant-free, minimal specification for a given composite system. Therefore, we seek to provide answers to the following questions:
• How can a minimal, strongly bisimilar automaton be constructed automatically?
• How can a minimal, weakly bisimilar automaton be constructed automatically?
• How efficient is the state space reduction in terms of the number of the eliminated states and transitions? • What are the costs of state space reduction?
• When should the state space reduction be applied?
We have developed a prototype implementation in PLT-Scheme [28] to study the different composition alternatives and the feasibility of a partition refinement algorithm for Component Interaction Automata. This prototype allows us to configure and perform experiments with the different notions of bisimulation and to take time measurements in order to assess the effectiveness of composition under state space reduction. As a test bed for our experiments, we use both, specially-designed as well as randomly generated component interaction automata specifications. Parameters like number of actions, number of states, number of transitions, ratio of inter-component synchronizations, etc. are used to fine-tune the component interface specification generator. This approach limits the impact of human bias in selecting candidate automata and enables us to determine more effectively which reduction strategy yields the best results with respect to size and structure of the composite system being analyzed.
The rest of the paper is organized as follows: Section 2 provides some background on the interface specification formalism of Component Interaction Automata and presents some simple examples how this formalism can be used. In Section 3, we illustrate the main contributions of this paper: (i) the adaption of a state space reduction technique to identify bisimilar states and (ii) the construction of minimal component interaction automata. We proceed with a report on the results of a set of experiments to assess the effectiveness and applicability of the proposed techniques in Section 4. We discuss related work in Section 5 and conclude with a summary of our main observations as well as an outlook to future work in Section 6.
The Core of Component Interaction Automata
Component Interaction Automata [5, 7] provide a formal specification framework to denote not only the interaction behavior but also the hierarchical structure of components. This new model, which is an extension of Interface Automata [11] and Team Automata [31] , offers two major innovations. First, all component interaction automata maintain a structural information to record their corresponding composition hierarchy. For one automaton the value associated with this information is just the component identifier of the component itself. However, for composite automata a tuple is used whose elements capture the composition architecture of the composed system. To illustrate this concept, consider two component interaction automata A1, A2 and their composition. We write (A1) and (A2) to capture the hierarchical structure of A1 and A2, respectively. In other words, A1 and A2 are primitive components that do not reveal any internal compositions [5] . In contrast, we denote by ((A1)(A2)) the hierarchical structure of the composition of A1 and A2. Similarly, we express the hierarchical structure of the composition of the primitive component A3 with the composite of A1 and A2 as ((A3)((A1)(A2))).
The second novelty is the use of structured labels, which are triples that encode the action, originating component, and target component in the transitions of a component interaction automaton. There are three forms of structured labels: (−, a, n), the input of a at component n, (n, a, −), the output of a emitted from component n, and (n 1 , a, n 2 ), the synchronization of components n 1 and n 2 through action a. The symbol − in both input and output stands for the environment. Consequently, input and output denote external interactions, whereas synchronization is an internal component interaction.
Formally, a component interaction automata is defined as follows [5] :
Definition 1. A component interaction automaton C is a quintuple (Q, Act, δ, I, S) where:
• Q is a finite set of states,
• Act is a finite set of actions,
where N = {n | n occurs in S} ∪ {−} is the set of structured labels induced by C, • I ⊆ Q is a non empty set of initial states, and • S is a tuple denoting C's hierarchical composition structure.
To illustrate the use of the component interaction automata formalism, consider the following two small components C1 and C2 1 :
C1 has two states and is output-enabled in its initial state. In particular, upon activation component C1 emits action a and moves, after a successful delivery, into state q 1 . In this state, C1 waits for action b and upon receiving b returns back to its initial state q 0 . In contrast, C2, while also defining two states, is input-enabled in its initial state. That is, when activated, C2 waits for input action a. After receiving a, C2 moves into state q 1 and issues b. Once the output is completed, C2 moves back to its initial state q 0 . Two or more component interaction automata can be composed to form a new component interaction automaton. The composition, however, can be parameterized over a set of reachable external actions. These actions define the provided and required ports of a component. A particular feature of reachable actions is that they can also occur in component synchronizations. This allows for the specification of more collaborative interaction patterns than possible in Interface Automata [11] or Team Automata [31] . Specifically, component architects can add additional behavior to composites in order to reify their inter-component synchronizations. The corresponding rules for the selection of the reachable external actions originate from a secondary architectural description outside the Component Interaction Automata formalism [5] . In the following, we use R to stand for the set of reachable required actions and P to denote the set of reachable provided actions.
where I ⊂ N is finite, R is the set of reachable required actions, and P is the set of reachable provided actions, be a system of pairwise disjoint component interaction automata. Then C = ( i∈I Q, ∪ i∈I Act, 1 We use only numerical values as component identifiers (i.e., C1 in denoted as 1). 
(1,a,2) Fig. 1 . Composition of C1 and C2 under varying architectural constraints.
is a component interaction automaton restricted by R and P where:
Consider again the components C1 and C2. We write {C1, C2} P R to denote their composition with respect to the provided actions P and the required actions R. Four possible outcomes 2 of their composition are shown in Figure 1 . Common to all is that each composite interaction automaton contains two synchronizations: (1, a, 2) and (2, b, 1). These internal synchronizations reflect the established handshake protocol between C1 and C2. The remaining transitions are a direct result of the specified architectural constraints. In C12 1 , the actions of C1 and C2 are declared as reachable and, therefore, occur in the final component interaction automata. In C12 2 and C12 3 either the actions of C2 or the actions of C1 are declared reachable, hence the reduced set of final transitions. Finally, C12 4 only contains internal synchronizations, as both sets, P and R, are empty. Moreover, due to the architectural constraints, the states q 01 and q 10 become isolated in C12 4 . However, the Component Interaction Automata formalism does not provide any provisions for an explicit removal of isolated states and consequently such states remain in the corresponding composite automaton.
Unlike interface automata, where the set of actions of the composed components has to be pairwise disjoint [11] , the structured labels of component interaction automata allow for the composition of components with common actions. Consider, for example, the two structurally equivalent buffer components B1 and B2 as shown in Figure 2 . Both automata share the same set of common actions set and get. However, within structured labels, we can differentiate between these common actions by inspecting their corresponding originating and target component and, as a result, we can safely compose B1 and B2 to form B12. Unfortunately, composite automata such as B12 do not offer any possibility for the reduction of their complexity, as each state is unique and all transitions, even those with the same action, are required. This is an unavoidable consequence of the nature of component interaction automata composition. However, during the modeling process, component architects may sometimes wish to abstract from the internal hierarchical composition structure of a component in order to obtain a more coarse-grained specification. The result of such an abstraction is called primitive component and can be constructed using the following definition: Definition 3. Let C = (Q, Act, δ, I, S) be a component interaction automata and n be a fresh component identifier. Then C = (Q, Act, δ , I, (n)) is the primitive image of C with δ = δ internal ∪ δ input ∪ δ output where
While abstraction necessarily results in a loss of information and may also produce a non-deterministic automaton (e.g., the outgoing transitions labeled with action set of state q 0 in B12 become indistinguishable), it provides us with a first option for state space reduction. Consider the composite component interaction automata B12 1 and B123 1 shown in Figure 3 . Both automata, which are primitive, contain equivalent substructures. In B12 1 the states q 01 and q 10 are equivalent, whereas in B123 1 the states q 001 , q 010 , q 100 and q 011 , q 101 , q 110 are pairwise equivalent. We can use partition refinement and strong bisimulation to prune the state space of B12 1 and B123 1 and obtain the new minimal automata B12 2 and B123 2 . The new automata are behavioral equivalent to their original automata. Moreover, both are now deterministic. Unfortunately, partition refinement cannot guarantee to always yield a deterministic automaton when applied to a non-deterministic one.
Minimal Component Interaction Automata Construction
We face a state explosion problem when composing two or more component interaction automata. An early indication of how fast the number of states and transitions grow in a composite automaton is already evident by revisiting the two component interaction automata B12 and B123 shown in Figure 3 . In fact, the number of states increases with 2 n , where n is the number of components being composed (cf. Table 1 ). However, the growth rate of transitions exceeds by far the growth rate of states. This is typical for the composition of structurally equivalent components. For this reason, we must pay special attention to the order in which we perform the analysis when defining a toolbased approach for state space reduction of composite component interaction automata. The example of the nth composition of structurally equivalent buffers is a very special case that, nevertheless, vividly illustrates the possible gains when using some form of state space reduction technique. In particular, when using strong bisimulation to refine the state partitions of the composite buffers, the resulting composite automata grow only linearly. That is, the number of states of the nth composite automaton is n + 1, whereas the number of transitions is 2n. As a consequence, the composition of a reduced composite buffer with another simple buffer results only in a linear growth.
Strong bisimulation provides the means for the definition of a fine-grained equivalence relation over component interaction automata. A specific feature of the Component Interaction Automata formalism is, however, that any equivalence relations must respect the hierarchical composition structure of the component in question. Recall the definition of Σ, the alphabet of structured labels for a given automaton C. Σ is defined over both the set of actions, Act, and the hierarchical composition structure, S. As a consequence, two component interaction automata C and C' can only be considered equivalent, if and only if they exhibit the same underlying composition structure. In order words, when defining a minimal component interaction automaton, we can reduce the original automaton's state space complexity but have to retain its underlying hierarchical make-up.
Definition 4. Let C = (Q, Act, δ, I, S) and C = (Q , Act, δ , I , S) be two component interaction automata. A binary relation ∼⊆ Q × Q is a strong bisimulation if it is symmetric and q ∼ p implies whenever
• (q, (n 1 , a, n 2 ), r) ∈ δ, then ∃s ∈ Q such that (p, (n 1 , a, n 2 ), s) ∈ δ and r ∼ s, • (q, (−, a, n), r) ∈ δ, then ∃s ∈ Q such that (p, (−, a, n), s) ∈ δ and p ∼ s, • (q, (n, a, −), r) ∈ δ, then ∃s ∈ Q such that (r, (n, a, −), s) ∈ δ and r ∼ s.
Two component interaction automata C and C are strongly bisimilar, written C ∼ C , if they are related by some strong bisimulation.
To illustrate the application of strong bisimulation for partition refinement, consider again the two composite automata B12 1 and B123 1 . We can compute the partition refinement over strong bisimulation and obtain the following new partitions: B12 1 : {{q 00 }, {q 01 , q 10 }, {q 11 }} B123 1 : {{q 000 }, {q 001 , q 010 , q 100 }, {q 011 , q 101 , q 110 }, {q 111 }} That is, from the perspective of an external observer, the states q 01 , q 10 in B12 1 and the states q 001 , q 010 , q 100 and q 011 , q 101 , q 110 in B123 1 are indistinguishable. We can, therefore, construct new automata in which theses states are merged into one:
Strong bisimulation does not distinguish between internal synchronizations and reachable external actions. This is the discriminating power of weak bisimulation, which allows for the formulation of an observable equivalence relation between component interaction automata. For example, the composite automata C12 1 , C12 2 , C12 3 , and C12 4 , as shown in Figure 1 , can be simplified by merging the states q 00 and q 11 . In each instance, these states are indistinguishable under weak bisimulation and partition refinement collapses them to one state.
Weak bisimulation provides an abstraction over internal inter-component synchronizations. A crucial ingredient in the definition of weak bisimulation is the transitive closure of inter-component synchronizations in a given component interaction automaton C. The elements of the transitive closure are synchronization paths.
Definition 5. Let C = (Q, Act, δ, I, S) be a component interaction automaton. A binary relation ⇒⊆ Q × Q over C implies whenever (q, q ) ∈⇒, then there exists a finite path from q to q of k ≥ 1 synchronization transitions such that {(q, (n 1 , a 1 , n 1 )r 1 ), (r 1 , (n 2 , a 2 , n 2 )r 2 ) , ..., (r k−1 , (n k , a k , n k ), q )}.
Furthermore, we write * ⇒ to denote the reflexive transitive closure of ⇒.
Definition 6. Let C = (Q, Act, δ, I, S) and C = (Q , Act, δ , I , S) be two component interaction automata. A binary relation ≈⊆ Q × Q is a weak bisimulation if it is symmetric and q ≈ p implies whenever
• (q, (n 1 , a, n 2 ), r) ∈ δ, then ∃u, u , s ∈ Q and (u, (n 1 , a, n 2 ), u ) ∈ δ such that p * ⇒ u, u * ⇒ s, and r ≈ s, • (q, (−, a, n), r) ∈ δ, then ∃u, u , s ∈ Q and (u, (−, a, n), u ) ∈ δ such that p * ⇒ u, u * ⇒ s, and r ≈ s, • (q, (n, a, −), r) ∈ δ, then ∃u, u , s ∈ Q and (u, (n, a, −), u ) ∈ δ such that p * ⇒ u, u * ⇒ s, and r ≈ s.
Two component interaction automata C and C are weakly bisimilar, written C ≈ C , if they are related by some weak bisimulation.
We can use weak bisimulation to simplify the composite component interaction automata C12 1 , C12 2 , C12 3 , and C12 4 . Partition refinement yields C12 1−4 : {{q 00 , q 11 }, {q 01 }, {q 10 
}}
That is, the states q 00 and q 11 are weakly bisimilar and appear indistinguishable to an external observer. We use this information to construct new automata (we only show C12 3 ):
We have implemented the bisimulation-based partition refinement for component interaction automata in PLT-Scheme [28] . Our prototype consists of the two parts composition and minimization. Both processes can be configured over a variety of parameters that allow us, for example, to perform additional sanity checks to verify the soundness of specifications or to provide more fine-grained details about both the composition and the minimization process.
Internally, our implementation maintains dictionaries that provide maps, either from states to transitions or actions to transitions, in order to speed up the lookup process for transitions. As mentioned before, the number of transitions grows much faster than the number of states when composing component interaction automata. By using the dictionaries, which are created only once per run, we can process a greater class of specifications, even though we still face exponential time complexity in the computation of component interaction automata composition.
At the heart of the minimization process is a partition refinement algorithm [15, 17, 25] that takes a splitter function as argument. At present, we have defined two splitter functions: one for strong bisimulation relation and one for weak bisimulation. The partition refinement tries to merge equivalent states. If this fails (e.g., the given automata cannot be minimized), the minimization process just returns the result of the composition. Otherwise, we construct a new, reduced automaton in which all occurrences of duplicate transitions are deleted.
Both, composition and minimization are timed to allow for a performance analysis. We record the actual processing time and the time spent in the garbage collector. We are primarily interested in the actual computation time, but the frequency of garbage collector invocations provides us with valuable information that assists us not only in asserting certain quantitative properties, but also in improving the quality of our partition refinement algorithm in the future.
Validation and Results
The Component Interaction Automata formalism provides a powerful means to capture and analyze the interaction behavior and hierarchical structure of componentbased systems. Unfortunately, the inherent combinatorial complexity in terms of space and time makes it difficult to apply this formalism in real-world scenarios. Hence, a suitable state space reduction technique is needed to enable the effective composition of a large number of components. To further illustrate this fact, consider the scenario where a number of structurally equivalent buffers (cf. Section 2) are composed, with and without state space reduction of the resulting intermediate component interaction automata. As shown in Figure 4 , in both cases composition always exhibits the expected exponential time complex- ity. However, the rate of growth is significantly smaller if intermediate component interaction automata are reduced. The time it takes to compose 25 structurally equivalent buffers, whose composites are simultaneously optimized through partition refinement, is still below the time required to compose 10 buffers without state space reduction.
Nevertheless, the application of the proposed partition refinement technique for Component Interaction Automata raises two major questions: (i) when do we need to apply state space reduction and (ii) how efficient is state space reduction via bisimulation? In order to answer these questions we ran a series of experiments and applied our approach to both, specially-designed as well as randomly generated component interaction automata specifications. We configured the automata generation process in a way so that the obtained component interaction automata specifications resulted in deterministic and coherent systems. In particular, all generated systems contained a variable number of states, a subset of predefined action labels, and used these action labels either in input or output transitions to allow for internal synchronizations between the components subject to composition. As testbed for our experiments we used a Windows-based PC equipped with a 2.2 GHz dual-core processor and 2GB of main memory.
When should we apply state space reduction via bisimulation? In order answer this question, we investigated the effectiveness of state space reduction in varying composition scenarios using both, strong and weak bisimulation. As shown in Figure 4 , there is a clear benefit in applying state space reduction to the composition of structurally equivalent components. Furthermore, due to the absence of any internal synchronizations, strong and weak bisimulation yield the same results.
But would we obtain the same benefits if we were to apply state space reduction to the composition of structurally different components? For this purpose, we generated 25 component interaction automata, each having 4 states and in-between 9 and 12 transitions. Based on these 25 specifications, we then constructed composites of up to 10 components that were again computed with and without state space reduction. The best and worst cases composition scenarios are illustrated in Table 2 . For each composition we list the number of transitions as well as the corresponding composition time. For state space reduction with weak bisimulation we also record the reduction time. Our experiments revealed that the composition of 6 components without state space reduction took, on average, more than 6 hours to compute. Compositions of a higher degree required a computation time of more than 24 hours. On the other hand, using state space reduction via weak bisimulation, we were able to determine the respective compositions in substantially less time for all test scenarios. The maximum time required to compute the composition of 10 components was approx. 51 minutes. However, the efficiency of state space reduction varied significantly. In some cases, all composite interaction automata could be reduced, resulting in significantly smaller interaction automata for further compositions. In other cases, no or only a minor reduction was achieved and the remaining compositions as well as the partition refinement needed to be performed on a much larger component interaction automaton. But once a composite automata reached a certain threshold with respect to the number of internal synchronizations, weak bisimulation was able to collapse the state space substantially.
How efficient is state space reduction via bisimulation? In order to find an answer to this question, we altered our experiment setup to allow for specific types and densities of transitions occurring in the component interaction automata being composed. In particular, we sought to achieve a probability of 0.25 for the occurrences of internal synchronizations and a probability of 0.8 that two states were connected by a transition for 30 components with 3 to 10 states each.
Based on these settings, we obtained 435 composite component interaction automata specifications originating from the composition of two different automata and 30 composites in which two identical specifications were combined. For each of these 465 composite automata we applied both, strong and weak bisimulation to reduce the corresponding state space. Using strong bisimulation, only the 30 composites constructed from identical components could be reduced. For the remaining composites no state space reduction was possible. This is not surprising as strong bisimulation can only eliminate identical substructures and it is unlikely that such identical substructures exist when two arbitrary component interaction automata are composed. The results of the state space reduction using strong bisimulation are illustrated in Figure 5 , top left chart. Please note that the reduction ratio depends on the number of states of the input automata. The type and number of transitions have no effect on the reduction ratio when composing two structurally equivalent component interaction automata.
The effects of the state space reduction using weak bisimulation are depicted in Figure 5 , top right chart. The resulting state space reduction ratio ρ varies from case to case. Some composites could not be reduced (ρ = 1) whereas others shrunk significantly (ρ < 0.05). The distinguishing factor between these two cases is the number of inter-component synchronizations occurring between the composed components. If the composed components cannot synchronize, then the number of internal actions is zero and as a result, only state space reduction via strong bisimulation is possible. On the other hand, if composites contain internal transitions, then these internal transitions improve the likelihood to yield weakly bisimilar states. The relationship between the number of internal transitions in the composed automata and the state and transition reduction ratio is shown in the two middle charts of Figure 5 . These charts confirm the direct relationship between reduction ratios and the number of internal transitions.
An analysis of the performance of the implemented partition refinement for component interaction automata is presented in the bottom two charts of Figure 5 . It shows that the space reduction time depends on both, the number of states and the number of transitions. A small proportion of our results indicate an exponential worst case complexity, whereas a majority clearly performs better.
Related Work
The work presented in this paper builds upon previous research on bisimulation equivalences in the area of process algebras, where they have been studied extensively from many perspectives. For example, bisimulation relations are used to check equivalence between processes [23] or to implement efficient model-checking algorithms that verify temporal logical formulas [9, 29] . Recently, the application of bisimulation has been extended to include real-time [2] and probabilistic/stochastic algebras [3, 18] .
However, in the area of protocol and interface specifications for component-based systems, the concept of bisimulation is rarely used.Černá et al. [7] define Component Interaction Automata as an interface specification formalism and use bisimulation to identify whether components are equivalent and as such can be safely substituted. Our work is inspired by this approach, but rather than using bisimulation as a means to check for substitutability, we aim at the identification of a minimal component interaction automaton that requires a reduced set of states to facilitate further composition, refinement, and model-checking, respectively.
Component Interaction Automata follow the theory of interface-based design [6, 13, 21] in that they allow independent component compatibility checking and implementation based on interface information alone. Similar formalisms are Interface Automata [11] and I/O Automata [22] . However, these formalisms require that the components being composed have pairwise disjoint sets of input and output actions. This restricts the practicability of both formalisms as structurally identical components cannot be composed. As a result, compositions do not contain any strongly bisimilar states and, consequently, only state space reduction via weak bisimulation is effective.
De Alfaro et al. [10] have extended Interface Automata to support one-to-many and many-to-one communications. The resulting formalism is called Sociable Interfaces. In this formalism, action labels are not distinguished in either input or output actions and, therefore, internal labels can be attached simultaneously to input and output transitions.
Another formalism that allows for multiple synchronizations is Team Automata [31] in which the transition set can be chosen when automata are being composed. Given this approach, composition becomes more powerful than in the previously mentioned interface formalisms. Although an adaptation of the proposed state space reduction techniques via partition refinement and bisimulation is possible for all these automata-based models, the inherent strength and the clarity of specification makes Component Interaction Automata a more suitable formalism for our work.
Conclusions and Future Work
In this paper we have presented an approach to address the problem of combinatorial state explosion that occurs when large Component Interaction Automata are composed. The proposed solution aims at identifying minimal strongly or weakly bisimilar specifications that can substitute the resulting composite interface specifications. To identify these minimal interface specifications, we developed a partition refinement strategy based on state space reduction and studied its effectiveness with respect to effort/gain ratios.
Based on our analysis, a conclusive answer to the question when to use the proposed state space reduction techniques and how effective it is expected to be could not be clearly identified. However, two strategies should be considered: (i) state space reduction via strong bisimulation when the composites contain similar substructures, and (ii) state space reduction via weak bisimulation when the resulting component interaction automaton contains a high number of internal synchronization.
In future work we aim to investigate on-the-fly state space reduction techniques as proposed by Fernandez [15] that already check for reachable and bisimilar states during the composition process. We expect that an adaptation of these techniques will significantly improve the run-time characteristics of our approach for complex compositions. Similarly, using distributed algorithms for the partition refinement as described by Blom and Orzan [4] could result in an additional speed-up.
Another direction of future research is to extend the Component Interaction Automata formalism with real-time aspects such as clock, clock invariants, and real-time constraints. This extension could follow the ideas of Timed Interface Automata [12] . The work presented in this paper could then be refined to include support for state space reduction of real-time component interaction automata, similar to the work on state space reduction for timed automata [20] . Finally, as an alternative to the weak bisimulation, an implementation of state space reduction via branching bisimulation [32] could prove valuable because branching bisimulation is known to preserve selected temporal logic properties [14] .
