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We study classical stochastic systems with discrete states, coupled to switching external environ-
ments. For fast environmental processes we derive reduced dynamics for the system itself, focusing
on corrections to the adiabatic limit of infinite time scale separation. In some cases, this leads to mas-
ter equations with negative transition ‘rates’ or bursting events. We devise a simulation algorithm
in discrete time to unravel these master equations into sample paths, and provide an interpretation
of bursting events. Focusing on stochastic population dynamics coupled to external environments,
we discuss a series of approximation schemes combining expansions in the inverse switching rate of
the environment, and a Kramers–Moyal expansion in the inverse size of the population. This places
the different approximations in relation to existing work on piecewise-deterministic and piecewise-
diffusive Markov processes. We apply the model reduction methods to different examples including
systems in biology and a model of crack propagation.
PACS numbers: 02.50.Ey Stochastic processes, 87.10.Mn Stochastic modeling, 87.18.Tt Noise in biological
systems
I. INTRODUCTION
Physical and biological systems can never be fully iso-
lated from their environment. This includes the dynam-
ics of microbes in time-varying external conditions (e.g.,
antibiotic treatment) [1–4], or protein production in gene
regulatory networks, influenced by the stochastic binding
and unbinding of promoters [5–9]. Other examples can
be found in models of evolutionary dynamics [10–13], the
spread of diseases [14], and in ecology and population
dynamics [15–18]. Many of models of these phenomena
contain two types of randomness: one intrinsic to the sys-
tem itself, and another generated by the noise in the en-
vironmental dynamics. Applications of systems coupled
to stochastic external environments go as far as reliabil-
ity analysis and crack propagation in materials, where
environmental states correspond to different strains due
to external loading [19–24]. The study of open quantum
systems defines an entire area of research [25–27].
These examples share a common structure: there is
the system proper and the environment, and a coupling
between them; this interaction can act either in one way
or in both directions. In such situations it is often not
possible (or desirable) to track and analyse in detail the
dynamics of the system and that of the environment. In-
stead the focus is on deriving reduced dynamics for the
system itself, which in some way account for the influence
of the environment on the system. Work on open quan-
tum systems for example focuses on understanding the
dynamics of reduced density matrices after integrating
out the environment [25–27].
Existing work on open classical systems includes those
described by stochastic differential equations (SDEs) cou-
pled to continuous environments [10, 28–30], and deter-
ministic models with discrete external noise [31–33]. A
specific case of Brownian particles, subject to random ex-
ternal gating is considered in Ref. [34]. In chemical or
biological systems the quasi-steady-state approximation
or related adiabatic reduction techniques can be used to
eliminate fast reactions [35, 36].
In this paper we consider open stochastic systems with
discrete states. While some of our theory is applica-
ble more generally, we mostly focus on populations of
interacting ‘individuals’. We will often use the words
‘system’ and ‘population’ synonymously. Examples we
have in mind are chemical reaction system with discrete
molecules, or populations in biological systems, com-
posed of members of different species. For a fixed en-
vironment, such a system is described by a (classical)
master equation defined by the transition rates between
its discrete states. These transitions are typically events
in which particles are produced or removed from the pop-
ulation, or in which a particle of one type is converted
into another type. In biological populations they can
represent birth or death events. We are interested in
cases in which such a population is coupled to an exter-
nal environment, which also takes discrete states. The
environmental states in turn affect the transition rates
within the population.
Our aim is to study the reduced dynamics of such sys-
tems after the environmental dynamics are integrated
out. In particular we focus on the limit in which the en-
vironmental dynamics are fast compared to those of the
population, but where the separation of time scales is not
infinite. We show how reduced master equations can be
derived systematically; interestingly negative transition
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2‘rates’ can emerge in these reduced dynamics. This is
similar to what is observed in the theory of open quan-
tum systems [26, 37, 38], but there are also key differ-
ences. We provide an approximation at the level of sam-
ple paths in discrete-time, and comment on different nu-
merical schemes to address master equations with nega-
tive rates. In addition, we describe in more detail how
expansions in the inverse time scale of the environmental
dynamics can be combined with expansions in the inverse
system size of the population. These are effectively weak-
noise expansions for the extrinsic and intrinsic stochas-
ticity of the problem. Finally we apply the formalism
to a number of examples ranging from gene regulatory
networks to crack propagation in materials.
The remainder of the paper is organised as follows.
In Sec. II we introduce the type of model we address, a
classical stochastic system with discrete states coupled
to an external environment, also with discrete states. In
Sec. III we present the detailed mathematics used for the
analysis and derive an effective master equation in the
limit of fast time scales of the environmental switching;
specifically, our analysis includes next-order corrections
to the adiabatic limit of infinitely fast environments. We
illustrate this using a set of simple examples. In Sec. IV
we use this general result to show how master equations
with negative transition ‘rates’ arise, and comment on
their interpretation and on a numerical scheme to sample
its statistics at ensemble level. Sec. VI describes the effec-
tive dynamics on the level of sample paths, and provides
more insight into reduced master equations with negative
‘rates’. In Sec. VII we combine expansions in the inverse
size of the population with that in the time scale of the
switching dynamics, and provide a systematic classifica-
tion of the different resulting model reduction schemes.
We discuss a set of applications in Sec. VIII, before we
summarise and present our conclusions in Sec. IX.
II. GENERAL DEFINITIONS
A. Model
We focus on a classical system with discrete states, la-
belled `, which is coupled to an environment also taking
discrete states, which we label σ. The system and the
environment evolve in continuous time. The dynamics
of the system itself depend on the current state of the
environment. The environment in turn switches between
its states, with transition rates which can depend on the
state ` of the system. The combined dynamics of sys-
tem and environment are then governed by the master
equation
d
dt
p(`, σ, t) =Mσp(`, σ, t)
+ λ
∑
σ′
Aσ′→σ(`)p(`, σ′, t), (1)
where p(`, σ, t) is the joint probability of finding the sys-
tem in state ` and the environment in state σ at time t.
The object Mσ is an operator, and determines how the
state of the system can change when the environment is
in state σ. More specifically, the effect of the operator
can be written in the form
Mσp(`, σ, t) ≡
∑
`′
R
(σ)
`′→`p(`
′, σ, t). (2)
The matrix element R
(σ)
`′→` describes the rate at which
the system transitions from state `′ to state ` when the
environment is in state σ. For a chemical reaction sys-
tem, the types of allowed transitions are specified by the
stoichiometric coefficients; together with associated reac-
tion rates these determine the transition matrix. In the
context of population dynamics the matrix R
(σ)
`′→` is de-
fined by the underlying birth and death processes (e.g.,
see Refs. [39, 40]).
The second term in Eq. (1), proportional to λ, charac-
terises the environmental switching. The rate with which
the environment transitions from state σ to state σ′ is
λAσ→σ′(`). In the most general setup, these can depend
on the state ` of the system. We write λA(`) for the cor-
responding transition matrix. The pre-factor λ > 0 has
been introduced to parametrise the time scale of the envi-
ronment, relative to the internal dynamics of the popula-
tion. Large values of λ 1 indicate a fast environmental
process. To fix the diagonal elements of both transition
matrices, we use the convention R
(σ)
`→` = −
∑
`′ 6=`R
(σ)
`→`′ ,
and Aσ→σ(`) = −
∑
σ′ 6=σ Aσ→σ′(`).
B. Simplification in the adiabatic limit
We first consider the so-called ‘adiabatic’ limit of in-
finitely fast environmental switching, λ → ∞. In this
limit we find from Eq. (1)∑
σ′
Aσ′→σ(`)p(`, σ′, t) = 0, (3)
for all `. We introduce the notation Π(`, t) =
∑
σ p(`, σ, t)
for the marginal of the probability distribution after in-
tegrating out the environment. We also write the joint
distribution in terms of this marginal and a conditional
probability: p(`, σ, t) = ρ(σ|`, t)Π(`, t). Substituting this
into Eq. (3) we find∑
σ′
Aσ′→σ(`)ρ∗(σ′|`) = 0, (4)
for all `, for the stationary distribution of the environ-
ment conditioned on the state of the system. We label
this stationary distribution by an asterisk. In the adia-
batic limit we then have
p(`, σ, t) = ρ∗(σ|`)Π(`, t). (5)
We will use this relation as a starting point for further
analysis; in this context we also obtain the reduced dy-
namics for Π(`, t) in the adiabatic limit.
3III. ANALYSIS FOR FAST BUT FINITE
ENVIRONMENTS
A. General formalism
Our next aim is to derive reduced dynamics in the limit
of fast environmental switching, but keeping the time-
scale separation finite (i.e., λ large, but finite). Specif-
ically, the objective is to derive a closed equation for
the time-evolution of the distribution of states Π(`, t).
This is done, in essence, by performing an expansion of
the joint master equation for system and environment in
powers of the time-scale separation λ−1. We then retain
the leading and sub-leading terms, and integrate out the
environment. The algebraic steps are similar to those
in Ref. [31], in which the authors work in the context
of piecewise-deterministic Markov processes. We carry
out the calculation starting from a system with discrete
states `. As we will see below, this leads to interesting
features of the reduced dynamics, not necessarily seen for
continuous states.
To separate leading-order terms from sub-leading con-
tributions we start with the decomposition
p(`, σ, t) = ρ∗(σ|`)Π(`, t) + 1
λ
wσ(`, t). (6)
The sub-leading order term wσ(`, t) describes deviations
from the adiabatic limit [Eq. (5)], due to a finite time
scale of the environment. Because of normalisation, this
ansatz requires
∑
σ wσ(`, t) = 0, for all `. We proceed by
inserting Eq. (6) into Eq. (1), and obtain
ρ∗(σ|`) d
dt
Π(`, t) +
1
λ
d
dt
wσ(`, t)
=Mσ [ρ∗(σ|`)Π(`, t)] +
∑
σ′
Aσ′→σ(`)wσ′(`, t)
+
1
λ
Mσwσ(`, t), (7)
where one further term has been eliminated using Eq. (4).
Next, we sum over the environmental states σ for each `.
We find
d
dt
Π(`, t) =
∑
σ
Mσ [ρ∗(σ|`)Π(`, t)] + 1
λ
∑
σ
Mσwσ(`, t).
(8)
Once the wσ(`, t) are expressed in terms of Π(`, t), this
equation describes the time-evolution of Π(`, t), valid to
sub-leading order in λ−1.
To find the wσ(`, t) we collect the terms of order (1/λ)
0
in Eq. (7),∑
σ′
Aσ′→σ(`)wσ′(`, t) =ρ∗(σ|`)
∑
σ′
Mσ′ [ρ∗(σ′|`)Π(`, t)]
−Mσ [ρ∗(σ|`)Π(`, t)] , (9)
where we have used Eq. (8) to further simplify the re-
sult. Effectively, we have disregarded terms of order λ−1
in Eq. (7). This procedure indicates that the wσ(`, t)
are to be obtained as the solution of Eq. (9), subject to∑
σ wσ(`, t) = 0 for all ` and t. The truncation of higher
order terms of leads to an error in Eq. (9) of order λ−1.
We note that in specific cases master equations for the
system can be obtained in closed form without trunca-
tion (examples can be found in Refs. [41, 42]). These
usually rely on specific properties of the model at hand,
such as linearity. Eqs. (8) and (9), while constituting an
approximation to sub-leading order in λ−1, hold more
generally; we have not made significant restrictions on
the dynamics of the system (i.e., on the operators Mσ).
B. Switching dynamics independent of state of the
system with two environmental states
We now make a simplifying assumption, and consider
the case in which the environmental switching dynamics
are independent of the state of the population; that is to
say, the transition rate matrix Aσ→σ′ does not depend on
`. In this case, the stationary distribution of the environ-
ment in the adiabatic limit is independent of the state of
population, i.e., ρ∗(σ|`) = ρ∗σ. The more general case is
discussed further in Appendix A and below in Sec. VIII.
In this simplified case the dynamics in the adiabatic
limit are given by
d
dt
Π(`, t) =MavgΠ(`, t), (10)
whereMavg =
∑
σ′ ρ
∗
σ′Mσ′ is an effective, average oper-
ator. Equation (10) is obtained from Eq. (8) by sending
λ→∞, and using ρ∗(σ|`) = ρ∗σ.
Equation (9), on the other hand, reduces to∑
σ′
Aσ′→σwσ′(`, t) = ρ∗σ [Mavg −Mσ] Π(`, t). (11)
This relation indicates a balance of the form∑
σ′ Aσ′→σwσ′(`, t) + [Mσ −Mavg] ρ∗σΠ(`, t) = 0.
To understand this in more detail, we recall that wσ(`, t)
describes the next-order deviation of the solution of
Eq. (1) from the adiabatic limit when the environmental
switching is finite [Eq. (6)]. When the environment is in
state σ, the first term in the above balance relation is
the influx of probability into state ` induced by these
deviations and due to the environmental switching. Sec-
ondly, for finite environmental switching, the dynamics
of the population are governed not byMavg, but byMσ
when the environment is in state σ. The second term in
the above relation reflects this; self-consistency of the
ansatz requires that these contributions balance.
While the above procedure applies to an arbitrary
number of discrete environmental states, it is useful to
look at the case of two states, which we label σ = 0 and
σ = 1. We then have w0(`, t) = −w1(`, t) for all ` and
t. To shorten the notation, we write k0 and k1 for the
4switching rates A1→0 and A0→1 respectively. In the adi-
abatic limit, the probabilities of finding the environment
in each of its two states are then given by
ρ∗0 =
k0
k0 + k1
, ρ∗1 =
k1
k0 + k1
. (12)
From Eq. (11) one obtains
wσ(`, t) =
kσ
(k0 + k1)2
[Mσ −Mavg] Π(`, t). (13)
Substituting in Eq. (8) and simplifying, we arrive at
d
dt
Π(`, t) =MavgΠ(`, t)+ 1
2
θ2
λ
(M0−M1)2Π(`, t), (14)
where we have introduced the constant
θ2 =
2k0k1
(k0 + k1)3
. (15)
For systems with two environmental states and
with population-independent environmental switching,
Eq. (14) is a general result approximating the dynam-
ics in the limit of fast switching. It captures the time-
evolution of Π(`, t) up to and including sub-leading terms
in λ−1. We will refer to this equation (and its analogue
for more complicated setups) as a reduced master equa-
tion. An expression similar to Eq. (14) was derived in
Ref. [31] for systems with continuous states. We note
that (M0 −M1)2 = (M20 − 1) + (M21 − 1)− (M0M1 −
1)−(M1M0−1), indicating that Eq. (14) preserves total
probability, i.e., ddt
∑
` Π(`, t) = 0.
We will next illustrate this result in the context of two
simple, but instructive examples.
C. Basic example
We consider a population of discrete individuals who
all belong to a single species. The state of the popula-
tion is specified by the number n of individuals. Discrete
events involve the removal (death) of existing individuals
(n → n − 1), or the production (birth) of new individ-
uals (n → n + 1). In this first example we assume that
the per capita death rate δ does not depend on the state
of the environment. The birth rate, however, does: it
is Ωβ0 in environmental state σ = 0, and Ωβ1 in envi-
ronmental state σ = 1. The scale parameter Ω > 0 sets
the typical number of particles; see also the next para-
graph. This simple setup is widely used as an elementary
model of protein production controlled by the state of a
gene [5, 9, 43–45].
For this model, the operator Mσ can be written as
Mσ = Ωβσ(E−1 − 1) + δ(E − 1)n, (16)
where we have introduced the raising operator E , defined
by its action on a function of n: Ef(n) = f(n+ 1). Op-
erators act on everything to their right. We find
Mavg = Ωβavg(E−1 − 1) + δ(E − 1)n, (17)
where βavg = (k1β0 + k0β1)/(k0 + k1). This opera-
tor describes the dynamics in the limit of infinitely fast
switching (λ → ∞). The resulting birth rate, Ωβavg,
is the weighted average of the birth rates in the two
environments. The total rate with which deaths oc-
cur in the population is δn. These rates balance when
n = (βavg/δ)Ω. It is in this sense that Ω sets the typical
scale for the population size.
Inserting the expression for Mσ into Eq. (14) and re-
organising terms we find
d
dt
Π(n) = δ(E − 1)nΠ(n)
+
[
Ωβavg − Ω
2θ2
λ
(β0 − β1)2
]
(E−1 − 1)Π(n)
+
1
2
Ω2θ2
λ
(β0 − β1)2
[E−2 − 1]Π(n), (18)
where we have suppressed the explicit dependence of
Π(n) on time. This equation captures terms up to (and
including) order λ−1; higher-order terms have been dis-
carded.
Each term in the reduced master equation can be seen
as describing a particular reaction (or type of event) in
the population. The first term on the right-hand side
(RHS) of Eq. (18) describes death events which occur
with per capita rate δ. These events occur in either of the
two environments, and appear in the reduced dynamics
unaltered. The second term indicates birth events occur-
ring with a rate βeff ≡ Ωβavg − (Ω2θ2/λ)(β0 − β1)2. The
reduced dynamics are derived for λ  1, and we will
always assume that λ is large enough so that effective
rates such as βeff are non-negative. The third term on
the right-hand side of Eq. (18) describes events in which
two individuals are created at the same time. This oc-
curs with rate 12 (Ω
2θ2/λ)(β0 − β1)2; we note that this
rate is proportional to λ−1. Such events are not part of
the original dynamics in either environment (neitherM0
nor M1 contain events of this type). They come about
due to the fast switching with large, but finite time scale
separation, and indicate ‘bursting’ behaviour. This is
discussed in more detail in Sections IV and VI. We stress
that this type of bursting is different from that discussed
for example in Refs. [46–49]; there, bursting in protein
production is due to short-lived mRNA as a source of
protein.
For further illustration, we briefly consider a second,
albeit similar, example. We assume now that the birth
rate is equal in the two environments (β0 = β1 ≡ β), but
that there are different death rates, δ0 and δ1. We find
d
dt
Π(n) = Ωβ(E−1 − 1)Π(n)
+ (E − 1)[δavg − θ
2
λ
(δ0 − δ1)2(2n− 1)]nΠ(n)
+
1
2
θ2
λ
(δ0 − δ1)2
[E2 − 1]n(n− 1)Π(n) (19)
for the reduced dynamics. Again we note bursting be-
haviour, the last term in Eq. (19) describes ‘double death’
5events, which are not present in the original dynamics.
The factor n(n − 1) ensures that such events can only
occur when there are at least two individuals in the pop-
ulation.
IV. SEVERAL SPECIES AND REDUCED
MASTER EQUATIONS WITH NEGATIVE
TRANSITION RATES
A. Model
We next consider an example in which there are two
types of particles, labelled A and B. This is still a rel-
atively simple setup, but it will help reveal a number
of interesting features which can emerge in the reduced
dynamics.
Particles of either type are removed with constant per
capita rates γ and δ, respectively, and are created with
rates Ωασ and Ωβσ. These production rates depend on
the state of the environment, as indicated by the sub-
script. The population takes states ` = (nA, nB), where
nA is the number of particles of type A, and nB the num-
ber of particles of type B. We then have operators
Mσ = Ωασ(E−1A − 1) + γ(EA − 1)nA
+ Ωβσ(E−1B − 1) + δ(EB − 1)nB , (20)
where EAf(nA, nB) = f(nA + 1, nB), and similarly for
EB . The switching between environmental states is the
same as in the previous section. Using Eq. (14) we find,
to sub-leading order in λ−1,
d
dt
Π = γ(EA − 1)nAΠ + δ(EB − 1)nBΠ
+ Ωαeff(E−1A − 1)Π + Ωβeff(E−1B − 1)Π
+
Ω2θ2
2λ
(∆α)2(E−2A − 1)Π
+
Ω2θ2
2λ
(∆β)2(E−2B − 1)Π
+
Ω2θ2
λ
∆α∆β(E−1A E−1B − 1)Π, (21)
where ∆α ≡ α0 − α1 and ∆β ≡ β0 − β1, and where
αeff = αavg − Ωθ
2
λ
(∆α)2 − Ωθ
2
λ
∆α∆β,
βeff = βavg − Ωθ
2
λ
(∆β)2 − Ωθ
2
λ
∆α∆β.
(22)
The quantity αavg is defined as above, and similar for
βavg. We have suppressed the explicit dependence of Π
on nA, nB and t to keep the notation compact.
Again, we can interpret the reduced master equation
as a set of reactions. The first two terms on the RHS
of Eq. (21) describe particle removal, present already in
the original model, and independent of the state of the
environment. The terms in the second line are single-
birth reactions, as appeared originally in the model, but
(b)
nA
(a)
nB
FIG. 1. Illustration of the possible reactions for (a) the model
described by equations (20), and (b) the approximation to the
model described by Eq. (21). In the original model the next
event can take the population from (nA, nB) to four possi-
ble destinations: (nA ± 1, nB), (nA, nB ± 1). The bursting
reactions in the reduced model lead to further states which
can be reached, indicated by grey dashed arrows; these are
(nA+2, nB), (nA, nB+2), (nA+1, nB+1). For certain choices
of parameters the transition to (nA + 1, nB + 1) can have a
negative ‘rate’. In this case the flow of probability is from
(nA + 1, nB + 1) to (nA, nB) as indicated by the red dotted
arrow; see Sec. IV C for details.
now with effective birth rates in the reduced dynamics
as indicated in Eq. (22). Similar to the example in the
previous Section, the effective rates αeff and βeff are non-
negative, provided the switching is fast enough. Given
that the reduced dynamics are derived in the limit λ 1,
we always assume that the time-scale separation λ is large
enough so that αeff , βeff ≥ 0.
The remaining terms in Eq. (21) represent reactions
which are not present in the original model; they arise
from the effects of integrating out the environment.
These terms represent ‘bursting’ reactions; they describe
events in which two particles of type A are produced
simultaneously, or two particles of type B, or one of ei-
ther type. This is illustrated in Fig. 1. Panel (a) is a
schematic showing the four states that the population can
reach from a given state in the next event in the original
model. Panel (b) shows that the reduced dynamics allow
three additional destinations (indicated by grey dashed
arrows). The rates of the first two bursting reactions in
Eq. (21) are proportional to (∆α)2 and (∆β)2, and are
always positive [lines three and four on the right-hand
side of Eq. (21)]. The rate of the third bursting reac-
tion [last term on RHS of Eq. (21)] is positive only if ∆α
and ∆β have the same sign. If ∆α∆β < 0, this reaction
will have a negative (pseudo-) rate, no matter how large
the time scale separation λ. In this case, it is not imme-
diately clear how to proceed with the interpretation of
Eq. (21). We will return to this below in Sec. IV C, after
we first briefly consider the case ∆α∆β > 0.
B. Positive correlation between the species
In the case ∆α∆β > 0, the correlations between nA
and nB are positive. There is one state of the environ-
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FIG. 2. Stationary distribution of the model defined in Sec. IV A [see Eqs. (20)]. The upper panels are for ∆α∆β > 0, the lower
row for ∆α∆β < 0. The distributions are obtained by numerical integration of: (a,e) the full master equation with explicit
environment, (b,f) the reduced master Eq. (21), and (c,g) the adiabatic approximation; (d) shows the marginal distribution of
nA + nB ; panel (h) shows nA − nB . Markers labelled ‘SSA’ in panel (h) are from the stochastic simulation algorithm (SSA)
described in Sec. V B. Parameters are α0 = 0, α1 = 1, β0 = 0, β1 = 1 in the upper row, and α0 = 0, α1 = 1, β0 = 1, β1 = 0 in
the lower row. Remaining parameters are Ω = 20, λ = 20, k0 = k1 = 1.
ment which favours both species, i.e., they each have a
higher birth rate in this environmental state than in the
other. All rates in Eq. (21) are positive (provided λ is
sufficiently large, so that αeff , βeff ≥ 0), and mathemat-
ically there is then a clear and unique way of interpret-
ing this equation as a continuous-time Markov process.
The events described by the various terms are then as
above: single deaths, single births and bursting reactions
in which two particles are produced. The notion of sam-
ple paths is well-defined; they can be generated using the
standard Gillespie algorithm [50, 51].
Some support for the validity of the reduced master
equation is given in Fig. 2, panels (a)–(c). In panel (a)
we show the stationary distribution obtained from nu-
merically integrating the full master equation Eq. (1),
i.e., from the full dynamics of population and environ-
ment. Panel (b) shows the corresponding distribution
from numerical integration of the reduced master equa-
tion (21). In panel (c) we have taken the adiabatic limit
λ→∞. In each case the numerical integration is carried
out using a Runge–Kutta scheme (RK4). The reduced
dynamics capture the correlations between nA, nB in the
original model; this correlation is no longer seen in the
adiabatic approximation. Panel (d) shows the marginal
distribution for the quantity nA + nB to allow better
comparison.
C. Anti-correlations and negative transition rates
For cases in which ∆α and ∆β have opposite signs, the
interpretation of Eq. (21) presents an interesting feature.
In this situation the (pseudo-) rate of the last reaction
(Ω2θ2/λ)∆α∆β is negative, irrespective of the value of
λ. The interpretation of this term is then not clear a
priori, and Eq. (21) is not a master equation in the usual
sense. We will nevertheless refer to it as the reduced
master equation, quotation marks or a prefix ‘pseudo-’
are implied. Similarly, we will continue to speak of rates,
even if these are negative.
In order to better understand a master equation with
negative rates, we focus on a pair of states, which we label
` and `′, and on a single reaction of type `→ `′ occurring
with a rate R`→`′ . In the specific example above one
would have ` = (nA, nB) and `
′ = (nA + 1, nB + 1). The
corresponding terms in the master equation are then
d
dt
Π(`, t) = −R`→`′Π(`, t), (23a)
d
dt
Π(`′, t) = R`→`′Π(`, t). (23b)
In conventional cases the rate is positive, R`→`′ > 0. The
master equation then describes a non-negative probabil-
ity flow R`→`′ Π(`) from ` to `′ (we suppress the time
dependence of Π(`) for convenience).
For R`→`′ < 0, the flow of probability per unit time
in Eqs. (23) is |R`→`′ |Π(`) ≥ 0 from `′ to `. This is
not a standard Markovian situation: the flow is directed
from `′ to `, but proportional to the probability already
present at `. Furthermore, the magnitude of this flow
does not depend on Π(`′). In making this argument, we
have assumed Π(`) ≥ 0. This assumption is not always
justified in master equations with negative rates. How-
ever the above argument holds more generally: a nega-
tive value of R`→`′ Π(`) indicates a positive probability
flux |R`→`′ Π(`)| from `′ to `. Similar structures with
negative rates are found in open quantum systems, and
an approach renormalising master equations of this type
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FIG. 3. Time evolution of several entries Π(nA, nB , t) for the
example defined in Sec. IV A. The solid lines show results
from integrating the reduced master equation (21), starting
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Markers are from the numerical simulation scheme described
in Sec. V A. Model parameters are α0 = 0, α1 = 1, β0 =
1, β1 = 0, Ω = 20, λ = 20, k0 = k1 = 1.
has been proposed for example in Refs. [37, 38]. We il-
lustrate this using Eqs. (23), assuming again R`→`′ < 0.
For Π(`′) > 0 one defines the renormalised transition rate
T`′→`(t) ≡ Π(`, t)
Π(`′, t)
|R`→`′ | . (24)
The master equation (23) can be then written as
d
dt
Π(`, t) = T`′→`(t)Π(`′, t), (25a)
d
dt
Π(`′, t) = − T`′→`(t)Π(`′, t). (25b)
Equations (25), then, resemble a more traditional mas-
ter equation, and T`′→` is the rate for transitions from
`′ to `. However, this rate depends on the probability
distribution Π, in particular T`′→` is a function of Π(`).
This indicates non-Markovian properties [26, 37, 38].
D. Lack of positivity in initial transients
Numerically integrating the reduced master equation
(21), we find transient regimes of negative (pseudo-)
probabilities. For example, if the initial condition is
chosen as a delta-peak concentrated on one state ` =
(nA, nB), the numerical solution for Π(nA + 1, nB + 1) is
negative for a limited time as shown in Fig. 3. We anal-
yse this further in Fig. 4, where we show the duration t∗
of the initial transient in which negative probabilities are
accumulated. The data suggests that this time window
is limited to a duration of order λ−1.
While we have not attempted to establish formal con-
ditions under which Eq. (21) preserves positivity, we note
that negative transients have been observed before in re-
duced dynamics for open classical and quantum systems
[52–55]. Indeed, it is not surprising that Eq. (21) should
become unphysical on short time scales. The typical time
between switches of the environmental state is of order
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FIG. 4. Time scale t∗ over which negative probabilities are
accumulated. Specifically, t∗ is the time at which the sum
of all negative entries in Π has maximal magnitude; data is
from numerical integration of Eq. (21). The solid line is a
guide and corresponds to t∗ ∝ 1/λ. Parameters and initial
condition are the same as Fig. 3.
λ−1, and the reduced dynamics were derived by inte-
grating out the fast environmental dynamics. We cannot
expect Eq. (21) to resolve the physics of the problem on
time scales shorter than order λ−1, as then the detailed
mechanics of the environment become important.
We have verified that the appearance of transient neg-
ative solutions can be cured by first integrating the full
master equation describing the population and the en-
vironment for a short period of time, and then subse-
quently changing to the reduced master equation (21).
Alternatively, the reduced dynamics can be started from
‘slipped’ initial conditions [52, 54].
Focusing on long times, we find that the stationary dis-
tribution obtained from numerical integration of Eq. (21)
for ∆α∆β < 0 captures the negative correlation of nA
and nB in the original dynamics. This can be seen in
Fig. 2(e) and (f). Working in the adiabatic limit, how-
ever, produces significant deviations [panels (g) and (h)].
V. NUMERICAL APPROACHES TO A
MASTER EQUATION WITH NEGATIVE RATES
A. Distribution-level simulation
The time-dependent solution Π(`, t) can be obtained
by direct numerical integration of the reduced master
equation, for example using a Runge–Kutta scheme.
However for large state spaces this approach can become
slow. The technique described in this Section can, in
some cases, provide a faster alternative.
We consider a large number M of discrete units of
probability, 1/M . At each point in time the state of the
simulation is defined by the ‘occupation numbers’ N` for
all states `; some of the N` may be negative. One has∑
`N` = M . The algorithms proceeds along the follow-
ing steps:
1. For given occupation numbers N` at time t, make
a list of all possible reactions, labelled by index γ.
Each reaction has a site of origin, `γ , a destination
8site, `′γ , and rate rγ = R`γ→`′γ,N`γ . Some of the rγ
may be negative.
2. Draw a random number τ from an exponential dis-
tribution with parameter
∑
γ |rγ |.
3. Pick a reaction from the list created in 1. The
probability to pick γ is |rγ |/
∑
γ′ |rγ′ |.
4. If rγ > 0 increase N`′γ by one and reduce N`γ by
one. If rγ < 0 reduce N`′γ by one and increase N`γ
by one.
5. Increment time by τ , and go to 1.
The process in step 4 allows occupation numbers to go
negative. The typical time step of this scheme is given
by 1/
∑
γ |rγ |, and reaction γ is triggered with proba-
bility |rγ |/(
∑
γ′ |rγ′ |). Thus |rγ | reactions of type γ are
triggered per unit time. The sign convention in step 4
ensures correct sampling of the reduced master equation.
We tested this procedure for the example given by
Eq. (21). Results are shown in Fig. 3; there is near per-
fect agreement between the Monte Carlo procedure and
direct numerical integration of the reduced master equa-
tion.
We stress that this algorithm does not generate sample
paths for the reduced master equation. This motivates
us to ask whether the notation of a sample path is valid
for a master equation involving negative transition rates.
B. ‘Path-level’ simulation
As discussed in Sec. IV B the reduced master equation
(21) defines a Markovian process for ∆α∆β > 0. All
rates in the reduced master equation are non-negative,
and sample paths can be simulated using the conven-
tional Gillespie method [50, 51]. The solution of Eq. (21)
can be recovered from the statistics of a large ensemble
of such realisations.
In Sec. IV D we have seen that reduced master
equations with negative rates can—for certain initial
conditions—lead to negative transient solutions. These
can be delivered by the ensemble-level algorithm in
Sec. V A. A simulation generating sample paths cannot
capture these negative (pseudo-) probabilities.
However, this does not preclude a meaningful notion
of sample paths in situations where the reduced mas-
ter equation is started from an initial distribution which
avoids subsequent negative transients. For example, one
could focus on the stationary state of Eq. (21).
A stochastic simulation algorithm was discussed in
Ref. [38] for non-Markovian jumps in quantum systems.
This method simulates processes defined by quantum
master equations with temporarily negative decay rates.
Realisations are generated by combining non-Markovian
quantum jumps with the deterministic evolution of quan-
tum states between jumps [37]. The central idea is to
represent the solution of the master equation by an en-
semble of sample paths, which are generated in parallel.
In contrast with standard methods [50, 51] these paths
are correlated with each other.
In order to test the principles of this approach we have
adapted it to the case of the classical master equation
d
dt
Π(`, t) =
∑
`′
R`′→`Π(`′, t), (26)
where some of the rates R`′→` may be negative. The
algorithm uses Eqs. (24) and (25) to convert reactions
with negative rates into reactions in the opposite direc-
tion, and with positive renormalised rates. In order to
do this we need the entries of the probability distribu-
tion, Π(`) and Π(`′), see Eq. (24). These in turn are
estimated from the ensemble of sample paths. In this
way, the trajectories are correlated with each other, be-
cause the evolution of a single sample path depends on
the ensemble [37, 38].
We index each trajectory individually, so that we can
follow the time evolution of each sample path. At each
point in time the ensemble is specified by the state of
each of the sample paths. We write N` for the number of
sample paths in state `. To keep the notation compact we
suppress the time dependence of N`. One has
∑
`N` =
M at all times, where M is the size of the ensemble.
Before we detail the algorithm we describe the con-
struction of a matrix S with elements S`→`′ which give
the rate of a reaction ` → `′ to occur in the ensemble.
The matrix is needed frequently in the algorithm, and
is constructed as follows: (i) start with S`→`′ = 0 for
all `, `′; (ii) for all reactions ` → `′ with positive rate
R`→`′ increase S`→`′ by R`→`′ ; (iii) for reactions with
negative rate R`→`′ and N`′ > 0 construct T`′→` as in
Eq. (24), where N`/N`′ is used as a proxy for Π(`)/Π(`
′).
If N`′ = 0 set T`′→` = 0. Increase S`′→` by T`′→`; (iv)
finally, for all pairs `, `′ multiply S`→`′ by N`. For a given
master equation (i.e., a given matrix R) the matrix S is
a function of the current state of the ensemble, i.e., of
the {N`}. All entries S`→`′ (` 6= `′) are non-negative.
The diagonal elements are zero. The element S`→`′ in-
dicates the rate for a reaction ` → `′ to occur, given
the current state of the ensemble. One has S`→`′ = 0 if
no sample path in the ensemble is in state `. We also
note that the total rate for a reaction of any type to
happen,
∑
` 6=`′ S`→`′ , scales linearly with M . This guar-
antees that each time step in the procedure below is of
order M−1, or in other words, that order M reactions
occur per unit time.
The algorithm proceeds as follows:
1. Given the current state of the ensemble compute
the matrix S as described above.
2. Draw a random time increment τ from an exponen-
tial distribution with parameter s =
∑
`,`′ S`→`′ .
3. Randomly select an origin ` and a destination `′
with a probability weighted by S`→`′ (i.e., the prob-
ability that ` is picked as an origin and `′ as a des-
tination is S`→`′/s).
4. Randomly (with equal probabilities) pick one of the
sample paths currently in state ` and change its
state to `′.
95. Increment time by τ and go to step 1.
We note that this algorithm does not allow for any
state ` to ever have a negative occupancy N`. Further-
more, if all R`→`′ are non-negative the simulation reduces
to the standard Gillespie algorithm [50, 51]. In this case
the sample paths remain uncorrelated from each other.
To test the algorithm we use the example in Eq. (21).
The algorithm captures the stationary distribution accu-
rately, as illustrated by the markers in Fig. 2 (h). Next,
we test whether the simulation reproduces dynamical
properties of the sample paths of the full model.
To this end, we define the power spectral density
SAA(ω) =
〈|nˆA(ω)|2〉, where nˆA(ω) is the Fourier trans-
form of the random process nA(t). Similarly, we also
look at the cross power spectral density SAB(ω) =〈
n†A(ω)nB(ω)
〉
(the superscript † denotes complex con-
jugation). These are the Fourier transforms of the auto-
correlation and cross-correlation functions respectively.
Figure 5 shows these quantities, measured in the regime
when Π(nA, nB) has reached the stationary state, and
averaged over a large ensemble of trajectories.
Panels (a) and (b) serve as a benchmark, and show
the case ∆α∆β > 0 when all rates in the reduced master
equation are positive. Thus the above simulation scheme
reduces to the standard Gillespie method. As seen in the
figure the power and cross spectra SAA(ω) and SAB(ω)
obtained from simulating paths of the reduced master
equation agree well with those from simulations of the
full model, at least at sufficiently low frequencies ω. At
larger frequencies deviations are seen, this is particularly
visible for the cross spectrum; see the inset of panel (b).
These deviations between reduced and the full model are
not surprising; the reduced model does not resolve the
mechanics of the environment on short time scales. Spec-
tra obtained from sample paths of the master equation in
the adiabatic limit show significant deviations from those
of the full model; we note in particular that the cross
spectrum SAB(ω) vanishes [dotted red line in Fig. 5 (b)];
see also Appendix B 1 for further analysis.
Results for the case with negative rates in the reduced
master equation are shown in panels (c) and (d) of Fig. 5.
We find marked differences between the spectra gener-
ated from the reduced master equation with the above
algorithm and those of sample paths of the full model.
This is particularly noticeable in the cross spectrum in
panel (d). Further details can also be found in Appendix
B 2.
We conclude that the trajectories generated by the
above simulation algorithm do not represent sample
paths of the full model when the reduced master equation
contains negative rates. Our findings invite the question
whether algorithms of this type [37, 38] provide a faith-
ful representation of the full dynamics of open quantum
systems and their environment. It would be interesting
to compare the structure of the reduced dynamics in the
classical and quantum cases, and to relate our observa-
tions to the quantum regression theorem [56].
VI. AN INTUITION TO OUR EXPANSION ON
THE LEVEL OF SAMPLE PATHS
In Sec. III A we derived the general formalism for ap-
proximating the dynamics of a system coupled to a fast-
switching environment. We found this resulted in an
effective reduced master equation, which can describe
‘bursting’ events not present in the dynamics of the orig-
inal model. From a physical perspective, however, it is
not obvious how such bursting events can arise as a con-
sequence of the coupling to a fast environment when such
events do not occur in any (fixed) state of the environ-
ment. In this section we look at this problem from view-
point of single trajectories of the full model in discrete
time, in order to provide intuition to this result. Tak-
ing this view also allows us to develop a method to use
the reduced dynamics to approximate sample paths of
the full model in discrete time; using a time step larger
than λ−1 we avoid the issues highlighted in the previous
section.
A. Effective time-averaged reaction rates
We focus again on the two-species example given in
Sec. IV. An interpretation of the terms in Eq. (21) can
be obtained by looking at one sample path of the full
model (population and environment) for a time interval
I ≡ [t0, t0 + ∆t]. We focus on the birth reactions. If the
production rate Ωα of particles of type A were constant in
time, the number of birth events in the interval would be
a Poissonian random variable with parameter Ωα∆t, and
similarly for particles of type B (see also Ref. [57]). In
the present model, the production rates are not constant
in time as they depend on the state of the environment.
For a given trajectory of the environment we introduce
the quantity
α =
1
∆t
∫ t0+∆t
t0
dt′ ασ(t′), (27)
and a similar definition for β; the quantities Ωα and Ωβ
are time-averaged production rates in the time interval
I.
The number of production events of particles of type A
in I can then be expected to be Poissonian with parame-
ter Ωα∆t, and similarly for B. We note that α and β are
random variables when ∆t is finite, as they depend on
the random path of the environment, σ(t′), t′ ∈ I. The
quantities α and β will in general be correlated, as they
derive from the same realisation of the environment. The
main principle of the calculation that follows is to approx-
imate α and β as correlated Gaussian random variables,
while capturing their first and second moments. This
Gaussian approximation is justified provided that there
is a large number of switches of the environment during
the time interval I, i.e., when λ∆t 1.
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FIG. 5. Spectra of fluctuations for the model defined in Sec. IV A. Panels (a) and (b) are for ∆α∆β > 0; (c) and (d) for
∆α∆β < 0. We show the power spectral density SAA(ω) in (a) and (c), and the cross spectral density SAB(ω) in (b) and (d);
the insets show the same quantities on a logarithmic scale. Parameters: α0 = 0, α1 = 1, λk0 = λk1 = 20,Ω = 20 in all panels;
β0 = 0, β1 = 1 in (a,b); β0 = 1, β1 = 0 in (c,d).
B. Averaging out the environmental process
Correlations of the environmental process decay on
time scales proportional to λ−1. This means that the
environment is in its stationary distribution, except for a
short period of order λ−1 at the beginning. For λ∆t 1
this period constitutes a negligibly small fraction of the
time interval, and the distribution of σ(t′) can hence be
assumed to be the stationary one at all times t′ during
the interval. Writing 〈. . .〉 for averages over the environ-
mental process we have 〈α〉 = αavg and
〈
β
〉
= βavg.
Moving on to the second moments we find
〈
α2
〉
= (∆t)−2
∫
I
∫
I
dtdt′
〈
ασ(t)ασ(t′)
〉
,
= (∆t)−2
∑
σσ′
ασασ′
×
∫
I
∫
I
dt dt′ρ[σ,min(t, t′)] ρ
(
σ′, |t− t′| ∣∣σ) ,
(28)
where ρ[σ,min(t, t′)] is the probability distribution of σ at
the earlier of the two times t and t′. It is given by the sta-
tionary distribution of the environment, ρ[σ,min(t, t′)] =
ρ∗σ, with ρ
∗
σ as in Eq. (12). The notation ρ(σ
′, τ |σ)
in Eq. (28) indicates the probability of finding the en-
vironment in state σ′ if τ units of time earlier it was
in state σ (τ > 0). These can be obtained straight-
forwardly from the asymmetric telegraph process for
the environment, ρ(0, τ |0) = ρ∗0
[
1 + k1k0 e
−λ(k0+k1)τ
]
, and
ρ(0, τ |1) = ρ∗0
[
1− e−λ(k0+k1)τ ]. Using this in Eq. (28)
we find
〈
α2
〉
= α2avg +
[
2
λ(k0 + k1)∆t
+
2
λ2(k0 + k1)2∆t2
×
(
e−λ(k0+k1)∆t − 1
)] k0k1
(k0 + k1)2
(α0 − α1)2.
(29)
For λ∆t  1 the first term in the square bracket domi-
nates relative to the second, so we can approximate
〈
α2
〉− α2avg ≈ θ2λ∆t (∆α)2, (30a)
with θ2 = 2k0k1/(k0 + k1)
3 as before [see Eq. (15)]. Fol-
lowing similar steps one finds
〈
β
2
〉
− β2avg ≈
θ2
λ∆t
(∆β)2, (30b)〈
αβ
〉− αavgβavg ≈ θ2
λ∆t
∆α∆β. (30c)
We therefore approximate the joint probability distribu-
tion of α¯ and β¯ in the fast switching limit as a bivariate
normal distribution with these parameters.
C. Resulting event statistics
The probability that exactly mA production events for
species A occur during the time interval ∆t, and mB for
species B, is given by
P(mA,mB) =
〈
e−∆tΩ(α+β)
(∆tΩα)mA
mA!
(∆tΩβ)mB
mB !
〉
α,β
,
(31)
resulting from Poissonian statistics for given α, β, sub-
sequently averaged over the Gaussian distribution for α
and β (this average is indicated as 〈. . .〉α,β). Expanding
in powers of ∆t, and carrying out the Gaussian average
11
we find
P(mA=1,mB=0) = ∆tΩ
[
αavg − Ωθ2λ (∆α)2 − Ωθ
2
λ ∆α∆β
]
−∆t2Ω2(α2avg + β2avg),
P(mA=0,mB=1) = ∆tΩ
[
βavg − Ωθ2λ (∆β)2 − Ωθ
2
λ ∆α∆β
]
−∆t2Ω2(α2avg + β2avg),
P(mA=2,mB=0) =
1
2∆t
Ω2θ2
λ (∆α)
2 + 12∆t
2Ω2α2avg,
P(mA=0,mB=2) =
1
2∆t
Ωθ2
λ (∆β)
2 + 12∆t
2Ω2β2avg,
P(mA=1,mB=1) =
Ω2θ2
λ ∆t∆α∆β + ∆t
2Ω2αavgβavg,
(32)
where we have ignored higher-order terms (those which
go like ∆t3 or ∆t2/λ). Larger numbers of production
events (mA +mB ≥ 3) do not contribute at this order.
It is tempting to consider the limit of infinitesimally
small ∆t, and to use the first-order terms in ∆t in
Eq. (32) to construct reaction rates. If one does so,
one recovers the rates exactly as they appear in the re-
duced master equation (21); for example one would in-
fer a rate of 12 (Ω
2θ2/λ)(∆α)2 for events in which two
particles of type A are produced and none of type B
(mA = 2,mB = 0). The rate of an event in which
one A and one B are produced simultaneously would be
(Ω2θ2/λ)∆α∆β, which is negative if ∆α∆β < 0.
However, taking the limit ∆t → 0 at fixed λ is not
compatible with the assumption that a large number of
environmental switching events occur in a given time-
step, i.e., λ∆t  1. To illustrate this further we carried
out simulations of the full model of population and envi-
ronment, and measured how many birth events of either
particle type occur in a given time interval ∆t. Specifi-
cally we focus on the probability P (mA = 1,mB = 1) of
seeing exactly one birth event of type A and one birth
event of type B during such a time interval; note that in
the full model these births occur in two separate events.
The lines in Fig. 6 show the predictions of Eqs. (32),
results from simulations of the full model are shown as
markers. We first notice that simulations deviate from
the results of Eqs. (32) at large values of ∆t. This is to
be expected as Eqs. (32) are derived neglecting higher-
order terms in ∆t. Simulations and the above expres-
sions agree to good accuracy at intermediate values of
the time step; we write ∆t∗ for the lower end of this
range, and ∆t∗ for the upper end. As seen in Fig. 6,
the lower threshold ∆t∗ decreases as the switching of the
environment becomes faster (i.e., λ is increased). The
reduction of the threshold is in-line with the requirement
λ∆t  1 for the theoretical analysis above. As seen in
the figure the results of Eqs. (32) are largely determined
by the term of order ∆t2 when they match simulations
of the full model (the slope of the simulation data in the
log-log plot of Fig. 6 is then approximately two). This
term, ∆t2Ω2αavgβavg, is positive, irrespective of the sign
of ∆α∆β. At low values of ∆t . ∆t∗, we observe sys-
tematic deviations between simulations of the full model
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FIG. 6. Probability of seeing mA=1,mB =1 in a given time
interval of duration ∆t. Circles show the results of simula-
tion of the full model (population and environment); full lines
show Eq. (32). The dashed line shows a slope of 2 for compar-
ison. Data is shown for different values of λ, all other model
parameters are as in the earlier figures. Left: ∆α∆β > 0,
right: ∆α∆β < 0.
and the expressions in Eqs. (32). For the case ∆α∆β < 0
it is obvious that this must occur: at small ∆t, Eqs. (32)
predict P(mA = 1,mB = 1) ≈ (Ω2θ2/λ)∆t∆α∆β < 0,
whereas P (mA = 1,mB = 1) is non-negative in simula-
tions by definition. Deviations at small time steps are
also seen in the left-hand panel of Fig. 6, the expression
in Eqs. (32) shows a cross-over to linear scaling in ∆t,
whereas simulation results scale approximately as ∆t2.
D. Simulation procedure for discrete-time sample
paths
The analysis of the previous section is based on a dis-
cretisation of time into intervals of length ∆t. In the limit
of fast switching of the environment it then assumes that
the time-averaged birth rates Ωα and Ωβ are Gaussian
random variables with statistics given in Eqs. (30). We
will now use this interpretation to define an algorithm
with which to approximate sample paths of the full model
in discrete time. We note that α and β can take nega-
tive values in this Gaussian approximation. This issue
arises irrespective of the sign of ∆α∆β and is separate
from the problem of negative rates in the reduced master
equation. The probability for α and/or β to be negative
is exponentially suppressed in λ∆t, as the mean of the
Gaussian distribution, (αavg, βavg), does not depend on
λ or ∆t, and the covariance matrix is of order (λ∆t)−1
[Eq. (30)]. As the switching of the environment becomes
faster the distributions of α and β become increasingly
peaked around their mean. For the purposes of the nu-
merical scheme we truncate the distribution at zero.
The algorithm uses ideas from the τ -leaping variant of
the Gillespie algorithm [57], and proceeds as follows:
1. Assume the simulation has reached time t and that
the current particle numbers are nA and nB . Draw
correlated Gaussian random numbers α and β, from
a distribution with 〈α〉 = αavg, and
〈
β
〉
= βavg, and
with second moments as in Eqs. (30). If α < 0 set
α = 0 and similar for β.
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FIG. 7. Spectra of fluctuations from direct simulations of the
full model (filled symbols), and using the discrete-time algo-
rithm in Sec. VI D (open symbols). The model is the same as
in previous figures (k0 = k1 = 1,Ω = 20, λ = 20, α0 = 0, α1 =
1, ∆t = 0.1). Solid lines show the power spectrum/cross
spectrum obtained from the linear-noise approximation of the
reduced dynamics, Eq. (59).
2. Using the α and β just generated, draw indepen-
dent integer random numbers mA and mB from
Poissonian distributions with parameters Ωα∆t
and Ωβ∆t, respectively.
3. For the death processes draw Poissonian random
variables m′A and m
′
B from Poissonian distributions
with parameters γnA∆t and δnB∆t respectively.
4. Update the particle numbers to nA + mA − m′A
and nB +mB −m′B , respectively (if this results in
nA < 0 set nA = 0, and similar for nB).
5. Increment time by ∆t and go to 1.
We have introduced a cutoff procedure in step 4 of the
algorithm, in order to prevent particle numbers from go-
ing negative. This is necessary due to the discrete-time
nature of the process, and well-known in the context of
τ -leaping [57]. In particular this is not related to the ap-
pearance of negative rates in the reduced master equa-
tion, and applies in the case ∆α∆β > 0 as well.
We have carried out simulations using this algorithm
for both cases ∆α∆β > 0 and ∆α∆β < 0. As shown in
Fig. 7 the resulting spectra of fluctuations are in agree-
ment with those of the full model, at least to reason-
able approximation. In particular the cross spectrum
SAB(ω) comes out negative in the anti-correlated case.
We attribute remaining discrepancies to the discretisa-
tion of time and the assumptions of Gaussian effective
birth rates.
It is important to stress that agreement with the full
model requires a careful choice of the time step ∆t. On
the one hand, one needs ∆t & 1/λ, otherwise it is not
justified to replace α and β by Gaussian random vari-
ables. On the other hand, the so-called ‘leap condition’
for τ -leaping must be fulfilled [57], that is, the time step
∆t must not be long enough for the population to change
significantly in one step. More precisely the changes in
particle numbers must remain of order Ω0 in each step.
VII. EXPANSION IN SYSTEM SIZE
In the previous Sections we started from a microscopic
process in a population of discrete individuals, subject to
a randomly switching environment. We then carried out
an expansion in the limit of fast environmental switch-
ing. We discussed different levels of coarse graining: the
switching of the environment was either kept in its origi-
nal form (full model), treated as fast but not infinitely so
(reduced master equation), or the adiabatic limit of in-
finitely fast switching was taken (master equation with ef-
fective, average rates). So far we have considered discrete
populations; its intrinsic stochastic dynamics, due to pro-
duction and removal events, were not approximated.
Another approximation method for Markov jump pro-
cesses with small jump sizes involves carrying out an
asymptotic expansion in powers of the inverse population
size. In the context of large populations, and without the
complication of environmental switching, this typically
is achieved by performing either the Kramers–Moyal ex-
pansion or van Kampen’s system-size expansion [58, 59].
These techniques are commonly used in a number of ap-
plications of population dynamics; they have recently
been extended to the case of jump processes in switch-
ing environments [60–62]. Following such an expansion,
the state of the population is continuous and, for a fixed
environmental state, described by a stochastic or ordi-
nary differential equation. Alternative approaches, based
on the WKB method, have been pursued for example in
Refs. [8, 10, 16, 29, 30, 63].
The purpose of this Section is to combine Kramers–
Moyal-type expansions with an expansion in the time
scale separation between environment and population.
This leads to different levels of description depending
on how the environmental switching and the discreteness
and intrinsic stochasticity of the population are treated.
Studying these different levels of approximation is also
useful to put our results of the previous Sections into the
context with existing work [9, 31–33, 45, 46, 60–62, 64–
78]. We will first give a general overview, and then con-
sider a specific example.
A. Overview
A schematic overview is given in Fig. 8. Broadly speak-
ing the overall picture involves expansions in the inverse
switching time scale (λ−1) and/or the inverse typical size
of the population (Ω−1). The parameters λ and Ω corre-
spond to the vertical and horizontal directions in Fig. 8.
In the upper row we perform no expansion in λ−1 (i.e, we
keep all terms), in the middle row we assume λ 1 but
finite (keeping leading and sub-leading terms), and in the
lower row the adiabatic limit has been taken (λ → ∞),
i.e., the noise due to the environmental switching is dis-
carded altogether. The left-hand column describes mod-
els with a discrete population (arbitrary Ω), in the middle
column we assume Ω  1, but finite, and in the right-
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FIG. 8. Schematic overview of the different model-reduction
schemes for populations coupled to external environments
with discrete states. Each column and row corresponds to
a successive layer of approximation.
hand column the limit Ω → ∞ has been taken, i.e., all
intrinsic noise in the population is disregarded. We now
discuss the relation between the different levels of ap-
proximation in more detail.
1. Expansion in environmental time scale
In the previous Sections we have focused on the left-
hand column of Fig. 8. The upper left box is the full mi-
croscopic model, involving a discrete population of typi-
cal size Ω, and an environmental process associated with
a switching time scale set by λ. This full model is defined
by the master equation (1). Expanding to sub-leading
order in λ−1, but keeping Ω fixed and general, one ob-
tains the reduced master equation (8). Here, we restrict
the discussion to processes in which the environmental
switching is independent of the state of the population;
the more general case is discussed briefly in Appendix A.
In the case of only two environmental states the reduced
master equation is given by Eq. (14). It describes the
process with bursting as discussed in Sec. III C.
The limit λ→∞ is the adiabatic limit; restricting the
master equation to leading-order terms in λ−1 produces
a process described by the master equation
d
dt
Π(`, t) =MavgΠ(`, t). (33)
For the case of two environmental states this can be ob-
tained from Eq. (14), but the general form is applica-
ble for multiple environmental states as well. Eq. (33)
describes a process with the same types of reactions as
the original dynamics, but with rates that are weighted
averages over the stationary distribution of the environ-
mental states. This is the lower left-hand box in Fig. 8.
This is conceptually similar to the quasi-steady-state
approximation[35, 72–75, 78], in which the fast-reacting
species are regarded as constant at values obtained from
an appropriate weighted average. Another approach to
approximating environmental noise in the fast-switching
limit involves assuming a large number of environmental
states, so that the environment may be approximated as
continuous [80, 81].
2. Expansion in powers of inverse system size
In a different approach one can first approximate the
intrinsic noise for large system size (Ω  1), starting
from the full model (environment and population), with-
out any expansion in the environmental switching time
scale. This is done by carrying out a Kramers–Moyal ex-
pansion on the dynamics of the population, while simul-
taneously maintaining the discrete environmental states
[62]. This corresponds to travelling horizontally along
the first row of Fig. 8.
If sub-leading order terms in powers of the inverse sys-
tem size are retained, one obtains piecewise-diffusive dy-
namics [60–62, 82], corresponding to the middle box in
the first row of Fig. 8. Between switches of the envi-
ronmental state, the population is then described by a
stochastic differential equation. The process is described
by
∂
∂t
pσ(x, t) = Fσpσ(x, t) + λ
∑
σ′
Aσ′→σpσ(x, t), (34)
where pσ(x, t) is a probability density over continuous
states x, obtained from discrete states ` in the limit of
large Ω (see Sec. VII B for a specific example). The Fσ
are Fokker–Planck operators obtained from a Kramers–
Moyal expansion on Mσ.
3. Combined expansion
Starting from the piecewise-diffusive process [upper
row, middle in Fig. 8, Eq. (34)] one can follow the same
steps as in Sec. III A and consider the limit of fast but
not infinitely fast environmental switching. In Fig. 8 this
means working down the central column. We simulta-
neously consider the limit of large Ω and the limit of
large λ. In taking these limits we assume that the ra-
tio Ω/λ remains finite, this will become more clear in
the example discussed below (Sec. VII B). For the case of
two environmental states, the result can be read off from
Eq. (14) simply replacing Mσ by Fσ, i.e.,
∂
∂t
Π(x, t) = FavgΠ(x, t) + 1
2
θ2
λ
(F0 −F1)2Π(x, t). (35)
An interpretation of Eq. (35) in terms of a stochastic
differential equation can be obtained by expanding the
term (F0 − F1)2 further and keeping only terms to or-
der 1/Ω. This stochastic differential equation contains
two different sources of Gaussian noise, one representing
demographic noise and the other the stochasticity of the
environmental switching.
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Finally, we could also take the adiabatic limit λ→∞;
this leads to ∂∂tΠ(x, t) = FavgΠ(x, t). In this limit the
noise due to the environmental process has been elimi-
nated entirely, and the resulting SDE contains only Gaus-
sian noise coming from the intrinsic fluctuations in the
population.
4. Piecewise-deterministic process
Finally, we can also take the limit of an infinite pop-
ulation Ω → ∞ first, keeping λ general. Thus, we ne-
glect intrinsic fluctuations altogether. This is achieved
by retaining only the leading-order term in the Kramers–
Moyal expansion of the population. In each fixed environ-
ment the dynamics of the population are then described
by an ordinary differential equation. This constitutes
what is known as a piecewise-deterministic Markov pro-
cess (PDMP) [64, 65]. In Fig. 8 this is the right-hand
box in the upper row. Mathematically, the PDMP is
described by
∂
∂t
pσ(x, t) = Lσpσ(x, t) + λ
∑
σ′
Aσ′→σpσ(x, t), (36)
with Liouville operators Lσ; they are first-order differ-
ential operators which describe the deterministic drift of
the system in a given environmental state.
We can now use the PDMP as a starting point, and
work down the right-hand column of Fig. 8, following the
same steps as in Sec. III A, replacingMσ by Lσ. For two
environmental states and keeping terms of order λ−1, the
result is analogous to Eq. (14). One finds
∂
∂t
Π(x, t) = LavgΠ(x, t) + 1
2
θ2
λ
(L0 − L1)2Π(x, t). (37)
This is a Fokker–Planck equation and corresponds to an
SDE in which Gaussian noise reflects the effects of the
fast-switching environment. This result was previously
reported in Ref. [31].
A further approximation to the dynamics would again
involve taking the adiabatic limit: this is equivalent to
ignoring the final term in Eq. (37). The resulting Liou-
ville equation corresponds to an ODE description of the
system. Its dynamics is then governed by a rate equa-
tion, where the reaction rates are weighted averages over
the different environmental states. In such an approxi-
mation all stochasticity, both intrinsic and environmen-
tal, has been eliminated. This is the lower entry in the
right-hand column of Fig. 8.
B. Example
We now focus on one of the single-species models in
Sec. III C. The purpose of this basic example is purely
illustrative; specific applications will be discussed in
Sec. VIII. Particles are produced at constant rate β, and
they are removed with per capita rates δσ in environ-
ments σ ∈ {0, 1}. We have
Mσ = βΩ(E−1 − 1) + δσ(E − 1)n, (38)
where n is the number of particles in the population.
Keeping the system-size parameter Ω fixed, and taking
the limit of large but finite λ, one obtains Eq. (19). This
corresponds to the middle box in the left-hand column of
Fig. 8. Taking λ→∞ one has
d
dt
Π(n, t) = Ωβ(E−1 − 1)Π(n, t) + (E − 1)δavgnΠ(n, t),
(39)
where δavg = (k1δ0 + k0δ1)/(k0 + k1); this is the master
equation with effective average rates (lower box on the
left in Fig. 8).
Next, writing x = n/Ω, and starting again from the
full model of population and environment, we carry out
a Kramers–Moyal expansion first (keeping terms up to
sub-leading order in 1/Ω). One has the Fokker–Planck
operators
F0 = β
(
−∂x + 1
2Ω
∂2x
)
+ δ0
(
∂x +
1
2Ω
∂2x
)
x,
F1 = β
(
−∂x + 1
2Ω
∂2x
)
+ δ1
(
∂x +
1
2Ω
∂2x
)
x.
(40)
These operators together with Eq. (34) describe a
piecewise-diffusive process (upper row, central column in
Fig. 8); in a given environmental state the dynamics are
described by an Ito SDE
x˙ = β − δσ(t)x+
√
β + δσ(t)x
Ω
η(t), (41)
where η(t) is Gaussian white noise of unit variance.
Further approximating the piecewise-diffusive process
in the limit of fast environmental switching, we can insert
the explicit form of Fσ into Eq. (35) to give
∂
∂t
Π(x, t) = −∂x
{[
β − δavgx+ 1
2
ge∂xge
]
Π(x, t)
}
+
1
2
∂2x
{[
g2i + g
2
e
]
Π(x, t)
}
, (42)
where ∆ = δ0 − δ1, and
gi(x)
2 =
1
Ω
(β + δavgx) , (43)
ge(x)
2 =
θ2
λ
∆2x2. (44)
The subscript ‘i’ indicates intrinsic stochasticity (demo-
graphic noise), and ‘e’ labels the contribution to the noise
from environmental switching. We note that gi(x)
2 ∝
Ω−1, and g(x)2e ∝ λ−1. It is interesting to note that
the same Fokker–Planck equation is obtained by a di-
rect Kramers–Moyal expansion of Eq. (19). Details can
be found in Appendix C 1. The contribution ge∂xge/2
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to the drift term in Eq. (42) is of order λ−1, and it can
safely be neglected to the order we are working at (see
also Ref. [31]). Equation (42) then describes an Ito SDE
of the form
x˙ = β − δavgx+ gi(x)ηi(t) + ge(x)ηe(t), (45)
in which ηi(t) and ηe(t) are independent Gaussian pro-
cesses of unit variance, and with no correlations in time.
The SDE (45), corresponds to the central box in Fig. 8.
Equation (42) can be used as a starting point for fur-
ther approximations. In the case of infinitely fast switch-
ing, λ → ∞, the term ge(x) can be neglected, and one
finds
∂
∂t
Π(x, t) = − ∂x [(β − δavgx) Π(x, t)]
+
1
2Ω
∂2x [(β + δavgx) Π(x, t)] . (46)
We note that this relation can also be obtained by direct
Kramers–Moyal expansion of Eq. (39). Only the Gaus-
sian noise from the intrinsic stochasticity then remains
in the SDE (45). This is the lower box in the central
column of Fig. 8.
In the case of an infinite population Ω→∞, Eq. (42)
turns into
∂
∂t
Π(x, t) = − ∂x [(β − δavgx) Π(x, t)]
+
θ2
2λ
∆2∂2x
[
x2Π(x, t)
]
,
(47)
so that the noise term containing gi(x) is no longer
present in the SDE (45). This is the centre box in the
right-hand column of Fig. 8. Equation (47) can also
be found from Eq. (37) upon using LσΠ(x) = −∂x(β −
δσx)Π(x), see Appendix C 2.
If all stochasticity is ignored altogether (λ → ∞ and
Ω → ∞) one has gi = ge = 0. In our example one then
finds the rate equation
x˙ = β − δavgx. (48)
This corresponds to the lower box in the right-hand col-
umn of Fig. 8.
C. Linear-noise approximation
In order to obtain analytical results, for example ap-
proximations to the stationary distribution and power
spectral density of fluctuations, an additional step—
the linear noise approximation (LNA)—can be taken in
Eq. (45). The LNA simplifies an SDE with multiplicative
noise into one with additive noise, and is applicable when
the noise is sufficiently small [59], i.e., in our case λ 1
and Ω 1.
The stochastic differential equation (45) is of the form
x˙ = vavg(x) + gi(x)ηi(t) + ge(x)ηe(t), (49)
where vavg(x) = β−δavgx, and where gi = O(Ω−1/2) and
ge = O(λ−1/2). The LNA can then be carried out using
the ansatz
x(t) = xavg(t) + Ω
−1/2ξi(t) + λ−1/2ξe(t), (50)
where xavg(t) is a deterministic function to be determined
self-consistently; the quantities ξi(t) and ξi(t) are each
stochastic processes describing the deviations due to in-
trinsic and extrinsic noise, respectively. Inserting into
Eq. (49), expanding in powers of Ω−1/2 and λ−1/2 one
obtains x˙avg = vavg(xavg) from the lowest-order terms,
and
ξ˙i = v
′
avg (xavg) ξi + Ω
1/2gi (xavg) ηi(t),
ξ˙e = v
′
avg (xavg) ξe + λ
1/2ge (xavg) ηe(t),
(51)
for the sub-leading order terms, where v′avg = dvavg/dx.
We note that the arguments of both gi and ge are now
given by xavg, so that the multiplicative noise in Eq. (49)
has been turned into additive noise. Introducing ζ(t) =
Ω−1/2ξi(t) + λ−1/2ξe(t) describing the total amount of
deviation caused by both sources of noise, we can write
this more compactly as x(t) = xavg(t) + ζ(t), with
ζ˙ = v′(xavg)ζ +
[
gi(xavg)
2 + ge(xavg)
2
]1/2
η(t), (52)
where the two Gaussian processes have been combined,
so that the stochasticity is described by a single white
noise Gaussian process η(t). In the above example we
have x˙avg = β − δavgxavg, and
ζ˙ = −δavgζ +
[
β + δavgxavg
Ω
+
θ2
λ
(xavg∆)
2
]1/2
η(t).
(53)
D. Analytical approximation for power spectra
We now return to the model with two species defined
in Eq. (20). Carrying out a Kramers–Moyal expansion
of the reduced master equation Eq. (21) we arrive at the
following stochastic differential equations for xA = nA/Ω
and xB = nB/Ω
x˙A = αavg − γxA + ηA(t),
x˙B = βavg − δxB + ηB(t). (54)
For compactness, we have absorbed the diffusion coeffi-
cients (describing both intrinsic and extrinsic noise) into
the white noise terms ηA and ηB , so that they have the
following covariance matrix:
〈ηA(t)ηA(t′)〉 =
(
αavg + γxA
Ω
+
θ2
λ
(∆α)2
)
δ(t− t′),
〈ηB(t)ηB(t′)〉 =
(
βavg + δxB
Ω
+
θ2
λ
(∆β)2
)
δ(t− t′),
〈ηA(t)ηB(t′)〉 = θ
2
λ
∆α∆βδ(t− t′), (55)
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see also Appendix C 3.
To simplify matters we now restrict the discussion to
the case γ = δ and αavg = βavg (the latter does not imply
∆α = ∆β). In the long run the deterministic trajectory
converges to the fixed point given by x∗A = x
∗
B = αavg/γ.
Applying the LNA at this fixed point, we find
ζ˙A = − γζA + ηA(t),
ζ˙B = − γζB + ηB(t),
(56)
where
〈ηA(t)ηA(t′)〉 =
(
2αavg
Ω
+
θ2
λ
(∆α)2
)
δ(t− t′),
〈ηB(t)ηB(t′)〉 =
(
2αavg
Ω
+
θ2
λ
(∆β)2
)
δ(t− t′),
〈ηA(t)ηA(t′)〉 = θ
2
λ
∆α∆βδ(t− t′).
(57)
In order to find the power spectral density of fluctuations,
we perform a Fourier transform and obtain
〈ζA(ω)ζ∗A(ω′)〉 = δ(ω + ω′)Ω−2SAA(ω),
〈ζA(ω)ζ∗B(ω′)〉 = δ(ω + ω′)Ω−2SAB(ω),
(58)
with
SAA(ω) = Ω
2
2αavg
Ω +
θ2
λ (∆α)
2
γ2 + ω2
,
SAB(ω) = Ω
2
θ2
λ ∆α∆β
γ2 + ω2
.
(59)
This result matches well with the results of Gillespie sim-
ulating the full model (for Ω = 20, λ = 20). A compar-
ison is shown in Fig. 7. In the adiabatic limit (λ → ∞)
Eq. (59) reduces to
SAA(ω) = Ω
2αavg
γ2 + ω2
,
SAB(ω) = 0,
(60)
confirming again the absence of correlations between nA
and nB in the limit of infinitely fast environments.
VIII. FURTHER APPLICATIONS
In this Section we will apply the formalism we have
developed to a series of specific examples.
A. Model of protein production
1. Motivation and model definitions
The dynamics of gene expression are inherently noisy
[7, 83], and stochastic approaches are hence most ap-
propriate to model such processes. They also fre-
quently exhibit a separation of time scales, see e.g.
Refs. [46, 78, 84, 85]. Here, we consider a commonly-
used model which describes two essential steps for gene
expression, the transcription into mRNA and the trans-
lation into protein [4, 7, 65, 86–89]. The model describes
a single gene G, which can be in two different states, la-
belled ‘on’ (σ = 1) and ‘off’ (σ = 0). The gene switches
between these states with rates k0 and k1, respectively.
In each state, mRNA molecules are produced with a rate
Ωbσ; they decay with rate d. The presence of mRNA also
leads to the production of protein molecules; this occurs
with rate β (per mRNA molecule). Protein molecules fi-
nally decay with rate δ. The model can be summarised
by the following reactions
Goff
λk1−−⇀↽ −
λk0
Gon, ∅ Ωbσ−−→M, M d−−→ ∅,
M
β−−→M + P, P δ−−→ ∅,
(61)
where M and P refer to mRNA and protein molecules,
respectively.
2. Comparison of different approximation schemes
We proceed to consider the full model, and each of
the eight levels of approximation in Fig. 8. The reduced
master equation for large λ can be derived following the
procedure outlined in Sec. III. The details of this are very
similar to the example in Sec. III C; we do not report
them in full. The reduced master equation describes a
set of effective reactions in which mRNA molecules are
made in bursts of sizes one or two. We stress again that
the origin of this type of bursting is different from the
one discussed in Refs. [46–49]. These effective reactions
can then be simulated by the standard Gillespie method,
because the reduced master equation for this model does
not contain negative rates.
Similarly, for the adiabatic limit λ→∞, effective pro-
duction rates are obtained by replacing the rates bσ in
Eq. (61) by their weighted average, bavg. This can then
be used in the Gillespie simulation.
For large but finite Ω, the piecewise-diffusive process
for this model is given by
m˙ =
(
bσ(t) − dm
)
+ Ω
−1/2
√
bσ(t) + dm η
m(t)
p˙ = (βm− δp) + Ω−1/2
√
βm+ δp ηp(t),
(62)
where Ωm and Ωp are the numbers of mRNA molecules
and protein molecules, respectively, and where σ(t) is
the stochastic trajectory of the switching process for the
gene; ηm(t) and ηm(t) are independent Gaussian white
noise processes. For both Ω and λ large but finite we
find the following description in terms of stochastic dif-
ferential equations (corresponding to the central box in
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FIG. 9. The stationary probability distribution of the populations of mRNA and protein molecules for the model in Sec. VIII A.
Data is from Monte Carlo simulations of each different level of approximation in Fig. 8: (a) full model; (b) piecewise-diffusive
process; (c) piecewise-deterministic Markov process; (d) reduced master equation with bursting; (e) SDE with switching noise
and demographic noise; (f) SDE with switching noise; (g) master equation with average rates; (h) SDE with demographic
noise; and (i) rate equation (N represents a delta peak). Parameters: Ω = 20, b0 = 0, b1 = 1, d = 1, β = 25, δ = 2, and
λ = 10, k0 = k1 = 1.
Fig. 8):
m˙ = (bavg − dm) +
[
gmi (m, p)
2 + gme (m, p)
2
]1/2
ηm(t),
p˙ = (βm− δp) + gpi (m, p)ηp(t),
(63)
where
gmi (m, p) = Ω
−1/2
√
bavg + dm,
gme (m, p) = λ
−1/2
√
2k1k0 (b0 − b1)2
(k0 + k1)
3 ,
gpi (m, p) = Ω
−1/2
√
βm+ δp.
(64)
From these it is straightforward to obtain the remaining
approximations in Fig. 8, by either sending the amplitude
of the environmental noise gme to zero, or that of the
intrinsic noise (gpi , and g
m
i ), or both.
Figure 9 shows the stationary distributions obtained
from Monte Carlo simulations of the full model and the
eight different approximations. The arrangement in the
figure corresponds to that in Fig. 8. We remark that the
population remains discrete for the panels in the left-
hand column, while expanding in powers of the system
size (middle and right column) leads to continuous pop-
ulations. In each panel we indicate a numerical estimate
for the Jensen–Shannon divergence (JSD) of the respec-
tive stationary distribution relative to that of the full
model in panel (a) [90].
The data in Fig. 9 shows that the successive approx-
imations in powers of the system size and the switch-
ing rates reduce the accuracy in reproducing the full
individual-based model. The JSD generally increases as
one moves down or to the right in Fig. 9. For this model
and parameter set, the only exception is the approxima-
tion in panel (f) which shows a smaller JSD than that
in panel (c). This is due to the following effect. The
full model in panel (a) can explore arbitrary numbers
of mRNA and protein molecules. The stationary distri-
bution of the PDMP in panel (c) however has bounded
support, because intrinsic noise is discarded. The dis-
tribution in panel (f) does not include effects of intrinsic
noise either, but the environmental stochasticity has been
approximated by Gaussian noise, restoring an unbounded
support. This leads to the seemingly better agreement of
(f) with the full model.
We are not necessarily proposing all eight approxi-
mations in Figs. 8 and 9 as starting points for further
analysis or simulation. For instance, it is not easy to find
analytical descriptions for the stationary distribution
of the piecewise diffusive description in panel (b), and
the piecewise deterministic model in panel (c). This
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is only feasible for simple models, see also our earlier
work [62]. The SDE in panel (e) on the other hand (i.e.,
approximating both intrinsic and extrinsic randomness
as Gaussian noise) allows for the stationary distribution,
among other things, to be approximated analytically;
following a linearisation of the noise terms (LNA)
in Eq. (63), the resulting distribution is a bivariate
Gaussian. At this level of approximation the stationary
distribution can be obtained analytically. In this re-
spect, approximation (e) can be seen as a useful trade-off
between accuracy and practical analytical results in our
limit of interest, at least for the unimodal distribution
of the current model. We will also discuss the SDE as a
starting point for efficient simulations in the context of
the next example.
B. Bimodal genetic switch
1. Model
The simple model of protein production in the previ-
ous section shows a unimodal distribution. Pluripotent
stem cells have the ability to differentiate into several
possible cell types [45, 91, 92]; the basic features of the
networks of genes, transcription factors and epigenetic
variables leading to these cell-fate decisions are a cur-
rent focus of research [83, 93–95]. Several hypotheses ex-
ist about the mechanisms leading to cell differentiation;
among these it has been proposed that excursions of the
genetic circuit into different areas of state space might
contribute to steering cells towards distinct differentiated
states [91, 92]. Bimodal distributions are observed in a
variety of biological switches [29, 46, 96–98]. In this Sec-
tion we discuss a stylised model of processes leading to
bimodal distributions; the difference to the model in the
previous Section is that this extended model admits a
multi-modal stationary distribution. In the context of
the above hypothesis, these different peaks would lead to
distinct differentiated states.
The model describes a single gene G, with a promoter
site which can bind to a total of up to N molecules of pro-
tein. Each protein molecule binds with a rate λk+/Ω, and
unbinds with a rate k−. Binding and unbinding are se-
quential [99]. Depending on the current state of the gene
(i.e., the number of bound proteins, σ = 0, 1, . . . , N),
mRNA molecules are produced with rate Ωbσ. As in
the previous section mRNA in turn decays with (per
capita) rate d; mRNA leads to the production of protein
molecules with a rate β per mRNA molecule. Protein
molecules finally decay with rate δ. The model can be
summarised by the following reactions
Gσ + P
λk+/Ω−−−−−⇀↽ −
λk−
Gσ+1, for σ < N
Gσ
Ωbσ−−−→ Gσ +M,
M
d−−−→ ∅, M β−−−→M + P, P δ−−−→ ∅.
(65)
where M and P refer to molecules of mRNA and protein,
respectively.
Mathematically, the two main differences compared to
the model in the previous section are the following: (i)
the environment (the gene) can take more than two states
(σ = 0, 1, . . . , N); (ii) the overall rate with which switches
from state σ to σ + 1 occur (σ < N) depends on the
number of protein. Each protein molecule contributes
λk+/Ω to the switching rate; the total rate of switching
from state σ < N to σ + 1 is λk+Np/Ω, if the number
of proteins is Np. This means that the environmental
switching depends on the state of the population.
Different architectures of the genetic switching and as-
sociated mRNA-production rates are discussed in the lit-
erature, e.g. [70, 93–95, 100]. We focus on N = 2, i.e.
there are three possible envirommental states, σ = 0, 1, 2.
We also assume that mRNA molecules are produced with
a common basal rate in gene states σ = 0, 1, i.e. we set
b0 = b1. When the maximum of N = 2 proteins are
bound to the gene mRNA is produced with the activated
rate Ωb2, where b2 > b0 [45].
2. Comparison of the different approximation schemes
As in the previous model we test the eight different
approximations in Fig. 8. In order to derive the reduced
master equation, we need to go beyond the formalism
of Sec. III B, as the environmental switching depends on
the state of the population of mRNA and proteins. The
construction therefore starts from Eqs. (8) and (9), with
three environmental states σ ∈ {0, 1, 2}. The calculation
leading to the reduced master equation for this model is
tedious, but straightforward. The expression for the re-
duced master equation is lengthy, and given in Appendix
D 1.
For large but finite Ω, the piecewise-diffusive process
for this model is as in Eq. (62); the only difference is
in the dynamics governing σ(t). The approximation cor-
responding to the central box in Fig. 8 is given by the
stochastic differential equations
m˙ = (bavg(p)− dm) +
[
gmi (m, p)
2 + gme (m, p)
2
]1/2
ηm(t),
p˙ = (βm− δp) + gpi (m, p)ηp(t), (66)
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FIG. 10. Stationary probability distribution of the populations of mRNA and protein molecules for the full model in Sec. VIII B,
and the eight levels of model reduction in Fig. 8: (a) full model; (b) piecewise-diffusive process; (c) piecewise-deterministic
Markov process; (d) reduced master equation; (e) SDE with switching noise and demographic noise; (f) SDE with switching
noise; (g) master equation with average rates; (h) SDE with demographic noise; and (i) rate equation (N represents a delta
peak). Parameters: N = 2,Ω = 50, b0 = b1 = 1, b2 = 20, d = 9.2, β = 50, δ = 1, k− = 0.025, k+ = 1 and λ = 1250.
where
bavg(p) =
b0k
2
− + b0k−k+p+ b2k
2
+p
2
k2− + k−k+p+ k2+p2
,
gme (m, p) =
√√√√2k−k2+p2 [k2− + 3k−k+p+ k2+p2]
λ
(
k2− + k−k+p+ k2+p2
)3 (b2 − b0)2,
gmi (m, p) = Ω
−1/2
√
bavg(p) + dm,
gpi (m, p) = Ω
−1/2
√
βm+ δp.
(67)
Again it is straightforward to obtain the approximations
(f), (h) and (i), by either sending the amplitude of the in-
trinsic noise (gmi and g
p
i ) to zero, or of the environmental
noise (gme ), or that of both.
Figure 10 shows the stationary distributions obtained
for the full model, and for the different approximations.
All data is from direct simulations, except (d) which is
discussed further below. As before, the arrangement cor-
responds to that in the schematic of Fig. 8, and for each
approximation we report the JSD relative to the station-
ary distribution of the full model in panel (a). The JSD in
panel (f) is lower than that in (d) for the same reason as
in the previous section. A similar effect is seen comparing
(h) and (g). The figure also demonstrates the bimodal
structure of the stationary distribution is induced by the
intrinsic noise; it is present in each panel in the left-hand
and centre columns, but in none of the panels in the
right-hand column. While the model is stylised and not
intended to directly model a particular biological system
Fig. 10 demonstrates that analyses of this type may help
to establish the origin of relevant biological features—in
this case bimodality linked to pluripotency and cell-fate
decision making is due to intrinsic rather than extrinsic
noise.
On a technical note, we add that approximation (d),
the reduced master equation, does not in itself define a
Markovian process for this model, due to the appearance
of negative rates (see Appendix D 1). We have generated
the data for the stationary distribution of the reduced
master equation in two different ways. One is direct nu-
merical integration of the reduced master equation, this
leads to a JSD relative to the distribution for the full
model of approximately 7.6× 10−5. The second method
consists of Gillespie simulations of an approximation to
the reduced master equation (D1), in which sub-leading
terms of order Ω2/λ are kept, but those of order Ω/λ
are discarded; specifically, we have set $1 = $2 = 0 in
Eq. (D1) for the purpose of these simulations. This leads
to a Markovian process, and sample paths can hence be
generated using the standard Gillespie algorithm. The
JSD for the stationary distribution obtained in this way
from that of the full model is found to be approximately
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9.1 × 10−5. Visually, the results from the two methods
are indistinguishable, and their JSD from each other is
approximately 1.3× 10−5, almost an order of magnitude
lower than the JSD of either of the two from the station-
ary distribution of the full model.
3. Efficient simulations and required computing time
Although in the previous two examples we have carried
out all eight different approximations, we remark that
some prove more useful than others in terms of providing
an efficient simulation scheme for specific applications.
The purpose of collating data from the different levels
of model reduction in Figs. 9 and 10 was to give an
illustration of the schematic Fig. 8 in the context of two
concrete examples.
The approximation as an SDE [panel (e) in Figs. 8, 9
and 10] provides a good starting point for simulations of
systems with intrinsic noise of small and moderate am-
plitude, and fast-switching environments. The SDE is an
approximation, but it retains both intrinsic and extrinsic
noise. In the context of simpler models, we have already
used the SDE to carry out further mathematical analysis
using the LNA (see Sec. VII D). To further illustrate the
possible advantages of the approximation as a SDE, we
have investigated the amount of computing time needed
to carry out simulations of the full model in Eq. (65),
and of the SDE (66). Broadly speaking, the number of
environmental switching events per unit time in the full
model can be expected to scale as λ, and the number
of events in the population per unit time grows as Ω.
One would therefore expect the computing time required
to generate a given number of sample paths for the full
model up to a specified end time to grow when λ or Ω
are increased. This is confirmed in Table I. As seen in
Table I the time required to generate sample paths of the
SDE (66) is independent of λ and Ω, as these only enter
in the noise strength. These results indicate that sim-
ulations of the SDE can be carried out more efficiently
than those of the full model, especially when either the
environmental switching is fast, or the typical population
size large, or both. This is also the regime in which the
SDE approximation becomes increasingly accurate.
C. Genetic network with multiple genes
A related model, as considered in Ref. [9], involves N
identical promoter genes, G(i) (i = 1, . . . , N), which can
each be in their ‘on’ or ‘off’ states, and switch between
these independently. This is different from the model in
the previous section where a single gene can bind up to N
molecules of protein. The N genes operate ‘in parallel’;
for the dynamics of the population only the total number
of genes in each state matters. As a consequence, there
are N + 1 different environmental states describing the
configuration of the genes. We use the number of genes
λ Ω
computation time (s) for
full model
computation time (s) for
SDE with switching and
demographic noise
500 50 62.4 34.3
1000 50 74.0 34.4
1500 50 85.0 34.4
2000 50 93.2 34.4
1250 20 40.4 34.5
1250 40 67.4 34.7
1250 60 95.7 34.4
1250 80 123.2 34.3
TABLE I. Comparison of the simulation time of the full model
Eq. (65) and the SDE (66). The Gillespie algorithm and
Euler–Maruyama method (dt = 5 × 10−3) are used, respec-
tively, to simulate the system up to time 104. While the
simulation time of the full model increases with λ and Ω, the
simulation time for the SDE is independent of λ and Ω.
in the ‘on’ state to label these states, σ ∈ {0, . . . , N}.
We leave out the mRNA dynamics, and focus only on
protein production and decay. We assume that each gene
in its ‘on’ state contributes Ωb1 to the total production
rate, and each gene in its ‘off’ state contributes Ωb0. As
before the parameter Ω controls the typical size of the
population of protein molecules. We then have Ωbσ =
(N − σ)Ωb0 + σΩb1 for the total production rate. The
model is defined by the reactions
G
(i)
off
Ωb0−−→ G(i)off + P,
G(i)on
Ωb1−−→ G(i)on + P,
G
(i)
off
λk1−−⇀↽ −
λk0
G(i)on ,
P
δ−−→ ∅,
(68)
where the reactions for different genes i = 1, . . . , N run
independently. The SDE description of the model in the
limit of large but finite Ω and λ is of the form
p˙ = Nbavg − δp+
[
gi(p)
2 + ge(p)
2
]1/2
η(t), (69)
where each gene contributes an average rate of produc-
tion bavg = (b0k0 + b1k1)/(k0 + k1). The contribution to
the noise from intrinsic fluctuations has amplitude
gi(p)
2 =
1
Ω
(Nbavg + δp) . (70)
The environmental noise comes from the switching be-
tween the N + 1 gene configurations; each gene switches
between its on and off states independently. Follow-
ing the earlier examples, one expects a contribution
2k0k1(b0 − b1)2/[λ(k0 + k1)3] to the variance of the envi-
ronmental noise from each gene, so that the total variance
is
ge(p)
2 =
2Nk1k0 (b0 − b1)2
λ (k0 + k1)
3 . (71)
We note that the relative fluctuations of the total produc-
tion rate [i.e., the ratio ge(p)/(Nbavg)] scales as N
−1/2.
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Mathematically, the transition rate matrix for the
N + 1 environmental states may be written as the tridi-
agonal matrix
Aσ→σ−1 = λk0σ, for σ ≥ 1,
Aσ→σ+1 = λk1(N − σ), for σ ≤ N − 1,
Aσ→σ±j = 0, for j ≥ 2,
(72)
together with the convention Aσ→σ = −Aσ→σ−1 −
Aσ→σ+1. The formalism of Sec. III can then be applied,
but becomes algebraically tedious. Using numerical al-
gebra packages we have verified Eq. (71) up to N = 100.
D. Genetic circuit with exclusive binding
Next, we consider a circuit with exclusive promoter
binding [101, 102]. The model describes two genes GA
and GB , and two corresponding proteins PA and PB .
Proteins PA and PB bind to genes of the opposing type,
GB and GA, respectively, with (per capita) rates λκ1/Ω
and λµ1/Ω. They unbind from these promoters with
rates λκ0 and λµ0. These binding and unbinding re-
actions can be summarised as follows:
GAunbnd. +G
B
unbnd.
nBλκ1/Ω−−−−−−⇀↽ −
λκ0
GAbnd. +G
B
unbnd.,
GAunbnd. +G
B
unbnd.
nAλµ1/Ω−−−−−−⇀↽ −
λµ0
GAunbnd. +G
B
bnd.,
(73)
where the subscripts ‘bnd.’ and ‘unbnd.’ indicate
whether the gene is bound to a protein or unbound, re-
spectively, and where nA and nB are the numbers of
molecules of proteins of type A and B. In this model
either gene GA or gene GB can be bound, but not both
simultaneously. This is due to spatial considerations of
the binding process: owing to the proteins size and the
proximity of the genes, the binding of a particular protein
blocks the other protein from binding [101, 102]. When
gene GA is bound, proteins of type A are produced with
rate Ωα0, and when it is unbound they are produced with
rate Ωα1. Similarly when gene G
B is bound, proteins of
type B are produced with rate Ωβ0, and when it is un-
bound they are produced with rate Ωβ1. To summarise,
the protein production rates in the three gene configura-
tions are as follows:
production production
rate PA rate PB
GA, GB unbound: Ωα1 Ωβ1
GA bound: Ωα0 Ωβ1
GB bound: Ωα1 Ωβ0.
In this model one protein inhibits the expression of the
other, i.e., α0 < α1 and β0 < β1. Additionally, protein A
degrades with rate γ and protein B with rate δ.
In this model the birth rates of the two types of pro-
teins are not independent; rather, they are connected
through the state of the environment (the binding status
of the two genes). Furthermore, when production of one
protein is inhibited (for example protein A when GA is
bound), the other protein is expressed with a higher rate
(GB unbound). This is an example of a model of the
kind considered in Sec. IV where we showed how anti-
correlations lead to negative rates in the reduced master
equation. The reduced master equation for this model is
lengthy, we present it in Appendix D 2.
Figure 11 shows the results for the stationary distribu-
tion obtained from numerical integration of this reduced
master equation; we also show the stationary distribu-
tions of the full model and of the adiabatic approxima-
tion. As seen in panel (d) of the figure the reduced mas-
ter equation reproduces the stationary distribution of the
full model with greater accuracy than the adiabatic ap-
proximation.
E. Staged switching of the environment
In many situations the switching between environmen-
tal states is not purely Markovian. Periodic switching be-
tween environmental states has been considered in exper-
imental and theoretical studies of bacterial populations;
for example the presence or absence of antibiotic treat-
ment according to a periodic protocol. As a bet-hedging
strategy, the bacteria respond to time-dependent exter-
nal stresses with phenotypic heterogeneity [6, 82, 103–
105]. In this context it is therefore important to be able
to study stochastic populations coupled to environments
with non-Markovian dynamics.
In this Section we consider an example in which there
are two distinct environmental conditions, labelled 0 and
1. In contrast with the previous examples, each of these
conditions consists of several identical, internal states (or
stages), which are traversed in sequence. Similar setups
have been used to model dynamics which fall between
the purely periodic and purely Markovian limits, see e.g.
Refs. [6, 106, 107].
The model is illustrated in Fig. 12(a). There are N
environmental states which correspond to environmental
condition 0, and M states that correspond to environ-
mental condition 1. States in condition 0 transition to
the next state with rate λk1N , and states correspond-
ing to condition 1 transition to the next state with rate
λk0M . The environment cycles through all states in or-
der, as indicated in the figure.
In this way, the time spent in condition 0 before switch-
ing to 1 is Γ(N,λNk1)-distributed, and similarly the time
spent in condition 1 follows a Γ(M,λMk0) distribution.
Independent of N and M , the environment spends an av-
erage time (λk1)
−1 in condition 0 before it switches to 1,
and then an average time (λk0)
−1 in condition 1 before
it switches back to condition 0. Increasing the number
of states N and M leads to an increased regularity of
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FIG. 11. Stationary distribution for the genetic circuit with exclusive binding (Sec. VIII D) from numerical integration of (a) the
full master equation with explicit environment, (b) the reduced master equation Eq. (D4), and (c) the adiabatic approximation
which considers average rates. Panel (d) shows the marginal distribution of nA−nB in order to compare the three distributions.
Parameters Ωα1 = 20, Ωα0 = 0, λκ0 = Ωλκ1 = 20.
time spent in each condition. The limit N,M → ∞ in
particular corresponds to periodic switching between the
two conditions.
For simplicity we disregard intrinsic noise in this exam-
ple and focus on a piecewise-deterministic process. We
assume that the dynamics are given by x˙ = v0(x) if the
environment is in condition 0, and by x˙ = v1(x) if it is
in condition 1. Based on the formalism of Sec. III, we
use a symbolic algebra package to solve Eq. (9), where
the operatorMσ is substituted by the Liouville operator
Lσ = −∂xvσ(x). We use this to derive an SDE in the
limit of fast but finite environmental dynamics. We find
x˙ = vavg(x) + ge(x)η(t), (74)
where η(t) is white Gaussian noise, and where the drift
and diffusion terms are given by
vavg(x) =
k0v0(x) + k1v1(x)
k0 + k1
,
ge(x) = λ
−1/2
√
k1k0(N +M) [v0(x)− v1(x)]2
NM (k1 + k0)
3 .
(75)
We have not attempted to formally prove this for general
N and M ; rather, we tested this result for a range of
combinations N,M < 150 and found it to be true for all
tested values.
In Fig. 12(b) we use a specific example, where the drift
is v0(x) = b0 − x and v1(x) = b1 − x; this choice corre-
sponds to the protein production model considered in
Sec. III C. In this figure we compare the stationary dis-
tributions obtained from simulation of the PDMP with
the stationary distribution obtained analytically from
solving the one-dimensional Fokker–Planck equation for
Eq. (74). We show this data for different choices of N
and M in Fig. 12(b), restricting to N = M for simplicity.
Similarly, we compare the variance of the stationary
distributions from the PDMP and the SDE in Fig. 12(c).
The parameters λ, k1, and k0 are kept fixed; we focus
again on the case N = M , and vary this number of inter-
nal states. Analytical results from the SDE and numeri-
cal simulation of the PDMP agree well for N,M < 100,
but there are deviations when N = M becomes large.
This is due to fact that the PDMP tends to a determin-
istic limit cycle; this limit cycles leads to a finite vari-
ance of the corresponding distribution, indicated by the
dashed line of Fig. 12(c)]. These limit cycle dynamics are
not captured by the SDE.
The model as described above is only defined for in-
teger values of N and M . However, the distribution of
waiting times in either environmental condition can be
generalised to the case of gamma distributions with non-
integer shape parameters. The interpretation as a series
of internal states within conditions σ = 0 and σ = 1 then
no longer holds, but simulations of the model can still be
carried out, drawing waiting times directly from the ap-
propriate gamma distributions. The SDE (75) remains
unaltered, and it provides an accurate description of the
dynamics of the model also when N and M are not in-
tegers. This can be seen in Fig. 12(c), where many of
the markers (circles) correspond to simulations for non-
integer values of N and M .
F. Reliability analysis and crack propagation
The formalism we have developed can also be applied
to the calculation of time-to-failure in models of indus-
trial systems. One of the challenges in this field is to
capture features of real-world systems in tractable math-
ematical models. In this context, many authors have used
piecewise-deterministic processes with Markovian exter-
nal environments. These models incorporate discrete en-
vironmental effects such as different modes of operation,
external stresses or loads [22–24]. In these applications
there is often a clear separation of time scales, the en-
vironmental switching is a much faster process than the
degradation of the system. For example a piece of ma-
terial may be subject to mechanical load which changes
several times a day or hour, and the degradation of the
material occurs over months or years.
Specifically, we consider the example of fatigue crack
growth; this is an engineering problem describing the
growth in the length of a crack in a mechanical com-
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the same quantities for tenfold increased switching rates. Model parameters are given in the text.
ponent. One such model uses a piecewise-deterministic
Markov process to describe the growth of the length of a
crack [19–21, 108] as follows,
x˙ = xb × vσ(t), (76)
where x is the crack length, the exponent b > 0 is a
constant, and where as before σ(t) represents the state
of the environment at time t. The factor vσ takes into
account that the crack grows faster in some environments
than in others. Transitions from state σ to σ′ occur with
rate λAσ→σ′ .
Given an initial length x0, we are interested in the
time it takes to reach the threshold length x = L; this
is when the component is deemed unreliable. We use
the formalism of the earlier sections to approximate the
PDMP as an SDE in the limit of fast (but not infinitely
fast) environmental switching (λ  1). We then find
the first-passage time of this SDE through the thresh-
old value. While diffusive processes have been used as
starting points in models of reliability [109, 110], we sys-
tematically reduce the PDMP to an effective stochastic
differential equation.
In the simplest case of two environmental states (and
writing A0→1 = k1, A1→0 = k0 as before), Eq. (76) can
be approximated as by the SDE
x˙ = xbvavg + g x
bη(t), (77)
where
vavg =
k0v0 + k1v1
k0 + k1
, g2 =
2k0k1(v0 − v1)2
λ(k0 + k1)3
. (78)
Higher-order terms in λ−1 have been discarded. For the
special case of exponential growth, b = 1, the SDE ap-
proximation turns into geometric Brownian motion. In a
different context this has been implemented in Ref. [31].
We proceed to find the first-passage time of the process
in Eq. (77) through the threshold L. This can be done
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following Ref. [111], but with a modification allowing for
b 6= 1. As a first step we apply the transformation
y =

lnx b = 1
x1−b−1
1−b b 6= 1.
(79)
The SDE (77) can then be written
y˙ = vavg + g η(t). (80)
For such a process, the distribution of first passage times
through a given threshold is known [111]. Returning to
the original variables, we obtain the probability density
Q(x0, t) of first-passage times of the process Eq. (77)
through L, if started at position x0 at time t = 0. For
b = 1 one finds
Q(x0, t) =
|ln(L/x0)|
gt(2pit)1/2
exp
−
[
ln(L/x0)− (vavg − g
2
2 )t
]2
2g2t
 ,
(81)
and for b 6= 1 one has
Q(x0, t) =
1
gt(2pit)1/2
∣∣∣∣∣L1−b − x1−b01− b
∣∣∣∣∣
×
−
[
(L1−b − x1−b0 )/(1− b)− (vavg − g
2
2 )t
]2
2g2t
. (82)
This approach can be extended to models with more
than two environmental states, leading to modifications
in the noise strength g. We demonstrate this with a
numerical example. We use the parameters suggested
in Ref. [108], in particular b = 1.5, and
λA =
−40 40 054 −60 6
20 0 −20
, v =
 1.00.9
1.2
.
The initial crack length is x0 = 9, and we use L = 50
as the threshold for the onset of failure. Compared to
Ref. [108] we have rescaled time. Implementing our the-
ory shows that the process can be approximated by the
SDE (77) where vavg = 69/70 and g
2 = 141/274400. This
is obtained from solving Eq. (9) with a numerical alge-
bra package, again substituting the operator Mσ with
the appropriate Liouville operator. Figure 13(a) shows a
sample path of the PDMP generated by Monte Carlo sim-
ulation, while the background indicates the state of the
environment. Figure 13(b) shows the probability that a
given component is still reliable at time t. The black line
is obtained through Monte Carlo simulations, whereas
the dashed line is the prediction of Eq. (82). For the
specified parameters, the two lines show agreement. In-
creasing the switching rate [Fig. 13(d)] strengthens this
agreement.
IX. SUMMARY AND CONCLUSIONS
We have developed methods for the reduction and ap-
proximation of the dynamics of discrete stochastic sys-
tems coupled external environments with a finite num-
ber of discrete states. Our analysis focuses on the limit
in which the environmental dynamics are fast relative to
that of the system, but where the time scale separation
is not necessarily infinite. In particular, we have derived
reduced dynamics for the open system, capturing next-
order corrections to the adiabatic limit.
The model reduction leads to master equations with
bursting, and—in some cases—with negative transition
‘rates’. Our analysis shows that negative (pseudo-) prob-
abilities can arise from such non-Markovian reduced dy-
namics, and it suggests that these negative transients
only occur on time scales shorter than than that of the en-
vironment. The reduced dynamics—obtained by coarse
graining the environmental process—does not resolve the
physics of the problem on such fine time scales. The oc-
currence of bursting reactions can be understood further
by looking at the time evolution of individual sample
paths of system and environment over a finite time inter-
val. This leads to a discrete-time approximation for the
dynamics of the open system. The path of the environ-
ment in one time step can be approximated by Gaussian
random variables; bursting in the system results from
fluctuations of this discrete-time Gaussian process.
We find that trajectories obtained using a simulation
algorithms adapted from open quantum systems to the
classical case do not reproduce statistical features of sam-
ple paths of the full model of system and environment.
This suggests further work on the relation of full and
reduced dynamics in the quantum context. We note
one potentially important difference between the classical
and the quantum cases; the origin of non-Markovianity in
open quantum systems is often attributed to a two-way
exchange of information between the system and the en-
vironment [26, 27]. This mechanism is not available in
some of the examples we have looked at, even though
these models still lead to negative rates in the reduced
dynamics (Sec. IV).
We placed our reduction schemes in the context of ex-
isting work on piecewise-deterministic Markov processes,
and piecewise-diffusive processes. In particular we study
combined expansions in the relative time-scale of the en-
vironment and/or the strength of the intrinsic noise. This
provides a more complete picture of different approxima-
tions for systems with intrinsic noise and environmental
fluctuations. We also introduced a scheme approximat-
ing such a process as a SDE, capturing both switching
and demographic noise. We expect this tool to facilitate
efficient simulation of open systems.
We have demonstrated how these results can be used to
study a number of problems in different areas. In particu-
lar, the reduction schemes we have proposed allow for an
approximation of the open system in terms of stochastic
differential equations. The approximation is valid when
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populations are large and the environmental process fast.
In this situation simulations of the full dynamics of the
population and the environment are particularly costly.
The stochastic differential equation approximates both
the intrinsic and the extrinsic randomness as Gaussian
noise, and it can be used to carry out simulations more
efficiently. As we have shown, it also allows for analyt-
ical progress in some cases. We have used the different
approximation schemes for a varied set of applications,
including models of genetic circuits, cases in which the
switching between external conditions is non-Markovian,
and a model of crack propagation. These applications
are only a selected set of examples of situations in which
switching environments play a role. We expect that the
model-reduction schemes we have developed will be of
use for further open classical systems in biology and the
physical sciences, and in other disciplines. In Sec. VII we
have related the different approximations to each other,
and to existing work. This may help to select the most
appropriate approximation method for specific applica-
tions.
Our work raises a number of questions for future work.
For example, it would be interesting to study in more de-
tail the analogies and differences between non-Markovian
reduced dynamics for open quantum systems and for clas-
sical systems coupled to fast environments. As a first
step, one might focus on classical systems in which the
dynamics of the environment depends on the state of the
system itself (such as in the examples in Secs. VIII B
and VIII C), and try to characterise the mathematical
structure of the resulting reduced dynamics, and the in-
formation flow between system and environment. We
also note that we have found non-Markovian features in
the reduced dynamics at sub-leading order only when
the system itself has discrete states, but not when the
population is described by a piecewise diffusive or piece-
wise deterministic process. Based on the Pawula the-
orem [58, 79] we expect unphysical terms in the latter
cases when the expansion is truncated at higher-orders.
Further work is required to understand in more detail
how these features non-Markovian features emerge in the
combined coarse graining process for the population and
the environment. A separate further line of research
might focus on systems in which the environment takes
continuous states (see e.g. Ref. [10, 29, 30]), and the
comparison with the discrete case.
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Appendix A: State-dependent environmental process
In this Section of the Appendix we briefly consider the case in which the transition matrix for the environmental
process depends on the state of the system proper, i.e., Aσ→σ′ = Aσ→σ′(`). From Eq. (8) we have
d
dt
Π(`, t) =
∑
σ
Mσ [ρ∗(σ|`)Π(`, t)] + 1
λ
∑
σ
Mσwσ(`, t), (A1)
and from Eq. (9) ∑
σ′
Aσ′→σ(`)wσ′(`, t) = ρ∗(σ|`)
∑
σ′
Mσ′ [ρ∗(σ′|`)Π(`, t)]−Mσ [ρ∗(σ|`)Π(`, t)] . (A2)
This serves as a starting point for the further analysis.
1. Adiabatic limit
It is useful to define the following operators, acting on functions f(`),
M̂σf(`) =Mσ[ρ∗(σ|`)f(`)], (A3)
where the right-hand side indicates that the operatorMσ acts on the object inside the square bracket. In the adiabatic
limit one finds [by sending λ→∞ in Eq. (A1)]
d
dt
Π(`, t) = M̂avgΠ(`, t), (A4)
where we now have
Mavg =
∑
σ
M̂σ. (A5)
Example
To illustrate the principle we use a population with n individuals of a single species, and a birth reaction with rate
bσ(n). We then have Mσ = [E−1 − 1]bσ(n). We find
MavgΠ(n, t) = [E−1 − 1]bavg(n)Π(n, t), (A6)
where
bavg(n) =
∑
σ
ρ∗(σ|n)bσ(n). (A7)
We note that bavg(n) carries a dependence on n, even if bσ(n) is itself independent of n.
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2. Next-order contribution
In order to address the sub-leading term in 1/λ, we focus on the case of two environmental states, with switching
rates A1→0(`) = k0(`) and A0→1(`) = k1(`). In this case we have ρ∗(0|`) = k0(`)/[k0(`) + k1(`)], and ρ∗(1|`) =
k1(`)/[k0(`) + k1(`)]. From Eq. (A2) one then finds
w0(`, t) = −w1(`, t) = 1
k0(`) + k1(`)
[
ρ∗(1|`)M̂0 − ρ∗(0|`)M̂1
]
Π(`, t). (A8)
Inserting into Eq. (A1) we have
d
dt
Π(`, t) =MavgΠ(`) + 1
λ
(M0 −M1) 1
k0(`) + k1(`)
[
ρ∗(1|`)M̂0 − ρ∗(0|`)M̂1
]
Π(`, t), (A9)
which can be written as
d
dt
Π(`, t) =MavgΠ(`) + 1
λ
[
M̂0ρ∗(0|`)−1 − M̂1ρ∗(1|`)−1
] 1
k0(`) + k1(`)
[
ρ∗(1|`)M̂0 − ρ∗(0|`)M̂1
]
Π(`, t). (A10)
While this object is quite lengthy, it formally describes the reduced dynamics to sub-leading order in 1/λ, and can be
used for further analysis. The next steps would then depend on the nature of the specific example at hand.
Appendix B: Further remarks relating to power spectra in Sec. V B
1. Cross spectra in adiabatic limit
We find in simulations of the model in Sec. IV A that the cross spectrum SAB(ω) vanishes in the adiabatic limit
(see Fig. 5). This can be understood by inspecting the master equation in the adiabatic limit [obtained from Eq. (21)
by sending λ→∞],
d
dt
Π = γ(EA − 1)nAΠ + δ(EB − 1)nBΠ
+ Ωαavg(E−1A − 1)Π + Ωβavg(E−1B − 1)Π. (B1)
No reaction in this equation involves both types of particles; hence there are no correlations between nA and nB ,
leading to SAB(ω) = 0.
2. Indepence of SAA(ω) from ∆β
We focus on the power spectral density SAA(ω) of the dynamics defined by Eq. (21). Since SAA(ω) is a feature only
of the dynamics of species A, we can integrate out the variable nB in Eq. (21). We obtain the following equation for
the marginal distribution ΠA(nA):
d
dt
ΠA(nA) = γ(Ea − 1)nAΠA(nA)
+ Ω
[
αavg − Ωθ
2
λ
(∆α)2
]
(E−1a − 1)ΠA(nA)
+
Ω2θ2
2λ
(∆α)2(E−2a − 1)ΠA(nA). (B2)
In particular, all terms proportional to ∆α∆β have cancelled out, so that Eq. (B2) should apply to both cases,
∆α∆β > 0 and ∆α∆β < 0. Thus, one would expect the power spectral density SAA(ω) to be independent of the
choice of ∆β (all other parameters kept fixed). This in turn indicates that the spectra SAA(ω) in panels (a) and (c) of
Fig. 5 should come out as identical, if the modified Gillespie algorithm is a valid method of generating sample paths
of the reduced master equation (21). At sufficiently low frequencies one would also expect these spectra to agree with
those obtained from simulating the full model. The observations in Fig. 5 indicate that (i) the spectra SAA(ω) for the
reduced model for ∆α∆β > 0 and ∆α∆β < 0 are markedly different from each other [compare panels (a) and (c)];
(ii) for ∆α∆β > 0, the spectrum SAA(ω) from the reduced model agrees to a good approximation with that from the
full model in the low-frequency range [panel (a)]. For ∆α∆β < 0, these findings suggest a problem in approximating
sample paths of the full model from the reduced master equation, using the renormalisation technique.
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Appendix C: Kramers–Moyal expansion
1. Kramers–Moyal expansion of reduced master equation
In this Appendix we carry out a direct Kramers-Moyal expansion of the reduced master equation (19). This master
equation can be written as
d
dt
Π(n, t) = Ωβ(E−1 − 1)Π(n) + (E − 1)δeffnΠ(n, t) + 1
2
θ2
λ
∆2
[E2 − 1]n(n− 1)Π(n, t), (C1)
where ∆ = δ0 − δ1, and
δeff = δavg − 1
2
θ2
λ
∆2(2n− 1). (C2)
To carry out the expansion we write E2 = 1 + 2Ω∂x + 2Ω2 ∂2x + . . . , and obtain (writing x = n/Ω)
∂
∂t
Π(x) = β
(
−∂x + 1
2Ω
∂2x
)
Π(x) +
(
∂x +
1
2Ω
∂2x
)
δeffxΠ(x) +
1
2
θ2
λ
Ω∆2
(
2∂x +
2
Ω
∂2x
)
x
(
x− 1
Ω
)
Π(x), (C3)
where neglected terms are of order 1/Ω2 or of order θ
2
λ /Ω ∝ 1/(λΩ). There will be further terms in Eq (C3) which
can be neglected at the order we are working at. Next we collect terms
∂
∂t
Π(x) = − ∂x
{[
β − δeffx− θ
2
λ
Ω∆2x
(
x− 1
Ω
)]
Π(x)
}
+
1
2Ω
∂2x
{[
β + δeffx+ 2
θ2
λ
Ω∆2x2
]
Π(x)
}
, (C4)
where another term of order 1/(λΩ) has been dropped. Now we use δeff = δavg − 12 θ
2
λ Ω∆
2
(
2x− 1Ω
)
, and find
∂
∂t
Π(x) = − ∂x
{[
β − δavgx+ 1
2
θ2
λ
Ω∆2x
(
2x− 1
Ω
)
− θ
2
λ
Ω∆2x
(
x− 1
Ω
)]
Π(x)
}
+
1
2Ω
∂2x
{[
β + δavgx− θ
2
λ
Ω∆2x2 + 2
θ2
λ
Ω∆2x2
]
Π(x)
}
, (C5)
where yet another term of order 1/(λΩ) has been dropped. This is the same as
∂
∂t
Π(x) = − ∂x
{[
β − δavgx+ 1
2
θ2
λ
∆2x
]
Π(x)
}
+
1
2
∂2x
{[
1
Ω
(β + δavgx) +
θ2
λ
∆2x2
]
Π(x)
}
, (C6)
i.e., we recover Eq. (42).
2. Reduced Liouville equation
Using LσΠ(x) = −∂x(β − δσx)Π(x) in Eq. (37) gives
∂
∂t
Π = −∂x(β − δavgx)Π(x) + 1
2
θ2
λ
∆2∂xx∂xΠ(x). (C7)
Next we use ∂x (x∂xxΠ(x)) = ∂
2
x
(
x2Π
)− ∂x (xΠ) to write this as
∂
∂t
Π = −∂x
(
β − δavgx+ 1
2
θ2
λ
∆2x
)
Π(x) +
1
2
θ2
λ
∆2∂2x[x
2Π(x)]. (C8)
This is Eq. (47).
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3. Kramers–Moyal expansion for two-species model
Carrying out the Kramers–Moyal expansion on Eq. (21) we find
∂
∂t
Π(x) = γ
(
∂x +
1
2Ω
∂2x
)
xΠ + δ
(
∂y +
1
2Ω
∂2y
)
yΠ + αeff
(
−∂x + 1
2Ω
∂2x
)
Π + βeff
(
−∂y + 1
2Ω
∂2y
)
Π
+
Ωθ2
2λ
(∆α)2
(
−2∂x + 2
Ω
∂2x
)
Π(t) +
Ω θ
2
λ
2 (∆β)
2
(
−2∂y + 2
Ω
∂2y
)
Π
+
Ωθ2
λ
∆α∆β
(
−∂x − ∂y + 1
2Ω
∂2x +
1
2Ω
∂2y +
1
Ω
∂x∂y
)
Π. (C9)
Using Eq. (22), this simplifies to
∂
∂t
Π(x) = − ∂x (αavg − γx) Π− ∂y (βavg − δy) Π
+
1
2
∂2x
(
αavg + γx
Ω
+
θ2
λ
∆α2
)
Π +
1
2
∂2y
(
βavg + δy
Ω
+
θ2
λ
∆β2
)
Π + ∂x∂y
(
θ2
λ
∆α∆β
)
Π, (C10)
which describes the dynamics of the stochastic differential equations in Eqs. (54,55).
Appendix D: Applications—Further details
1. Reduced master equation for bi-stable genetic circuit
In this Appendix we report the reduced master equation for the model described in Sec. VIII B. The reduced
master equation is obtained starting from Eq. (8), where the wσ(`) are determined from (9). We do not report the
full calculation; it is laborious, but ultimately straightforward. The final result for the reduced master equation reads:
d
dt
Π(Np, Nm, t)
= (E−1m − 1)
{
Ωβavg(Np)− 1
λ
Ω2(β2 − β0)2 1
k−
2ψ2
(1 + ψ + ψ2)3
[ψ2 + 3ψ + 1]
}
Π
+(Em − 1)[δmNmΠ]
+(E−1p − 1)[αNm +$1]Π
+(Ep − 1)[δpNp +$2]Π
+(E−2m − 1)
[
1
λ
Ω2(β2 − β0)2 1
k−
ψ2
(1 + ψ + ψ2)3
[
ψ2 + 3ψ + 1
]
Π
]
+(E−1m E
−1
p − 1)(−$1Π)
+(E−1m Ep − 1)(−$2Π), (D1)
where we have introduced the following short-hands (σ = 0, 1, 2),
ψ(Np) =
k+Np
Ωk−
,
ρ∗σ(Np) =
ψ(Np)
σ−1
1 + ψ(Np) + ψ(Np)2
,
∆σ(Np) = ρ
∗
σ(Np + 1)− ρ∗σ(Np),
βavg(Np) =
∑
σ
ρ∗σ(Np)βσ,
$1 =
1
λ
Ω(β2 − β0) 1
k−
{[ρ∗0(Np + 1) + ρ∗1(Np + 1)]∆2 − ρ∗1(Np + 1)∆0}αNm.
$2 =
1
λ
Ω(β2 − β0) 1
k−
{ρ∗1(Np − 1)∆0(Np − 1)− [ρ∗0(Np − 1) + ρ∗1(Np − 1)]∆2(Np − 1)} δpNp. (D2)
We note that $1 > 0, irrespective of the choice of λ, so that the rate of the penultimate reaction in Eq. (D1) is
negative. The rates of all other reactions are non-negative, provided λ is large enough (all other parameters fixed).
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2. Gene circuit with exclusive binding
In this Appendix we report the reduced master equation for the gene circuit with exclusive binding, discussed in
Sec. VIII D. Labelling the states GA and GB not occupied, only GA occupied, and only GB occupied as σ = 0, 1, and
2, respectively, we have the transition matrix elements
A0→1 = nAµ1/Ω, A0→2 = nBκ1/Ω, A1→0 = κ0, A2→0 = µ0, (D3)
where all other off-diagonal entries are zero, and the diagonal elements follow from the convention
∑
σ′ Aσ→σ′ = 0.
For the purposes of the numerical analysis we make the simplification α0 = β0, α1 = β1, and κ0 = µ0, κ1 = µ1, as well
as γ = δ. The reduced master equation in the limit of large but finite λ is then obtained as
d
dt
PnA,nB (t) =
(E−1A − 1)
{
Ω
nBα1κ˜1 + α0(κ0 + nAκ˜1)
κ0 + (nA + nB)κ˜1
− Ω
2
λ
2nBκ0κ˜1(α0 − α1)2
[κ0 + (nA + nB)κ˜1]
3
}
PnA,nB (t)
+
(E−1B − 1)
{
Ω
nAα1κ˜1 + α0(κ0 + nBκ˜1)
κ0 + (nA + nB)κ˜1
− Ω
2
λ
2nAκ0κ˜1(α0 − α1)2
[κ0 + (nA + nB)κ˜1]
3
}
PnA,nB (t)
+
(E−2A − 1) Ω2λ nBκ˜1
[
κ20 + 2nAκ0κ˜1 + nA(nA + nB)κ˜
2
1
]
(α0 − α1)2
κ0 [κ0 + (nA + nB)κ˜1]
3 PnA,nB (t)
− (E−1A E−1B − 1) Ω2λ 2nAnBκ˜21 [2κ0 + (nA + nB)κ˜1] (α0 − α1)2κ0 [κ0 + (nA + nB)κ˜1]3 PnA,nB (t)
+
(E−2B − 1) Ω2λ nAκ˜1
[
κ20 + 2nBκ0κ˜1 + nB(nA + nB)κ˜
2
1
]
(α0 − α1)2
κ0 [κ0 + (nA + nB)κ˜1]
3 PnA,nB (t)
+ γ(E+1A − 1)nAPnA,nB (t) + γ(E+1B − 1)nBPnA,nB (t),
(D4)
where κ˜1 has been introduced as shorthand for κ1/Ω. We have discarded terms of order Ω/λ.
