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XIN HE* AND YAACOV YESHA+ 
Department of Computer and Informalion Science, 
Ohio Stale Unioersity, Columbus, Ohio 43210 
In this paper, we develop a parallel recognition and decomposition algorithm for 
rwo-rerminal series parallel (TTSP) graphs. Given a directed acyclic graph G in edge 
list form, the algorithm determines whether G is a TTSP graph. If G is a TTSP 
graph, the algorithm constructs a decomposition tree for G. Some interesting proper- 
ties of the TTSP graphs are derived in order to facilitate fast parallel processing. 
The algorithm runs in O(log’n flog m) time with O(n +m) processors on an 
exclusive read exclusive write PRAM where n(m) is the number of vertices (edges) 
in G. This algorithm is within a polylogrithmic factor of optimal. ( 19R7 Academic 
Press, Inc. 
1. INTRODUCTION 
The class of two-terminal series parallel (TTSP) graphs finds important 
applications in fields such as electric networks and scheduling problems 
(Duffin, 1965; Lawler, 1978; Monma et al., 1977; and Sidney, 1976). 
Sequential algorithms for solving TTSP grap problems have been exten- 
sively studied. Valdes et al. (1979) presented a linear time sequential 
algorithm which recognizes TTSP graphs and constructs their deconz- 
position trees. Bern et al. (1985) and Takamizawa et al. (1982) developed 
linear time sequential algorithms for solving many graph theoretical 
problems on TTSP graphs (maximum independent set, minimum dominating 
set, maximum matching, etc. ). 
For parallel computations, He and Yesha (1986) shows that if the input 
is given by the decomposition tree form, these problems can be solved in 
O(logm) parallel time with O(m) processors. Although the sequential 
algorithm for constructing a decomposition tree of a TTSP graph exists 
(Valdes et al., 1979), it does not seem parallelizable. Thus the problem of 
* The work of this author was supported in part by an Ohio State University Presidential 
Fellowship and by the Office of Research and Graduate Studies of The Ohio State University. 




641 75. I-? 
CopyrIght (’ 19X7 hy Academic Press. Inc 
All nghtr of reproductmn in any form rexned 
16 HE AND YESHA 
constructing decomposition trees is the bottleneck for parallel TTSP graph 
computations. 
In this paper, we develop such a parallel algorithm. The algorithm deter- 
mines whether a given acyclic muftidigruph G is a TTSP graph. If G is not a 
TTSP graph, it answers “no.” If G is a TTSP graph, the algorithm 
constructs a decomposition tree of G. This algorithm uses a completely 
different approach from the sequential algorithm. It is based on a forbidden 
subgraph characterization of TTSP graphs and utilizes some interesting 
properties of TTSP graphs. The algorithm runs in O(log’ n + log m) time 
with O(n + m) processors where n (m) is the number of vertices (edges) in 
G. Thus combined with the algorithms in He and Yesha (1986) many 
important combinatorial problems on TTSP graphs can be solved 
efficiently in parallel. 
The computation model used in this paper is an exclusive read exclusive 
write parallel random access machine (PRAM). The model consists of a 
number of identical processors and a common memory. In each time unit, 
each processor can read from a memory cell, perform an ordinary 
arithmetic or a logic computation, and write into a memory cell. Con- 
current read from and write into a common memory cell by different 
processors are not allowed. This model is widely used for implementing 
parallel algorithms. 
The present paper is organized as follows: Section 2 introduces 
definitions. In Section 3, we outline the basic strategy of the algorithm. 
Section 4 presents the method for decomposing some special chain-type 
TTSP graphs. Section 5 develops techniques for decomposing general 
TTSP graphs. The implementation and the analysis of the algorithm is 
presented in Section 6. Section 7 concludes the paper. 
2. DEFINITIONS 
A directed graph (digraph) G = (V, E) consists of a set of vertices 
V= V(G) and a set of edges E = E(G). An edge from a vertex u to a vertex v 
is denoted by (u, v) or e(u, u). If multiple edges are allowed, G is called a 
multidigraph. G, = ( V, , E, ) is a subgraph of G, denoted by G L s G, if G, is a 
digraph and V, E V, E, E E. The subgraph induced by a subset V, c V is 
thesubgraphG,=(V,,E,)ofGwhereE,={(u,u)EE(u,vEV,}. 
The indegree, indeg(o), of a vertex v is the number of edges “entering” v. 
The outdegree, outdeg(v), of v is the number of edges “leaving” u. If 
indeg(u) = 0, v is a source. If outdeg(v) = 0, u is a sink. A path is a sequence 
of vertices P=v,... vk such that (vi, vi+ r) E E for 1 < i< k. We denote by 
P,, a path from u to v. If u1 = vk, P is called a cycle. If G contains no cycle, 
G is an acyclic multidigraph, abbreviated as a multidag. 
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DEFINITION 1. A multidag G is a two-terminal multidag if there exists 
exactly one source and exactly one sink in G. 
LEMMA 1. Let G be a two-terminal multidag with source s and sink t. Let 
v be any vertex of G such that v #s, v # t. There exists a path in G from s to 
t passing through v. 
Proof. Obvious. 1 
Let G = ( V, E) be a two-terminal multidag with source s and sink t. Let 
T be any rooted spanning tree of G with t as the root. Since t is the only 
sink in G, such a spanning tree exists. If there is a path in T from a vertex u 
to a vertex v, u is a descendent of v in T and v is an ancestor of u in T. We 
denote by T(x) the subtree of T rooted at x. Let u and v be two vertices 
and let PJP,,) be the path in T from u(v) to t. The first common vertex of 
P,, and P,, is called the nearest common ancestor of u and v in T, denoted 
by NCA.(u, v). The path in T from s to t is called the main path of T and 
denoted by MP( T). Let x be a vertex of T and let y,, . . . . y, be children of x 
in T. We say y, is the heavy child of .Y if 1 T( y,)l = maxi 1 T( yj)l 1 1 <j 6 k > 
(break tie arbitrarily). A path P = vI ... v, of T is a heavy path if vi is the 
heavy child of v, + , for each 1~ i < r. 
Two-terminal series parallel (TTSP) graphs and their decomposition trees 
are defined recursively as follows. 
DEFINITION 2. (1) A digraph consisting of two vertices u and v, and a 
single edge (u, v) is a primitive TTSP graph with u as the source and v as 
the sink. 
(2) If G, and Gz are two TTSP graphs with sources s,, s2 and sinks 
t,, t,, respectively, so is the graph obtained by either of following two 
operations: 
(a) Parallel composition (denoted by G, I/ G,): Identify si with s2, 
and identify t, with t2. The resulting graph has s, ( =s2) as the source and 
t, (= t2) as the sink. 
(b) Series composition (denoted by G * G,): Identify t, with s2. 
The resulting graph has si as the source and t2 as the sink. 
It is easy to see that any TTSP graph is a two-terminal multidag. 
DEFINITION 3. (1) The tree consisting of a single vertex labeled by 
e(u, v) is a decomposition tree of the primitive TTSP graph G = 
({k 1~)~ 144 v)}). 
(2) Let H, and H, be the decomposition trees of TTSP graphs G, 
and Gz, respectively. 
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(a) Let HP be the tree with the root r labeled by p and with H, as 
the left child of Y and H, as the right child of r. Then H, is a decomposition 
tree of the TTSP graph G, = G, // G,. 
(b) Let H, be the tree with the root Y labeled by s and with H, as 
the left child of Y and H, as the right child of r. Then H, is a decomposition 
tree of the TTSP graph G,Y = G, * G2. 
In order to avoid confusion, the vertices of H are called nodes. 
The leaf nodes of H are labeled by edges of G. An internal node x of H is 
labeled either by p or by s indicating which composition is used to 
construct a new TTSP graph from the TTSP graphs represented by the 
children of x in H. Since the parallel composition is symmetric and 
associative and the series composition is associative, the decomposition tree 
of a TTSP graph is not unique. If G contains m edges, any decomposition 
tree T of G consists of nz leaf nodes and total 2m - 1 nodes (since T is a 
binary tree). Figure 1 shows a TTSP graph G and a decomposition tree H 
of G. 
We will develop a parallel algorithm which determines whether a multi- 
dag is a TTSP graph or not. Since the property of having exactly one 
source and exactly one sink can be easily checked on a PRAM (Section 6) 
we will concentrate on two terminal multidags. 
3. REDUCING COMPONENTS OF TWO-TERMINAL MULTIDAGS 
We outline the basic ideas of our parallel algorithm in this section. The 
basic strategy of the algorithm is “divide and conquer.” For the time being, 
suppose G is a TTSP graph and H is a decomposition tree of G. Each node 
x of H represents a subgraph G, of G. G, itself is a TTSP graph and is 
called a reducing component of G. Let xi (16 i < k) be k nodes of H and let 
Gj be the reducing components represented by xi with source ui and sink ui 
(1 d i< k). If we delete all edges and vertices (except ui and vi) of G, 
(1 < i < k) from G and introduce new edges e(u,, 0,) (1 < i < k) into G, the 
G H 
FIG. 1. A TTSP graph G and its decomposition tree H. 
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resulting graph G, is a new TTSP graph. G, is called the reduction of Gi 
(1 6 i 6 k). The subtree Hi of H rooted at X, is a decomposition tree of Gj 
for each 1 < id k. Let H, be the tree obtained from H by deleting all H, 
(keeping xi) and relabel xi by the newly introduced edge e(u,, u,) for 
1 < i< k. Then H, is a decommposition tree of G,. In Fig. 2, the TTSP 
graph shown in Fig. 1 is decomposed into two reducing components 
G,, Gz, and their reduction G,. The corresponding decomposition trees 
H,, H,, and H2 are also shown. 
Our algorithm works as follows: Find a collection G, , . . . . G, of reducing 
components of G and the reduction G, such that lGil < c IG( (0 < i 6 k) for 
some constant c < 1. Then run the algorithm recursively on each G, in 
parallel to construct a decomposition tree H, for each G, (0 < id li). Finally 
construct a decomposition tree H of G from H, (0 d i < k). 
The problem is that we do not know whether G is a TTSP graph. Even if 
G is a TTSP graph, H is not known (this is what we want to find!) In 
order to make this strategy work, we have to characterize the reducing 
components of G by using the properties of G, not the properties of H. 
Throughout this paper, W exclusively denotes the digraph shown in 
Fig. 3. The following forbidden subgraph characterization of TTSP graphs 
is well known (Duffin, 1965; Valdes et a/.. 1979). 
LEMMA 2. Let G he a two-terminal multidag. G is a TTSP gruph ff G 
contains no subgraph homeomorphic to W. (A graph is homeomorphic to W, 
if it consists of four distinct vertices a, h, c, d and pairwise internalll~ r;erte.u 
disjoint paths Phu, PC,‘,, P,, , P,, and P, . J 
In order to facilitate the development of our parallel algorithm, we will 
prove a stronger version of this lemma. 
FIG. 2. The reducing components and the reduction of G 
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a 
FIG. 3. The forbidden subgraph W. 
DEFINITION 4. A forbidden figure is a multidag consisting of four 
distinct vertices a, 6, c, d and the paths Pbu, P,.,, PbC, P,, PdC.. These paths 
may intersect with each other at some internal vertices, but: 
(1) for any x, y, z E {a, b, c, d), x is not on P,.,; and 
(2) the last intersection of the paths PhC and Pbo is not on the 
path P,.. 
LEMMA 3. Let G be a two terminal multidag. G is a TTSP graph ijjf G 
contains no forbidden figure as a subgraph. 
Proof. It is enough to show that a forbidden figure U contains a sub- 
graph homeomorphic to W. Since U is acyclic by definition, Fig. 4( 1) 
shows all possible intersection patterns of the paths of U. The following 
steps will find a subgraph of U homeomorphic to W. 
Step 1: Let a’ be the first intersection of P,, and P,.,. Replace a by a’. 
This gives a graph where P,,. and P,.,. have no interval intersection 
(Fig. 4(2)). 
Step 2. Let b’ be the last intersection of P,,, and PbC. Replace b by b’. 
Replace the path PbC by the portion P,,,.. Replace PbU. by the portion Phsuz. 
Replace P, by the concatenation of P, and the portion P,&. This gives a 
graph where the paths Ph.uC, P,.,, and PhrC have no internal intersections 
(Fig. 4( 3)). 
Step 3. Let d’ be the last intersection of the paths Pdb, and PdC. By 
condition (2) of definition 4, d’ and 6’ are distinct. Replace d by d’. Replace 
the paths P,. and P, by the proper portions. We get a graph where only 
Pd’< may internally intersect with P,!,, or P,.,. (Fig. 4(4)). 
Step 4. If P,,. does not intersect with Ph,rrs, skip this step. Otherwise, 




























FIG. 4. The proof of Lemma 3 
let h” be the last intersection of P,,. and P,,,. We get a graph with vertices 
h’, b”, a’, and c and corresponding paths as shown in Fig. 4(5). 
Step 5. At this point, we have a graph as shown in Fig. 4(6). (If step 
4 is applied, the names of the vertices are different.) Let c’ be the first inter- 
section of P,.,. and P,,.. Replace c by c’. Replace PsC, Pb.<, and P,,, by 
proper new paths. We get a graph homeomorphic to W (Fig. 4(7)). [ 
We next formally define the notions of the reducing components and the 
reduction that are intuitively introduced at the beginning of this section. 
DEFINITION 5. Let G = (V, E) be a two terminal multidag. A reducing 
component of G with head attachment u and tail attachment v is a subgraph 
G, = (V,, E,) of G such that: 
(1) G, is a two-terminal multidag with u as the source and v as the 
sink. 
(2) For any (x, y) E E, y E V, - {u, v} implies x E Vi. 
(3) For any (x, y)eE, XE V, - (u, u} implies YE Y,. 
Intuitively, no edges of G can enter or leave a vertex in V, - {u, u} from 
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the outside of Vi. If no distinction needs to be made, both the head and 
the tail attachment will be referred as attachments. 
Let Gi= (Vi, Ei) (1 6 i<k) be k reducing components of a two-terminal 
multidag G with attachments ui and vi, respectively. Gi are pairwise disjoint 
if for any i # j, Gi and G, have no common edges and at most have their 
attachments as common vertices. 
DEFINITION 6. Let G = (V, E) be a two terminal multidag and 
let G, = (Vi, Ei) (1 < i 6 k) be k pairwise disjoint reducing components 
of G. The reduction of G, (1 6 i< k) is the graph G, = ( VO, E,) 
defined by: Vo= V-(U,~;~k(Vi-{U,,u,f)), Eo=(E-U,.,.kEi)u 
(Ulcjck{e(u,, ui)}), where e(u,, vi) (1 bilk) are new edges. . . 
The following lemma justifies the divide and conquer strategy of our 
algorithm. 
LEMMA 4. Let G = (V, E) he a two-terminal multidag with source s and 
sink t. Let Gi = (Vi, E,) (1 < id k) be k pairwise disjoint reducing com- 
ponents of G with attachments ui and vi, respectively, and let G, be the 
reduction of G, (1 6 i 6 k). Then 
(1) G, is a two-terminal multidag with s as the source and t as the 
sink. 
(2) G is a TTSP graph iff every G, (0 6 i < k) is a TTSP graph. 
Proof. We only consider the case k = 1. For k > 1, the lemma is proved 
by induction. 
(1) G,, is clearly a multidag. We need to show that s is the only 
source and t is the only sink of G,. If s$ v,, then 
SE V-(V, - {u,, vi})= V,. If SE V,, then s must be the source uI of G,. 
Therefore SE V-(V,-{u,,v,})= V,. Similarly te VO. 
Next we show that G, has no other sources or sinks. ui is the only vertex 
in G, whose outdegree in G, is different from that in G. Since u, is not a 
sink in GO (because of the existence of the edge e(u, , vi)), no new sink is 
introduced into GO. So t is the only sink in G,. Similarly s is the only 
source in G,. 
(2) “If”: Suppose both GO and G, are TTSP graphs. Toward a 
contradiction, asume G is not. By Lemma 2, G contains a subgraph G 
homeomorphic to W. Since G, and G, are TTSP graphs, we have: G g G, 
and G & G,. So G contains at least one edge in E,. Since G, is a reducing 
component of G, edges of G can enter or leave V, only through ur or ui . 
Thus G contains a path P in G, from ui to v, (Fig. 5). The graph obtained 
PARALLEL DECOMPOSITION OF TTSP GRAPHS 23 
FIG. 5. The proof of Lemma 4. 
from (3 by replacing P by the edge e(u,, a,) is a subgraph of Go 
homeomorphic to IV. This contradicts that Go is a TTSP graph. 
“Only if”: Suppose G is a TTSP graph. If G, is not a TTSP graph, it 
contains a subgraph G homeomorphic to W. But any subgraph of G, is 
also a subgraph of G. This contradicts that G is a TTSP graph. If G, is not 
a TTSP graph, let G be a subgraph of Go homeomorphic to W. If 
e(u,, u,) $ C, then G is also a subgraph of G. This contradicts that G is a 
TTSP graph. If e(u,, ui)~G, replace it by a path in G, from ui to v,. The 
resulting graph is a subgraph of G and homeomorphic to W. Again, a 
contradiction. 1 
4. DECOMPOSITION OF CHAIN-TYPE TTSP GRAPHS 
In this section, we discuss the decomposition of some special chain-type 
TTSP graph defined as follows. The decomposition of general TTSP 
graphs is presented in Section 5. 
DEFINITION 7. A two-terminal multidag (TTSP graph) G is a chain-type 
two-terminal multidag (chain-type TTSP graph) if there exists a path in G 
containing all vertices of G. 
In this section, we assume G = (V, E) is a chain-type two-terminal 
multidag where I’= { 1,2, . . . . n} and 1 -+ 2 + . . -+ n is a path in G; [i, j] 
denotes the set of vertices x such that i 6 x < j. We will use a rooted 
spanning tree T of G to guide the search for the reducing components of G. 
For each i E L’, define P(i) = max{ j I (i, j) E E). The collection of edges 
{(i, P(i)) 1 i= 1,2, . . . . n - 1 } forms a spanning tree T of G rooted at n, 
called the jump tree of G. Figure 6 shows a chain-type two-terminal 
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: edges in G, not m T  
FIG. 6. A chain-type two-terminal multidag and its jump tree. 
multidag and its jump tree. The solid lines are tree edges. The dash lines 
are nontree edges. 
LEMMA 5. Let G = (V, E) be a chain-type TTSP graph and let T be the 
jump tree of G. For any i E V, define L(i) = min{ j j j E T(i)}. Then: 
(1) For any i, V(T(i))= [L(i), i]. 
(2) For any i > 1, the vertex set [(L(i) - l), i] induces a reducing 
component of G with (L(i) - 1) as the head attachment and i as the tail 
attachment. (If L(i) = 1, let L(i) - 1 = 1.) 
(3) Let i,, . . . . i, be children of i in T such that i, > iz > ... > i,. Then 
i,=i-1 andL(i,)-l=i,+,for l<k<r.Moreover,foranyl<k<r, the 
vertex set [ (L( ik) - 1 ), i] induces a reducing component of G. (If L( ik) = 1, 
let L(ik)- 1 = 1.) 
ProoJ: (1) Suppose that there is a j such that L(i) < j < i and j$ T(i). 
Let k = NCA =( i, j). The subgraph consisting of the vertices L(i), j, i, k and 
the paths L(i) + j, j -+ i, i -+ k, L(i) + i, j + k is a forbidden figure. The first 
three paths are the portions of the chain 1 -+ ... --t n. The last two paths 
are the paths in T (Fig. 7( 1)). This contradicts that G is a TTSP graph. SO 
no such j exists and V( T(i)) = [L(i), i]. 
(2) The condition (1) of Definition 5 is clearly true. We prove 
conditions (2) and (3) of Definition 5. 
Suppose (x, v) is an edge such that y E [L(i), i - 11. Let 





FIG. 7. The proof of Lemma 5 
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vertices x, (L(i) - 1 ), y, k and the paths x + (L(i) - 1 ), (L(i) - 1) + y, 
x + Y, Y + k (L(i) - 1) + k is a forbidden figure (Fig. 7(2)). This 
contradicts that G is a TTSP graph. Thus we must have x > L(i) - 1. 
Hence XE [(L(i)- l), i]. 
Suppose (x, y) is an edge such that x E [L(i), i - I]. If y > i, then P(x) = 
max{j 1 (x, j) E E} 3 y > i and x can not be in T(i). Thus y d i (Fig. 7(3)). 
(3) From (1) we have: V(T(i))= [L(i), i] and V(T(i,))= [L(ik), ik] 
(l<k<r). Since V(T(i))=U,,,,, V(T(i,))u {i} and i,> ... >i,, these . . 
equations imply i, = i - 1 and L( ik) - 1 = i, + , for 1 d k < r. The proof that 
[L(ik) - 1, i] induces a reducing component is similar to the proof of 
(2). I 
LEMMA 6. Let T = (V, E) be any tree with n vertices. There exists a 
vertex i,E V such that either: 
(1) n/36 IT(&)1 <2n/3; or 
(2) ifi,, . . . . i,. are children of i, in T, then 
(a) 1 T(i,)l > 2n/3 and 
(b) IT( <n/3 for l<k<r. 
Moreover, i, can be chosen such that the path in Tfrom i, to the root of T 
is a heavy path. 
Proof Let i,, . . . . i, be children of the root t of T. Suppose i, is the child 
of t such that IT( =max{IT(i,)l 11 <j<r}. If IT( <n/3, t satisfies 
(2). If n/3 6 I T(i,)l d 2n/3, i, satisfies ( 1). If I T(ik)l > 2n/3, repeat above 
procedure on i, until the required vertex is found. Clearly the path from i, 
to t is a heavy path of T. 1 
We next prove the main theorem on the decomposition of chain type 
TTSP graphs. 
THEOREM 7. Let G = (V, E) be a chain type TTSP graph with n 2 12 ver- 
tices. G can be decomposed into a reducing component G, and its reduction 
G, such that IG,l < 5n/6 for i = 0, 1. 
Proof Applying Lemma 6 on the jump tree T of G. Let i, be the vertex 
satisfying Lemma 6. 
If (1) of Lemma 6 is true, let G, be the reducing comonent induced 
by the vertex set [L(i,) - 1, iO] and let G, be the reduction of G, . 
Then: lGll<IT(i,)l+1<2n/3+1d5n/6, and ~Gol<n-lT(i,)~+2< 
n - n/3 + 2 6 5n/6. 
If (2) of Lemma 6 is true, let i,, . . . . i, be children of i, such that 
i, > . . > i,. Since I T(i,)l <n/3 for 1 <k < r, there is a t such that n/3 < 
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CL=, 1 T(iJ] < 2n/3. By Lemma 5, the vertex set [L(I’,) - 1, iO] induces a 
reducing component G, . Let Go be the reduction of G, . Then 1 G, ( < 
2+c;=, IT( d 2 + 2n/3 < 5n/6, and IG,I <(n-C;=1 Ill)+ 16 
(rz-n/3)+ 1 <5n/6. i 
5. DECOMPOSITION OF GENERAL TTSP GRAPHS 
We discuss the decomposition of general TTSP graphs in this section. 
Let G = (V, E) be a two-terminal multidag with source s and sink t. As in 
Section 4, we will use a spanning tree T of G (with t as the root) to guide 
the search for the reducing components of G. 
DEFINITION 8. Let G = (V, E) be a TTSP graph and let T be a spanning 
tree of G rooted at the sink t of G. For any x E V, define the crossing set of 
x with respect to T as: 
CROSS.(x) = {z E V- T(x) 1 there is an edge (z, y) E E such that y E T(x)}. 
LEMMA 8. Let G = (V, E) be a TTSP graph and let T be a spanning tree 
of G. For any .x E V: 
(1) Zf x is not on the main path MP( T), then CROSS.(x) consists of 
exactly one vertex; 
(2) Zf x is on MP(T), then CROSS.(x) = @. 
Proof. (1) Let y be a vertex in T(x). By Lemma 1, there is a path P,s,, 
in G from the source s of G to y. Since x is not on MP( T), s is not in T(xj. 
Let (z, y’) be the last edge of P,,, such that z q! T(x) and y’ E T(x). Then 
I’ E CROSS.(x) and CROSS.(x) contains at least one vertex (Fig. 8( 1)). 
Suppose CROSS,(x) contains more than one vertex. Let z, and z? be 
two distinct vertices in CROSS.(x). Suppose e, = (z,, yi) and e2 = (z,, yz) 
are two edges such that y;~ T(x) and zi$ T(x) (i= 1,2). Let 
v = NCA.( y,, y2) and let w  be the nearest common ancestor of zi, z2, and 
v in T. By Lemma 1, there are two paths P, and P, from the source s to z1 
and z2, respectively. Let q be the last common vertex of P, and P,. 
If q # z, and q#z2, the subgraph consisting of vertices w, z, , v, q and the 
paths z,+w, u+x-+w, zl-+yi+u, q-+ 21, q + z2 + y, + v is a forbid- 
den figure (Fig. 8(2)). 
If q = z2 (the case q = zi is similar), the subgraph consisting of vertices 
W,~lJ2,V and the paths zi+w, u+x-+w, z,-+yl+v, z2-+zir 
z2 --+ y, -+ v is a forbidden figure (Fig. 8(3)). 
In any case, the assumption that CROSS.(x) contains more than one 
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FIG. 8. The proof of Lemma 8 
vertex leads to a contradiction. So CROSS.(x) consists of exactly one 
vertex. 
(2) Let x E MP( T). Toward a contradiction, suppose there is a vertex 
2 in CROSS.(x). Let (2, y) be an edge such that YE T(X) and z$ T(X) 
(Fig. g(4)). Let M’= NCA.(.q z). Clearly M’ # x (otherwise Z-E T(X)) and 
MJ #z (otherwise G contains a cycle). Let P,,, be a path in G from s to z. 
The subgraph consisting of vertices ~3, 2, x, s and the paths 2 -+ ~1, ,Y --) u’, 
z+ y-+x, s -+ I, s -+ z is a forbidden figure. This contradicts that G is a 
TTSP graph. 1 
Let G = ( V, E) be a TTSP graph and let T be a spanning tree of G. By 
Lemma 8, for any x E V- MP(T), CROSS.(x) contains exactly one vertex. 
We denote this vertex by C,(X). For any (u, u) E E, t( $ T(x) and tl E T(x) 
implies u = C,(x). Moreover, for any y E T(x), there exists a path in G 
from C,(x) to y since there exists a path in G from the source s to ~1 and 
this path must pass through C,(x). 
One might think that T(x) u {C,(x)] induces a reducing component of 
G with attachments C,(x) and X. Unfortunately, this is not true: There 
might exist some edges (u, v) such that UE T(x) - {x} and ZI$ T(x). 
However, we will show that T(x) is a “building block” of some reducing 
component of G. 
DEFINITION 9. Let G = ( V’, E) be a TTSP graph and let T be a spanning 
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tree of G. Let x be a vertex on the main path MP( T) and let yI, . . . . yk be 
children of x in T. The resolution graph, denoted by REST(x), of G at x 
with respect to T is the digraph consisting of the vertex set {a,, . . . . &} and 
the edge set {(a,, ai) I C,(yj)E T(Y,)). 
DEFINITION 10. Let G and T be as in Definition 9. The cluster of G at x 
induced by yi with respect to T is: CLUS.(x, yi) = IJj { T(y,)l there 
is a path from uj to a, in REST(x) or j=i}. Define: V,(x, y,)= 
cLusT(x9 Yil” {x9 cT(Y~)j. 
Figure 9(2) shows the REST(x) of the TTSP graph G shown in Fig. 9( 1). 
The set CLUS.(x, yz) is the union of the vertices in subtrees T( yz), T( y3), 
and T(YJ. 
LEMMA 9. Let G = (V, E) be a TTSP graph and let T be a spanning tree 
of G. Let x be a vertex on the main path MP(T) and let y,, . . . . yk be children 
of x in T, where y, is also on MP( T): 
(1) The resolution graph REST(x) is a tree rooted at a, ; 
(2) For each i # 1, the set I/,(x, yi) induces a reducing component of 
G with C,(y,) as the head attachment and x as the tail attachment. 
Proof. (1) For each i # 1, there is at most one edge in REST(x) leaving 
ai. For a,, since C,( y,) does not exist, there is no edge in REST(x) leaving 
a,. Since G is acyclic, it is easy to see that REST(x) is acyclic also. So 
RES,(x) is a forest with a, as one of its roots. 
Suppose there exists a j # 1 such that uj is also a root in REST(x). Then 
C,(y,)$ T(y,) for any 1 <i<k. Let w=NCA,(x, C,(yj)) (Fig. 10(l)). 
Clearly w  # x (otherwise C,( y,) E T( yi) for some i) and w  # C,( yj). Let P 
be a path in G from the source s to C,( yj). The subgraph of G consisting 
of the vertices s, C,( yj), x, w, and the paths s -+ y, -+x, s + C,( yj), x + w, 
cT(Yj) + w, cT(Yj) ‘Yj --t x is a forbidden figure: a contradiction. Thus a, 
is the only root of REST(x) and REST(x) is a tree. 
FIG. 9. The resolution graph 
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FIG. 10. The proof of Lemma 9. 
(2) Condition (1) of Definition 5 can be easily checked. We prove 
conditions (2) and (3) of Definition 5. 
To prove (2) of Definition 5, suppose (u, u) is an edge such that 
VECLUS~(X, yi). We need to show UE V,(x, yi). 
Case 1. D E T( y,). By Lemma 8, either u E T( yi) c V,(X, y,); or 
2.d = C,(Y;) E v,k .Y;). 
Case 2. v # T( y,). Then v E 7’( y,) for some j and there is a path P in 
REST(x) from a, to a,. Let (a,, a,) be the first edge on P. Since UE T(-v,), 
either u E T( v,) or u = C,( y,) E T( y,) G CLUS,(x, .v,). In any case, 
UE V,(x, yi) (Fig. lO(2)). 
To prove (3) of Definition 5, suppose (u, u) is an edge such that 
~ECLUS~(.X, vi). We need to show VE V,(x, y,). 
Suppose u E T( yj) for some j and there is a path P in REST(x) from aj to 
ai. Since ai is not a root in REST(x), there exists an a, such that (a,, a,) is 
an edge in REST(x). Thus C,(yi) exists and C,( Y~)E T( y,). Let 
w  = NCA.(x, v). 
If w  = x, then v E T(x). Hence u E r( y,) for some q where yy is a child of 
X in T (Fig. lO(3)). Since (u, V)EE and VE T(y,), we have 
Cr(y,) = u E T( yj). Thus (a,, a,) is an edge in REST(x). The combination 
of this edge and the path from aj to ai is a path in RES,(x) from a, to a,. 
So u E T( y,) c CLUS.(x, yi) G V-,(x, y,). 
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If w  #x, consider the subgraph of G consisting of the vertices 
MI, U, X, C,( yi) and the paths u + u + w, x -+ w, C,( yi) + C,( y,) + u, 
CT(yi)-+yr+x, u+yj-+x. This subgraph is a forbidden figure 
(Fig. lO(4)). This contradicts that G is a TTSP graph. So this case can not 
occur. (Notice that for the root a, of REST(x), the arguments fail). 1 
Remark. We may compare Lemma 5 with Lemma 9 as follows. 
Let G = (I’, E) be a chain-type TTSP graph where V = (1, . . . . n} and 
1 + 2,..., -+ n is a path of G. Let T be the jump tree of G and let 
L(i)=min(j 1 je T(i)}. Then C,(i)=L(i)- 1. Let i,, . . . . i, be children of 
i in T such that i, > i,> . . . > i,. By Lemma 5, C,(i,) = L(ik) - 1 = 
zk + i E T( i, + i ) for 1 d k < r. Hence the resolution graph RES,( i) consists of 
vertices a,, . . . . a, and the chain a, -+a2 + ... +a,. So CLUS.(i, ik)= 
U~~j.kT(ij)=Ul~i~kCL(ij),ijI=CL(ik),ill and V,(i, ik) = [L(ik), i] u 
{ C,(i,), i} = [L(ik)- 1, i]. Thus the conclusion (3) of Lemma 5 is just a 
special case of Lemma 9. The conclusion (2) of Lemma 5 holds for chain- 
type TTSP graphs. For general TTSP graphs, this is not true. (Namely, the 
set V,(x, y,) does not necessarily induce a reducing component). 
We need one more technical lemma: 
LEMMA 10. Let T be a tree with vertex set {a,, . . . . uk}, where a, is the 
root of T. Suppose each vertex ai (1 <id k) has a weight ~(a,). Let 
TW(a;) = Cu,‘,E Tlu,l w(uj) be the total weight of the vertices in T(ai). Zf 
w(ai) < n/3 for all 1 < i 6 k and TW(a, ) > 2n/3 (n is a fixed number), then 
there exists a vertex a, in T such that either: 
(1) n/3 d TW(a,,) <n/2 and uiO is not the root of q or 
(2) if ai,, . . . . ai, are children of uiO in T, then 
(a) TW(a,,,) > n/2; and 
(b) TW(uJ<n/3 (1 Qjbr); and 
Cc) C;= 1 TW(aJ > 0. 
Proof First observe that if a, satisfies (l), ui, can not be the root a, 
(since TW(a,) 3 2n/3 by assumption). The following procedure finds a,: 
0) aiota,. 
(ii) Let ai,, . . . . ai, be children of a, in T. 
if there is an a, such that TW(ui,) > n/2, then a, c a,,; goto (ii); 
else (* TW(u,,) <n/2 for each 1 <I< r *) 
if there is an a, such that TWja,,) >, n/3 then ai, satisfies (1); 
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else we have: TW(a,) > n/2, TW(a,) < n/3 for each 1 < I6 r; 
and C;= I TW(q,) = TW(aJ - ~(a,,) > n/2 -n/3 = n/6; 
so a, satisfies (2). 1 
Although Lemma 9 is valid for any spanning tree T of a TTSP graph G, 
in order to decompose G into reducing components of proper size, we have 
to use a special spanning tree defined as follows. 
DEFINITION 11. A spanning tree T of a two-terminal multidag G is a 
normal spanning tree if the main path MP(T) is a heavy path. 
We are ready to prove the main theorem on the decomposition of 
general TTSP graphs. 
THEOREM 11. Let G = (V, E) be a TTSP graph with IGI = n > 6 and let 
T be a normal spanning tree of G. Then G can be decomposed into reducing 
components G, (j = 1, . . . . q) for some q and the reduction G, of them such 
that either: 
(1) IG,l < k/6 for each 1 6 j < q and GO contains exactly the vertices 
on MP(T); or 
(2) IG,l d5n/6 for each 06 j<q. 
Proof Applying Lemma 6 to T. Let x,, be the vertex satisfying 
Lemma 6. Since T is normal, x0 can be chosen from the vertices on the 
main path MP(T). 
Case 1. Suppose (1) of Lemma 6 is true: n/3 Q 1 T(x,)[ < 2n/3. Consider 
any vertex x on MP( T). Let y,, . . . . y, be children of x in T where y, is on 
MP(T). In the resolution graph REST(x), a, is the root. Suppose ai,, . . . . air 
are children of a, in REST(x). By Lemma 9, each V,(x, y,,) (1 <j< r) 
induces a reducing component Gj of G. 
If x E PO), then VAX, Y,,) c T(x,). So IG,l = I VAX, yJl d I T(x,)l d 
2n/3 < 5n/6. 
If x4 T(x,), then CLUS,(x, y,,) u (x} c V- T(x,). Hence IG,l d 
JCLUS.(x, y,,)u {x)1 +l<(IVI-IT(x,)l)+l<n-n/3+1<5n/6. 
Perform this decomposition on every x E MP( T). Let G,, . . . . G, be all 
reducing components obtained this way and let Go be the reduction of Gj 
(1 < j Q q). G, consists of exactly the vertices on MP( T). This decom- 
position satisfies (1). 
Case 2. Suppose (2) of Lemma 6 is true: I T(x,)( > 2n/3 and for all 
children y, , . . . . yk of x0 IT( yj)l <n/3. Suppose y, is on the main path 
MP( T). The vertex set of the resolution graph RESr(xo) is {a,, . . . . ak} with 
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a, as the root. Give each vertex ai of RES,(.q,) a weight w(q) = 1 r( yi)l. 
Then ~(a,)= IT( <n/3 for 1 di<k and TW(a,)=C:=, IT( = 
I T(x,)l - 1 > 2n/3 - 1. So TW(a,) B 2n/3. Applying Lemma 10 to the tree 
RES,(x,), one of following two cases holds: 
Case 2.1. There is a nonroot vertex a, in RES,(x,) such that 
n/3 <TW(u,) < n/2. By Lemma 9, V,(x,, y,,,) induces a reducing com- 
ponent G,. Let G, be the reduction of G, . Then 
lG,l = ICLUST(xO, y,)l + 2 = TW(u,,) + 2 Q n/2 + 2 < h/6; 
lGol = IGI - ICLUSr(xO, y,)l = n - TW(ui,,) < n -n/3 < h/6. 
Case 2.2. There is an ai,, such that if ai,,..., u,~ are children of ui, in 
RESr(x,), then C;= i TW(u,/) >n/6 and TW(u,,)<n/3 for 1 <j< r. By 
Lemma 9, each T/,(x,,, y,,) (1% j < Y) induces a reducing component Gj of 
G. Let G, be the reduction of them. Then 
lG,l = (CLUS,(xO, yi,)l + 2 = TW(uJ + 2 <n/3 + 2 < h/6; 
IGo1 =IGl- i ICLUS ( T x0, yil)l = ICI - i TW(ui,) < n -n/6 = h/6. 
j=l i= I 
In either case the decomposition satisfies (2). 1 
6. IMPLEMENTATION 
In this section, we sketch the implementation and analyze the resource 
bounds of our parallel recognition and decomposition algorithm. The 
algorithm is as follows: 
ALGORITHM DECOM. 
Input: a multidag G = (V, E) given by edge list form 
(1) Test if G is a two terminal multidag. If not, G is not a TTSP 
graph, stop; 
(2) If \GI < 12, test and decompose G directly, stop; 
(3) Construct a normal spanning tree T of G; 
(4.1) If T is a chain type two terminal multidag. Try to decompose G 
into Go and G, as in Theorem 7; 
(4.2) If T is not a chain, try to decompose G into G,, . . . . G, as in 
Theorem 11; 
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(5) If either step (4.1) or (4.2) fails, G is not a TTSP graph, stop; 
(6) Recursively call DECOM on Go, . . . . G, in parallel; 
(7) If one of Gi (0 < i < q) is not a TTSP graph, G is not either, stop; 
(8) If every Gi (0 Q i Q q) is a TTSP graph, G is a TTSP graph also. 
The decomposition tree Hi for each Gi has been constructed in 
step (6). Construct a decomposition tree H of G from H, 
(OGi6q). 
End DECOM. 
The correctness of the algorithm is proved by induction on the size of G. 
If G is not a two-terminal multidag, it is not a TTSP graph. The 
DECOM algorithm rejects G at step (1). So we assume G is a two-terminal 
multidag. If 1GI < 12, the algorithm is correct at step (2). Suppose 1GI > 12. 
If G is a TTSP graph, by Theorem 7 or Theorem 11, G will be successfully 
decomposed into smaller TTSP graphs Gj (0 < i < q) at step (4.1) or (4.2). 
By induction hypothesis, Gi (0 6 i< q) will be correctly recognized and 
decomposed at step (6). So the algorithm will recognize G as a TTSP 
graph and construct a decomposition tree for G at step (8). 
If G is not a TTSP graph, on the other hand, then either step (4) (4.1 or 
4.2) fails, or at least one of Gi (0 6 i < q) found in step (4) is not a TTSP 
graph. In the first case, the algorithm rejects G at step (5). In the second 
case, one of G, (0 < i < r) is rejected at step (6) and DECOM rejects G at 
step (7). Hence DECOM is correct. 
We next sketch some implementation details. 
The input to the DECOM algorithm is a multidag G = (I’, E) given by 
edge list form where 1 VI = n and 1El =m. The DECOM algorithm uses 
O(n + m) processors. Each vertex ie V is assigned a processor Pi. Each 
edge e E E is assigned a processor P,. 
In order to simplify the analysis of the algorithm, we assume the 
algorithm performs the following operation as inialization. The processors 
P, (e E E) count the number of edges between each pair of vertices and 
replace them by a single edge. The resulting graph G, is a simple dag (no 
multiple edges). Clearly G is a TTSP graph iff Go is a TTSP graph. 
Moreover, the decomposition tree of G can be easily obtained from the 
decomposition tree of G,. The conversion from G to G, takes O(log m) 
with O(m) processors. This step contributes the O(log m) term in the time 
bound of our algorithm. Thus without loss of generality, we assume that G 
is a simple dag. In particular, G contains at most m = O(n2) edges. Hence 
O(log m) = O(log n). 
Step (1) of DECOM can be implemented as follows: the processors P, 
(eE E) sort the edge set of G according to the second end vertex of each 
edge. This can be done by using the algorithm of Cole (1986) in 
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O(logm) = O(log n) time with O(m) processors. Then the number of 
children of each vertex can be computed in O(log m) = O(log n) time with 
O(m) processors. The vertices with no children are labeled as sources. The 
processors Pi (in I’) compute the number of sources of G in O(log n) time 
with O(n) processors. The number of sinks of G is computed similarly. 
Thus step (1) takes O(log n) time with O(n + m) processors, 
For step (2), since the number of vertices of G is at most 11, this step can 
be implemented in constant time with constantly many processors. 
Step (3) needs more discussion. In order to construct a normal spanning 
tree of G, we first construct an arbitrary spanning tree r, of G - (s} (s is 
the source of G) and then modify 7’, to be a normal spanning tree. 
For each i E V (i # s and i # t), we select one vertex P(i) such that 
(i, P(i)) E E. This selection can be done in O(log m) = O(log n) time with 
O(m) processors. The pointers P(i) represent a spanning tree T, of G - {s}. 
By using the algorithm of Tarjan and Vishkin (1984), ( 1 T,(i)/ 1 ie V- s> 
can be computed in O(log n) time with O(n) processors. Then the heavy 
child of each vertex in T, can be determined. Let x, be tie leaf of T, such 
that the path from x0 to the root t is a heavy path. Since x0 is not the 
source s, we can arbitrarily select an edge ( y,, x0) E E for some y, . 
If y, = s, we are done. If y, # s, we start from y, and travel down To 
along a heavy path of r, until reach another leaf X, of T,. Repeat 
this procedure on x1. Since G is acyclic, we eventually get a 
path P,=s+x,+yk+xk-, -+yk-, + ... -+x1 +y, -+q,, where x1 
(O<j<k) is a leaf of To, yi+xIP, (1 ,<j<k) is an edge not in T,-,, and 
X, + y, (1 <j<k) is a heavy path of To. (Figure 11 is an example with 
k= 2.) We modify To as follows: Let P(s) =xk and P(y,)=xj- 1 for 
1 < j < k. Other pointers P(i) are not changed. These new pointers 
represent a spanning tree T of G. 
t 
FIG. 11. Construction of a normal spanning tree. 
PARALLEL DECOMPOSITION OF TTSP GRAPHS 35 
LEMMA 12. The spanning tree T constructed above is a normal spanning 
tree of G. 
Proof: Let P= P, P, be the main path of T where P, is the path in the 
original tree T, from x,, to t and P, is the path constructed as above. Let x 
and y be any consecutive vertices on P where x is the parent of y. We need 
to show that y is the heavy child of x. 
Case 1. XEP~ and x#x,. For any child z # y of x, clearly 
IT(z)1 < 1 T,(z)\ and IT( y)l > IT,,( y)l. Since PO is a heavy path in T,, 
I To(y)I b I T&N. Thus> I T(z)l G IT(Y 
Case 2. x = xi and y = yi+ , for some i. Since x has only one child y in 
T, y is the heavy child of x. 
Case 3. x is a vertex on the path xi + yi for some i and x #xi. Similar 
to Case 1, we can show that y is the heavy child of x. 1 
In order to implement this procedure in parallel, we define: 
E, = ((6 P(i)) I i is the heavy child of P(i) in T,,}; and 
E, = (select one edge (j, i) for each leaf i of T, >. 
Let E= E, v E, and let T be the subgraph induced by E. Since E, is a 
collection of vertex disjoint paths in G, the indegree of each vertex in T is 1 
(the indegree of the source s is 0). Hence 7 represents a “downward” span- 
ning tree of G where the source s is the “root” and every edge is “toward” s 
in 7. Both E, and E, can be identified in O(logn) time with O(n +m) 
processors. Thus T can be identified in O(log n) time. As described above, 
T contains the path P, needed to construct the normal spanning tree T of 
G (Lemma 12). By using the well-known “pointer jump” technique (Tarjan 
et al., 1984, for example) on the tree T, P, can be identified in O(log n) 
time. After P, is known, the conversion from T, to the normal spanning 
tree T can be done in constant time. So step (3) takes O(log n) time with 
O(n + m) processors. 
Step (4) is the central part of the algorithm. In order to decide which of 
the step (4.1) or (4.2) should be executed, the algorithm tests whether T is 
a chain by checking if any vertex has indegree greater than 1 in T. This can 
be done in O(log n) time. 
If T is a chain, step (4.1) is executed. We construct the jump tree of G as 
follows. At this point, we can assume G is a chain-type two-terminal multi- 
dag with vertex set { 1, . . . . n} and a path 1 + 2 + ... + n. To construct the 
jump tree of G, it is enough to compute P(i) = max{j 1 (i, j) E E) for each 
i E V. This can be done in O(log n) time by the processors P, (e E E). 
By the remark after Lemma 9, the decomposition of G by using 
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Theorem 7 is a special case of the decomposition by using Theorem 11. So 
we only discuss step (4.2) in more detail. 
First ( ) T(i)/ 1 ie Y> are computed in O(log n) time with O(n) processors. 
Then we select a vertex x0 satisfying Lemma 6. This selection can be done 
in O(log n) time. 
Suppose (2) of Lemma 6 is true. The children y,, . . . . y, of x0 in T is iden- 
tified. In O(log n) time, we can build a data structure for each yi such that 
the predicate “z E T( y,)?” can be answered by one processor in constant 
time. Then the processors P,, where e = (z, y), z $ T( yi) and y E T( y,), will 
record “z E CROSS.( yi).” If jCROSSr(y,)J > 2 for any y,, G is not a 
TTSP graph. Otherwise C,( yi) (1 d i< k) are known1 and the resolution 
graph RES,(x,) can be constructed in constant time. Using a similar 
technique, we can find a vertex in RESr(x,) satisfying Lemma 10. A reduc- 
ing component of G is induced by a vertex set V,(x,, yi) = Uj{ T( yj}l there 
is a path from aj to ai in REST(xo) or j= i} u (x0, C,( y,)>. The vertices aj 
in RES,(x,) satisfying this condition can be identified in O(log n) time. 
Since the membership of T(y,) can be tested in constant time, the set 
V,(x,, y,) can be determined in constant time. The processors P, (e E E) 
check if V,(xO, yi) is indeed a reducing component. If not, G is not a 
TTSP graph. Otherwise, I/,(x,, yi) induces a reducing component Gi. The 
reduction G, can be constructed in constant time. 
If x,, satisfies (1) of Lemma 6, the operations described above are perfor- 
med on every vertex x E MP( T) in parallel as in Theorem 11. This will give 
the required decomposition. Thus the total running time for step (4.2) (or 
4.1) is O(log n) with O(n + m) processors. 
Step (5) and step (7) clearly take constant time. Step (6) is the recursive 
call. 
For step (8), if the DECOM algorithm records which edge of G, is 
introduced for each Gi, H can be constructed from Hi (0 < i< q) in 
constant time. 
We next analyze the time and the processor bounds of the DECOM 
algorithm. 
If G has IZ < 12 vertices, step (2) takes constant time. Suppose n > 12. By 
Theorem 11, one application of DECOM on G will decompose G into 
G 0, . . . . G, such that either lGij <h/6 for 0 < i< q; or IGil < 5n/6 for 
1 < i < q and Go is a chain-type two-terminal multidag. In the second case, 
the second application of DECOM will decompose Go into components of 
size at most 5 \G,)/6 < 5n/6 (Theorem 7). Thus the depth of the recursive 
calls is at most 2 log,,, n. Since all steps of DECOM can be executed in 
O(log n) time, the total running time is O(log2 n). Taking the initialization 
step (convert a multidag to a simple dag) into account, DECOM totally 
takes O(log’ n + log m) time. 
On a graph G with n (m) vertices (edges), the algorithm need n + m 
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processors. After G is decomposed into Go, G,, . . . . G,, one new edge and 
two new vertices are introduced for each Gi (1~ i 6 q). So the total number 
of vertices (edges) in Gi (0 < i < q) is n + 2q (m + q). Since G can be decom- 
posed into at most n components, the total number of processors needed is 
at most (n + 2n) + (m + n) = O(m + n). 
In summary we have: 
THEOREM 13. The DECOM algorithm correctly recognizes and decom- 
poses TTSP graphs in O(log* n + log m) time with O(n + m) processors on a 
PRAM. 1 
7. CONCLUSIONS 
We developed a parallel recognition and decomposition algorithm for 
TTSP graps. The algorithm makes essential uses of the forbidden subgraph 
characterization and some interesting properties of TTSP graphs. The 
algorithm runs in O(log* n+log m) time with O(n+ m) processors on a 
PRAM. This algorithm is within an O(log* n + log m) factor of optimal. 
As shown in He and Yesha (1986), if the input is given by the decom- 
position tree form, many theoretical graph problems on TTSP graphs can 
be solved in O(log m) time with O(m) processors. Thus, the decomposition 
algorithm is the bottleneck of parallel computations for TTSP graph 
problems. Any improvement of this algorithm will uniformly improve all 
parallel algorithms for solving TTSP graph problems. 
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