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Introduction
The automatic construction of large high resolution image mosaics is an active area of research in the field of computer vision, image processing and computer graphics. Image mosaicing is commonly used to increase the visual field of view by pasting together many video frames. The camera's field of view is always smaller than the human field of view. Further large objects often cannot be captured in a single picture as is the case in aerial photography. Using a lens having a wider field of view (fish eye lens) can be a partial solution, but the images obtained with such a lens have substantial distortion, further, capturing the entire scene with a limited resolution of video camera compromises image quality. Panoramic mosaics can be created by special devices such as quick time VR, surround video, which move around the camera optical centre. However, it has strong limitations on the imaging conditions. A common solution is photo saucing: aligning and pasting frames in video sequences, which enables a more complete view [12, 8] .
Three major issue are important in image mosaicing:
1. Image alignment: Determines the transformations that align images to be combined into a mosaic. This may be Euclidean (Rigid body) transformation, a similarity transformation, affine or, in the most general case, projective transformation.(see the Appendix for a brief description).
Image registration or image alignment is a fundamental task in image processing to overlay two or more images used. Registration methods can be loosely divided into following classes.
(a) algorithms that use image pixel values directly i.e., correlation method [4] . (b) algorithms that use frequency domain method i.e., Fast Fourier transform based methods (FFT) [10] (c) algorithms that use low level feature such as edges and corners i.e., feature based method [15] . (d) algorithms that use high level features such as identified (parts of) object or a relation between features i.e., graph theoretic methods [10] .
Image cut and paste:
Image mosaicing involves a combination of images which have overlapping regions. The cut and paste process involves selecting this region in mosaics. There are two ways to determine this region.
(a) Using colour/gray scale information from all constituent images for the region of overlap (median, average, etc.) (b) Selecting a region from one of images.
Method (a) requires accurate alignment over the entire image area, otherwise resulting mosaic will be blurred. The method (b) requires alignment only along the seams. This is more useful in cases where camera motion, scene geometry and imaging condition are challenging [7, 14] .
Image blending :
It is used to overcome the intensity difference between the images, differences that are present even when images are perfectly aligned. These are created by dynamically changing camera gain [8, 7] .
In this article, we deal with 2-D mosaics. We consider two cases. The first is mosaics for planar rigid camera motion and second is panoramic mosaics. A automation of the process is an important issue. We propose a new method for automatic generation of mosaics using geometric hashing. We use a feature based method for image registration. Matching features across images has exponential time complexity. We reduce this to the polynomial-time. This speed up the matching process in addition to automating it. The simplest mosaics are created from a set of images whose mutual displacement are pure image plane translation. This is approximately the case with satellite images. Such translation can either be computed by manually pointing to corresponding points or by an image correlation method. Other simple mosaics are created by rotating the camera about its optical center, using a special device and creating a panoramic image, which represent the projection of the scene onto a cylinder [12, 8] . Since it is not simple to ensure a pure rotation around the optical center, such mosaics are used only in limited cases. In more general camera motion (that includes both camera translation and camera rotation), more general transformation for image alignment are used [8, 7] .
Some efficient methods have been developed to build mosaic, when homography is mainly translation. For example, if the overlap between the images is very large (i.e. the motion is very small), it has been shown that the Levenberg Marquardt method yields good result [12] , but it is very sensitive to local minima and computationally expensive. In another case, when the overlapping is smaller, we can use a hierarchical matching to avoid local minima. For large camera motion the phase correlation method has been used [1] .
A less hardware intensive method for constructing full view panoramas is to take many regular photographs or video images in order to cover the whole viewing space. These images must then be aligned and composited into complete panoramic images using an image mosaic or stitching algorithms [3, 12] . Most stitching systems requires a carefully controlled camera motion, and only produce cylindrical images. In this paper, we don't make any restrictive assumption on the specific camera movement, given a particular imaging setup.
In all cases images are aligned pairwise, using a parametric transformation like an affine transformation or planar projective transformation. A reference frame is selected, all images are aligned with this reference frame, and are combined to create mosaics. Aligning all frames to a single reference frame is reasonable when camera is far away and its motion is mainly translation and rotation around the optical axis. Significant distortions are created when camera motion include other rotation [8] .
The rest of the paper is organized as follow. Section 2 describes Geometric Hashing. We discuss two important classes of motion namely, for planar rigid camera motion and panoramic mosaics, in Section 3 and Section 4, respectively. We conclude the paper in Section 5.
Geometric Hashing
Image alignment requires matching Å points in one image with AE points in another. As such, this process has an exponential time complexity, Ç´Å AE µ. Lamdan et al. [6] propose geometric hashing as a fast method for 2-D object recognition using an affine assumption where Å object points are to be matched to AE image points, We generalize this idea for image alignment (the first step in image mosaicing), according to the specific transformation between two images -Euclidean, Affine, or the most general Projective case. The main feature of our technique is the parameters chosen to represent the images in the hash table, so that number of computations required in the matching part is very small. For each such basis, we compute the coordinates of the remaining Å Ã (Ç´Å µ) points. A hash table stores these coordinates, indexed by the basis points. We repeat the process for the second image. Matching rows of coordinates between hash tables of the two images has quadratic time complexity. We can reduce this to linear is we sort each row in the hash tables. Hence, the problem of matching image features reduces to Ç´Å Ã·½ AE Ã·½ µ ¢ the row matching time. This is has polynomial time complexity, an improvement over the exponential time complexity required for a naive feature match. We show the application of Geometric Hashing to two important cases of mosaicing. In each case, we use the above idea to further reduce the time complexity of image alignment.
Mosaics for Planar Rigid Camera Motion
Two camera positions are related by a 3-D Euclidean (rigidbody) transformation:(see the Appendix for a brief description of imaging geometry) the world coordinate system and camera coordinate system. For a planar rigid transformation (say in the -plane),
The 2-D image points and 3-D points in the camera coordinate system are related by
where represent the matrix of internal camera parameters. Here represents a projective constant, Ü and Ý represent the focal lengths in the Ü-and Ý-directions, × a skew factor and´Ù ¼ Ú ¼ µ represent the position of the principal point [5] . This gives two independent equations
Putting these equation in the equation´½µ , we have
where the primed quantities are the internal camera parameters in the corresponding second image. This can be written as
where
This is a 2-D affine transformation with 6 parameters. The transformation can be computed from three point correspondences. It is important to note that the relative change of successive camera positions is often kept small to maximize the numbers of corresponding points between images. We use this observation to make a simplifying assumption.
Hence, instead of storing´Ñ ¿µ coordinate for each basis triplet, we have taken the angle formed by two linearly independent vectors based on these basis triplet and length Ð between the two end points as a parameters in the hash table. So, there will be ¾Ñ number of values in the hash table for comparison with ¾Ò values derived from second image. So the order of computations is thus lower. Actually, only those triplet pairs from reference image and second image with minimum difference in angle will be considered for comparison with respect to length. Algorithm 1:
1. Represent the reference frame by the sets of corner points.
2. For every non-collinear triplet of points, form two vectors and find the angle´ µ formed by two linearly independent vectors and length Ð between two end points.
We use these as parameters in the hash combinations, we discard the basis triplets which give an angle difference more than a threshold. In this pass many pairs are expected to be disqualified. The pair of triplets with minimum difference in is considered for comparison based on length. In one of set experiment, number of feature points in both reference image and second images are ¼. For these feature, we have ½½ ¼ values of and Ð in the hash table. First these pair of triplets are compared based on angle . By fixing some threshold, we can discard triplet pair, which gives angle difference more then threshold. It is found the at ½¼ ¼¼ triplet (i.e.,89.97 present) get disqualified. The remaining ½½ (i.e., 10.13 Present) triplet are compared based on length.
By sorting based on AE Ð , choose the triplet pair with minimum value of AE Ð . Thus the triplet pair with least values of AE and AE Ð can be considered as the right candidate for matching.
The idea of doing this is to reduce the length of the hash table, so that one has to compute only a few candidate matching triplets between the two image pairs. Since we are looking for correspondences between interest points detected in for separate images, only those triplets which preserve the shape and size in the two images are considered for possible matching. It should be noted that and Ð are not affine invariants [13, 9] . However, we may often make this assumption as motion of the camera is often kept very small to generate good quality mosaics.
The required transformation can be obtained from a pair of matched triplets or estimated from more matched vertices by using least square error(LSE) estimation method. If there are more than three correspondent vertex pair, say´´Ü ½ Ý ½ µ ´Ü ¾ Ý ¾ µ ´Ü Ý µµ and´Ü with respect to the motion parameters. By estimating the transformation, then second frame is transformed with respect to reference image and both are combined to form mosaic. We take the region of overlap from one constituent image. The Figure 2(a) shows the experimental set up for planar rigid camera mosaic. The first row of Figure 3 
Panoramic Image Mosaicing
In the case of a collection of images of a planar scene taken from different points of view or a collection of images of 3-D scene taken from the same point of view (i.e. the only difference between the images is a rotation around the optical center of the camera, as in Figure 2(b) ), the transformation between the images is a linear transformation of 2-D projective space È ¾ , called a collineation or a homography [15] .
A commonly used camera model is [5] : (See Appendix for a short summary) 
For panoramic image mosaicing, Ì ¼ . So
À is a ¿ ¢ ¿ invertible, non-singular homography matrix.
The above homography matrix represents a 2-D to 2-D projective transformation. Homographies and points are defined up to a nonzero scalar. For the principle point of image 1 we have´Ü ½ Ý ½ µ =´¼ ¼µ. Its corresponding location in the coordinates of image 2 is´ ¿ , µ. As long as camera is well above the ground, the principal point of image 1 must be a well defined point(finite) in the coordinates of image 2. Hence ¼ . so we take ½ . So eight parameters are to be found out [2] . The above equation can be written as
Every point correspondence gives two equations, thus to compute À, we need four point correspondence. For a pair of corresponding points, it can be written as
Therefore, we use a projective basis for our geometric hashing-based scheme. We consider projective bases defined by pairs of four non-collinear projective points, using the canonical frame construction of [11] . This method considers mappings from the four non-collinear points to the corners of a unit square. Thus, we have Ñ ¡ ¢ Ñ possible choices for the basis vectors. We repeat the procedure of Section 2 for here. However, as in Section 3, we can make a similar assumption here, to simplify the image alignment computation. Algorithm 2:
1. Represent the reference image by the sets of corners.
2. For every quadruplet (of which three must be noncollinear), find the angles´ ½ ¾ µ formed by two linearly independent vectors and lengths´Ð ½ Ð ¾ µ between two end points as shown in Figure 5 . Though it match, it might be be the wrong candidate and there may be some other quadruplet in the second image which can match with the the first image. So, in order to avoid this ambiguity, comparison is done for all the possible non collinear quadruplet in the second image. By knowing these correspondence, we can find the Ì Ò Ø Ð between the images. Then Ì Ò Ð , is obtained by using least square estimation. By estimating the transformation, the second image is transformed, then these images are combined to form mosaic. Here the reference image is selected and all other image are registered with respect to the reference image, and they are combined and complete mosaic is constructed. In this case, the region in the overlapping region is taken form one one image, so there is no effect of blurring in the mosaic image. Figure 2 shows the experimental setup for capturing the images to generate panoramic mosaic. Figure 6 shows the result obtained with our approach. We took an arbitrary set of images of the Hiranandani Complex, Powai, Mumbai using a panoramic imaging setup (as in Figure 2(b) ). To capture the images, the camera was mounted on a level tripod and thirty two images were taken over an angle of approximately ¾ ¼ ¼ . Since the images were taken in a single planar rotation, the topology of the mosaic is known(i.e., temporial neighbour are spatial neighbours).The rotation between the images is unknown and is not assumed to be constant. The registration error is very small up to one pixel in the initial part and it goes up to maximum two pixels in the latter part. Here alignment along the seam is accurate. The presence of seams in the resultant mosaic is due to the automatic gain adjustment of the camera.
Conclusion
This paper presents a new method for automatic generation of mosaics. Our method is based on geometric hashing. Matching features across images has exponential time complexity, we reduce it to polynomial time complexity. Additionally, the entire process does not require human intervention. Thus, entire process is automatic and fast. We show results in support of the proposed strategies.
Appendix:Basic Imaging Geometry and Geometric Transformation Basic Imaging Geometry
A commonly used camera model is [5] : 
Geometric Transformations
We classify geometirc transformations, in increasing order of generality, as follows: (for simplicity, we consider 2-D to 2-D transformations alone) 
where is scaling factor. Similarity invariants are angles, ratios of lengths, and ratios of areas. Projective invariants include the cross ratio of four collinear points, or four concurrent lines.
