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INTRODUCTION 
In this paper, we present the results of a study[l] motivated by the 
radiographic inspection of solder joints on double-sided printed circuits. Our goal 
was to obtain quantitative information about the structures in these planar 
objects, taking into account the acquisition geometry and time constraints. On one 
hand, we must limit the acquisition angle for projections at a value of ± 50 degrees 
with respect to the normal to the object plane, in order to limit the attenuation of 
the material crossed by X-rays. On the other hand, we must limit the number of 
projections in order to reduce as far as possible the acquisition and processing 
times. 
The possible approaches are the following: to use directly the radiographs, 
on which all the structures are superimposed; unfortunately, the differentiation of 
these structures becomes difficult and ambiguous. To perform laminography[2] like 
in the Four Pi system[3],[4]: this technique provides a series of slices of the object 
at chosen depths. These images are blurred by the structures out of the focal plane, 
this makes difficult the extraction of precise tridimensional features. To perform 
computerized tomography, but this method does not perform very well with 
limited angle, and usually requires a lot of acquisitions. We have therefore oriented 
our study to a technique mixing laminography and tomography principles. The 
purpose of this technique is to provide the average attenuation coefficients of the 
object separated in three layers (components on top and bottom, and the board). 
First, we present the principles of our "separation" method and we illustrate 
it by simulations. Then, we develop a multi resolution algorithm which allows us to 
reconstruct sequentially the low and high frequencies of the object. Finally, we 
validate the method on experimental data acquired on a digital X-ray bench. 
Review of Progress in Quantitative Nondestructive Evaluation. Vol. 14 
Edited by D.O. Thompson and D.E. Chimenti. Plenum Press, New York. 1995 695 
THE "SEPARATION" METHOD 
Principle (see figure 1) 
As the radiographs of double-sided printed circuits lead to images on which 
structures of support and both faces are superimposed, we model our object as a 
series of three layers. Our method has been tested by reconstructing an object 
composed of three layers from a sufficient and minimal number of three projections 
acquired in parallel geometry: experimentally, this geometry can be obtained by 
setting the X-ray source far from the object. 
We must stress that the proposed method can be easily, generalized: for example, 
we could apply it to a number n > 3 of reconstructed layers from m > 3 
projections. With an adequate object discretization, our problem is equivalent to 
the resolution of the following equation: 
where Yo represents the measures acquired at different angles, XI the unknown 
functions of average density in each layer and H the projection operator. 
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Figure 1: The "separation" method: Acquisition of projections is done by rotating 
the object around a known axis. Projections are then transformed into attenuation 
measurements. Finally, the separation algorithm determines the contribution of the 
different layers of the object. 
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Figure 2: Principle of ART: A scanning of all the projection measurements is done. 
Each pixel Xi crossed by ray Yk is corrected proportionally to intersection Hki. 
"Separation" Algorithm 
Among the methods which can solve equation 1, we chose the algebraic 
methods, because they can easily be adapted to acquisition geometry variations. 
Yo, X f and H are then respectively the vector of projection data, the unknown 
vector of average density values and the projection matrix. We associated two 
kinds of iterative algorithms, which can take into account a priori knowledge about 
the solution. The two algorithms minimize the distance D = IIYo - H,XfIl2 
between the projection of the estimated solution H.Xf and projection data Yo. 
The first one is the Algebraic Reconstruction Technique, developed by G.T. 
Herman [5] (see figure 2 and equation 2). 
Xp-+1 = Xp- + ~ (Y - HXn) 
• • L-pH~p' k (2) 
At step (n+1), all the pixels indexed i intersected by ray indexed k are corrected. 
The correction is the product of the difference (Y - H Xn) between projection 
value Yk and its estimated value at step n (HXn)k by the intersection H ki , which 
is normalized by L-p H~p' One iteration consists in a complete scanning of all the 
projection rays. 
The second one called "ICM" (Iterated Conditional Mode) is a 
Simultaneous Iterative Reconstruction Technique minimizing the distance D by a 
Besag's algorithm[6] (see figure 3 and equation 3). 
(3) 
At step (n+1), only one pixel Xi of the object is corrected. The correction is 
proportional to the sum of the distances (Y - H Xn)k for all rays k which intersect 
this pixel. This sum is weighted by the respective normalized intersections Hki . 
One iteration consists in a complete scanning of all the pixels of the object. 
These two algorithms are associated. We first estimate a global solution by 
making few ART iterations, then this solution is refined using ICM. 
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Figure 3: Principle of ICM: A scanning of all the pixels Xi of the objects is done. 
They are successively corrected taking into account the rays Yk intersecting them. 
Results of Simulation 
We evaluated on noisy simulated data the optimum angular positions. If the 
angles are small, the equations are redundant. If the angle are large, the number of 
equations becomes smaller. We kept therefore configurations (-0; 0; 0) with an 
angle 0 in the [15; 30] degrees interval. An example of reconstruction with 
simulated data without noise is given on figure 4. 
• ••• 
(b) 
(a) 
•••• 
(c) 
Figure 4: Results of simulation: the projection at 0 degree is presented in (a). The 
contrasted layers are given in (b), the central layer is considered constant. In (c), 
we can see the reconstructed layers after separation from three projections. 
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These results underline that contrasted structures of the object (high 
frequencies) are well reconstructed, while low frequencies (background of the 
image) are misestimated. The appropriate values will possibly be estimated, but it 
will require a very long computation time. This comes from the fact that for low 
frequencies, the equation are highly correlated and there is a lack of information 
about them. Theoretically, high angles are required to identify low frequencies. 
THE MULTIRESOLUTION ALGORITHM 
In order to ease the estimation of low frequencies, we developed a 
multiresolution algorithm, which reconstructs separately the low frequencies of the 
object. 
Principle (see figure 5) 
The key idea is to extract from the projections the information relative to 
low frequencies in order to only reconstruct a band-limited object. That is to say, 
to transform our system given by equation 1 into the following: 
YJiltered = H' Xj filtered (4) 
where Yjiltered is the vector of filtered and undersampled projections, Xj filtered the 
vector of filtered and undersampled object, and H' the new projection matrix. 
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Figure 5: Transformation of the system to solve: Linking filtering operations on 
projections and on the object - Low frequency dip;ital filterinp; - Undersamplinp; 
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The first step is to relate the low-filtering on the projections to a filtering on 
the map of the object attenuations. The slice projection theorem, very often used 
in tomography [5], tells us that the ID Fourier's transform of the filter on the 
projections is a slice of the 2D Fourier's transform of the 2D filter on the object. 
The second step is to choose the shape of this filter and its cutoff frequency. 
We perform here an approximation. In our study, we considered objects entirely 
seen on all their projections: it exists on all these projections a region around the 
object image, where pixels have zero values. In that situation, we note, according 
to Shannon's sampling theorem, that the frequency spectrum of this kind of object 
is unlimited. Applying filtering operation to space limited projections leads us to 
space unlimited filtered projections, we will use to reconstruct a space unlimited 
object. The shape of these filtered versions is characterized by an enlarged central 
part and oscillations on both sides. In order to reduce these oscillations and then 
to consider the borders equal to zero, we chose a Kaiser's filter[7], which is adapted 
to respect this approximation. The phenomenon of widening of the central part is 
then taken into account by considering a double width for filtered versions of 
projections and objects (Yjiltered and Xj jiltered). 
Finally in a third step, from a well-chosen cutoff frequency and according to 
Shannon's sampling theorem, the projections are undersampled to reconstruct an 
undersampled object. The system to be solved (see equation 4) has a reduced size. 
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Figure 6: Multiresolution algorithm: At each step of resolution r, the bandwidth of 
the reconstructed object and the size of the system become larger. In a first step, 
low frequencies can be estimated by introducing a priori information. 
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Multiresolution Algorithm 
The multiresolution algorithm consists in enlarging progressively the 
bandwidth of the reconstructed object. The figure 6 shows our sequential 
multiresolution, for which systems of larger and larger sizes are solved to estimate 
the solution. We must stress that the introduction of a priori information, i.e. 
regularization is made possible and easier at the most reduced scale, when low 
frequencies of the object are estimated from a small sized system. We have applied 
our method with such an algorithm on experimental data. 
Experimental Results 
Our experimental object is composed of three layers made of different 
materials : an uniform layer made of PVC between two contrasted layers made of 
two other different plastics. We disposed of a X-ray digital acquisition bench 
composed of an image intensifier coupled with a CCD camera. The mechanical 
and electrical parts of the bench are controlled by a computer. Three images of 
X-ray attenuation have been obtained for angles equal -18, 0, and 18 degrees. 
Figure 7 shows the results of our method with a multiresolution algorithm, in 
which we introduce the a priori knowledge of averages values of each layer. 
(a) 
. . 
-
- -
--
.......... 
- (b) 
(c) 
Figure 7: Experimental results: the projection at normal incidence is given in (a). 
To estimate the quality of reconstruction, radiographs of the contrasted layers have 
been taken separately (see (b)). In (c), we can see the reconstructed layers after 
separation from three projections 
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CONCLUSION AND PERSPECTIVES 
This study demonstrated the feasibility of the separation method. We 
developed a multiresolution approach that splits low and high frequencies allowing 
to use a priori information. We noticed that an a priori knowledge about the low 
frequencies of the object is required to reconstruct precisely its whole spectrum. 
This one can often be provided by the available a priori on the structures of the 
observed objects. Moreover, both resolution algorithms (ART and ICM) can be 
upgraded to integrate this a priori. The experimental results are encouraging, and 
show that the algorithm is sensible to the non-linear behavior of the acquisition 
system. Physical calibration or use of another detection set would be a good way 
to improve these results. Even if, we apply our method to an object entirely seen 
on its projections, our method can be used already in quantitative radiographic 
evaluations of planar objects. 
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