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Abstract—Recent temporal action proposal generation ap-
proaches have suggested integrating segment- and snippet score-
based methodologies to produce proposals with high recall and
accurate boundaries. In this paper, different from such a hybrid
strategy, we focus on the potential of the snippet score-based
approach. Specifically, we propose a new snippet score-based
method, named Snippet Relatedness-based Generator (SRG),
with a novel concept of “snippet relatedness”. Snippet related-
ness represents which snippets are related to a specific action
instance. To effectively learn this snippet relatedness, we present
“pyramid non-local operations” for locally and globally capturing
long-range dependencies among snippets. By employing these
components, SRG first produces a 2D relatedness score map
that enables the generation of various temporal intervals reliably
covering most action instances with high overlap. Then, SRG
evaluates the action confidence scores of these temporal intervals
and refines their boundaries to obtain temporal action proposals.
On THUMOS-14 and ActivityNet-1.3 datasets, SRG outperforms
state-of-the-art methods for temporal action proposal generation.
Furthermore, compared to competing proposal generators, SRG
leads to significant improvements in temporal action detection.
Index Terms—Temporal action proposal generation, temporal
action detection, snippet relatedness, pyramid non-local block,
SRG.
I. INTRODUCTION
PEOPLE can easily share and watch large numbers ofvideos due to the growth of digital media platforms. The
analysis of these real-world videos has attracted considerable
attention in the computer vision community. One of the major
tasks is temporal action detection, which aims to detect action
instances in a long untrimmed video. Specifically, the detection
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Fig. 1. Overview of our approach. Given an input video, we first produce
three types of score maps (i.e., relatedness, starting, and ending). Each score
map contains multiple score sequences for all snippets. Then, we generate
various temporal intervals by collecting the locations of high-score snippets
in the score maps. To obtain temporal action proposals, we estimate the action
confidence scores of these temporal intervals and adjust their boundaries.
process includes localizing temporal boundaries and classify-
ing the class of each instance. Temporal action detection can
be used in many applications such as smart surveillance [1],
[2], video summarization [3], [4], [5], and video retrieval [6],
[7], [8].
Similar to object proposals for object detection [9], [10],
[11], temporal action proposals play an important role in
temporal action detection [12], [13], [14]. Specifically, many
methods [15], [16], [17], [18] for temporal action detection
perform proposal generation followed by action classification.
For this reason, the performance of temporal action detection
can be improved by generating a few proposals that capture
temporal action instances with high overlap.
Temporal action proposal generation methods [12], [14],
[18], [19], [20], [21], [22], [23] can be categorized into
segment-based, snippet score-based, and hybrid methods.
Segment-based methods [12], [14], [19], [20] directly use
sliding windows to define temporal segments and evaluate their
action confidence scores. By adopting a large number of seg-
ments with several temporal spans, these methods achieve high
recall performance. However, uniformly distributed segments
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for any other purposes must be obtained from the IEEE by sending and email to pubs-permissions@ieee.org.
ar
X
iv
:1
91
1.
11
30
6v
1 
 [c
s.C
V]
  2
6 N
ov
 20
19
ACCEPTED TO IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY 2
provide inaccurate boundaries for action instances.
To address the inaccurate boundary problem of segment-
based proposals, snippet score-based methods [22], [18] have
been proposed, where a snippet is defined as a set of a
few consecutive frames [12]. In such methods, actionness or
boundary scores are evaluated for individual snippets, and the
locations of snippets with high scores are then grouped to
form proposals. Although snippet-level evaluation can provide
accurate boundaries, low-quality snippet scores often result in
missing action instances.
Hybrid methods [23], [21] aim to generate proposals
with both high recall and accurate boundaries by combining
segment- and snippet score-based methods. These methods
achieve higher performance than other types of methods.
However, hybrid methods still exploit the low-quality 1D score
sequences for fusion processes.
To overcome the problems mentioned above, in this paper,
we present a novel concept of “snippet relatedness” to consider
the local relations among snippets. The snippet relatedness
is related to the local consistency of consecutive frames,
which plays an important role in tasks requiring the relations
among frames or images [24], [25], [26]. Specifically, we
propose a new snippet score-based approach, named Snip-
pet Relatedness-based Generator (SRG), with the snippet
relatedness (see Fig. 1). Snippet relatedness indicates which
snippets are related to a specific action instance. Based on
the snippet relatedness, we evaluate relatedness scores that
indicate whether neighboring snippets snbr = (st
−
nbr, s
t+
nbr)
belong to the same action instance as a reference snippet
sref (see the middle of Fig. 1). Here, st
−
nbr and s
t+
nbr denote
the past and future snippets of sref , respectively. Note that
our relatedness score is different from the actionness score.
First, a relatedness score sequence considers only the action
instance to which the reference snippet belongs, while an
actionness score sequence includes all action instances in
an input video. Second, existing snippet score-based meth-
ods directly use a 1D actionness score sequence to obtain
proposals. Unlike this, we produce a 2D relatedness score
map by manipulating the multiple 1D score sequences for
all snippets. To effectively learn the snippet relatedness, we
present “pyramid non-local (PN) operations” that locally and
globally capture long-range dependencies among snippets. By
employing these components, SRG first produces three types
of 2D score maps (i.e., relatedness, starting, and ending),
which enable the generation of various snippet score-based
temporal intervals. These temporal intervals reliably cover
most action instances with high overlap. Next, SRG evaluates
the action confidence scores of the temporal intervals and
adjusts their boundaries to generate temporal action proposals.
In experiments, SRG outperforms state-of-the-art methods for
temporal action proposal generation on THUMOS-14 [27] and
ActivityNet-1.3 [28]. For temporal action detection, we further
demonstrate that with the same a standard action classifier, our
proposals outperform competing proposals by a large margin.
In summary, our contributions are four-fold:
• We propose a new snippet score-based approach, named
SRG, with a novel concept of “snippet relatedness” for
high-quality temporal action proposal generation.
• Different from actionness scores, we manipulate multiple
1D score sequences to produce a 2D relatedness score
map that enables the generation of various temporal in-
tervals covering most action instances with high overlap.
• We present “pyramid non-local (PN) operations” to effec-
tively learn the snippet relatedness by locally and globally
capturing long-range dependencies.
• We conduct extensive experiments on large-scale datasets,
where SRG achieves state-of-the-art performance for tem-
poral action proposal generation.
The rest of this paper is organized as follows. In Section
II, we review previous works on action recognition, temporal
action detection, and temporal action proposal generation. In
Section III, the details of the proposed method are delineated
in two subsections. Experiments on benchmark datasets are
described to verify the effectiveness and superiority of our
approach in Section IV. In Section V, we discuss the limitations
of the proposed method. Finally, we conclude this paper in
Section VI.
II. RELATED WORKS
A. Action Recognition
Action recognition on a trimmed video has been studied
extensively in the past. Earlier works [29], [30], [31] exploited
hand-crafted features. Recently, convolutional neural networks
(CNNs) have driven impressive progress. Among the various
architectures of CNNs, two-stream networks [32], [33], [34],
[35], [36] have achieved state-of-the-art performance by either
separately or jointly learning appearance and motion features.
3D CNNs [37], [38] have also achieved excellent performance
by learning spatio-temporal features.
B. Temporal Action Detection
Temporal action detection predicts the action categories,
start times, and end times of action instances in an untrimmed
video. S-CNN [14] uses multiple 3D CNNs consisting of
proposal, classification, and localization networks for temporal
action detection. R-C3D [39] and TAL-Net [15] adopt the
framework of Faster R-CNN [11] with a modification for
considering large variations in action duration. Shou et al. [40]
proposed convolutional-de-convolutional filters that perform
spatial downsampling and temporal upsampling operations to
learn high-level action semantics and temporal dynamics. Gao
et al. [41] employed cascaded boundary regressors to improve
the temporal action boundaries. Zhao et al. [18] proposed a
structured temporal pyramid and a completeness classifier to
produce a global action representation.
C. Temporal Action Proposal Generation
We categorize temporal action proposal generation methods
into three types: segment-based, snippet score-based, and
hybrid methods. Segment-based methods directly use sliding
windows for temporal segments and evaluate their action
confidence scores. S-CNN-prop [14] adopts C3D [38] as a
binary classifier to evaluate confidence scores of segments.
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(a) Temporal interval generation (b) Temporal interval evaluation
Fig. 2. Framework of our approach. (a) Given a snippet-level feature sequence of an input video, Temporal Interval Generation Network (TIGN) first
produces relatedness, starting, and ending score maps. In each score map, each row describes a score sequence with respect to a reference snippet sref and its
neighboring snippets snbr = (st
−
nbr, s
t+
nbr). Then, snippet score-based temporal intervals are generated based on the relatedness and weighted relatedness score
sequences. (b) By using the temporal intervals and the interval-level features, Temporal Interval Evaluation Network (TIEN) evaluates the action confidence
scores of the temporal intervals and refines their boundaries to define temporal action proposals.
TURN [12] jointly conducts binary classification and temporal
boundary regression on segments.
Snippet score-based methods are based on snippet-level
action scores, which yield accurate action boundaries. TAG
[18] initially evaluates actionness scores of snippets. After that,
the locations of high-score snippets are grouped as proposals
by using the watershed algorithm [42]. BSN [22] estimates the
boundary scores of snippets to generate proposals, and then
their confidence scores are evaluated.
Hybrid methods integrate both types of methods discussed
above to generate proposals with both high recall and accurate
boundaries. CTAP [21] first generates initial proposals by
employing actionness scores and sliding window sampling.
Then, complementary proposals are collected from the initial
proposals. CTAP further conducts action confidence evalu-
ation and boundary adjustment on the collected proposals.
MGG [23] consists of a segment proposal generator and a
frame actionness generator for segment-based proposals and
snippet-level actionness scores, respectively. To obtain the final
proposals, the boundaries of the segment-based proposals are
adjusted based on the snippet-level scores.
III. OUR APPROACH
In this section, we explain the proposed approach, namely
SRG, in two steps: temporal interval generation and temporal
interval evaluation. The framework of our approach is illus-
trated in Fig. 2.
A. Temporal Interval Generation
In this step, we aim to generate various snippet score-based
temporal intervals with high recall and accurate boundaries. To
this end, we introduce a CNN model, called Temporal Interval
Generation Network (TIGN), which produces three types of
2D score maps (i.e., relatedness, starting, and ending) for an
input video.
Snippet-level feature sequence. Similar to previous meth-
ods [21], [41], we define a snippet sequence S = {sl}LSl=1 of an
input video consisting of NV frames, where LS is the length
of S. LS is calculated as NV /Ns, where Ns is the number of
frames in a snippet. By using a snippet sl as input of the two-
stream network [36], we obtain an appearance feature vector
fal ∈ Rda and a motion feature vector fml ∈ Rdm , where da
and dm are the dimensions of each feature vector. Then, a
snippet-level feature sequence FS is denoted as follows:
FS = ((f
a
1 , · · ·, faLS ), (fm1 , · · ·, fmLS )). (1)
Temporal Interval Generation Network (TIGN). Given
FS as input, TIGN produces relatedness, starting, and ending
score maps. In detail, the relatedness scores indicate whether
neighboring snippets snbr = (st
−
nbr, s
t+
nbr) of a reference
snippet sref are related snippets. We define related snippets
as snippets in snbr that belong to the same action instance as
sref . Similar to the relatedness score, the starting (ending)
score represents whether the locations of st
−
nbr (s
t+
nbr) and
sref are the starting (ending) of the action instance that sref
belongs to. For clarity, we present toy examples to illustrate the
concepts of related, starting, and ending snippets in Fig. 3. We
consider all snippets in FS as reference snippets, which yields
a 1D score sequence for each snippet. Consequently, TIGN
generates three types of 2D score maps by manipulating the
corresponding types of multiple 1D score sequences. Note that
TIGN does not use the sliding window technique to generate
these 2D score maps, but produces them by processing a
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(a) Related snippets
(b) Starting snippet
(c) Ending snippet
Fig. 3. Toy examples of three types of snippets. We first define a reference
snippet sref and its neighboring snippets snbr = (st
−
nbr, s
t+
nbr). Consecutive
snippets in green represent an action instance and each region in sky blue
represents the currently considered snippets. (a) Related snippets are the
snippets that belong to the same action instance as sref . (b) The starting
snippet is the starting of the action instance that sref belongs to. (c) The
ending snippet is the ending of the action instance that sref belongs to.
snippet sequence for the whole input video at once without
any redundant operations.
TIGN architecture. As shown in Fig. 4, TIGN consists
of three types of blocks, namely, attention, PN, and output
blocks. Motivated by recent successful works on attention
[43], [44], we introduce two attention blocks to focus on
important appearance and motion features, individually. For
each attention block, we adopt CBAM [44] and change the
spatial attention to temporal attention.
Given the concatenated outputs of each attention block as
input, the PN block performs a temporal pyramid pooling
operation and the non-local operation [45] (see the top of Fig.
5). In [46], spatial pyramid pooling is successfully used to
encode local and global context information. Inspired by this,
we introduce a temporal pyramid pooling operation involving
average pooling over several temporal spans. Furthermore, we
apply the non-local operation to each temporal pooling feature
and the residual feature to effectively encode the relatedness
among all snippets. Then, we upsample the outputs of the non-
local operations to the length of the input snippet sequence.
Finally, we concatenate these upsampled features to be fed
Fig. 4. Overview of the architectures of both TIGN and TIEN.
Fig. 5. Description of the architectures of pyramid non-local (PN) and output
blocks.
into a convolutional layer.
In the output block, we employ three convolutional layers
and three activation functions to estimate a relatedness score
map Or, a starting score map Os, and an ending score map
Oe (see the bottom left of Fig. 5). For the three convolutional
layers, the numbers of filters fr, fs, and fe are set to the
lengths of Or, Os, and Oe, respectively. We use sigmoid
activation for Or and softmax activation for Os and Oe.
TIGN training. For training TIGN, we design a multi-task
loss function LTIGN as follows:
LTIGN = LTIGNr + L
TIGN
s + L
TIGN
e , (2)
where LTIGNr , L
TIGN
s , and L
TIGN
e are loss functions defined
for the relatedness, starting, and ending score maps, respec-
tively. We adopt a binary cross-entropy loss for LTIGNr and
a multi-class cross-entropy loss for LTIGNs and L
TIGN
e as
follows:
LTIGNr =−
1
LSLSr
LS∑
i=1
LSr∑
j=1
(
Mr,ij log(Or,ij)
+ (1−Mr,ij)log(1−Or,ij)
)
,
(3)
LTIGNs = −
1
LS
LS∑
i=1
LSs∑
j=1
(
Ms,ij log(Os,ij)
)
, (4)
LTIGNe = −
1
LS
LS∑
i=1
LSe∑
j=1
(
Me,ij log(Oe,ij)
)
, (5)
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Fig. 6. Toy examples of the annotation of relatedness, starting, and ending
score label maps. The index “none” indicates that an action instance including
sref does not exist.
Fig. 7. Two types of temporal interval generation. We generate temporal
intervals based on a relatedness score sequence and a weighted relatedness
score sequence.
where Mr ∈ RLS×LSr , Ms ∈ RLS×LSs , and Me ∈ RLS×LSe
are label maps for the relatedness, starting, and ending scores,
respectively, and LSr , LSs , and LSe are the widths of the
corresponding label maps. We annotate Mr, Ms, and Me
based on action instances in a snippet sequence, as shown
in Fig. 6. Mr can be annotated as previously described with
regard to the concept of the snippet relatedness. For Ms and
Me, we add the index “none” for the non-existence of an action
instance to enable the use of softmax activation for each row.
Temporal intervals. We generate two types of temporal
intervals p = (ts, te) based on the score sequences in Or, Os,
and Oe, as shown in Fig. 7. Here, ts and te are the starting
Algorithm 1: Temporal Interval Generation 1
Input : a relatedness score map Or, a threshold
value τ
for i = 1 to LS do
for j = 1 to LSr do
if Or,ij ≥ τ then
add j to j
group consecutive temporal locations in j
select the location group including sref,i
collect pi = (ts,i, te,i) of the selected group
Output : a set of temporal intervals P
Algorithm 2: Temporal Interval Generation 2
Input : a relatedness score map Or, a starting
score map Os, a ending score map Oe, a
threshold value τ
Initialization: a weighted relatedness score map Oˆr←0
compute a binary weight map W from Os and Oe
for i = 1 to LS do
for j = 1 to LSr do
Oˆr,ij = (Or,ij +Wij)/2
if Oˆr,ij ≥ τ then
add j to j
group consecutive temporal locations in j
select the location group including sref,i
collect pi = (ts,i, te,i) of the selected group
Output : a set of temporal intervals P
and ending locations, respectively, of the temporal interval.
Let Or,i, Os,i, and Oe,i denote the ith score sequences in Or,
Os, and Oe, respectively.
Given Or,i, for the first type of temporal interval, we
initially obtain the temporal locations of high-score snippets by
performing a thresholding operation with a threshold value of
τ . We then group the consecutive temporal locations of high-
score snippets. Among the location groups, we select only the
location group that includes sref,i to collect pi = (ts,i, te,i).
We apply this process to all relatedness score sequences in Or
to obtain as many reliable temporal intervals as possible, as
sketched in Alg. 1.
For the second type of temporal interval, we first obtain
the temporal locations of starting and ending snippets with
the highest scores in Os,i and Oe,i, respectively. We then
generate a binary weight sequence Wi with values of 0 for
locations outside the boundaries and 1 for locations inside the
boundaries:
Wij =
{
1, if js,i ≤ j ≤ je,i
0, otherwise , (6)
where js,i and je,i are the starting and ending locations of the
ith corresponding score sequences, respectively. Afterward, we
compute a weighted relatedness score sequence Oˆr,i by com-
bining the relatedness score sequence Or,i with the boundary-
based binary weight sequence Wi as follows:
Oˆr,i = (Or,i +Wi)/2, (7)
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where the addition and division are element-wise operations.
From Oˆr,i, we then collect a temporal interval pi = (ts,i, te,i)
by applying the same rule used for the first type of temporal
interval generation (see Alg. 2).
By employing both types of temporal intervals, we define
a set of temporal intervals P = {pn}NPn=1, where NP is the
number of temporal intervals.
B. Temporal Interval Evaluation
In this step, we evaluate the action confidence scores for
temporal intervals and adjust their boundaries to generate
temporal action proposals. To that end, we introduce a CNN
model, named Temporal Interval Evaluation Network (TIEN),
which uses interval-level features for temporal intervals as
input.
Interval-level features. We define an interval-level feature
FI by aggregating snippet-level features within the starting and
ending locations of a temporal interval. Similar to [21], [22],
we exploit contextual information by considering boundary
regions. Specifically, we use snippet-level features within
[(ts − LC), (te + LC)] to form FI as follows:
FI = ((f
a
(ts−LC), · · ·, fats , · · ·, fate , · · ·, fa(te+LC)),
(fm(ts−LC), · · ·, fmts , · · ·, fmte , · · ·, fm(te+LC))),
(8)
where LC is the length of contextual snippets in the boundary
region.
Temporal Interval Evaluation Network (TIEN). Given a
set of interval-level features as input, TIEN performs action
confidence evaluation and boundary adjustment. Interval-level
evaluation provides more reliable results than snippet-level
evaluation due to the consideration of global information. As
the output of TIEN, we obtain the action confidence score,
starting offset, and ending offset for each temporal interval.
TIEN architecture. We construct TIEN using attention, PN,
and output blocks (see Fig. 4). The attention and PN blocks
are the same as those of TIGN. For the output block, we use
a global average pooling layer, a fully connected layer, and
sigmoid activation to obtain an action confidence score c, a
starting offset os, and an ending offset oe for each temporal
interval (see the bottom left of Fig. 5).
TIEN training. To train TIEN, we use temporal intervals
generated by TIGN as training samples. We calculate temporal
intersection-over-union (tIoU) scores between the temporal
intervals and action instances to define action confidence
scores cg as the ground truth. Among all of the temporal
intervals, we use those with cg ≥ 0.5 as positive samples and
those with cg ≤ 0.1 as negative samples. The loss function
LTIEN is defined as follows:
LTIEN = LTIENc + α(L
TIEN
s + L
TIEN
e ), (9)
where LTIENc , L
TIEN
s , and L
TIEN
e are loss functions defined
for the action confidence scores, starting offsets, and ending
offsets, respectively. α is a parameter for balancing the con-
tributions among the loss functions, which is empirically set
to 0.1. We adopt the L1 distance for all three loss functions
as follows:
LTIENc =
1
NP
NP∑
n=1
(|cn − cgn|), (10)
LTIENs =
1
NP
NP∑
n=1
cg
′
n (|os,n − ogs,n|), (11)
LTIENe =
1
NP
NP∑
n=1
cg
′
n (|oe,n − oge,n|), (12)
where cg
′
n is a binary label that is set to 1 for a positive sample
and 0 for a negative sample.
Temporal action proposals. By using the output of TIEN,
we newly generate a set of temporal action proposals denoted
by P = {pn}NPn=1, where pn = (ts,n, te,n, os,n, oe,n, cn). To
remove redundant proposals, we additionally perform non-
maximum suppression (NMS) in terms of temporal overlap
and action confidence scores.
IV. EXPERIMENTS
A. Datasets
THUMOS-14. THUMOS-14 [27] contains 1,010 and 1,574
untrimmed videos in validation and test sets, respectively.
Among them, 200 and 212 videos in the validation and test
sets, respectively, have temporal annotations with 20 action
classes. We trained our models on the validation set and
conducted an evaluation on the test set, as done in previous
works [12], [15], [21], [22], [23].
ActivityNet-1.3. ActivityNet-1.3 [28] consists of 19,994
untrimmed videos containing 200 action classes, where the
training, validation, and test sets contain 10,024, 4,926, and
5,044 videos, respectively. Since annotation for the test set is
not publicly available, we trained SRG on the training set and
conducted an evaluation on the validation set.
B. Temporal Action Proposal Generation
Snippet-level features. We used the spatial and temporal
networks in [36] to extract snippet-level features. Both net-
works are based on Inception-v3 [47] and were trained on
Kinetics-400 [32]. We set the number of frames per snippet to
6 and 18 for THUMOS-14 and ActivityNet-1.3, respectively.
Implementation details. For THUMOS-14, we set the
numbers of both st
−
nbr and s
t+
nbr in TIGN to 600 based on
the maximum action length in the training videos. Thus, fr,
fs, and fe in the output block were set to 1201, 602, and 602,
respectively. For the PN block of TIGN, we empirically set
the number of the pyramid level to 4 with kernel and stride
size pairs of (3, 1), (5, 3), (7, 5), and (15, 7). We used the
same number of the pyramid level with kernel and stride size
pairs of (1, 3), (3, 3), (5, 3), and (7, 3) for the PN block of
TIEN. We trained TIGN for 15 epochs with a learning rate
that was initially set to 1 × 10−4 and exponentially decayed
every 10 steps with a base value of 0.96. We trained TIEN
for 1×104 steps with the same learning rate strategy used for
TIGN. We used batch sizes of 1 and 256 for TIGN and TIEN,
respectively. For the interval-level features, we set LC to 20
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Fig. 8. Performance comparison based on the curves of the average recall
(AR) vs. the average number of proposals (AN) (top) and the Recall@AN=100
vs. the temporal intersection-over-union (tIoU) (bottom) on THUMOS-14.
and rescaled the temporal length of the features to 128. LC
was adopted to consider contextual information, as in previous
works [21], [22]. To select the optimal value of LC , we tested
values of LC such as 0, 5, 10 and 20. Among these values,
LC = 0 yielded the worst performance with a relatively high
loss value, whereas LC = 20 resulted in convergence at a
lower loss value compared with LC = 5 and LC = 10.
For ActivityNet-1.3, we set the numbers of both st
−
nbr and
st
+
nbr in TIGN to 540 to consider the maximum action length
in the training set. Thus, fr, fs, and fe in the output block
were set to 1,081, 542, and 542, respectively. We used the
same kernel and stride sizes used for the PN block on the
THUMOS-14 dataset. The batch sizes for training TIGN and
TIEN were also the same as the values used for THUMOS-14.
We trained TIGN for 10 epochs with a learning rate that was
initially set to 1× 10−4 and exponentially decayed every 100
steps with a base value of 0.96. We trained TIEN for 3× 105
steps with the same learning rate strategy used for TIGN. We
rescaled the temporal length of the interval-level features to
128. We set LC to 10 because this value empirically yielded
the best training results.
For both datasets, we set τ to 0.1 with an increasing step size
of 0.1 to generate temporal intervals based on the relatedness
and weighted relatedness score sequences. Note that, unlike
TAG [18], CTAP [21], and MGG [23] using actionness scores,
we do not group multiple temporal intervals since our score
sequences consider only the action instance related to the
TABLE I
PERFORMANCE COMPARISON IN TERMS OF AR@AN ON THUMOS-14.
Method Feature @50 @100 @200 @500
DAPs [20] C3D 13.56 23.83 33.96 49.29
S-CNN-prop [14] C3D 17.22 26.17 37.01 51.57
SST [19] C3D 19.90 28.36 37.90 51.58
TURN [12] Flow 21.86 31.89 43.02 57.63
TAL-Net-prop [15] Flow 35.80 42.30 47.50 -
TAG [18] Two-Stream 18.55 29.00 39.61 -
CTAP [21] Two-Stream 31.03 40.23 50.13 -
BSN [22] Two-Stream 37.46 46.06 53.21 60.64
MGG [23] Two-Stream 39.93 47.75 54.65 61.36
SRG Two-Stream 42.19 49.72 56.71 63.78
TABLE II
PERFORMANCE COMPARISON IN TERMS OF AR@AN=100 AND THE AUC
ON ACTIVITYNET-1.3.
Method SSAD-prop[48]
CTAP
[21]
BSN
[22]
MGG
[23] SRG
AR@AN=100 73.01 73.17 74.16 74.56 74.65
AUC 64.40 65.72 66.17 66.54 66.06
TABLE III
COMPARISON OF EXECUTION TIMES IN FPS.
Method Feature FPS
DAPs [20] C3D 134
S-CNN-prop [14] C3D 60
SST [19] C3D 301
CTAP [21] Two-Stream 418
SRG Two-Stream 473
current reference snippet. For NMS, we empirically set the
threshold to 0.83 on THUMOS-14 and adaptively set the
threshold to 1−NP × 10−4 on ActivityNet-1.3.
Evaluation metrics. As done in previous studies, we com-
puted the average recall (AR) with multiple tIoU thresh-
olds. We used tIoU thresholds of [0.50 : 0.05 : 1.00] and
[0.50 : 0.05 : 0.95] for THUMOS-14 and ActivityNet-1.3,
respectively. On the THUMOS-14 dataset, we measured the
AR by varying the average number of proposals (AN) from
50 to 500. On ActivityNet-1.3, we computed AR@AN=100
and the area under AR vs. AN curve (AUC). For the AUC,
we considered AN values of [1 : 1 : 100].
Performance comparison. For the THUMOS-14 dataset,
we plot the AR vs. AN and Recall@AN=100 vs. tIoU curves
of SRG and 6 previous methods, S-CNN-prop [14], TAG [18],
TURN [12], CTAP [21], BSN [22], and MGG [23], in Fig. 8,
where SRG outperformed state-of-the-art proposal generation
methods on both AR vs. AN and Recall@AN=100 vs. tIoU
curves. We further compared SRG to 9 previous methods,
DAPs [20], S-CNN-prop , SST [19], TURN, TAL-Net-prop
[15], TAG, CTAP, BSN, and MGG, by evaluating the AR with
varying AN. As shown in Table I, SRG achieved the best
performance among these state-of-the-art methods at every
AN.
On ActivityNet-1.3, we compared SRG to four state-of-the-
art proposal generators, SSAD-prop [48], CTAP, BSN, and
MGG, in terms of AR@AN=100 and the AUC. As shown
in Table II, SRG outperformed the state-of-the-art methods in
terms of AR@AN=100 and achieved comparable performance
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Fig. 9. Qualitative evaluation of our temporal action proposals on THUMOS-14 (first, second, and third rows) and ActivityNet-1.3 (fourth, fifth, and sixth
rows). Clear images represent action frames whereas the images covered by semiopaque masks represent background frames. The left and right numbers of
a bar indicate the start and end times, respectively.
in terms of the AUC.
For an efficiency analysis, we compared the execution times
of the proposed method and four existing approaches, DAPs,
S-CNN-prop, SST, and CTAP, in Table III. We measured the
processing speed in terms of frames per second (FPS) of the
entire process, from feature extraction to temporal interval
evaluation, using a Titan X GPU. We found that SRG operates
at 473 FPS, faster than any of the other methods.
Qualitative evaluation. In Fig. 9, we present a qualitative
evaluation of our temporal action proposals on THUMOS-
14 and ActivityNet-1.3. Our proposals reliably capture action
instances with accurate boundaries and high action confidence
scores.
C. Ablation Study
We conducted comprehensive ablation experiments to inves-
tigate the effectiveness of individual components of SRG. We
first performed a qualitative evaluation of the three types of
score maps (i.e., relatedness, starting, and ending) produced by
TIGN. Note that the quality of these score maps is important
for the generation of temporal intervals with both high recall
and accurate boundaries. We visualize these score maps as
obtained on both THUMOS-14 and ActivityNet-1.3 in Fig.
10, where the score maps were reliably evaluated for both
short and long action instances.
Second, we measured the recall with varying tIoU values
for the temporal intervals obtained from the relatedness and
weighted relatedness score sequences. As shown in Table
IV, high recall and accurate boundaries were achieved for
both types of temporal intervals. We also confirmed that
incorporating both types of temporal intervals enables further
improvements over the individual performances. These tem-
poral intervals can lead to high-quality proposals with high
recall, accurate boundaries, and low false positive rates.
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Fig. 10. Visualization of the three types of score maps generated on THUMOS-14 (first and second rows) and ActivityNet-1.3 (third and fourth rows). We
visualize the ground truth for the relatedness score map, where the left and right halves are the regions considered for the starting and ending score maps.
TABLE IV
RECALL@TIOU FOR TEMPORAL INTERVALS GENERATED FROM
RELATEDNESS AND WEIGHTED RELATEDNESS SCORE SEQUENCES ON
THUMOS-14. RS: RELATEDNESS SCORE SEQUENCE; WRS: WEIGHTED
RELATEDNESS SCORE SEQUENCE.
RS WRS 0.5 0.6 0.7 0.8 0.9
X 93.78 90.22 83.74 71.28 49.26
X 93.75 89.59 83.71 70.26 46.28
X X 95.31 92.16 87.50 75.64 53.69
To study the effectiveness of TIGN, TIEN, and the PN
block, we measured the performance on six cases as follows:
TIGNCM: In TIGN, we replaced the PN block with a block
consisting of two pairs of convolutional and max pooling
layers, abbreviated as CM, which is identical to the early
part of the PN block (see Fig. 6). We used the temporal
intervals generated by this TIGN as proposals. For the action
confidence evaluation, we jointly trained actionness scores and
then averaged the scores of the snippets in each proposal.
TIGNPN: We used the temporal intervals generated by TIGN
with the PN block as proposals. Same as TIGNCM, we jointly
trained actionness scores and averaged the scores to obtain the
confidence score.
TIGNCM + TIENCM: We generated temporal intervals by
using TIGN with the CM block. To obtain temporal action
proposals, we then evaluated the action confidence scores for
the temporal intervals and adjusted their boundaries by using
TIEN with the CM block.
TIGNPN + TIENCM: We produced temporal intervals by using
TIGN with the PN block. Next, we acquired proposals by
using TIEN with the CM block that evaluates the confidence
scores for the temporal intervals and refines their boundaries.
TIGNCM + TIENPN: We used TIGN with the CM block to
generate temporal intervals. Then, TIEN with the PN block
was used to evaluate the confidence scores for the temporal
intervals and refine their boundaries to generate proposals.
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TABLE V
STUDY OF THE EFFECTIVENESS OF THE INDIVIDUAL COMPONENTS OF
SRG IN TERMS OF AR@AN ON THUMOS-14. CM: THE BLOCK
CONSISTING OF TWO PAIRS OF CONVOLUTIONAL AND MAX POOLING
LAYERS; PN: PYRAMID NON-LOCAL BLOCK.
Method @50 @100 @200 @500 @700
TIGNCM 25.96 33.66 40.94 50.50 54.43
TIGNPN 29.80 38.21 46.47 55.61 59.26
TIGNCM + TIENCM 32.56 40.99 48.18 56.43 -
TIGNPN + TIENCM 34.80 43.23 51.01 58.30 -
TIGNCM + TIENPN 41.47 48.50 54.86 61.47 -
TIGNPN + TIENPN 42.19 49.72 56.71 63.78 -
TABLE VI
STUDY OF THE EFFECTIVENESS OF A STRATEGY FOR INCORPORATING
SNIPPET-LEVEL SCORES INTO INTERVAL-LEVEL SCORES IN TERMS OF
AR@AN ON THUMOS-14.
Method @50 @100 @200 @500
SRG 42.19 49.72 56.71 63.78
SRG-Boost 42.29 49.83 56.86 64.16
TIGNPN + TIENPN: We used TIGN with the PN block to
generate temporal intervals. We then estimated the confidence
scores for the temporal intervals and adjusted their boundaries
by using TIEN with the PN block for generating proposals.
This is the proposed method, namely SRG.
As shown in Table V, TIGNPN achieved better performance
than TIGNCM, which verifies the effectiveness of using the
PN block in TIGN. Moreover, we achieved a significant per-
formance gain by employing TIEN, which demonstrates that
action confidence scores evaluated by TIEN are more reliable
than actionness scores. In addition, the higher improvement of
TIENPN than TIENCM also proves the effectiveness of using
the PN block in TIEN.
We performed an additional experiment to investigate the
possibility of boosting performance by directly incorporating
snippet-level scores into interval-level scores. The effective-
ness of this strategy has been verified in several works [49],
[50], [51]. In our work, the relatedness scores of snippets and
the action confidence scores of temporal intervals are regarded
as snippet-level scores and interval-level scores, respectively.
To combine these two types of scores, we first converted the
relatedness score map into a snippet-level score sequence by
averaging the scores for each temporal location. Then, we
obtained a score for a given temporal interval by averaging
the snippet-level scores corresponding to the locations within
that temporal interval. By multiplying this score by the action
confidence score, we acquired a new action confidence score.
In Table VI, we compare the performances of SRG with that
of the boosted SRG, where the strategy of combining these
two different scores successfully improved the performance
on THUMOS-14.
D. Temporal Action Detection
To examine the quality of our proposals, we employed
S-CNN-cls and UNet [52] as action classifiers. S-CNN-cls
is the action classifier of S-CNN [14]. Specifically, we fed
our proposals into S-CNN-cls and UNet to evaluate their
performance for temporal action detection. We also compared
TABLE VII
COMPARISON OF TEMPORAL ACTION DETECTION PERFORMANCE IN
TERMS OF MAP@TIOU ON THUMOS-14.
Proposal
Generator Classifier 0.3 0.4 0.5 0.6 0.7
S-CNN [14] 36.3 28.7 19.0 10.3 5.3
SST [19]
S-CNN-cls [14]
- - 23.0 - -
TURN [12] 44.1 34.9 25.6 14.6 7.7
BSN [22] 43.1 36.6 29.4 22.4 15.0
CTAP [21] - - 29.9 - -
MGG [23] 44.9 37.8 29.9 23.6 15.8
SRG 48.3 43.6 36.7 28.2 16.8
SST [19]
UNet [52]
41.2 31.5 20.0 10.9 4.7
TURN [12] 46.3 35.3 24.5 14.1 6.3
BSN [22] 53.5 45.0 36.9 28.4 20.0
MGG [23] 53.9 46.8 37.4 29.5 21.3
SRG 54.5 46.9 39.1 31.4 22.2
TABLE VIII
COMPARISON OF TEMPORAL ACTION DETECTION PERFORMANCE IN
TERMS OF MAP@TIOU ON ACTIVITYNET-1.3.
Method 0.50 0.75 0.95 Avg.
TAL-Net [15] 38.23 18.30 1.30 20.22
CDC [40] 45.30 26.00 0.20 23.80
BSN [22] + [53]* 46.45 29.96 8.02 30.03
SRG + [53] 46.53 29.98 4.83 29.72
*We refer to the BSN challenge paper [54] for the corresponding performance
due to the issue reported on the performance in [22].
the performances of state-of-the-art proposals with the same
classifiers to ours. As the evaluation metric, we computed
mean average precision (mAP) with varying tIoU values. As
shown in Table VII, SRG outperformed the state-of-the-art
proposal generators by a large margin on the THUMOS-
14 dataset. These results demonstrate the effectiveness and
superiority of SRG.
In addition, we performed a comparison of temporal action
detection performance on ActivityNet-1.3 in Table VIII, where
the performance of SRG is comparable to that of the best state-
of-the-art method. We used [53] to classify the actions of our
proposals.
V. DISCUSSION
In this section, we discuss the limitations of the proposed
method. In Fig. 11, we show failure cases of relatedness score
maps for some short action instances in ActivityNet-1.3 [28].
This is because most of the videos in ActivityNet-1.3 contain
a single long instance; thus, TIGN may produce less accurate
results on short action instances than long action instances.
These results can be refined by the boundary refinement of
TIEN. We further analyze the ActivityNet-1.3 and THUMOS-
14 [27] datasets. Specifically, the videos in the ActivityNet-
1.3 training set contain only 1.5 action instances around the
center and 36% background per video, on average, while the
videos in THUMOS-14 contain an average of 15.8 instances
and 71% background per video [15]. These characteristics
that often appear in real-world videos make the THUMOS-
14 dataset more challenging. We also observed marginal
performance increases at a high level of AR on ActivityNet-
1.3 and significant improvements at a low level of AR on
THUMOS-14 (see Fig. 12).
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Fig. 11. Failure cases of relatedness score maps on ActivityNet-1.3.
Fig. 12. Performance analysis on THUMOS-14 and ActivityNet-1.3 in terms
of AR@AN=100.
Although SRG achieved the best performances at low
and middle tIoU values in Fig. 8, there is still room for
improvement at high tIoU values larger than 0.80. Specifically,
TIGN in SRG aims to generate as many temporal intervals
with reliable boundaries as possible for avoiding missing
action instances. Thus, the generated temporal intervals have
similar boundaries that are highly overlapped with true action
instances. Since the boundary of action is subjective and
ambiguous, a large number of the highly overlapped temporal
intervals make it difficult for TIEN to precisely rank them.
For example, it is a challenging task to find the best temporal
intervals when they all have high tIoU values. In a similar vein,
we can explain why SRG achieved lower performance than
BSN [22] at the tIoU value of 0.95 and outperformed other
methods at tIoU values of 0.50 and 0.75, as shown in Table
VIII. For future work, we intend to address this limitation of
SRG.
In Table II, SRG achieves the best performance in terms
of AR@AN=100, but SRG shows comparable performance in
terms of the AUC. As aforementioned, TIGN generates a large
number of temporal intervals with high tIoU values. However,
TIEN struggles to precisely rank these temporal intervals when
most of the temporal intervals have good-enough boundaries.
This limitation of SRG yields low AR values at small AN
values; thus, the AUC of SRG is slightly inferior to those
of BSN and MGG [23]. Additionally, inaccurate relatedness
score maps for some short action instances on ActivityNet-1.3
(see Fig. 11) would limit the performance increase. Improving
these relatedness score maps will be another future work.
VI. CONCLUSION
In this paper, we have proposed a novel approach, namely
SRG, for high-quality temporal action proposal generation.
SRG is based on two key ideas, “snippet relatedness” and
“PN operations”. The snippet relatedness indicates which
snippets are related to a specific action instance. PN opera-
tions allow the snippet relatedness to be effectively learned
by locally and globally capturing long-range dependencies
among snippets. By employing these ideas, SRG first produces
three types of 2D score maps for temporal intervals. Then,
SRG evaluates the action confidence scores of the temporal
intervals and refines their boundaries to generate high-quality
proposals. Experimentally, we have demonstrated that SRG
outperforms state-of-the-art methods on both the THUMOS-
14 and ActivityNet-1.3 datasets. Furthermore, with the same
standard action classifier, our proposals markedly outperform
state-of-the-art proposals for temporal action detection.
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