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Abstract
This paper presents results about laminar-turbulent transition due the temporal evolution of spanwise modulated wavetrain in
plane Poiseuille flow. The proposal here was to understand the nonlinear regime using a constant Reynolds number, typical to
channel flow, towards to interpretation of the transition phenomena in boundary layer flow. The adopted method to build results
was Direct Numerical Simulation. The spanwise wavetrain was obtained by simulating the temporal evolution of a disturbance
along of computational domain to the normal velocity component (v-velocity). After, the wavetrain was introduced in flow as an
initial condition. A high order numerical code was developed and tested to the present study. The results indicated which the
classical k-type intability dominates the flow transition to the chosen parameters. It occurred because oblique wave seeds were
nonlinearly produced, prior to the secondary instability. The results were in sense those by1 in the investigation of the production
of subharmonic seeds in modulated waves, in order, which the production of seeds for secondary instability appears to be a general
feature of modulated waves in wall bounded flows.
c© 2014 The Authors. Published by Elsevier B.V.
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1. Introduction
Wave modulation is a key ingredient of spot formation and intermittence in transition originating from T-S waves.
Therefore a better understanding of the eﬀect of modulation on these waves is of interest. Modulation can occur in
both stream and spanwise directions, here only spanwise modulation is considered. The flow studied is the channel
flow (height=H), but this is often a good model of the more applicable boundary layer flow. The constant Reynolds
number of Poiseuille flow helps the interpretation of the results.
The method used to produce the data to be analyzed was Direct Numerical Simulation. The equations of mo-
tion were solved in a vorticity × velocity formulation2. The domain was uniformly discretized by 6th order finite-
diﬀerences in the wall-normal direction (y-direction), while for the other directions (x and z), where periodicity was
assumed, a pseudo-spectral (Fourier) method was employed. Time integration was performed by a fourth-order low-
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storage Runge-Kutta algorithm. At the walls, homogeneous Dirichlet boundary conditions were used for all velocity
components, but no direct boundary condition exists for the vorticity. The vorticity at the wall had to be calculated to
satisfy the velocity boundary conditions and required an interactive method. In order to prevent numerical instability
of the mode with zero spanwise and streamwise wavenumbers, a Crank-Nicholson scheme was implemented for the
viscous term normal to the wall. The code was tested thoroughly and details can be found in3.
The problem was studied within the sometimes called temporal instability approach, which, for the channel flow
up to the weakly nonlinear stages, displays essentially the same physics of the more realistic spatial approach. The
disturbance was introduced as an initial condition of a suction and blowing type distributed around the centerline of
the channel walls. The excitation was very small, so that transient growth eﬀects remained negligible. Excitations
built from a combination of TS-eigenmodes and introduced at the initial time were also considered and produced
identical results. The excitation had a single streamwise wavenumber, but a wide range of spanwise wavenumbers.
2. Methodology
2.1. Formulation
The governing equations were used to incompressible three-dimensional flow. In the numerical simulations, these
equations were used in a vorticity-velocity formulation. The Navier/Stokes equations were converted into transport of
vorticity ω-equations
∂ω
∂t
= (ω · ∇)u − u · ∇ω + 1
Re
∇2ω, (1)
where the components of ω are
ωx =
∂v
∂z
−
∂w
∂y
, ωy =
∂w
∂x
−
∂u
∂z
, ωz =
∂u
∂y
−
∂v
∂x
. (2)
From equation (2) and using the fact that both velocity and vorticity vector fields are solenoid,
∇ · u = 0, ∇ · ω = 0, (3)
one obtains a Poisson equation for the velocity field
∇2u = −∇ × ω. (4)
In the numerical simulations, the so-called disturbance formulation was employed as it provides better accuracy.
This formulation stems from the fact that the total flow is composed by a small three-dimensional disturbance and
the plane Poiseuille flow. With some algebraic manipulations of equations (2) to (4), the following equations for the
velocity disturbance can be obtained
∂2u
′
∂x2
+
∂2u
′
∂z2
= −
∂ω
′
y
∂z
−
∂2v
′
∂x∂y
; (5)
∇2v
′
=
∂ω
′
x
∂z
−
∂ω
′
z
∂x
; (6)
∂2w
′
∂x2
+
∂2w
′
∂z2
=
∂ω
′
y
∂x
−
∂2v
′
∂y∂z
. (7)
The formulation has no explicit boundary conditions for vorticity at the wall. This has to be calculated from the
velocity field assuring consistency and conservation of mass. More in depth discussion of the current formulation as
compared with the primitive variable formulation can be found in2.
Temporal instability is considered. Periodic boundary conditions were adopted in both streamwise and spanwise
directions (x and z). For the wall-normal direction (y−direction), no-slip and no-penetration ( u = v = w = 0 at the
walls ) conditions were imposed. The flow geometry is presented in figure 1.
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Fig. 1. Schematic of flow geometry.
2.2. Numerical scheme
This formulation has been successfully in several investigations on spatial instability in boundary layers and chan-
nel flow2. For temporal instability, where a periodic boundary condition is used in the streamwise direction, had
to use an iterative procedure to solve the vorticity boundary condition at the wall. In the current work, a diﬀerent
approach was developed that restricted the iterative procedure to the mean flow Fourier component. Owing to this
original procedure, the numerical scheme is explained here in some detail.
In the code, a pseudo-spectral method was used for the x and z−directions. In this method, a generic quantity s can
be decomposed into Fourier modes (αl, βk) as
s(x, y, z, t) =
Nk∑
k=0
Nx∑
l=0
S l,k(y, t)e−i(αl x+βkz), (8)
where s represents the variables u′ , v′ ,w′ , ω′x, ω
′
y, ω
′
z, a, b and c in physical space. S l,k represents the discrete Fourier
components of the function s. Furthermore, αl = 2πlλx ; −Nx ≤ l ≤ Nx and βk =
2πk
λz
; −Nz ≤ k ≤ Nz are, respectively, the
spanwise and streamwise wavenumbers; λx and λz are the wavelengths that correspond to the domain size in x and
z−directions respectively.
Each Fourier mode (αl, βk) was calculated independently. The nonlinear terms were obtained according to the
following procedure: first, the components were transformed from Fourier space to physical space by a fast Fourier
transform algorithm where the nonlinear calculations were performed. After that, the results were transformed back
into the Fourier space. This procedure is often named pseudo-spectral method2.
For the y−direction, a high-order compact finite diﬀerence scheme was used4. Points in the interior of the domain
were discretized by centered compact finite diﬀerences of 6th order of accuracy. Points at the walls and next to the wall
were discretized, respectively, by asymmetric schemes of 5th and 6th order of accuracy, except for the wall vorticity
calculation, which used an asymmetric 6th order scheme. Full details of the finite diﬀerence method used can be found
in5. For all Fourier modes, except for the zeroth mode (0, 0), the temporal integration was carried out with an explicit
4th order Runge-Kutta method of four stages, showed in6.
For the mode (0,0), the vorticity Ω0,0 was calculated from its definition, equation (2). The z-velocity component w
has to be null due to symmetry while the normal velocity v is null at the wall. Therefore, Ω0,0x is also null at the wall
and one can write a simple equation for Ω0,0 = (0, 0,Ω0,0z ) at the wall
Ω
0,0
z =
∂U0,0
∂y
. (9)
In the equation,Ω0,0z depends on ∂U
0,0
∂y . However, U
0,0 cannot be calculated using equation (5). The calculation of Ω0,0z
and U0,0 had to involve an iterative procedure described below. Moreover, to ensure stability, the zeroth mode had to
be advanced in time using a combination of Runge-Kutta and Crank-Nicholson methods. The procedure is similar to
that employed by7. However, here only the zeroth mode used the iterative procedure, and the Runge-Kutta algorithm
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used 4th order instead of 2nd. The whole procedure was as follows: first, write the right hand size of the spanwise
vorticity transport equation (1) as
∂Ω0,0z
∂t
= rhs + 1
Re
∂2Ω0,0z
∂y2
, (10)
where rhs denotes right hand side. In numerical time integrations, in general, Ωz|it+1 is calculated from
∂Ω0,0z
∂t
=
1
Δt
(Ωz|n+1 − Ωz|n), (11)
where n is the time-level. At every Runge-Kutta sub-step, the diﬀusive term in equation (10) was calculated from a
Crank-Nicholson procedure
∂2Ω0,0z
∂y2
=
1
2
(∂
2Ω0,0z
∂y2
|n +
∂2Ω0,0z
s
∂y2
|n+1), (12)
while the other terms were calculated explicitly
rhs = rhss−1|n+1. (13)
In the equations, s assumes the sub steps i, ii, iii and iv of the Runge-Kutta method. Therefore, s − 1 = 0, i, ii, iii,
where s− 1 = 0 indicates the previous time step. The diﬀusive term to be used in the Crank-Nicholson algorithm was
calculated using high order compact schemes
A
∂2Ω0,0z
∂y2
| j=1, jmax = RΩ
0,0
z | j=1, jmax , (14)
where jmax is the number of points in the grid and A and R are the coeﬃcient matrices of the linear system that had to
be solved.
Combining equations (10) to (14) one arrives at
( Δt
2Re
R − A
)
Ω0,0z
s
|n+1j=1, jmax =
( Δt
2Re
R + A
)
Ω0,0z |
n
j=1, jmax − ΔtArhs
s−1|n+1. (15)
This equation was iterated. In order to reach convergence, theΩ0,0z values at the wall had to be underrelaxed as follows:
Ωz|
0,0 s
j=1 =
l − 1
lmax − 1
Ωz
0,0s|n+1j=1 +
lmax − l
lmax − 1
Ωz
0,0|nj=1, (16)
Ωz|
0,0 s
j= jmax =
l − 1
lmax − 1
Ωz
0,0 s|n+1j= jmax +
lmax − l
lmax − 1
Ωz
0,0|nj= jmax , (17)
where lmax is the number of iterations to reach convergence. In the current work, lmax = 2 was suﬃcient as opposed
to that of7 where lmax = 7. It is believed that this faster convergence was a result of using the interaction only for the
zeroth mode, which does not change quickly in time. At interior points,
Ωz|
0,0s
j=2, jmax−1 =
1
2
(Ωz0,0 s|n+1j=2, jmax−1 + Ωz0,0|nj=2, jmax−1), (18)
was used.
2.3. Initial condition
A disturbance for v−velocity was introduced into the computational domain somewhat imitating the technique of
blowing or suction used in experiments8. The disturbances was given by
v(x, y0, z, t) = A(m)(1 − cos(2π t − t1t2 − t1 ))(e
i(αx+βmz+φ(m))), (19)
 Homero Ghioti da Silva and Marcello A.F. Medeiros /  Procedia IUTAM  14 ( 2015 )  355 – 363 359
where A(m), α, βm and φ(m) indicate, respectively, amplitude, streamwise (fixed set to 1) and spanwise wavenumbers
and phase of the disturbance mode (1,m). The symbol  indicates that only the real part was considered. The
parameter y0 assumes values 0 and 2H. Initially the disturbance produced a flat spectrum in spanwise wavenumbers.
It covered the range −2.56 ≤ β ≤ 2.56. The Reynolds number based on the channel width was 8000. At this stage the
maximum amplitude in physical space was 1×10−3. The simulations used 5 Fourier modes in streamwise direction and
256 Fourier modes in spanwise direction. This includes both positive and negative wavenumbers and the part of the
spectrum that was filtered based on the 2/3 rule to avoid aliasing. The spectral discretization was 0.03 in the spanwise
direction and 0.5 in the streamwise direction. In the wall normal direction 201 equally spaced points, adopting spatial
discretization set to 0.01, were used. Mesh convergence tests to the choice of parameters were performed and showed
in9.
3. Results
Figure 2 (a) shows the time evolution of the modulated wavetrain at constant x and y position. Position y=0.15H is
close to the eigenfunction peak for a two-dimensional wave in channel flow. In the linear regime the wave essentially
grows in amplitude and width. Later, structures develop around the centerline, which resemble aligned Λ vortices
that characterize K-type transition. Figure 2 (b) shows the spanwise spectral evolution of the modes at the funda-
mental streamwise wavenumber. The nonlinear structures appear as very oblique waves in Fourier space. Streaks
are also formed with the same spanwise wavenumbers. Harmonics and subharmonics of the fundamental streamwise
wavenumber remained negligible.
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Fig. 2. (a) Contour plots of the time evolution of the streamwise disturbance velocity at y=0.15H and a fixed x position; (b) time evolution of the
spanwise spectrum at y=0.15H for the fundamental streamwise wavenumber.
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Figure 3 (a) shows the evolution of the nonlinear oblique modes in the modulated wave. Figure 3 (b) displays
the evolution of oblique modes subjected to fundamental instability driven by a corresponding unmodulated two-
dimensional wave. Other parameters are identical for both types of the simulations. In the unmodulated case, the
evolution of the oblique modes is obtained from a DNS simulation specific for each pair of oblique modes, therefore,
no other interactions between oblique modes was considered. Figure 3 (b) is a collection of mode evolutions from
diﬀerent simulations.
For a number of spanwise wavenumbers, figure 4 compares the later evolution of oblique modes in the packet with
the evolution of modes under K-type instability, results extracted from figure 3. The curves were normalized and
shifted vertically for clarity. In figure 4(a) the agreement is remarkable. In figure 4 (b), the agreement is fair at early
stages, but poor later. However, these modes are spanwise harmonics of the previous modes, and, perhaps, are the
outcome of the quadratic interaction of the previous modes. In figure 4(b), a dashed line shows the evolution of the
amplitude square of the mode β = 1.2. The agreement with the oblique mode β = 2.4 in the packet is very good.
Since the linear growth rate is negligible in comparison with that from the K-type instability, the result confirms the
conjecture.
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Fig. 3. (a) Time evolution of amplitude of oblique modes in the packet, in a range of spanwise wavenumbers and of the amplitude along the center-
line of the modulated wave ; (b) time evolution of oblique modes subjected to fundamental resonance driven by an unmodulated two dimensional
wave.
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Fig. 4. (a) Comparison of nonlinear evolution of oblique modes in the packet (symbols) and oblique modes under K-type instability (line). (a)
Lower spanwise wavenumber nonlinear band (b) higher spanwise wavenumber nonlinear band. The dashed line in figure (b) shows the square of
the amplitude of the oblique mode with spanwise wavenumber 1.2 under K-type instability.
Figure 5 (a) displays the time evolution of the two dimensional wave composing the modulated system and of an
oblique wave that grows in the nonlinear regime. The signal of the oblique wave is enlarged for clarity. The data was
collected at an arbitrary x and y position, the z-position, which is marked in figure 2 (a), was at the center of a nonlinear
structure. Clearly the oblique wave rapidly changes phase between times 1750 and 1900, after which it experiences an
extremely large growth. Even though the nonlinear activity is fairly strong at the latest times simulated, the nonlinear
oblique modes exhibit an amplitude distribution that resembles a TS-wave of identical spanwise wavenumber.
Back to figure 2 (b), it is seen that the threshold amplitude for fundamental instability of a two-dimensional wave
is about 1% of the free-stream velocity. For the modulated case, the onset of secondary instability occurs when
the disturbance amplitude along the centerline reaches about 1% too. This suggest that the central portion of the
packet acts like an eﬀective two-dimensional wave driving the system, which is consistent with the observation that
the nonlinear activity is confined to the central portion of the packet. Overall, the results strongly suggest that the
nonlinear regime of this modulated wave is governed by secondary instability of the fundamental type. The results
may be related to observations made by10 for pulse excitations.
362   Homero Ghioti da Silva and Marcello A.F. Medeiros /  Procedia IUTAM  14 ( 2015 )  355 – 363 
1500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
Nondimensional Time
Am
pl
itu
de
3D wave
2D wave
0 0.5 1 1.5 2
0
0.5
1
Flow Normal Direction
R
el
at
iv
e 
Am
pl
itu
de
u−Component of the Eigenfunction
Linear Stability Theory
Numeric − time 2054
Numeric − time 2094
−4
−3
−2
−1 0 1 2 3 4 0
450
1000
1550
2100
1e−20
1e−15
1e−10
1e−05
nondisturbed
disturbed 1.d−8
disturbed 1.d−7
Fig. 5. (a) Time signal of a two-dimensional and a nonlinear oblique wave in the modulated wavetrain; (b) Amplitude distribution of a nonlinear
mode and of a TS-wave; (c) Time evolution of spanwise spectra for diﬀerent levels of excitation of highly oblique waves.
4. Remarks and Conclusion
Fundamental instability requires oblique wave seeds. In experiments with unmodulated waves the oblique seeds
arise from the background noise or are artificially excited. Here this aspect was investigated by analyzing three tests.
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For all tests, oblique waves in the spanwise wavenumber range of [-.69, .69] were excited at an amplitude 10−5. Waves
of higher spanwise wavenumbers were excited at 10−7, 10−8 or not excited (except for the discretization error), figure
5 (c). For all three cases the final spectra was identical to one another, which clearly demonstrates that under these
circumstances the oblique wave seeds are nonlinearly produced prior to the secondary instability. These results are
qualitatively similar to1 which investigates the production of subharmonic seeds in modulated waves. The production
of seeds for secondary instability appears to be a general feature of modulated waves in wall bounded flows.
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