MWITTEN@CHPC.UTEXAS.EDU I saw the pale student of unhallowed arts kneeling beside the tlaing he had put together. I saw the hideous phantasm of a man stretched out, and then, on the working of some powerful engine, show signs of life and stir with an uneasy, halfrrital motion.
Mary Shelley, Frankestein

IN THE BEGINNING
In the late 1800s mathematicians and physicists found in both biology and ecology sources of simultaneously intriguing as well as difficult research problems. The very complexity that made life difficult for experimental biologists was provocative to the mathematical community, albeit not, perhaps, for the same reasons. This burst of interest led to the birth of the field of mathematical biology. Unfortunately, the biomathematical models were found to be sorely lacking when it came to their inherent realism. In his Philosophie Positif, A. Comte stated, &dquo;Every attempt to employ mathematical methods, in the study of chemical questions, must be considered profoundly irrational and contrary to the spirit of chemistry. If mathematical analysis should ever hold a prominent place in chemistry-an aberration which is happily almost impossible-it would occasion a rapid and widespread degeneration of that science.&dquo;
The arrival, in the 1960s, of accessible computing hardware and software allowed simulation modeling to become a more widely used methodology, thereby increasing the biomodeler's capability to incorporate the missing necessary biological complexity into the original, often necessarily oversimplified, mathematical models.
Nevertheless, the experimentalists still felt that the theoretical (mathematical) analyses were deficient in a variety of areas. Despite these increased modeling and simulation capabilities, the mathematical/simulation models were often far from being useful in clinical or practical real-world biomedical application, as they still lacked the crucial biomedical realism. Mathematical modelers, on the other hand, justifiably balked at the experimentalists' demands for these increased levels of biological complexity (reality). The theoreticians righdy observed that the addition of the required biological realism would necessarily lead to significant alterations in the mathematical models, alterations making them intractable to any formal theoretical mathematical analysis. Hence Figure 1 shows the estimated performance requirements of these researchers.
HPCC IN BIOMEDICINE
Traditionally, medical computing has been associated with payroll, billing, and medical records management. The appearance of computational chemistry as a formal discipline, and its subsequent impact on the pharma- Fig. 1 . Estimated performance requirements for Grand Challenge research problems ceutical industry forever changed the role and the destiny of computing in the biological and health sciences. No longer was it sufficient to examine simplified black box models or semirealistic approximations of biological systems. Instead, the prime directive became the targeting of reality. Computational chemistry begat computational pharmacology, which begat computational pharmacodynamics and pharmacokinetics. Complex image processing problems arising in computed tomography (CT) scan reconstruction also necessitated the use of high-performance computational engines. Their child was molecular visualization and surgical planning/ simulation.
The atom and molecule gave way to genetic sequences, which, with the high-profile push of the Human Genome Project (Cantor, 1990) and its associated computational demands, begat computational molecular biology and genetics, a Grand Challenge discipline (Morowitz and Smith, 1987;  Jones (1992) addresses some of these problems in his paper in this special issue. A bibliography of over 3,000 citations on computational molecular biology and genetics algorithms is available from the GenTools project at the University of Texas-CHPC. To obtain the bibliography, send a request to GENTOOLS@CHPC.UTEXAS.EDU (Barron et al., 1991) . This explosion of computation in the biosciences provided the necessary impetus for examining a variety of different complex biomedical problems ( it is a dream to which we may now aspire. With increasing frequency, computational sciences are being exploited as a means with which to investigate biomedical processes at all levels of complexity, from molecular to systemic to demographic. Let us survey the use of high-performance computing environments for the purposes of addressing questions arising in the health sciences. We shall call this discipline computational medicine with the proviso that it is understood to refer to problems arising in all health-science-related disciplines. VISUALIZATION Historically, visualization has transformed the symbolic or numeric into the geometric, thereby enabling researchers to observe the results of their simulations and computations. Beyond that, visualization allows the modeler to obtain information from the data. This information is often in the form of unsuspected relationships between the model variables. Visualization is an integral part of the life sciences, as the life sciences are, by their very nature, visual or tactile. As an outgrowth of attempts to address the computational issues in clinical visualization, clinical diagnosis and medicine have become more powerful. No- where has this increase in effectiveness been better demonstrated than in the areas of noninvasive medicine and image reconstruction; CT, positron emission tomography (PET), and nuclear magnetic resonance (NMR) scanners now inhabit most hospital complexes of average size. A more futuristic extension of this area is found in the surgical planning systems at the Mayo Clinic (Robb, 1988) and at the Mallin-krodt Institute (Washington University at St. Louis). With these advanced systems, physicians are able to simulate a surgical procedure before it is performed on the patient, thereby minimizing potential hazard to the patient, increasing surgical accuracy, and possibly enhancing patient health-care benefits (Centofani, 1989; Fuchs, Levoy, and Pizer, 1989; Spitzer and Whitlock, 1989; Schriver and Rosenblum, 1990; Held et al., 1991) .
WHAT'S IN THE DATA
We have already observed that one of the more difficult problems in scientific visualization, particularly in the life sciences, is that the complexity of the real-world system requires an almost concomitant complexity in the model. By default, this results in a complex set of data requiring visualization. It is a well-understood fact that the eye, as sophisticated as it is, can handle only so much visual complexity. As a consequence of this limitation, it is easy to imagine a scenario in which there is simply too much visual information for the eye-brain connection. It follows that we must examine alternative and collaborative methods for scientific visualization. An obvious next step is to consider the use of the ear, in collaboration with the eye. One possible way to enhance our understanding of the data and our ability to construct relationships between the data elements is to let the simulation modeling dynamics generate both the soundtrack and the visual track. As we have been using this technique for biomedical applications, we have coined the term BioSymphonU;s@ to describe this type of integrated multimedia visualization technique in the biosciences (Witten and Wyatt, 1992) . Extending this to full sensory environments, we may easily conceive of model reality (MR) environments that are the simulation or mathematical modeling equivalent of virtual reality (VR) . It is easy to envision walking around inside a cardiac simulation, as it takes place, in the same sense that one can walk through the air-flow simulation over a space shuttle. The blood flow in the heart, the neural signal transmission, the kidney function, and joint motion can all be studied in this MR environment.
COMPUTATIONAL CHEMISTRY AND PHARMACEUTICS
The field of computational chemistry and pharmaceutics is readily divided into the following three major areas: 1. biophysical properties such as crystallographic reconstruction and molecular visualization;
2. mohcular biochemistry, which encompasses such areas as structure-function studies, enzyme-substrate studies (reaction studies, pathway analysis), and protein dynamics and their properties; and 3. pharmacokinetics / pharmacodynamics, which encompasses such areas as interactive molecular modeling, drug design and drug interactions (cancer chemotherapy, orphan drugs), binding studies (binding site properties), structure-function relationships as applied to drug effectiveness, and cell receptor structures.
All of these areas involve intensive numeric computation and subsequent high-speed graphics for the visualization of the final molecular and chemical structures. The computations are so intensive that there are currently a number of specialized high-speed superworkstations dedicated to realtime rapid visualization of chemistry and pharmacology-oriented problems. Within the discipline of computational chemistry, the field of neural nets is also taking hold. Neural nets studies (G. Wilcox at Minnesota Supercomputing Center; M. Liebman at Amoco Technology Corporation) are being used to learn to identify similar protein structures based on recognition of pattern representations for the threedimensional structure of proteins. This work is so intensive, particularly in the early learning (training) stages, that it is performed on a vector supercomputer (Jenson and Truhlar, 1987; McCammon and Harvey, 1987) .
COMPUTATIONAL PHYSIOLOGY
Human physiology attempts to explain the physical and the chemical factors that are responsible for the origin, the development, and the progression of human life. Human beings are complex machines built from equally complex systems (immune system, digestive system, nervous system, etc.). These systems contain multiple parts or organs (each, itself, a complex hierarchy of systems and subsystems). Realistic models of these physiological systems can, under the right conditions, lead to a deeper understanding of the basic biology of these interacting bodily systems. And, as the models become more sophisticated, they may possibly lead to a far deeper understanding of the important synergism between the systems. Let us take a brief excursion through a variety of these physiologic systems.
The ovaries are the repository of the female reproductive component, the follicles.
Of the approximately 500,000 follicles present in the two ovaries at birth, only about 375 will eventually develop into ova (eggs). Worldwide, levels of infertility have been demonstrated to be increasing in both sexes. This is particularly true in the United States and in Poland. It is not at all clear what is causing such an increase in infertility to occur. As a consequence, it is of no small importance that the dynamics of the reproductive cycle be studied in detail. Such models might give insight into how the environment or other factors might play into the level of infertility displayed in a particular country or population. In addition, such models can be used to study the dynamics of aging in the mammalian reproductive system. These models represent various increasing levels of complexity in the mathematical modeling process. The basic premise of all of these models is that the follicle undergoes a series of stages or steps in its growth. These stages, and the transitions between them, are modeled by differential equations. This class of compartmental or Markov model can generate systems of equations that are potentially extremely large. The systems of equations range from fairly simple to fairly complex in their structure. The model system of Witten, for example, involves the solution of anywhere from 50,000 to more than 200,000 nonlinear differential equations describing a probability distribution for a given number of eggs, in each stage (compartment) of development.
Mathematical models of swimming tails (sperm without heads) have been studied by L. Fauci (Tulane University). Her model is numerically intensive as it involves the solution of a set of equations describing a swimming object in a viscous fluid.
The cardiovascular system is fundamental to life support of the human. It is also one of the most widely studied and modeled of all of the physiological systems. Arthur Winfree (1987) of the University of Arizona has been involved in the mathematical modeling and computer simulation of nonlinear waves in excitable media. One example of an excitable medium is the heart muscle. Winfree has been studying cir-culating, vortex-like excitation (reentrant tachycardia) in the heart as it is related to the onset of fibrillationwhen the heart suddenly loses the rhythmic movement that allows it to pump blood.
At the University of Calgary, Wayne
Giles heads a research team that is investigating the electrical energy of the heart and its effect on the organ's natural rhythm. He is particularly interested in how such a model could be utilized to study the interaction of cardiac function and cardiac drugs. Peter Backx and H. ter Keurs of the University of Calgary, and S. Goldman of the University of Guelph have been involved in studying the property of propagated after-contractions in cardiac preparations. Their mathematical model, involving up to 40,000 coupled ordinary differential equations, is numerically integrated to study the dynamics of calcium-mediated contractile waves in cardiac preparations. Charles Peskin of the Courant Institute for Mathematical Sciences is involved in cardiac modeling from a different perspective. He has been performing two-dimensional, and now three-dimensional modeling of the heart, including valves and ventricles (Peskin and McQueen, 1989) , and is currently involved in adding atria and other vessels. This working model beats and moves the blood through the chambers of the heart. The model is a complex one involving a coupled system of equations modeling the wall, the blood, and the valve motion. The purpose of the Peskin research project is to develop a model that will allow for the design of artificial valves and their subsequent testing. In addition, he wishes to be able to study the effect of heart function on the valve design.
At the single neuron level, Steve Young and Mark Ellisman of the Laboratory for Neurocytology at the University of California-San Diego are using the supercomputer to reconstruct images of single neurons. The neurons are frozen, sliced into sections 0.25 to 5.0 ~Lm thick, and photographed through a high-voltage electron microscope. The computer is then used to reconstruct the slices and subsequently to view them on a graphics workstation. Ultimately such techniques will be integrated with advanced simulation modeling to allow the scientist to investigate and to simulate tissue activities and structurefunction relationships. As these techniques are refined, one can envision the development of methods for viewing Alzheimer's disease, which wreaks havoc with the aged in our population, at the single cell level.
T. R. Chay (1988a, 1988b) of the University of Pittsburgh has been studying the dynamics of excitable cells and has been trying to understand the behavior of channel gating in patch clamp data. T. D. Lagerlund and P. A. Low (1987) of the Mayo Clinic have been examining the effects of axial diffusion on oxygen delivery in the peripheral nerve. Victims of diabetes often suffer changes in their system of blood vessels. These changes reduce the supply of oxygen and nutrients to the tissue and subsequently damage the kidneys, retinas, and nerves. The simulation modeling work of Lagerlund has been to examine the mechanism of tissue damage in diabetes and how nutrients reach the cells.
His work has been concerned primarily with diffusion of various nutrient and other substances through nerve tissue. A deeper understanding of these mechanisms could well lead to a deeper understanding of and a subsequent treatment for a variety of nerve diseases caused by diabetes and other related conditions (see also Green et al., 1989) .
At a higher level of neural organization, we have the brain. Lagerlund and Sharbrough (1989) have developed computer models for various features of the electroencephalogram (EEG) as recorded by scalp electrodes.
Their model has been an attempt to understand the mechanisms that are responsible for the generation of the rhythmic fluctuations in potential.
The body fluids are extremely important to the basic physiology of the human being. The renal system, of which the kidneys are part, is intimately tied to the dynamics of the body fluids. The kidneys excrete most of the end products of bodily metabolism and control the concentrations of most of the constituents of the bodily fluids. Loss of kidney function can lead to death. Don Marsh of the University of Southern California School of Medicine is leading a group of investigators in large-scale mathematical modeling and simulation of the kidney. He and his group have looked at two problems: (1) the concentrating mechanism of the inner medulla of the kidney and (2) the oscillation in tubular pressure initiated by the kidney's nonlinear control mechanism. The concentrating mechanism was modeled using a three-dimensional model of the kidney structure. It included longitudinal symmetry, tubules, and blood vessels (see also Layton, 1986) .
Mathematical/computer models of limb motion are of importance in a number of areas, from robotics to biomechanics. Karl Newell of the University of Illinois at Urbana-Champaign simulates limb movements using spring-mass models. Such models are currently used as a metaphor for the neuromuscular organization of limb motion.
At the cellular level, Cy Frank and Raj Rangayyan of the University of Calgary are examining ligament injuries and methods of treatment. Collagen fibrils, the basic building block of normal healthy ligament, are in nearly parallel arrangement when the ligament is healthy. In injured tissue, the arrangement is highly random. These investigators have been able to demonstrate that the randomness of the distribution depends on the nature of the injury sustained and the stage of healing. As the tissues heal, the collagen fibrils realign in a process called colla-gen remodeling. Using the supercomputer for sophisticated and intense image processing, these investigators are attempting to interpret the realignment stages and to use such knowledge to more accurately treat trauma to the limbs.
Patient-based physiological modeling has come of age. More and more computer systems are being targeted to take patient image information and reconstruct it so that a physician can view or review, in three dimensions, a patient's x-ray, CT, PET, NMR, or other clinical image data. Computerized surgery systems are currently in place at the Washington University of St. Louis Mallinkrodt Institute and at the Mayo Clinic. Facial reconstruction and surgical simulation are now a practiced reality.
Such workstation-based and mainframe-based systems allow one to dream of a new class of ultralargescale patient-based physiological simulations that could be possible with a high-performance computing engine.
At the VA Medical Center in Minneapolis, T. K. Johnson and R. L. Vessella are developing a patient-based simulation of radioactive decay in the organs of the body. Such a problem is computer intensive in that it requires the mapping of the three-dimensional spatial distribution of radiolabeled compounds. In addition, the difficulty of the problem is enhanced by the fact that the radiation may travel a distance before it interacts with matter, and the irregular shapes of the organs do not lend themselves to simple dose-distance relationships (see also Moyers et al., 1988) .
COMPUTATIONAL POPULATION BIOLOGY
Demographic models are generally hyperbolic partial differential equations or their approximations. The canonical demographic system is the McKendrick/Von Foerster system given by where n(t,a) is the number (or density) of individuals of age a at time t, 1L(i,a,...) is the per capita mortality rate, k(ta,...) is the per capita birth rate, and no(a) is the initial population distribution and is a given (see Witten, 1983) . Understanding the numerical and analytical behavior of these models is of great interest for a number of reasons. In particular, given the increasing cost of health care and the well-known increase in the number of aged in the U.S. population, it is of great importance to understand the dynamics of the human population in an effort to hold down the cost of health care. In addition, models of this type arise in the study of toxicological effects of the environment upon a population (ecotoxicology). For example, how does PCB exposure (at the molecular level--computational molecular biology) affect the dynamics of the liver (at the organ levelcomputational physiology)? And, how is this result seen at the population level (the demographic levelcomputational population biology)? Similar models arise in the modeling of diseases, parasite dynamics, cattle migration and feeding, seed dispersion, and numerous other areas in which there are structured biological populations. Computational gerontology deals with age structure at a variety of organizational levels (see Witten, 1989b Witten, , 1991 .
Mathematical modeling of diseases, particularly of such diseases as AIDS and Lyme disease, requires the use of highly sophisticated computational methods. The disease models are routinely complex, often stochastic (random) in nature, and quite frequently intractable to standard analytic solution methods. Models of this class have been studied by M. Hyman and associates at Los Alamos National Laboratories and at Cornell University by S. Levin as well as C. Castillo- Chavez (1989) .
The disciplines of epidemiology and biostatistics focus on population dynamics and characteristics from a probabilistic or statistical perspective. Clinical trials often generate large datasets. Statistical analysis of these datasets is often intense, due to the sample size and the complexity of the interactions. In addition, there are often issues of multicenter trials and meta-analysis. In general, this class of problem is both computer dependent and computer intensive, not only from the point of view of numerical computation, but also from the point of graphic visualization of the resultant computations. High-performance environments now allow us to steer and to interact with our statistical calculations in a way that will clearly prove to enhance our ability to understand complex datasets. Sophisticated parameter estimation problems and multiparameter fitting problems often require searching through complicated parameter spaces for the best possible fits to the data.
COMPUTATIONAL DENTISTRY
What can be done visualizing the bones and muscles in the torso can also be done with the jaw and with the facial muscles. A growing number of dental researchers are collaborating with mechanical and biomedical engineers for the purpose of finite element modeling of the jaw, modeling of dental implants, and the study of bone biomechanics (C. Rubin et al. [1983] ; Michael Day, University of Louisville; Monte Rieger and associates [1990a, 1990b] , University of Texas Houston Dental School; Ron Hart et al. [ 1992] , Tulane University). The resultant models are then applied to examining the problems of optimal design of orthodonture, stress and strain on dental implants, and computer-automated patient-based, dental prosthetics design.
One of the single greatest dental health care costs is temporal mandibular joint (TMJ) syndrome. Development of a neuromuscular joint model of the mouth is crucial if one is to study TMJ syndrome. Such a model involves not only the use of sophisticated mathematical equations describing the dynamics of the bones and muscles of the jaw, but also patient-based data as the input for describing these same structures. Thus, the newer generation models will be based on real patient data rather than hypothesized or idealized dental structures. Such models require that high-performance computing environments be used, not only as a computation engine for the model simulation, but also as an image processing system to facilitate the handling of patient-based image data (CT, NMR, PET, etc.), and as a means by which the data may be visualized.
They require high-performance communications networks for the rapid transmission of these data, as well as the simulation results, so that these models may be used effectively in a clinical setting. Second only to the problem of TMJ syndrome is that of periodontal disease. The complex interplay between the bacterial ecology of the patient's mouth and the basic physiology of the patient is not well understood. In a newly embarked upon project between the University of Texas Health Science Center and the University-Industrial Consortium an ultralargescale simulation of the mouth and its bacterial environment is being developed. The purpose of this project is to develop a method for better understanding how periodontal disease occurs, what factors may influence the progression of the disease, and how it can be better treated.
COMPUTATIONAL NURSING AND VETERINARY MEDICINE
Computational nursing and veterinary medicine are two new arrivals to the high-performance computing field. The nursing field is beginning to make use of high-performance environments as a means to perform complex statistical analyses of patient care data. Also examined are problems in hospital management as related to optimization of patient care. In the field of veterinary medicine, we see an increasing use of the high-performance environment for studies involving the genetics of herd populations, design of optimal feeding programs, modeling of inoculation protocols, and overall farm management (Fig. 4 ). Clearly, any modeling effort done in humans may be similarly performed in animals as well.
WET LAB VERSUS COMPUTER LAB
The field of computational medicine is clearly both exciting and necessary. As our biomedical knowledge and understanding deepen and grow, we are increasingly able to formulate more realistic models of complex living systems. Within these modeling environments, we are able to perform experiments that are not easily or ethically performed in the wet laboratory or clinical environment. These computer experiments may, if they are well designed, yield results that suggest wet laboratory experiments not at all obvious to the experimentalist. The computer and the model become a complex and sophisticated tool and environment with which, and within which, we may more deeply explore the complex world of health care and biomedicine. However, we must not be fooled into believing that the model can or will replace the living system. Parameter estimates must come from somewhere. They cannot just be conjured up. Our biological understand- Fig. 4 . Emerging high-performance computing research areas in agricultural/ veterinary disciplines ing must derive from a primary source. And, while models may suggest experiments, the experiments must be carried out in the original biological system. The results of a modeling effort must be tested at the biological source.
We are now only taking our first toddler's steps in computational medicine (Witten, 1987 (Witten, , 1989 . This field provides yet another powerful window through which we may peer into the complexity of living systems, their diseases and pathologies, and their possible medical treatment.
EVOLUTIONARY STEPS
As the practice of science grows more akin to the practice of medicine in its increasing specialization, the need for the interdisciplinary scientist grows even more acute. In some sense, this need is seen in the demand for more M.D.-Ph.D.'s in the biosciences (Sadeghi-Nejaad and Marquardt, 1991 (Witten, 1987) . The computational physician is a synthesist, the fiber-optic link, if you will, between two disciplines. What mathematics and computers have done for the physical sciences can be done for the medical sciences as well.
However, we must now train a new generation of scientists. This must be a generation of interdisciplinary thinkers, of scientists trained to live within the art of thinking and learning across disciplines. The niche factor is as much a part of science as it is a part of life itself. That which can be given a name need not be feared. That which fits into a comfortable, definable slot is not our enemy. The time has come for the interdisciplinary synthesist to be recognized as both a necessary and a contributing part of the scientific community. The stigma associated with such a degree must no longer be permitted, if we are to solve the complex problems arising in this demanding discipline.
The true beauty of science rests in drawing from the fullness and the richness of science to solve a problem. Seeing similarities across disciplines, using tools that range across those same disciplines to solve a complex problem is not only a beautiful experience, but also the next generation of scientific endeavor. No longer can science function as a planet of separate economies and governments. Science has become networked, not only electronically, but also philosophically and technologically. The scientific disciplines are as dependent on each other as the world economies themselves.
Perhaps this is as it should be. Computational medicine is truly science in the service of humanity. By virtue of this fact, it is a global discipline in the same context that we are now a global economy.
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