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Abstract 
Road accidents and victims provoked by drowsiness are a worldwide relevant social and economic problem. In EU, 25% of road 
accidents are related with fatigue. The relation between drowsiness and accidents is supported by scientific evidences that relate 
microsleep and other fatigue episodes with the loss of control of the vehicle. Nowadays there exist different technological 
approaches for drowsiness mitigating while driving, which try to reduce these accidents by detecting driver’s physical condition 
and acting on the driver response. The techniques for mitigating accidents are based on algorithms of detection of physiological 
parameters that ensure drivers confidence and an appropriate use of the technology. The most frequently used non-invasive 
system are the cameras, which have been explored and used, mainly detecting eye movement and eyelid closure (PERCLOS). 
These systems have limitations due to artifacts and noise related to environmental and emotional conditions, which might lead to 
false positives. With the purpose of solving these shortcomings, the goal of the research is to develop a system capable of 
detecting the level of drowsiness based on the involuntary movements of the driver provoked by the respiration captured by 
means of cameras. In the current research, robustness in front of different types of users and circumstances has been explored. 
A system of reduced size automotive cameras of high dynamics is proposed to be used as breathing rate sensor. Images captured 
by these sensors will be processed to obtain the driver’s chest/abdomen movement. These data will be analyzed in real time by 
a validated algorithm that interprets the movement and obtains the level of fatigue and drowsiness of the driver. A twofold “gold 
standard” is used to compare the robustness of the developed system. An experimental design has been developed in order to take 
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into consideration different anthropometric characteristics, clothing types, user and vehicle movement and light conditions. The 
result will provide the boundary conditions of any system based on on-board cameras. These data will be used for building the 
algorithms to detect and interpret breathing patterns. The results show the capabilities of this approach and also permit to define 
the needs and requirements of the resulting technological developments. 
© 2016The Authors. Published by Elsevier B.V.. 
Peer-review under responsibility of Road and Bridge Research Institute (IBDiM). 
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1. Introduction 
1.1. Fatigue, drowsiness and accidents 
Road accidents and victims provoked by drowsiness are a worldwide relevant social and economic problem. In 
EU, 25% of road accidents are related with fatigue and drowsiness, rising to 40% of fatal accidents for this cause in 
US. Besides of the priceless human and social costs of those accidents, there exists a highly relevant economic 
impact. Its estimate is of about €1M per death and about €23,000 and €143,000 per injured person, depending on its 
severity. The costs of the total number of accidents rise to more than €100B every year in Europe (EC DG Energy 
and Transport, 2006). Thus, the economic cost of the accidents related with fatigue and drowsiness can be estimated 
between €10B and €24B every year. Other sources inform that, only in US, there are 240,000 yearly road accidents 
caused by drowsiness and fatigue, which cause losses estimated in thousands of millions dollars. 
The relation between drowsiness and accidents is supported by scientific evidences that relate micro-sleep and 
other fatigue episodes with the loss of control of the vehicle (Furman et al. 2008). 
Nowadays there exist different technological approaches for drowsiness mitigating while driving, which try to 
reduce these accidents by detecting driver’s physical condition and acting on the driver response. The techniques for 
mitigating accidents are based on precise algorithms of detection of physiological parameters that ensure drivers 
confidence and an appropriate use of the technology. 
However, there still are unsolved problems and technical and scientific approaches that can improve significantly 
the systems of detection under development. One of these problems is related with the use of time related 
information, which reduces the number of false positive in the algorithms associated with the use of cameras. 
This justifies that one of the today’s priorities for the automotive manufacturers is to keep working on the 
systems for fatigue and drowsiness detection and the improvement of their reliability through an improvement in the 
detection of false positives and in the integration with other systems of fatigue detection through data fusion. 
1.2. Approaches to detect drowsiness 
Regarding technical solutions to detect drowsiness, basically we can find two approaches. The first one is based 
on the analysis of the vehicle behaviour, such as Lane Departure Warning (LDW), that detects and analyzes the 
deviation of the vehicle from the lane boundaries (Kozak et al. 2006). The second approach is based on the analysis 
of the driver’s physiological parameters (Bekiaris, 2003): brain activity (Santamarina et al. 1987), heart rate (Solaz 
et al. 2014), breathing rate (Rodriguez-Ibanez, et al. 2011), galvanic skin response (Sahayadhas et al. 2012), eye 
movement and percentage of eye closure (PERCLOS) (Mallis and Dinges, 2004). The techniques and variables that 
can be analysed are multiple (de Rosario et al. 2014). The most frequent technology to obtain such physiological 
measurements in a non-invasive way is artificial vision, which is mainly used to detect eye movement and eyelid 
closure. Although interesting, those systems have limitations due to artefacts and noise related to environmental and 
emotional conditions, which might lead to false positives. 
1.2.1. Analysis of the vehicle behaviour 
The systems to characterize driving patterns were the first that appeared in the market (Hikcman et al. 2015), 
because they are transparent for the user (Liu et al. 2009). Such systems characterize, statistically or by genetic 
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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algorithms, the more relevant driving signals. The most frequently variables are the distance to lane boundaries, use 
of the accelerator and brake pedals, and the angle of the steering wheel. The main goal of those systems is to 
characterize the driving style of the driver, and determine its decline with time due to factors such as fatigue or 
drowsiness. The most popular of these systems is the Lane Departure Warning. Although LDW and RSC (Stability 
control) reduce significantly the accidents (Hickman et al., 2015), they cannot be considered strictly as drowsiness 
detectors, since the detected patterns can be attributed to drowsiness, distraction, bad driving habits, or sporty 
driving style. 
1.2.2. Analysis of the physiological variables of the driver 
Physiological variables are those that contain direct information about the drivers’ physical conditions. They are 
the more reliable parameters, since the information correspond to what is physically occurring to the driver, 
although they are difficult to interpret, as they can be the response of the human body to different mental, physical 
or emotional states (Laparra et al. 2009). For that reason, in most studies the relation between the stimuli and the 
emotional evocated state is analysed by eliminating the “noise” caused by other physical or emotional states (Wen et 
al. 2014). 
The appropriate technology to measure those variables mainly depends on the allowed degree of invasiveness. 
The most invasive systems (in direct contact with the driver, either on the skin (Nishimura and Nagumo, 1985), or 
on the driver’s thorax or head) are often the most precise ones, but they are unacceptable in the automotive sector, 
except in very specific cases. The least invasive systems are those that are transparent for the driver, and most of 
them are based on cameras. Those systems, highly accepted by the sector, are generally used to analyse the driver’s 
eye activity, in order to characterize emotional states or fatigue. Many analysis algorithms of ocular activity 
elaborate a drowsiness index based on parameters like PERCLOS, blinking duration (Abe et al. 2011) and speed 
(Tucker and Chapman, 2005), saccadic movements (fast eye movements), pupil diameter and gaze (Hanowski et al. 
2003, Kirsch, 2013, Smith et al. 2003), or slow eye movements (De Gennaro et al. 2000). However, other potential 
applications of the cameras are also investigated in relation with the detection of other physiological parameters 
such as breathing rate (AL-Khalidi et al. 2011; Tan 2010, Nakajima et al. 2001). 
1.3. Approaches to detect breathing 
From the aforementioned variables, breathing rate has shown a high degree of effectiveness for detecting 
drowsiness in automotive applications (Solaz et al. 2014).  
Breathing monitoring techniques can be catalogued into two different segments according the type of sensor: 
non-invasive and invasive. Usually the invasive types are related to medical diagnosis and become more objective 
than non- invasive techniques.  
The current technology in invasive sensors includes belt sensors and nasal probes as the most accurate 
(Schumacher, 2002). The technology of belt sensor measures changes in chest and/or abdominal volume, also 
known as plethysmography, and they are divided in three primary methods: measurement of changes in elastic belt 
tension, measurement of changes in electrical impedance, and measurement of changes in electrical inductance. In 
the first method, the belt, fastened around the chest or abdomen, exhibits a change in tension as the chest or 
abdomen expands or contracts. This change in tension can be easily measured and converted to a voltage and 
represented as breathing cycles. In impedance plethysmography human body is used as a conductor of electricity. 
Sensors in contact with the skin measure the conductivity of the body changes as the cross-section of the body 
expands and contracts, allowing the measurement of thoracic and abdominal movement during breathing. The last 
method, known as Respiratory Inductance Plethysmography (RIP), relies on the principle that when a current is 
applied through a loop of wire, it generates a magnetic field that changes when the area enclosed by the loop is 
modified. The sensor is and elastic belt with a wire sewn in zig-zag. The act of breathing changes the cross-sectional 
area of the patient’s body, and thus changes the shape of the magnetic field generated by the belt giving information 
about the respiration cycles. Breathing cycles can also be estimated from a temperature nasal probe: the probe 
contains a small ceramic-encapsulated metal-oxide semiconductor thermistor that shows a non-linear inverse 
relation between resistance and temperature. The probe is held under the nostrils to measure the temperature of 
exhaled breath an indicator of respiration. 
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In order to not perturb the diagnosis during the measurement, non-invasive monitoring techniques have been 
developed. Non-invasive types are commonly used for sleep disorders diagnosis and, in this research, drowsiness 
detection in vehicle. The most used techniques in sleep disorders diagnosis are: audio analysis (Cigada et al. 1993), 
vibration analysis (Mack et al. 2003), and thermal imaging (Zhu et al. 2005). Those techniques are not suitable for 
vehicle environment, due to a high noise/signal ratio value regarding the dynamics of driving performance. 
Breathing process causes involuntary almost-periodic thoracic and abdominal movements. The aim of our 
camera-based system is to detect these movements, to obtain a respiration rate signal.  
Differences between frames of digital video stream can be used to estimate breathing movements (Tan et al., 
2010). Optical Flow algorithms can be applied as well to an image sequence with good results (Nakjima, 2001). The 
requirement of intensive computations is a drawback to the optical flow approach, considering the real-time nature 
of the system, and the cost of automotive processors.  
The complete respiration cycle is composed by an inhalation period, followed by an exhalation period. In both 
periods, thoracic and abdominal movements are produced, and the movement speed slows down toward the end of 
each period. Measuring the movement speed allows to plot a semi-periodic signal over time, which period 
corresponds to the respiration rate. Short-Time Fourier Transform can be used to estimate the respiratory rate, taking 
the mean of the dominant frequencies in a time window (Koolen et al. 2015).  
1.4. Hypothesis and objectives 
With the purpose of solving these shortcomings a different approach is proposed. The goal of the research is to 
develop a system capable of detecting the level of drowsiness based on the involuntary movements of the driver 
provoked by the respiration, captured by means of cameras. In the current research, robustness in front of different 
types of users and circumstances (clothing, anthropometric characteristics, user movements and exterior light) have 
been explored previous to the definition of the hardware and software requirements. 
2. Materials and methodology 
Two different experiments have been carried out. Experiment 1 was done in order to validate Kinect as a non-
-invasive image-based system for breathing rate measuring. Then, Kinect was used in experiment 2 as a “gold 
standard”. Experiment 2 was structured in two main phases: 
x Phase 1: Laboratory tests in different conditions, in order to find the best position to place cameras.  
x Phase 2: Tests performed in a driving simulator, in order to obtain data that allowed to train the drowsiness 
detection algorithm. 
The experiments of the second phase have been conducted, but their analysis is currently in progress. The final 
result will provide boundary conditions for any system based on on-board cameras. 
2.1. Experiment 1: comparative of Kinect with plethysmography band 
The first experiment consisted in measuring the breathing rate of five subjects. Each subject breathing rate was 
measured three times using Kinect and a “gold standard” simultaneously, in order to validate Kinect. This “gold 
standard” was a plethysmography band, which gives the most precise movement of the chest and abdomen (Fig. 1). 
Kinect was placed at 120 cm from the subject who was sitting. Subjects were asked to breathe normally, and the 
duration of each trial was 60 seconds. The data collected from all subjects were analysed using a custom algorithm 
in OCTAVE. The mean of the region of interest (ROI) was computed frame by frame, in order to measure the 
breathing rate. Finally the Intraclass Correlation Coefficient (ICC) was calculated, in order to analyse the reliability 
of Kinect. 
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Fig. 1. Kinect depth map (left) and real image of the subject (right). 
2.2. Experiment 2 
2.2.1. Phase 1: testing different conditions 
Once Kinect was validated as a non-invasive image-based system for breathing rate measuring (experiment 1), it 
was used during experiment 2. In the first phase, the goal was to find the best cameras position as a non-invasive 
breathing rate detector system. Different conditions were taken into account: anthropometric characteristics (One of 
them subject with BMI = 30 and other subject with BMI=23), user respiration type (Thoracic or abdominal), 
ambient light (Illuminated, Burst or Dark), clothes (shirt plain or with drawings) and camera position. As it is shown 
in Table 5, a factorial experimental design allowed to reduce the number of measurements. The recordings were 
analysed qualitatively in order to find the best placement of cameras. 
 
 
Fig. 2. Representation of cameras positions. 
Two different cameras were used in this phase to obtain the images: PAC16 and FRCAM (Table 1 and figure 3), 
specifically designed for automotive applications, with special attention to surround view systems. The main 
specifications were 1 Mpixel with serial digital video output, and control backchannel, high quality fisheye optics 
and a very small size. The camera was equipped with a microcontroller that allows the boot, self-configuration and 
video signal delivery, after power up without any external intervention. 
The detection rate, effectiveness for detecting breathing cycle, of each condition and camera was compared with 
the results obtained with the plethysmography band. 
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Table 1. Cameras technical data. 
 Model Dimensions (mm) 
height × width × depth 
SER Cable Evaluation board Frame Grabber 
Camera 1 PAC16 PoC 24.5 × 27.5 × 27.4 Texas Instr Coaxial Texas DAQ 
Camera 2 FRCAM 32 × 47 × 27 MAXIM MAX9271 Coaxial Maxim Lattice 
 
  
Fig. 3. Camera FRCAM (left) and camera PAC16 PoC (right). 
2.2.2. Phase 2: tests performed in a driving simulator 
The objective of the somnolence tests carried out in the driving simulator was to evaluate the cameras as 
a drowsiness detection sensor. The data acquired from the video is being processed in order to extract the most 
significant breathing patterns, both sleep and fully awake, to estimate the state of the driver. Changes of illumination 
and driver movements will be isolated in order to avoid artefacts. 
A group of 5 male volunteers with ages between 22 and 38 years old have taken part in the study. The 
experiments were performed in two sessions: one of them in conditions of normal sleep, and the other in deprived 
sleep conditions (at least 24 hours without sleeping). 
The experiments were conducted in the automotive laboratory of the Institute of Biomechanics of Valencia with 
controlled light, temperature and background sound. All experimental sessions were performed with controlled 
lighting conditions (<0,01 lux), and a stable temperature between 22–26 °C. A monotonous road scenario with 
sound effects at low volume was played during the simulation, to further induce drowsiness.  
The simulator included a fixed-base, a full car cabin and driving simulator software. The car has traditional 
equipment (dashboard, pedals, active steering wheel, automatic transmission and controls) connected to a computer, 
in order to record the driving performance like lane changes, speed and brake use. A beam projector displayed 
a virtual scenario on a screen in front of the car.  
Once the subjects were informed and signed the consent forms, they were instrumented and had to drive during 
1 hour 40 minutes, in a highway with low traffic and smooth curves in a night simulation. During all this period they 
were constantly monitored with the previously defined set of cameras.  
3. Results 
3.1. Experiment 1: comparative analysis of Kinect and breathing band 
Fig. 4 shows an example of the respiration signal acquired with the Kinect (solid line) and the reference signal 
measured simultaneously with the plethysmography band. It is possible to observe how each peak of the Kinect 
signal corresponds very closely to a peak of the reference signal.  
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Fig. 4. Representation of recorded signals.  
Table 2 shows the mean breathing rhythm for each subject, with slight differences between both systems. In fact, 
the ICC analysis shows that both signals are highly correlated, above 0.9 (Table 3). Moreover, the reliability of 
results are high, achieving a Cronbach’s Alpha above 0.99 (Table 4). 
Table 2. Mean and standard deviation for each subject. (breaths per minute). 
 Breathing band Kinect 
Mean Standard Deviation  Mean Standard Deviation 
Subject 1 24.0 1.03 25.2 1.20 
Subject 2 16.9 1.55 17.6 1.38 
Subject 3 10.7 0.45 11.6 0.69 
Subject 4 16.6 0.34 16.8 0.00 
Subject 5 13.6 1.51 15.2 0.69 
Table 3. Intraclass Correlation Coefficient. Two – way mixed effects model where people effects 
are random and measures effects are fixed. 
 
Intraclass Correlation 
95% Confidence Interval 
Lower Bound Upper Bound 
Single Measures 0.983 0.949 0.994 
Average Measures 0.991 0.974 0.997 
Table 4. Reliability Statistics. 
Cronbach’s Alpha N of Items 
0.991 2 
3.2. Experiment 2 
3.2.1. Preliminary results with camera prototypes 
Regarding the qualitative analysis, camera 2 (FRCAM) has better movement detection in darkness conditions 
than camera 1 (PAC16 PoC). Taking into account that a drowsiness state is much more probable during night, this is 
a determinant characteristic. Figure 5a and b show the images recorded by camera 1 and 2 respectively, in the lab 
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condition #10 (see table 5), in pre- and post-processing. Greater processing load is needed to filter out the noise of 
the camera 1 than camera 2. In addition, the level of detail of the image recorded by the camera 1 is poorer. 
Short distances also facilitate motion detection. The image has sharper details, drawings and folds, so breathing 
movements generate a greater response in the image captured at close range. 
Placing cameras in lateral position (see fig.1 positions C and D) has the problem of a possible interference of the 
driver’s arm. Depending on the height of the driver’s seat adjustment (height and displacement) and natural driving 
position, it may happen that the arm interferes with the view of the chest or abdomen (see fig. 5c). Camera 2 
recordings in high illumination conditions on a white shirt have a high saturation level (see fig. 5d, lab condition #9, 
table 5). Saturated areas do not contribute to motion detection and even the folds of the garment differ. 
 
Fig. 5. Preliminary results of qualitative analysis. 
Finally, breathing signal extracted with the proposed algorithm (see 3.2.2.) was compared with the breathing 
signal of the plethysmography band for each condition. Table 5 shows the detection rate, which is the effectiveness 
to detect each respiratory cycle.  
Table 5. Experimental design of different conditions. BMI (Body Mass Index): High (30) and low (23). Light: Illuminated (250 lux); 
dark (<0.001 lux); and burst (0.3 lux and 0.75 Hz). Cameras position: 4 positions change angle and distance (see Fig. 2). 
Code BMI Shirt Respiration  
Type 
Light Cameras 
Position 
Detection 
Rate 
1 Low Plain Thoracic Illuminated A 100% 
2 Low Patterns Thoracic Illuminated A 100% 
3 Low Patterns Abdominal Illuminated A 100% 
4 Low Patterns Abdominal Burst A 100% 
5 Low Patterns Abdominal Dark A 100% 
6 Low Patterns Thoracic Illuminated A 100% 
7 Low Patterns Thoracic Illuminated D 96% 
8 Low Patterns Thoracic Illuminated C 97% 
9 High Patterns Thoracic Illuminated C 100% 
10 High Plain Thoracic Dark C 0% 
11 High Plain Abdominal Dark C 0% 
12 High Plain Abdominal Burst C 45%  
13 High Plain Abdominal Illuminated C 95% 
14 High Plain Abdominal Dark C 0% 
15 High Plain Abdominal Dark B 100% 
16 High Plain Abdominal Burst A 97% 
17 High Plain Abdominal Burst B 100% 
3875 José Solaz et al. /  Transportation Research Procedia  14 ( 2016 )  3867 – 3876 
The frontal positions, A and B, provide results above 97% for all conditions; while the lateral positions, C and D, 
only provide good results with high illumination. On the other hand, other conditions such as user characteristics, 
clothes and type of respiration do not seem to affect the effectiveness of the detection. 
3.2.2. Tests performed in a driving simulator 
These data will be used in different levels of development for building, checking, training and refining the 
algorithms for detecting and interpreting breathing patterns. Basically, the data from the cameras will be analysed by 
means of five modules run sequentially. First, an image enhancement algorithm will be applied. Global contrast will 
be increased through histogram equalization, to address problems produced by uncontrolled outdoor lighting 
conditions. In second place, a set of filters will be applied; noise filtering and image stabilization will be performed 
to avoid car movements that affect motion detection. Multi-modal analysis over pixel luminance values will be 
performed to filter light peaks produced by outdoor public lights.  
After this process, motion detection will be run; frame differentiation based techniques will be applied to quantify 
motion level and the image will be segmented in regions where motion is detected. Next, region of interests will be 
determined (breath movement candidates). Motion signal of each image segment will be analyzed and non-periodic 
signals will be discarded. High correlated semi-periodic motion signals will be averaged to produce a unique motion 
signal. Finally, respiration rate estimation will be calculated by means of short-Time Fourier Transform over motion 
signal. 
4. Conclusions 
The experiments performed in this study demonstrated a feasible way of measuring the breathing rate of car 
drivers, by imaging technology with a single camera on board. The first experiment showed that the thoracic 
respiratory movement measured by the analysis of depth map obtained with low cost infrared cameras, with as much 
quality as with an invasive plethysmography band. The breath rate measured with the Kinect camera matched with 
the plethysmographic measure with a correlation greater than 90%, using different statistical comparisons. 
Such off-the-shelf devices, however, while convenient for exploratory experimentation and basic research, are 
not an adequate solution to embark, and there are many challenging conditions inside the car that must be accounted 
for in the design of a sensor system. For that reason, in the second experiment we studied the optimal configuration 
of a custom camera system to measure inside the cabin of a car, with different lighting conditions, positions of the 
sensors, and driver’s clothing. In that experiment we found that the FRCAM camera positioned in front of the driver 
at a short distance was the best configuration (figure 1, position B). Only the combination of illumination and 
camera position affects the effectiveness of breath detection, while other conditions such as user characteristics, 
clothes do not have a considerable influence.  
However, it is necessary to check the achievement of results in simulated conditions (driving simulator) and in 
real conditions. Currently, we are analysis results of tests in the driving simulator to adjust the detection algorithm 
(Phase 2 of Experiment 2) and to check if results are suitable before testing out the laboratory. 
The results of the study show the capabilities of the proposed approach, and also permit to define the needs and 
requirements of the resulting technological developments. These data will be used for building the algorithms to 
detect and interpret breathing patterns. 
This solution is an advantageous, feasible method to measure the driver’s respiration on board. It is a contactless, 
fully non-invasive approach. Moreover the lack of contact with the body avoids problems of wear and durability. An 
issue of artificial vision is the false positives of movement detection, due to uncontrolled outdoor lighting 
conditions. Streets and highways public lights produce periodic luminance variations in sub-regions of the image, 
when the car is moving through artificially illuminated roads. However, we have demonstrated a good behaviour of 
the video signal in the optimal configuration, with various challenging lighting conditions (illuminated, dark, and 
with light bursts). Adaptive filters may also help cancel artefact signals, with appropriate references of the source of 
noise, as demonstrated in previous research studies of this research group (HARKEN, 2014, Solaz et al., 2014). 
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