In this paper we investigate continuous and upper and lower semi-continuous real functions in the framework of TTE, Type-2 Theory of E ectivity. First some basic facts about TTE are summarized. For each of the function spaces, we introduce several natural representations based on di erent intiuitive concepts of \e ectivity" and prove their equivalence. Computability of several operations on the function spaces is investigated, among others limits, mappings to open sets, images of compact sets and preimages of open sets, maximum and minimum values. The positive results usually show computability in all arguments, negative results usually express non-continuity. Several of the problems have computable but not extensional solutions. Since computable functions map computable elements to computable elements, many previously known results on computability are obtained as simple corollaries.
Preliminaries
By f : A ! B we denote a partial function from A to B with domain dom(f) A. If A = dom(f), we write f : A ! B as usual. Let ! be the set f0; 1; g of natural numbers. For any nite alphabet , is the set of all nite words over and ! is the set of all in nite sequences over . More generally, will denote a 1 a 2 an for = a 1 a 2 : : : a n 2 f ; !g n . For a word or sequence x, x(i) denotes i-th symbol of x. If x 2 , then jxj denotes the length of x. For p 2 ! and n 2 !, p j n denotes the initial segment of p of length n, i.e., p j n = p(0)p(1) : : : p(n ? 1). For any x; y 2 and any p; q 2 ! with p = xyq, x is a pre x of p (denoted by x p), y is a subword of p (denoted by y < p) and q is a su x of p (denoted by p q).
In the follwing let be a nite alphabet which contains 0, 1 and all other symbols we will use later.
We assume that the reader is familiar with computability on ! and , which is the topic of classical computability theory (see 11, 15] ). We call an in nite sequence p 2 ! computable, i there is a computable function f : ! such that f(0 i ) = p(i) for all i 2 !.
In the following, we introduce some facts from TTE.
Computability for functions f : Y 1 Y n ! Y 0 with Y 0 ; ; Y n 2 f ; ! g is de ned by Type-2 Turing machines (TT-machines for short), which are Turing machines with nite or one-way in nite input and output tapes. In particular, x 2 is the result of a computation, i the machine halts with x written on the output tape; and p 2 ! is the result of a computation, i the machine computes forever writing p on the output tape. Note, that the type ( nite or in nite) for each input and output tape must be de ned in advance for each TT-machine M. The function computed by a TT-machine M is denoted by f M . TTE uses some basic notations and facts from topology (see e.g. 4] or any other textbook). We shall consider the discrete topology d := fA : A g on and the Cantor topology C := fA ! : A g on ! . The set fx ! : x 2 g is a base of C . As a fundamental property, every function computed by a TT-machine is continuous. This is the mathematical way of expressing, that for any TT-machine any nite portion of the output depends only on nite portions of the inputs. A set X ! is called recursively enumerable, r.e., i X = A ! for some r.e. set A .
From classical computability theory we know, that for the computable functions f : ! ! ! there is an \admissible G odel numbering" ' satisfying the utm-theorem and the smn-theorem 11, 15] . Let be the smallest topology on M containing (as a subbase).
Informally, a computer (Turing machine) manipulates {names of atomic properties.
As a name of an object x 2 M we consider any in nite list of all (!) properties A 2 which hold for x. In the following we assume tacitly, that ] is not a symbol in w for w 2 dom( ).
Every nite pre x of a -name p of x contains only nitely many atomic properties of x which \approximate" x. Mathematically, this kind of approximation is described by the topology . 
In this paper let I (n) be some standard notation of the set Int(n) of all open ndimensional cubes from IR n with edges parallel to the coordinate axes and with rational vertices. For short, we write I for I (1) and I u for I(u). For every open subset U let cls(U) = U be its closure.
We introduce a representation of the set of open subsets of IR n via an information structure and a second one explicitly De nition 1.3 Consider n 2 !; n 6 = 0. De ne a representation (n) o of the set 
For the notational simplicity, we will use the following conventions: for any functions f; g : X ! IR, f < g (or f g) means dom(f) = dom(g) and 8x 2 dom(f)(f(x) < g(x)) (or 8x 2 dom(f)(f(x) g(x)) ); y < f(I) means 8x 2 I \ dom(f)(y < f(x)).
Representations of the Function Spaces
For operating on function spaces e ectively, we introduce representations of them. In this section we de ne several representatons of spaces of continuous and semi-continuous real functions and study the reducibility properties between them. Remember that R is the standard topology of IR, and < , > are the left and right topologies on IR generated by Theorem 2.6 Let be a representation of a subset of G(X) then: e (p) = f : () (2) o (p) = epi(f): Then we have e " .
Proof \ " e ": Let " (p) = f. Then p enumerates all uc j v which satisfy f( I u ) > v. Let I (2) be our representation of all rational rectangles of IR Construct a TT-machine M such that M under the input p 2 ! enumerates all w 2 dom( I (2) ) which satisfy (3). Let h : ! ! ! be the function computed by M. Then we have e (h(p)) = " (p) for p 2 dom( " ), hence " e .
\ e " ": Consider e (p) = f. Then p enumerates all w 2 dom(I (2) ) which satisfy I (2) (w) epi(f). We obtain f( I u ) > v i 
Construct a TT-machine M which, under the input p 2 ! , enumerates all uc j v which satisfy (4) . Then the computable function h = f M translates e to " . 2
By symmetry, a corresponding theorem can be proved for upper semi-continuous real functions and, as a corollary, also for cographs, i.e. the complements of graphs, of continuous real functions.
The 
We can construct now a TT-machine M, which on input p enumerates all uc j v which satisfy condition (5 " (p). In addition, # (q)(x) < ! h(p; q)(x) < " (p)(x), whenever # (q)(x) < " (p)(x). However, there is no ( " ; # ; ! )-continuous function H : LSC(IR) USC(IR) ! C(IR) such that g H(f; g) f, whenever g f.
Proof By Theorems 2.10, 2.12, it su ces to consider < , > and C . Consider f = < (p), g = > (q) and g f. From p and q we can choose e ectively in p and q two sequences fu n g n2! and fv n g n2! of words, such that the rational polygons f n := pg un and g n := pg vn on 0; 1] have the following properties:
Therefore, h := lim n!1 h n exists in (C 0; 1]; d). If a n b n for all n, then a n = c n for all n, hence f(x) = h(x) = g(x). If a N b N and a N+1 > b N+1 for some N then c N+1 = maxfa N ; b N+1 g and b N+2 < b N+1 maxfa N ; b N+1 g < a N+1 , hence g(x) < h(x) < f(x).
Therefore, g h f or g < h < f, respectively.
Since the sequence fh n g n2! converges with speed 2 ?n , h = C (r). The function f M satis es the properties stated for h in the theorem.
Finally, we prove the last statement of the theorem by reduction to a simpler lemma which is of separate interest. Then it is easy to see that min f(A) = < f M (p; q). Note that the set of w which satisfy (8) does not depend on the choice of names of f and A and this proves the assertion 1.
The proofs for 2. and 3. which we omit here can be given in a similar way.
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The rst two statements of Theorem 3.7 hold accordingly for upper semi-continuous functions, the third statement holds accordingly for the maximum. Our lower semi computability de ned above is more general than recursively lower semi continuity, because we do not restrict ourself only to the uper bounded real functions de ned on some compact set. The next theorem shows that, even for nontrivial case, the concept of r.l.s.c. is strictly stronger than the lower semi computability too. Proof Suppose that f is r.l.s.c. and fw n g n2! is the recursive sequence of real points in IR IR such that lim n!1 d(E(f); X n ) = 0 e ectively for X n = fw 0 ; w 1 ; : : : ; w n g. Then there is a recursiv sequence fr n g n2! of rationals such that 8n 2 !(d(E(f); X n ) < r n ) and lim n!1 r n = 0 e ectively.
Let B(w k ; r n ) be the open r n -neighbourhood of point w k . Then fB(w k ; r n ) : k ng forms a nite cover of E(f) for any n 2 ! because d(E(f); X n ) < r n (see 3]). For any I IR and a 2 IR, let bel(I; a) = f(x; y) 2 IR IR : x 2 I & y < ag. By a simple algorithm, we can de ne a computable sequence p 2 ! which enumerates the set f(u; v) 2 : 9n 2 !( T bel( I u ; v) = ; for some n 2 !. So 
