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Abstract
An overview is given on recent developments in the affine Weyl group
approach to Painleve´ equations and discrete Painleve´ equations, based on the
joint work with Y. Yamada and K. Kajiwara.
2000 Mathematics Subject Classification: 34M55, 39A12, 37K35.
Keywords and Phrases: Painleve´ equation, Affine Weyl group, Discrete
symmetry.
1. Introduction
The purpose of this paper is to give a survey on recent developments in the
affine Weyl group approach to Painleve´ equations and discrete Painleve´ equations.
It is known that each of the Painleve´ equations from PII through PVI admits
the action of an affine Weyl group as a group of Ba¨cklund transformations (see
a series of works [16] by K. Okamoto, for instance). Furthermore, the Ba¨cklund
transformations (or the Schlesinger transformations) for the Painleve´ equations can
already be thought of as discrete Painleve´ equations with respect to the parameters.
The main idea of the affine Weyl group approach to (discrete) Painleve´ systems is
to extend this class of Weyl group actions to general root systems, and to make use
of them as the common underlying structure that unifies various types of discrete
system ([10]). In this paper, we discuss several aspects of affine Weyl group sym-
metry in nonlinear systems, based on a series of joint works with Y. Yamada and
K. Kajiwara.
Before starting the discussion of (discrete) Painleve´ equations, we recall some
definitions, following the notation of [4]. A (generalized ) Cartan matrix is an integer
matrix A = (aij)i,j∈I (with a finite indexing set) satisfying the conditions
aii = 2; aij ≤ 0 (i 6= j); aij = 0⇐⇒ aji = 0. (1.1)
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The Weyl group W (A) associated with A is defined by the generators si (i ∈ I),
called the simple reflections, and the fundamental relations
s2i = 1, (sisj)
mij = 1 (i 6= j), (1.2)
where mij = 2, 3, 4, 6 or∞, according as aijaji = 0, 1, 2, 3 or ≥ 4. When the Cartan
matrix A = (aij)
l
i,j=0 is of affine type (of type A
(1)
l ,B
(1)
l ,. . . ,D
(3)
4 ), the corresponding
Weyl group is called an affine Weyl group.
We fix some notation for the case of type A
(1)
l that will be used throughout
this paper. The Cartan matrix A = (aij)
l
i,j=0 of type A
(1)
l is defied by
A =
[
2 −2
−2 2
]
(l = 1), A =


2 −1 −1
−1 2 −1
−1 2 . . .
. . .
. . . −1
−1 −1 2

 (l ≥ 2). (1.3)
The affine Weyl group W (A
(1)
l ) = 〈s0, s1, . . . , sl〉 is defined by the following funda-
mental relations:
(l = 1) : s20 = s
2
1 = 1,
(l ≥ 2) : s2i = 1, sisj = sjsi (j 6= i, i± 1), (sisj)3 = 1 (j = i± 1),
(1.4)
where we have identified the indexing set with Z/(l + 1)Z. We also define an
extension W˜ (A
(1)
l ) = 〈s0, . . . , sl, π〉 of W (A(1)l ) by adjoining a generator π (rotation
of indices) such that πsi = si+1π for all i = 0, 1, . . . , l; we do not impose the relation
πl+1 = 1.
2. Variations on the theme of PIV
In this section, we present several examples of affine Weyl group action of
type A
(1)
2 to illustrate the role of affine Weyl group symmetry in (discrete) Painleve´
equations and related integrable systems.
2.1. Symmetric form of PIV
Consider the following system of nonlinear differential equations for three un-
known functions ϕj = ϕj(t) (j = 0, 1, 2):
(NIV)


ϕ′0 = ϕ0(ϕ1 − ϕ2) + α0,
ϕ′1 = ϕ1(ϕ2 − ϕ0) + α1,
ϕ′2 = ϕ2(ϕ0 − ϕ1) + α2,
(2.1)
where ′ = d/dt denotes the derivative with respect to the independent variable t,
and αj = 0 (j = 0, 1, 2) are parameters. When α0 + α1 + α2 = 0, this system
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provides an integrable deformation of the Lotka-Volterra competition model for
three species. When α0 + α1 + α2 = k 6= 0, it is essentially the fourth Painleve´
equation
(PIV) y
′′ =
1
2y
(y′)2 +
3
2
y3 + 4ty2 + (t2 − α)y + β
y
. (2.2)
In fact, from (ϕ0 + ϕ1 + ϕ2)
′ = k, we have ϕ0 + ϕ1 + ϕ2 = kt + c. Under the
renormalization k = 1, c = 0, system (2.1) can be written as a second order equation
for y = ϕ0; it is transformed into PIV with α = α2 − α1, β = −2α20 by the change
of variables t→ √2t, y → −y/√2. In view of this fact, we call (2.1) the symmetric
form of the fourth Painleve´ equation (NIV). This type of representation for PIV was
introduced by [19], [1] in the context of nonlinear dressing chains, and by [12] in
the study of rational solutions of PIV.
The symmetric form NIV provides a convenient framework for describing the
discrete symmetry of PIV. Let K = C(α, ϕ) be the field of rational functions in the
variables α = (α0, α1, α2) and ϕ = (ϕ0, ϕ1, ϕ2). We define the derivation
′ : K → K
by using formulas (2.1) together with α′j = 0 (j = 0, 1, 2); we regard the differential
field (K, ′) as representing the differential system NIV. In this setting, we say that
an automorphism of K is a Ba¨cklund transformation for NIV if it commutes with the
derivation ′. (A Ba¨cklund transformation as defined above means a birational trans-
formation of the phase space that commutes with the flow defined by the nonlinear
differential system.) As we will see below, NIV has four fundamental Ba¨cklund
transformations that generate the extended affine Weyl group W˜ = 〈s0, s1, s2, π〉 of
type A
(1)
2 . Identifying the indexing set {0, 1, 2} with Z/3Z, we define the automor-
phisms si (i = 0, 1, 2) and π of K by
si(αj) = αj − αiaij , si(ϕj) = ϕj + αi
ϕi
uij (i, j = 0, 1, 2),
π(αj) = αj+1, π(ϕj) = ϕj+1 (j = 0, 1, 2).
(2.3)
Here A = (aij)
2
i,j=0 stands for the Cartan matrix of type A
(1)
2 , and U = (uij)
2
i,j=0
for the orientation matrix of the Dynkin diagram (triangle) in the positive direction:
A =

 2 −1 −1−1 2 −1
−1 −1 2

 , U =

 0 1 −1−1 0 1
1 −1 0

 . (2.4)
These automorphisms si and π commute with the derivation
′, and satisfy the
fundamental relations
s2i = 1, (sisi+1)
3 = 1, πsi = si+1π (i = 0, 1, 2) (2.5)
for the generators of W˜ (A
(1)
2 ). Hence we obtain a realization of the extended affine
Weyl group W˜ (A
(1)
2 ) as a group of Ba¨cklund transformations for NIV. Notice that
the action of the affine Weyl group W = 〈s0, s1, s2〉 on the α-variables is identical
to its canonical action on the simple roots.
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We remark that the affine Weyl group symmetry is deeply related to the struc-
ture of special solutions of PIV (with the parameters αj as in NIV). Along each re-
flection hyperplane αj = n (j = 0, 1, 2; n ∈ Z) in the parameter space, PIV has a one-
parameter family of classical solutions expressed in terms of Toeplitz determinants
of Hermite-Weber functions; each solution of this class is obtained by Ba¨cklund
transformations from a seed solution at αj = 0 which satisfies a Riccati equation.
Also, at each point of the W -orbit of the barycenter (α0, α1, α2) = (
1
3 ,
1
3 ,
1
3 ) of the
fundamental alcove, it has a rational solution expressed in terms of Jacobi-Trudi
determinants of Hermite polynomials.
2.2. q-Difference analogue of PIV
We now introduce a multiplicative analogue of the birational realization (2.3)
of the extended affine Weyl group W˜ = 〈s0, s1, s2, π〉 ([5]). Taking the field of
rational functions L = C(a, f) in the variables a = (a0, a1, a2) and f = (f0, f1, f2),
we define the automorphisms s0, s1, s2, π of L as follows:
si(aj) = aja
−aij
i , si(fj) = fj
(
ai + fi
1 + aifj
)uij
(i, j = 0, 1, 2),
π(aj) = aj+1, π(fj) = fj+1 (j = 0, 1, 2),
(2.6)
where aj are the multiplicative parameters corresponding to the simple roots αj .
These automorphisms again satisfy the fundamental relations for the generators of
W˜ . In the following, the W˜ -invariant a0a1a2 = q plays the role of the base for
q-difference equations. If one parameterizes aj and fj as
aj = e
−ε2αj/2, fj = −e−εϕj (j = 0, 1, 2) (2.7)
with a small parameter ε, one can recover the original formulas (2.3) from (2.6) by
taking the limit ε→ 0.
A q-difference analogue of (the symmetric form of) PIV is given by
(qPIV)


T (f0) = a0a1f1
1 + a2f2 + a2a0f2f0
1 + a0f0 + a0a1f0f1
,
T (f1) = a1a2f2
1 + a0f0 + a0a1f0f1
1 + a1f1 + a1a2f1f2
,
T (f2) = a2a0f0
1 + a1f1 + a1a2f1f2
1 + a2f2 + a2a0f2f0
,
T (aj) = aj (j = 0, 1, 2),
(2.8)
where T stands for the discrete time evolution ([5]). Notice that (2.8) implies
T (f0f1f2) = (a0a1a2)
2f0f1f2 = q
2f0f1f2; hence one can consistently introduce a
time variable t such that f0f1f2 = t
2. If we consider fj as functions of t, the
discrete time evolution T is identified with the q-shift operator t → q t, so that
Tfj(t) = fj(q t). In this sense, formula (2.8) defines a system of nonlinear q-
difference equations, which we call the fourth q-Painleve´ equation (qPIV).
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The time evolution T , regarded as an automorphism of L, commutes with the
action of W˜ that we already described above. Namely, the q-difference system qPIV
admits the action of the extended affine Weyl group W˜ as a group of Ba¨cklund
transformations. Again, by taking the limit as ε → 0 under the parametrization
(2.7), one can show that the q-difference system qPIV, as well as its affineWeyl group
symmetry, reproduces the differential system NIV. It is known that qPIV defined
above shares many characteristic properties with the original PIV. For example,
it has classical solutions expressed by continuous q-Hermite-Weber functions, and
rational solutions expressed by of continuous q-Hermite polynomials, analogously
to the case of PIV ([5], [7]). We also remark that, when a0a1a2 = 1, one can
regard qPIV as a discrete integrable system which generalizes a discrete version of
the Lotka-Volterra equation.
2.3. Ultra-discretization of PIV
It should be noticed that the discrete time evolution of qPIV is defined in terms
of a subtraction-free birational transformation; we say that a rational function is
subtraction-free if it can be expressed as a ratio of two polynomials with real positive
coefficients. Recall that there is a standard procedure, called the ultra-discretization,
of passing from subtraction-free rational functions to piecewise linear functions ([18],
[2], see also [15]). Roughly, it is the procedure of replacing the operations
a · b→ A+B, a/b→ A−B, a+ b→ max(A,B). (2.9)
Introducing the variablesAj , Fj (j = 0, 1, 2), from qPIV we obtain the following
system of piecewise linear difference equations by ultra-discretization:
(uPIV)


T (F0) = A0 +A1 + F1 +max(0, A2 + F2, A2 +A0 + F2 + F0)
−max(0, A0 + F0, A0 +A1 + F0 + F1),
T (F1) = A1 +A2 + F2 +max(0, A0 + F0, A0 +A1 + F0 + F1)
−max(0, A1 + F1, A1 +A2 + F1 + F2),
T (F2) = A2 +A0 + F0 +max(0, A1 + F1, A1 +A2 + F1 + F2)
−max(0, A2 + F2, A2 +A0 + F2 + F0),
T (Aj) = Aj (j = 0, 1, 2),
(2.10)
which we call the fourth ultra-discrete Painleve´ equation (uPIV). Simultaneously,
the affine Weyl group symmetry of qPIV is ultra-discretized as follows:
si(Aj) = Aj −Aiaij , si(Fj) = Fj + uij
(
max(Ai, Fi)−max(0, Ai + Fi)
)
,
π(Aj) = Aj+1, π(Fj) = Fj+1 (i, j = 0, 1, 2).
(2.11)
This time, the extended affine Weyl group W˜ is realized as a group of piecewise
linear transformations on the affine space with coordinates (A,F ). We also remark
that, when A0 + A1 + A2 = Q = 0, uPIV gives rise to an ultra-discrete integrable
system. It would be an interesting problem to analyze special solutions of the
ultra-discrete system uPIV.
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3. Discrete symmetry of Painleve´ equations
In this section, we propose a uniform description of discrete symmetry of
the Painleve´ equations PJ for J = II, IV, V, VI. We also give some remarks on a
generalization of this class of birational Weyl group action to arbitrary root systems.
3.1. Hamiltonian system HJ
It is known that each Painleve´ equation PJ (J = II, III,. . . , VI) is equivalently
expressed as a Hamiltonian system
(HJ ) :
dq
dt
=
∂H
∂p
,
dp
dt
= −∂H
∂q
(3.1)
with a polynomial Hamiltonian H = H(q, p, t, α) ∈ C(t)[q, p, α] depending on pa-
rameters α = (α1, . . . , αl) (see [3], for instance). Setting K = C(q, p, t, α), we define
the Poisson bracket {·, ·} : K×K → K and the Hamiltonian vector field δ : K → K
by
{ϕ, ψ} = ∂ϕ
∂p
∂ψ
∂q
− ∂ϕ
∂q
∂ψ
∂p
, δ(ϕ) = {H,ϕ}+ ∂ϕ
∂t
(ϕ, ψ ∈ K). (3.2)
In this setting, a Ba¨cklund transformation forHJ is understood as an automorphism
w : K → K that commutes with δ. We also say that w is canonical if it preserves
the Poisson bracket: w({ϕ, ψ}) = {w(ϕ), w(ψ)} for any ϕ, ψ ∈ K.
For each J = II, III,. . . ,VI, it is known that the parameter space for HJ is
identified with the Cartan subalgebra of a semisimple Lie algebra, and that an
extension of the corresponding affine Weyl group acts on K as a group of Ba¨cklund
transformations ([16]). A table of fundamental Ba¨cklund transformations for HJ
can be found in [9].
If the Hamiltonian H is chosen appropriately, the affine Weyl group symmetry
of HJ for J = II, IV, V, VI can be described in a universal way in terms of root
systems. With the notation of [4], the type of the affine root system is specified as
follows1.
HJ HII HIV HV HVI
X
(1)
l A
(1)
1 A
(1)
2 A
(1)
3 D
(1)
4
(3.3)
1In the case of HIII, one can use an extension of the affine Weyl group, either of type C
(1)
2 or of
2A
(1)
1 , for describing the same group of Ba¨cklund transformations. It seems natural to expect that
the same principle to be discussed below should apply to HIII as well, but we have not completely
understood the case of HIII yet.
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The corresponding Cartan matrix A = (aij)
l
i,j=0 is given by
A
(1)
1 : A =
[
2 −2
−2 2
]
A
(1)
2 : A =

 2 −1 −1−1 2 −1
−1 −1 2


A
(1)
3 : A =


2 −1 0 −1
−1 2 −1 0
0 −1 2 −1
−1 0 −1 2

 D(1)4 : A =


2 0 −1 0 0
0 2 −1 0 0
−1 −1 2 −1 −1
0 0 −1 2 0
0 0 −1 0 2


(3.4)
respectively. For the description of affine Weyl group symmetry, we make use of
the following Hamiltonian H = H(q, p, t, α):
HII : H =
1
2
p(p− 2q2 + t) + α1q,
HIV : H = qp(2p− q − 2t)− 2α1p− α2q,
HV : tH = q(q − 1)p(p+ t)− (α1 + α3)qp+ α1p+ α2tq,
HVI : t(t− 1)H = q(q − 1)(q − t)p2 −
{
(α0 − 1)q(q − 1) + α4(q − 1)(q − t)
+α3q(q − t)
}
p+ α1(α1 + α2)(q − t).
(3.5)
The parameter α0 is defined so that α0 + α1 + · · · + αl = 1 for J = II, IV, V, and
α0+α1+2α2+α3+α4 = 1 for J = VI. (Conventionally, the null root is normalized
to be the constant 1.)
3.2. Discrete symmetry of HJ
Our main observation concerning the discrete symmetry of HJ can be sum-
marized as follows.
Theorem 1 Choose the polynomial Hamiltonian H ∈ C(t)[q, p, α] for HJ (J =
II, IV, V, VI) as in (3.5). Then there exists a set {ϕ0, ϕ1, . . . , ϕl} of nonzero ele-
ments in the Poisson algebra R = C[q, p, t] with the following properties :
(1) The elements ϕi (i = 0, 1, . . . , l) satisfy the Serre relations of type X
(1)
l
ad{}(ϕi)
−aij+1ϕj = 0 (i 6= j), (3.6)
where ad{}(ϕ) = {ϕ, ·} stands for the adjoint action of ϕ by the Poisson bracket.
(2) For each i = 0, 1, . . . , l, define si to be the unique automorphism of K =
C(q, p, t, α) such that
si(αj) = αj − αiaij (j = 0, 1, . . . , l),
si(ψ) = exp
(αi
ϕi
ad{}(ϕi)
)
ψ (ψ ∈ R = C[q, p, t]). (3.7)
Then these si are canonical Ba¨cklund transformations for HJ . Furthermore, the
subgroup W = 〈s0, s1, . . . , sl〉 of Aut(K) is isomorphic to the affine Weyl group
W (X
(1)
l ).
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Note that, for each ψ ∈ R, si(ψ) is determined as a finite sum
si(ψ) = ψ +
αi
ϕi
{ϕi, ψ}+ 1
2!
(αi
ϕi
)2{ϕi, {ϕi, ψ}}+ · · · , (3.8)
since the action of ad{}(ϕi) on R is locally nilpotent. A choice of the generators ϕi
(i = 0, 1, 2, . . . , l) with the properties of Theorem 1 is given as follows:
HII : ϕ0 = −p+ 2q2 + t, ϕ1 = p.
HIV : ϕ0 = −p+ q
2
+ t, ϕ1 = − q
2
, ϕ2 = p.
HV : ϕ0 = p+ t, ϕ1 = tq, ϕ2 = −p, ϕ3 = t(1− q).
HVI : ϕ0 = q − t, ϕ1 = 1, ϕ2 = −p, ϕ3 = q − 1, ϕ4 = q.
(3.9)
We remark that, in the case of HJ (J = II, IV, V) of type A
(1)
l (l = 1, 2, 3), we
also have the Ba¨cklund transformation π corresponding to the diagram rotation; its
action is given simply by π(αj) = αj+1, π(ϕj) = ϕj+1.
If we use the polynomials ϕj as dependent variables, the Hamiltonian system
HIV, for example, is rewritten as
dϕj
dt
= 2ϕj(ϕj+1 − ϕj+2) + αj (j = 0, 1, 2) (3.10)
with the convention ϕj+3 = ϕj , from which we obtain the symmetric form NIV by a
simple rescaling of the variables. We remark that the polynomials ϕj are the factors
of the “leading term” of the Hamiltonian H . Also, in the context of irreducibility of
Painleve´ equations, the polynomials ϕj are the fundamental invariant divisors along
the reflection hyperplanes αj = 0 (see [8], [17], for instance). When αj = 0, the
specialization ofHJ by ϕj = 0 gives rise to a Riccati equation that reduces to a linear
equation of hypergeometric type; for J = II, IV, V and VI, the differential equations
of Airy, Hermite-Weber, Kummer and Gauss appear in this way, respectively.
Apart from differential equations, this class of birational realization of Weyl
groups as in Theorem 1 can be formulated for an arbitrary Cartan matrix by means
of Poisson algebras (see [13], for the details). In this sense, Ba¨cklund transforma-
tions for Painleve´ equations PJ (J = II, IV, V, VI) have a universal nature with
respect to root systems. In the case where A is of affine type, such a birational
realization of the affine Weyl group appears as the symmetry of systems of nonlin-
ear partial differential equations of Painleve´ type, obtained by similarity reduction
from the principal Drinfeld-Sokolov hierarchy (of modified type). The case of type
A
(1)
l will be mentioned in the next section. As for the original Painleve´ equations,
PII, PIV and PV are in fact obtained by similarity reduction from the (l+1)-reduced
modified KP hierarchy for l = 1, 2, 3, respectively. For PVI, an 8 × 8 Lax pair is
constructed in [14] in the framework of the affine Lie algebra ŝo(8). This Lax pair
is compatible with the affine Weyl group symmetry of Theorem 1. It is not clear,
however, how this construction should be understood in relation to the Drinfeld-
Sokolov hierarchy of type D
(1)
4 .
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4. Painleve´ systems with W (A
(1)
l ) symmetry
In this section, we introduce Painleve´ systems and q-Painleve´ systems with
affine Weyl group symmetry of type A; this part can be regarded as a generalization,
to higher rank cases, of the variations of PIV discussed in Section 2. In the following,
we fix two positive integers M,N , and consider a Painleve´ system, as well as its
q-version, attached to (M,N).
4.1. Painleve´ system of type (M,N)
We investigate the compatibility condition for a system of linear differential
equations
Nz∂z ~ψ = A~ψ, ∂tm
~ψ = Bm ~ψ (m = 1, . . . ,M), (4.1)
where ~ψ = (ψ1, . . . , ψN )
t is the column vector of unknown functions, and A, Bm
are N ×N matrices, both depending on (z, t) = (z, t1, . . . , tM ). We assume that
Bm =
m−1∑
k=0
diag(b(m,k))Λk + Λm, (m = 1, . . . ,M), (4.2)
where Λ =
∑N−1
i=1 Ei,i+1+ zEN,1 denotes the cyclic matrix, Eij = (δa,iδb,j)a,b being
the matrix units, and b(m,k) = (b
(m,k)
1 , . . . , b
(m,k)
N ) are N -vectors depending only on
t. Note that the compatibility condition
∂tn(Bm)− ∂tm(Bn) + [Bm, Bn] = 0 (m,n = 1, . . . ,M) (4.3)
is the Zakharov-Shabat equation of theN -reduced modified KP hierarchy (restricted
to the first M time variables). As for the matrix A, we set
A = −diag(ρ) +
M∑
k=1
ktkBk, ρ = (N − 1, N − 2, . . . , 0). (4.4)
Then the compatibility condition
∂tm(A)−Nz∂z(Bm) + [A,Bm] = 0 (m = 1, . . . ,M), (4.5)
reduces to the homogeneity condition
M∑
n=1
ntn∂tn(b
(m,k)) = (k −m)b(m,k) (1 ≤ k ≤ m ≤M) (4.6)
for the coefficients of the B matrices. We define the Painleve´ system of type (M,N)
to be the system of nonlinear partial differential equations (4.3) with the similarity
constraint (4.6).
We remark that, when (M,N) = (3, 2), (2, 3), (2, 4), this system reduces essen-
tially to the Painleve´ equations PII, PIV, PV, respectively. When (M,N) = (2, N)
506 M. Noumi
(N ≥ 2), it corresponds to the higher order Painleve´ equation of type A(1)N−1 dis-
cussed in [11]. Note that the linear problem (4.1) defines a monodromy preserving
deformation of linear ordinary differential system of order N on P1, with one regular
singularity at z = 0 and one irregular singularity at z =∞.
The Painleve´ system of type (M,N) admits the action of the affine Weyl group
W = 〈s0, s1, . . . , sN−1〉 of type A(1)N−1 as a group of Ba¨cklund transformations.
Expressing the matrix A as
−A = diag(ρ)−
M∑
k=1
kBk = diag(ε) +
M∑
k=1
diag(ϕ(k))Λk, (4.7)
we set α0 = N−ε1+εN , αi = εi−εi+1 and ϕ0 = ϕ(1)N , ϕi = ϕ(1)i for i = 1, . . . , N−1.
(Note that all the exponents −εi at z = 0 are constant.) Then, for each i =
0, . . . , N −1, the Ba¨cklund transformation si is obtained as the compatibility of the
gauge transformation
si ~ψ = Gi ~ψ, Gi = 1 +
αi
ϕi
Fi (i = 0, 1, . . . , N − 1), (4.8)
where F0 = z
−1E1,N and Fi = Ei+1,i (i = 1, . . . , N − 1). If we regard αi and
ϕ
(k)
i as coordinates for the matrix −A, the ring R of polynomials in the ϕ-variables
has a natural structure of Poisson algebra. In these coordinates, the Ba¨cklund
transformation si is determined by the universal formula
si(αj) = αj − αiaij , si(ψ) = exp
(αi
ϕi
ad{}(ϕi)
)
ψ (ψ ∈ R). (4.9)
4.2. q-Painleve´ system of type (M,N)
We construct the q-Painleve´ system of type (M,N) in an analogous way ([7]).
With the time variables tm and the q-shift operators Tm = Tq,tm (i = 1, . . . ,M), we
investigate the compatibility condition for a system of linear q-difference equations
TqN ,z ~ψ = A~ψ, Tm ~ψ = Bm ~ψ (m = 1, . . . ,M), (4.10)
where A, B are N ×N matrices depending on (z, t). We assume that
Bm = diag(u
(m)) + tmΛ, u
(m) = (u
(m)
1 , . . . , u
(m)
N ) (m = 1, . . . ,M), (4.11)
with compatibility condition
Tn(Bm)Bn = Tm(Bn)Bm (m,n = 1, . . . ,M). (4.12)
We consider this condition as the Zakharov-Shabat equation for the N -reduced
modified q-KP hierarchy; in this formulation, all the time variables t1, . . . , tM are
treated equally. Note that, as to the Euler operator T = T1 · · ·TM , we have
T ~ψ = BT ~ψ, BT = T2 · · ·TM (B1)T3 · · ·TM (B2) · · ·TM (BM−1)BM . (4.13)
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In the linear q-difference system (4.10), we choose the following matrix for A:
A = diag(κ)−1 BT , κ = (q
N−1, qN−2, . . . , 1). (4.14)
Then the compatibility condition
Tm(A)Bm = TqN ,z(Bm)A (m = 1, . . . ,M) (4.15)
is equivalent to the homogeneity condition
T1 · · ·TM (u(m)i ) = u(m)i (i = 1, . . . , N ;m = 1, . . . ,M). (4.16)
We define the q-Painleve´ system of type (M,N) to be the system of nonlinear q-
difference equations (4.12) for M × N unknown functions u(m)i (m = 1, . . . ,M ;
i = 1, . . . , N) with the similarity constraint (4.16). This system can be written in
the form
Tm(u
(n)
i ) = F
(m,n)
i (t, u) (m,n = 1, . . . ,M ; i = 1, . . .N); (4.17)
in general, these F
(m,n)
i (t, u) are complicated rational functions. It turns out, how-
ever, that by introducing new variables
xij =
1
ti
Ti+1Ti+2 · · ·TM (u(i)j ) (i = 1, . . . ,M ; j = 1, . . . , N), (4.18)
the time evolution of the q-Painleve´ system can be described explicitly by means of
a birational affine Weyl group action on the x-variables.
4.3. A birational Weyl group action on the matrix space
For describing the time evolution Ti of the q-Painleve´ system, we introduce
a birational action of the direct product W˜ (A
(1)
M−1) × W˜ (A(1)N−1) of two extended
affine Weyl groups. In the following, we use the notation
W˜M = 〈r0, r1, . . . , rM−1, ω〉, W˜N = 〈s0, s1, . . . , sN−1, π〉 (4.19)
for the two extend affine Weyl groups. Introducing two parameters q, p, we take
K = C(q, p) as the ground field. Let K = K(x) be the field of rational functions in
the MN variables xij (1 ≤ i ≤ M ; 1 ≤ j ≤ N); we regard the x-variables as the
canonical coordinates of the affine space of M × N matrices. For convenience, we
extend the indices i,j of xij to Z by setting x
i+M
j = qx
i
j , x
i
j+N = px
i
j .
We define the automorphisms rk (k ∈ Z/MZ), ω, sl (l ∈ Z/NZ), π of K as
follows:
rk(x
i
j) = px
i+1
j
P ij−1
P ij
, rk(x
i+1
j ) = p
−1xij
P ij
P ij−1
(i ≡ k mod M);
rk(x
i
j) = x
i
j (i 6≡ k mod M); ω(xij) = xi+1j ;
sl(x
i
j) = qx
i
j+1
Qi−1j
Qij
, sl(x
i
j+1) = q
−1xij
Qij
Qi−1j
(j ≡ l mod N);
sl(x
i
j) = x
i
j (j 6≡ l mod N); π(xij) = xij+1,
(4.20)
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where
P ij =
N∑
k=1
k−1∏
a=0
xij+a
N∏
a=k+1
xi+1j+a, Q
i
j =
M∑
k=1
k−1∏
a=0
xi+aj
M∏
a=k+1
xi+aj+1. (4.21)
Note that all these automorphisms represent subtraction-free birational transfor-
mations on the affine space of M ×N matrices.
Theorem 2 The automorphisms r0, . . . , rM−1, ω and s0, . . . , sM−1, π of K defined
as above give a realization of the product W˜M ×W˜N of extended affine Weyl groups.
By using this birational action of affine Weyl group W˜M = 〈r0, . . . , rM−1, ω〉
we define γ1, . . . , γM by
γk = rk−1 · · · r1 ω rM · · · rk (k = 1, . . . ,M). (4.22)
We remark that these elements γk generate a free abelian subgroup L ≃ ZM , and
that the extended affine Weyl group W˜M decomposes into the semidirect product
L ⋊ SM of L and the symmetric group of degree M that acts on L by permuting
the indices for γk.
Theorem 3 In terms of the variables xij defined by (4.18), the time evolution of
the q-Painleve´ system of type (M,N) is described by
Tk(x
i
j) = γ
−1
k (x
i
j) (1 ≤ i ≤M ; 1 ≤ j ≤ N) (4.23)
for all k = 1, . . . ,M , where γk is defined by (4.22) through the birational action of
W˜M with p = 1.
This theorem means that the discrete time evolutions Tk (k = 1, . . . ,M) of
the q-Painleve´ system of type (M,N) coincides with the commuting discrete flows
γ−1k (k = 1, . . . ,M) arising from the affine Weyl group action of W˜
M with p = 1.
Furthermore the q-Painleve´ system admits the action of extended affine Weyl group
W˜N of type A
(1)
N−1 as a group of Ba¨cklund transformations. One can show that the
fourth q-Painleve´ equation qPIV discussed in Section 2 arises from the q-Painleve´
system of type (M,N) = (2, 3), consistently with the differential case.
Finally we give some remarks on the ultra-discretization. From the birational
action of W˜M × W˜N with two parameters q, p, we obtain a piecewise linear action
of the same group on the space of M × N matrices, with two parameters Q,P
corresponding to q, p. When P = 0, the commuting piecewise linear flows γk ∈ W˜M
may be called the ultra-discrete Painleve´ system of type (M,N). When P = Q = 0,
it specializes to an integrable ultra-discrete system; it gives rise to an M -periodic
version of the box-ball system.
This class of piecewise linear action is tightly related to the combinatorics of
crystal bases. The coordinates of the M × N matrix space can be identified with
the coordinates for the tensor product B⊗M of M copies of the crystal basis B for
the symmetric tensor representation of GLN . Under this identification, it turns out
that the piecewise linear transformations rk and sl with P = Q = 0 represent the
action of the combinatorial R matrices and the Kashiwara’s Weyl group action on
B⊗M , respectively (see [15]).
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