The neural representation of a stimulus is repeatedly transformed as it moves from 19 the sensory periphery to deeper layers of the nervous system. Sparsening 20 transformations are thought to increase the separation between similar 21 representations, encode stimuli with great specificity, maximize storage capacity as 22 weight changes caused by spike timing dependent plasticity increase the distance 42 between the odor representations from the perspective of MBONs and do not lead to 43 a concomitant change in the optimal sparseness. 44 45 Author Summary 46 Kenyon cells (KCs) of the mushroom body represent odors as a sparse code. When 47 viewed from the perspective of follower neurons, mushroom body output neurons 48 (MBONs), an optimal level of KC sparseness maximally separates the 49 representations of odors. However, the KC-MBON synapse is highly plastic and may 50 be potentiated or depressed by odor-driven experience that could, in turn, perturb 51 the optimality formed by pre-synaptic circuits. Contrary to this expectation, we show 52 that synaptic plasticity based on spike timing of pre-and postsynaptic neurons 53 improves the ability of the system to distinguish between the representations of 54 similar odors while preserving the optimality determined by pre-synaptic circuits. 55 56 representations? Second, if an optimal sparseness exists, does plasticity at the KC-131 MBON synapse alter it, making post-learning odor representations sub-optimal? To 132 address these questions, we constructed a computational model of the locust 133 olfactory system consisting of the olfactory receptor neurons, the antennal lobe 134 network of PNs and local inhibitory interneurons, the KCs of the mushroom body, 135
associative memories, and provide an energy efficient instantiation of information in 23 neural circuits. In the insect olfactory system, odors are initially represented in the 24 periphery as a combinatorial code with simple temporal dynamics. Subsequently, in 25 the antennal lobe this representation is transformed into a dense spatiotemporal 26 activity pattern. Next, in the mushroom body Kenyon cells (KCs), the representation 27 is dramatically sparsened. Then in mushroom body output neurons (MBONs), the 28 representation takes on a new dense spatiotemporal format. Here, we develop a 29 computational model to simulate this chain of olfactory processing from the receptor 30 neurons to MBONs. We demonstrate that representations of similar odorants are 31 maximally separated, measured by the distance between the corresponding MBON 32 activity vectors, when KC responses are sparse and that the sparseness is 33 maintained across variations in odor concentration by adjusting the feedback 34 inhibition KCs receive. Different odor concentrations require different strength and 35 timing of feedback inhibition for optimal processing. Further, in vivo, the KC-MBON 36 synapse is highly plastic, and changes in synaptic strength after learning can change 37 the balance of excitation and inhibition and may lead to a change in the distance 38 between MBON activity vectors of two odorants for the same level of KC population 39 sparseness. Thus, what is an optimal degree of sparseness before odor learning, 40 could be rendered sub-optimal post learning. Here, we show, however, that synaptic Introduction 57
The neural representation of an odor is transformed repeatedly as it traverses 58 different layers of the olfactory system (1). Some transformations separate the 59 representations of odorants to enable easy discrimination (2)(3). Other 60 transformations prepare an odor representation for eliciting behaviors by associating 61 it with other sensory inputs and providing the context necessary for action and 62 memory (4). In the American desert locust, Schistocerca americana, neural 63 networks upstream of the KC-MBON synapse appear to work best as pattern 64 decorrelators while downstream circuits appear to be specially structured to encode associative memories and organize behaviors elicited by stimuli. The olfactory 66 network, from the receptor neurons through the antennal lobe and on to the 67 mushroom body, is largely feedforward, and odor representations are progressively 68 decorrelated and optimized in several ways as they traverse these layers. Odor 69 representations arrive at the MBONs via synapses that are highly plastic and may 70 change with the dynamic olfactory milieu of the animal (5). Here, we ask, how does 71 the olfactory network preserve an optimal odor representation despite activity-driven 72 changes in the synaptic weights of the networks? 73 74
In the locust, olfactory processing in the nervous system begins when odorant 75 molecules bind to receptors on neurons in the antennae. This leads to the opening of 76 ion channels and a cascade of events that can lead to spiking, the suppression of 77 spontaneous firing, or simple sequences of excitation and inhibition. Olfactory 78 receptor neurons can be tuned narrowly or broadly, firing vigorously for some odors 79 and less so or not at all for others (6,7); thus, the identity of responsive neurons 80 helps encode the stimulus. Temporal features of receptor neuron spiking, including 81 response latency and duration also contribute to encoding the identity of the odor (8). 82
Olfactory receptor neurons provide input to excitatory PNs and local inhibitory (and 83 likely some excitatory) interneurons in the antennal lobe. This dense network, with 84 recurrent connections between excitatory and inhibitory neurons, transforms the odor 85 representation arising in receptor neurons into a more elaborate spatiotemporal 86 pattern (1,9,10) where the identity, concentration, and timing of the odor are 87
represented by the identity of responsive PNs, the temporal structure of their spiking, 88 and correlations across the PN population. Most PNs respond in some way to most 89 odors (1), collectively providing a dense spatiotemporal representation of an odor. 90
KCs in the mushroom body receive inputs from PNs and transform this dense 91 representation into a sparse code (11) in which rare spikes occur with millisecond 92 precision and great specificity, together describing the attributes of the eliciting odor. 93
The sparseness of KC spiking is orchestrated by a combination of membrane 94 conductances that ensure a high spike threshold, and feedback inhibition from a 95 by octopamine reward. This gives rise to a potential conundrum: the degree of 118 sparseness determined by the circuits prior to the KC-MBON synapse could be 119 rendered sub-optimal by modulations to the weight of that KC-MBON synapse by 120 associative learning of particular odors. Here, we explore how the olfactory system 121 guards against this loss of optimal sparseness. We show that the spike timing 122 dependent plasticity operating on the strength of KC-MBON synapse not only 123 retains the value of optimal sparseness despite learning-dependent changes in 124 synaptic strength, but further improves the ability of the olfactory system to 125 differentiate between odors. 126 127
Results

128
In this study we sought to address two questions. First, from the perspective of 129 MBONs, is there an optimal value of coding sparseness to maximally separate odor 130 from the antennal lobe diverged widely to an array of 15,000 model KCs. This 138 pattern of connectivity has been hypothesized to help decrease the overlap between 139 odor representations (18, 19) . KC output then converged onto a small group of 140 MBONs. To establish whether an optimal value of sparseness exists, we 141 systematically varied the sparseness of KC responses and checked the ability of 142 MBONs to differentiate between two similar odorants. We then introduced spike 143 timing dependent plasticity (5) in the KC-MBON synapse and simulated the network 144 using multiple instances of randomly interleaved odorants to map the effect of 145 synaptic plasticity on the optimal sparseness of KC responses. 
Coding sparseness determines the distance between odor representations 159
Odor input activates the ORNs that drive the neurons of the antennal lobe. We did 160 not explicitly model the ORNs; rather, we simulated simplified ORN activity as neurons it activated and the amplitude of the depolarizing input to each. In Figure 1b 166 the amplitude of input to the PNs of the network is shown for two odorants (solid 167 lines). The PNs were arranged such that the amplitude profile resembled a Gaussian 168 curve. The input curve was set to zero when the amplitude decreased below a 169 threshold value. Note that the arrangement of PN indices according to a Gaussian 170 activation profile does not imply any spatial structure; that is, the neuron with index i 171 need not be physically adjacent to neurons with index i-1 or i+1 since network 172 connections were chosen randomly. However, by defining an odor in this manner, 173
we could conveniently and continuously vary the identity and the concentration of Each odor-concentration pair that we tested generated a different spatiotemporal 186
pattern. An example pattern of activity is shown in Figure 2a ,c. The amplitude of the 187 local field potential increased with increasing concentration (not shown here) 188
indicating tighter synchrony between the projection neurons that spike during each 189 cycle, consistent with earlier studies (23,24). The PN responses were used as input to a group of 15,000 KCs. KCs are known to 200 respond sparsely (few neurons fire rarely) to odor stimuli (11). However, the 201 increased PN synchrony that accompanies increased odor concentrations (24) alone 202 would lead to more densely spiking responses, disrupting the sparse code. How do 203
KCs maintain sparseness over decadal variations in the concentration of the odor? 204
Earlier studies hypothesized that input from PNs to KCs arrives along two pathways, 205 a direct excitatory drive from the antennal lobe and slightly delayed feedforward 206 inhibition from lateral horn interneurons (LHIs). Thus, cyclic pairs of excitatory and 207 inhibitory input to KCs defined short windows of time during which KCs could 208 integrate input from the antennal lobe (11). Notably, the duration of this window was 209 dynamically modulated by changes in the concentration of the odor, which allowed 210 KCs to fire sparsely despite large changes in the concentration (23). Recent work 211 established that LHIs do not extend GABAergic projections to KCs, eliminating the 212 possibility of feedforward inhibition (25). However, the cyclic inhibition underlying the 213 dynamically modulated integration windows is generated by feedback from a single 214 inhibitory neuron, termed the Giant GABAergic Neuron (GGN), which provides input 215 to all KCs (12,16). Thus, cyclic inhibition regulates the sparseness of KC responses 216 in an adaptive, concentration dependent manner (25,26). Given these earlier 217 findings, we first sought to determine whether there exists an optimal value of 218 lifetime sparseness (measured as the total number of spikes generated by all KCs 219 during an odor presentation) to discriminate odors. To determine an optimal 220 sparseness, if one such value existed, we needed to quantify the distance between 221 odor representations from the perspective of downstream neurons that read KC 222 output. KCs converge onto MBONs that generate distinct responses to odorants 223 (27). Therefore, we used the MBONs as a read-out of KC responses. The Hamming 224 distances between odor representations generated by MBONs were plotted as a 225 function of different manipulations to the upstream network. To model the feedback 226 inhibition from GGN that regulates the sparseness of KC responses using feedback 227 inhibition, we drew on results from numerous studies showing that feedback 228 inhibition in excitatory-inhibitory circuits mainly reduces later portions of the 229 excitatory responses in each cycle. As inhibition strengthens, its onset occurs faster, 230 thus reducing the excitatory response (23). This effect is self-limiting though, 231 because excitation is needed to drive inhibition (26). Thus, rather than explicitly 232 modeling GGN, we modeled the effect of feedback inhibition by selectively 233 eliminating PN spikes that occurred after a thresholded phase of the LFP (Figure  234 3a). To do so we first filtered the LFP (40Hz) (red trace in Figure 3a ) and calculated 235 the instantaneous phase of the resulting 20 Hz oscillation using a Hilbert transform. 236
Then we removed those spikes occurring beyond a threshold phase, denoted by ϕ,
237
in each cycle of the LFP, shown by the shaded regions in Figure 3a . In this way we 238 could directly control this threshold phase, and therefore artificially vary the window 239 of integration and the sparseness of KC activity. As expected, as the window of 240 integration widened, KCs received more input from PNs and generated progressively 241 denser spiking activity. We plotted the density of KC spiking as a function of ϕ for Stopfer, 2012). To determine the separation between odor representations from the 249 perspective of downstream targets, we used odor-elicited KC responses to drive a 250 group of 100 MBONs (Figure 3b ). Here the MBONs were modeled using a two-251 dimensional map that integrates pre-synaptic input and generates spikes in 252 response to it (see methods). We binned the output of these neurons into temporal odor concentrations, we found that the peak shifted to lower values of ϕ.
280
Furthermore, we observed a decrease in discrimination performance beyond a 281 φ certain ϕ threshold. This occurred because KC responses became denser when the 282 integration window expanded. Thus, for higher odor concentrations, we found a 283 prominent single peak suggesting the existence of an optimal value of KC 284 sparseness to maximize the distance between odor representations from the 285 perspective of MBONs. the potential to degrade the effective, optimized sparseness of the KC output, 297 potentially affecting the distance between odor representations from the perspective 298 of MBONs. To investigate this possibility, we systematically varied the weight of the 299 input synapses to MBONs to determine how plasticity affects the distance between 300 odor representations. We then simulated delivery of two similar odors of the same 301 concentration by shifting the peaks of the distributions that characterized the two 302 odors by 5 units with respect to each other, and for two different concentrations by 303 adjusting the widths of the distributions (Figure 1b ). As before, patterns of antennal 304 lobe activity served as input to KCs that, in turn, drove MBONs. Here, we used the 305 Δφ output of MBONs to measure the distance between odor representations for different 306 values of KC sparseness. As before, here the MBONs were modeled as simple 307 map-based neurons, summing the input they received from KCs and generating a 308 spike in response to supra-threshold inputs. We then increased the weight of the 309 KC-MBON synapse by a factor of 2. This manipulation led to a shift of the peak 310 towards lower values of ϕ (Figure 4b) . These simulations confirmed that the effective 311 sparseness of KC output could change when the animal is exposed to different sets 312 of odors that trigger plasticity in the KC-MBON pathway. This departure from optimal 313 sparseness could be detrimental to subsequent circuits that, to appropriately inform 314 behaviors, depend on an accurate distinction between odors. 315 316 Spike timing dependent plasticity increases the distance between odor 317 representations and preserves optimal KC sparseness 318
KC-MBON synapses appear to be powerful: a KC spike generates an EPSP in 319
MBONs that is, on average, nearly an order of magnitude larger than EPSPs To address this question, we modeled STDP in the KC-MBON synapse using a 330 simple phenomenological model ( Fig. 5b) (28,29) . Following STDP rules, the model 331 effectively modified the weight of the synapse depending on the time of occurrence 332 of the presynaptic and the postsynaptic spikes such that each occurrence of a 333 presynaptic spike before the postsynaptic spike led to an increase in the synaptic 334 weight, and a presynaptic spike after the postsynaptic spike led to a decrease in the 335 synaptic weight (see Methods for implementation details). We modeled MBONs 336 parsimoniously as reduced spiking neuron models represented by two dimensional 337 maps (30,31) (see Methods for details of implementation). The increase/decrease in 338 weights with each pre-post pair of spikes is shown in Figure 5a . We specified a 339 minimum and a maximum value for the synaptic weights so that the response of 340
MBONs extended over a wide range of sparseness values. The change in synaptic 341 weights (dw) depended on how close the current weight of the synapse was to the 342 maximum allowed synaptic weight. The STDP equations were modeled so that for 343 large synaptic weights (wmax) synaptic depression dominates over potentiation and 344 vice versa for small synaptic weights (w0) (32). Using this form of STDP, we then 345 wired the 15,000 KCs to a layer of 100 MBONs. Each MBON received input from a 346 randomly selected group consisting of 60% of the KCs. For simplicity, we did not 347 implement lateral inhibitory connections between MBONs that are thought to 348 enhance the contrast of input received from Kenyon cells (5). 349
350
To model odor stimulation, we randomly interleaved multiple instances of two similar 351 odors (peak shifted by 5 units) and an odor that was different from these odors at all. Therefore, in subsequent analyses we chose a subset of weights that changed 360 during the course of multiple odor presentations. We found that, over odor 361 presentations, the distribution of synaptic weights evolved in a manner such that the 362 median synaptic weight changed monotonically toward new value (approximately 1 363 in Fig. 5c ). In our simulations we used two different initial weights distributions. 364
Regardless of the specific initial weight distribution, we found that the median 365 synaptic weight evolved towards the same value over multiple odor presentations. 366 367
Figure 5 caption: 368
Spike timing dependent plasticity. The post-synaptic neuron (red) spikes follow that 369 of the pre-synaptic neuron (black), leading to an increase in the synaptic weight 370 (facilitation) ( Fig. 5a top panel) . The opposite temporal order (post-synaptic spikes 371 occur before pre-synaptic spikes) leads to a decrease in synaptic weights 372 (depression) ( Fig. 5a bottom panel) . The increase/decrease in synaptic weight ( ) 373 is shown as a function of the time difference between the pre-and the post-synaptic 374 spike (5b). When the presynaptic spike occurs before the post-synaptic spike is 375 positive and otherwise negative. The distribution of synaptic weights of all KC-376
MBONs pairs evolves over time (c). In the left panel of (c) all the initial weights were 377 Δw set to 1.4. The system was then stimulated with different odors of varying 378 concentrations. The weights were sampled at fixed intervals of time. The distribution 379 of weights was plotted using a color map (see color bar for the frequency values). 380
The mean synaptic weight was overlaid on the distribution (white trace). The right 381 panel shows the temporal evolution of the synaptic weights when a low initial weight 382 (0.6) was used. 383
384
We next investigated the evolution of the odor representation exhibited by MBONs 385 concomitant with the evolution of the network weights. The peak distance between 386 the representations of two similar odors increased as the weight distribution settled 387 to its asymptotic values (Figures 67a and 67b ; lighter colored curves correspond to 388 the weights later in training). However, notably, the location of the peak marked as 389 , for which the distance between odor representations was maximum, depended 390 on the STDP induced changes in the KC-MBON synaptic weight. KC sparseness (f) 391 depended on the peak distance. Notably, the location of the peak did not change 392 despite variations in the magnitude of the peak associated with weight changes 393 caused by STDP. This effect may be seen in figure 7ca for two different 394 concentrations of the simulated odorants. As odor stimuli were presented repeatedly 395 to drive the network, the value of optimal sparseness remained the same as the 396 network settled to its asymptotic weight distribution. This was true regardless of 397 whether the initial weight distributions were set to values higher or lower than the 398 asymptotic median value of the weight distribution post training of the network. At a 399 low odor concentration (σ = 0.2) the changes in the distance curve (marked in 400 progressively lighter shades) were small compared to the changes at higher 401 φ max concentrations ( σ = 0.35, red curves in figure 7a ). In all cases, however, the optimal 402 degree of sparseness provided by the circuits before the KC-MBON synapse 403 remained optimal after STDP mediated changes of KC-MBON projections. Thus, we 404 conclude, an effect of STDP is to improve the ability of the olfactory system to 405 differentiate between odors (Figure 6b Here, we developed a model that couples multiple layers of the locust olfactory 435 system. Our results demonstrate that olfactory circuitry drives odor-driven responses 436 in KCs to a specific optimal value that, from the perspective of downstream neurons 437 that receive convergent input from KCs, the MBONs, maximally separates odor 438
representations. We hypothesized that changes in synaptic weights caused by 439 experience-dependent plasticity could degrade what had been an optimal 440 representation. However, our simulations show that, despite STDP-induced changes 441 to the strength of the KC-MBON synapse, the value of optimal sparseness was 442 maintained. This finding is particularly significant because the overall feedforward 443 architecture of the insect olfactory system, featuring a near absence of feedback 444 across layers, implies that downstream layers cannot 'error-correct' upstream 445 representations. Thus, the connectivity between layers must assure that an optimal 446 representation constructed in one layer continues to be optimal from the perspective 447 of subsequent layers. Our model allowed us to explore the mechanism underlying 448 the maintenance of optimal sparseness across circuit layers and despite neural 449 plasticity. 450
451
In the locust olfactory system, odor representations are parceled into cyclic 50ms 452 packets of information, a process that begins in the antennal lobe and cascades at 453 progressively increases the distance between odor representations while retaining 471 the optimal sparseness at each processing level. We note that our analysis 472 addresses a specific form of plasticity exhibited by the KC-MBON synapse, and may 473 not generalize to other forms of plasticity that may be present. 474
475
The KC-MBON junction may be the location where the imperative of insect olfactory 476 system changes from identifying the odor to associating the odor with other sensory 477 and reward inputs. If so, MBONs may not require a precise representation of the 478 odor. In fact, in Drosophila, the MBONs have been shown to be broadly tuned, and 479 thus instantiate a representation more redundant than that of the population of 480 narrowly tuned KCs. However, studies in locust have shown that the odor-elicited 481 responses of MBONs, though densely spiking, are sensitive to the temporal ordering 482 of KC input (27), and contain information about odor identity (36). In our analysis we 483 included the dynamics of MBONs throughout the odor stimulus, parsing its spike 484 trains into 50 millisecond bins (equivalent to one oscillatory cycle in locusts) and 485 calculating the ability of the system to discriminate odorants over the entire duration 486 of the odor. Our study suggests that odor representations are maximally separated 487 when the neural representation of the odor in the mushroom body is optimally 488 sparse. Despite challenges, the olfactory circuit of insects maintains this optimal 489 sparseness over variations in the concentration and experience dependent plasticity. The passive parameters of the model were set as follows.
, 507
and . and . The passive 508 parameters were set the same for both the PNs (subscript in all the equations) 509 and the inhibitory local interneurons (subscript in the equations). The intrinsic 510 currents governing the dynamics of each neuron is given below. 511 Sodium current is given by, 512
where, the conductance, and the reversal potential, . 515
and are the activation and inactivation variables that are given by, 516 
and . and 547 where the reversal potential is for cholinergic receptors and 557 for fast GABA receptors.
is the fraction of open channels that is 558 calculated according to, 559
(1.13) 560
The rate constants, and for GABAergic synapses and 561 and for cholinergic synapses. When the receptors are 562 activated following a spike, the term becomes non-zero. For cholinergic neurons 563 this was modelled as the product of Heaviside functions in the following form, 564
where, is the time of receptor activation, and . 566
For GABAergic synapses, 567
(1.15) 568
Kenyon cells and MBONS 569
We modeled a large array (15000) of KCs and 100 MBONs. Given the large number of KCs, 570 we modeled each as a two--dimensional map that can replicate in a computationally 571 efficient way the dynamics of a variety of conductance--based neurons and networks of 572 these neurons, but is computationally efficient (30, 31 . Both KCs and MBONs received 580 feedforward excitatory input. We did not model any lateral inhibition in these layers. 581 Synaptic input is described by the following equations, 582 Further, the factors and changed in a manner that depended on the current weight 597 of the synapse. Increases in weight when the synapse was close to a maximum weight 598 were lower in magnitude than when it was further away from . This was achieved by 599 introducing soft bounds to the weight by setting and 600
Acknowledgements 601 CA was funded by DBT-Wellcome India Alliance through an Intermediate fellowship 602 IA/I/11/2500290 and IISER Pune. MB was supported by NIDCD grant (R01 DC012943) 603 integrated input from PNs. That is, spikes occurring after a specified phase, in the 717 shaded region, were ignored and did not affect the KC responses. The raster plots in 718 (b)show the responses of a subset of KCs to two different odors. These spikes were 719 then fed to a layer of 100 (beta lobe) neurons. The response of the beta lobe 720 neurons was converted into a binary spatiotemporal pattern. For each neuron, a 721 single cycle of the PN LFP was marked either 1 (dark) or 0 (blank box), depending 722 on whether that neuron fired a spike during the cycle (Panels on the right in b). The 723
Euclidean distance between these binary spatiotemporal patterns was used to 724 calculate the distance between odors. The number of KCs that spike in response to 725 an external input is plotted in (c). Spike timing dependent plasticity. The post-synaptic neuron (red) spikes follow that 737 of the pre-synaptic neuron (black) leading to an increase in the synaptic weight 738 (facilitation) ( Fig. 5a top panel) . The opposite temporal order (post-synaptic spikes 739 occur before pre-synaptic spikes) leads to a decrease in synaptic weights 740 (depression) ( Fig. 5a bottom panel) . The increase/decrease in synaptic weight ( ) 741 is shown as a function of the time difference between the pre-and the post-synaptic 742 spike (5b). When the presynaptic spike occurs before the post-synaptic spike is 743 positive and negative otherwise. The distribution of synaptic weights of all KC-744
MBONs pairs evolves over time (c). In the left panel of (c) all the initial weights were 745 set to 1.4. The system was then stimulated with different odors of varying 746 concentrations. The weights were sampled at fixed intervals of time. The distribution 747 Δw Δt of weights was plotted using a color map (see color bar for the frequency values). 748
The mean synaptic weight was overlaid on the distribution (white trace). The right 749 panel shows the temporal evolution of the synaptic weights when a low initial weight 750 (0.6) was used. 
