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Chapter 1.
Introduction
Much of statistical analysis is concerned with models in which the obser-
vations are assumed to vary independently. However, a great deal of data in eco-
nomics, engineering, and the natural sciences occur in the form of time series where
observations are dependent. A time series is a set of data collected at successive
points in time or over successive periods of time and a model which describes the
probability structure of a series of observations.
Recently there has been growing interest in time series analysis. ARMA mod-
els, which are defined in terms of linear difference equations with constant coef-
ficients, are an extremely important and basic class of time series. These models
are applied to many fields and a great number of estimators and adequacy tests
are proposed for them. One of the most important tests for ARMA models are
portmanteau test and this crucial test has been widely used. However, since some
papers claimed that this model is not adequate, it is necessary to give an unified
study for this test.
ARMA models and another traditional time series models are assumed to have
a constant conditional variance, given a record of its past values. However, in actual
practice, this assumption is often violated especially in economic time series. To
overcome this problem, ARCH model was introduced by Engle (1982) and it is
one of the most famous nonlinear time series model in econometrics. There has
been much demand for the statistical analysis of estimators for ARCH models. We
study magnitudes of variances of Whittle estimator and conditional least squares
estimator, which are the most fundamental estimators for ARCH models.
In various fields, many methods have been proposed to reduce the variances of
estimators. However, most of them are discussed in independent samples. Since
there has been a growing interest of extending these methods to time series analy-
sis, we apply the variance reduction method to time series.
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Variety of mathematical statistics methods have been proposed to time series
analysis. LeCam (1960) established one of the most important and sophisticated
foundation of the general statistical asymptotic theory. He introduced the concept
of local asymptotic normality (LAN) for the likelihood ratio of general statistical
models. Once LAN is proved, the asymptotic optimality of estimators and tests is
described in terms of the LAN property. This theory has been introduced to time
series analysis. Another basic theory in the analysis of time series, is the finite
Fourier transform of an observed section of the series. The Fourier transform of an
empirical function was proposed as a means of searching for hidden periodicities
in Stokes (1879).
In Chapter 2, we discuss the asymptotic efficiency of conditional least squares
estimators for ARCH models. The conditional least squares (CL) estimators pro-
posed by Tjφstheim (1986) are important and fundamental. The CL estimator ap-
plied to the square transformed ARCH model has an explicit form, which does not
depend on the distribution of the innovation. Since the CL’s are not asymptotically
efficient in general, we give a necessary and sufficient condition that CL is asymp-
totically efficient based on the LAN approach. Next, a measure of efficiency for
CL is introduced. Numerical evaluations of the measure of efficiency for various
nonlinear time series models are given. They elucidate some interesting features of
CL.
ARCH model was extended to ARCH(∞) model by Robinson (1991). In Chap-
ter 3, asymptotics of Whittle estimators for square transformed ARCH(∞) models
are discussed. Whittle estimators are important and fundamental in time series esti-
mation. We apply Whittle estimation to the square transformed ARCH(∞) models,
which can be expressed as linear processes. Whittle estimators for linear processes
are known to be asymptotically normal with asymptotic variance VW = V2 + V4,
where V2 is written in terms of the second-order spectra only, and V4 includes the
fourth-order cumulant spectra. This chapter gives a useful and explicit expression
of V4, and shows that there exists a case of V4 < 0. Since V2 can be regarded
as the inverse of Fisher information F−1 in terms of the second-order spectra, the
result implies that there is a case when VW < F−1. For ARCH models with various
innovation distributions, we evaluate VW , V2 and V4 numerically. The numerical
studies elucidate some interesting features of the Whittle estimators.
In Chapter 4, control variate method to reduce the variances of estimators for
time series is discussed. The sample mean is one of the most natural estimators
of the population mean based on independent identically distributed sample. How-
ever, if some control variate is available, it is known that the control variate method
reduces the variance of the sample mean. The control variate method often assumes
that the variable of intersest and the control variable are i.i.d. Here we assume that
these variables are time series with spectral density matrices, i.e., dependent. Then
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we propose an estimator of the mean of time series of interest by using control
variate method based on nonparametric spectral estimator. It is shown that this
estimator improves the sample mean in the sense of mean square error. Also this
analysis is extended to the case when the mean dynamics is of the form of regres-
sion. Then we propose a control variate estimator for the regression coefficients
which improves the least squares estimator (LSE). Numerical studies will be given
to see how our estimator improves the LSE.
In Chapter 5, we discuss portmanteau tests problem. Box and Pierce proposed
a test statistic TBP which is the squared sum of m sample autocorrelations of the
estimated residual process of autoregressive-moving average (ARMA) model of
order (p,q). TBP is called the classical portmanteau test. Under the null hypothesis
that the ARMA model of order (p,q) is adequate, they suggested that the distri-
bution of TBP is approximated by chi-square distribution with (m-p-q) degrees of
freedom, ”if m is moderately large”. This chapter shows that TBP is understood
as a special form of Whittle likelihood ratio test TPW for ARMA spectral density
with m-dependent residual process. Then, it is shown that, for any finite m, TPW
does not converge to chi-square distribution with (m-p-q) degrees of freedom in
distribution, and that, if we assume Bloomfield’s exponential spectral density, TPW
is asymptotically chi-square distributed for any finite m. From this observation we
propose a natural Whittle likelihood ratio test TWLR which is always asymptotically
chi-square distributed. Its local power is also evaluated. Numerical studies illumi-
nate interesting features of TWLR. Because many versions of the portmanteau test
have been proposed, and been used in variety of fields, our systematic approach
for portmanteau tests and proposal of TWLR will give a unified view and useful
applications.
The proofs of the theorems and lemmas are relegated to Chapter 6.
Throughout this thesis, we use the following notations.
N: the set of all positive integers
Z: the set of all integers
C: the set of all complex numbers
|a|: the absolute value of a real number a
|c|: the absolute value of a complex number c
x′: the transpose of a vector x
A′: the transpose of a matrix A
A∗: the conjugate transpose of a matrix A
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||x||: the Euclidean norm of a vector x
||A||: the Euclidean norm of a matrix A defined by √tr(A∗A)
A−1: the inverse of a matrix A
tr(A): the trace of a matrix A
|A|: the determinant of a matrix A
A : the sum of all the absolute values of elements of a matrix A
A > B: matrices A, B satisfy A − B is positive definite
A ≥ B: matrices A, B satisfy A − B is positive semidefinite
dim x: the dimension of a vector x
˙f (x): the derivative of a function f (x)
arg maxθ(·): the parameter θ which maximizes (·)
arg minθ(·): the parameter θ which minimizes (·)
Nm(0,K): an m-dimensional normal distribution with the mean vector 0 and
the covariance matrix K
χ2m: the chi square distribution with m degrees of freedom
R(k): the autocovariance function of lag k
Cum(X1, X2, X3, X4): cumulant of X1, X2, X3, X4
a.s.: almost surely
Xn
d−→ X: Xn converges in distribution to X
p-limn→∞: the limit in probability
an = O(bn): an is at most of order bn
an = o(bn): an is of smaller order than bn
Xn = op(Yn): Xn is of smaller order in probability than Yn
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Chapter 2.
Asymptotic efficiency of
conditional least squares
estimators for ARCH models
2.1. Introduction
Traditional time series models such as ARMA models assume a constant one-
period forecast variance. However, in actual practice, this assumption is often
violated, especially in economic time series. In order to circumvent this diffi-
culty, Engle (1982) and Bollerslev (1986) introduced, respectively, the autore-
gressive conditional heteroscedastic (ARCH) model and the generalized ARCH
(GARCH) model. Since then, a great number of theoretical and empirical stud-
ies have been conducted for them (c.f.,Engle, 1995, Linton, 1993 and Taniguchi
and Kakizawa, 2000). Recently, Giraitis, Kokoszaka and Leipus (2000) introduced
a class of ARCH(∞) models, which includes the ARCH and GARCH models as
special cases, and provided sufficient conditions for the existence of a stationary
solution and its explict representation.
LeCam (1960) established the most important and sophisticated foundation of
the general statistical asymptotic theory. He introduced the concept of local asymp-
totic normality (LAN) for the likelihood ratio of general statistical models. Once
LAN is established, the asymptotic optimality of estimators and tests can be de-
scribed in terms of the LAN property. Lee and Taniguchi (2005) established the
LAN for a class of ARCH(∞)-SM models, which include ARCH models. They
also described the asymptotic optimality of estimators in terms of LAN.
Tjφstheim (1986) proved consistency and asymptotic normality of the condi-
tional least squares estimators for stationary processes. The CL for ARCH is writ-
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ten as a simple linear form and we can construct it without knowing the distribution
of the innovation. Since the CL is the most fundamental estimator for the param-
eter of ARCH model, it is important to investigate its efficiency using the LAN
property. This chapter provides a necessary and sufficient condition for the CL to
be asymptotically efficient and proposes a measure to asses the efficiency of the CL
estimator.
This chapter is organized as follows. In Section 2.2 we explain the LAN for
ARCH (q), and give the lower bound of the asymptotic variance for estimators.
Comparing the asymptotic variance of CL with the lower bound, we evaluate the
efficiency of CL. Section 2.3 provides numerical studies of the efficiency for vari-
ous models. The results elucidate some interesting features of the asymptotics of
CL.
2.2. Estimation and Efficiency
Throughout this chapter we deal with the following ARCH(q) model.
Xt = ut
√√
a0 +
q∑
j=1
a jX2t− j (2.1)
where a0 > 0, a j ≥ 0, j = 1, · · · , q, and {ut} is a sequence of i.i.d random variables
with mean 0, variance 1 and denstity g(·).
Tjφstheim (1986) introduced a conditional least squares estimator (CL) for
nonlinear time series models. We estimate θ0 = (a0, a1, · · · , aq)′ by the CL ˆθ(CL)n
based on the square-transformed variables X21 , · · · , X2n . That is, ˆθ(CL)n = (aˆ0, · · · , aˆq)′
is given by minimizing
Qn(θ) ≡
n∑
t=q+1
[X2t − E[X2t |Ft−1]]2 (2.2)
=
n∑
t=q+1
[X2t − {a0 +
q∑
j=1
a jX2t− j}]2 (2.3)
where Ft−1 is the sigma field generated by Xt−1, Xt−2, · · · . From the usual linear
regression theory it is written as
ˆθ(CL)n = (Z′Z)−1Z′Y (2.4)
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where Y = (X2q+1, · · · , X2n)′ Z =

1 X2q · · · X21
...
...
...
...
1 X2t−1 · · · X2t−q
...
...
...
...
1 X2
n−1 · · · X2n−q

.
To describe the asymptotics of ˆθ(CL)n , we need the following assumption.
Assumption 2.1. (i) E[X4t ] < ∞
(ii)a1 + · · · + aq < 1
The following lemma is due to Tjφstheim (1986).
Lemma 2.1. Under Assumption 2.1,
√
n(ˆθ(CL)n − θ0) d−→ N(0,U−1WU−1) (2.5)
where
U = E
[
(1, X2t−1, · · · , X2t−q)′(1, X2t−1, · · · , X2t−q)
]
(2.6)
W = E
(u4t − 1)(a0 + q∑
j=1
a jX2t− j)2(1, X2t−1, · · · , X2t−q)′(1, X2t−1, · · · , X2t−q)
 .
(2.7)
The conditional least squares estimator ˆθ(CL)n has the following advantages: (i)
it is simple and has an explicit form (2.4), (ii) its construction does not need the
knowledge of g(x). However, it is not asymptotically efficient in general. Thus, we
discuss its asymptotic efficiency based on the local asymptotic normality.
Denote the law of a random vector Yn under Pθ,n by L(Yn|Pθ,n), where Pθ,n is
the distribution of (X1, · · · , Xn). Let θn = θ + h√n , h = (h1, · · · , hq)′. Define the
class A of estimators of θ, {Tn} as follows.
A = [{Tn} : L{
√
n(Tn − θn)|Pn,θn}
d→ Lθ(·), a probability distribution] (2.8)
Let L be the class of all loss functions l : Rr → [0,∞] of the form l(x) = τ(|x|)
which satisfies τ(0) = 0 and τ(a) ≤ τ(b) if a ≤ b. We set down the following
assumption.
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Assumption 2.2. (i)E[u4t ] < ∞
(ii)The innovation density g(·) is symmetric, twice continuously differentiable, and
satisfies
0 <
∫ { g˙(u)g(u) }2g(u)du < ∞, ∫ { g˙(u)g(u) }4g(u)du < ∞, lim|u|→∞ u3g(u) = 0,
lim|u|→∞ u2g˙(u) = 0
Lee and Taniguchi (2005) showed the following results.
Lemma 2.2. Under Assumption 2.2 it holds that
(i) {Pθ,n} is locally asymptotically normal with the central sequence
∆n =
1√
n
n∑
t=1
− 12(a0 + ∑qj=1 a jX2t− j)
(
g˙(ut)
g(ut)ut + 1
)
(1, X2t−1, · · · , X2t−q)′
}
(2.9)
and the Fisher information matrix
Γ = Γ(θ) = E

( g˙(ut)
g(ut) ut + 1
)2
4(a0 + ∑qj=1 a jX2t− j)2 (1, X2t−1, · · · , X2t−q)′(1, X2t−1, · · · , X2t−q)
 .(2.10)
(ii) Let ∆ = p-limn→∞ ∆n, i.e., ∆ ∼ N(0,Γ), and let {S n} ∈ A, then for any l ∈ L
with El(∆) < ∞,
lim inf
n→∞ E[l{
√
n(S n − θ)}|Pn,θ] ≥ E[l(Γ−1∆)]. (2.11)
For simplicity, setting l(x) = ||x||2 (Euclidean norm) in Lemma 2.2, we say that
an estimator S n is asymptotically efficient if it has the asymptotic variance Γ−1.
Hence if U−1WU−1 = Γ−1, the ˆθ(CL)n is said to be asymptotically efficient. Now we
state the main theorem.
Theorem 2.1. Suppose that Assumptions 2.1 and 2.2 hold. Then the following
statements hold true.
(a) The asymptotic variance of ˆθ(CL)n satisfies the inequality
U−1WU−1 ≥ Γ−1. (2.12)
(b) ˆθ(CL)n is asymptotically efficient if and only if
(i) a0 + ∑qj=1 a jX2t− j = c: constant a.e
(ii) ut ∼ N(0, 1).
The condition for ˆθ(CL)n to be asymptotically efficient is severe. However, since
the CL is written as explicit form, and is an important estimator constructed without
the knowledge of g(·)’s distribution, we define a measure of efficiency of the CL by
|Γ−1|
|U−1WU−1| , (2.13)
and evaluate the efficiency numerically in the next section.
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2.3. Numerical study
In this section we discuss the efficiency of the CL by simulation. The efficiency
of the CL for ARCH(1) models (X2t =
√
a0 + a1X2t−1ut) are plotted in Figures 2.1-
2.5, where the selected parameters are a0=0.15, 0.3, 0.45,· · · , 0.75, a1=0.02, 0.04,
0.06,· · · , 0.3. The quantity | ˜Γ−1 ||U−1 ˜WU−1 | is evaluated from 10000 realizations of X500,
and the quantity 16
E[u4t −1]2E
[( g˙(ut )
g(ut ) ut+1
)2]2 is evaluated from 10000 realizations of the
innnovation ut. Here recall that
|Γ−1|
|U−1WU−1| =
16
E[u4t − 1]2E
[( g˙(ut)
g(ut) ut + 1
)2]2 × | ˜Γ−1||U−1 ˜WU−1| .
In Figure 2.1, we set ut ∼ N(0, 1). (0 ≤ a0 ≤ 0.75, 0 ≤ a1 ≤ 0.3)
Figure 2.1: efficiency
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In Figure 2.2, we set ut t-distribution and the degrees of freedom is 100. (0 ≤
a0 ≤ 0.75, 0 ≤ a1 ≤ 0.3)
Figure 2.2: efficiency
In Figure 2.3, we set ut t-distribution and the degrees of freedom is 10. (0 ≤
a0 ≤ 0.75, 0 ≤ a1 ≤ 0.3)
Figure 2.3: efficiency
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In Figure 2.4, we set ut t-distribution and the degrees of freedom is 5. (0 ≤ a0 ≤
0.75, 0 ≤ a1 ≤ 0.3)
Figure 2.4: efficiency
In Figure 2.5, we set ut logistic. (0 ≤ a0 ≤ 0.75, 0 ≤ a1 ≤ 0.3)
Figure 2.5: efficiency
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From these figures we observe that the efficiency is not affected by a0 and goes
down as a1 increases. From Figures 2.2-2.4, we observe that it decreases as the
degrees of freedoms decreases. This means the efficiency becomes smaller as the
spread of the distribution is more than that of Gaussian. The figures show that the
efficiency is the largest when ut is Gaussian. As a result, the efficiency has the
following properties.
(i)The efficiency is not high when the variation of the volatility is large.
(ii)The efficiency becomes smaller as the innovation density ut differs from Gaus-
sian.
12
Chapter 3.
Asymptotics of Whittle
estimators for square
transformed ARCH(∞) models
3.1. Introduction
ARCH model arises frequently in economic time series, which was introduced by
Engle (1982). This model assumes the dependence of the one period forecast vari-
ance on a finite number of passed variables. Robinson (1991) extended this model
to ARCH(∞) model, the one period forecast variance depends on an infinite num-
ber of passed variables. Giraitis et al. (2000) have derived sufficient conditions for
the existence of a stationary solution of ARCH(∞) model. The square transformed
ARCH(∞) models have representations as linear processes.
To estimate a parameter θ of linear process, Whittle estimation is widely used.
Recently, Whittle estimators for a class of parametric ARCH(∞) models are shown
to be asymptotically normal in Giraitis and Robinson (2001). For a general class
of linear processes, Hosoya and Taniguchi (1982) introduced a Whittle estimator,
which is obtained by minimizing
∫ pi
−pi
{
log fθ(λ) + Ix(λ)fθ(λ)
}
dλ, where Ix(λ) is the peri-
odogram and fθ(λ) is the spectral density of the process concerned, and derived the
asymptotic variance, VW = V2 + V4, where V2 is written in terms of the second-
order spectra only, and V4 includes the fourth-order cumulant spectra. V2 is known
to be the inverse of time series Fisher information F−1. In this chapter we apply
the Whittle estimators to the squared ARCH(∞) models, and investigate behavior
of VW . Then it is shown that there is a case when VW < F−1. Numerical evaluation
for VW , V2 and V4 are also provided.
This chapter is organized as follows. Section 3.2 describes Whittle estimators
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for the square transformed ARCH(∞) models and gives results of these asymp-
totics and provides a useful and explicit representation of V4. We also give two
examples satisfying VW = F−1 and VW < F−1. Section 3.3 provides numerical
studies of VW , V2 and V4. The results elucidate some interesting features of the
asymptotics of the Whittle estimator for the parameter of ARCH(∞) model.
3.2. Estimation and Asymptotics
Throughout this chapter we deal with the following ARCH(∞) model.
Xt = ut
√√
a0 +
∞∑
j=1
a jX2t− j
where a0 > 0, a j ≥ 0, j = 1, · · · , and {ut} is a sequence of i.i.d random variables
with mean 0, variance 1. Let Yt ≡ X2t , ξt ≡ u2t , σ2t = a0 + a1Yt−1 + · · · , then we may
write Yt = σ2t ξt and E[ξt] = 1. If we define t ≡ Yt − a0 − a1Yt−1 − · · · = σ2t (ξt − 1),
then t is an uncorrelated process. So Yt is an autoregressive process. We impose
the following assumption for the estimation of the parameter of {Xt}.
Assumption 3.1. (i)E[u4t ]
1
2
∑∞
j=1 a j < 1
(ii)Eu8t < ∞.
(iii)a0 and a j’s are functions of an unknown parameter θ = (θ1, θ2, · · · , θq).
(iv)a j = a j(θ)’s are differentiable with respect to θ.
The assumption (i) implies the second order stationarity of {Yt} (see, Giraitis et
al (2000)). Hence {t} is second order stationary. Henceforth we denote the spectral
densities of {Yt} and {t} by fY,θ and f,θ, respectively.
Hosoya and Taniguchi (1982) introduced a Whittle estimator for a linear pro-
cess in the case when the innovation variance depends on θ. We estimate θ by use
of the Whittle likelihood for the square-transformed stretch Y1, · · · ,Yn. That is,
ˆθWn ≡ argminθ
∫ pi
−pi
{
log fY,θ(λ) + IY (λ)fY,θ(λ)
}
dλ
where IY (λ) is the periodogram i.e., IY (λ) = 12pin |
∑n
t=1 Yte
itλ|2.
To describe the asymptotics of ˆθWn , we need the following assumption.
Assumption 3.2. (i) fY,θ is square-integrable with respect to λ.
(ii) Let
∞∑
l1,l2,l3=−∞
|C,θ(l1, l2, l3)| < ∞,
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where C,θ(l1, l2, l3) is the fourth cumulant of t.
(iii)
M(θ) =
∫ pi
−pi
[
f 2Y (λ)
∂
∂θ
( fY,θ(λ))−1 ∂
∂θ′
( fY,θ(λ))−1
]
dλ
is a nonsingular matrix.
Under Assumptions 3.1 and 3.2, from Hosoya and Taniguchi (1982) we obtain
√
n(ˆθWn − θ)
d−→ N(0,M(θ)−1V(θ)M(θ)−1)
where
V(θ) = 4piM(θ) + 2pi
∫ ∫ pi
−pi
[
∂
∂θ
( f −1Y,θ (λ1))
∂
∂θ′
( f −1Y,θ (λ2))
]
fY,θ(−λ1, λ2,−λ2)dλ1dλ2,
fY,θ(λ1, λ2, λ3) = 1(2pi)3
∞∑
t1,t2,t3=−∞
exp {−i(λ1t1 + λ2t2 + λ3t3)}CY,θ(t1, t2, t3)
and CY,θ(t1, t2, t3) is the fourth order cumulant of Y(t), Y(t + t1),Y(t + t2),Y(t + t3).
Further
2pi
∫ ∫ pi
−pi
[
∂
∂θ
( f −1Y,θ (λ1))
∂
∂θ′
( f −1Y,θ (λ2))
]
fY (−λ1, λ2,−λ2)dλ1dλ2
=
(2pi)2
(m − 1)2
[
∂
∂θ
(
1
E(σ4t )
)
∂
∂θ′
(
1
E(σ4t )
)]
(2pi fη,θ(0) − 2(E(η0)))2) (3.1)
where ηt = 2t , fη,θ is the spectral density of ηt and m = E[u4t ].
Let
V2(θ) = 4piM(θ)−1,
V4(θ) = 2piM(θ)−1
∫ ∫ pi
−pi
[
∂
∂θ
( f −1Y,θ (λ1))
∂
∂θ′
( f −1Y,θ (λ2))
]
fY,θ(−λ1, λ2,−λ2)dλ1dλ2M(θ)−1.
Then the asymptotic variance VW(θ) of
√
n(ˆθWn − θ) is written as
VW(θ) = V2(θ) + V4(θ).
Note that V2(θ) is known to be the inverse of time series Fisher information F(θ)−1
in terms of the second order spectra. If the asymptotic variance satisfies VW(θ) =
15
F(θ)−1, we say that ˆθWn is asymptotically efficient in the sense of second order
spectra. From the above discussion, if
2pi fη,θ(0) − 2(E(η0)))2 ≤ 0, (3.2)
then (3.2) implies
VW(θ) ≤ F(θ)−1.
Examples satisfying VW(θ) = F(θ)−1 and VW(θ) < F(θ)−1 are given as follows.
(i)Let P(ut = 1) = P(ut = −1) = 12 then V4(θ) = 0, that is the Whittle estimator is
asymptotically efficient in the sense of second order spectra.
(ii)Let P(ut = 0) = 12 , P(ut =
√
2) = P(ut = −
√
2) = 14 and a j = 0 j ≥ 1 then V4(θ)
is negative, that is, VW(θ) is smaller than F(θ)−1.
3.3. Numerical study
In this section we evaluate the asymptotic variance numerically. Let us consider
the following ARCH(1) models.
Xt =
√
a0 + aX2t−1ut (θ = a) (3.3)
We examine the asymptotic variance VW = VW(a), V2 = V2(a) and V4 = V4(a) of
the Whittle estimator for θ = a. Since the values of VW , V2 and V4 are not affected
by a0, we set a0 = 1. In Figures below, we plotted VW , V2 and V4 for (3.3).
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In Figure 3.1, we set ut ∼N(0, 1). (0 ≤ a < 0.1)
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V4
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a
Figure 3.1: VW (dashed line), V2 (solid line) and V4 (dotted line)
In Figure 3.2, we set ut ∼Logistic. (0 ≤ a < 0.1)
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a
Figure 3.2: VW (dashed line), V2 (solid line) and V4 (dotted line)
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In Figure 3.3, we set ut ∼T-distribution with degrees of freedom 60. (0 ≤ a <
0.1)
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a
Figure 3.3: VW (dashed line), V2 (solid line) and V4 (dotted line)
In Figure 3.4, we set ut ∼T-distribution with degrees of freedom 30. (0 ≤ a <
0.1)
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a
Figure 3.4: VW (dashed line), V2 (solid line) and V4 (dotted line)
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In Figure 3.5, we set ut ∼T-distribution with degrees of freedom 10. (0 ≤ a <
0.1)
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a
Figure 3.5: VW (dashed line), V2 (solid line) and V4 (dotted line)
From Figures 3.1-3.5, we can see that, VW becomes large as the tail of the
distribution becomes heavy, VW and V4 are much larger than V2, and that V2 goes
down as a increases.
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In Figure 3.6, we set P(ut = 1) = P(ut = −1) = 12 , 0 ≤ a ≤ 0.1.
0.00 0.02 0.04 0.06 0.08 0.10
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a
Figure 3.6: VW , V2 (solid line) and V4 (dotted line)
From Figure 3.6, We can see that, VW = V2 and V2 goes down as a increases.
In Figure 3.7, we set P(ut =
√
2) = P(ut = −
√
2) = 14 , P(ut = 0) = 12 ,
0 ≤ a ≤ 0.4.
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a
Figure 3.7: VW (dashed line), V2 (solid line) and V4 (dotted line)
From Figure 3.7, We can see that, VW < V2, and V2 goes down as a increases.
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Chapter 4.
Control variate method for
stationary processes
4.1. Introduction
The sample mean is one of the most natural estimators for the population mean
based on the i.i.d. sample. When some control variable is available (a sequence of
random variables which are possibly correlated with the variable of interest), using
the information about the control variate X, it is known that the control variate
method reduces the variance of the sample mean. That is, if ¯Y is a sample mean
with an unknown mean µY and X is a control variable vector with known mean
vector µX , then for any constant vector b, the mean of the control variate estimator
Y(b) = ¯Y − b′(X − µX) is µY and it’s variance is Var[ ¯Y] − 2b′Cov[ ¯Y , X] + b′∑X b,
where
∑
X is the covariance matrix of X and Cov[ ¯Y , X] is the covariance between
¯Y and X. Hence if 2b′Cov[ ¯Y , X] > b′∑X b, then the variance of the control variate
estimator is smaller than that of the sample mean.
This method has been discussed in the case when the sample and control vari-
able are i.i.d. Lavenberg and Welch (1981) reviews analyses of the control variate
developed up to the date. In the paper the value b∗ of vector b which minimizes the
variance of the control variate estimator is derived and the confidence interval of
Y(b∗) is constructed. However in practice, since the correlation between ¯Y and X is
unknown, this b∗ is not known and an estimator ˆb∗ of b∗ is proposed. In general the
control variate estimator involving the estimator ˆb∗ is not unbaiased and the con-
fidence interval can not be constructed easily. They also discuss these problems.
Rubinstein and Markus (1985) extends the results to the case when the sample
mean ¯Y is multidimensional vector and the multidimensional control variate esti-
mator is represented as Y(B) = ¯Y −B(X−MX), where B is an arbitary matrix and X
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is a control variate vector. They give the matrix B∗ which minimizes the determi-
nant of E{Y(B)′Y(B)}, which is called the generalized variance of Y(B). They also
introduce an estimator of ˆB∗ of B∗ and discuss the confidence ellipsoid. Nelson
(1990) proves a central limit theorem of the control variate estimator. Since a lot of
control variate theories have been discussed under a specific probability structure
(usually normal distribution) for the sample and control variates, a number of au-
thors introduced remedies for violations of these assumptions. Nelson (1990) gives
a systematic analytical evaluation of them. In recent years this method is applied
to financial engineering (e.g., Glasserman (2003), Chan and Wong (2006)).
Since the control variate theory is usually discussed under the assumption that
the sample and control variates are i.i.d, in this chapter, when the sample is gener-
ated from a stationary process and some control variable process is available, we
propose an estimator ˆθC of the mean of the concerned process by using control
variate method. Then it is shown that this estimator improves the sample mean in
the sense of mean square error (MSE). The estimator ˆθC is expressed in terms of
nonparametric estimators for spectra of the concerned process and the control vari-
ate process. We also apply this analysis to the case when the mean dynamics is of
the form of regression. A control variate estimator for the regression coefficients is
proposed and is shown to improve the LSE in the sense of MSE. Numerical studies
show how our estimators behave. Our results have potential applications to various
fields, econometrics.
This chapter is organized as follows. In Section 4.2 we introduce an estimator
ˆθC for the mean of a Gaussian stationary process by using control variate method.
Section 4.3 shows this estimator ˆθC improves the variance of the sample mean in
the sense of MSE. In Section 4.4, control variate estimators for the mean which
is of the form of regression are proposed and shown to improve the LSE. Section
4.5 provides numerical studies which show how our estimators improve the sample
mean. We denote the set of all integers by Z, and denote by ||(·)|| the Euclid norm
of (·).
4.2. Setting
One of the most fundamental estimators of the population mean is the sample
mean. It is known that if the sample is i.i.d, and if some control variable is avail-
able, using the information about the control variate X and its mean µX , the control
variate method improves the mean square error of the sample mean. In this section
we apply this method to the case when the sample is generated by a stationary pro-
cess and some control variate process is available, and introduce an estimator of the
mean, which improves the variance of the sample mean. Suppose that {Y(t); t ∈ Z}
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is a scalar-valued process with mean E[Y(t)] = θ and {X(t); t ∈ Z} is an another
m-dimentional process with the mean vector E[X(t)] = 0, which is possibly corre-
lated with {Y(t)}. We are now interested in estimation of θ. Let Z(t) ≡ (Y(t), X′(t))′.
The following assumptions are imposed.
Assumption 4.1. {Z(t); t ∈ Z} is generated by the following linear process.
Z(t) =
∞∑
j=0
B( j)(t − j) + ~θ (4.1)
where ~θ = (θ, 0, 0, · · · , 0) is m+1-dimensional vector and B( j)′s are (m+1)×(m+1)
matrices and (t)′s are i.i.d. Nm+1(0,K).
Henceforth U denotes the sum of all the absolute values of elements of matrix
U.
Assumption 4.2. (i). |∑∞u=0 B(u)zu| = 0 has no roots in the unit disc
{z ∈ C; |z| ≤ 1}.
(ii). The coefficient matrices B(u) satisfy
∞∑
u=0
|u|4 B(u) < ∞. (4.2)
From Assumption 4.2, it is seen that the process Z(t) becomes a stationary
Gaussian process with nonsingular spectral density matrix (e.g., Brillinger (2001)).
We write the spectral density matrix by
f (λ) =
( fYY (λ) fYX(λ)
fXY (λ) fXX(λ)
)
. (4.3)
We also write R(s) = E[(s)′(0)] and R(s) = E[Z(s)Z′(0)]. From Assumption
4.2, it follows that (e.g., Brillinger (2001), p.46)
∞∑
s=−∞
|s|4 R(s) < ∞ (4.4)
Suppose that partial observations {Y(0),Y(1), · · ·Y(n − 1)} and
{X(−Mn), X(−Mn + 1), · · · , X(0), · · · , X(n − 1)} are available, where Mn = O(nβ)
( 14 ≤ β < 13 ).
Now we are interested in estimatoin of θ. Based on the observations we intro-
duce the following estimator ˆθC of θ
ˆθC ≡ 1
n
n−1∑
t=0
Y(t) − Mn∑
u=0
aˆ′n(u)X(t − u)
 , (4.5)
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where aˆn(u) = 12pi
∫ pi
−pi ˆAn(λ) exp(iuλ)dλ , ˆAn(λ) = ˆfXX(λ)−1 ˆfXY (λ). Here ˆfXX(λ) and
ˆfXY (λ) are, respectively, nonparametric estimators of fXX(λ) and fXY (λ) which are
defined as,
ˆfXY (λ) ≡ 2pi
n
n−1∑
s=1
Wn(λ − 2pis
n
)IXY (2pis
n
) (4.6)
ˆfXX(λ) ≡ 2pi
n
n−1∑
s=1
Wn(λ − 2pis
n
)IXX(2pis
n
) (4.7)
where IXY (µ) and IXX(µ) are submatrices of the periodogram
In(µ) ≡ 12pin {
n−1∑
t=0
Z(t)eitµ}{
n−1∑
t=0
Z(t)eitµ}∗ (4.8)
=
(
IYY (µ) IYX(µ)
IXY (µ) IXX(µ)
)
(say), (4.9)
and {Wn(λ)} are weighted functions which are described in the next section. The
ˆAn(λ) and aˆn(u) are shown to be consistent estimators of A(λ) = fXX(λ)−1 fXY (λ),
a(u) = 12pi
∫ pi
−pi A(λ) exp(iuλ)dλ, respectively. In the next section we will show that
the proposed estimator ˆθC improves the sample mean in the sense of the mean
square error (MSE).
4.3. Asymptotic theory
In this section we elucidate the asymptotics of ˆθC . It is shown that the MSE of ˆθC is
smaller than that of the sample mean. Initially, we state the following assumption
on {Wn(λ)}.
Assumption 4.3. (i).
Wn(λ) = NnW(Nnλ) (4.10)
where Nn = O(n 13 ) and W(x) is bounded , even, non-negative and satisfies∫ ∞
−∞
W(x)dx = 1. (4.11)
(ii). Wn(λ) can be expanded as Wn(λ) = 12pi
∑
l w( lNn )e−ilλ, where w(x) is a con-
tinuous, even function with w(0) = 1, |w(x)| ≤ 1 and ∫ ∞−∞ w(x)2dx < ∞, and
satisfies lim|x|→0 1−w(x)|x| = k1 < ∞ for some constant k1.
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Then we get the following theorem.
Theorem 4.1. Suppose Assumptions 4.1, 4.2 and 4.3. Then it holds that
lim
n→∞ nE|ˆθC − θ|
2 = 2pi( fYY (0) − fYX(0) fXX(0)−1 fXY (0)). (4.12)
It is known that the asymptotic variance of the sample mean ¯Yn ≡ 1n
∑n−1
t=0 Y(t)
is 2pi fYY (0) (e.g., Brillinger (2001), Theorem 5.2.1). Since
2pi( fYY (0) − fYX(0) fXX(0)−1 fXY (0)) ≤ 2pi fYY (0), (4.13)
we observe that ˆθC improves ¯Yn in the sense of MSE.
4.4. Regression models
We assume {Y(t); t ∈ Z} is a trend model whose mean E[Y(t)] = φ′(t)θ is a time
dependent function. Here φ(t) = (φ1(t), · · · , φJ(t))′ and θ = (θ1, · · · , θJ)′. Let
{X(t); t ∈ Z} be an another m-dimensional process with mean vector E[X(t)] = 0,
which is possibly correlated with {Y(t)}. Now we apply the control variate method
to estimate the parameter θ. Let Z(t) ≡ (Y(t), X′(t))′, t ∈ Z. We impose the
following assumption.
Assumption 4.4. {Z(t); t ∈ Z} is generated by the following linear process.
Z(t) =
∞∑
j=0
B( j)(t − j) + ~θ(t) (4.14)
where ~θ(t) = (θ(t), 0, 0, · · · , 0) is an m + 1-dimensional vector and B( j)′s are (m +
1) × (m + 1) matrices satisfying Assumption 4.2 and (t)′s are i.i.d. Nm+1(0,K).
For convenience we define η(t) by ∑∞j=0 B( j)(t − j) = (η(t), X′(t))′, then as
discussed in Section 4.2, (η(t), X′(t))′ has the spectral density matrix,
f (λ) =
( fηη(λ) fηX(λ)
fXη(λ) fXX(λ)
)
. (4.15)
Suppose that partial observations {Y(0),Y(1), · · ·Y(n − 1)} and
{X(−Mn), X(−Mn + 1), · · · , X(0), · · · , X(n − 1)} are available.
We define nonparametric estimators ˆfXX(λ) and ˆfXηˆ(λ) for the spectral densities
fXX(λ) and fXη(λ), respectively, as
ˆfXX(λ) ≡ 2pi
n
n−1∑
s=1
Wn(λ − 2pis
n
)IXX(2pis
n
) (4.16)
ˆfXηˆ(λ) ≡ 2pi
n
n−1∑
s=1
Wn(λ − 2pis
n
)IXηˆ(2pis
n
) (4.17)
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where
IXX(µ) ≡ 12pin {
n−1∑
t=0
X(t)eitµ}{
n−1∑
t=0
X(t)eitµ}∗ (4.18)
IXηˆ(µ) ≡ 12pin {
n−1∑
t=0
X(t)eitµ}{
n−1∑
t=0
ηˆ(t)eitµ}∗ (4.19)
where ηˆ(t) = Y(t) − φ′(t)¯θLS E and ¯θLS E = (φ′φ)−1φ′Y (the least squares estimator
of θ). Let ˆA(λ) = ˆfXX(λ)−1 ˆfXηˆ(λ) and aˆ(u) = 12pi
∫ pi
−pi ˆA(λ) exp(iuλ)dλ.
Now we propose an estimator ˆθLS E of θ:
ˆθLS E = (φ′φ)−1φ′(Y − ˆWM) (4.20)
where Y(t) = (Y(1), · · · ,Y(n))′, φ = (φ(1), · · · , φ(n))′ and ˆWM = ( ˆWM(1), · · · , ˆWM(n))′
with
ˆWM(t) =
Mn∑
u=0
aˆ′(u)X(t − u). (4.21)
To describe asymptotics of ˆθLS E , we impose the following Grenander’s condi-
tions.
Assumption 4.5. Let cnj,k(h) =
∑n−h
t=1 φ j(t + h)φk(t) =
∑n
t=1−h φ j(t + h)φk(t). cnj,k(h)’s
satisfy the following conditions.
(i). cnj, j(0) = O(nγ), j = 1, · · · , J for some γ > 0.
(ii). limn→∞
φ2j (n+1)
cnj, j(0) = 0, j = 1, · · · , J.
(iii).
lim
n→∞
cnj,k(h){
cnj, j(0)cnk,k(0)
} 1
2
= m jk(h) (4.22)
We define the J × J matrix mφφ(u) by
mφφ(u) = {m jk(u)}. (4.23)
From Brillinger (2001, p175), there exists an r × r matrix valued function Gφφ(λ),
−pi < λ ≤ pi, whose entries are of bounded variation, such that
mφφ(u) =
∫ pi
−pi
exp(iuλ)dGφφ(λ) (4.24)
for u = 0,±1, · · · . Under Assumptions, we obtain the following theorem.
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Theorem 4.2. Suppose Assumptions 4.1, 4.2, 4.3, 4.4, 4.5, then
lim
n→∞ n
γE[(ˆθLS E − θ)(ˆθLS E − θ)′] = 2pimφφ(0)−1
∫ pi
−pi
fη−V,η−V (λ)dGφφ(λ)mφφ(0)−1,
(4.25)
where fη−V,η−V (λ) = fη,η(λ) − fηX(λ) fXX(λ)−1 fXη(λ) is the spectral density of η(t) −
V(t). Here V(t) = ∑∞u=0 a′(u)X(t − u), a(u) = 12pi ∫ pi−pi A(λ) exp(iuλ)dλ, A(λ) =
fXX(λ)−1 fXη(λ).
Note that the least squares estimator ¯θLS E of θ has the following asymptotic
variance
lim
n→∞ n
γE[(θLS E − θ)(θLS E − θ)′] = 2pimφφ(0)−1
∫ pi
−pi
fη,η(λ)dGφφ(λ)mφφ(0)−1,
(4.26)
where fη,η(λ) is the spectral density of η(t). It is seen that
fη−v,η−v(λ) ≡ fη,η(λ) − fηX(λ) fXX(λ)−1 fXη(λ) ≤ fη,η(λ), (4.27)
which implies that the asymptotic covariance matrix of ˆθLS E is smaller than that of
¯θLS E .
4.5. Numerical study
In this section we examine our control variate estimators numerically. In Example
4.1 below, we compare the control variate estimators with sample means and the
least squares estimators by simulation. Example 4.2 deals with real financial data.
Then we see how our estimator improves the sample mean.
Example 4.1. Let us consider the following process of interest {X(t)} and control
process {Y(t)}
X(t) = u(t + 1) + a1u(t) (4.28)
Y(t) = u(t + 1) + b1u(t) + c1v(t) (4.29)
where 0 ≤ a1, b1, c1 ≤ 1. Here {u(t)} and {v(t)} are mutually independent, and
{u(t)}, {v(t)} are i.i.d. N(0, 1). Based on 1000 observations for {X(t)} and {Y(t)},
first, in the setting of (4.1), we evaluate the variances of the control variate es-
timator ˆθC , the sample mean ¯Y. Next, in the setting of (4.14) we examine the
least squares estimator ¯θLS E for the regression function φ(t) = (1, t)′ and φ(t) =
(1, cos(pi4 t))′, and its control variate estimator ˆθLS E . In what follows we set Mn =
20.
27
In Table 4.1, we plotted the variances of ˆθC and ¯Y for the values of a1 =
0.3, b1 = 0.7 and c1 = 0.3, 0.5, 0.8.
c1 E ˆθ2C E ¯Y
2
0.3 0.00009659 0.00045032
0.5 0.00037520 0.00158628
0.8 0.00182674 0.00390604
Table 4.1: The variance of the control variate estimators and the sample means
We can see that the variances of ˆθC is smaller than that of ¯Y .
In Table 4.2, we plotted the variances of ˆθLS E and ¯θLS E for φ(t) = (1, t)′, and
for the values of a1 = 0.3, b1 = 0.7 and c1 = 0.3, 0.5, 0.8.
c1 E ˆθ2LS E E ¯θ
2
LS E
0.3 0.00000309 0.00048237
0.5 0.00244605 0.00377338
0.8 0.00187658 0.00308620
Table 4.2: The variance of the control variate estimators and the least squares esti-
mators
We can see that the variances of ˆθLS E is smaller than that of ¯θLS E .
In Table 4.3, we plotted the variances of ˆθLS E and ¯θLS E for φ(t) = (1, cos(pi4 t))′,
and for the values of a1 = 0.3, b1 = 0.7 and c1 = 0.3, 0.5, 0.8.
c1 E ˆθ2LS E E ¯θ
2
LS E
0.3 0.00023018 0.00062378
0.5 0.00073818 0.00402905
0.8 0.00778118 0.01184005
Table 4.3: The variance of the control variate estimators and the least squares esti-
mators
We can see that the variances of ˆθLS E is smaller than that of ¯θLS E . The next
example deals with real financial data.
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Example 4.2. We calculated the control variate estimator and the sample mean of
GM’s log return of stock price from 2000/1/20 to 2007/12/31 by setting FORD’s log
return of stock price from 2000/1/1 to 2007/1/20 as the control variate process.
The results are given in Table 4.4.
ˆθ2C
¯Y2
0.0000000020146 0.0000001634481
Table 4.4: Squares of the control variate estimator and the sample mean of GM’s
log return of stock price by using FORD’s log return of stock price as the control
variate process
It is seen that the variance of our control variate estimators is smaller than that
of the sample mean.
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Chapter 5.
Systematic Approach for
Portmanteau Tests in View of
Whittle Likelihood Ratio
5.1. Introduction
In time series model building, it is usual to verify the adequacy of a fitted model
by computing residual autocorrelations. For this Box and Pierce (1970) proposed
a test statistic
TBP = n
m∑
k=1
rˆ2k , (5.1)
where rˆk is the sample autocorrelation of lag k of the estimated residual process.
Here n is the sample size, and TBP is called the portmanteau test statistic. Under
the null hypothesis that the ARMA(p,q) model is adequate, Box and Pierce (1970)
suggested that the distribution of TBP is approximated by χ2m−p−q, ”if m and n
are moderately large”. However, Davies et al. (1977) claimed that the χ2m−p−q -
approximation is not adequate, i.e., showed that, even for moderately large n and
m = 20, the true significance levels are likely to be much lower than predicted by
asymptotic theory. Ljung and Box (1978) proposed an improved version of TBP:
TLB = n(n + 2)
m∑
k=1
(n − k)−1rˆk2, (5.2)
which is called the Ljung-Box test statistic. However, Ansley and Newbold (1979)
reported that the asymptotic significance levels by TLB yield a serious understate-
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ment. Various modified versions of portmanteau test can be found in e.g., Arranz
(2005).
In many application fields, portmanteau tests, especially, TBP and TLB, have
been widely used. It is very important to develop the systematic asymptotic theory
which grasps the portmanteau tests from unified view. This chapter elucidates that
the portmanteau tests are essentially equivalent to a special form of Whittle likeli-
hood ratio TPW for the spectral density f(θ1,θ2)(λ) of (5.5) in Section 2.2, which tests
whether the residual correlation parameter θ2 satisfies H : θ2 = 0 or A : θ2 , 0.
Then, it is shown that, under H, for any finite m = dim θ2, TPW 9 χ2m−p−q in
distribution as n → ∞. This result is caused by the fact that TPW uses the Whittle
estimator ˆθ1 for the model f(θ1,0)(λ) and that ˆθ2(ˆθ1) for the estimated model f(ˆθ1,θ2)(λ).
As an auxiliary result we show that, if the time series structure has Bloomfield’s ex-
ponential spectral model, then, for any finite m, TPW → χ2m−dim θ1 , in distribution
under H.
Next we propose a natural Whittle likelihood ratio test TWLR which is based
on ˆθ1 and (˜θ1, ˜θ2) which is the Whittle estimator for the model f(θ1,θ2)(λ). Then it
is shown (i) TWLR → χ2m in distribution under H, and (ii) TWLR → a noncentral
χ2-distribution in distribution under a sequence of contiguous alternatives An :
θ2 = h/
√
n. Numerical studies for (i) and (ii) are provided. They illuminate an
interesting feature of TWLR. Since the portmanteau tests are important benchmark
statistics, our systematic studies for them give a unified view.
5.2. Interpretation of portmanteau test as a special Whit-
tle likelihood ratio
In this section we show that portmanteau tests proposed by Box and Pierce (1970),
Ljung and Box (1978), etc., are some special forms of Whittle likelihood ratio test
for spectra of concerned stationary processes.
Suppose that {Xt} is generated by
p∑
j=0
α jXt− j =
q∑
j=0
β jut− j, (α0 = β0 = 1), (5.3)
where {ut} is a sequence of independent and identically distributed (0, σ2u) ran-
dom variables with fourth-order cumulant κ4. Here α(z) ≡ ∑pj=0 α jz j and β(z) ≡∑q
j=0 β jz
j are assumed to satisfy α(z) , 0 and β(z) , 0 on D = {z ∈ C : |z| ≤ 1}.
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Then {Xt} is stationary with spectral density
fθ1(λ) =
|∑qj=0 β jei jλ|2
|∑pj=0 α jei jλ|2 σ
2
u
2pi
(5.4)
= gθ1(λ) ·
σ2u
2pi
, (say),
where θ1 = (θ1,1, · · · , θ1,p+q)′ ≡ (α1, · · · , αp, β1, · · · , βq)′. Letting θ = (θ′1, θ′2)′,
where θ2 = (θ2,1, · · · , θ2,m)′, we introduce the following spectral density
fθ(λ) ≡ f(θ1,θ2)(λ) =
|∑qj=0 β jei jλ|2
|∑pj=0 α jei jλ|2 · σ
2
u
2pi

m∑
j=−m
θ2, je−i jλ

= gθ1(λ) ·
σ2u
2pi

m∑
j=−m
θ2, je−i jλ
 , (5.5)
where θ2,0 ≡ 1, θ2,− j ≡ θ2, j. It is seen that f(θ1,θ2)(λ) is the spectral density of {Xt} in
(5.3) if {ut} is an m-dependent sequence with autocovariance {θ2, j}, and that fθ1(λ)
in (5.4) is the spectral density when {ut} is independent and identically distributed
with Eut = 0 and Eu2t = σ2u.
Consider the problem of testing
H : θ2 = 0 against A : θ2 , 0, (5.6)
which will lead to the problem of portmanteau test.
Let ~Xn = (X1, · · · , Xn)′ be an observed stretch from (5.3), and write the peri-
odogram as
In(λ) = 12pin
∣∣∣∣∣∣∣
n∑
t=1
Xteitλ
∣∣∣∣∣∣∣
2
, λ ∈ [−pi, pi]. (5.7)
Although we do not assume Gaussianity of {Xt}, if {Xt} were Gaussian, the log-
likelihood based on ~Xn would be approximated by
− n
4pi
∫ pi
−pi
{log fθ(λ) + In(λ)fθ(λ) }dλ, (5.8)
(e.g., Dzhaparidze (1986, p.52), Taniguchi and Kakizawa (2000, section 3.1). Hence
we construct a test statistic by use of
D( fθ, In) = − 14pi
∫ pi
−pi
{log fθ(λ) + In(λ)fθ(λ) }dλ. (5.9)
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For this we define estimators ˆθ1 and ˆθ2 of θ1 and θ2, respectively, as follows:
ˆθ1 ≡ arg max
θ1
D( f(θ1,0), In), (5.10)
ˆθ2(ˆθ1) ≡ arg max
θ2
D( f( ˆθ1,θ2), In), (5.11)
where 0 in (5.10) is the m-dimensional zero vector. Here it should be noted that
ˆθ2(ˆθ1) is a function of ˆθ1. For the testing problem (5.6), we introduce a sort of
Whittle likelihood ratio test
TPW = 2n[D( f( ˆθ1, ˆθ2( ˆθ1)), In) − D( f( ˆθ1,0), In)] (5.12)
We call TPW a portmanteau test of Whittle type.
Then we have the following theorem.
Theorem 5.1. Under H : θ2 = 0, the following statements hold true.
(i). The asymptotic distribution of TPW is equal to those of Box-Pierce test TBP
and Ljung-Box test TLB.
(ii). For any fixed m = dim θ2, the asymptotic distribution of TPW does not con-
verge to χ2m−p−q as n→ ∞.
Remark 5.1. In the literature of portmanteau tests, it is claimed that the distribu-
tion of portmanteau tests converges to χ2m−p−q as n→ ∞ if m is ”sufficient large”.
But it should be noted that, ”if m is finite, it does not converge to χ2m−p−q” even
if n → ∞. There are many works which say that the χ2m−p−q approximations for
portmanteau tests are not adequate (e.g., Davies et al. (1977)). In view of our
theorem, the results seem natural.
Portmanteau tests have been used for ARMA models. But, if the null hypothe-
sis is that {Xt} has the spectral density of exponential type:
gθ1(λ) =
σ2
2pi
exp
 r∑
j=0
θ1, j cos jλ
 , θ1,0 = 1,
(Bloomfield (1973)), we will have a different result from that of Theorem 5.1.
Suppose that {Xt} is a Gaussian stationary process with spectral density
fθ(λ) ≡ f(θ1,θ2)(λ) ≡
σ2
2pi
exp
 r∑
j=0
θ1, j cos jλ
 ×

m∑
j=−m
θ2, je−i jλ
 (5.13)
= gθ1(λ)

m∑
j=−m
θ2, je−i jλ
 ,
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where θ1,0 = 0, θ1 = (θ1,1, · · · , θ1,r)′ and θ2 = (θ2,1, · · · , θ2,m)′. Consider the
problem of testing
HE : θ2 = 0 against AE : θ2 , 0, (5.14)
for (5.13). Then we have,
Theorem 5.2. For any fixed m = dim θ2 satisfying m > r, under HE : θ2 = 0,
TPW → χ2m−r in distribution as n→ ∞. (5.15)
Remark 5.2. From Theorems 5.1 and 5.2, we observe that the asymptotics of port-
manteau type test TPW depend on the time series structure of {Xt} strongly.
5.3. Natural Whittle likelihood ratio test for portmanteau
problem
As we saw in Theorem 5.1, the portmanteau test of Whittle type TPW has undesir-
able asymptotics. In this section we propose a natural Whittle likelihood ratio test
for the portmanteau problem, and show that it has desirable χ2-asymptotics.
Let {Xt} be generated by
Xt =
∞∑
j=0
a j(θ1)ut− j, (5.16)
where θ1 = (θ1,1, · · · , θ1,r)′ and {ut} is a sequence of random variables with Eut = 0,
Eu2t = σ2u and fourth-order cumulant κ4. We assume that a j(θ1)’s are continuously
twice differentiable with respect to θ1, and satisfy
∞∑
j=0
a j(θ1)2 < ∞. (5.17)
If {ut} is uncorrelated, then {Xt} has the spectral density
fθ1(λ) =
∣∣∣∣∣∣∣∣
∞∑
j=0
a j(θ1)ei jλ
∣∣∣∣∣∣∣∣
2
· σ
2
u
2pi
(5.18)
= gθ1(λ) ·
σ2u
2pi
, (say).
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The spectral density gθ1(λ) is very general, hence, it includes the ARMA(p,q)
of (5.4) and the exponential spectral density (5.13) as special cases. Letting θ =
(θ′1, θ′2)′, where θ2 = (θ2,1, · · · , θ2,m)′, we introduce the following spectral density
fθ(λ) ≡ f(θ1,θ2)(λ) = gθ1(λ) ·
σ2u
2pi

m∑
j=−m
θ2, je−i jλ
 , (5.19)
where θ2,0 ≡ 1.
Consider the problem of testing
HG : θ2 = 0 against AG : θ2 , 0, (5.20)
which is the generalized form of portmanteau testing problem.
We define
(˜θ1, ˜θ2) ≡ arg max(θ1,θ2) D( f(θ1,θ2), In). (5.21)
Here we should note that the estimator (ˆθ1, ˆθ2(ˆθ1)) defined by (5.10) and (5.11) is
essentially different from (˜θ1, ˜θ2). Based on the estimator (˜θ1, ˜θ2) we propose the
following Whittle likelihood ratio test
TWLR ≡ 2n[D( f(˜θ1,˜θ2), In) − D( f(ˆθ1,0), In)] (5.22)
for the testing problem HG against AG. Write
F ≡ 1
4pi
∫ pi
−pi
∂
∂θ
log fθ(λ) ∂
∂θ′
log fθ(λ)dλ =
(
F11 F12
F21 F22
)
.
Theorem 5.3. Suppose that F is positive definite. Then, under HG, for any fixed
m = dim θ2, it holds that
TWLR → χ2m, in distribution as n→ ∞. (5.23)
This theorem shows that TWLR has more suitable asymptotics than the port-
manteau test TPW . Numerical studies for TWLR will be given in the next section.
In what follows we evaluate the local power of TWLR under a local alternative
A(n)G : θ2 =
1√
n
h, (5.24)
where h is a fixed m-dimensional vector. Although we can use the local asymptotic
normality (LAN) result for general non-Gaussian linear processes (Theorem 2.2.1
of Taniguchi and Kakizawa (2000)), to avoid unnecessarily complicated notations
and discussion we restrict ourselves to the case when the process (5.16) is Gaus-
sian.
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Theorem 5.4. Under A(n)G ,
TWLR → χ2m(h′F22·1h) in distribution as n→ ∞ (5.25)
where F22·1 = F22 − F21F−111 F12, and χ2m(h′F22·1h) is a noncentral χ2 random
variable with m degrees of freedom and noncentrality parameter h′F22·1h.
The quantity h′F22·1h shows a magnitude of local power of TWLR. In the next
section we will provide the numerical aspect.
5.4. Numerical study
In this section, we give numerical studies of our test statistic TWLR. In Examples
5.1 and 5.2, we compare the distribution of TWLR with χ2-distribution under null
hypothesis. Then we observe how the distribution of TWLR is near to χ2-distribution
with 1 degrees of freedom. In Example 5.3 below, we analyse the local power of
our test TWLR under local alternative (5.24) and it is observed that our test TWLR
is powerful. First, to see how the empirical distribution of TWLR is close to χ2-
distribution with 1 degrees of freedom, we consider the setting of Theorem 5.3
with dim θ1 = 1 and dim θ2 = 1.
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Example 5.1. Let {Xt} be the MA(1) process
Xt = ut + β1ut−1 (5.26)
where β1 = 0.9 and ut’s are independent and identically distributed as N(0, 1). For
(5.26), TWLR is calculated with length of observations n = 100. Based on 1000
times simulation, we give the empirical distribution of TWLR.
In Figure 5.1, the quantiles of order 0 ∼ 0.15 of the empirical distributions of
the TWLR and χ2 with 1 degrees of freedom are plotted.
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Figure 5.1: The quantile of order 0 ∼ 0.15 of the empirical distribution of TWLR in
Example 5.1 with n = 500 (dotted line) and the quantile of order 0 ∼ 0.15 of χ21
distribution (solid line).
From Figure 5.1, we can see that the quantiles of our test TWLR are close to
those of χ21-distribution.
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Example 5.2. Let {Xt} be the AR(1) process
Xt + α1Xt−1 = ut (5.27)
where α1 = 0.9 and ut’s are independent and identically distributed as N(0, 1).
For (5.27), TWLR is calculated with length of observations n = 100. Based on 1000
times simulation, we give the empirical distribution of TWLR.
In Figure 5.2, the quantiles of order 0 ∼ 0.15 of the empirical distributions of
the TWLR and χ2 with 1 degrees of freedom are plotted.
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Figure 5.2: The quantile of order 0 ∼ 0.15 of the empirical distribution of TWLR in
Example 5.2 with n = 500 (dotted line) and the quantile of order 0 ∼ 0.15 of χ21
distribution (solid line).
From Figure 5.2, it is seen that the quantiles of our test TWLR are near to those
of χ21-distribution.
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Next, the setting of Theorem 5.4 with dim θ1 = 1 and dim θ2 = 1 is considered.
Example 5.3. Let {Xt} be the AR(1) process
Xt + α1Xt−1 = ut (5.28)
where {ut} is a 1-dependent sequence with mean 0 and variance 1, and the param-
eter θ2 is { h√n } and h is constant. If the TWLR exceeds the 95% point of χ2 with 1
degrees of freedom, we reject the null hypothesis. TWLR is calculated with length
of observations n = 500. By use of 1000 times simulation, we give the frequency
that the test rejects the hypohtesis.
In Table 5.1, in the case of h = 4 and α1 = 0.8, 0.85, 0.9, 0.91, 0.93, the freguen-
cies are plotted.
α 0.80 0.85 0.90 0.91 0.93
Local power 0.803 0.869 0.917 0.933 0.945
Table 5.1: Local power in the case of h = 4 in Example 5.3.
In Table 5.2, in the case of h = 5, α1 = 0.8, 0.85, 0.9, 0.91, 0.93, the frequencies
are plotted.
α 0.80 0.85 0.90 0.91 0.93
Local power 0.955 0.97 0.982 0.982 0.987
Table 5.2: Local power in the case of h = 5 in Example 5.3.
From Tables 5.1 and 5.2, we can observe that the local power of our test TWLR
is sufficiently high and it increases as α1 ↗ 1 and the power in the case of h = 5 is
higher than that in the case of h = 4.
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5.5. Numerical study (2)
In this section, we give a comparison of our test statistic TWLR with
Ljung-Box’s portmanteau test TLB = n(n + 2)
m∑
k=1
rˆ2k
n − k , (5.29)
Li-McLeod’s portmanteau test TLM =
m(m + 1)
2n
+ n
m∑
k=1
rˆ2k , (5.30)
Monti’s portmanteau test TMN = n(n + 2)
m∑
k=1
pˆi2k
n − k , (5.31)
which were proposed as modification of Box-Pierce’s portmanteau test TBP, by
simulation (Ljung and Box (1978), Li and McLeod (1981) and Monti (1994)).
Here, pˆik is the kth residual partial autocorrelation. In Example 5.4, the means and
variances of TWLR are compared with those of TLB, TLM and TMN with m = 2 under
null hypothesis. In Example 5.5, we compare the significance levels of TWLR with
those of TLB, TLM and TMN with m = 2, 10, 20, 30 under null hypothesis. Then
we can observe that our test statistic TWLR is more accurate than TLB, TLM and
TMN . In Example 5.6, local powers of our test TWLR are compared with those of
TLB, TLM and TMN under local alternative and we can see that our test TWLR is
more powerful than TLB, TLM and TMN .
Example 5.4. Let {Xt} be the AR(1) process
Xt + αXt−1 = ut (5.32)
where ut’s are independent and identically distributed as N(0, 1). For (5.32), em-
pirical means and variances of TWLR, TLB, TLM and TMN with 0.85 ≤ α ≤ 0.99
and m = 2 are calculated based on length of observations n = 200 and 1000 times
simulation.
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In Figure 5.3, the means of TWLR and TLB with m = 2 (0.85 ≤ α ≤ 0.99) are
plotted. In Figure 5.4, the variances of TWLR and TLB with m = 2 (0.85 ≤ α ≤ 0.99)
are plotted. From Figures 5.3 and 5.4 below, our test statistic TWLR is closer to χ21-
distribution than TLB with m = 2.
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Figure 5.3: The mean of TWLR (dotted line) and the mean of TLB (dash line) in
Example 5.4 (α = 0.85 ∼ 0.99)
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Figure 5.4: The variance of TWLR (dotted line) and the variance of TLB (dash line)
in Example 5.4 (α = 0.85 ∼ 0.99)
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In Figure 5.5, the means of TWLR and TLM with m = 2 (0.85 ≤ α ≤ 0.99) are
plotted. In Figure 5.6, the variances of TWLR and TLM with m = 2 (0.85 ≤ α ≤ 0.99)
are plotted. From Figures 5.5 and 5.6 below, our test statistic TWLR is closer to χ21-
distribution than TLM with m = 2.
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Figure 5.5: The mean of TWLR (dotted line) and the mean of TLM (dash line) in
Example 5.4 (α = 0.85 ∼ 0.99)
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Figure 5.6: The variance of TWLR (dotted line) and the variance of TLM (dash line)
in Example 5.4 (α = 0.85 ∼ 0.99)
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In Figure 5.7, the means of TWLR and TMN with m = 2 (0.85 ≤ α ≤ 0.99) are
plotted. In Figure 5.8, the variances of TWLR and TMN with m = 2 (0.85 ≤ α ≤
0.99) are plotted. From Figures 5.7 and 5.8 below, our test statistic TWLR is closer
to χ21-distribution than TMN with m = 2.
alpha
m
e
a
n
0.86 0.88 0.90 0.92 0.94 0.96 0.98
0.
5
1.
0
1.
5
2.
0
2.
5
0.
5
1.
0
1.
5
2.
0
2.
5
0.
5
1.
0
1.
5
2.
0
2.
5
Figure 5.7: The mean of TWLR (dotted line) and the mean of TMN (dash line) in
Example 5.4 (α = 0.85 ∼ 0.99)
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Figure 5.8: The variance of TWLR (dotted line) and the variance of TMN (dash line)
in Example 5.4 (α = 0.85 ∼ 0.99)
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Example 5.5. Let {Xt} be the AR(1) process
Xt + αXt−1 = ut (5.33)
where ut’s are independent and identically distributed as N(0, 1). For (5.33), the
significance levels with nominal size 5% of TWLR, TLB, TLM and TMN with 0.85 ≤
α ≤ 0.99 and m = 2, 10, 20, 30 are calculated based on length of observations
n = 200 and 1000 times simulation.
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In Figures 5.9-5.12, the significance levels with nominal size 5% of TWLR and
TLB with m = 2, 10, 20, 30 (0.85 ≤ α ≤ 0.99) are plotted respectively. From
Figures 5.9-5.12 below, our test statistic TWLR is more accurate than TLB.
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Figure 5.9: The significance levels with nominal size 5% of TWLR (dotted line) and
TLB with m = 2 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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Figure 5.10: The significance levels with nominal size 5% of TWLR (dotted line)
and TLB with m = 10 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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Figure 5.11: The significance levels with nominal size 5% of TWLR (dotted line)
and TLB with m = 20 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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Figure 5.12: The significance levels with nominal size 5% of TWLR (dotted line)
and TLB with m = 30 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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In Figures 5.13-5.16, the significance levels with nominal size 5% of TWLR and
TLM with m = 2, 10, 20, 30 (0.85 ≤ α ≤ 0.99) are plotted respectively. From
Figures 5.13-5.16 below, our test statistic TWLR is more conservative than TLM.
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Figure 5.13: The significance levels with nominal size 5% of TWLR (dotted line)
and TLM with m = 2 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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Figure 5.14: The significance levels with nominal size 5% of TWLR (dotted line)
and TLM with m = 10 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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Figure 5.15: The significance levels with nominal size 5% of TWLR (dotted line)
and TLM with m = 20 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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Figure 5.16: The significance levels with nominal size 5% of TWLR (dotted line)
and TLM with m = 30 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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In Figures 5.17-5.20, the significance levels with nominal size 5% of TWLR and
TMN with m = 2, 10, 20, 30 (0.85 ≤ α ≤ 0.99) are plotted respectively. From
Figures 5.17-5.20 below, our test statistic TWLR is more accurate than TMN .
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Figure 5.17: The significance levels with nominal size 5% of TWLR (dotted line)
and TMN with m = 2 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
alpha
si
gn
ific
an
ce
 le
ve
l
0.86 0.88 0.90 0.92 0.94 0.96 0.98
0.
0
0.
05
0.
10
0.
15
0.
20
0.
0
0.
05
0.
10
0.
15
0.
20
0.
0
0.
05
0.
10
0.
15
0.
20
Figure 5.18: The significance levels with nominal size 5% of TWLR (dotted line)
and TMN with m = 10 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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Figure 5.19: The significance levels with nominal size 5% of TWLR (dotted line)
and TMN with m = 20 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
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Figure 5.20: The significance levels with nominal size 5% of TWLR (dotted line)
and TMN with m = 30 (dash line) in Example 5.5 (α = 0.85 ∼ 0.99)
50
Example 5.6. Let {Xt} be the AR(1) process
Xt + αXt−1 = ut (5.34)
where {ut} is a 1-dependent sequence with mean 0 and variance 1, and the param-
eter θ2 is { H√n } and H = 3√F22·1 =
3
α . If the TWLR exceeds the 95% point of χ2 with
1 degrees of freedom, we reject the null hypothesis. TWLR is calculated with length
of observations n = 200. By use of 1000 times simulation, we give the frequency
that the test rejects the hypohtesis. If the TLB with m exceeds the 95% point of χ2
with m − 1 degrees of freedom, we reject the null hypothesis. TLB is calculated
with length of observations n = 200. By use of 1000 times simulation, we give the
frequency that the test rejects the hypohtesis. Also, we give empirical powers of
TLM and TMN with m similary.
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In Figures 5.21-5.24, the empirical powers with level test 5% of TWLR and TLB
with m = 2, 10, 20, 30 (0.45 ≤ α ≤ 0.99) are plotted respectively. From Figures
5.21-5.24 below, our test statistic TWLR is more powerful than TLB.
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Figure 5.21: The empirical powers with level test 5% of TWLR (dotted line) and
TLB with m = 2 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Figure 5.22: The empirical powers with level test 5% of TWLR (dotted line) and
TLB with m = 10 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Figure 5.23: The empirical powers with level test 5% of TWLR (dotted line) and
TLB with m = 20 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Figure 5.24: The empirical powers with level test 5% of TWLR (dotted line) and
TLB with m = 30 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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In Figures 5.25-5.28, the empirical powers with level test 5% of TWLR and TLM
with m = 2, 10, 20, 30 (0.45 ≤ α ≤ 0.99) are plotted respectively. From Figures
5.25-5.28 below, our test statistic TWLR is more powerful than TLM.
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Figure 5.25: The empirical powers with level test 5% of TWLR (dotted line) and
TLM with m = 2 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Figure 5.26: The empirical powers with level test 5% of TWLR (dotted line) and
TLM with m = 10 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Figure 5.27: The empirical powers with level test 5% of TWLR (dotted line) and
TLM with m = 20 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Figure 5.28: The empirical powers with level test 5% of TWLR (dotted line) and
TLM with m = 30 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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In Figures 5.29-5.32, the empirical powers with level test 5% of TWLR and TMN
with m = 2, 10, 20, 30 (0.45 ≤ α ≤ 0.99) are plotted respectively. From Figures
5.29-5.32 below, our test statistic TWLR is more powerful than TMN .
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Figure 5.29: The empirical powers with level test 5% of TWLR (dotted line) and
TMN with m = 2 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Figure 5.30: The empirical powers with level test 5% of TWLR (dotted line) and
TMN with m = 10 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Figure 5.31: The empirical powers with level test 5% of TWLR (dotted line) and
TMN with m = 20 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Figure 5.32: The empirical powers with level test 5% of TWLR (dotted line) and
TMN with m = 30 (dash line) in Example 5.6 (α = 0.45 ∼ 0.99)
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Chapter 6.
Proofs
This chapter provides the proof of theorems.
6.1. Proofs of Chapter 2
Proof of Theorem 2.1. To prove Theorem 2.1, we use the following matrix in-
equality. (See Kholevo, 1969)
Lemma 6.1. Let ψ(ω) and l(ω) be r × s and t × s random matrices, respectively,
and h(ω) is a random function that is positive everywhere. If E
[
ll′
h
]−1
exists, then
E[ψψ′h] ≥ E[ψl′]E
[
ll′
h
]−1
E[ψl′]′. (6.1)
The equality holds if and only if there exists a constant r × t matrix C such that
hψ + Cl = o a.s.. (6.2)
Now we proceed to prove Theorem 2.1. In Lemma 6.1, letψ ≡ (1, X2t−1, · · · , X2t−q)′,
l ≡ (1, X2t−1, · · · , X2t−q)′ and h ≡ (a0 +
∑q
j=1 a jX
2
t− j)2 then we have
˜W ≥ U ˜Γ−1U′ (6.3)
= U ˜Γ−1U (6.4)
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where
˜W = E
(a0 + q∑
j=1
a jX2t− j)2(1, X2t−1, · · · , X2t−q)′(1, X2t−1, · · · , X2t−q)
 (6.5)
(6.6)
˜Γ = E
 1(a0 + ∑qj=1 a jX2t− j)2 (1, X2t−1, · · · , X2t−q)′(1, X2t−1, · · · , X2t−q)
 (6.7)
and U is given (2.6). From Lemma 6.1 we can see that equality in (6.3) holds if
and only if
a0 +
q∑
j=1
a jX2t− j = c : constant a.s.. (6.8)
Now we are going to prove the inequality (2.12). For this we use the following
inequality,
E[u4t − 1]E
( g˙(ut)g(ut)ut + 1
)2 = E[(u2t − 1)2]E ( g˙(ut)g(ut)ut + 1
)2 (6.9)
≥
∣∣∣∣∣∣E
[
(u2t − 1)
(
g˙(ut)
g(ut)ut + 1
)]∣∣∣∣∣∣2 (6.10)
(by S chwarz inequality) (6.11)
=
{∫ ∞
−∞
(x2 − 1)
(
g˙(x)
g(x) x + 1
)
g(x)dx
}2
(6.12)
=
{∫ ∞
−∞
g˙(x)x3 − g˙(x)xdx
}2
(6.13)
=
{
[g(x)(x3 − x)]∞−∞ −
∫ ∞
−∞
g(x)(3x2 − 1)dx
}2
(6.14)
=
{∫ ∞
−∞
(3g(x)x2 − g(x))dx
}2
(6.15)
= 4. (6.16)
The equlity holds if and only if there exists constant d (d , 0) such that
d(x2 − 1) = g˙(x)
g(x) x + 1. (6.17)
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Recalling that ut is independent of {Xt−1, Xt−2, · · · } and by (6.4) and (6.16), we
obtain
W = E[u4t − 1] ˜W ≥ UΓ−1U. (6.18)
The equality holds if and only if there exist constants c and d (, 0) such that
a0 +
q∑
j=1
a jX2t− j = c a.e (6.19)
d(x2 − 1) = g˙(x)
g(x) x + 1. (6.20)
From (6.20) the solution becomes
g(x) = 1√
2pi
exp(− x
2
2
). (6.21)
Then the assertions of Theorem 1 follow from (6.19) and (6.21).
6.2. Proofs of Chapter 3
Proof of (3.1). Since the spectral density of {t} is given by
f,θ(λ) = E[u
4
t − 1]E[σ4t ]
2pi
and t takes the form
t =
∞∑
j=0
β jVt− j
where β0 = 1, β j = −a j( j ≥ 1), α∑∞j=0 β j = a0 and Vt = Yt − α. The transfer
function B(λ) and the spectral density of Y are obtained by
B(λ) =
∞∑
j=0
β j exp(−i jλ)
fY,θ(λ) = E[u
4
t − 1]E[σ4t ]
2pi
× 1|B(λ)|2 .
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Noting Remark 3.1 of Hosoya and Taniguchi (1982), we have
2pi
∫ ∫ pi
−pi
[
∂
∂θ
( f −1Y,θ (λ1))
∂
∂θ′
( f −1Y,θ (λ2))
]
fY,θ(−λ1, λ2,−λ2)dλ1dλ2
=
(2pi)3
(m − 1)2
[
∂
∂θ
(
1
E(σ4t )
)
∂
∂θ′
(
1
E(σ4t )
)]
×
∫ ∫ pi
−pi
B(−λ1)B(λ2)B(−λ2)B(λ1) fY,θ(−λ1, λ2,−λ2)dλ1λ2
=
(2pi)3
(m − 1)2
[
∂
∂θ
(
1
E(σ4t )
)
∂
∂θ′
(
1
E(σ4t )
)] ∫ ∫ pi
−pi
f,θ(−λ1, λ2,−λ2)dλ1λ2
=
1
(m − 1)2
[
∂
∂θ
(
1
E(σ4t )
)
∂
∂θ′
(
1
E(σ4t )
)]
×
∞∑
l1,l2,l3=−∞
C,θ(l1, l2, l3)
∫ pi
−pi
exp (il1λ1)dλ1
∫ pi
−pi
exp i(l3 − l2)λ2dλ2
=
(2pi)2
(m − 1)2
[
∂
∂θ
(
1
E(σ4t )
)
∂
∂θ′
(
1
E(σ4t )
)] ∞∑
l=−∞
Cum(0, 0, l, l)
=
(2pi)2
(m − 1)2
[
∂
∂θ
(
1
E(σ4t )
)
∂
∂θ′
(
1
E(σ4t )
)]
(E[η20] − 3(E(η0)))2 +
∑
l,0
Rη(l))
=
(2pi)2
(m − 1)2
[
∂
∂θ
(
1
E(σ4t )
)
∂
∂θ′
(
1
E(σ4t )
)]
(2pi fη,θ(0) − 2(E(η0)))2)
where f,θ(λ1, λ2, λ3) is a fourth cumulant spectrum of t and Rη(l) is an autocovari-
ance function of ηt.
6.3. Proofs of Chapter 4
First, we prepare the following lemmas. Lemma 6.2 is from Brillinger (2001)
Theorem 8.3.1.
Lemma 6.2. Let {Y(t); t ∈ Z} and {X(t); t ∈ Z} be stationary process with mean θ
and p-dimensional vector valued stationary process with mean vector 0, respec-
tively. The process {(Y(t), X(t)′)′; t ∈ Z} is also supposed to be jointly stationary
with spectral density matrix ( fYY (λ) fYX(λ)
fXY (λ) fXX(λ)
)
. (6.22)
61
Consider the following process
Y(t) − θ −
∞∑
u=0
b′(u)X(t − u) (6.23)
where {b(u)} is an absolutely summable filter. This process is minimized in the
sense of mean square if and only if
b(u) = 1
2pi
∫ pi
−pi
fXX(λ)−1 fXY (λ) exp(iuλ)dλ. (6.24)
The spectral density of y(t) − θ −∑∞u=0 b′(u)X(t − u)) is, then, given by
fYY (λ) − fYX(λ) fXX(λ)−1 fXY (λ). (6.25)
Lemma 6.3. For any given  (0 <  < 13 − β) and k ∈ N, we have
E|| ˆA(λ) − A(λ)||2k = O(Ln,)2k, (6.26)
where Ln, = n−
1
3 +
.
Proof of Lemma 6.3. From Theorem 7.7.3 of Brillinger (2001), for arbitary  >
0, there exists C1 > 0 such that
ˆfXX(λ) − fXX(λ) ≤ C1Ln, a.s., (6.27)
where C1 is independent of λ, hence, there exists C2 > 0
ˆf −1XX(λ) − f −1XX(λ) ≤ C2Ln, a.s., (6.28)
where C2 is independent of λ. Similarly as in the above, we have
ˆfXY (λ) − fXY (λ) ≤ C3Ln, (6.29)
for some C3 > 0, hence we obtain
E|| ˆA(λ) − A(λ)||2k = E|| ˆfXX(λ)−1 ˆfXY (λ) − fXX(λ)−1 fXY (λ)||2k
= E||( ˆfXX(λ)−1 − fXX(λ)−1) ˆfXY (λ) + fXX(λ)−1( ˆfXY (λ) − fXY (λ))||2k
≤ O(Ln,)2kE|| ˆfXY (λ)||2k + O(Ln,)2k
= O(Ln,)2k.
(6.30)
Now we proceed to prove Theorem 4.1.
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Proof of Theorem 4.1. We obtain
nE|ˆθC − θ|2
=
1
n
n−1∑
t=0
n−1∑
s=0
E[{Y(t) − θ −
Mn∑
u=0
aˆ′n(u)X(t − u)} × {Y(s) − θ −
Mn∑
v=0
aˆ′n(v)X(s − v)}]
=
1
n
n−1∑
t=0
n−1∑
s=0
E[{Y(t) − θ −
∞∑
u=0
a′(u)X(t − u) +
∞∑
u=Mn+1
a′(u)X(t − u) −
Mn∑
u=0
(aˆ′n(u) − a′(u))X(t − u)}
× {Y(s) − θ −
∞∑
v=0
a′(v)X(s − v) +
∞∑
v=Mn+1
a′(v)X(s − v) −
Mn∑
v=0
(aˆ′n(v) − a′(v))X(s − v)}]
(6.31)
=
1
n
n−1∑
t=0
n−1∑
s=0
E[{Y(t) − θ −
∞∑
u=0
a′(u)X(t − u)} × {Y(s) − θ −
∞∑
v=0
a′(v)X(s − v)}]
(6.32)
+
2
n
n−1∑
t=0
n−1∑
s=0
E[{Y(t) − θ −
∞∑
u=0
a′(u)X(t − u)} × {
∞∑
v=Mn+1
a′(v)X(s − v)}] (6.33)
+
1
n
n−1∑
t=0
n−1∑
s=0
E[{
∞∑
u=Mn+1
a′(u)X(t − u)} × {
∞∑
v=Mn+1
a′(v)X(s − v)}] (6.34)
+
1
n
n−1∑
t=0
n−1∑
s=0
E[{
Mn∑
u=0
(aˆ′n(u) − a′(u))X(t − u)} × {
Mn∑
v=0
(aˆ′n(v) − a′(v))X(s − v)}]
(6.35)
− 2
n
n−1∑
t=0
n−1∑
s=0
E[{Y(t) − θ −
∞∑
u=0
a′(u)X(t − u)} × {
Mn∑
v=0
(aˆ′n(v) − a′(v))X(s − v)}]
(6.36)
− 2
n
n−1∑
t=0
n−1∑
s=0
E[{
∞∑
u=Mn+1
a′(u)X(t − u)} × {
Mn∑
v=0
(aˆ′n(v) − a′(v))X(s − v)}] (6.37)
For convenience, let V(t) ≡ Y(t) − θ −∑∞u=0 a′(u)X(t − u) and a˜n(u) ≡ aˆn(u) − a(u).
Initially we evaluate (6.32). From Lemma 6.2, (4.4) (e.g., Brillinger (2001),
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Theorem 5.2.1), it is seen that
(6.32) = 2pi · 1
2pin
n−1∑
t=0
n−1∑
s=0
E[V(t) × V(s)] (6.38)
→ 2pi( fYY (0) − fYX(0) fXX(0)−1 fXY (0)) as n→ ∞ (6.39)
Next we evaluate (6.33). Let B(λ) ≡ ∑∞u=0 B(u) exp(−iuλ). Since Assumption
(4.2) is satisfied and A(λ) is a homorophic function of B(λ), then by Brillinger
(2001, p78), it holds that a(u)’s satisfy ∑∞u=−∞ |u|4 a(u) < ∞, hence, we have∑
u>Mn
a(u) ≤ 1
M4n
∑
u>Mn
|u|4 a(u) = o(1
n
). (6.40)
|(6.33)| = |2
n
n−1∑
t=0
n−1∑
s=0
E[V(t) ×
∞∑
v=Mn+1
a′(v)X(s − v)]| (6.41)
≤ 2
n
n−1∑
t=0
n−1∑
s=0
(E|V(t)|2) 12 (E|
∞∑
v=Mn+1
a′(v)X(s − v)|2) 12 (6.42)
= 2n(E|V(t)|2) 12

∫ pi
−pi
(
∞∑
v=Mn+1
a(v)eivλ)′ fXX(λ)(
∞∑
v=Mn+1
a(v)e−ivλ)dλ

1
2
(6.43)
≤ nK(E|V(t)|2) 12

∫ pi
−pi
||
∞∑
v=Mn+1
a(v)eivλ)||2dλ

1
2
(6.44)
for some finite K, and∫ pi
−pi
||
∞∑
v=Mn+1
a(v)eivλ||2dλ ≤ O(
∞∑
v=Mn+1
a(v))2. (6.45)
Then from (6.40), it is seen that (6.33) tends to 0 as n→ ∞.
For (6.34), from Brillinger (2001) Theorem 5.2.1, (4.4) implies
lim
n→∞
1
n
n−1∑
s,t=0
R(s − t) = 2pi fXX(0), (6.46)
64
then
|(6.34)| =
∞∑
u=Mn+1
∞∑
v=Mn+1
a′(u)1
n
n−1∑
t=0
n−1∑
s=0
E[X(t − u)X′(s − v)]a(v) (6.47)
≤ C(
∞∑
u=Mn+1
a(u))2 (6.48)
for some C. Thus (6.34) tends to 0 as n→ ∞.
For (6.35) we have
|(6.35)| = 1
n
Mn∑
u=0
Mn∑
v=0
E[(aˆn(u) − a(u))′
n−1∑
t=0
n−1∑
s=0
X(t − u)X′(s − v)(aˆn(v) − a(v))]
=
1
n
Mn∑
u=0
Mn∑
v=0
E
∫ pi
−pi
∫ pi
−pi
ei(uλ+vµ)( ˆA(λ) − A(λ))′Bn(u, v)( ˆA(µ) − A(µ))dλdµ
≤ 4pi2 M
2
n
n
sup
u,v
sup
λ,µ
|E[( ˆA(λ) − A(λ))′Bn(u, v)( ˆA(µ) − A(µ))]|,
(6.49)
where Bn(u, v) = ∑n−1t=0 ∑n−1s=0 X(t − u)X′(s − v). From Magnus (1988, p201), for
arbitary matrices A, B, C,
|trA′BC| ≤ (trA′A) 12 (trC′(B′BC)) 12
= (trA′A) 12 (tr(B′B)′(CC′)) 12
≤ (trA′A) 12 (trB′BB′B) 14 (trCC′CC′) 14 .
(6.50)
Then by (6.50),
|E[( ˆA(λ) − A(λ))′Bn(u, v)( ˆA(µ) − A(µ))]|
≤ (E|| ˆA(λ) − A(λ)||2) 12 (Etr(Bn(u, v)B′n(u, v)Bn(u, v)B′n(u, v)))
1
4 (E|| ˆA(µ) − A(µ)||4) 14 .
(6.51)
By Gaussianity of {X(t)} and Theorems 2.3.1 and 2.3.2 of Brillinger (2001), we
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have
1
n4
Etr(Bn(u, v)B′n(u, v)Bn(u, v)B′n(u, v))
=
1
n4
n−1∑
t1,t2,t3,t4=0
n−1∑
s1,s2,s3,s4=0
E{X′(t1 − u)X(t2 − u)X′(t3 − u)X(t4 − u)
× X′(s1 − v)X(s2 − v)X′(s3 − v)X(s4 − v)}
≤ C1
∑
ri=u,v
1
n
n−1∑
t1,t2=0
R{(t1 − t2) − (r1 − r2)} · · · 1
n
n−1∑
t7,t8=0
R{(t7 − t8) − (r7 − r8)} < ∞,
(6.52)
where C1 is some constant. Hence from Lemma 6.3, it follows that
|(6.35)| = O(MnLn,)2 = O(nβ− 13 +)2, (6.53)
which tends to 0 as n→ ∞.
For (6.36), similarly to (6.35) we have,
|(6.36)| ≤ 1
n
Mn∑
v=0
|E[(
n−1∑
t=0
(Y(t) − θ))(
n−1∑
s=0
X(s − v))′(aˆn(v) − a(v))]| (6.54)
+
1
n
Mn∑
v=0
∞∑
u=0
|E[a′(u)(
n−1∑
t=0
X(t − u))(
n−1∑
s=0
X(s − v))′(aˆn(v) − a(v))]| (6.55)
≤ 1
n
Mn∑
v=0
(E||
n−1∑
t=0
n−1∑
s=0
(Y(t) − θ)X(s − v)||2) 12 (E||aˆn(v) − a(v)||2) 12 (6.56)
+
1
n
Mn∑
v=0
∞∑
u=0
||a(u)||(Etr(Bn(u, v)B′n(u, v)Bn(u, v)B′n(u, v))
1
2 ) 12 (E||aˆn(v) − a(v)||2) 12
(6.57)
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≤
Mn∑
v=0
( 1
n2
n−1∑
t1,t2=0
n−1∑
s1,s2=0
E[(Y(t1) − θ)(Y(t2) − θ)X′(s1 − v)X(s2 − v)]) 12 (E||aˆn(v) − a(v)||2) 12
(6.58)
+
Mn∑
v=0
∞∑
u=0
||a(u)||( 1
n4
Etr(Bn(u, v)B′n(u, v)Bn(u, v)B′n(u, v)))
1
4 (E||aˆn(v) − a(v)||2) 12
(6.59)
≤ Mn sup
v
( 1
n2
n−1∑
t1,t2=0
n−1∑
s1,s2=0
E[(Y(t1) − θ)(Y(t2) − θ)X′(s1 − v)X(s2 − v)]) 12 (E||aˆn(v) − a(v)||2) 12
(6.60)
+ Mn sup
v
∞∑
u=0
||a(u)||( 1
n4
Etr(Bn(u, v)B′n(u, v)Bn(u, v)B′n(u, v)))
1
4 (E||aˆn(v) − a(v)||2) 12
(6.61)
= O(MnLn,). (6.62)
which implies that (6.36) converges to 0 as n→ ∞.
For (6.37), similarly we obtain,
|(6.37)| ≤ 2(1
n
E|
n−1∑
t=0
∞∑
u=Mn+1
a′(u)X(t − u)|2) 12 × (1
n
E|
n−1∑
s=0
Mn∑
v=0
(aˆn(v) − a(v))′X(s − v)|2) 12
(6.63)
= O( MnLn,
n
). (6.64)
which implies that (6.37) converges to 0 as n→ ∞.
For the proof of Theorem 4.2, we need the following lemma.
Lemma 6.4. Under the same assumptions as in Theorem 4.2, for any given  (0 <
 < 13 − β) and k ∈ N, we have
E|| ˆA(λ) − A(λ)||k = O(Ln,)k. (6.65)
Proof of Lemma 6.4. Since ηˆ(t) is represented as
ηˆ(t) = Y(t) − ¯θ′LS Eφ(t) (6.66)
= Y(t) − θ′φ(t) − (¯θLS E − θ)′φ(t) (6.67)
= η(t) − (¯θLS E − θ)′φ(t), (6.68)
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then it is seen that
ˆfXηˆ(λ) = ˆfXη(λ) − (¯θLS E − θ)′ ˆfXφ(λ), (6.69)
where ˆfXη(λ) ≡ 2pin
∑n−1
s=1 Wn(λ− 2pisn )IXη( 2pisn ), ˆfXφ(λ) ≡ 2pin
∑n−1
s=1 Wn(λ− 2pisn )IXφ( 2pisn )
and IXη, IXφ are the periodograms of X(t) and η(t), X(t) and φ(t), respectively.
Hence, for an arbitary positive integer k we have
E|| ˆA(λ) − A(λ)||k = E|| ˆf −1XX(λ) ˆfXηˆ(λ) − A(λ)||k (6.70)
= E|| ˆf −1XX(λ) ˆfXη(λ) − A(λ) − (¯θLS E − θ)′ ˆf −1XX(λ) ˆfXφ(λ)||k (6.71)
≤ M(E|| ˆf −1XX(λ) ˆfXη(λ) − A(λ)||k + E||(¯θLS E − θ)′ ˆf −1XX(λ) ˆfXφ(λ)||k).
(6.72)
where M is a constant.
From Lemma 6.3, we have E|| ˆf −1XX(λ) ˆfXη(λ) − A(λ)||k = O(n−
1
3 +)k.
For E||(θLS E−θ)′ ˆf −1XX(λ) ˆfXφ(λ)||k, from Magnus (1988, p201) for arbitary vector
a and matrix B
||a′B|| = (tr aa′BB′) 12
≤ (tr aa′aa′) 14 (tr BB′BB′) 14
= ||a||(tr BB′BB′) 14 .
(6.73)
Then, applying this inequality we have
||a′BC|| ≤ ||a||(tr BB′BB′) 14 (tr CC′CC′) 14 . (6.74)
Then by this inequality,
E||(¯θLS E − θ)′ ˆf −1XX(λ) ˆfXφ(λ)||k (6.75)
≤ {E||(¯θLS E − θ)||2k} 12 {E[tr ( ˆf −1XX(λ))4]k}
1
4 {E[tr ˆfXφ(λ) ˆfXφ(λ)′ ˆfXφ(λ) ˆfXφ(λ)′]k} 14 .
(6.76)
For {E||(¯θLS E−θ)||2k} 12 , since ¯θLS E−θ is Gaussian and Theorem 5.11.1 of Brillinger
(2001) implies E||¯θLS E − θ||2 = O( 1nγ ), then
{E||(¯θLS E − θ)||2k} 12 = O( 1
nγ
) k2 . (6.77)
Next for {E[tr ( ˆf −1XX(λ))4]k}
1
4 , from Theorem 7.7.3 of Brillinger (2001), this term
is bounded for large n. Finally we evaluate {E[tr ˆfXφ(λ) ˆfXφ(λ)′ ˆfXφ(λ) ˆfXφ(λ)′]k} 14 .
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Let (i, j)-the component of ˆfXφ(λ) be ˆf i, jXφ(λ) and dXi(λ) =
∑n−1
t=0 Xi(t)eitλ, dφ j(λ) =∑n−1
t=0 φ j(t)eitλ, then from the definition
ˆf i, jXφ(λ) =
1
n2
n−1∑
s=0
Wn(λ − 2pis
n
)dXi(
2pis
n
)dφ j(
2pis
n
). (6.78)
Hence from Brillinger (2001, p95)
E[ ˆf i, jXφ(λ) ˆf k,lXφ(λ)] =
2pi
n3
n−1∑
s=0
W2n (λ −
2pis
n
)dφ j(
2pis
n
)dφl(
2pis
n
){E[IXi,Xk (λ)] + o(
1
n
)}.
(6.79)
Since due to Brillinger (2001), Theorem 5.2.2 E[IXi,Xk (λ)] = O(1), from Assump-
tion 4.3 Wn(λ) = O(n 13 ) uniformly in λ and Assumption 4.5
|E[ ˆf i, jXφ(λ) ˆf k,lXφ(λ)]| = O(
1
n3
)
n−1∑
s=0
W2n (λ −
2pis
n
)dφ j(
2pis
n
)dφl(
2pis
n
) (6.80)
= O(n− 23 )2 1
n
n−1∑
s=0
|dφ j(
2pis
n
)dφl(
2pis
n
)| (6.81)
= O(n− 23 )2nγ. (6.82)
Since, from the definition, [tr ˆfXφ(λ) ˆfXφ(λ)′ ˆfXφ(λ) ˆfXφ(λ)′]k is a 4k-th polinomial
of ˆf i, jXφ(λ), and ˆf i, jXφ(λ) are Gaussian, we obtain
{E[tr ˆfXφ(λ) ˆfXφ(λ)′ ˆfXφ(λ) ˆfXφ(λ)′]k} 14 = O(n− 23 n
γ
2 )k, (6.83)
which implies
E||(¯θLS E − θ)′ ˆf −1XX(λ) ˆfXφ(λ)||k = O(n−
2
3 )k. (6.84)
The lemma is proved.
Next we proceed to prove Theorem 4.2.
Proof of Theorem 4.2. For convenience, let WM(t) = ∑Mnu=0 a′(u)X(t−u), W M(t) =∑∞
u=Mn+1 a
′(u)X(t−u), W(t) = ∑∞u=0 a′(u)X(t−u), V(t) = Y(t)−φ′(t)θ−W(t), W M =
(W M(1), · · · ,W M(n))′, WM = (WM(1), · · · ,WM(n))′, W = (W(1), · · · ,W(n))′, and
69
V = (V(1), · · · ,V(n))′. We have
nγE[(ˆθLS E − θ)(ˆθLS E − θ)′]
= nγE
[{
(φ′φ)−1φ′
} {
Y − φθ − ˆWM
} {
Y − φθ − ˆWM
}′ {(φ′φ)−1φ′}′]
= nγE
[{
(φ′φ)−1φ′
} {
(Y − φθ −W) + W M − ( ˆWM −WM)
}
(6.85)
×
{
(Y − φθ −W) + W M − ( ˆWM −WM)
}′ {(φ′φ)−1φ′}′]
= nγE
[{
(φ′φ)−1φ′
}
VV ′
{
(φ′φ)−1φ′
}′] (6.86)
+ nγE
[{
(φ′φ)−1φ′
} {
W M
} {
W M
}′ {(φ′φ)−1φ′}′] (6.87)
+ nγE
[{
(φ′φ)−1φ′
}
V
{
W M
}′ {(φ′φ)−1φ′}′] (6.88)
+ nγE
[{
(φ′φ)−1φ′
}
V
{
W M
}′ {(φ′φ)−1φ′}′]′ (6.89)
+ nγE
[{
(φ′φ)−1φ′
} {
ˆWM −WM
} {
ˆWM −WM
}′ {(φ′φ)−1φ′}′] (6.90)
− nγE
[{
(φ′φ)−1φ′
}
V
{
ˆWM −WM
}′ {(φ′φ)−1φ′}′] (6.91)
− nγE
[{
(φ′φ)−1φ′
}
V
{
ˆWM −WM
}′ {(φ′φ)−1φ′}′]′ (6.92)
− nγE
[{
(φ′φ)−1φ′
} {
W M
} {
ˆWM −WM
}′ {(φ′φ)−1φ′}′] (6.93)
− nγE
[{
(φ′φ)−1φ′
} {
W M
} {
ˆWM −WM
}′ {(φ′φ)−1φ′}′]′ (6.94)
Initially we evaluate (6.86). From Theorem 5.11.1 of Brillinger (2001), we can
see that (6.86) converges to
2pimφφ(0)−1
∫ pi
−pi
fη−V,η−V (λ)dGφφ(λ)mφφ(0)−1. (6.95)
Next for (6.87) we have
(6.87) = nγE
[
(φ′φ)−1
{
φ′W M
} {
φ′W M
}′ (φ′φ)−1] (6.96)
= ( 1
nγ
φ′φ)−1 1
nγ
E
[{
φ′W M
} {
φ′W M
}′]( 1
nγ
φ′φ)−1. (6.97)
Due to Assumption 4.5, the elements of 1
nγ
φ′φ converge. The (i, j)-th element of
1
nγ
E
[{
φ′W M
} {
φ′W M
}′]
is represented as
1
nγ
E
[ n∑
s=1
φi(s)W M(s) ·
n∑
t=1
φ j(t)W M(t)
]
=
n−1∑
h=−n+1
RW M (h) · 1
nγ
n−|h|∑
t=0
φi(t + h)φ j(t),
(6.98)
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where RW M (h) = E[W M(t+h)W M(t)]. From W M(t) =
∑∞
u=Mn+1 a
′(u)X(t−u) and As-
sumption 4.5, 1
nγ
∑n−|h|
t=0 φi(t +h)φ j(t) converges, and from (6.40)
∑n−1
h=−n+1 RWM (h) =
o( 1
n2
). Thus we obtain
(6.87) = o( 1
n2
). (6.99)
Hence (6.87) converges 0.
For (6.88) and (6.89) we obtain
(6.88) = ( 1
nγ
φ′φ)−1 1
nγ
E
[{
φ′V
} {
φ′W M
}′]( 1
nγ
φ′φ)−1. (6.100)
The (i, j)-th element of 1
nγ
E
[
{φ′V}
{
φ′W M
}′]
is represented as
1
nγ
E
[ n∑
s=1
φi(s)V(s) ·
n∑
t=1
φ j(t)W M(t)
]
=
n−1∑
h=−n+1
RVW M (h) · 1
nγ
n−|h|∑
t=0
φi(t + h)φ j(t),
(6.101)
where RVW M (h) = E[V(t + h)W M(t)]. Similar to (6.87), we have
(6.88) = o(1
n
), (6.102)
which implies (6.88) converges 0.
Similarly (6.89) converges 0.
Now we evaluate (6.90). For convenience let ˜WM ≡ ˆWM −WM , then we have
(6.90) = ( 1
nγ
φ′φ)−1 1
nγ
E
[{
φ′ ˜WM
} {
φ′ ˜WM
}′]( 1
nγ
φ′φ)−1 (6.103)
and the (i,j)-th element of 1
nγ
E
[{
φ′ ˜WM
} {
φ′ ˜WM
}′]
is represented as
1
nγ
E
[{
φ′ ˜WM
} {
φ′ ˜WM
}′]
=
1
nγ
E
[ n∑
s=1
φi(s) ˜WM(s) ·
n∑
t=1
φ j(t) ˜WM(t)
]
. (6.104)
Let Cn(u, v) = 1nγ (
∑n
s=1 φi(s)X(s − u))(
∑n
t=1 φ j(t)X(t − v))′, then applying (6.51) we
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have
1
nγ
E
[ n∑
s=1
φi(s) ˜WM(s) ·
n∑
t=1
φ j(t) ˜WM(t)
]
=
1
nγ
E
[ n∑
s=1
φi(s)
Mn∑
u=0
(aˆ(u) − a(u))′X(s − u) ·
n∑
t=1
φ j(t)
Mn∑
v=0
(aˆ(v) − a(v))′X(t − v)
]
=
Mn∑
u=0
Mn∑
v=0
E
[
(aˆ(u) − a(u))′ · 1
nγ
(
n∑
s=1
φi(s)X(s − u))(
n∑
t=1
φ j(t)X(t − v))′ · (aˆ(v) − a(v))
]
=
Mn∑
u=0
Mn∑
v=0
E
∫ pi
−pi
∫ pi
−pi
ei(uλ+vµ)( ˆA(λ) − A(λ))′Cn(u, v)( ˆA(µ) − A(µ))dλdµ
≤ 4pi2M2n sup
u,v
sup
λ,µ
|E[( ˆA(λ) − A(λ))′Cn(u, v)( ˆA(µ) − A(µ))]|
≤ 4pi2M2n sup
u,v
sup
λ,µ
(E|| ˆA(λ) − A(λ)||2) 12 (Etr(Cn(u, v)C′n(u, v)Cn(u, v)C′n(u, v)))
1
4 (E|| ˆA(µ) − A(µ)||4) 14
(6.105)
Since X(t) is Gaussian, ∑ns=1 φi(s)X(s−u) is Gaussian. Hence Etr(Cn(u, v)C′n(u, v)Cn(u, v)C′n(u, v))
is a fourth polynomial of the terms
1
nγ
E[(
n∑
s=1
φi(s)Xk(s − u))(
n∑
t=1
φ j(t)Xl(t − v))], (6.106)
and (6.106) can be represented as
n−1∑
h=−n+1
RXkXl(h − (u − v)) ·
1
nγ
n−|h|∑
t=0
φi(t + h)φ j(t), (6.107)
where RXkXl(h) = E[Xk(h)Xl(0)]. Due to (4.4) and Assumption 4.5
|
n−1∑
h=−n+1
RXkXl(h)| ≤
∞∑
h=−∞
|RXkXl(h)| < ∞
1
nγ
∞∑
t=0
φi(t + h)φ j(t) < ∞,
(6.108)
then
Etr(Cn(u, v)C′n(u, v)Cn(u, v)C′n(u, v)) < ∞. (6.109)
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Hence from Lemma 6.4
1
nγ
E
[ n∑
s=1
φi(s) ˜WM(s) ·
n∑
t=1
φ j(t) ˜WM(t)
]
= O(M2n) sup
u,v
sup
λ,µ
(E|| ˆA(λ) − A(λ)||2) 12 (E|| ˆA(µ) − A(µ)||4) 14
(6.110)
= O(MnLn,)2 (6.111)
which implies (6.90) converges to 0.
For (6.91), (6.92) it is seen that
(6.91) = ( 1
nγ
φ′φ)−1 1
nγ
E
[{
φ′V
} {
φ′ ˜WM
}′]( 1
nγ
φ′φ)−1. (6.112)
Let C1n(v) = 1nγ (
∑n
s=1 φi(s)V(s))(
∑n
t=1 φ j(t)X(t − v))′, then applying (6.73) the (i, j)-
th element of 1
nγ
E
[
{φ′V}
{
φ′ ˜WM
}′]
can be represented as
1
nγ
E
[ n∑
s=1
φi(s)V(s) ·
n∑
t=1
φ j(t) ˜WM(t)
]
=
1
nγ
E
[ n∑
s=1
φi(s)V(s) ·
n∑
t=1
φ j(t)
Mn∑
v=0
(aˆ(v) − a(v))′X(t − v)
]
=
Mn∑
v=0
E
[ 1
nγ
(
n∑
s=1
φi(s)V(s))(
n∑
t=1
φ j(t)X(t − v))′ · (aˆ(v) − a(v))
]
=
Mn∑
v=0
E
∫ pi
−pi
ei(vµ)C1n(v)( ˆA(µ) − A(µ))dµ
≤ 2piMn sup
v
sup
µ
|E[C1n(v)( ˆA(µ) − A(µ))]|
≤ 2piMn sup
v
sup
µ
(E|| ˆA(µ) − A(µ)||2) 12 (E||C1n(v)||2)
1
2 .
(6.113)
Since V(t) = Y(t)−φ′(t)θ−∑∞u=0 a′(u)X(t−u) and X(t) is Gaussian, ∑ns=1 φi(s)V(s)
and ∑nt=1 φ j(t)X(t− v) are Gaussian. Hence E||C1n(v)||2 is a quadratic polynomial of
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the forms,
1
nγ
E[(
n∑
s=1
φi(s)V(s))(
n∑
t=1
φ j(t)Xl(t − v))] =
n−1∑
h=−n+1
RVXl(h + v) ·
1
nγ
n−|h|∑
t=0
φi(t + h)φ j(t)
(6.114)
1
nγ
E[(
n∑
t=1
φ j(t)Xk(t − v))(
n∑
t=1
φ j(t)Xl(t − v))] =
n−1∑
h=−n+1
RXkXl(h) ·
1
nγ
n−|h|∑
t=0
φ j(t + h)φ j(t)
(6.115)
1
nγ
E[(
n∑
s=1
φi(s)V(s))(
n∑
s=1
φi(s)V(s))] =
n−1∑
h=−n+1
RVV (h) · 1
nγ
n−|h|∑
t=0
φi(t + h)φi(t),
(6.116)
where RVXl(h) = E[V(h)Xl(0)], RXkXl(h) = E[Xk(h)Xl(0)], RVV (h) = E[V(h)V(0)].
Similar to (6.90), we evaluate ∑n−1h=−n+1 RVXl(h+v), ∑n−1h=−n+1 RXkXl(h), ∑n−1h=−n+1 RVV (h).
Because of (6.108), RVV (h) = Rηη(h) − RWη(h) − RηW(h) + RWW(h), RVXl(h) =
RηXl(h) − RWXl(h), it is sufficient to evaluate
∑n−1
h=−n+1 RηW(h) and
∑n−1
h=−n+1 RWW(h).
n−1∑
h=−n+1
RWW(h) =
∞∑
u=0
∞∑
v=0
a′(u)
n−1∑
h=−n+1
RXX(h − (u − v))a(v) (6.117)
≤ C(
∞∑
u=0
a(u))2 (6.118)
< ∞ (6.119)
where C is some constant. Similarly ∑n−1h=−n+1 RηW(h) is bounded. As is proven in
(6.90),
1
nγ
E
[ n∑
s=1
φi(s)V(s) ·
n∑
t=1
φ j(t) ˜WM(t)
]
= O(MnLn,), (6.120)
which implies that (6.91) and (6.92) converge to 0.
For (6.93) and (6.94) we have
(6.93) = ( 1
nγ
φ′φ)−1 1
nγ
E
[{
φ′W M
} {
φ′ ˜WM
}′]( 1
nγ
φ′φ)−1 (6.121)
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and the (i, j)-th element of E
[{
φ′W M
} {
φ′ ˜WM
}′]
is represented as
1
nγ
E
[ n∑
s=1
φi(s)W M(s) ·
n∑
t=1
φ j(t) ˜WM(t)
]
=
Mn∑
v=0
E
[ ∞∑
u=Mn+1
a(u)′ · 1
nγ
(
n∑
s=1
φi(s)X(s − u))(
n∑
t=1
φ j(t)X(t − v))′ · (aˆ(v) − a(v))
]
=
Mn∑
v=0
E
∫ pi
−pi
eivµ
∞∑
u=Mn+1
a(u)′Cn(u, v)( ˆA(µ) − A(µ))dµ
≤ 2piMn sup
v
sup
µ
|E[
∞∑
u=Mn+1
a(u)′Cn(u, v)( ˆA(µ) − A(µ))]|
≤ 2piMn||
∞∑
u=Mn+1
a(u)|| · sup
u,v
sup
µ
(Etr(Cn(u, v)C′n(u, v)Cn(u, v)C′n(u, v)))
1
4 (E|| ˆA(µ) − A(µ)||4) 14
(6.122)
Similar to (6.90), (6.45) implies
1
nγ
E
[ n∑
s=1
φi(s)W M(s) ·
n∑
t=1
φ j(t) ˜WM(t)
]
= O( MnLn,
n
) (6.123)
which implies (6.93) converges to 0. Similaly convergence to 0 of (6.94) is proved.
6.4. Proofs of Chapter 5
Proof of Theorem 5.1. For simplicity we write ˆθ2(ˆθ1) by θ∗2. Expanding D( f(ˆθ1,θ2), In)|θ2=0
around θ2 = ˆθ2 in a Taylor’s series we have
TPW = 2n
[
−θ∗2′
∂
∂θ2
D( f(ˆθ1,θ∗2), In) −
1
2
θ∗2
′ ∂2
∂θ2∂θ
′
2
D( f(ˆθ1,˜θ∗2), In)θ
∗
2
]
=
√
nθ∗2
′
{
− ∂
2
∂θ2∂θ
′
2
D( f(ˆθ1,˜θ∗2), In)
} √
nθ∗2, (by(5.11)) (6.124)
where 0 <> ˜θ∗2 <> θ
∗
2. The asymptotics of ˆθ1, θ
∗
2 and D(·, In) below can be shown
by fundamental results of e.g., Brockwell and Davis (1991, Section 10.8) and
Taniguchi and Kakizawa (2000, Section 3.1.1). First, under H,
ˆθ1 → θ1 in probability, (6.125)√
n(ˆθ1 − θ1)→ N(0, F−111 ), (6.126)
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where
F11 =
1
4pi
∫ pi
−pi
∂
∂θ1
log f(θ1,0)(λ)
∂
∂θ′1
log f(θ1,0)(λ)dλ.
Also we obtain
∂
∂θ2,k
D( fθ, In) = − 14pi
∫ pi
−pi
 e−ikλ + eikλ∑mj=−m θ2, je−i jλ + In(λ)σ2u2pigθ1(λ)
− e−ikλ + eikλ(∑mj=−m θ2, je−i jλ)2

 dλ
(6.127)
and
∂2
∂θ2,k∂θ2,l
D( fθ, In)|θ2=0
= − 1
4pi
∫ pi
−pi
− (e−ikλ + eikλ)(e−ilλ + eilλ)(∑mj=−m θ2, je−i jλ)2 + In(λ)σ2u2pigθ1(λ)
2(e−ikλ + eikλ)(e−ilλ + eilλ)(∑mj=−m θ2, je−i jλ)3


θ2=0
dλ
→ − 1
4pi
∫ pi
−pi
{−e−i(k−l)λ − ei(k−l)λ + 2e−i(k−l)λ + 2ei(k−l)λ}dλ in probability
=
{ −1, k = l
0, k , l, (6.128)
because it is known that∫ pi
−pi
ϕ(λ) In(λ)fθ(λ)dλ→
∫ pi
−pi
ϕ(λ)dλ in probability (ϕ is L2-integrable).
Next we elucidate the asymptotics of θ∗2 = ˆθ2(ˆθ1). Expanding ˆθ2(ˆθ1) around θ1, we
have
ˆθ2(ˆθ1) − θ2 = ˆθ2(θ1) − θ2 + ∂
∂θ′1
ˆθ2(θ1)(ˆθ1 − θ1) + lower order terms. (6.129)
Since ∂∂θ′1
ˆθ2(θ1) is the linear regression coefficient matrix of ˆθ2(θ1) on (ˆθ1 − θ1), it
follows from (6.129) that, under H : θ2 = 0,
√
nˆθ2(ˆθ1) =
√
n
{
ˆθ2(θ1)
}
− F21
√
n(ˆθ1 − θ1) + op(1), (6.130)
where
F21 =
1
4pi
∫ pi
−pi
∂
∂θ2
log f(θ1,0)(λ)
∂
∂θ′1
log f(θ1,0)(λ)dλ. (6.131)
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It is seen that
√
nˆθ2(ˆθ1)→ N(0, lm×m − F21F−111 F12) in distribution as n→ ∞, (6.132)
where lm×m is the m × m identity matrix and F12 ≡ F′21. Recalling (6.124) and
(6.128) we can see that
TPW = H′(lm×m − F21F−111 F12)H + op(1), (6.133)
where H ∼ N(0, lm×m).
From (6.127) and (6.128) it is seen that, under H,
√
nθ∗2 =
[
− ∂
2
∂θ2∂θ
′
2
D( f(ˆθ1,0), In)
]−1 √
n
∂
∂θ1
D( f(ˆθ1,0), In) + op(1)
=
√
n
(
cˆ1
σ2u
, · · · , cˆm
σ2u
)′
+ op(1), (6.134)
where cˆk = 1n
∑n
t=k+1 uˆtuˆt−k and uˆt is the estimated residual process based on ˆθ1.
Then, from (6.124), (6.128) and (6.134) we observe that
TPW = n
m∑
k=1
(
cˆk
σ2u
)2
+ op(1). (6.135)
Evidently the tests TBP and TLB are asymptotically equivalent to the right hand side
of (6.135), which proves the statement (i).
Next we show (ii). Recall the formula (6.133). It suffices to show that the
matrix lm×m − F21F−111 F12 is not idempotent, i.e., F21F−111 F12 is not so. To avoid
unnecessarily complicated expressions, and to make the idea clearer we show the
above in the case of ARMA(1,1).
It is known that
F11 =
 11−α21 − 11−α1β1− 11−α1β1 11−β21
 (6.136)
(see Taniguchi (1985)). We have
∂
∂θ′1
log f(θ1,0)(λ) =
[{
eiλ
(1 − α1eiλ) +
e−iλ
(1 − α1e−iλ)
}
,−
{
eiλ
(1 − β1eiλ) +
e−iλ
(1 − β1e−iλ)
}]′
(6.137)
∂
∂θ′2
log f(θ1,0)(λ) =
[{
eiλ + e−iλ
}
, · · · ,
{
emiλ + e−miλ
}]′
.
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Hence,
F21 =

1 −1
α1 −β1
α21 −β21
...
...
αm−11 −βm−11

, (6.138)
which implies
F12F21 =
 ∑m−1j=0 α2 j1 −∑m−1j=0 (α1β1) j−∑m−1j=0 (α1β1) j ∑m−1j=0 β2 j1
 . (6.139)
Therefore, for any fixed m,
F12F21 , F11 ,(i.e., F21F−111 F12 is not idempotent),
although, if m → ∞, F12F21 = F11, i.e., F21F−111 F12 is idempotent. The statement
(ii) is now proved.
Proof of Theorem 5.2. For the spectral density (5.13), it is easy to see
∂
∂θ1,k
log f(θ1,0)(λ) = cos kλ, k = 1, · · · , r, (6.140)
∂
∂θ2,k
log f(θ1,0)(λ) = e−ikλ + eikλ, k = 1, · · · ,m.
Hence
F11 =
{
1
4pi
∫ pi
−pi
cos kλ · cos lλdλ; k, l = 1, · · · , r
}
=
1
4
lr×r, (6.141)
F21 =
[
1
4pi
∫ pi
−pi
2 cos kλ · cos lλdλ; k = 1, · · · ,m, l = 1, · · · , r
]
=

1 0 0
0 . . . 0
0 0 1
0 . . . 0
 (m × r − matrix). (6.142)
Recalling (6.133), we get (5.15).
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Proof of Theorem 5.3. Let Z1 =
√
n ∂∂θ1
D( f(θ1,0), In) and Z2 =
√
n ∂∂θ2
D( f(θ1,0), In)
for simplicity. From the general time series asymptotic theory (e.g., Taniguchi and
Kakizawa (2000)), we obtain
√
n(ˆθ1 − θ1) = F−111 Z1 + op(1), (6.143)
√
n
[(
˜θ1
˜θ2
)
−
(
θ1
θ2
)]
= F−1
(
Z1
Z2
)
+ op(1), (6.144)
(
Z1
Z2
)
→ N(0, F) in distribution. (6.145)
Since
F−1 =
(
F−111 + F
−1
11 F12F
−1
22·1F21F
−1
11 −F−111 F12F−122·1−F−122·1F21F−111 F−122·1
)
(6.146)
where F22·1 = F22 − F21F−111 F12. Expanding D( f(θ1,0), In) at θ1 = ˆθ1 and (θ1, θ2) =
(˜θ1, ˜θ2), respectively, we have
nD( f(θ1,0), In) = nD( f(ˆθ1,0), In) +
n
2
(θ1 − ˆθ1)′ ∂
2
∂θ1∂θ
′
1
D( f(¯θ∗1,0), In)(θ1 − ˆθ1) + op(1),
(6.147)
nD( f(θ1,0), In) = nD( f(˜θ1,˜θ2), In) +
n
2
(
θ1 − ˜θ1
θ2 − ˜θ2
)′
∂2
∂θ∂θ′
D( f
ˇθ∗ , In)
(
θ1 − ˜θ1
θ2 − ˜θ2
)
+ op(1),
(6.148)
where 0 <> ¯θ∗1 <> ˆθ1 and (θ1, 0) <> ˇθ∗ <> (˜θ1, ˜θ2). From (6.143), (6.144), (6.147) and
(6.148) it follows that
TWLR = (Z′1,Z′2)F−1
[
− ∂
2
∂θ∂θ′
D( fθ, In)
]
F−1
(
Z1
Z2
)
− Z′1F−111
[
− ∂
2
∂θ1∂θ
′
1
D( f(θ1,0), In)
]
F−111 Z1 + op(1)
= (Z′1,Z′2)F−1
(
Z1
Z2
)
− Z′1F−111 Z1 + op(1) (by (6.146))
= (Z2 − F21F−111 Z1)′F−122·1(Z2 − F21F−111 Z1). (6.149)
By (6.145) it is easy to see
Z2 − F21F−111 Z1 → N(0, F22·1) in distribution, (6.150)
which implies that TWLR → χ2m in distribution as n→ ∞.
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Proof of Theorem 5.4. First, note that the LAN result shows
Λn ≡ log
[
likelihood ratio between HG and A(n)G
]
= h′Z2 − 12h
′F22h + op(1), (6.151)
(e.g., Dzhaparidze (1986, p.107) or Taniguchi and Kakizawa (2000, Theorem 2.2.1)).
Since the asymptotic covariance between Λn and Z2−F21F−111 Z1 is h′F22·1, applying
LeCam’s third lemma to Z2 − F21F−111 Z1 in (6.149) leads to the result.
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