Abstract. Zero-knowledge proofs of knowledge (ZK-PoK) are important building blocks for numerous cryptographic applications. Although ZK-PoK have very useful properties, their real world deployment is typically hindered by their significant complexity compared to other (noninteractive) crypto primitives. Moreover, their design and implementation is time-consuming and error-prone. We contribute to overcoming these challenges as follows: We present a comprehensive specification language and a certifying compiler for ZKPoK protocols based on Σ-protocols and composition techniques known in literature. The compiler allows the fully automatic translation of an abstract description of a proof goal into an executable implementation. Moreover, the compiler overcomes various restrictions of previous approaches, e.g., it supports the important class of exponentiation homomorphisms with hidden-order co-domain, needed for privacy-preserving applications such as idemix. Finally, our compiler is certifying, in the sense that it automatically produces a formal proof of security (soundness) of the compiled protocol (currently covering special homomorphisms) using the Isabelle/HOL theorem prover.
corresponding protocols are of theoretical relevance, but are much too inefficient to be used in practice.
Beside these generic protocols of mainly theoretical interest there are various protocols which are efficient enough for real world use. Essentially, all these practically relevant ZK-PoK protocols are based on the so called Σ-protocols. What is typically being proved using a basic Σ-protocol is the knowledge of a preimage under a homomorphism (e.g., a secret discrete logarithm). These preimage proofs can then be combined to considerably more complex protocols. In fact, many systems in applied cryptography use such proofs as building blocks. Examples include voting schemes [3, 4] , biometric authentication [5, 6] , group signatures [7] , interactive verifiable computation [8] , e-cash [9, 10] and secure multiparty computation [11] .
While many of these applications only exist on specification level, a direction of applied research has produced first systems using ZK-PoKs that are deployed in the real world. The probably most prominent example is Direct Anonymous Attestation (DAA) [12] , a privacy enhancing mechanism for remote authentication of computing platforms, which was adopted by the Trusted Computing Group, an industry consortium of many IT enterprises. Another example is the idemix anonymous credential system [13] , which IBM released into the Eclipse Higgins project, an open source effort dedicated to developing software for usercentric identity management.
Up to now, design, implementation and verification of the formal cryptographic security properties (i.e., zero-knowledge and soundness) as well as code security properties (e.g., security against buffer overflows, side channel vulnerabilities, etc.) is done "by hand". In fact, past experiences, e.g., made when realizing DAA and idemix, have shown that this is a time consuming and error prone task. This is certainly due to the fact that ZK-PoK are considerably more complex than other non-interactive crypto primitives such as encryption schemes.
In particular, the soundness property needs to be proved for each ZK-PoK protocol from scratch. The proofs are often not inherently complex, but nevertheless require an intricate knowledge of the techniques being used. This is obviously a major hurdle in the real world adoption of ZK-PoK, since even experts in the field are not immune to protocol design errors. In fact, minor flaws in protocol designs [14, 15, 16] (which can be fixed easily once detected) can lead to serious security flaws [17, 18, 19] .
In this paper we describe languages, a compiler and integrated tools that support and partially automate the design, implementation and formal verification of ZK-PoK based on Σ-protocols. The goal of our research is to overcome the difficulties mentioned concerning the design and implementation of ZK-PoK, and thus to bring ZK-PoK to practice by making them accessible to crypto and security engineers. 
Our Contributions
In a nutshell, we present a toolbox that takes an abstract description of the proof goal 5 of a ZK-PoK as input, and produces a provably sound implementation of a suitable protocol in the C language.
More precisely, we extend previous directions with the following functionalities of practical and theoretical relevance:
-We present a comprehensive protocol specification language and compiler which support most relevant Σ-protocols and composition techniques found in the literature, including basic protocols for proving knowledge in arbitrary groups, AND and OR compositions, and techniques for proving linear relations among secret pre-images (e.g., equality of two discrete logarithms). A comprising summary of these techniques can be found in [20] . Examples of protocols that can be automatically generated by our compiler include [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 21, 22, 23, 24, 25 ]. -Our compiler also absorbs certain design-level decisions. For instance, it automatically chooses certain security parameters and intervals used in the protocols to assert the statistical zero-knowledge property of discrete log proofs in hidden order groups. It thus eliminates the potential of security vulnerabilities resulting from inconsistent parameter choices. Further, the compiler has capabilities to automatically rewrite the proof goal to reduce the complexity of the generated protocol. -Last but not least, our compiler partially alleviates the implementor from the responsibility to establish a theoretical security guarantee for the protocol, by producing a formal proof of the theoretical soundness 6 property. Technically, the compiler produces a certificate that the protocol generated by the compiler fulfills its specification. The validity of the certificate is then formally verified by the Isabelle/HOL formal theorem prover [26] . That is, our tool can be seen as a certifying compiler. This formal verification component currently only supports a subset of the protocols for which our compiler can generate code. Yet, it already covers a considerable class of applications, such as [9, 21, 22 ].
Related Work
Compiler based (semi-)automatic generation of cryptographic protocols has attracted considerable research interest recently, for instance in the field of multiparty computations [27, 28, 29] . A first prototype of a ZK-PoK compiler was started in [30, 31] , and extended in [32, 33] . Yet, the compiler presented there is only capable to generate code for a subset of the proof goals our compiler can handle. Neither does it offer any optimization or verification functionalities.
Symbolic models that are suitable for expressing and formally analyzing protocols that rely on zero-knowledge protocols as building blocks were presented in [34, 35] . The authors in [34] proposed the first mechanized analysis framework for such protocols by extending the automatic tool ProVerif [36] and applied it to the Direct Anonymous Attestation protocol [12] . The work in [37] proposed an alternative solution to the same problem based on a type-based mechanism. Our work does not overlap with these contributions, and can be seen as complementary. The previous frameworks assume that the underlying ZK-PoK components are secure under adequate security models in order to prove the security of arbitrary higher level protocols using these components. We work at a lower level and focus on formally and automatically proving that specific ZK-PoK protocols (that could potentially instantiate the components above) generated by our compiler satisfy the standard computational security model for this primitive. Recent results in establishing the computational soundness of ZK-PoK-aware symbolic analysis can be found in [38] . Currently, we do not establish a connection between the security properties offered by the ZK-PoK protocols produced by our compiler and the level of security required to enable the application of computational soundness results.
We follow a recent alternative approach to obtaining computational security guarantees through formal methods: directly transposing provable security arguments to mechanized proof tools. This allows to deal directly with the intricacies of security proofs, but the potential for mechanization is yet to match that of symbolic analysis. In this work we provide further evidence that computational security proofs can indeed be automatically constructed over mechanized proof tools. The catch is that our verification component is highly specialized for (a specific class in) the domain of ZK-PoK and relies on in-depth knowledge on how the protocol was constructed. This stands in contrast with the recent work by Barthe et al. [39] describing the formalization of the theory of ZK-PoK in the Coq-based CertiCrypt tool [40] , which at the moment is directed at the human-driven interactive construction of security proofs.
Our work is also related to the formal security analysis of cryptographic protocol implementations. Goubault-Larrecq and Parrennes proposed a tool for the analysis of cryptographic code written in C [41] . In [42, 43] , interesting approaches for extracting models from protocol implementations written in F#, and automatically verifying these models by compilation to symbolic models (resp. computational models) in ProVerif [44] (resp. CryptoVerif [45] ), can be found. As above, the latter works target higher level protocols such as TLS (Transport Layer Security) that use cryptographic primitives as underlying components. Furthermore, the static cryptographic library that implements these primitives must be trusted by assumption. Our work can be seen as a first step towards a tool to automatically extend such a trusted computing base when ZK-PoK protocols for different goals are required.
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Structure of this Document. In §2 we recap the theoretical framework used by our compiler, which we present in §3. Finally, the formal verification infrastructure is explained in §4.
Preliminaries
We first recap some basic notation and theory underlying ZK-PoK .
Notation
By s ∈ R S we denote the uniform random choice of an element s from set S. The order of a group G is denoted by ord G. Finally, minDiv(a) is the smallest prime dividing an integer a.
We use the notation from [46] for specifying ZK-PoK. A term like
means "zero-knowledge proof of knowledge of values
, and x 1 = ax 2 ". Variables of which knowledge is proved are denoted by Greek letters, whereas all other quantities (known to both parties) are denoted by Latin letters. Note that this notation specifies a proof goal rather than a protocol: it describes what has to be proved, but there may be various, differently efficient protocols to do so. We call a term like y = φ(x) in the proof goal an atomic predicate. A predicate is the composition of atomic predicates and predicates using arbitrary many (potentially none) boolean junctors And (∧) and Or (∨).
Σ-Protocols as ZK-PoK Protocols
Most practical ZK-PoK are based on Σ-protocols. Given probabilistic polynomial time algorithms P 1 , P 2 , V, they have the following form: to prove knowledge of a secret x satisfying a relation with some public y, the prover first sends a commitment t := P 1 (x, y) to the verifier, who then draws a random challenge c from a predefined challenge set C. Receiving c, the prover computes a response s := P 2 (x, y, c). Now, if V(t, c, s, y) = true, the verifier accepts the proof, otherwise it rejects. Whenever the verifier accepts, we call (t, c, s) an accepting protocol transcript.
Formally, for the protocol to be a proof of knowledge with knowledge error κ, there must be an algorithm E satisfying the following: whenever a (potentially malicious) prover can make the verifier accept with probability ε > κ, E can extract x from the prover in a number of steps proportional to (ε − κ) −1 [1] . For Σ-protocols, this boils down to the existence of an efficient knowledge extractor E, which takes as inputs two accepting protocol transcripts (t, c , s ), (t, c , s ) with c = c , and y, and outputs a value x satisfying the relation [47, 48] .
A Σ-protocol satisfies the ZK property, if there is an efficient simulator S, taking c, y as inputs, and outputting tuples that are indistinguishable from real accepting protocol transcripts with challenge c [47, 48] .
Proving Atomic Predicates
We next summarize the basic techniques for proving atomic predicates.
The Σ φ -Protocol. The Σ φ -protocol allows to efficiently prove knowledge of preimages under homomorphisms with a finite domain [21, 49] . For instance, it can be used to prove knowledge of the content of ciphertexts under the Cramer/Shoup [50] or the RSA [51] encryption schemes, and many others [52, 53, 54, 55, 56] . Also, it can be used for all homomorphisms mapping into a group over elliptic curves.
The protocol flow, as well as inputs and outputs of both parties, are shown in Fig. 1 . The Σ φ -protocol is a ZK-PoK with knowledge error κ = 1/c max for suitably chosen challenge set C = {0, . . . , c max −1}. Yet, while c max = 2 can safely be used for any homomorphism φ, the maximal value of c max heavily depends on φ. We thus briefly describe the theory needed for choosing C correctly.
Although finding a preimage x for a given y = φ(x) is usually hard for homomorphisms φ used in cryptography, it is often easy to find the preimage of a known power of y. Let, for example, the order q of the domain of φ be known: given y = φ(x) we can efficiently compute a preimage of y q , as we have [51, 52, 53, 54] ) a preimage of y e is given by (y, 0). It turns out that this special property is crucial for reaching high efficiency in the Σ φ -protocol.
can efficiently be computed, where the value v has to be the same for all y. We call (u, v) a pseudo preimage of y under φ, and v the special exponent of φ.
Theorem 2 (Knowledge Error of the Σ φ -Protocol [47] ). Let φ be a homomorphism with finite domain. Then the Σ φ -protocol using C = {0, . . . , c max − 1} is a ZK-PoK with knowledge error κ = 1/c max , if either c max = 2, or φ is special with special exponent v and c max ≤ minDiv(v).
The Σ GSP -and the Σ exp -Protocols. The practically important class of exponentiation homomorphisms with hidden-order codomain (e.g., φ : Z → Z * n : a → g a , where n is an RSA modulus, and g generates the quadratic residues modulo n) cannot be treated with the Σ φ -protocol.
Two Σ-protocols for such homomorphisms can be found in the literature. The Σ GSP -protocol generalizes the Σ φ -protocol to the case of infinite domains (i.e., G = Z), and can be used very efficiently if assumptions on the homomorphism φ are made [14, 17] . On the other hand, the so-called Σ exp -protocol presented in [32, 57] takes away these assumptions, by adding an auxiliary construction based on a common reference string and some computational overhead. Depending on the proof goal and certain implementation issues, either of these two protocols can be more efficient. We refer to [58] for a detailed security and efficiency analysis.
Operations on Σ-Protocols
Next, we briefly summarize some techniques, which allow one to use Σ-protocols in a more general way than for proving atomic predicates only.
Reducing the knowledge error. The knowledge error of a Σ-protocol can be reduced from κ to κ r by repeating the protocol r times in parallel. The verifier accepts the proof, if and only if it accepted all instances [1] . In this way, arbitrarily small knowledge errors can be achieved.
Boolean composition. In practice, it is often necessary to prove knowledge of multiple, or one out of a set of, secret values in one step. This can be achieved by performing so-called And-respectively Or-compositions. While the former requires the prover to know the secrets for all combined predicates to convince the verifier, he only needs to know at least one of them for the latter. In this case, the verifier will not be able to learn which secrets are actually known to the prover [20] .
For a Boolean And, the only difference to running the proofs for the combined predicates independently in parallel is, that the verifier only sends one challenge c, which is then used in all combined predicates.
Combining n predicates by a Boolean Or is a bit more involved. By allowing the prover to choose the challenges c i for all but one predicate, he can simulate accepting protocol transcripts for those predicates he does not know the secret for. The remaining challenge must then be chosen such that n i=1 c i ≡ c mod c max . To ensure this, the prover adds c 1 , . . . , c n to its response, which is now given by ((s 1 , c 1 ) , . . . , (s n , c n )), where s i is the response of the i-th predicate. In addition to running all verification algorithms, the verifier also checks that the c i add up to the challenge c.
Threshold composition. For instance, for a contract to become valid it may be required that at least k out of n board members of a company sign the document. Yet, the contracting party should not learn the identity of the signers. Performing such a ZK-PoK by using nested And-and Or-compositions becomes very inefficient if n is large. A much more efficient way for performing such nout-of-k threshold compositions is to apply the technique from [59] , instantiated with Shamir's secret sharing scheme [60] .
Non-interactivity. Σ-protocols can be made non-interactive by applying the Fiat/Shamir heuristic [61] . The idea is that the prover obtains a random challenge c by hashing its commitment Additionally to its verification algorithm V, the verifier then also checks whether c was computed correctly. In this way, only a single message has to be sent in the protocol, and the proof can easily be converted into a signature proof of knowledge.
Algebraic relations among preimages. By re-adjusting the atomic predicates of a proof goal, virtually any algebraic relations among the preimages can be proven. For examples we refer to [20, 25, 62, 63] .
Compiler
In this section we describe our ZK-PoK compiler that automatically generates provably sound implementations and documentation for specific classes of ZKPoK protocols from a high-level specification of the intended protocol. The modularly constructed compiler (cf. §3.1) is easy to use and can generate code and documentation for many practical ZK-PoK protocols using arbitrary homomorphisms by applying the built-in techniques presented in §2 and several automatic optimizations (cf. §3.2). Moreover, it is integrated with a tool that formally verifies the soundness of generated protocols for special homomorphisms (cf. §4).
Architecture
The architecture of our ZK-PoK compiler suite which is built from multiple components is shown in Fig. 2 . This allows to easily extend the compiler via new plugins and backends. Furthermore, the single components are designed modularly themselves, such that, e.g., the mathematical libraries used in the C Backend can be exchanged with minor effort. Protocol Specification. The user formulates the specification of the intended protocol in our Protocol Specification Language (PSL). This language is based on the Camenisch-Stadler notation [46] , and extends it to eliminate any equivocation. As a result it allows to unambiguously specify complex Σ-protocols. On a high level, PSL allows to specify the inputs and algebraic setting of the proof goal, the types of Σ-protocols to be used, and their compositions. In particular, PSL supports all Σ-protocols presented in §2.3 that can be arbitrarily composed using the composition techniques described in §2.4. We give more details on PSL later in §3.2.
Protocol Compiler. The Protocol Compiler translates the protocol specification into the corresponding protocol implementation formulated in our Protocol Implementation Language (PIL). This language can be thought of as a kind of pseudo-code describing the protocol, i.e., the sequence of operations computed by both parties (including group operations, random choices, checks, etc.) and the messages sent between them. Further details on PIL are given in App. A.
Backends. Backends allow to transform the protocol implementation into various output languages. The C Backend generates source code in the C programming language for prover and verifier. By providing the GNU multi-precision arithmetic library [64] this source code can be compiled into executable code. The L A T E X Backend generates a human-readable documentation of the protocol. An example output generated by the L A T E X backend is given in App. B.
Protocol Verification Toolbox. This formal verification component of our compiler takes as input the protocol specification (PSL) and implementation (PIL) files from a compilation run, and extracts from them the relevant information to construct the corresponding proof of soundness. The proof is performed automatically using the theorem prover Isabelle/HOL [65, 66] which generates the formal proof and a human-readable documentation on the soundness guarantees of the generated protocol that can be used for product certification purposes. More details are given in §4.
Plugins. The protocol implementation of the generated Σ-protocols can be transformed with plugins. The Σ2NIZK plugin produces a non-interactive ZKPoK (NIZK) by applying the Fiat-Shamir transformation [61] (cf. §2.4). The functionality of this plugin could easily be extended to signature proofs of knowledge. The Costs plugin determines the abstract costs of the generated protocol, i.e., the communication complexity and the number of operations that need to be performed in each group. This allows to compare the complexity of different protocols on an abstract level and in future releases to automatically select the most efficient one.
Protocol Specification Language and Optimizations
Next, we describe the optimizations performed by our compiler and the rationale underlying PSL. We show how to use the compiler for the following representative application example: In the context of a group-oriented application we want to prove the following informal statement:
"One of two legitimate users has committed to message m without revealing m or the identity of the user who committed."
For computing a commitment c to message m with randomness r we use the Pedersen commitment scheme [22] of the form c = g m h r , where g and h are generators of the group H of known prime order q (e.g., Z * p where p is prime and q divides p − 1, or an elliptic curve group) and the committer does not know log g h. To authenticate legitimate users we use Diffie-Hellman keys: each user randomly picks a sufficiently large secret key sk i , computes the public key pk i = g ski and publishes pk i . To ease presentation, we use the same group H for commitments and keys of users, but the compiler could use different groups as well. Now, given the commitment c and the public keys pk 1 , pk 2 of the two legitimate users, the informal statement translates into this proof goal:
where (µ, ρ, σ 1 ) = (m, r, sk 1 ) or (µ, ρ, σ 2 ) = (m, r, sk 2 ) are possible sets of secrets that allow to prove the relation. With homomorphisms ψ : (a, b) → g a h b and φ : (a) → g a we rewrite this as
where the atomic predicates are P 0 , P 1 , and P 2 . This proof goal together with the underlying algebraic setting can be expressed in PSL as shown in Fig. 3 Declarations. All variables used in the protocol must first be declared in this section. PSL supports several data types with a given bit-length such as signed integers (Int) or primes (Prime). Also intervals ([a,b] ) and predefined multiplicative and additive groups are supported, e.g., Zmod*(p) denotes (Z * p , * ) and Zmod+(q) denotes (Z q , +). In this section, an identifier can be assigned to a group and constants can be predefined. The compiler also supports abstract groups, which can be instantiated with one's favorite group (e.g., such over elliptic curves). The order of elements can be annotated for verification purposes, e.g., as g@{order=q}.
Inputs. Here, the inputs of the protocol are assigned to both parties by specifying which ones are publicly known to both and which are private inputs of the prover. All inputs must have been declared beforehand.
Properties. This section specifies the properties of the protocol to be generated. For instance, KnowledgeError := 80 specifies an intended knowledge error κ of 2 −80 . The proof goal can be specified by combining the Σ-protocols of the atomic predicates by arbitrarily nested Boolean And and Or operators. Furthermore, the compiler supports n-out-of-k-threshold compositions [59] based on Shamir secret sharing [60] as described in §2. 4 .
Optimizations. The compiler automatically applies transformations to the proof goal in order to reduce the complexity of the generated protocol. For instance, P_1 Or P_2 Or (P_1 And P_2) is simplified to P_1 Or P_2 which halves the complexity of the resulting protocol. By introspecting the predicates, further optimizations could be implemented easily.
GlobalHomomorphisms. Homomorphisms that appear in multiple atomic predicates can be defined as global homomorphisms in this optional section. The description of a homomorphism in PSL is a natural translation from the mathematical notation for homomorphisms consisting of name, domain, co-domain, and the mapping function.
Predicates. Finally, the atomic predicates used in the proof goal composition are specified. Each predicate is proved with a Σ-protocol: one of SigmaPhi, SigmaGSP or SigmaExp. For each Σ-protocol, the relation between public images and private preimages must be defined using local or global homomorphisms. ChallengeLength specifies the maximum challenge length that can be used to prove this atomic predicate with the given Σ-protocol (cf. §2.3 for details). Note that this value depends, e.g., on the size of the special exponent of the homomorphism, and thus, in general, cannot be automatically determined by the compiler, as the factorization of the special exponent might not be available.
Optimizations. The compiler automatically determines the number of repetitions for each atomic predicate to achieve the intended knowledge error. For proofs in hidden order groups using the Σ exp -protocol the compiler automatically chooses the size of the auxiliary modulus as described in [58] -the automatic choice of the most efficient protocol Σ exp or Σ GSP described therein is currently being implemented. In future work, the automatic choice of parameter sizes could be automatically inferred from a higher-level specification of the intended proof goal.
Verification
The Protocol Verification Toolbox (PVT) of our compiler suite (cf. Fig. 2 ) automatically produces a formal proof for the soundness property of the compiled protocol. In other words it formally validates the guarantee obtained by a verifier executing the compiled protocol: "The prover indeed knows a witness satisfying the proof goal."
Overview. The internal operation of the PVT is sketched in Fig. 4 ; the phases (1) to (6) protocol specification (a PSL file) that was fed as input to the compiler, and the protocol implementation description that was produced by the compiler (a PIL file). The PVT first checks (1) the syntactic correctness of the files and their semantic consistency, e.g., it verifies that the PSL and PIL files operate on the same groups, and other similar validations. Then, the information required for the construction of the soundness proof is extracted (2) . This information essentially consists of the proof goal description from the PSL file and the code for the verifier in the implementation file. In particular, the former includes the definition of the concrete homomorphisms being used in the protocol, and information about the algebraic properties of elements, homomorphisms, etc.
7 . The reason for the verification toolbox only considering the verifier code is that by definition [1] the soundness of the protocol essentially concerns providing guarantees for the verifier, regardless of whether the prover is honestly executing the protocol or not. Looking at the description of Σ-protocols in §2 and the example PIL file included in App. C, one can see that the verifier code typically is very simple. The exception is the final algebraic verification that is performed on the last response from the prover, which determines whether the proof of knowledge should be accepted. The theoretical soundness proof that we construct essentially establishes that this algebraic check is correct with respect to the proof goal, i.e., that it assures the verifier that the prover must know a valid witness. The soundness proof is then generated in three steps: a) Firstly, an adequate proof template is selected from those built into the tool (3). If no adequate template exists for this particular protocol, then the user is notified and the process terminates. b) The proof template is instantiated with the concrete parameters corresponding to the input protocol (4) and translated into an output file (5) compatible with the Isabelle/HOL proof assistant: a theory file. c) Finally, the proof assistant is executed on the theory file produced before (6) . If the proof assistant successfully finishes, then we have a formal proof of the theoretical soundness of the protocol. Furthermore, the Isabelle/HOL framework permits generating a human-readable version of the proof that can be used for product documentation.
The process is fully automatic and achieving this was a major challenge to our design. As can be seen in Fig. 4 , our tool uses Isabelle/HOL [66] as a backend (6) . In order to achieve automatic validation of the generated proofs, it was necessary to construct a library of general lemmata and theorems in HOL that capture, not only the properties of the algebraic constructions that are used in ZK-PoK protocols, but also the generic provable security stepping stones required to establish the theoretical soundness property. We therefore intensively employed and extended the Isabelle/HOL Algebra Library [67] , which contains a wide range of formalizations of mathematical constructs. By relying on a set of existing libraries such as this, development time was greatly shortened, and we were able to create a proof environment in which we can express proof goals in a notation that is very close to the standard mathematical notation adopted in cryptography papers. More information about Isabelle/HOL can be found in [65, 66] .
Remark. No verification is carried out at this moment of the executable code that is generated from the PIL file, but this is a program correctness problem rather than a theoretical security problem. It thus must be addressed using a different techniques that we do not cover in this paper. We next detail the most important aspects of our approach.
Proof strategy. Proving the soundness property of the ZK-PoK protocols produced by the compiler essentially means proving that the success probability of a malicious prover in cheating the verifier is bounded by the intended knowledge error. As described in §2.2, this involves proving the existence of (or simply to construct) an efficient knowledge extractor. Our verification component is currently capable of dealing with the Σ φ -protocol, which means handling proof goals involving special homomorphisms (cf. Definition 1) for which it is possible to efficiently find pseudo-preimages. As all special homomorphisms used in cryptography fall into one of the two classes described when introducing special homomorphisms in §2, the verification toolbox has the ability to automatically find a pseudo-preimage for any concrete homomorphism that it encounters without human interaction.
A central stepping stone in formally proving the existence of an efficient knowledge extractor is the following lemma (which actually proves Theorem 2) that we have formalized in HOL.
Lemma 3 (Shamir's Trick [57] ). Let (u 1 , v 1 ) and (u 2 , v 2 ) be pseudo-preimages of y under homomorphism φ. If v 1 and v 2 are co-prime, then there exists a polynomial time algorithm that computes a preimage x of y under φ. This algorithm consists of the Extended Euclidean Algorithm to obtain a, b ∈ Z such that av 1 + bv 2 = 1, and then calculating x = au 1 + bu 2 .
In fact, given a special homomorphism and two accepting protocol transcripts for a ZK-PoK of an atomic predicate, we prove the existence of a knowledge extractor by ensuring that we may instantiate Lemma 3.
The compiler also supports composition with Boolean And and Or. If multiple predicates are combined by And, the verification tool defines as proof goal the existence of a knowledge extractor for each and all of them separately, i.e., one needs to show that the witness for each predicate can be extracted independently from the other predicates. In case of Or proofs (i.e., knowledge of one out of a set of preimages), the proof strategy looks as follows. First, for each atomic predicate, an Isabelle theorem proves the existence of a knowledge extractor. In a second step, it is then shown that the assumptions of at least one of these theorems are satisfied (i.e., that at least for one predicate we actually have different challenges).
Isabelle/HOL formalization. The HOL theory file produced by the Protocol Verification Toolbox is typical, in the sense that it contains a set of auxiliary lemmata that are subsequently used as simplification rules, and a final lemma with the goal to be proved. The purpose of the auxiliary lemmata is to decompose the final goal into simpler and easy to prove subgoals. They allow a systematic proof strategy that, because it is modularized, can handle proof goals of arbitrary complexity. Concretely, the proof goal for a simple preimage ZK-PoK such as those associated with Diffie-Hellman keys (pk = g sk ) used in the example in §3 looks like the following theorem formulation:
Theorem (Proof Goal). Let G and H be commutative groups, where G represents the group of integers. Take as hypothesis the algebraic definition of the exponentiation homomorphism φ : G → H, quantified for all values of G, i.e., fix g ∈ H with order q and assume ∀a ∈ G. φ(a) = g a . Take a prime q > 2 and c max ∈ Z such that 0 < c max < q, take t, pk ∈ H such that the order of pk is q, take s , s ∈ G and c , c ∈ Z such that 0 < c , c < c max and c = c , and assume φ(s ) = t · pk c ∧ φ(s ) = t · pk c .
Then there exist a, b ∈ Z such that φ(au+b∆s) = pk ∧ av +b∆c = 1, where ∆s := s − s and ∆c := c − c , and (u, v) = (0, q) ∈ G × Z is a pseudo-preimage of pk under φ.
Instrumental in constructing the proof goal and auxiliary lemmata that permit carrying out the formal proof are the verifier's verification equations extracted from the PIL file. Indeed, the part of the proof goal that describes the two transcripts of the protocol (t, c , s ) and (t, c , s ) is constructed by translating this verification equation into Isabelle/HOL. For example, the following statement from the PIL file:
Verify((_t*(pk^_c)) == (g^_s)); will be translated into the Isabelle/HOL formalization
where ⊗ H and (∧ H ) represent the multiplicative and exponentiation operations in H, respectively. A typical proof is then structured as follows.
A first lemma with these equations as hypothesis allows the system to make a simple algebraic manipulation, (formally) proving the following:
where inv H represents the inversion operation for H. The subsequent lemmata continue simplifying this equation, until we obtain: pk(∧ H )(c − c ) = g(∧ H )(s − s ).
By introducing the homomorphism φ : G → H we are able to show pk(∧ H )(∆c) = φ(∆s)
where ∆c = c − c and ∆s = s − s . We thus obtained the pseudo-preimage (∆s, ∆c) from the two accepting protocol transcripts. The second pseudopreimage, which is needed for Lemma 3, is found by analyzing the proof goal extracted from the PSL file, which in our example was:
Relation((pk) = phi(sk)).
Recall that we have embedded in our tool the domain specific knowledge to generate pseudo-preimages for the class of protocols that we formally verify, so that we introduce another explicit pseudo-preimage as an hypothesis in our proof, e.g. (0, q), and prove that it satisfies the pseudo-preimage definition. At this point we can instantiate the formalization of Lemma 3, and complete the proof for the above theorem, which implies the existence of a knowledge extractor.
Proof goals for more complex Σ-protocols involving And and Or composition of simple preimage ZK-PoK are formalized as described in the previous subsection and in line with the theoretic background introduced in §2. For And combinations, the proof goal simply contains the conjunction of the independent proof goals for each of the simple preimage proofs provided as atomic predicates.
For Or combinations, the proof goal assumes the existence of two transcripts for the composed protocol ((t 1 , . . . , t n ), c , ((s and analogously for c , such that c = c . It then states that, there exists an i ∈ {1, . . . , n} for which we can construct a proof of existence of a knowledge extractor such as that described above. The assumptions regarding the consistency of the previous summations are, again, a direct consequence of the verifier code as can be seen in the example in App. C.
the algorithms for prover and verifier in detail, including the sequence of operations that are performed, and the messages exchanged between the two parties (for an example see the PIL output generated from the PSL input of Fig. 3 in App. C). This PIL file is used for the automatic generation of the L A T E X documentation (cf. App. B), and source code in the C programming language using the respective backends. The PIL description is also fed as an input to the protocol verification toolbox described in §4.
B Generated L A T E X Output for Example of §3.2 
