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A fundamentalissuein computervision is the choiceof representationof shape. It is
the choicewhich motivatesanddictatesthe selectionof techniquesfor recovery, analy-
sis andultimately interpretationof the visual scene.Throughoutthe history of machine
vision research,oneof the primary themeshasbeenthe developmentandexplorationof
many schemeswhich attemptto encodethe shapeof objectsin the world efficiently and
robustly. While shaperepresentationhasseenmany forms, this thesisconcentrateson
two-dimensionalplanarcurvesandin particularon the tradeofs inherentin thechoiceof
representation.Thischapterprovidesthemotivationfor thework of thethesisandoutlines
themethodologywithin which theexplorationshereintakeplace.Finally thecontributions
of theresearcharebriefly presented.
1.1 Background: The canonicalvision system
We are interestedin recognisingcomplex curved objects. Typical scenescontainoneor
many objects,possiblyoverlapping.We make theassumptionthattheobjectsin thescene
area subsetof a databaseof known objectsstoredin thecomputer, andthatnovel objects
will be indicatedto the systemby an externalagent. Although thereareseveral broad
strategiesfor objectrecognition,the framework in which mostrecognitionsystemswork
is a model-basedone: theknown objectsarestoredasgeometricmodelsandtheimageis
processedin orderto recoverthesemodels[13, 18, 81, 44, 72, 32, 4, 15, 47, 54,34, 31, 37,
45, 39, 122, 112, 136]. Giventhis framework, a numberof decisionsremainto bemade,
choiceof modelrepresentationandmatchingalgorithmsbeingmostimportant. Thedata
representationis largely predetermined,a 2 or 2"3- D image,andsystemsareconvenientlydividedinto threefunctionalparts:
1. Segmentationconverts the input imageinto a form suitablefor matchingagainst
thechosenmodelrepresentation,by a combinationof datapartitioningandfeature
fitting. This is theareain which thework reportedherecontributes.Thecombina-
tion of modelrepresentationandsegmentationoutputmustbesufficient to allow the
systemto:
2. Invoke or index [33, 64, 122] a small numberof plausiblehypothesesof data-to-
modelpairingsfrom the(possiblylarge)objectdatabase.While in industrialappli-
cations,thenumberof objectscangenerallybecontrolled,this is not thecasein less
structuredenvironments. It seemsdesirablethat a systemshouldbe extendibleto
copewith suchsituations.
3. Establishcorrespondences[45] betweenfeaturesin the model and points in the
image. This is of additionalimportancein the industrialdomainwhereinspection
1
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tasksare specifiedin termsof measurementsto be madeon or betweenlabelled
modelfeatures.
Within this framework, the problemof establishingcorrespondencesbetweenmodel
and datafeatures(the so-calledcorrespondenceproblem) is often consideredto be the
bottleneckprocess.However, this processis greatlysimplified if a stableandpowerful
imagesegmentationis available.If a scenecontaininga singlerigid objectis convertedto
a symbolicform which is exactly thatchosenin themodel,moduloa predefinedclassof
allowedtransformations,matchingwill beexact.
1.2 This thesis:Curve segmentation
This thesisdealswith thespecificsubproblemof convertingsequencesof two-dimensional
datapointsinto higherlevel descriptionsin termsof curvedshapeprimitives.Thisis anim-
portantmemberof thewiderfamilyof segmentationproblems,asraw curvedataarereadily
availablefrom edge-detectionprocesses,but higherlevel processes—suchastheextraction
of geometricinvariantsor 2D object recognition—requirethe higher level descriptions.
Theoverridingprincipleof thework is thatif thesegmentationprocessis accurateandre-
peatable,thelaterstagesof processingaregreatlysimplified. In orderto presenthegoals
of the thesis,I first introducetwo conceptsthat will facilitatea moreprecisedescription
of theproblemandthecontributionsof this work: theMarr-Bradycriteria for representa-
tion of shape,andtheadaptationof Marr’s computationaltheoryof vision to thespecific
problemof curvesegmentation.
1.2.1 Background: Criteria for representationof shape
As thenext chaptershows,many proposalshavebeenmadefor shaperepresentations,and,
despitethe work of Marr [73] andBrady [17], selectionamongthesealternativesis still
largelybasedon intuition, receivedwisdomandthepersonalexperienceof researchers.
Formalismof thesechoiceswaseloquentlydiscussedfirst in [74], and later in [17].
Marr and Nishihara’s paperintroducedthe criteria by which they proposedto evaluate
potentialshapedescriptionschemes:4 Thescopeor powerof therepresentationdescribestherangeof objectsthatcanbe
represented.A representationshouldideallyallow therepresentationof any arbitrary
object,but in practiceit is sufficient to remainlimited to objectsin the domainof
activity of thevisionsystem.4 Therepresentationof any objectshouldbeintrinsically invariantto shape-preserving
transformations.Marr callsthis theuniquenesscriterion. Invarianceis theproperty
thatthesegmentation,expressedin theobject’sreferenceframe,is invariantto apre-
definedclassof transformationsof thesceneandimage.In 2D recognitionsystems,
we arenormallyconcernedwith invarianceto affine andprojective transformations
of theimageplane,while in 3D systems,therequiredinvarianceis frequentlyrigid-
bodytransformationsof theimagedobjects.
An effective segmentationsystemwill beat leasttheoreticallyviewpoint invariant,
althoughpracticalconstraintsmay limit this invarianceto smallervariationsin ap-
pearance.For example,althoughthe ellipsefitting algorithmof Chapter3 is theo-
retically invariantto affinetransformationsof theimagepoints,largeaffineskewsor
changesin scalewill renderit sensitive to quantizationeffectsin theimage.4 Stability encodestheadditionalimportantrequirementof (near)invarianceto noise
andocclusionwhilepossiblyconflictingwith theargumentfor sensitivity : theability
to distinguishsubtlechangesin theunderlyingshape.
CHAPTER1. INTRODUCTION 34 Finally, they requiredthattherepresentationbeaccessible, derivablefrom theimage
within thetimeandspaceconstraintsof thevisionsystem’sapplication.This is also
an argumentfor concisedescriptions—althoughmatchinga perfectsegmentation
will in generalbe exact, we cannotconcludethat it will be quick. The speedof
thealgorithmis dependenton thelengthof description—smallrich descriptionswill
invokeandmatchquickly, whereasavalid, but large,descriptionwill in generaltake
longer.
To thesecriteria,Bradyaddsseveralmore,only two of which I will emphasizehere.4 TherichnesscriterionextendsMarr’s conceptof scopeto insist thattherepresenta-
tion beasinformation-preservingaspossible.This effectively addsan invertibility
requirementto allow the shapeto be recoveredfrom the representationandpaves
the way toward this thesis’ concentrationon parametriccurves. From parametric
descriptions,the final symbolic representationof the sceneshouldbe sufficient to
reconstructheoriginal image(modulonoise),therebyensuringthatno information
hasbeenlost in theconversion.4 Local support is the propertythat the descriptionought to be computablefrom a
small local subsetof the data. In arguing for local support,Bradystressescompu-
tationaltractabilitybut now it is moreimportantto notethat local supportis a sine
quanonof invarianceto occlusion.Chapter4 experimentallydeterminesthatthede-
greeof occlusionis a primarydeterminingfactorin theperformanceof conic-fitting
algorithms.
1.2.2 Background: A computational theory of curvesegmentation
Marr’scomputationaltheory[73] providesapowerful tool for reasoningaboutinformation
processingdevices. He describesthe computationalapproachascomprisingthreelevels
at which sucha device mustbeunderstood.At thetop level, we definetheabstract com-
putationaltheorywhich characterizesthe mappingof informationfrom the device input
to output. Thesecondlevel describesthe representationandalgorithmsthatwill beused
to performtheinformationtransformation;while thelowestlevel dealswith thehardware
implementation. Thekey to thisapproachis in theseparationof thetaskdefinitionfrom the
specificsof thealgorithmwhich will beusedto extract the information. Thereis perhaps
no morecompellingdemonstrationof thepower of this methodologythanthesuccessof
oneof its earlyapplications—thedevelopmentof theCanny edgedetector[21].
Thisthesisintroducessuchacomputationaldefinitionof thesegmentationproblemand
characterizesit asa curve fitting problem,comprisingthechoiceof shaperepresentation
anderror-of-fit metric.Not until thealgorithmiclevel needweconsiderthefitting strategy.
Of course(asMarr notes)withoutacomputationallytractableandrobustalgorithmiclevel,
thecomputationaldescriptionprovideslittle benefitto potentialusersof thesystem.In the
paradigmpresentedhere,the traditionalsegmentationalgorithmis simply an intuitively
basedapproachto theminimizationof theerror-of-fit function,while recentoptimization-
basedapproachesusea moredirectminimizationstrategy.
A statementat thecomputationalevel of curvesegmentationin termsof fitting allows
thetaskto berestatedasanoptimizationproblemasfollows. Given:4 A setof 2D datapoints 51.7698;:=<?>:A@ 3 , where8;:".CBED
:GFH&:JI ;4 A family of curves KBJLMI (which may be piecewise collectionsof simplercurves),
parameterizedby thevector L ;4 An error metric NO-PBJKFQLRFG5SI , which measuresthelikelihoodthatthecurve KBJLMI ex-
plainsthedatapoints 5 ;
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find the value LUTWV X for which the error function attainsits global minimum. The curveKBYLZTWV X[I is thenthatwhichbestfits thedata.
Thisstatementof theproblemincludesthetraditionallyunderstooddefinitionof curve
segmentation,becausethe family of curvesmay be a collectionof simplercurves,with
the“parametervector” L beingtheconcatenationof theparametersof thesimplercurves.
For example,if we considerLowe’s seminalline segmentationalgorithm[72], the curve
family chosenis the family of “polylines which interpolatea subsetof the datapoints”,
parameterizedby thepoint indicesof thesubset;theerrormetric for eachsegmentis the
ratio of maximumpoint deviation to thesegmentlength;andtheoptimizationstrategy is
thefamiliar recursivemaximum-deviationsplit andmerge.Expressingtheproblemin this
form allows usto separatetherepresentationanderrormetricsfrom theprecisealgorithm
usedto extractthesegmentation.For example,wenoticethatthecurverepresentationused
by Lowemustinterpolatesomeof thedatapoints,althoughtheremaybeamoresignificant
interpretationof thedataif this requirementis relaxed[29]. Also, the“greedy” split-and-
mergealgorithmneednotnecessarilyconvergeto theglobaloptimum.
1.2.3 Summary: Defining stability
Referringbackto the Marr-Bradycriteria, I redefinestability asthe requirementhat on
presentingthe sameobjectto the systemat two differentinstances,from differentview-
pointsandunderdifferentillumination conditions,we shouldrecover thesamesegmenta-
tion. Stability is thereforea combinedpropertyof thechoiceof curve representationand
of thealgorithmusedto extractthatrepresentationfrom theimage.
Key to stability is thepropertythat imageswhich differ by smallamountsshouldpro-
ducesegmentationswhich differ by small amounts.An unstabletechniquemay produce
widelydifferentsegmentationresultsevenwhengiveninputdatathatarequalitatively iden-
tical. Instability may be a resultof eitherfundamentaltheoreticalproblemsor just algo-
rithmic issues.For example,in thepopularregion-growing approachto segmentation,the
choiceof seed-pointmay be viewed as an algorithmic issueimpactinginstability [69],
while Figure1.1 illustrateshow the fundamentalissueof choiceof curve representation
incurssimilarproblems.
1.3 Thesis:The interaction betweenstability and scope
Thecentralthemeof this thesisis the searchfor stablesolutionsto the 2D segmentation
problem,andtheobservationthattheinteractionbetweenstabilityandscopeunderpinsthe
choiceof segmentationstrategies.
While Marr andNishiharaexplicitly acknowledgethe tradeof betweenstability and
sensitivity, they do not emphasizetheir interactionwith the requirementsof scopeand
uniqueness.A goalof this thesisis to demonstratethat thereis a tradeof betweenscope
andstability in the context of real systems,andthat the extent to which this tradeof is
overcomeprovidesa qualitativemetricfor representations.
Thethesisbeginswith a review of theresearchinto segmentationrepresentationsand
error metrics,castingthe segmentationprocessasa fitting problem. Following Brady’s
first criterion,I exploreonly invertibleor fully information-preservingrepresentations,and
becauseof the importanceof planarcurvesin describingthe commoncaseof describing
a two-dimensionaledgeimage,deal largely with curve representations.In somecases,
however, theseareextendedto surfacesextractedfrom 2"3- D rangeimages.Oneof thesimplestfitting problems,thatof fitting ellipsesandgeneralconicsectionsto
2D data,is thenexploredin detailin Chapters3 and4, andanew ellipse-specificfitting al-
gorithmusingonly linearcomputationsis introduced.Thenew fitter exhibitssignificantly
greaterstabilitythanthemoregeneralalternativesto whichit is compared,providinganin-
terestingdemonstrationof how narrowing thescopeof a representationincreases tability.
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Figure1.1: Demonstrationof instabilityproblemwhenregion-growing high-ordercurves.
Quadratic(left) andcubic (right) polynomialshave beenfitted to the quarticdataat the
bottomof eachimage. For eachof 30 runs, the datawerecorruptedwith 2% Gaussian
noiseanda region growing algorithmwasseededin all instancesfrom the point BY\ZFU3- I .(The resultsaredepictedby stackingthenoise-corrupted atasetsvertically andshowing
only thesubsetof thedatato which thecurve wasgrown). Thequadraticcurvesgrow to
approximatelythe samepointson eachrun, while the cubicsvary widely. The variation




The secondaspectof the scope-stabilitytradeof is in the scopeof the noisemodel
thata systemassumes.This is relatedto theconceptof “algorithmic” stability introduced
above, in thatvariationsin theparametersof theinitial noiseestimateoughtnot to have a
detrimentaleffecton theoutputof thesystem.
Chapter5 introducestherun-distribution test,a new error-of-fit metricwhich requires
no knowledgeof the imagenoiselevel and is applicableto a very wide rangeof noise
distributions.Althoughthescopeof thenoisemodelissignificantlywidened,thesensitivity
of thetestis reduced.In fact,thestandardchi-squaredtestoutperformstherun-distribution
testonly whenits initial parametersaresetto within 20%of their correctvalues. In this
caseweexchangea greatincreasein scopefor a smallreductionin stability.
Theexplorationof noise-independenterrormetricsis continuedin Chapter6, this time
for piecewise-smoothcurves.A critiqueof thecurrentminimum-description-length(MDL)
algorithmsallows thedevelopmentof a segmentationprocessthatlocally adaptsto chang-
ing imagenoise,againyielding a stablesegmentationprocedurethatwidensthe rangeof
noisedistributionsto which it is applicable.
I concludethat addressingthe scope-stabilitytradeof is an importantparadigmfor
computervision research,andarguethat thetechniquesdescribedhereindemonstratethe
utility or validity of thisparadigmin anumberof differentways.
Chapter 2
Literatur eReview
This chapterdescribesthecurrentstateof theart in curve segmentation,andin particular
the areasof representation,fitting, andextraction. As Chapter1 hasintroducedthe seg-
mentationproblemin termsof the choiceof error metric andshaperepresentation,this
review centreson thesetwo issues.Thechapterbeginsby introducingsomemathematical
preliminaries,introducingtheproblemof curve fitting subjectto a distanceor errorof fit
metric.After discussingseveralsuchmetrics,I describetheprincipalcurverepresentations





2.1.1 Parametric and implicit curves
In the mathematicaltreatmentof curvesandsurfacesit is often convenientto divide the
representationinto thetwo classesof implicit andparametriccurves.Briefly, a parametric
curve is representedin theformKBJLMI.169]MBJLR^_I,`*_ TWV Xba _ a _ TWcGd <
where]MBJLR^_I is thevectorfunction]MBJLR^_I. e 'gfZBYL;^_I'gh(BYLR^G_Ii
Parametriccurveshavetheadvantagethatthey arerelatively easyto generate,andarethus
therepresentationof choicefor computergraphicsandcomputer-aideddesignapplications.
Sometimes,however, a morepowerful representationmaybeprovidedby considering
implicit curves,definedasthezerosetof a scalarfunction jkBE8lI :KBYLMIm.7698n`ojkBYLR^G8lI.p\U<
Suchcurvesincludetheconicsectionsandsuperellipses.Althougheliminationtheory
[118] maybeusedto convertbetweenparametricandimplicit representationsof thesame
curve,it is commonthatthecomplexity of theparametricrepresentationwill exceedthatof
theimplicit. Conicsections,for example,arerepresentednaturallybyabiquadraticimplicit




2.1.2 Leastsquaresfitting of smoothfunctions
By far the commonestmethodof approximatingimageand edgedataby parametrized
functions3 is the techniqueof least-squaresfitting. In theformulationof the introduction,
thefamily of curvesfrom which theapproximationis to bedrawn is representedby KBYLMI .
In thisnotation,K is usedto referto theentirefamily, while aparticularcurve KBYLMI or Kmq
is identifiedwith the infinite setof pointscomprisingthe realizationof thecurve defined
by theparametervector L . We maygenerallydefinea distancefunctionr BY8W^QKBYL
II
which measureshow far a point 8 is from the curve Kmq . Wherethe family of curvesis
obviousfrom thecontext, wewrite this simply as
r BE8W^QLMI . We notealsothatthis distance
functionmaynot necessarilybebasedon theminimumgeometricdistancefrom thepoint
to thecurve.Theleast-squaresproblemthenis to minimizetheleast-squareserrormetricN -s&t BJKFGL;FG5SIm. >u :v@ 3 r BE8 : ^GLMI -
where 5 is thesetof w datapoints 6x8;:<9>:v@ 3 asin Chapter1. Thevariouschoicesof dis-tancemetricandtheir implicationsarewhatdistinguishleast-squaresapproaches,andthe
particularfamily of curvesunderconsiderationwill in turn influencesuchchoices.
2.2 Err or-of-fit metrics
In the computationaltheoryof Chapter1, the choiceof error-of-fit metric (EFM) is one
of thetwo definingcharacteristicsof a segmentationprocess.In this section,I discussthe
EFMs mostcommonlyusedin the vision literature. Suchmetricsaregenerallydivided
into two classes,dependingonwhetherthey areusedto guidethesegmentationdirectlyor
simply asa verificationstageafterwards.This review concentrateson the formertype,as
thelatterwill becoveredin Chapter5. Themetricscoveredare:4 The geometricdistance, which is the maximum-likelihoodestimatorundersome
noiseassumptions.4 Sampson’s gradientdistance, a first orderapproximationto thegeometricdistance,
theusageof which lightensthecomputationalburdensignificantly.4 Algebraic distance, anapproximationfor implicit functionswhich canleadto great
reductionsin thecomputationalcomplexity of fitters,in somecasesyieldingclosed-
form solutionsto thefitting problem.4 Kanatani’s “statistical” distance, on the otherhand,arguesthat thegeometricdis-
tanceis not themaximum-likelihoodestimatorin caseswherethecurve to befitted
is digitally sampled.
Finally the augmentationof thesemetricsto dealwith outliers,yielding statistically
robustfitting algorithms,is discussed.
2.2.1 Geometricdistance
Conceptually, the simplestdistancemetric betweena point and a curve is the distance
betweenthepointandits closestpointon thecurve:ry BE8WFQKzI*.|{}v~
p P )8 





[113] astheoptimalmeasureto minimizefrom a leastsquarespointof view, but is gener-
ally computationallyexpensiveto compute.In thiscase,optimality is generallyassumedto
meanthatthecurvewhichminimizesmeangeometricdistancemaximizesthea-posteriori
probability that thatcurve is a sampledobservationof an idealcurve corruptedby Gaus-
siannoise. Suchan estimateis known asa maximuma-posteriori(MAP) or maximum-
likelihood(ML) estimate.However the optimality of this estimatedepends[60,  29] on
the assumptionthat eachobserved point is the imageof only onecurve point, which as
discussedin  2.2.4maynotbeareasonablemodel.
2.2.2 Algebraic distance
Implicit curvesintroduceanaturaldistancemetricfrom any pointontheplaneto thecurve.
Thealgebraic distancefrom thepoint 8 to thecurve definedby jkBE8lIS.\ is simply the
valueof j at 8 : r BE8WFOKzI.jkBYDI
We notethat thealgebraicdistancewill not in generalexhibit a simplerelationshipto the
geometricdistance,andindeedmaybedependentonthescalingof theparameterizationofK . Theprincipaladvantageof thisdistancemetricis thatit greatlysimplifiesthecomputa-
tion in many algorithmsandthusit is widely used.
2.2.3 Gradient distance
The gradientdistance(often referredto asSampson’s distanceafter [115]) is definedfor
implicit curves jkBE8lIm.\ as rk BE8WFOKzI. jkBE8lIx jkBE8lI 
It is derivedasa first-orderapproximationto the geometricdistanceandwhile generally
muchsimplerto compute,remainsmoderatelyexpensive to usedirectly in approximation
problems.
2.2.4 Kanatani’s “Statistical distance”
Recently, though,Kanatani[55] hasarguedthatgeometricdistanceis not in facttheMAP
estimatorfor curvesother thanthe line. His argumentis illustratedin Figure2.1, anda
variationof it will be presentedhere. If we canmodel the imagingandedgeextraction
processby assumingthata truecurve is digitally sampled,andthata randomerrorvector
taken from an isotropicGaussiandistribution is thenaddedto eachsampledpoint, then
theprobabilitydistribution function(pdf) of theimagedcurvepointsis a Gaussianblur of
theoriginal curve. This is equivalentto sayingthatthevalueof thepdf at any point is the
sumof thecontributionsfrom all theindividual independentGaussians.In Bayesianterms,
thelikelihoodof observationof a particularpoint  is theprobabilitythatany pointon thecurvemightbeperturbedto giveriseto thatpoint. Applying theidentity5kBJ or `?KzI.5kBY`GKzI"5kBYp`GKzI)5kBJ and`?KzI
and using the assumptionof independenceof the individual error vectors to set5kBY and`xKzI.p\ yieldstheprobabilityof observingpoint  , giventhecurve K andthe
noisepdf- 5kB  `GKzI.( P  BY8)  I
HereweassumethattheGaussianfunction  hasbeenscaledto ensurethattheresultantprobabilitiessumto
1.
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Figure2.1: Kanatani’scaseagainstgeometricdistance.Thepictureshowsa digital ellipse
(white line) convolved with a Gaussianfilter. The intensityvalueat every point is then
a discreteapproximationof theprobability that thatpoint might have beensampledfrom
the ellipse. (Darker pointsaremoreprobable.)Black dashedlines mark the boundaries
of the68%confidenceregion. Note thaton thehigh curvaturesections,theseboundaries
aremuchcloserto thecurve on the outsidethanon the inside. On thesesections,points
with equalgeometricdistancesfrom theellipsearenot equallyprobable(or equivalently,
pointswith equalprobabilityof observationarenotequidistantfrom theellipse)andhence
minimizationof meangeometricdistanceis not themaximum-likelihoodestimator.
Givenanimplicit curve jkBY8lI.p\ , evaluationof thisfunctionatpoint  is equivalentto theconvolution &UBJjkBE8lIGI  BE8)  IZ , where is theKroneckerdelta.Furtherspecializingto thecaseof discretedata,this allows usto calculatethevalueof theprobabilityat every
pixel in an imageby convolving a binary imageof the curve with a Gaussiankernelof
appropriate .
Figure2.1 illustratesthevalueof this probabilitydistribution for a particularsampled
ellipse.We notethatin thehigh curvatureareasthepointsinsidetheellipsereceive larger
contributionsfrom thesurroundingpointsthando thoseoutside.Giventwo pointsequally
distantfrom thetrueellipse,then,thepoint insideis morelikely to have resultedfrom our
imagingmodelthantheouterpoint. Thus,minimizingthesumof geometricdistancesgives
anexcessive weightingto pointsoutsidetheellipse. In addition,theweightingis different
at thehighandlow-curvatureregions,giving unevenweightingto pointsin theseregions.
Of course,this argumentimmediatelybegs thedifficult question“Is this noisemodel
appropriatefor the final outputof the complex processesof imageacquisitionandedge
extraction”. This is a difficult problem. Although the original work by Canny [22, 21]
includesan analyticmodelof the localisationerror inherentin his edgedetector, imple-
mentationsof theCanny operatoruseanapproximationto theidealoperator. Further, the
additionof non-maximalsuppressionandsubpixel interpolationstagesfurthercomplicate
theanalysisof a realalgorithm.
I have takena moreempiricalapproach,notingsimply thatmorenoisyimagesrequire
highervaluesof theCanny  parameter. This is a truestatementregardlessof the image
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Figure2.2: Verificationof theGaussian-distributedresidualsassumptionin Figure2.1.The
syntheticellipseimageis processedby a Canny edgedetectorwith  = 5 pixels. Subpixel
edgelsitesreportedafter non-maximasuppressionareplottedascircles. We noteagain
thebiastowardthecenterof curvature,asmodelledby theisotropicGaussianassumption;
supportingboth the noisemodelandthe argumentfor “statistical” ratherthangeometric
distance.
noiseasit simplydescribestheapproachtakenby researcherswhenextractingedgesfrom
a noisy image. In that case,we may observe the effect of large  on a syntheticimage
with known groundtruthandverify qualitatively whetherKanatani’sconclusionis correct.
Figure 2.2 shows a syntheticellipse image,generatedfrom the implicit equationof an
ellipse jkBE8lI. \ by blurring the binary imagegiven by ¡g:£¢|. jkBY¤OF¦¥(I,§¨\ . On the
imageareplottedtheedgelsitesreportedby a subpixel Canny operatorafternon-maxima
suppression.We note that the locus of edgelpoints is similar to that predictedby the
sum-of-Gaussiansnoisemodel.Finally, Figure2.3demonstratesthephenomenononareal
image.
While this is not yet unequivocal supportfor the noisemodel, it allows us to infer
thatMAP estimationover this probabilitydistributionwill providea bettermodelof point
distributionsarisingfrom Canny edgelextractionon real imagesthanthat implied by the
geometricdistance.It alsoallowsusto generatesyntheticellipsedatasimplyby sampling
ananalyticellipseandaddingisotropicGaussiannoise.
Kanatanidescribesthedistancemetric inducedby this modelas“statisticaldistance”,
andpresentsa biascorrectionalgorithmwhich approximatestheminimizationof this dis-
tance,whichwill becomparedwith otherestimatorsin Chapter4.
2.2.5 Robust metrics
All the previousmeasuresmaybe viewedasapproximationsto the maximum-likelihood
estimatorsgivenanunderlyingnoisemodelwhichis Gaussianor verysimilar to Gaussian.
While thesemodelsareoftenderided,they arequiteadequatefor themodellingof thesmall
fluctuationsin featurepositionsdueto inaccuraciesin theimagingprocess.Whatthey fail
to modelwell arethegrossfluctuationscausedby phenomenaoutsidethe usualimaging
pipeline. The resultof fitting datawhich is corruptedwith suchoutliers is generallyfar
from that which is desired. Robust fitting [53, 76, 128] modifiesthe precedingdistance
metricsto reducethe influenceof pointswhich fall too far outsidethe fitted curve. As
robustmetricsfeaturein Chapter6, a brief summaryis includedherefor completeness.
Huber’streatmentof robustfitting collapsesthegeneralproblemdown to thatof finding
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Figure2.3: Canny edgelson a real image,againillustrating thebiastoward thecenterof
curvaturecausedby smoothingwith a large  .
themodeof a one-dimensionaldistribution. In thelanguageof vision, this is equivalentto
fitting a curve of constantheight H©BJ%^DI. % to a 1-d set of sampleddata 6xH : < . The
standardnon-robustestimatorof themode% is simply themeanof thedata%b. 0w u H&:
In orderto generalizethis to curve andsurfacefitting in higherdimensions,we notethat
the meanis the value %(ª which minimizesthe sumof squaredresiduals«¬BEHP:)­%[ªI - .
Finding the “mean” of the datathencorrespondsto the leastsquaresproblemasdefined
above: finding thesetof parametersL thatminimizethesumof squareddistancesbetween
the sampledpointsand the curve definedby L . Returningto the taskof estimatingthe
mode,themedianis a morerobustestimator, minimizing thesumof absolutedeviations«®` HP:R),%R` .
As a proof of this, basedon [93, page703], notethat the derivative of ` D¯` is plus or
minus1 dependingwhetherD is positive or negative. Theminimumof « ` H : )°%©` occurs
whenits derivative is zero,or whenthe sumof signs « sgnBEH : )|%UI is zero. This sum
simply countsthedifferencebetweenthenumberof H : greaterthan % andthenumberless
than % , so it is zerowhenexactly half of the H : areabove % andhalf below, which is the
definitionof themedian.
A more direct approachis to directly searchfor the modeby binning the H&: into a
histogramandlooking for themostpopulatedbin. This is thetechniquewell known asthe
Houghtransform[52], appliedto theproblemof one-dimensionalfitting. Its equivalence
to anoptimizationproblem[62] is obtainedby notingthatfinding thebin with thegreatest
numberof votesis equivalentto minimizing the sum «²±©³UBYHP:¦I where ±©³ is the inverse
“top-hat” function ±©³UBYHUI.µ´ \ ¶E%Z·?¸º¹S»¼H½»µ¶E%Z·?¸¾¹*­00 otherwise
wherȩ is thewidth of thebinsusedin theequivalenthistogram.
Theserobusttechniquesareparticularexamplesof M-estimates, wheretheleastsquares
kernel D¿ÀD
- is replacedby anrobustkernelor influencefunction D¿À±¯BED©I . Figure2.4
illustratesafew sampleinfluencefunctions,showing how they tendto placelessweighton
datafar from themeanthantheleastsquareskernel.
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Figure2.4: Robustkernels.Thedefinitionsof thefunctionsarein Table2.1.For clarity the




Absolutedeviation ` D` Median
Tophat ` D`U§Á0 Binnedmode
Lorentzian ÂAÃ&ÄB0m f9Å- I –
Huber ´ 0 if ` D¯`Z§0D- otherwise –
Table2.1: Robustkernels.Graphsof thefunctionsareshown in Figure2.4andthecorre-
spondingestimatorof centraltendency is addedwhereit hasasimplesolution.
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Representation Scope Stability Accessibility
Polyline Poor Fair Good
Conic Fair Good Good
Polyconic Good Fair Fair
Superellipse Fair Fair Poor
ParametricPolynomial Good Poor Good
Implicit Polynomial Good Poor Fair
B-Splines Excellent Poor Fair
Table2.2: Evaluationof severalcurve representationsusingtheMarr-Bradycriteria. The
“grades”awardedreflecttheextentto whicheachrepresentationfavourablymeetsthepar-
ticular criteria. Theline, conicandsuperconicareall intrinsically scope-limitedrepresen-
tations,while the othersoffer a variety of tradeofs, notablyagainststability, in orderto
achievewidescope.
To concludethis section,I notethattheconceptsof robustnessandthechoiceof EFM
are largely orthogonal. A particularchoiceof EFM representsthe a priori assumptions
aboutthepropertiesof thestatisticaldistributionfrom whichtheinliersaredrawn,andcan
generallybeaugmentedby therobustkernelof choiceto indicatethea priori assumptions
aboutoutliers.
2.3 Criteria for comparing shaperepresentations
A varietyof shaperepresentationshavebeenproposedfor computervision,someborrowed
fromcomputergraphics,symbolicAI andapproximationtheory;somespecificallydirected
towardvision. In turn, we notetwo mainvarietiesof representation:geometricrepresen-
tationssuchasparametricandpiecewiselinearcurves;andproperty-basedrepresentations
suchasthepredicatedescriptionsof [54, 121], theschemain VISIONS[47], or sparsege-
ometricinformationusedfor geometrichashing[64, 122, 112]. Betweenthesevarietieslie
a numberof moreexotic representationsuchasFourierdescriptors[5] andcodons[49].
As this thesisconcentrateson geometriccurve representationsratherthantheproperty
basedapproaches,I initially review severalcommoncurve typesusedin vision andcom-
parethemonthebasisof theMarr-Bradycriteria.Table2.2summarisestheseresultsin the
form of a reportcard. The“grades”givenareelaboratedin the following sections.I will
begin however, by critiquing andclarifying the Marr-Brady criteria asthey apply in this
work.
ThepreviouschapterhasalreadyintroducedtheMarr-Bradycriteriain orderto present
the motivation for this thesis. However recentresearchin the field, in conjunctionwith
advancesin computinghardware,hasmeantthat thesecriteria demonstratecertaininad-
equacies.Thesewill be discussedas the following paragraphsintroducethe “grading”
systemfor Table2.2. TheoriginalMarr-Bradycriteriapresentedabovearesubsumedinto
just threecategories:scope,stability andaccessibility;andthe representationsareevalu-
atedaccordingto thesethreecriteria.
Scope
Marr’s initial definition of scopeis careful to mentionthe domainof applicabilityof the
modellingsystem.In thecaseof a generalvisionsystem,wesimply requirethatthescope
is “large”. A representationwith excellent scopeallows the representationof arbitrary





affect thecanonicaldescriptionor uniquenessof thefinal fittedrepresentation.Marr’sdef-
inition of uniquenessis ratherstrongerthanthatcurrentlyviewedasnecessaryin vision. It
fails to notethattherepresentationmaysimplybecovariantwith transformationsprovided
that thecanonicaldescriptionscanbereadilyextracted.As anexample,henotesthat w©ÆYÇ
degreepolynomialmodelshaveadifferentformaldescriptiondependingonthecoordinate
systemchosen.However, thework of [61, 124] onpolynomialinvariantsillustratesthatthe
uniquenesscriterionmayberelaxedto thatof requiringthatinvariantsbereadilyextracted
from therepresentation.
Both Marr’s stability criteria andBrady’s local supportmay be seenasdealingwith
the effectsof noiseandocclusion. This discussioncombinesthe two effectsunderone
criterion,measuringhow boththeintrinsicandextrinsicinvariantsof therepresentationare
affectedby errorsin theinputdata.Althoughtherelativeeffectsof noiseandocclusionon
differentrepresentationsmaybemarkedly varied,this combinedcriterion is nevertheless
a reasonablemeasureof theusefulnessof a representationfor lateroperationsin a vision
system.
Accessibility
Marr definesaccessibilityto meanthat therepresentationcanbeextractedfrom the input
datain reasonabletime. In this discussion,thehighestaccessibilityratingis givento rep-
resentationswhich maybeextractedby a closed-formor well understoodoperationsuch
as eigenvectorextraction. Techniquesrequiring iterative minimizationor combinatorial
optimizationareratedlower.
2.4 Curve representationin vision
In this sectionI first review therepresentationsthathave beenproposedfor curveswhich
have a simple parametricdescription. I then considerthe descriptionswhich comprise
piecewisecollectionsof thesimplecurves.
2.4.1 Lines
Sincetheseminalwork of [102], line segmentshave beenusedasa representationalbasis
for vision. In a blocksworld suchasthat assumedby the Robertssystem,lines provide
the richestrepresentation ecessaryandareuniqueandstable. Within the blocksworld,
line representationhasbeenwell studiedand the useof techniquessuchas the Hough
transform[52] well explored. In the curved world of modernvision however, they are
inadequate.Althoughcurvededgesmaybeapproximatedtoanarbitrarydegreeof accuracy
by piecewise linear segments,the resultingdescriptionsareinherentlyunstable.Despite
this, researchis still active into theproblemsof line segmentation[29, 70, 71, 100, 107],
indicatingthatevenfor this relatively simplecase,a“bestpractice”algorithmhasnotbeen
agreed.
2.4.2 Conic sections
Theimportanceof conicsectionsin computervision hasalwaysbeenrecognised,asthey
arisenaturallyastheperspectiveprojectionof thecircle. They arealsooneof thesimplest
curve representations.The increasinginterestin the projective invariantsof conics[96,
56, 94, 95, 23] hasrecentlyreaffirmedtheir importance.As thenext chaptergivesa more
detailedreview of conicfitting techniques,hereI will just touchon thesolutionsthathave
beenproposed.
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Conicswereusedasacontourrepresentationin [82, 2]; but thepapergenerallycredited
with theintroductionof conicsectionsto vision is [16], in which thealgebraicdistanceis
minimizedsubjectto a quadraticconstrainton theconicparameters.
Beforereviewing the literatureon generalconicfitting, we will introducea statement
of theproblemthatallowsusto unify severalapproachesundertheumbrellaof constrained
leastsquares.Let usrepresenta generalconicby animplicit secondorderpolynomial:jkBYLRFG8lIm.%&D - ¼+ODMHS°'gH - È&Db°É9HzÊ.\MF (2.1)
where LË.Ì %Í+'*ÈzÉ¾Ê
ÎÐÏ and 8,.CBYDHUIÏ . jkBJLR^8 : I is calledthe“algebraicdistance”of a
point 8 : to theconic jkBJLR^8lI/.C\ . Thefitting of a generalconicmaybeapproached[49]
by minimizingthesumof squaredalgebraicdistancesÑ  BYL
IÒ. Óu :A@ 3 jkBYL;^8 : I - (2.2)
of the curve to the Ô datapoints 8;: . In order to avoid the trivial solution L­.²ÕMÖ , and
recognizingthat any multiple of a solution L representsthe sameconic, the parameter
vector L is constrainedin someway. Many of thepublishedalgorithmsdiffer only in the
form of constraintappliedto theparameters:4 Mostauthorscitedbelow mentionthemost“obvious” normalization L  -/.70 (used
in [82, 14]) asa strawman.This constrainthastheadvantagethatall conicsmaybe
scaledto satisfyit, but fails to be invariantevento Euclideantransformationof the
data.4 Gnanadesikan[42] uses%(-[+-[b'g-&bÈ[-&bÉ?-º.¬0 whichexcludesonly thenon-conic0¾.p\ , but againis non-invariant.4 The normalizationÊ7.¨0 usedin [9, 2, 25, 30] wasalso investigatedin [92] and
[104]. This normalizationdoesnot permit thefitting of ellipseswhich passthrough
theorigin, andis not invariant.However Rosinpointsout thatgivenconditionedor
rescaleddata(c.f.  4.5), this normalizationtendsto favourablycorrectfor the bias
towardshighcurvature.4 In [104, 91, 40] the constraintusedis %kp'.®0 , eliminatingfrom consideration
the family of hyperbolaeD-b)­H(-°.À× . This constraintis invariant to similarity
transforms.4 Bookstein[16] proposes%(-/Ø3- +g-/'g-.Ù0 , invariantto similarity transformsofthe axes and allowing all conicsto be representedbut excluding lines, for whichp.C.pK7.\ .4 Forsythetal. [38] proposesthecubicconstraintdetBYI.¬0 , wherep.ÛÚÜ % +x·Ý2ÞÈU·Ý2+ß·P2 ' Éà·P2ÈU·Ý2áÉÝ·Ý2 Ê âãCä
Althoughthey claimedthatminimizationsubjectto this constraintresultsin projec-
tively invariantfitting, KapurandMundy [57] demonstratethat thefitting is in fact
only affine invariant.4 Taubin’s approximatesquaredistance[124] may also be viewed as the quadratic
constraint ÔL  -¾.¬0 whereÔ is theJacobianÌ  jkBYLR^G8 3 I äxäßä  jkBJLR^8 Ó IåÎÐÏ .
Note that theseconstraintsareall either linear, of the form ]½æ&Lp. 0 or quadratic,
constrainingLZÏWçLè.10 where ç is a éêé constraint matrix.
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Generalconicfitting
Theseminalwork by Bookstein[16] introducestheinvariantconstraint%(-; 3- +g-R'g-/.¬0 .Heshowedthatthis leadsto thesolutionof arank-deficientgeneralisedeigenvalueproblem
for whichhegivesanefficientsolutionby blockdecomposition.
Sampson[115] presentsan iterative improvementto theBooksteinmethodwhich re-
placesthealgebraicdistancejkBYLR^G8lI with abetterapproximationto thegeometricdistance,
calledthegradientdistance: ÑÍë BYLMI. Óu :v@ 3 jkBJLR^8;:åI-ß  jkBYLR^G8;:¦I  - (2.3)
In hisimplementation,Sampsonfurthersimplifiedthismetricby recastingits minimization
asan iteratedreweightedleastsquaresproblem: usingthe valueof L from the previous
iterationto calculatethegradientat thecurrentiteration. Sampsonshows how theuseof
this new distancemeasureincreasesthestability of thefitting, but becauseit necessitates
aniterativealgorithm,thecomputationalrequirementsaresubstantiallyincreased.
Taubin[124] proposeda furtherapproximationof (2.3)asÑ Ï BJLMI. « Ó:v@ 3 jkBJLR^8;:ìI=-« Ó:v@ 3 ß  jkBJLR^8;:åI  - F (2.4)





they lack scopewhenappliedto naturalobjectsandscenes.Introducedto the computer
graphicscommunityin [6] (whorefersin turn to Gardiner’scolumnin ScientificAmerican
[41]), superellipsesare a naturalgeneralizationof the ellipse %[D-1+H(-°.í0 allowing
exponentsdifferentfrom 2: ÊBEDlFGHZI.î Dï f I Å ð pB Hï h I Å ð .70
Superellipsesbecameusefulin vision whenalgorithmsfor thefitting of superellipsesand
their3D surfaceequivalent,thesuperquadric,wereintroducedby [86]. Pentland’soriginal
algorithmminimizesthesquaredalgebraicdistanceN - . Óu :A@ 3 B¦ÊBED"FHZI)ñ09I -
As in thecaseof simpleconicfitting, however, thismetricprovessensitive to occlusion.In
orderto overcomethis [120] proposedanarea-minimizingformulation:N - .òÓu :A@ 3 ï f ï hUBJÊBED"FHZI)ñ09I -
By thusbiasingtheminimizingsuperellipsesto havelow area,performancein thepresence
of occlusionis improved. Segmentationof rangeimagesinto superquadricpatcheshas
beenwell studied[68, 46, 97], however few authors[109, 89] have usedsuperellipsesas
a curve representation.Superellipsesextendthe scopeof the conic sections,particularly
whenthebasicrepresentationis augmentedwith Pentland’s deformationsof bendingand
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tapering.In addition,this increasein scopeis achievedwithout a significantreductionin
local extrapolationabilities. Stability is, however, adverselyaffecteddueto the strongly
nonlinearform of theminimization. Solina’s modification,while amelioratingthis effect,
doesnoteliminateit entirely. Finally, thecostof superellipsefitting is significantlygreater
thanthat of conicfitting dueto the requirementfor iterative optimizationprocedures.A




themodellingof activecontoursusingB-splines[58], andtheuseof biquadraticpolynomi-
alsfor rangeimagesegmentation[8, 27, 69]. Thefitting of theone-dimensionalpolynomial
of orderó Hb.p%[ô*°% 3 Db°% - D - æßæxæ9°%PõÝD õ
is readilyachieved [93] if we assumethat the errorsin observedpointsareonly in the H
coordinates.This may be the case,for example,whensamplinga onedimensionalsig-
nal at known intervals. Two dimensionalcurvesadmittinga parametricform ]MBY_I , which
have beensampledto give discretepoints BED : FGH : I.]MBE_ : I maybefitted by treatingeach
componentseparately:e D Hpi . e %(fßô*%(f 3 _;%(f - _=-­æxæßæà°%(fgõ?_ õ%[hgô*°%(h 3 _;%(h - _=-æßæxæ?%(hQõ?_ õ i
It canbeshown [118] thatwhentheorderof thepolynomialsis limited to quadratic,this
procedurefits a parabolaof arbitraryorientationto thedata,independentof thechoiceof_=: . Given a list of points in orderaroundthe curve, the samplevaluesmay thensimply
be set to the point indices: _=:z.ö¤ . While suchpolynomialscanapproximateany curve
to arbitraryaccuracy by increasingtheorderof thepolynomial,they becomeincreasingly
unstable[35].
2.4.5 Implicit polynomials
Implicit polynomials,alsoknown asalgebraiccurvesandsurfaces,area shaperepresenta-
tion thathave beenrecentlyintroducedto thevision community[123, 24, 124, 12, 38, 61,
126]. Algebraiccurvesareimplicit curvesof theformjkBED"FHZI.\
wherethe function j is polynomial in D and H . Thus, the generalconic is a degree2
algebraiccurve. Taubin’s original papersuggestedtheuseof high-orderalgebraiccurves
asanalternativeto piecewisecollectionsof simplercurves,andintroducedtheapproximate
meansquaredistancemeasure « j - BYDlFHZI« x jkBEDlFGHZI  -
asa computationallyfeasiblealternative to thegradient-weighted istance.This provides
an attractive alternative to piecewise representations:oneimplicit polynomialrepresents
all segmentsof the curve simultaneously, and may be fit to the dataefficiently without
requiringthesearchfor knotpoints.
Althoughtheprecisecoefficientsof thealgebraicpolynomialwill varywith theorienta-
tion andscalingof theinputdata,it is possibleto extractinvariantsfrom therepresentation
[39] whichmaybeusedfor matching,thussatisfyingtheuniquenessconstraint.However,
researchinto thenoisesensitivity of theseapproaches[129] suggeststhattoovercomenoise
sensitivity, a considerableamountof work is required.
CHAPTER2. LITERATUREREVIEW 19
It is alsointerestingto notethatimplicit curvesandsurfaceshavedifficulty in satisfying
Brady’s invertibility requirement,for two reasons.First, invertibility is effectively equiv-
alentto beingableto draw thecurve given its representationin termsof thecoefficients;
however, thedrawing of suchcurvesis still anactive areaof computergraphicsresearch
[51, 125], implying that recovering the original datafrom the representationis difficult.
The second,smaller, difficulty arisesbecausethe canonicalrepresentationof high-order
algebraiccurvesincludesnoendpointinformation,resultingin a lossof informationabout
the finite extent of the curves. However, this informationcanbe trivially includedasan
adjunctto thepurecoefficients.
2.5 Piecewiserepresentations
In general,complex curvesarerepresentednot by a singleanalyticcurve,but polycurves:
thepiecewisejoin of severalsegments,eachof whichis describedanalytically. If continuity
conditionsareimposedonthebreakpoints(or knots) of thepolycurve,thecurvesareknown
assplines.Suchacurvemaybedescribedby its setof knotpointsandthesetof parameter
vectorsassociatedwith eachsegment.As sucha representationis generallyoverspecified,
it is commonin the caseof splinesto representeachsegmentby a numberof control
pointssufficient to uniquelydeterminethe shapeof the curve, thusproviding a minimal
parameterization.
All polycurvesexpandconsiderablythe scopeof representationof their constituent
curves,but unlesstheknotpositionsareclearlydefinedby tangentor otherdiscontinuities,
thestability of therepresentationwill be reduced— a polyline mayapproximatea circle
to any accuracy, but thepositionof thebreakpointsmaybeoffsetby anarbitraryangular
amountandstill achievethesameerror.
With polycurves,theequivalenceof thesegmentationproblemandthefitting problem
becomesmore readily apparent—fittinga polycurve involvesthe estimationboth of the
positionsof theknot pointsandof theparametersof theapproximatingsegments.This is




beingcapableof modellinga largenumberof thecurvesoccurringin computer-aidedde-
sign.As such,they satisfythescoperequirementfor alargeclassof problems.In computer
vision,thefitting of splinesis oftencastin theenergy-minimizingsnakeformulation[127],
andsplineshaveprovedusefulfor trackingandcurvatureestimation.Althoughtheextrac-
tion of invariantsfrom snake-approximatedboundariesandthe introductionof the affine
snake [10] begin to addressthe invariancerequirement,thereis still little work doneon
objectrecognitionusingsuchmeasures([116] is anexampleof thestateof theart).
Conic splines
Conic splines,introducedby Bookstein[16] anddevelopedby Pavlidis [83, 84] arecol-
lectionsof conic sectionswith first andsecondordercontinuity at the joins. Bookstein
providesan efficient methodto fit suchsplinesto point data,given the positionsof the





in computervision. I havedescribedtheprincipalcurverepresentationsusedandcompared
them underthe headingsof scope,invarianceandaccessibility. Theseoften competing
requirementshave yet to admita universalsolution,with differentapplicationsimposing
differentchoices.It doesseemreasonableto saythatmosthigher-levelvisionsystemshave
to datelimited therangeof curveswith which they dealto piecewisecollectionsof conics
andstraightlines.
I havedescribedtheapproachestakento thefitting of curves,bothsinglyandmultiply
parameterized.Theseapproachesmaybebroadlyclassifiedby theerror-of-fit measurethat
they useandmorepreciselyby thetechniquesusedto minimizethesemeasures.
Chapter 3
Least-SquaresFitting of Ellipses
This chapterintroducesthe problemof least-squaresellipsefitting. First we review the
existing work on the subject,andthenpresenta new efficient methodfor fitting ellipses
to scattereddata.Previousalgorithmseitherfitted generalconicsor werecomputationally
expensive. By minimizing the algebraicdistancesubjectto the constraint$&%('*)÷+ - .70
thenew methodincorporatestheellipticity constraintinto thenormalizationfactor, trans-
forminga difficult inequality-constrainedproblemto a simpleequality-constrainedone.
A majorpartof thischapteris spentin a thoroughexperimentalandtheoreticalexami-
nationof severalconic-fittingalgorithms,includingtheellipse-specificone.Finally, simple
extensionsto theproblemof recoveringhyperbolaeareintroduced.
This chapterdescribeswork donein collaborationwith Maurizio Pilu. The ellipse-
specificconstraintwasintroducedby mein [36], but merelypresentedasa curiosity. Pilu
notedthe stability of the method,anddevelopedthe theoreticalproof of the algorithm’s
performance.Theproof presentedherecorrectsa difficulty with that in [88], but depends
cruciallyonhiskey lemma,which is presentedin AppendixA.
3.1 Intr oduction
Oneof themostcommonlyusedcurvesin visionis theellipsewhich,beingtheperspective
projectionof thecircle, is of greatimportancefor many industrialapplications.Despiteits
importance,however, therehasbeenuntil now nocomputationallyefficientellipse-specific
fitting algorithm[104, 40].
This chapterintroducesa new methodof fitting ellipses,ratherthangeneralconics,
to segmenteddata. As we shall seein the next section,currentmethodsare either (a)
computationallyexpensive: requiringthe equivalentof many (5 to 100) iterationsof one
of the linearalgorithms;or (b) performellipsefitting by least-squaresfitting to a general
conicandrejectingnon-ellipticalfits. In fact,both[134] and[109] statethatellipse-specific
fitting is excessively computationallyexpensive.
Theselatter methodsarecheapandperformwell if thedatabelongto a preciselyel-
liptical arcwith little occlusionbut suffer from themajorshortcomingthatunderlessideal
conditions— non-strictlyelliptical data,moderateocclusionor noise— they oftenyield
unboundedfits to hyperbolae.In a situationwhereellipsesarespecificallydesired,such
fits mustberejectedasuseless.
A numberof iterative refinementprocedures[115, 55, 91] alleviate this problem,but
do not eliminateit. In addition,thesetechniquesoften increasethecomputationalburden
unacceptably.
Thenew fitting methodcombinesthefollowing advantages:4 Ellipse-specificity, providing usefulresultsunderall noiseandocclusionconditions.
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CHAPTER3. LEAST-SQUARESFITTING OFELLIPSES 224 Invarianceto Euclideantransformationof thedata.4 High robustnessto noise.4 High computationalefficiency.
Section3.5andthefollowingchaptercontainsexperimentalresults,notablytohighlight
noiseresilience,invariancepropertiesandbehaviour for non-ellipticaldata.I concludethis
chapterby presentingsomepossibleextensions.
3.2 PreviousMethodsand their Limitations
The literatureon ellipsefitting dividesinto two generaltechniques:clusteringandleast-
squaresfitting.
Clusteringmethodsarebasedonmappingsetsof pointsto theparameterspace,suchas
theHoughtransform[65, 133] andRANSAC [14] or accumulationmethods[103]. These
Hough-like techniqueshave somegreatadvantages,notablyhigh robustnessto occlusion
andno requirementfor pre-segmentation,but they suffer from the greatshortcomingsof
high computationalcomplexity andnon-uniquenessof solutions,which canrenderthem
unsuitablefor realapplications.Particularlywhencurveshave beenpre-segmented,their
computationalcostis significant.
Least-squarestechniquescenteron finding the setof parametersthat minimize some
distancemeasurebetweenthedatapointsandtheellipse. In this sectionI briefly present
themostcitedworksin ellipsefitting andits closelyrelatedproblem,conicfitting. It will
be shown that the direct specificleast-squarefitting of ellipseshas,up to now, not been
solved.
3.2.1 Towards ellipse-specificfitting
A numberof papershave concernedthemselveswith the specificproblemof recovering
ellipsesratherthangeneralconics. Bookstein’s methoddoesnot restrictthe fitting to be
anellipse,in thesensethatgivenarbitrarydatathealgorithmcanreturnanhyperbolaor a
parabola,evenfrom elliptical input,but it hasbeenwidely usedin thepastdecade.
Porrill [91] andEllis et al. [30] useBookstein’s methodto initialize a Kalmanfilter.
TheKalmanfilter iteratively minimizesthegradientdistance(2.3) in orderto gathernew
imageevidenceandto rejectnon-ellipsefits by testingthediscriminant+ - )$[%('½»\ at
eachiteration.Porrill alsogivesniceexamplesof theconfidenceenvelopesof thefittings.
Rosin[104] alsousesa KalmanFilter, which is constrainedto be ellipsespecificby
initializing the filter with a circle. If the filter convergesto a hyperbolawhen given a
particulardataset,the initial covarianceof thestatevectoris increasedrelative to thatof
thedatapoints.Optimizingtheratioof initial to datacovarianceyieldstheelliptical fit that
is leastbiasedtowardsthecircularinitial state.
Healso[104] analysesthepro andconsof two commonlyusednormalizations,Ê.C0
and %R'o.¬0 andshowsthattheformerbiasesthefitting tohavesmallereccentricity, there-
fore increasingtheprobabilityof returninganellipse,at thecostof losingtransformational
invariance.
Although thesemethodstransformthe disadvantageof having a non-specificellipse
fitting methodinto anassetby usingtheellipseconstraintto checkwhethernew datahas
to beincludedor to assessthequality of thefit, themethodsrequiremany iterationsin the
presenceof verybaddata,andmayfail to convergein extremecases.
RecentlyGanderet al. [40] publisheda paperentitled“Least-squarefitting of ellipses
andcircles” in which thenormalization%Íñ'S.µ0 leadsto anover-constrainedsystemofÔ linearequations.Theproposednormalizationis thesameasthatin [91, 108] andit does
not forcethefitting to beanellipse(thehyperbolaøÝD
-o)°2ÝH(-¾.p\ satisfiestheconstraint).
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Of course,any minimization-basedapproachthatexplicitly parameterizestheellipse—
usingcenter, orientationandradii for example—isinherentlyellipse-specific,andmini-
mization of the geometricdistance[80] is one suchapproach.Gander[40] providesan
efficient techniquefor performingthis minimization.Ratherthanoptimizingover thefive
ellipseparametersandthensolvingfor thegeometricdistanceateachdatapoint,Ganderet
al. incorporateanextra ùà: parameterfor eachdatapoint,whichdefinestheclosestpointon




Haralick[49,  11.10.7]takesa differentapproach.Effectively, heguaranteesthat the
conicisanellipseby replacingthecoefficients 69%FQ+?FQ'?< with new expressions6Gó-ÝFQ2gó
û(FQûà-9ü -Ý< sothatthediscriminant+g-W)Ë$[%(' becomes)º$ßó
- ü - which is guaranteednegative.Min-
imization over the space6QólFQû(F ü FGÈ
FGÉ[FOÊ"< then yields an ellipse. His algorithm is again
iterative, andan initial estimateis providedby a methodof moments.Kerenet al. [61]
apply a similar techniqueto Haralick’s andextendthe methodto the fitting of bounded
quarticcurves.Again,theiralgorithmis iterative.
3.3 Dir ectellipse-specificfitting
In orderto fit ellipsesspecificallywhile retainingthe efficiency of solutionof the linear
least-squaresproblem(2.2), we would like to constrainthe parametervector L so that
the conic that it representsis forcedto be an ellipse. The appropriateconstraintis well
known, namelythat the discriminant +-b)$[%[' be negative. However, this constrained
problemis difficult to solvein generalastheKuhn-Tuckerconditions[99] donotguarantee
a solution.In fact,I havenot beenableto locateany referenceregardingtheminimization
of a quadraticform subjectto suchanonconvex inequality.
Although imposition of this inequality constraintis difficult in general,in this case
we have the freedomto arbitrarily scalethe parametersso we may simply incorporate
thescalinginto theconstraintandimposetheequalityconstraint$[%('m)÷+-/.¬0 . This is a
quadraticconstraintwhichmaybeexpressedin thematrix form L Ï çL½.10 as
L Ï
ýþþþþþþÿ \ \Þ2 \ \Þ\\ )z0 \Þ\ \Þ\2 \ \Þ\ \Þ\\ \ \Þ\ \Þ\\ \ \Þ\ \Þ\\ \ \Þ\ \Þ\
 L½.70 (3.1)
3.3.1 Solution of the quadratically constrainedminimization
Beforeweapproachtheminimizationproblem,wenotethatthestandardform of theconicjkBJLR^8lI.p%[D - ¼+OD
H'H - °È&Db¼É9HÊ.p\
maybewritten in a way thatseparatestheparametersL from thetermsin 8 usingthedot






Where": is thedesignvectorof thepoint BYD
:GFHP:ìI . We thenassemblethesedesignvectors
into the wêé designmatrix  :n. ÚÜ D
-3 D 3 H 3 HU-3 D 3 H 3 0D -- D - H - H -- D - H - 0æßæßæD
-> D > H > H(-> D > H > 0
â	ã
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Following Bookstein[16], theconstrainedfitting problemis then:
Minimize 
1.  L  - , subjectto theconstraintL Ï çÍLè.¬0 (3.2)
IntroducingtheLagrangemultiplier  anddifferentiatingwearriveat thesystemof simul-
taneousequations3 2ËÏËL)÷2©çL . \LMÏ¯çL . 0 (3.3)
Thismayberewrittenasthesystem  L . ©çÍL (3.4)L Ï çL . 0 (3.5)
where

is the scattermatrix Ï . To solve this systemof equations,we first get all
possiblesolutionsto (3.4),andthenselectthosewhichareconsistentwith (3.5). To getall
solutionsof (3.4)weconsiderits generalizedeigenvectors:theset 6 : F : < Ö:A@ 3 suchthat ": . M:åç": (3.6) ¯:  . 0 (3.7)
If B : F : I solves(3.4) thensodoes B : F :  : I for any  : . Thereforeany solution L must
be a scalarmultiple Lp. :  : of oneof the generalizedeigenvectors. By applyingthe
constraint(3.5)weget  -:  Ï: ç":¯.10
giving ;: .  0 Ï: ç :.  
: Ï:  ¯: (3.8)
Finally, setting L : . :  : solves(3.3). As in generaltheremaybeup to 6 realsolutions,
thesolutionis chosenthatyieldsthelowestresidual LZÏ: L : . : .
We notethatthesolutionof theeigensystem(3.4)gives6 eigenvalue-eigenvectorpairsB : F : I . Eachof thesepairsgivesriseto a localminimumif thetermunderthesquareroot
in (3.8) is positive. In general,

is positivedefinite,sothedenominator"Ï:  ¯: is positive
for all ": . Thereforethesquareroot exists if M: §¬\ , soany solutionsto (3.3) musthave
positivegeneralizedeigenvalues.
3.3.2 Analysisof the constraint ! #"%$&('*)
Now weshow thattheminimizationof  L  - subjectto $&%('*),+g-/.70 yieldsexactly onesolution(whichcorresponds,by virtueof theconstraint,to anellipse).For thedemonstra-
tion, wewill requirethefollowing lemma(provedin AppendixA):
Lemma 1 Thesignsof thegeneralizedeigenvaluesof
 .©ç+ are thesameasthose
of theconstraint matrix ç , up to permutationof theindices.
Theorem1 Thesolutionof theconstrainedoptimizationproblem(3.2)admitsexactlyone
elliptical solutioncorrespondingto thesinglepositivegeneralizedeigenvalueof (3.4).
Notethatthemethodof Lagrangemultipliersis notvalid whenthegradientof theconstraintfunctionbecomes
zero.In (3.2) thismeans,.-0/21 , but then -435,.-0/21 sotheconstraintis violatedandthereis nosolution.
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Proof:
Sincetheeigenvaluesof ç are 6&)/2UFx)z0PFO2UFG\MFG\MFG\U< , from Lemma1 we have that(3.4)
hasexactly onepositive eigenvalue 
:¾§\ , giving theuniquesolution LÒ.6;:7": to (3.3).
When ËÏ is positive definite, all local minima of the constrainedproblemmust sat-
isfy (3.3), and we concludethat L solves the constrainedproblem. In the casewhereÏ is positive semidefinite(which occurswith degeneratedata), thereare infinitely
many equivalentminimaincludingthegivensolution. 8
3.4 Observationson the Ellipse-specificconstraint
In this sectionI make a numberof observationson the propertiesof the ellipse-specific
constraint.
3.4.1 Constraint asnormalization
An eigenvectorof theeigensystem(3.4)is alocalminimizerof theRayleighquotient q:9<;àqq 9<= q .
In this casewe maythink of theconstraint$[%['*)÷+-/.70 asa normalizationfactoron the
error-of-fit function,thusconsideringtheerrornorm
EOF . >u :A@ 3 %[D-m+DMH'HU-ÈPDk°É9H¼Ê$&%('*)÷+ -
Rosin[104] writesthat,notsurprisingly, theminimizationtendsto “pull” thesolutionaway
from singularities;in theellipse-specificcasethesingularityis aparabolaandsotheunique
elliptical solutiontendsto bebiasedtowardslow eccentricity.
3.4.2 Geometric interpretation
An interestinggeometricinterpretationof the effect of the ellipse normalizationcomes
from notingthatthediscriminantis proportionalto thesquaredinverseof theellipse’sarea.
Thatis $[%('m)÷+-?> 0B ï f ï hàI -
Hencewe notethat thedivision by $[%['*)÷+- is equivalentto multiplicationby theellipse
area. Interestingly, this is the sameweighting usedby Solina and Bajcsy when fitting
superquadrics!
3.5 Experimental Results
In this sectionwe presentexperimentalresultsthat comparethe ellipse-specificsolution
to previousmethodsin termsof quality androbustness.Both quantitative andqualitative
resultsareincludedin orderto allow otherresearchersto evaluatetheutility of theellipse-
specificalgorithmwith respecto theotherscited.
3.5.1 Ellipse-specificity
Despitethetheoreticalproofof thealgorithm’sellipse-specificity, it is instructivetoobserve
its performanceon someexampledata,of which Figure3.1 providesanexample.There,
the outputof Taubin’s methodand the proposedmethodare shown for the sameset of
data. Taubin’s algorithmgivesa hyperbolaasthe bestsolutionwhich, while anaccurate
representationof the data,is of little useif ellipsesaresought. In contrast,the ellipse-
specificalgorithmreturnsanellipseasexpected.











Figure3.1: A simpledemonstrationof the algorithm’s ellipsespecificity. For the hand-
drawn exampledata,the Taubinalgorithmreturnsa hyperbola,while the new algorithm
returnsanellipse.
3.5.2 Experimental procedure
Theexperimentalprocedurefor generatinganellipsewith known groundtruth is givenin
thissection.Althoughtheexperimentusesonly oneellipse,themoredetailedexperiments
in the next chapterprove that the qualitative resultsfrom this caseextendto the general
case.
1. Generate100pointsfrom theellipse \ ä 2ÝéA@BÝD-¼\ ä C B&2&2àHU-m),\ ä 2&24B&éÝDMHk.C0 , which
has
ï f.Á2UF ï hz.¬0 andis rotatedøP\ED anticlockwisefrom thepositive F axis.The
pointsaregeneratedfrom e D Hpi . e ï fHGJIgÃEKßBEù[Iï hLGJKG}v~lBEù&Ii
for ù varyinglinearly between)H@à\ D and M@à\ D . Althoughthis will not produceunit
arc-lengthsamples,in this casethe eccentricityis small enoughthat the bias this
introducesdoesnotsignificantlyaffect theresults.
2. Corrupteachpoint by addingzero-meanGaussiannoiseof standarddeviation .Ôk·à$&\ , where Ô arethenoiselevelscitedunderthefigures.Thereasonfor division
by 40 is to make the Bèêé axesin which thefiguresarepresentedcorrespondmore
intuitively to a real imagesizeof ø[2Ý\èê2à$&\ . Thenoiselevelsmay thenbereadin
pixelsratherthanin thenormalizedunitsusedhere.
3.5.3 Qualitati venoisesensitivity
Now we qualitatively assessthe robustnessof the methodto noiseandcompareit to the
Linear, Taubin,Booksteinand %z' .C0 algorithms.Theexperimentalapproachexplores
therepeatabilityof thealgorithmswhenpresentedwith many datasets,eachdraw from the
samenoisepopulation,but with differenceinstancesof thenoise.Thealgorithmsmaythen
beratedonaccuracy: how closelytheaveragereturnedellipsematchesthetrueellipse;and
stability: how tightly thereturnedellipsesclusteraroundtheaverage.
Figure3.2, andthe following figures,superimposethe conicsreturnedby eachalgo-
rithm on onedisplay, allowing a visual evaluationof the centraltendency andspreadin
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eachcase.Theprimary resultsarethat Taubin’s algorithmis moreaccurateat low noise
levels,but thattheellipse-specificalgorithmis morestableatall levels,andis mostaccurate
atall levelsotherthanthelow noisecase,whereit is secondmostaccurate.
3.5.4 GeometricDistanceErr or
Thesecondnoiseexperimentmeasurestheaveragegeometricdistanceerrorfor eachof the
algorithmsover100runs.In orderto verify thattheellipsesreturnedby thenew algorithm
arereasonableapproximationsto the minimum geometricdistanceellipse,non-elliptical
fits returnedby the BooksteinandTaubinalgorithmswereignored. In Figure3.8, it can
be seenthat the new algorithmproducesa closerellipseon averagethanBookstein’s for
mediumnoise,but thatTaubin’s—whenit returnsanellipse—producesthesmallestgeo-
metricdistanceerror. Wenotehoweverthatall resultsarewithin eachother’s 0x errorbars
over the100runs,meaningthat thevariationswithin runsaregreaterthanthe difference
betweenthealgorithmsacrossruns.
3.5.5 Affine transformation invariance
The quadraticconstraintproposednot only constrainsthe fitted conicsto be ellipsesbut
is also rotationand translationinvariant,asshown in AppendixC. As an experimental
verification, in two setsof experimentsa randomlyrotatedand translateddataset was




This chapterhaspresenteda new methodfor direct leastsquarefitting of ellipses. This
is believed to be the first noniterative ellipse-specificalgorithm. Previous conic fitting
methodsrely (whenappliedto ellipsefitting) eitheron the presenceof gooddataor on
computationallyexpensive iterativeupdatesof theparameters.
A theoreticaldemonstrationshowsthatthenew methoduniquelyyieldselliptical solu-
tionswhich,underthenormalization$[%('m)÷+-/.10 , minimizethesumof squaredalgebraic
distancesfrom thepointsto theellipse. In addition,a theoreticaldemonstrationof affine
invarianceis supportedby numericaltests.
Theexperimentalresultsmaybesummarizedasfollows: underhighnoiseor occlusion,
thenew algorithmis themostrobustof all presented.Underlow noise,thebesttradeof
betweenspeedandaccuracy is probablygivenby theTaubinalgorithm,with a fallbackto
thenew algorithmin thecaseswheretheTaubinmethodfails to returnanellipse.For ini-
tializationof nonlinearalgorithms,thenew algorithmis themethodof choice,beingquick
androbust. Thestability propertieswiden thescopeof applicationof thealgorithmfrom
ellipsefitting to caseswherethe dataarenot strictly elliptical, but needto be minimally
representedby anelliptical “blob”.
Thesimplicity of thealgorithmis demonstratedby the inclusionin Fig.3.9of a com-
plete6-lineimplementationin MATLAB. In thefurtherinterestsof dissemination,animple-
mentationof thealgorithmis includedin releasesof theImageUnderstandingEnvironment
(IUE) [79], versions1.3andabove.
We notealsothatthealgorithmcanbetrivially convertedto a hyperbola-specificfitter
(simplychangethesignof theconstraint).
Thealgorithmis however biasedtowardsellipsesof low eccentricity, andfuturework
includesthe incorporationof thealgorithminto a bias-correctionalgorithmbasedon that
of Kanatani[55]. In a similar vein, a theoreticalanalysisof thenoiseperformanceof the
methodsusingeigensystemperturbationtheoryis underinvestigation.














































































































































































































































































































































NoiseLevel = 0.5 NoiseLevel = 1
Figure 3.3: Qualitative performancefor low noise. In the lowest noisecase,Taubin’s
constraintgivesthe bestresults: the returnedconicsareall ellipses,andthe ellipsesare
clusteredaboutthegroundtruth (shown in grey). Thenext mostaccuratealgorithmis the
proposedellipse-specificone.













NoiseLevel = 1 NoiseLevel = 2
Figure3.4: Qualitative performancefor mediumnoise(notethatcolumn1 is thesameas
column2 of thepreviouspageto allow comparison).Taubinremainsthemostaccurateon
average,but its varianceis higherthantheellipse-specific.Linearbeginsto breakdown.













NoiseLevel = 2 NoiseLevel = 4
Figure3.5: Qualitative performancefor medium-to-highnoise. Booksteinbreaksdown,%'¾.10 beginsto doso.













NoiseLevel = 4 NoiseLevel = 8
Figure3.6: Qualitative performancefor highnoise.All otheralgorithmsbreakdown. The
ellipse-specificalgorithmlosesaccuracy andsomestabilitybut remainsstable.



















NoiseLevel = 8 NoiseLevel = 16 NoiseLevel = 32
Figure 3.7: Qualitative performancefor increasinglyunlikely amountsof noise. The
ellipse-specificalgorithmdemonstratesits instability by degradingto becomean estima-
tor of centraltendency.











Figure3.8: Averagegeometricdistanceerrorasa functionof increasingnoiselevel. The
errorbarsareat N0x . Thepicturesalongthenoiseaxisindicatevisually thecorresponding
noiselevel of the pointsfitted. Encodingis Bookstein: dotted;Taubin: dash-dot;New:
solid.
% x,yare listsof coordinates
function a = fit ellipse(x,y)
% 1. Build designmatrix
D = O x.*x x.*y y.*y x y ones(size(x)) P ;
% 2a. Build scattermatrix
S = D’*D;
% 2b. Build 6x6constraint matrix
C(6,6) = 0; C(1,3) = 2; C(2,2) = -1; C(3,1) = 2;
% 3a. SolveeigensystemO gevec, geval P = eig(inv(S)*C);
% 3b. Find thepositiveeigenvalueO PosR, PosC P = find(geval Q 0 & R isinf(geval));




Experiments in Conic Fitting
Thepreviouschapterhassketchedout theimportanceof ellipsefitting in computervision
— this chapterapproachesthemorecommontopic of conicfitting in orderto experimen-
tally verify thenoiseandocclusionstabilityof theellipsespecificalgorithm.Visionappli-
cationsoftenrequiretheextractionof conicsectionsfrom imagedata.Commonexamples




Many textbooks[49, 93] providediscussionsandalgorithmsfor least-squaresapproxima-
tion of conics,but theseoftenincludeonly thesimpleandfastalgebraicdistancealgorithm
(algorithm“Linear” below). This algorithmfarespoorly on many realdatasetsdueto its
inherentstatisticalbias,particularlywhentheimagecurvesarepartiallyoccluded.A num-
ber of authors[16, 55, 80, 91, 115, 124] have proposedalternative algorithmsandwhile
theseareusuallycomparedby the authorswith the linear algorithm,therehave been,to
my knowledge,no comparative empiricalstudiesof the relative accuracy andefficiency
of thesealternatives,althougha theoreticalcomparisonof distancemetricsis providedby
[104, 105].
This chaptermakes two importantcontributions to this areaof computervision re-
search:4 Identificationof themainconditionsunderwhich thealgorithmsfail. It is common
for comparative evaluationsto concentrateon noisesensitivity, but in the caseof
conicfitting theimportantparameteris theamountof occlusion.4 Presentationof thealgorithmcomputationalcostsin termsof flopcounts(see 4.3.1)
allows evaluationof the tradeof betweenaccuracy andspeedof executionwithout
referenceto thespecificsof animplementationandenvironment.
Themethodscompareddifferprimarily in termsof theerrormeasurethatthey minimize
andthenin termsof the techniquesthatareusedto minimize this measure.In particular,
theerrormeasuredeterminestheeventualaccuracy of themethodsandgenerallydictates
thechoiceof optimizationalgorithmandhencetheirexecutionspeed.Also,asexplainedin
theconclusion,I concentratelargely on “one-shot”algorithmswhich areknown to return
theglobalminimumof thedistancemetric,ratherthaniterativeminimizationtechniques.
I begin with abrief summaryof theimplementationandcostsof eachof thealgorithms.
Thebroaderissueof experimentalmethodologyis thenaddressed,consideringthe issues
of generationof syntheticdatasets,choiceof metricfor comparison,andchoiceof param-
etersto characterizeperformance.Finally, theexperimentsthemselvesarepresented,and
35
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conclusionsdrawn asto theconditionsunderwhich eachalgorithmshouldbeused.Em-
phasisis laid on thedesignof experimentsto testthealgorithmsfully, ratherthanreliance
on intuition.
4.2 ProblemStatement
Theproblemthat thealgorithmspresentedin this chaptersolve maybestatedasfollows.
In thenotationof Chapter1, thecurvefamiliesthatweusearetheconics,for whichjkBJLR^8lIm.%[D - +OD
H'H - °È&DÉ9H¼Ê
andcircles,for which j  BYLR^G8lI.CBED - ÷H - I"°%[Db¼+OH'
andthe algorithmsfind the L that minimizesan error function NQ-&BYLMI , possiblysubjectto
someconstrainton thedomainof L .
4.3 The Algorithms
Previoussectionshave reviewedtheconicfittersat a computationalandconceptualevel.
In thissection,I morepreciselysummarizethealgorithmiclevel, in orderto documenthe
preciseimplementationsthathavebeenusedto generatetheresultsin thischapter.
4.3.1 Flop counts
Computationalcostsof the algorithmsbelow arepresentedin termsof flop counts[43].
This is a methodof providing a complexity measurethat is independentof the hardware
andoperatingenvironmentunderwhich experimentsareperformed.A flop comprisesa
single “floatingpoint operation”, suchas a multiplication or addition,and includesthe
concomitantoverheadsof subscriptingandmemoryaccess.However, theprecisedefinition
of whatconstitutesasingleflop canvaryamongauthors.Moler’sMATLAB system[75], for
example,definesadditionandmultiplicationto eachcontributeoneflop, while Goluband
vanLoanconsideroneflop to consistof a multiply-accumulate.The MATLAB definition
correspondsmorecloselyto thecomputerusedto performtheexperiments,onwhichboth
multiplicationandadditionrequireoneclock cycle, andto mostmoderncomputers.For
computerswhichexhibit a largevariationbetweenthecostsof multiplicationandaddition,
thevaluesprovidedherewill overestimatethecomplexity of thealgorithms.However, the
relative costswill almostcertainlyremainsimilar. Table4.1 summarizesthecostsof the
algorithms
4.3.2 Algorithm “Linear”: Algebraic Distance
Thealgebraicdistancealgorithmminimizestheobjective functionSUTWVYX[Z]\ ^_ `bacd VYXef ` ZTH\hgjikXlgjT
subjectto theconstraintthat gjXlg T \m . Thedesignmatrix i is the nporq matrixwith rowss ` introducedin thepreviouschapter. Theconstrainedobjective function t \ugjikXlg Twvx VgjXg v myZ.\zX|{}ik{~iX v x VYX[{]X v myZ is minimizedanalyticallyto form aneigenvector
problem[43]:  t \ # 4i { ikX v  x X\
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Algorithm Costin flops Direct/Iterative
A+C=1 26n + 155 D
Linear 26n + 1700 D
Bookstein 26n + 1165 D
Ellipse 26n + 5182 D
Taubin 26n + 9700 D
Kanatani  500n I
Sampson  5000n I
Geometric  10000n I
Table4.1: Summaryof computationalcostsof thealgorithms
where
x
is a Lagrangemultiplier. The minimizer X}  is thenthe eigenvectorof ik{}i
correspondingto thesmallesteigenvalue.(As ik{}i is positivedefinite,all theeigenvalues
are positive. If i2{}i is not positive definite, this signifiesthat the problemis poorly
conditioned—see 4.5).
Thealgorithmrequiresm: n multiplicationsand m	 n adds(or approximately q4n flops)
for the constructionof the 15 uniqueelementsof i2{}i . Evaluationof the eigensystem
by Hessenberg reductionandQR generallytook about20 iterations(1700flops) in these
experiments,giving a totalcostof about  q4n mW flops.
4.3.3 Algorithm “Bookstein”: Algebraic distancewith quadratic con-
straint
Bookstein’salgorithm[16] attemptsto reducethebiasof thelinearalgorithmby imposing
adifferentconstraintontheparametervector X . Hederivestheconstraint T 7T p T \m
by considerationof theinvariancerequirementsof fitting, andshows how this leadsto the
system i { ikX\ x X
where
 \<bV7e	mWe<e<e<eWZ . This is a rank-deficientgeneralizedeigensystem,which
Booksteinsolvesby block-decomposition.
Booksteinrequiresthe  q4n flops of “Linear” to form the ik{]i matrix. The matrix
inversionandeigensystemsolution’s meanflop countwas1165,yielding a total costof qn( mm qW  flops.
4.3.4 Algorithm “ A+C=1”: Algebraic distancewith linear constraint
The z \¡m algorithm is popularin many applications[91, 108, 104, 40], possibly
becauseof theslight biastowardsellipsesthat it shows in theexperimentsof this chapter.
Theconstraintis implementedby solvingthesystem¢ X[£ \ ¤¥¦¦§¨ cj©Ec © Tc v ¨ T c ¨ c ©Ec m¨ T © T © TT v ¨ TT ¨ T © T m
...¨ ^ © ^ © T^ v ¨ T^ ¨ ^ © ^ m
ª	««¬ ¥¦¦¦¦§­® ¯°
ª	««««¬ \
¥¦¦¦§ v ¨ T cv ¨ TT
...v ¨ T^
ª	«««¬
Computing  \±m v  thengivesthe 6-parameterconic vector. The algorithmasstated
requires n flopsto form thedesignmatrix,andabout m² n flopsto solvethelinearsystem
by QRdecomposition,but it canbeimplementedasa  #o2  linearsystem¢ { ¢ X £ \ ¢ { ¤
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which is solvedby LU decomposition.In this casethe total costis just  q4n m    flops,
making ³´ \m thecheapestof thealgorithms.
4.3.5 Algorithm “Taubin”: Approximatemeansquare distance
The“approximatemeansquaredistance”(AMS) metric,introducedby Taubin[124], min-
imizestheunusualobjective functionS T VYX[Z.\ µ ^`bac d VXef ` Z Tµ ^`¶ac g · d VYXef ` Z²g T \ gjikXlg Tgjik¸4Xlg T  g	i¹Xg T
wherethe matricesi¸ and ik¹ arethe partial derivativesof i with respectto ¨ and © .
Restatingtheproblemastheminimizationof gjikXlg T subjectto gji ¸ Xlg T  g	i ¹ Xg T \%m ,
theminimizer X }  is thentheeigenvectorof thegeneralizedeigensystem[43]i { ikXr\ x VYi {¸ ik¸  i {¹ ik¹4ZºX
correspondingto thesmallesteigenvalue.
Taubinrequiresthe  q4n flopsof thelinearalgorithmto form the i2{~i matrix,but neg-
ligible additionaltime to form i {¸ i ¸  i {¹ i ¹ from theelementsof i . Thegeneralized
eigensystemroutine’smeanflop countwas9700,yieldinga totalcostof  q4n»½¼ W flops.
4.3.6 Algorithm “Kanatani”: Statistical distance
Anotherapproach,proposedby Kanatani[55] andPorrill [91], improvesthe linearalgo-
rithm by explicitly calculatingits inherentstatisticalbiasandsubtractingthebiasfrom the
resultof minimization. Becausethecalculationof thebiasdependson knowing both the
true minimum andthe noiselevel, the processis iterateduntil the predictedbiasresults
in a noise-level correctionof zero. Kanatanicalls this metric the “statistical distance”,
andarguesthat its biassensitivity is in factsuperiorto thegeometricdistancein thecase
wheretheerrorson thedatapointsaresphericallydistributed.Thischapterdiscussesonly
Kanatani’sbiascorrectionalgorithm.A descriptionof thealgorithmitself wouldbetoo in-
volvedto includehere,dueto its dependenceon tensorarithmetic.Note,however, thaton
pursuingthederivation,it is easilydiscoveredthatthepublishednoise-levelupdateformula
[55, eq21] shouldbereplacedby±¾ ] x|¿ÀÁ VÂ+Z ÀÁ VÃÂ+Z   ÀÁ VÃÂ T Z
Complexity of thealgorithmis of theorderof    nÄ m²W flopsperiteration,with testruns
takinganaverageof 10 iterations.
4.3.7 Algorithm “Ellipse”: Ellipse-specificalgebraicdistance
TheEllipsealgorithmis theellipse-specificalgorithmof thepreviouschapter, which im-
posesthe constraintthat  A v ­ T \m . This convertsthe inequality ­ TÄv  E2Å  intoanequalityby incorporatingthenormalizationfactor. Ellipserequiresthe  qn flopsof the
linearalgorithmto form the i2{}i matrix. Thematrixinversionandeigensystemsolution’s
meanflop countwas5182.
4.3.8 Algorithm “Geometric”: GeometricDistance
The geometricdistancemetric measuresthe orthogonaldistancefrom the point f to the
conicsection.This metric,proposedby Nakagawa andRosenfeld[80], is approximately
unbiasedif theerrorsin thedatapointsaredistributednormally to thecurve, andif each
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datapoint is the imageof only onecurve point. Thedistanceis evaluatedat a point f by
solvingthesimultaneousequationsÆ  x  d VXÇ Æ ZÈ\ fd VYXÇ Æ ZÉ\ 
for
Æ
anddefining Ê V7Ë(VYX[ZjeflZp\¡gÌf v Æ g T . Theseequationsinvolve the solutionof a
quartic equation,and while closed-formsolutionsexist, numericalinstability can result
from theapplicationof theanalyticformula [93]. In the implementationusedhere,roots
areextractedfrom theeigensystemof thecompanionmatrix [43]. This, in turn,meansthat
analyticderivativesof Ê , andconsequently  S T VYX[Z , aredifficult to calculate.TheTaubin
algorithmwasusedto provide an initial estimateasit minimizesthe geometricdistance
well (seeFigure4.1).
Eachevaluationof S T VX[Z involves the solution of n suchquartics,averaging m²ÍW n
flops per iteration for the eigenvaluecalculation. The numberof iterationsdependson
the minimizationalgorithmchosen,but it is clear that even with only 10 iterations,this
algorithmis 3 to 4 ordersof magnitudeslower thantheotheralgorithmsconsideredhere,
and thereforewas not extensively testedin theseexperiments;being comparedonly in
Figure4.14.
4.3.9 Algorithm “Sampson”: Gradient-reweighted Algebraic Dis-
tance
Sampson’srefinementof theBooksteinalgorithm[115] notesthatafirst-orderapproxima-
tion to thegeometricdistanceisS T VX[Z]\Î^_ `¶ac d VYXef ` Z Tg +· d VXef ` Z	g T
As direct minimizationof this nonquadraticfunction would requirean optimizationap-
proach,Sampson’s solutionwasto usea reweightingstrategy. At eachiteration,hemini-
mizesthemodifiedweightedleastsquareserrorS T VYX|Z]\Î^_ `¶aclÏ ` d VYXef ` Z T
wherethe weights
Ï `
aregiven by the inversegradientmagnitudesascalculatedon the
previous iteration. The initial estimateis taken from the Booksteinalgorithm, and the
Booksteinconstraintis appliedateachsubsequenti eration.Theflop countperiterationis
thereforethatof theBooksteinalgorithmaddedto the  n requiredto computethereweight,
giving a costper iterationof Í n flops. However this cost is dominatedby the needto
computethe geometricdistanceat eachiteration—asSampsonnotes,his algorithmwill
notnecessarilyimprovethefit ateachiteration,andthereforeneedsto bemonitoredusing
thegeometricdistancemetric. In this sense,Sampsonmaybeconsidereda fastermethod
of minimizing thegeometricdistance.In theimplementationusedhere,thealgorithmwas
iterateduntil thedistanceconverged,averagingabout4 to 10 iterationsdependingon the
occlusionlevel. Thefinal flop countis thenabouthalf of thatof theGeometricdistance.
Againdueto its cost,Sampsonis consideredonly in Figure4.14.
4.4 Experimental Methodology
Theprimarypurposeof thefollowing experimentsis to convincethereaderthattheconclu-
sionsdrawn asto therelative meritsof themethodsunderexaminationarereasonableand
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accurate.Thedifficulties inherentin this taskarethreefold: achieving a thoroughexplo-
rationof theparameterspace;choosinga reasonablemethodof generatingsyntheticdata;
andchoosinga meaningfulcomparisonmetric.
4.4.1 Exploration of the Parameter Space
Therangeof parameterson which performancemaydependis large[48]. A partial list of
thosewhichmayaffecta conicfitter is asfollows:
1. Noisedistribution: Theshapeandparametersof thenoisedistribution mayqualita-
tively affect the algorithm’s performancesin both relative andabsoluteterms. For
example,we notethat in Experiment1 (seeFigure4.5, page49), while all the al-
gorithmsperformmorepoorly with increasingnoise,the generalconic algorithms
breakdown moredrasticallybeyondacertainlevel.
2. Occlusion: As lessof theconic is seen,theperformanceof thealgorithmswill de-
crease.Theextentof this effect maybedifferentdependingbothon theamountof
occlusion,andalsoits locationwith respectto theconic’s principalaxes. This pro-
videsuswith two furtherparameter-spaceaxesalongwhich to attemptto categorize
performance.
3. Positionandscale: A numberof thealgorithmsthatareexploredin this chapterare
not invariantto similarity transformation,andthereforewill be expectedto behave
differentlydependingonthelocation,orientationandscaleof thedatapoints.More-
over, evenalgorithmswhicharetheoreticallyinvariantto positionmayexhibit errors
whenpixellationeffectsareincluded.In this work, I factorout transformationvari-
anceby assumingthatthedatapointsaretransformedto theunit squarebeforefitting,
andthepixellationeffectsmaybeconsideredby takingnoiselevel asthescale.
4. Shape: Theeccentricityof theconicis likely to affectalgorithmperformance,partic-
ularly asit approachestheextremesof lines,circlesanddegeneratehyperbolae.We
notethat theaffine invariantalgorithmswill not dependon shapeat a coarsescale,
but asabove,maydegradeunderextremeimagingconditions.
Parameter Focusing
To provideanintuitiveestimateof thesizeof parameterspacethatis to beexploredin order
to cover all possibleinteractionsof theseparameters,let usassumethatwe take 10 noise
levels,sampleorientationandocclusionin  Ð steps,eccentricityat10stepsandtranslation
at50. Thetotalnumberof combinationsexploredis thereforeÑ»Ò²ÓÔ \my o 4T o my o  o2  T  my cc
It is apparenthatto performevena coarsetestof say100runspercombinationwould be
prohibitivein termsof computetime. More importantly, presentingthecompleteresultsof
suchasimulationwouldmakeit extremelydifficult for any generalconclusionsto bedrawn
asto thebehaviour of thealgorithms.However, we want to ensurethatany subsampling
of this parameterspacedoesnot missany importantcharacteristicof oneor moreof the
algorithms.In anattemptto achieve this sparse—but representative—sampling,I adopta
techniquewhich I havecalled“parameterfocusing”.
Parameterfocusingattemptsto explorethespaceof possibleinput datain sucha way
that parameterswhich have little qualitative effect on performanceare ignored,while a
parameterwhichaffectstheoutputis exploredin sufficientdetailto determineits influence.
Thelevel of detailrequireddependson theeffectof theparameteronperformance.
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doesocclusionanglein Experiment2) neednot besampleddenselyastheir effect
will beto smoothlychangetheperformancecurves.However, it is usefulto setthem
to theirmostpessimisticvaluesbeforeexploringotherpartsof thespace,in orderto
ensureaccurateworst-casestatistics.Occlusionpositionis theexamplein thiswork,
aswill beshown throughoutthefollowing section.Õ Parameterswhich causeabrupt,or non-smooth,changesin performanceshouldbe
sampleddenselyin order to fully illustrate the relative meritsof algorithms. The
examplehereis quantityof occlusion.Õ Parameterswhich affect all algorithmsequally, simply causinga shift in theperfor-
mancecurves,neednot bedenselysampledasthey will not alter therelative merits
of thealgorithms.
In orderto visualizethespace,we areeffectively limited to takingonedimensionalslices
throughthespaceandplotting thevalueof our chosenerrormetric. To do this, we must
freezethe nonvarying parametersat somerepresentative value. Although the choiceof
a representative value is intuitively relatively easyin many cases,we would like to be
confidentthatour intuition is supportedby experiment.Thedecisionasto whatconstitutes
arepresentativevaluedependsonthewayin whichtheparameteraffectsthealgorithm,and
mustbefoundby takinga dense1D slice in thedirectionof thatparameteraxis,for fixed
valuesof the otherparameters.Immediatelywe seethat thereis an inherentcircularity
issue:in orderto exploreany parameterin orderto determineits effect,we needto know
how to settheothers,but to doso,needto haveaccurately“sliced” it.
The pragmaticsolution to this difficulty is to make parameterfocusingan iterative
process.An initial feelingfor thespacecanbefoundusingintuition or asparsesamplingof
thespace(for examplerandomor Latin squaresampling[93, p315]).Thentheparameters
areclassifiedusing1D slicing at sparseintervals,anda moreaccuratemodelof thespace
is built up. Theterminationcriterionfor this iterationis thata consistentsetof inferences
emerges. Thenthe internalconsistency of thefinal resultsallows us to infer that if there
is a differentstructurein theparameterspace,it is completelyorthogonalto thesubspaces
spannedin theexperiments.
As anexample,theprocedureof thismethodologyasappliedto theexperimentsin this
chapterareasfollows:
The initial sparsesamplingis simply that gainedduring testingof the algorithmson
many randomlygeneratedproblemswith all parametersvariable. While a more formal
approach(suchasLatin squaresampling)mightbepreferable,theguidedapproachappears
sufficient for thiswork.
Initially weexploretheeffectof noiselevel on thedata.Experiment1 (seeFigure4.5)
illustratesthattheresultsfor all algorithmsarequalitatively similarwith respecto increas-
ing noise.We infer thenthatthenoiseaxisneednot besampleddensely, andexperiments
arepresentedfor only threelevels,qualitatively labelled“low”, “medium” and“high”.
Theeffect of occlusionposition(the locationon theellipseof thesampledarccenter)
wasinitially exploredat thesethreenoiselevels,revealingthatdependingon noiselevel,
theworst-casesamplingoccurredeitherat curvaturemaximaor minima.
Examiningocclusionrevealsquickly thatit offersoneof themoreinterestinginfluences
on thealgorithms,with Figure4.10illustratingthetypical behaviour: algorithmsperform
adequatelyuntil a breakdown point is reached,beyondwhich they fail drastically.
At this point the breakdown behaviour allows us to performthe worst-casesearchof
Experiment2 in a moreinformedmanner. We concludethatthevariationin “worstocclu-
sionposition”is in factdependentonwhetheralgorithmsweresampledbeforeor aftertheir
breakdown points. Theworstcaseinformationis of relevanceonly beforebreakdown, so
we mayperformtheexperimentjust once,leadingto themorereasonableconclusionthat
onelocationis generallyworst.
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4.4.2 Generationof representative syntheticdata
In the currentcontext, we assumethat we will be generatingsyntheticdatasetsin order
to comparetheresultsof fitting with thegroundtruth, althoughat theendof thechapter,
someexampleson real imagesareprovided. In theory this might meanthat the entire
imagingpipelineoughtto beaccuratelysimulated,arelativelydifficult task.In thiscontext,
however, wemayreturnto thediscussionof Kanatani’sstatisticaldistancein Section2.2.4.
Thereit wasshown theoreticallyandempirically that datageneratedby samplingpoints
from a syntheticcurve andaddingisotropicGaussiannoiseis in facta reasonablemodel
of the dataproducedby a real imagingpipeline. This indicatesthat it is permissibleto
generatethedatafor thefollowing experimentsby samplingpointsfrom a syntheticcurve
andaddingisotropicGaussiannoise.
Othernoisemodelsmight alsobeconsidered,particularlya nonisotropicmodelwhere
thevarianceis perpendicularto thecurve.However, astheexperimentsillustrate,degreeof
occlusionof thecurve ratherthannoiseis theparameterto which thealgorithmsaremore
sensitive.
Additionally, thenoisemodeldoesnot includeany outlier component.This is because
noneof thedescribedalgorithmsarestatisticallyrobust. Thealgorithmsmaybemadero-




Experimentsotherthanthefirst areperformedwith three‘typical’ noiselevels,depicted
visually in Figure 4.3. The high, mediumand low noiselevels correspondroughly to
standarddeviationsof 4, 1 and
cÖ pixelson anellipsewith a majordiameterof 40 pixels.
In this andthe following, where“pixels” areusedasthe unit of error measurement,he
actualmetricusedis the level dividedby 40, in orderto make the resultsconsistentwith
Figure4.3.
4.4.3 Choiceof comparisonmetric
A third difficult questionlies in the selectionof a metric by which to comparethe per-
formanceof differentalgorithms.In the idealcase,thereis arguablyonly onetruly valid
metric.To paraphrase[48]:
Placeeachalgorithm in the applicationin which it will be used,run it on
typicaldata(includingtypicalatypicaldata),andcomputetherunningcost(in
dollars!)of theoverallsystem.
While this strategy is difficult to refute,it is not usefulif oneis attemptingto provide an
indicationof the generalutility of particularalgorithmsfor typical vision tasks. In order
to draw generallyapplicableconclusions,thechoiceof errormetricis crucial. In addition,
Haralick refersprimarily to algorithmswhich producea discreteoutput,so that onecan
countfalsepositivesandnegativesandgivea performancecharacterizationin theseterms.
In thecaseof acurveor surfacefitting algorithm,thequalityof fit is generallyacontinuous
function,sothatthereis noconceptof a “correct” answer– thethresholdthatwill besetis
applicationdependent.
The comparisonmetric for a single run (i.e. a single instanceof corruptedground
truth data)is definedwith respectto thegroundtruth parametersX true, andtheparameters
returnedby the algorithmfor that run X[× (where Ø is a subscriptwhich will be usedto
indicateone of a set of runs usedto determineaverage-casestatistics). Then we wish
to definetheerrormetric Ù VYX[×4eX trueZ which measureshow closethefitted conic is to the
groundtruth. For theconicfitting case,a numberof candidatesareimmediatelyapparent:Õ DistancebetweentheparametervectorsÙ \hgjX[× v X true g .
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vectorshave unit norm g	XlgM\Üm , which is truefor theoutputsof all thealgorithms,
evenif thefitting constraintusedwasnot g	Xlg0\m .)Õ Euclideandistancebetweenprincipalpoints. AppendixB describeshow this mea-
sureis computed.Õ Euclideandistancebetweentheconiccenters(seeAppendixB.)Õ Differencein estimatedradii (seeAppendixB.)Õ Geometricdistancebetweenthefittedconicandthegroundtruthsamplepoints.
In addition,we canusemetricsthatarenot dependenton knowing thegroundtruth. For
example,if we believe that minimizing the geometricdistancegivesthe MAP estimate,
thenwe maysimply measurethegeometricdistancefor eachalgorithmon thedatapoints
andthuscomparethem.However, astheKanatanialgorithmis basedonanotherdefinition
of MAP estimate,thesumof geometricdistancesmetricwill beunfairly biasedagainstthe
Kanatanialgorithm.
On first inspection,the geometricallyinspiredmetrics—principalpoint distance,dif-
ferencein radii—areappealingbecausethey correspondto measurablequantitiesin the
image.Themetricsbasedon parametervectorshave no obviousgeometricmeaning,and
the geometricdistancefavourssomealgorithmsover others.However, in choosingfrom
thegeometricmeasuresfor generalconicfitters,wemustnotethatthecenter, for example,
will often move significantlywhenthe fittersswitch from ellipseto hyperbola,while the
parametervectorsandgeometricdistancewill remainapproximatelythesame.
In selectinga metric for conicfittersappliedto theproblemof ellipsefitting, we face
a differentissue. In this case,we mustdecidehow to dealwith algorithmswhich return
non-ellipseswithout penalizingthe ellipse-specificalgorithms. In this case,I have pre-
sentedresultsfor thepercentageof non-ellipsesreturnedby eachalgorithmasa measure
of stability. To provideanaccuracy measure,I averagethevalueof thecomparisonmetric
only for thecaseswhereellipsesarereturned.
Figures4.1and 4.2 illustratetheperformanceof thesemetricson a low noisedataset.
AlthoughI have not yet describedthemethodof producingtheseresults,thesefiguresare
introducednow in orderto arguethat we may chooseoneasrepresentative for the later
experiments.In particular, the units of the abscissahave not beenexplained,but canbe
taken to indicatedegreeof occlusion. The graphsshow somevariationin their response
for differentalgorithms: for example,the geometricdistanceerror shows a strongbias
in favour of the TaubinandKanatanialgorithms,while the “percentageof non-ellipses”
metricclearlymakesno sensefor theellipse-specificalgorithm. However, theoverall or-
deringof thedifferentalgorithmsremainsremarkablyconstant:TheLinear, Booksteinand»Ý \m algorithmsform onegroupwhich breakdown earliest;followedby theellipse-
specificalgorithm;andtheTaubinandKanatanialgorithmstendto breakdown later. We
canthereforeusejustoneof thesemetricsin thefollowing sectionsandexpectthatthecon-
clusionsdrawn will extrapolateto theothers.Theparticularmetricchosenis theprincipal
pointdistance,becauseit is thegeometricmeasurewith thegreatestdiscriminatorypower.
4.5 Experimental Results
All experimentswereconductedusingtheMATLAB system[75]. Eigensystemsaresolved
using the underlyingEISPACK routines,while the derivative-freeminimization needed
for thegeometricdistancealgorithmusedtheNelder-Meadsimplex algorithm.Also,asthe
execution-speedcharacteristicsof interpretedMATLAB programsarequalitativelydifferent
to thoseof equivalentprogramsin a compiledlanguage,we give no timing statisticsother
thantheflop countsin theprevioussection.



















































































Figure4.1: Comparisonof differenterror metrics,low noisecase.The abscissamay be
readasamountof occlusion:thenumberof degreesof arcof theellipsewhich werepre-
sentedto thefitting algorithms.Top: Geometricdistancebetweenfitted conicandground
truth points. Middle: Angle betweenfitted andgroundtruth parametervectors.Bottom:
Percentageof non-ellipsesreturned.





























































Figure4.2: Comparisonof differenterror metrics,low noisecase. Top: Principalpoint
error. Bottom:Centererror.
















Figure4.3: Visual depictionof the threenoiselevels usedin the later experiments.The




It hasbeenobserved[111, 50] thatmany computervisionalgorithmssuffer from numerical
ill-conditioning simply becausethey computein pixel coordinates.In the caseof ellipse
fitting, Rothwellnotesthatthematrix Þ \i2{}i containstermsraisedto thefourthpower,
andwith typical pixel coordinatevaluesof theorderof 100 to 1000this leadsto compo-
nentsof Þ of theorderof myß – m² c T . Theconditionnumber[43] of thismatrix is thenof this
order, leadingto computationswhichwill loseall significantfiguresif solvedin singlepre-
cisionfloatingpoint. Evenin doubleprecision,answerswill bevalid to only a few places.
Ellipsefitting should,therefore,beperformedonly usingconditionedcoordinates,where
the imagepointshave beenscaledto have approximatelyzerocentroidandunit length.
All computationsin the experimentswereperformedin well-conditionedcoordinatesby
consideringonly ellipsesin theunit square.
This hasthe disadvantagethat noiselevels which are most easily comprehendedin
units of pixels arenow in nonintuitive fractionsof the ellipsediameter. To assistin the
interpretationof the resultsin this section,I have arbitrarily scaledall noiselevels by a
factorof 40 to convert to pixel units.This impliesthatnoiselevelsarerelative to pixelson




vectors à  ¸<e  ¹Eeá³¸<eáH¹Aeâã , where V  ¸<e  ¹4Z is theconiccenter, á³¸ and á³¹ arethe ä and å
radii respectively, and â is thecounterclockwiseanglein degreesto theellipsemainaxis
from thepositive ä axis.
4.5.1 Experiment 1: Noise
In thisexperiment,weareinterestedin characterizingthebehaviour of thealgorithmswith
completedataandwith respecto noise.Experimentalprocedurewasasfollows:
1. The ellipse à [e[e	me cT eEã (seeFigure 4.3) was sampledat 100 points uniformly
spacedaroundthecircumference.
2. Noisesigmawaslogarithmicallyvariedbetweenæ Ö and  Ö pixels.
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Figures4.4and4.5show theerrorin theprincipalpointpositionsasafunctionof noise
level. Figure4.4 shows that at low to moderatenoiselevels ( çÅ  pixels), all the al-
gorithmsshow anapproximatelylog-linearrelationshipbetweennoiselevel andprincipal
point error. This error rangeis roughly the limit of what onemight expecton real im-
ages.However, asdiscussedlater, the“effective ç ” will increaseif smalleror moreheavily
occludedellipsesareimaged.
Figure4.5 shows thesamedataasFigure4.4,but theresultshave beenscaledsothat
the ellipse-specificalgorithmhasa valueof one. This moreeasilyallows us to compare
thealgorithms.Again,underlower noise,all algorithmscanbeseento performsimilarly,
while at high levels the # \±m andEllipse-specificalgorithmsretaintheir log-linear
behaviour, while theothersdegradelessgracefully.









































Figure4.4: Raw resultsof experiment1.


























Noise level (Ellipse diameter/40)
Figure4.5: Resultsof experiment1, relative to theellipse-specificalgorithm.At veryhigh
noiselevels,the Mè \m andellipse-specificalgorithmsaremoststable.But at average
levelsof about1 pixel, all algorithmsfaresimilarly asnoiseincreases.
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4.5.2 Experiment 2: Orientation
In thisexperiment,we investigatehow theerrorsin determiningthecenter
c
of anelliptical
arcvaryastheportionof theellipsefrom whichthearcis sampledrotatesabouttheellipse.
This is sothatin Experiment3 we mayensurethatthesubtendedanglemeasurementsare
taken at the mostpessimisticlocationaboutthe ellipse. Experimentalprocedureis now
described.For eachof two valuesof thearcsubtentedangle,correspondingroughlyto low
andhighocclusion:
1. Thecounterclockwiseorientationof thecenterof thearcwasvariedfrom 0 to 180Ð
in stepsof 5Ð .
2. Theellipse à <e[e<e	meã wassampledat100pointsuniformly spacedalongthearc.
3. Thesampledarcwascorruptedwith the‘low’ noiselevel asdescribedabove.
4. Theellipsecenterreturnedby thefitting algorithmwasaveragedover100runs.For
thegeneralconicalgorithmsrunswererepeateduntil they returnedellipses,sothat
100ellipseswerealwaysused.
I show theresultsin two ways. Figures4.6 and4.7 illustratevisually the locatedcen-
ter positionsfor the algorithms,while Figure4.8 shows the error in centerpositionasa
functionof thearcorientation.
Thevisualdepictionin Figures4.6 and4.7 highlightsa numberof interestingcharac-
teristics. The TaubinandKanatanialgorithmsdemonstrateno particulardependency on
thesamplingposition,asindicatedby thefact that their reportedcenterpositionsareran-
domlyscatteredaboutthetruecenter. On theotherhandall theremainingalgorithmshave
significantsystematicerrors(or bias), andthis biasis a relatively smoothfunctionof the
positionof thearcalongtheellipse. Perhapsmoresurprisingly, for thebiasedalgorithms
the returnedcenteris alwayson the line joining the arc midpoint to the true conic cen-
ter. This in turn pointsto thereasonsfor theeffectivenessof theKanatanibias-correcting
algorithm—if thebiasis a smoothfunctionof theparameters,thenit will beconsistently
inferred,evenfrom thepoorinitial estimatewith which thealgorithmis initialized.
In Figure 4.8, the distanceerror is plotted as a function of the arc angle,allowing
the magnitudeof the error to be seen. Again we confirm that the TaubinandKanatani
algorithmsareeffectively insensitive to thearcposition.However, theresultsfor theother
fittersaresomewhatsurprising.Intuitionwouldsuggesthattheworstplaceto samplefrom
is theminimumcurvatureregionat thetop (andbottom)of theellipse(wheretheangleis
90Ð ), andindeedfor the linear algorithmthis is the case.The Booksteinand # \m
algorithms,though,have the greatesterror at the 45Ð and135Ð quarterpoints;while the
ellipse-specificalgorithmin factperformsbeston thelow-curvatureregion.
Examiningthis last result, it is apparentthat the error magnitudeis reducedat the
low-curvatureregionssimply becausetheellipsedatapointsarethencloserto thecenter.
Scalingtheerrorateachangleby theradiusat thatpositiongivesthegraphsin Figure4.9,
whichagreemorereadilywith theintuitiveexpectationthatthereduced“informationcon-
tent” at the low-curvatureregionswill leadto poorerresults.Now the Linear, Bookstein
and Lé \m algorithmsall exhibit theirworstrelativeerrorsonthelow-curvatureregion.
Theellipse-specificalgorithmthenhasanerrorthatis constantoverall choicesof angle.
Theconclusionis thatfor thealgorithmswhichindicateadependency,maximumerrors
occurwhenthe arc is sampledfrom the low curvaturesectionsat 90Ð and270Ð . For the
otheralgorithms,any choiceof angleis equivalent.Therefore,in subsequentexperiments
wesamplefrom thesepointsin orderto ensureworst-casebehaviour.
ê
In this section,thecenterpositionis usedbecauseit is easierto visualizethantheprincipalpoints.
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Linear, Noise 1, Angle 150 Bookstein, Noise 1, Angle 140
Taubin, Noise 1, Angle 140 A+C=1, Noise 1, Angle 140
Kanatani, Noise 1, Angle 140 Ellipse, Noise 1, Angle 140
Within eachellipse,eachchainof crossesis thesetof centerpositionsreturnedby thecorresponding
algorithm. Eachreturnedcenterpoint (i.e. each ë ) correspondsto a 140 degreearc of the ellipse
(exceptfor theLinearalgorithmfor which 140ì is beyond its breakdown point and150wasused).
Theactualarc involved is generallythatwhich is bisectedby the line from the true centrethrough
thefittedcentre,andonto theellipse(becauseall algorithmstendto havesomehigh-curvaturebias).
Thethick curvesimply givesanimpressionof theamountof arcused,andis in nospecialposition.
Figure4.6: Resultsof experiment2, low occlusion.
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Linear, Noise 1, Angle 90 Bookstein, Noise 1, Angle 90
Taubin, Noise 1, Angle 90 A+C=1, Noise 1, Angle 90
Kanatani, Noise 1, Angle 90 Ellipse, Noise 1, Angle 90
As previous,exceptthatsamplesaretakenfrom a90ì arc,thusincreasingtheerrorrate.
Figure4.7: Resultsof experiment2, highocclusion.
CHAPTER4. EXPERIMENTSIN CONICFITTING 53







Linear, Noise 1, Angle 150







Bookstein, Noise 1, Angle 140







Taubin, Noise 1, Angle 140







A+C=1, Noise 1, Angle 140







Kanatani, Noise 1, Angle 140







Ellipse, Noise 1, Angle 140
Themetricis thedistanceof thecenterfrom thetruecenter(which is at theorigin). TheTaubinand
Kanatanialgorithmsarebasicallyinsensitive to thepositionof thearc,producingrandomlyvarying
results.
For theellipse-specificfitter, theworstcaseis in thehighcurvatureregion,dueto its consistenthigh-
curvaturebias,whichpulls thecentretowardsit. For theotherconicfitters,theworstplaceto sample
from, in termsof centererror, is thelow-curvatureregion.
Figure4.8: Resultsof experiment2. Centererrorversusarcposition.
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Linear, Noise 1, Angle 150







Bookstein, Noise 1, Angle 140







Taubin, Noise 1, Angle 140







A+C=1, Noise 1, Angle 140







Kanatani, Noise 1, Angle 140







Ellipse, Noise 1, Angle 140
As above, with theerrornormalizedby the radiusat thepoint on thearc from which thesampleis
taken. Weobserve thattheellipse-specificfitter now hasa roughlyconstanterror—implying thatits
erroris proportionalto theradius.
Figure4.9: Resultsof experiment2 normalizedby radius.
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4.5.3 Experiment 3: Occlusion
Thethird experimentis designedto locatethebreakdown point of eachof thealgorithms
whentheellipseis progressively occluded.We measuretheerrorsin centerpositionand
radiusestimatesfor several arcsof decreasingsubtendedangle. Experimentalprocedure
wasasfollows:
1. Theanglesubtendedby theelliptical arcwasvariedfrom 360Ð down to 0 in stepsof
10Ð .
2. Theellipse à <e<e²me cT eEã wassampledat100pointsuniformly spacedalongthearc.
3. The sampledarc wascorruptedwith the three‘standard’noiselevels asdescribed
above.
4. Over 1000runs,the noisy arcsweresubmittedto eachfitting algorithm. The dis-
tancesof thefitted principalpointsto their correspondentson the trueellipsewere
calculated.Themeansumdistancewherethealgorithmsreturnedellipseswascal-
culated,aswasthepercentageof runsin whichnon-ellipseconicswerereturned.
Figures4.10,4.11,4.12show theplots of principalpoint error andpercentageof returned
non-ellipsesas a function of decreasingsubtendedangle,for the threenoiselevels. In
addition,Figure4.13showstheparameterangleerrorfor all threelevels.Thegraphsshow
that all the algorithmsbreakdown asthe amountof occlusionincreases,but that in low
noise,theKanataniandTaubinalgorithmsshow thebestperformance,breakingdown later
thantheothers.As noiseincreases,theincreasedstabilityof theellipse-specificalgorithm
meansthatit alsobecomescompetitivewith thesealgorithmsin termsof accuracy.
As occlusionis decreasedbeyondthebreakpoint,thealgorithmsshow someinteresting
behaviour, illustratingtheir responseson essentiallyrandomdata. In this casewe cansee
thebiastowardsor awayfromellipsefitting of eachalgorithm.For example,in Figure4.12,
the Lí \m constraintreturnsellipsesonly, indicatingthebiastowardsellipse-specificity
notedby otherauthors,while thelinearalgorithmshowsastrongbiastowardshyperbolae.
TheKanatanialgorithmreturnsabout50%of eachtypeof curve which is consistentwith
its unbiasedness.
Thegraphsfor worst-caseperformance,on theotherhand,begin to favour theellipse-
specificalgorithm much earlier. Although the Taubin and Kanatanialgorithmsare the
mostaccurateonaverage,thewidevariancein their responsesmeansthatthe Í ç errorbars
overlapwith theellipse-specificmethodevenon low noise.
Finally, the resultsfor the more expensive “Sampson”andgeometricdistancealgo-
rithmsareshown in Figure4.14.Themeasureusedis thegeometricdistance,asthis is the
measurewhich bothalgorithmsattemptto minimize,andthereforeit is instructive to note
theextentto which themoretractablealgorithmsachieve this goal. Theresultis thatnei-
therimprovegreatlyontheTaubinalgorithm,andtheSampsonalgorithm(initializedusing
Bookstein)fails to reacheventhelevel attainedby Taubin.We mayconcludethenthatthe
moreexpensive algorithmsdo not in fact offer any greatadvantageover the fastermeth-
odsin termsof minimizing thegeometricdistance.However, whencombinedwith robust
fitting, whichnecessitatesaniterativealgorithm,they mayagainbecomecompetitive.
































































































We notethattheTaubinandKanatanialgorithmsoffer superiormeanaccuracy, alongwith
a later breakdown point. Note that after the error reachesabout1.5, the algorithmsare
essentiallyperformingrandomly.
Figure4.10:Resultsof experiment3, low noisecase.














































































































































































































































































Figure4.13:Resultsof experiment3, parameterangles.Thecurvesshow parameterangle
errorfrom thethreenoiselevels,indicatinggeneralconicfitting performance.
































Figure4.14: Resultsof experiment3, expensive algorithms.This graphshows resultsfor
the moreexpensive “Sampson”and“Geometric” algorithmsfor the smallestnoiselevel
andonly in thebreakdown region. We notethatevenat low noiseandocclusion,Sampson
is beatenby thecheaperTaubinalgorithm. The“Geometric”algorithmimprovesslightly
on theTaubinalgorithm,but notby agreatdeal.
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4.5.4 Experiment 4: Realdata
In order to provide examplesof the algorithms’performanceon real data,a real ellipse
imagehasbeenprocessedbyalocalimplementationof theCanny edgedetector[21]. Edgel
chainscorrespondingto theboundariesof thetwo ellipseshavebeenmanuallyextracted.In
orderto simulateocclusion,weadoptthefollowing experimentalstrategy for eachellipse.
First, fit an ellipseto the entirechainusingany oneof the fitters (the resultsare in-
distinguishablewith differentfitters). Usethis ellipseto determintheprincipalpoint. For
valuesof the î coordinatebetweentheminimumandmaximumin thechain:
1. Extracttheedgepointsfor which î|ï}ðèî .
2. Draw thefittedconicon theoriginal image.
3. Recordthedistancebetweentherecoveredprincipalpointandthatobtainedfrom the
full fit.
The resultingimage(Figure4.15)givesa visual depictionof thealgorithmresultsasthe
ellipseis progressively occluded.Thequantitativeperformancegraphsareshown in (Fig-
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Occlusion samples: Linear Occlusion samples: Linear
Linear
Occlusion samples: Ellipse−specific Occlusion samples: Ellipse−specific
Ellipse
Occlusion samples: Bookstein Occlusion samples: Bookstein
Bookstein
Occlusion samples: Turner Occlusion samples: Turner
Taubin
Occlusion samples: Kanatani Occlusion samples: Kanatani
Kanatani
Figure4.15:Occlusiontestsonrealdata,qualitative.Edgesof thetwo ellipsesareextracted
usinga local implementationof the Canny edgedetector, andocclusionis simulatedby
removing portionsof theedgelchainto theright of a vertical line. Thefitted edgeis then
overlaidon the image. We noteagainthe improvedbiason the latter two algorithmsand
thestabilityof theEllipse-specificalgorithm.
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Figure4.16: Occlusiontestson realdata,quantitative. Distanceof recoveredcenterfrom
truecenterfor eachalgorithmon eachof thetwo ellipses.Theuppergraphshows perfor-
manceon thesmall ellipse,with Taubinbest,andtheEllipse-specificsecond.The lower
shows thaton thelargeellipse,Taubinis still best,but thereis little to choosebetweenthe
otheralgorithms.
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LIN(Conic)
AMS(Conic)
B2AC      
−− LINC   


















Experiment 4: Circle breakdown vs. subtended angle
Figure 4.17: Resultsof experiment4. The specializedcircle fitters LINC and AMSC
(“SpecialisedTaubin”) have betterbreakdown characteristicsthanthecorrespondinggen-
eral conic algorithms. (B2AC is the Ellipse-specificalgorithm,andAMS is the Taubin
algorithm).
4.5.5 Experiment 5: Cir cles
In thefinal experiment,we considerthe breakdown performancewhenthe generalconic
fitting algorithmsaremadespecificto a particulartask;in thiscase,circlefitting. Thepro-
cedureis similar to Experiment3,but weaddtwo new algorithmswhicharespecializations
of theLinearandTaubinalgorithmsrespectively to circles. This specializationis trivially
achievedby replacingtheleastsquaresdesignmatrix ñ with thefollowing:
ñóòõôö÷ îøù~úüûAøù î ù û ù ýî øø úüû øø î ø û ø ýþ	þ²þî øÿ ú´û øÿ î ÿ û ÿ ý
 
And replacingthe derivative matrix of the Taubinalgorithmappropriately. Figure 4.17
shows the breakdown curvesfor the low-noisecase. As expected,the specializedfitters
breakdown considerablylaterthanthegeneralconicalgorithms,illustratingoncemorethe
improvementin stabilityprovidedby reducingthescopeof theshaperepresentation.
4.6 Discussion
Thischapterhasdiscussedtheproblemof fitting conicsectionsto ellipsedata.Theexper-
imentsillustratethatthekey parameteraffectingthealgorithms’accuracy is theamountof
occlusionpresentandthequalitativenoiselevel. With completedata,all algorithmsexhibit
a similardegradationin thepresenceof increasingnoise.
As the databecomeprogressively incomplete,a breakdown point is reachedbeyond
which the algorithmsfail catastrophically. This breakdown point is superiorwith the
Ellipse-specific,TaubinandKanatanialgorithms,and,in thespecialcaseof a circle,with
thecircle-specificalgorithms.Underhighnoise,Kanatanihassuperioraccuracy but returns
hyperbolaeup to 60%of thetimewhenpresentedwith highly occludedellipses.
Algorithm complexitiesare,in increasingorder: Lúwò ý , Bookstein,Linear, Ellipse-
specific, Taubin, Kanatani,Sampson,Geometricdistance. We note however that the
Kanatanialgorithmis almostanorderof magnitudeslowerthantheprecedingfive,andthat
theSampsonandgeometricdistancealgorithmsaresignificantlyslower thanKanatani.
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Taubin’salgorithmis thebesttradeof betweenspeedandaccuracy in almostall cases.
It is almostasaccurateasKanatani’sbut is about10 timesfaster, andis only twiceasslow
asthefastestalgorithms.In caseswherehighaccuracy is required,Kanataniis themethod
of choice.Wherestability is of importance,theEllipse-specificalgorithmis a clearleader.




form or well understoodsolutionsto thefitting problem.However, thereis anotherfamily
of conic fitters—basedon iterative minimizationof a distancefunction—thatmight pro-
vide superiorresults. This wasnot doneherebecausethe performanceof the Kanatani
andTaubinalgorithmswassuchthat moreexpensive techniqueswere felt to yield little
improvementin accuracy over thatprovidedby thelatter two. Also, thereexist goodthe-
oreticalsurveysof thedistance-metricbasedalgorithms[104, 105]. However, it would be
usefulto incorporateinto this experimentalframework the nonlineartechniques,particu-
larly theellipse-specificalgorithmsof [103, 40, 115], alongwith Porrill’s [91] alternative
biascorrectionalgorithm.
Therangeof errormetricsused,while wide,doesnotnecessarilyindicatethesuitability
of thefittersfor all tasks.Examinationof somealternative errormetricssuchastheconic
invariants[96, 94] mightallow usto widentherangeof applicabilityof theseresults.
Chapter 5
The Run-Distribution Test
This chapteris concernedwith theproblemof decidingwhethera fitted modelaccurately
describesthe datato which it hasbeenfitted. We have developedan effective method
of testingthe lack-of-fit of a parametricmodelto data,with applicationsto thecomputer
visionproblemsof robustestimation,modelselection,andcurveandsurfacesegmentation.
Thebenefitsof this techniquearehighsensitivity (largeresponseto smalloutliers)and
very low dependenceon the noisedistribution of the input data. Our test is new to the
computervisioncommunityin severalways: Welook at thedistributionof theresidualerrors,ratherthanbasingstatisticsdirectly
on theirvalues. We assumea broadenoughclassof distributions as to be essentiallydistribution
independent. Thetestrequiresno knowledge of thesensornoiselevel, andits responseis essen-
tially independentof thatlevel.
We presentresultsof experimentsthatcomparethe testwith thestandardchi-squared
(  ø ) statistic,andthemedianabsolutedeviation(MAD) measureusedin robustestimation.
The experimentsaredesignedto representypical vision tasks,namelyfeaturetracking,
robustfitting, andsegmentation.Weshow thatour testis comparableto theMAD andchi-
square,but is cheaperthantheMAD, andrequiresnoknowledgeof thenoiselevel, unlike
thechi-squared.Theseshow thatthenew testis superiorin caseswherethenoiselevel is
poorly known, but that if it is known, moreaccurateresultswill beobtainedusinga test
suchasthechi-squared.
5.1 Intr oduction
It is very commonin computervision to wish to representsomelargedatasetin a concise
wayin ordertoextractgeometricproperties,attenuatenoise,orsimplyto reducethevolume
of data. In almostall cases,this is achievedby fitting anappropriateparametricmodelto
thedatasetin theleastsquaressense.It is thenvital to havesomeway of telling whenthe
fit is wrong,andthemodelis not ‘appropriate’to thedata.Simpleleastsquarestechniques
[93] assumethenoisein thedatato bestrictly Gaussianof known variance,andthenuse
the  ø testto giveanestimateof theprobabilitythat,underthatassumption,thedatafits the
model.Robustestimators[76] approachtheproblemmoredirectly, by effectively ignoring
datapointswhich do not fit themodel.Robustmodelsare,however, evenmoreexpensive
to fit thanunbiasednonlinearmodels,anddo not helpwhenthemodelis alreadyfitted to
thedata,andsimpleverificationis all thatis needed.My argumentassertsthatleastsquares
is adequatefor mostpurposes,until its assumptionsare violated. Of courseit is precisely
66
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theseboundaries,atwhich theassumptionsareviolated,thatareof mostimportanceto the
visualprocess.Hence,a quick andeffective testwhich identifiessucherrorswill allow a
cheapestimatorto beusedon mostof thesignal,while themoreexpensive techniquesare
heldin reserveuntil thecheapermethodsfail.
5.2 Goodness-of-fitTesting
As in Chapter2, we denotethedatapointsto which themodelis to befitted by 	
!ï ÿï ù
andtheparametersof themodelby kò	Eï ï ù . We alsoassumethatwe havea distance
metric 
 whichmeasuresthesigneddistancebetweenaparticulardatapointandthe
fitted model.Themodelfitting processis assumedto have foundthevalueof  for which
theerrormetric  ò ÿ ï ù"! #$%
!ï&%
is minimized.Thefunction !  î' is aninfluencefunction,which for classicalleastsquaresis ! Yî'0òî ø . We do not needto know theform of ! , simply that it mustbesymmetricorantisymmetricaboutîkò)( . Having foundthevalue  , wecandefinethesetof residuals* ò+#
!ï& ÿï ù
The taskof goodness-of-fitestingis to determine,basedon the valuesof the residuals,
whetherit is likely thatthemodeldescribesthedata.Lack-of-fit statisticssaywhetherthe




Whaite [131] providesan accessiblesummaryof the chi-squaretestingtechnique. The
basicassumptionis thateachobservedpoint ,
!ï is theexactpointcorruptedby anisotropic
zero-meanGaussiannoiseprocessof variance - ø . This meansthat if - is known, the
randomvariables
* ï/. - arezero-meanGaussianrandomvariableswith unit variance.Then




2 $'î'wò ù8:9;=<?>A@BDC ;E ù=F E'G dC [93]
givesameasureof how badlythemodelfits thedata.
Thedisadvantagesof the  ø testarewell known: theGaussiannoisemodelhasrepeat-
edlyprovedunrealisticin computervisionandthenoisevarianceis oftendifficult to know
in general. Additionally, the test,dependingon a linearizationof the residualequation,
fails in thepresenceof highnoise,evenwhenthenoiselevel is known (seeFigure5.7).
5.2.2 Median AbsoluteDeviation
The medianabsolutedeviation (MAD) measureis not strictly a test,in the senseof pro-
viding a probability of error. However, becauseit is essentiallythe error metric usedin
robustestimators,it is interestingto seehow its responsecompareswith thetestproposed
here. Themeasureis simply themedianof theabsolutevaluesof the residuals,andmay
beevaluatedin HI 3  time [7]. To usethismeasureasa testof goodnessof fit, weneedanJ
The distinctionbetweenlack of fit andgoodnessof fit is subtleandof greatinterestto statisticians,but we
shallnot make it here,treatingthetwo termsasequivalent.
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estimateof thenoiselevel. For Gaussiandistributedresidualswith a standarddeviation - ,
themedianK of theabsolutevaluesof theresidualssatisfiesý-L 7NM#OQPB F ESRTT/U TWV C ò ýX
Fromthis,wecancalculatetheexpectedvalueK ò Y[Z%\ E ù  ý7 -] ø^ -
andthresholdtheMAD valueaccordingly.
5.2.3 Maximum Run Length Test
The“RANSAC” systemof [14] andthe3Dsegmentationalgorithmof Besl[8] usethemost
similar tests(to the testpresentedhere)reportedin the vision literature. Both, however,
only considerthe maximumrun length (seebelow) observed for a set of residuals. In
our experiments,we have found this measureto benoisesensitive. Also in bothof these
systems,therunstestis usedonly asa “backup” testin conjunctionwith thechi-squared
test.
5.3 Run-distribution Test
We now introduceour test,whichwehavecalledtherun-distributiontest.We describethe
ideabehindthe test,thenoisemodelwhich we assume,theactualtest,andhow it differs
from similar testsin theliterature.
Thetestsdiscussedaboveessentiallyfirstextractonenumberfrom thesetof residuals,
and thenusethat asa basisfor discrimination. Insteadwe want to look at the entireset
of residuals
*
, anddecidewhetherthatsetis whatwe would expect,givendatawhich is
in concordancewith bothour parametricandnoisemodels.At thatpoint,we canreturna
singlemeasure,whichdescribesthelikelihoodthattheparticularsetof residualsis indeed
consistentwith having beendrawn from thepopulationof possiblesets.
rms 0.14, line data, line fit: accept
+−−−−−−++−−−++++−−+−++++−−++−−++++++−−−−+−−−+−++−−
rms 0.13, conic data, line fit: reject
+++++++++−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−++++++++++
Figure5.1: Moti vation for the RD test. Thefirst datasetis consistentwith interpretation
asa line, while thesecondis not—beingmorereadilyseenasa circle. This is despitethe
circledatahaving asmallerroot-mean-squarerrorthantheline. Underneath,the ú and 4symbolsshow theresidualsignsusedin theRD test.
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Figure5.1shows themotivationfor thetest. Eventhoughtheline datasethasa larger
fitting residual,it appearsto bebetterexplainedby a line modelthandoesthecircle data.
The datais well explainedin the first casebecausethe residualsafter fitting look like
randomnoise,but in the circle casethereis still “structure” in the residuals. However,
structurein theresidualscontradictstheassumptionthat the
* ï aredrawn from a random
process,so we canthereforesay, without a priori knowledgeof the noiselevel, that the
first fit is goodandthesecondis bad. The runstestis onesimplemethodof looking for
structurewhichwill now bedeveloped.
5.3.1 Noisemodel
We allow eachpoint to becorruptedin eachdimensionby a scalarnoisecomponentsam-
pledfrom a symmetriczero-meanprocessplusanoutlier process.Notethat this is a very
wide rangeof distributions,trivially includingthenormaldistribution. Moreover, thispar-
ticular type of distribution is commonin computervision. With sucha distribution, the
residualsafter least-squaresfitting will be similarly distributed. We canthereforedetect
outliersby quantifyingthe extent to which the distribution of the residualsmatchesour
noisemodel.
5.3.2 Definition
We begin by noting that if the noisedistribution is zero-mean,the residualset
*
should
have equalnumbersof positive and negative elements—pointshouldfall randomlyon
eithersideof thecurve. By deletingany zeroesfrom
*
, we canmake a setof thesignsof
residuals _ ò1	`%abdc? * ï/e ÿï ù
whoseelementsmayberepresentedaseither+ or-. Following vonMises[130, page184]
we definea run asa sequenceof oneor moreresidualsof thesamesign. For examplethe
set
_ òf	 +-+++--+-  containsrunsof lengths1,1,3,2,1,1respectively. Intuitively, we
would expectthat if the modelfits well, therewill be a largenumberof shortruns,with
many longrunsof positiveor negativeresidualsindicatingthatthemodelhasbeenbiased.
Thedistributionof runsis a histogramof thenumberof runsobservedfor eachrun length.
In thepreviousexample,therearefour runsof length1 andoneeachof lengths2 and3.
Measuringthelikelihoodof a particulardistributionof runsis a problemthathasbeen
approachedin thestatisticalliterature[19, 59, 78]. In particular, having decidedto measure
theruns,thequestionarisesasto how toquantifythedeviationof aparticularexamplefrom
thegeneralpopulation.Kempthorneet al [59, page234] calculatetheexpectedvalueand
varianceof thetotalnumberof runs KgDh Kji¡ò 3 ú ýgkh K ø i¡ò 3  354 ý 7 3l4 ý 
andapproximatethe distribution by a Gaussianin order to calculateprobabilities. This
approach,takenalsoby [78], [19], and[130] simplifiestheanalysis,but reducesthesensi-
tivity of thetest.In thispaper, weinsteadcomparethe“actual” distributionto theobserved
distributions.
5.3.3 Comparing the distributions
If we make a histogram mnop wherebin o containsthe numberof runs of length o in
the residualsthenthis will approximatethe probability densityfunction (pdf) of the true
run distribution. Therunshistogramfor theexampleabove is then m òf	 X  ý  ý (q[rr[r  .
By comparingthis distribution with thepdf stop producedby a randomprocess,we can
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determinewhethertheresidualsaretruly random,or still containstructure,implying that
theoriginal dataarenot well describedby thefitted model. In decidinghow to compare
thehistograms,theacceptedchoiceis, again,to usethechi-squaredtest,but this time as
a methodof comparingdistributions.From[93, u 14.3], thestatisticthatwe wish to testis
thesum ÿ v  ù m v 4 s v  øs v
whichis known to bedistributedasachi-squaredvariablewith 3 degreesof freedom.Thenusingthechi-squaredtestasabove,weobtaintheprobabilitythataparticularhistogramof
runs m is consistentwith thetruehistograms .
An alternative metric for comparisonof distributions,the Bhattacharryaoverlap,has
recentlybeenintroducedto thevisioncommunity[63]. Effectively it correlatesthepdfsof
thetwo distributionsaftercorrectingfor thevariance,sothatin ourdiscretecaseit hasthe
value ÿ v  ù"w m v s v
In orderto testits significance,weconvert it to its chi-squaredform, theMatustadistance:
 øx ò X ÿ v  ù  w m v 4 w s v  ø
Thismetricwastestedasanalternative to thechi-squaredistribution testbut wasfoundto
yield poorerresults(seeFigure5.6).
5.3.4 Determining the Actual Distribution
To enableuseof the distribution comparisonmetrics,we mustknow the expecteddistri-
bution of our measure.To this endwe performeda Monte-Carlosimulationof thefitting
processand recordedthe results. We modelledthe sensornoiseprocessas a Gaussian
plus quantization,which is an appropriatemodel for the laserrangefinder in usein our
laboratory.
Thedistributions(graphedin Figure5.2)werecalculatedasfollows: For a givennum-
berof points 3 , theline û2òzîú ý î½ò ý rrr 3 wascorruptedby Gaussiannoiseof - òy ,thenquantizedto the next lowest integer. The runshistogramwas calculatedusing the
residualsof a linearleast-squaresfit. Repeatingthisprocess5000times,andmeasuringthe
cumulativefrequenciesfor eachlengthof rungavethedistributionsshown. This technique
waschosenbecauseit was felt that the particularchoiceof this line would not alter the
results.To testthis conjecture,the line slopeandnoisewerevariedwidely andtheexper-
imentrepeated.Resultswerecomparableto within about(zr 7 percent.However, changing
themodelto aquadraticalteredthefrequenciesby up to 10percent,suggestingthatin real
applications,it is importantto ‘train’ theteston themodelsexpected.
We notethatalthoughthehistogramshouldbecalculatedfor all possiblevaluesof the
numberof datapoints 3 (up to ý (|{ in a 2D system),therewasnosignificantchangein thefrequenciesafterabout3 ò ý (d( , lighteningthecomputationaloadsignificantly.
5.4 Experiments
Two experimentswereperformedto assesstheperformanceof thenew testandcompareit
to existing tests.Theexperimentsweredesignedto berepresentativeof ‘everyday’vision
tasks:trackingandsegmentation.
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Run distributions for Gaussian noise with Quantization Error
n=20
n=10
Figure5.2: Empirically deriveddistributions of run fr equenciesfor two valuesof 3 , thenumberof datapoints. Thehistogramsweredeterminedby countingtherun frequencies
from Monte-Carlosimulationof a line fitting procedure.Thesearethenusedasthebase
distributionwith which testcasesarecompared.
5.4.1 Tracking
Hereweconsidertheproblemof trackinga point throughtimeor spacewhile maintaining
an estimateof its trajectory. The trackingcanoften be foiled whenonepoint passesin
front of anotherand the programbegins to follow the secondpoint. The error may be
detectedby examiningthefit betweenthetrajectorymodelandthedata.In thisexperiment
the track is representedby a line at 45 degreeswhich proceedsfor 50 points. The false
trajectoryis thenrepresentedby a secondline of 50 pointsjoining thefirst at anangleof
90degrees.Althoughthechoiceof }d(~ mayseemarbitrary, usingsmalleranglesprovedto





!ï% ù BBï ù weregeneratedasî ï ò ûï ò   y(ý (d( 4 y(
2. Gaussiannoiseof standarddeviation - ý  X was addedto the û coordinatesof
trajectorydescribedabove. Noisewasaddedonly in the û directionin orderthatthe
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Figure5.3: Tracking task: Average-caseperformance. Thebottomof thefigureshows
the noisy dataset. The threeuppergraphsare meanresponsecurvesof the lack-of-fit
detectorsasafunctionof positionalongthecurve,with graycurvesindicatingthe25%and
75%percentileresponsesoverthe1000runs.Theidealdetectorwill have low responseon
theleft of theverticalline, with highresponseimmediatelyafterwards.
 ø testcanbeappliedin its mostusualform. This is consistentwith samplingof an
unknown variableû atdiscretetime intervals î .
3. For each3 between3 and100, the line û òEîú) wasleast-squaresfitted to thenoisydatapoints 	
 ï  ÿï ù andthecomputedstatisticsof eachof thegoodness-of-fit
testswererecorded.Again,wedonotuseorthogonalregression,asthenoisemodel
haserrorsonly in û .
Thisgenerates1000tracesof 97 responsevaluesfor eachof thethreetests.We expectthe
teststo acceptthemodelwhen y( (“beforethebreakpoint”)andrejectit when yd( .
Theexperimentis variedfor differentvaluesof thenoiselevel, and for differentvaluesof
the  ø test’s noiseparameter.
Results
To combinetheseresults,we mustcondensethe many tracesinto a form that accurately
summarizestherelativemeritsof thetest.
Figure5.3showsthemeanresponseof eachstatisticovertherunstakenwith low noise
andwherethe  ø testhasperfectknowledgeof the sensornoiselevel. We immediately
notethat the chi-squaredtraceis significantlyhigherthanthe othersin the region before
thebreakpoint,but thatit nevertheless howsasharpincreaseat thebreakpoint.Thissharp
increasemeansthatathresholdcanbefoundwhichwill correctlydistinguishthetwo tracks.
In fact, in general,thechi-squaredis thresholdedat quitea high value,oftengreaterthan
0.99.
With the RD test,the choiceof sucha thresholdis moreobvious—thetestresponds
moresharplyandcanthereforebethresholdedat0.5.However, all thresholdswhichcause
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Figure 5.4: Tracking task: Percentile performance. For eachdetectortwo response
curvesareplotted,after thresholdingat a 99%confidencelevel (or at theexpectedvalue
for theMAD). Theleftmostbreakpointcorrespondsto thepointatwhich thetestbeginsto
rejectthemodel,therightmostto thepoint whereit lastacceptsit. In this casethe  ø test
demonstratesnear-perfectbehaviour, while theRD testis delayedin responding.
no falserejectionswill tendto delaytheresponseat thebreakpoint,introducinga delayin
theclassification.ThisdelaymeansthattheRD testis lesssensitivethanthechi-squaredin
this case.This is to beexpected,asthe  ø testis operatingwith thecorrecta priori noise
estimate,while therun-distributiontestis usingnoa priori information.
Althoughthemeanresponsegivesanindicationof therelativemeritsof thealgorithms,
it is sometimesmoreusefulto considerpercentileresponses.For example,it maybemore
importantto know thatanalgorithmfails lessthan10%of thetime. To thisend,Figure5.4
shows the quartileresponsesof the tests,whenthresholdedat the 99% confidencelevel.
Thesetracesgeneratetwo sharpbreakpoints—thefirst whenmorethan25%of the 1000
experimentsareaccepted,andthesecondwhenmorethan75%arerejected.Thewidth of
the region betweenthesetwo breakpointsis thenan indicationof the variationin results
producedby the test,while the positionof this region relative to the correctbreakpoint
indicatesthe sensitivity of the test. Again the RD test shows similar power to the chi-
squared,but with a two to threesampledelay.
Chi-squared with incorr ect a priori noiselevel: Both thepreviousresultsdemonstrate
that the RD testcomescloseto the power of the  ø test,even thoughit hasno a priori
information.An interestingquestionis then:how accuratelymustwespecifythenoisepa-
rameterof the  ø test,in orderthatit outperformsthenon-parametricrunstest?Figure5.5
shows resultsfrom the tests,with underandoverspecified ø . We seethatwith thenoise
parameterunderspecifiedby only 20%,theparametric(  ø andMAD) measuresrejectal-
mosthalf of thecorrecttrackswhile, whenthenoiseis underspecified,falseacceptances
occuruntil thebreakpointhasmovedconsiderablyfurtheralongthetrack.
CHAPTER5. THE RUN-DISTRIBUTION TEST 74







  Chi Square 
 Median Abs Residuals 
 Distribution of Runs 
(a) Chi-squared given too low a noise parameter (80% of the true value). False
rejections occur before the breakpoint is reached.
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(b) Chi-squared given too high a noise parameter (150% of true). Detection of the
false track is delayed.
Figure5.5:Tracking task: Inaccuratenoisemodel. Thechi-squaredandMAD responses
areeithertoo early(a)or delayed(b), comparedwith their superiorperformancegiventhe
correctnoiselevel. TheRD testresponseis of coursethesamefor all experiments.
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Figure5.6: Tracking task: Comparison with Bhattacharrya. This trackshows the re-
sultsof comparingthedistributionsusingtheBhattacharryametricratherthanthe  ø in the
runstest. For this taskthe Bhattacharryametric introducesboth a delayin responseand
falserejectionfor smallnumbersof points.
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Figure5.7: Tracking task: High noise. Quartileresponsesfor thethreethresholdedtests,
highnoise.Evenwith thecorrectnoiseparameter, the  ø responseis delayedwith respect
to therunstest.TheRD test,however, hasa greatervariancein results.
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Discussion
Theexperimentindicatesthat theRD testis approximatelycomparableto theparametric
methodswhenwe supplythecorrectnoiselevel. This is in itself an interestingresult,as
theRD testhasno tuningparameters.However, therealadvantageof theRD testbecomes
apparentasnoiseis increased.The  ø test,with a slightly incorrecta priori noisemodel,
quickly beginsto performmorepoorly thanthenew test.Finally, within therunstest,the
questionof whetherto usetheBhattacharryaor  ø measuresto evaluatethesimilarity of
the run distributionsis addressedin Figure5.6. The  ø is superiorin both accuracy and
sensitivity.
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rms 0.14, line data, line fit: accept
+−−−−−−++−−−++++−−+−++++−−++−−++++++−−−−+−−−+−++−−
rms 0.13, line data, conic fit: reject
++−−−−+−−+−−−−−+−+−−−−−−−−−−−−−−−−+−+−+−−−−−−−−−−−
Figure5.8: Model selection.Examiningtherundistributionalsoallowsusto detectwhen
a modelof too high an orderhasbeenfitted, asthe high-ordercurve will tendto induce
structureinto theresidualsasit changeshapein orderto fit themodel.Thisexampleshows
theresultof theKanataniconicfitter appliedto theline dataontheleft. Althoughthefitting
errorhasbeenreduced,a significantlydifferentrun distribution is produced.[Note that the
peculiarshapeof theconicis dueto anerrorin thedrawing program—theresidualsignsarecorrectwith respect
to thetrueequation.]
5.4.2 Segmentation
In orderto evaluatetheRD testonrealdata,it wasappliedto theproblemof curvesegmen-
tation.Edgelchainsfrom alocal implementationof theCanny edgedetector, anddatafrom
Rosin’s archive [109] wereusedasinput to a very simplegreedysegmentationalgorithm.
Thealgorithmfollows theboundariesproducedby theedgetrackingprocessandrefitsat
every point. The residualsfrom thefit aresubmittedto the runstest,anda new segment
is startedif the testindicatesthat themodelis a badfit. In the implementation,thereare
a numberof hysteresisstrategiesadoptedin orderto addressthe problemof breakpoints
introducedby individually peculiarpixels. Thesearebestdocumentedby thepseudocode
in Figure5.15,but aresummarizednow. Essentiallya segmentis brokenwhenit fails the




andtwo possiblemodels(in thesetests,line andellipse),how do we decidewhich model
is appropriate.Theunderfittingcase,wherea line is usedto describeanellipseis theone
which hasbeenconsideredthroughoutthis chapter, but it is the overfitting casewhich is
often moreinteresting.In this casethe residualswill certainlyhave a lower leastsquare
error, asthemodelhasmorefreedomto representthedata.Thisgenerallyleadsto theintro-
ductionof MDL or AIC penaltyterms(asdiscussedin Chapter6). However, theseterms
dependagainon the datanoiselevel for their significance,so that their inclusionwould
somewhat prejudicethis experiment’s ability to characterisethe performanceof the run-
distribution test.FortunatelytheRD testitself canperformthemodelselection.Figure5.8
illustrateshow overfitting actually introducesstructureinto the residualsin its efforts to
minimizethesumof squarederrors.This thenallowsusto usetheRD testto identify both
overandunderfittingin thedata.
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Results
Figures5.9,5.11,5.12illustratetheresultson somesampledatasets.Thedatasetsexhibit
quitedifferentnoisecharacteristics,andcombinationsof line andconicgeometry. Theset
in Figure5.9is theoutputof subpixel interpolationafterCanny edgedetection.Theedgels
show anerror level afterfitting of about0.1 pixels. While thegeneralform of theresults
is similar to otherreportedschemes,thereremainsomedeficiencies.In particular, thetest
is lesssensitive thana correctlytuned  ø or MDL criterion, resultingin anovershooton
thebreakpoints.Figure5.10shows a magnifiedview of theresults,comparedwith results
obtainedby replacingtheRD testwith anMDL criterion.TheMDL criterionusedwasto
add WK to the  ø value,where K id thenumberof degreesof freedomin themodel—7
for a line and y for anellipse.Many valuesof  weretried,andvaluesin therange(zr (y to(qr 7 y pixelswerefoundto give qualitatively thebestresults.Thenoiseparameterequired
wasvariedfrom (qr (|y to (qr X pixels,andtheresultsareshown for for typical values.As in
thepreviousexperiment,theRD testfalls shortof thebest-tunedMDL performance(for-pò)(zr ý ), but compareswell with themistunedresults.
Thedatasetin Figure5.11containspixel-accuracy edges,which meansthatquantiza-
tion is thepredominantinfluenceontheerrormodel.Despitethefactthatthisseverelytests
our requirementfor a symmetricnoisedistribution (seeFigure5.13),theresultsareagain
comparableto thosein the original paper. Finally, Figure5.12shows a syntheticdataset
with a particularlyoddnoisedistribution. In this casethe RD testbegins to breakdown,
correctlysegmentingthelarge-scalefeaturesbut undersegmentingthefine-scaleones.
The tendency towardsoversegmentationon this task may be due to the bias of the
Ellipse-specificfitter. This tendsto introduceadditionalstructureinto the runson short
segments,causingthe testto rejectshortelliptical chains.This is despitethefact that the
test will acceptthe larger chainsof which the shorteronesare part. This may also be
seenasadeficiency of thesegmentationalgorithm,whichin its currentform is particularly
simple. Although the intentionof this work is moreto explore theutility of the RD asa
parameter-freestatisticaltestthanto specificallyaddressthecurvesegmentationproblem,
it would be interestingto discover if a moresophisticatedsegmentationalgorithmwould
addressomeof thecurrentdeficiencies.In thiscase,anotherconicfitter mighthelpdespite
thepossibiltyof returninghyperbolae.
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Figure5.9: Segmentationresults: Subpixel edges. Canny edgelsfrom theimageon the
tophavebeensegmentedusingthepurelyparameterfreerunstest.Linesareshown thicker
thanellipses.Performanceis qualitativelysimilar to standardtechniques,but tendstowards
oversegmentation.Imagekindly providedby C. Rothwell.
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Run-distribution
MDL, -2ò+(qr (|y MDL, -íò(zr ý
MDL, -2ò+(qr 7 MDL, -íò(zr 
Figure5.10: Segmentationresults: Subpixel edges. Closeupof Rothwell image. Dots
show the raw Canny edgels,thick lines thesegmentedlinesandthin lines thesegmented
ellipses.The lower four segmentationsaretheresultof theMDL criterionwith thegiven
estimatesof noisestandarddeviation. Theupperresultis theoutputfrom theRD test.It is
quitesimilar to theMDL with -2ò+(qr 7 but themodelselectionhasfailedon theright hand
edge.
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Figure5.11:Segmentationresults: Quantizededges. Only edgesgreaterthan20 edgels
in lengthhave beenfitted. Performanceis qualitatively similar to [109], but thereis again
a tendency towardoversegmentation.Datasuppliedfor FTPby P. Rosin.
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Figure5.12: Segmentationresults: Synthetic noisemodel. The final segmenthasnot
beenreproduceddueto anerror in thesegmentationalgorithm.Datasuppliedfor FTPby
P. Rosin[109].
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Figure 5.13: Quantization error: Demonstrationof the residualstructureinducedby
quantizeddata.Thelong straightsectionin thecenterof theellipseproducesan“ellipse-
shaped”residualset.Onshortsegments,thiswill leadto erroneousclassification,although
thisparticularsegmentis sufficiently long thatthedeviation is tolerated.
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Figure5.14: Exampleresidualssignmapfor a planefit corruptedby several [d outliers
clusteredin thelowerright corner. The2D versionof thetestcandefinerunsasconnected
componentsin theimage.
5.5 Conclusions
We have introduceda new methodof testingthe hypothesisthat someunknown dataset
is a noisy instanceof a parametricmodel. Our methodis superiorto existing methods
that make unrealisticassumptionsaboutthe noisecharacteristicsof the input data. The
methodis fast,andcanin mostcasesbe madeto have I time andspacecomplexity.
Sensitivity tosmalldeviationsin themodelis high,while thefalserejectionrateis low, even
whenthedataareheavily corruptedby noise.Themajoradvantageof our testhowever is
that thereis no needto know the input noiselevel or distribution shape. On the conic
fitting problem,the methodis significantlycheaperthan the chi-squaredtest, as the "
mustcomputethegeometricdistanceto eachfitted point afterfitting in orderto calculate
the statistic. Becausethe RD testneedsonly the sign of the distance,the muchcheaper
algebraicdistancecomputationcanbeemployed.
A problemwith thetestis that,althoughaverywiderangeof distributionsis allowed,it
is moresensitive thanothersto deviation from thisclass.For example,in situationswhere
quantizationerror grosslyexceedssensorerror, the noisemodelis violatedandthe false
rejectionrateincreasessharply. Figure5.13illustratesthis problem.This canbeavoided
by addinga little Gaussiannoiseto thedata,but this is obviouslynotanidealsolution.The
chi-squaredtest,in contrast,toleratesdistributionswhich arenon-Gaussian,aslongasthe
noiseparameteris tunedaccordingly.
5.6 Ar easfor Future Work
Theprimaryareafor furtherwork is in thedevelopmentof higherdimensionalversionsof
thetest.[8] usea 2D analogueof themaximumrun-lengthtest,hintingat thedefinitionof
an  dimensionalrun: we assumethatthereis sometopologydefiningadjacency between
differentdatapoints – commonlythe points are definedon a grid, implicitly providing
sucha topology. A run is thena connectedsetof pointswith thesamelabel, the ‘length’
of therun becomingthevolumeof theconnectedset. Figure5.14shows anexample2D
residualsignmap,which illustratesthe“runs” structureof a planefit corruptedby outlier
noise.Becauseof thehigherprobabilityof connectivity in higherdimensions,usingarea
as the equivalent to ‘length’ of a run may needto be changedto a fractal measureof
slightly lowerdimension.This is currentlyimplementedby usingmorphologicaloperators
to approximatethedimensionalityreduction,andthenmeasuringareas.
A secondarygoal is to incorporatetheRD testinto a moresophisticatedsegmentation
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This chapterintroducesa new costfunctionfor imagesegmentation.This metricis aston-
ishingly simple: the total costof expressingan imageasa collectionof nonoverlapping
regionsis thesumof thesamplevarianceswithin eachregion. I give a theoreticaldemon-
strationthatminimizationof this metriccorrectlydetectsa stepedgewithoutanya priori
thresholds, even in thepresenceof spatiallyvaryingnoise. Resultsfrom simulationthen
illustratethatthetechniqueis equallyvalid for piecewiseconstantsegmentationof 1D sig-
nals.Althoughdemonstrationsareshown only for thecurvecase,themetricitself extends
immediatelyto 2D—howeverthealgorithmsfor its minimizationdonotextendsoeasily.
Additionally, whenmultiplesegmentationsarepossibledueto thepresenceof differing
naturalscalesin thedata,thenaturalsegmentationsaretheonly localminimaof themetric
asa functionof numberof breakpoints.
A simpleimplementationbasedon a geneticalgorithmis usedto apply the metric to
real problems,andexperimentalconfirmationof its performancefor piecewisequadratic
segmentationof laserstripedatais provided.
6.1 Intr oduction
Researchinto imagesegmentationhasbeena key themein computervision over the last
thirty years. Even the simplestpossiblecase—segmentinga onedimensionalsignalinto
piecewiseconstantregions—continuesto attractinterest.Of themany approachesconsid-
eredin theliterature,almostall dependto someextentonuser-selectedscaleparametersin
orderto producethesegmentation.
In thischapterI introduceatechniqueof astonishingsimplicitywhichcanproduceintu-
itively correctsegmentationsoverarbitrarymodels,withouttheneedfor any user-specified
parameters.Furthermore,if animage,suchasthesinewavesuperimposedon theparabola
in Figure6.8,doeshave interpretationsata numberof naturalscales,theseappearaslocal
minimaof theerrormetricasa functionof thenumberof breakpoints.
If weexpressthesegmentationtaskasanoptimizationproblem,thentheprimaryprob-
lemis reducedto identifyinganappropriatefitnessfunction.Expressingtheproblemmore
formally: given  imagepoints ¾[¿?À%ÁÂÀÃÅÄ , a segmentationÆÈÇ½¾ÉËÊÍÌÎqÊÏÁÐÊ¦ÃÅÄ is a cover-
ing collectionof Ñ modelregions—disjointsubsetsof thedatapoints. A region ÉËÊ is a
subsetof thedatapoints,andtheparametervector ÎqÊ is thevectorof modelparameters
describingthe region. In the [Ò case,a convenientrepresentationof the region usesthe
index Ó/Ê of thefirst datapointwithin thatregion,sosuchasegmentationmaybeexpressed
as Æ)ÇÈ¾[Ó&ÊÔÌÎqÊÏÁÐÊ¦ÃÅÄ . In addition,we will find it convenientto define?ÊÕÇÖÓ/Ê¦×ÅÄ¦ØÙÓ/Ê ,
thenumberof pointsin region Ú ; theindex function ÚSÓÜÛÝÇ)Ú suchthat Ó&ÊÕÞ¬ÓßàÓ&ÊÜ×"Ä
86
CHAPTER6. SEGMENTATION USINGSUM OFVARIANCE 87
 Numberof datapointsÑ Numberof modelregionsÎqÊ Modelparametersof region ÚÓ&ÊÖáãâdÌåä Startindex of region Ú?ÊjÇ)Ó&Ê¦×ÅÄØÓ&Ê Lengthof region ÚÚãÓÜáãâæ|ÌÑjä Index of regioncontainingpixel Ó¿?ÀÅÇÓeÌ%çdÀè Datapoint Óé À ÇÒÎ ÊëêÀì Ìç À  Residualof datumÓ
Table6.1: Summaryof notationusedfor thesegmentationof 1D signals.
whichmapspointsto regions;andtheresidualsé À asthedistancebetweenpoint ¿?À andthe
modeldefinedby Î ÊíêÀì . Thisnotationis summarizedin Table6.1.
Given an error function î definedover the spaceof all segmentations,the optimal
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In the following sectionsI briefly review previoussegmentationresearch,placingthe
sum-of-variancemetricin thecontext of previousoptimizationbasedapproaches,andmo-
tivatethechoiceof î asasegmentationmetric.Theoreticalexaminationof thesimplecase
of piecewise constantapproximationfurther clarifies the metric’s behaviour. Simulated
exampleswith nonuniform,a priori unknown noiseareaugmentedwith exampleson real
laserstripedatausinganimplementationbasedonageneticalgorithm.Theserealdataex-
amplesillustratethatthissystemfindsintuitively accuratesegmentations.Eventhoughthe
meaningof “good” is not well definedfor the segmentationproblem,we emphasizethat
theseresultsareobtainedwith no thresholdsor parameters.Currentandfuture research
opportunitiesarediscussed.
6.2 Background
The two main approachesto segmentationmay be classifiedunderthe headingsof local
featuredetectionandglobalmodel-basedfitting. Localmethods[98, 3, 77], basedonanal-
ysisof thecurvaturefunctionor somediscreteapproximationof it, generallyrequiresome
imagesmoothingin orderto remainrobustto effectsof noise.As smoothingmayin itself
be castasa model-basedsegmentationprocess[20, 87, 114] we concentratehereon the
problemof fitting piecewisecontinuousmodelsegmentsto imagedata,while simultane-
ouslyidentifyingdiscontinuities.
6.2.1 Discontinuity-preserving minimization
Adaptive smoothing [114, 119], weak plate
[11, 67], andMDL (minimumdescriptionlength[85, 66]) techniquesall amountto mini-
mizinga costfunctionwhich is a tradeof between“truth”: thesumof residualerrors;and
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“beauty”: themodelsmoothnessandnumberof discontinuities.In thenotationabove,the
modelparametervector Î is a discreterepresentationof the image ÎQÇ÷¾ø'ÀÁÂÀÃÅÄ andthe
errorlookslike îùÇ Âð ÀÃÅÄ"ú  é À ?ûÙüË$ÑÕûÙýíÎz
where ú measuresthedeviation of themodelfrom thedatapoints, ü is a functionwhichfavours“simple” models(i.e. thosewith a smallnumberof segments)and ý measuresthe
modelsmoothnessor simplicity. Most commonly, theseinfluencefunctionsaresimply
linearor quadraticandwe canassumethatoncethebreakpointsarefixedminimizationis
trivial. Thenthecoreminimizationis overanerrorof theformîùÇ Âð ÀÃ"Ä é À û¬þ Ä ÑÿûQþ    Î   (6.2)
wherethe þ aretuningparameterswhicharesetto indicateaprior preferencefor smooth-
nessor simplicity over fidelity of representation.While suchtechniquesyield a natural
scale-space,they provideno informationasto preferredchoicesof þ .
Theimplementationof [114], whichwill beexploredin this chapter, approximatesthe
anisotropicdiffusion algorithmof [87] using an iterative technique. Their algorithm is
iterative,andateachiterationeachimagepoint ¿?À is replacedby
¿À Ç  À×"Ä	 Ã?ÀöÄ
 	 ¿ 	 À×ÅÄ	 ÃÀö?Ä
 	
wheretheweights
 	 areinverselydependenton thelocalgradientmagnitudeat thepoint.
For a1D signal ¿ À ÇÕÓeÌ%ç À  thisweightis

 	 Ç  Ø ç 	 ×ÅÄ¦ØSç 	 öÄ þ  
In the experimentsreportedhere,smoothingwas stoppedwhen the relative root-mean-
squaredifferencebetweensuccessive iterateswaslessthan  ö . Althoughthisalgorithm
doesnot explicitly segmentthedata,it hastheeffect of smoothingthedatasothata very
wide rangeof simplestep-edgethresholdswill identicallydo so. In this senseit performs
thevastbulk of thesegmentationtask.
6.2.2 The MDL criterion
ThestandardMDL criterion[101, 66, 1] derivesits errormetric from Occam’s razorand
is basedon theconsiderationthatthemostnaturaldescriptionof a datasetis thatwhich is
themostsimple.In information-theoreticterms,this correspondsto thedescriptionwhich
requiresthefewestbits to encode.Following Leclerc’s formulation,thecostof represent-
ing the imageis theencodingcostof themodelsplus thecostof Huffmann-encodingthe
residuals.Thecostof theresidualsis thenØ log ÂÀÃÅÄ À
where  À is theprobability that the residualé À is consistentwith beingsampledfrom thenoisedistribution. In the piecewise-constant,Gaussiannoisecase,this yields the overall
cost î MDL Ç Âð ÀÃÅÄ é À ûQþ'Ñ
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Thecostpersegmentþ is derivedfrom thea priori specificationor estimationof theimage
noisedistribution, and thereforein the casewherethe noiseis not accuratelyknown, it
becomesa tuning parameter. Effectively, then,the costof encodinga segmentof length?Ê is equalto thesumof the ?Ê residualsplusthenumberof modelparameterstimesthe
costperparameter. MDL hasanadvantageover thesmoothing-basedapproachesin that
thevalueof þ is prescribed,but only whengivenaccuratenoisepdfsandimagecomplexity
priors.
6.2.3 Parameter-fr eetechniques
Of the many imagedescriptiontechniquesproposedin the literature,very few arecom-
pletelyfreeof tuningparameters.Onenotableexceptionis Lowe’s line segmentationalgo-
rithm [72, ch 4], andits recentextensionto curves[109]. TheLowe algorithmdefinesthe
significanceof a region of datapointsastheratio of themaximumdeviation of thepoints
from theline segmentinterpolatingtheendpointsto theregionsize,orî Lowe Ú Ç Àó! 'À#"'Àóôpõ  é À ?Ê
Thealgorithmthendecidesbetweenthezeroandsingle-breakpointinterpretationof aseg-
mentby comparingthesignificancesof bothinterpretationsandchoosingthelower of the
two. In this sense,Lowe’s algorithm may be viewed as an $&% analogueof the mini-
mizationof sum-of-varianceproposedin this chapter. However, aspresented,theclassof
polylineswhichthealgorithmfits is limited by therequirementhatthepolylineinterpolate
a subsetof thedatapoints. In addition,theuseof maximumdeviation rendersthemethod
susceptibleto outliers.
6.3 From MDL to Sumof Variance
This sectionexploresthe relationshipbetweenMDL and the new metric, showing how
somephilosophicalor conceptualdifficulties with MDL canleadto sum-of-variancefor
problemswherethemodelcomplexity doesnotvaryacrosstheimage.
6.3.1 What is the costof the noise?
ExaminingtheMDL costrevealsthatit is dominatedby thecostof Huffmanencodingthe
particular setof noiseresidualsin theimage, whenin factall we wantto do is encodethe
underlyingrepresentationandrecordtheparametersof thedistribution from which those
residualsweresampled.Put anotherway; in orderto reconstructthe original imagewe
will be contentsimply to reconstructhe modelandto addnoisesampledfrom thesame
distributionastheoriginal image.
If the underlyingdistribution is zero-meanGaussian,thenthe only parameterof the
distribution is its variance. To copewith spatially-varying noise, the variancemust be
evaluatedin eachregionof thesegmentation,yielding themetric
îkïÆÜÇ ÐðÊ¦ÃÅÄ ñ Ê û¬þWÑ (6.3)
wherethesamplevariancesñ Ê aredefinedasbefore:
ñzÊ1Ç  Ê Àóôpõeö?ÄðÀÃ?Àó é À
CHAPTER6. SEGMENTATION USINGSUM OFVARIANCE 90
6.3.2 The choiceof prior modeldistribution
The seconddifficulty with MDL comesin the choiceof descriptionlanguage.Suppose
we wish to representasefficiently aspossiblea particularsegmentationÆ+ÇÈ¾Ó/ÊÔÁÐÊ¦ÃÅÄ of
thedata. In thecasewherewe expectfew segments,a seeminglyobviousrepresentation
mightbethelist of breakpoints¾Ó&ÊÍÁNÐÊÜÃ"Ä , with encodingcost  log Ó&Ê bits. Howeverwe
cannotsimplyusethiscost,asit favourssegmentationswith smallerÓ&Ê . Thecostfor eachÓ&Ê mustbethecostof representingany numberbetween and  , i.e. log  , yielding the
cost Ñ log  .
However, supposethatweexpectareasonablylargenumberof segments—saywehave+Ç (') andexpectabout ' segments.Thenthe total costof encoding'd segmentsis' log (')5Ç÷*| bits. In this caseit would becheaperto representhesegmentationby
the booleanvector ¾(+ À Á Ä -,ÀÃ"Ä in which + À Ç° only where ÓÍÇfÓ Ê for some Ú . This then
tendsto arguethat thecostfor all modelsoughtto be128bits, which is consistentwith a
completelygeneralprior. If we take thisapproach,theMDL metricthenreducesto
îkïÆ¦Ç ÐðÊ¦ÃÅÄ ñ Ê û(') (6.4)




mentsthatcompareits performancewith thatof MDL andanadaptivesmoothingalgorithm
ondatawith nonuniformnoise.
6.4.1 Implementation of search
As wearecomparingthemetricsratherthanany algorithm’sability to minimizethem,we
wish to ensurethatwe getascloseaspossibleto theglobaloptimum. In thecurrentim-
plementation,a geneticalgorithm(GA) similar to thatusedby Roth[110] wasemployed.
Individualsegmentationsarerepresentedby a boolean -vector(where is now thenum-
berof datapoints),with a1-bit indicatinganew segmentstartingatthatpoint. Thestandard
crossoveroperatoris used,with reproducingpairschosenwith abiastowardhigherfitness.
Mutation is a combinationof low-likelihoodbit reversal,anda Gaussianvariationof the
breakpointpositions.
In orderto verify the optimizer’s ability to find global minima of the cost functions,
we performedexhaustive searchof all segmentationswith fewer than6 breakpointsfor a
numberof synthetic2-to-4breakpointproblems.In all casestheGA identifiedtheoptimum
in underaminute.While thisexperimentgivesnoguaranteethattheGA will dosoin other
cases,it doesinspiresomeconfidencein thealgorithm’sresults.
In implementationof the sum-of-variancealgorithmwe replacethe samplevarianceÄÂ  ÂÀÃÅÄ é À of the residuals,with the unbiasedvarianceestimate ÄÂ ö.  ÀÃÅÄ É À , where /is thenumberof degreesof freedomof themodel. In thepiecewiseconstantcase,this is
1, for thepiecewisequadraticmodel /Ç0 . As well asbeingstatisticallymorejustifiable
[59], thishasthegenerallyusefuleffectof eliminatingfrom considerationtheinterpolating
segmentations—atleastone extra point must be available to estimatethe variance. In
practice,we fit lower-ordermodelsto theshortsegments,thusdisallowing only thesingle
pointpersegmentinterpretation.
This however, is an opportunityto influencethe segmentationproduced.It might be
arguedthatonerequiresanextra datapoint (over theminimumrequiredin orderto fit the
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model)to computethevariance.In this case/ , thenumberof degreesof freedom(d.o.f.)
could be increasedto 2 for the piecewise constantcase,and4 for the quadraticcase. In
effect, this introducesa booleantuningparameterinto thealgorithm,whichwill beshown
to havea smalleffecton thesegmentationsproduced.
6.4.2 Comparisonof MDL, SOV and adaptivesmoothing
Figure 6.1 shows the raw datausedfor this experiment: a piecewise-constantsignal is
corruptedwith spatially-varying Gaussiannoise,simulatingan imageof two differently
texturedsurfaces.This signalis difficult asthestepdiscontinuityin the low-noiseregion
hasa significantlylowerheightthanthenoisestandarddeviation in thehigh-noiseareas.
Figure6.1alsoshowstheminimumcostsum-of-variancesegmentationwhichis correct
with respectto thegroundtruth. Theresultsfor thestandardMDL metric,andtheSaint-
Marc andMedioni [114] adaptivesmoothingimplementationof Perona-Malikanisotropic
diffusion [87] areshown in Figures6.2 and6.3 respectively, for differentvaluesof their
tuning parametersþ . Note that, as thesealgorithmsassumea constantnoiselevel over
theimage,thereis no valueof their tuningparametersthatcanextracttheoriginal model.
This is demonstratedby thefactthatthelow-noisestepceasesto besegmentedbefore the
high-noiseregion is successfullymarkedasflat. Figure6.4 shows furtherexampleswith
uniformnoiseandvaryingnoisewith aconstantsignal.
6.5 Theoretical motivation
In contrastto thestandardMDL metric, it is not immediatelyeasyto seewhy themetric
(6.1)shouldgivethecorrectresultsthatthepreviousexperimentsindicate.Fortunately, the
simplicity of themetricallowsusto providesometheoreticalmotivationfor thebehaviour
of its minima.Thissectionexploresthesimplecaseof astep-edgesignal,andcomputesthe
valueof (6.1) for themainpossiblesegmentations.In observinghow themetricchanges
aswe under- or over-segmentthe signal,the behaviour of the metric becomesclear. Let
us considerthe simplestcaseof a stepedgeof height 1 , corruptedby Gaussiannoiseof
variance , representedby ç À Ç é À û2 1  ß¬ÓÞQ ß¬ÓÞ3'N
wherethe residualsé À are drawn from a zero-meanGaussianprocess(Figure 6.6 top).
For this expositionwe assumethat  is sufficiently large that we may take expectations
over sumsof the residuals,andwe additionallyrequirethat individual segmentscontain
sufficientpointsto accuratelyestimate . Therelaxationof theseassumptionsis addressed
later.
In this case,segmentationsare representedcleanly by the line process[11] Æ Ç¾[Ó Ê ÁÐÊ¦ÃÅÄ . The modelparametersÎ Ê aresimply the meansof the region points,allow-
ing usto quickly calculateî SOV for varioussegmentations.
Costof the null segmentation
Thecostof thenull segmentationî SOV &¾|Á is foundby first calculatingthesamplemean
of theentiredataset
ñçtÇ)îDâ çä Ç 'N  Âð ÀÃÅÄ  é ÀWû41'û ÂðÀÃ Â ×"Ä é À&Ç 'N 51'ûQîkâ Âð ÀÃÅÄ é Àäñç Ç 1768'
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Signal with nonuniform noise







Figure6.1: Thedatausedin thecomparative testsandits sum-of-variancesegmentation.
Thesegmentationproducedby sum-of-varianceplacesthebreakpointsat exactly theposi-
tionsof theground-truthsegmentation.
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MDL, lambda = 1






MDL, lambda = 5






MDL, lambda = 10
Figure6.2: StandardMDL. Theglobally minimumsegmentationof î MDL Ç  ÂÀÃÅÄ é À ûþ'Ñ is plottedfor threevaluesof thenoiseparameterþ . No valuegivestheground-truth
interpretation.
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Inverse−derivative−weighted, lambda = 0.2







Inverse−derivative−weighted, lambda = 0.6







Inverse−derivative−weighted, lambda = 1

Figure6.3: Resultsof Saint-Marc& Medioni adaptive smoothing.Theresultsareplotted
for threevaluesof theweightingparameterþ . No valuegivestheground-truthinterpreta-
tion.
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Roof signal, uniform noise. Correct
segmentation.







Constant signal, varying noise. Null
segmentation.
Figure6.4: FurtherSOV examples.
Wherethe sumof all residuals
 ÂÀÃÅÄ é À hasan expectedvalueof  for symmetricnoise.
Thesumof samplevarianceis then
î SOV ¾dÁ Ç 'N  Âð ÀÃÅÄ  é Àåû916'|  û ÂðÀÃ Â ×ÅÄ  é À?Ø:16'|  Ç   û  1 ';  (6.5)
Wherethemean-squareresidual ÄÂ  ÂÀÃ"Ä é À is replacedby its expectedvalue  for Gaus-siannoise.
Costof the single-breakpoint segmentation
Similarly, we may calculatethe error for the correct single-breakpointsegmentationî SOV &¾³Á for which theleft andright meansaregivenby
ñç< Ç 1ñç>= Ç 
andthesumof variancesis î SOV &¾³ÁAÇ+  ûn  Ç?'d  (6.6)
Costof multi-br eakpoint segmentations
Finally we considera two-point segmentation¾ é Ì%³Á , which is given by insertinga new
breakpointinto thecorrectsegmentation¾³Á . Then,theexpectedvaluesof thevariances
areall  , yielding î SOV &¾ é Ì³ÁAÇ?0d 
Fromthisweseethataddingadditionalbreakpointsto thesingle-breakpointsolutionmust
of necessityincreasethevalueof î SOV , aseachsegmentwill contribute  to thesum.
6.5.1 The minimum-cost segmentation
Thesegmentationwhich minimizes(6.1) is thereforeeitherthestep-edgeor theconstant
solution. Which of thesewill bechosendependson therelative valuesof 1 and  . From
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Oversegmentationfor d.o.f.= 1. Correctnumberof segmentsfor d.o.f.= 2. In bothcases
theleftmostbreakpoint(at the @  discontinuity)is poorly localized.













d.o.f. = 2. #ÇBADC
Highernoiselevels.Thegroundtruthsegmentationwasnot reachedusingany d.o.f.
between1 and5.

















Figure6.5: Piecewisesmoothsignal,uniformnoise.SOV is runwith apiecewisequadratic
model. SOV oversegmentswhenthedegreesof freedomin thevariancecalculationis set
to 1, andsegmentscorrectlywhensetto 2.
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Figure6.6:Experimentalverificationof thetheoreticallypredictedvaluesof SOV onpiece-
wiseconstantdata.Thevalueof thenull segmentationî SOV ¾dÁ is plottedasa horizontal
line. Thevalueof thesingle-breakpointsegmentationî SOV &¾ é ÁN is plottedfor valuesof é at
every [|E#F sample(thick line). Finally, thecost î SOV &¾ é Ì³Á of augmentingthestep-edge
segmentationwith anotherpoint is theslightly erraticthinnerline.
(6.5)and(6.6),wewill detectthestepedgeifî SOV &¾[³ÁN ß î SOV ¾dÁ'd  ß   ûG 1'; ' ß 1
This indicatesthat whenthe noisestandarddeviation exceedshalf the heightof the step
edge,it will notbedetected.
It is worth notingthata similar, althoughalgebraicallymessier, analysisobtainswhen
thebreakpointis notat themidpointof thesegmentandwhenthenoiseis nonuniformover
thesegment.
6.5.2 Experimental confirmation
In order to experimentallyverify the above argument,we generateda 2000-samplestep
edgeof height3, corruptedwith Gaussiannoiseof unit variance. Figure6.6 illustrates
the sum-of-variancemeasurefor threefamiliesof segmentations,showing that the step-
edgeinterpretationat thecorrectbreakpointis indeedthecheapestmodel,by thepredicted
margin H16'|ûQ .
6.5.3 Scale-spaceinterpretation
Oneof the immediatelystriking propertiesof thesum-of-variancemeasure(6.1) is that it
achievesits globalminimumof zerofor theinterpolatingsegmentation¾JI'ÁÂ  Ã"Ä . How may
weclaimthenthattheminimumcostcorrespondsto thestepedgesegmentation¾[³Á ? The
answeris thatwithouta priori knowledge,bothareequallyvalid interpretations—thedata
might reallybea zero-noisesamplingof anoisysurface.
This is reflectedin the local behaviour of î SOV asa functionof thenumberof break-
points.Figure6.7plotsthevalueof î SOV for thestepedgeasthespacingof thebreakpoints



























Figure6.7: Segmentationcostversusnumberof segments.Theminimumat2 corresponds
to the step-edgesegmentation,while thatat 1000correspondsto full interpolationof the
databy thereconstruction.
is variedfrom 0 to 1024for a1024-samplestep.Thebreakpointsetfor all numbersof seg-
mentsgreaterthan2 includesthe true breakpoint . The sum-of-variancecost steadily
increaseswith the numberof breakpointsuntil the samplerateequals1, at which point
the model interpolatesthe dataandthe error is 0. Therearethereforetwo local minima
of thecostin termsof thenumberof breakpoints,correspondingto thetwo naturalscales
presentin thedata.Althoughtheability to detectnaturalscaleis interesting,it is notfurther
exploredin thiswork.
Figure6.8showsamorecompellingexample—thesampleddatamaybeconsideredas
eithera noisyparabolicarc,a sinewave superimposedon a parabolicarc,or the interpo-
lating segmentation.Local minimaof theerrorasa functionof numberof breakpointsare
foundcorrespondingto eachof these,andto noothersegmentations.
6.6 A robust variant
Modifying themetricto dealwith outliernoiseis thesameproblemasthatfacedby robust
leastsquares.A robustmetricmustbefoundandanalgorithmto minimizeit. Thesimplest
robustmetricis givenby substitutingfor variancethemedianof squaredresiduals[53]. Al-
thoughLMS estimationis normallyacomputationallyexpensiveprocess,for thepiecewise
constantcaseit is trivial: simply extract themedianof thedata. Modifying themetric to
useLMS ratherthanvariance,Figure6.9,which is corruptedbothby spatiallyvaryingand
outlier noiseis segmentedat the correctbreakpoint.(Changingthe metric to the median
hasnoeffecton thesegmentationproducedin thepreviousexamples,which lackedoutlier
noise).
6.7 Relation to previouswork
The most closely relatedprevious work is almost certainly that of Leclerc [66], who
presentsthe combinedBayesianand information-theoreticalderivation of MDL andap-
pliesit to thesegmentationtask.Recentwork on MDL hasdonelittle to changethebasic
formulation,generallytendingto concentrateon thenontrivial taskof devisinganefficient
implementation.Leclercalsodealswith thecaseof unknown spatiallyvaryingnoise,and
addsa
 ÐÊ¦ÃÅÄ log  Ê term to the basicformulation. The significantdifferencewith the
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Figure 6.8: Natural scalesof description. The local minima of
   as a function of
numberof breakpointsindicatethe two interpretationsof thedata.Thefirst minimum,at
0, correspondsto theinterpretationasa parabolicarcwhile thesecond,at 15,corresponds
to theapproximationof thesinewave by parabolicsegments.Thegeneticalgorithmcan
be directedtowardsa desiredsolutionthat is not the global minimum by addingpenalty
terms,correspondingto introducinga priori knowledge.









Figure6.9: Therobustvariant:syntheticpiecewise-constantimageof astepedgeof height
2, with Gaussiannoisewhosevarianceincreaseslinearly from 0 on the left to 1 on the
right. In addition, the entireedgeis corruptedby 10% outlier noise. The minimum of Ê median¾ é À ÛÓ&ÊÖÞàÓß¬Ó/Ê¦×ÅÄÁ is achievedat the(correct)step-edgeinterpretation.
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Figure6.10: Segmentationof datafrom a structuredlight laserscanner. The curvesare
horizontalcross-sectionsof the imageat the indicatedpositions.The segmentationsinto
quadraticcurvesareshown overlaidon thedata.Theindentationbetweensamples20 and
35 hasprovedparticularlychallengingfor many algorithmswe have tried in thepast.The
sum-of-variancemetric identifiesit in two of the threeimageswithout the needfor any
MDL penaltytermsor a priori estimatedparameters.Executiontime for eachsegment
wasabout10secondsona Sparc10/51.




Figure6.11: Representationof resultson all stripesof the Renaultimage. Upperpicture
is sum-of-variance,lower MDL with þQÇ© . Althoughboth imagesarequitemessy, the
SOV resultsaremoreinternally consistent,with thinnerboundaries.The glitcheson the
SOV imagecomebecausein an areaof the imagewherethe varianceis zero (i.e. the
background)thenumberof breakpointsdoesnotaffect theSOV score.
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sum-of-varianceformulation,is thatwediscardtheoriginalsumof residualsthathemain-
tains,so greatlysimplifying themetric. Therelationshipto Lowe’s segmenter, discussed
in theintroduction,is alsoof interest.
6.8 Conclusions
Figures6.9, 6.10and6.11show resultsof the geneticalgorithmimplementationon real
andsyntheticimages.Thestepedgeexampleis notablebecausethenoiselevel is varying
within thesignal,withoutcausingany underor oversegmentation.TheRenaultpartimage
(Fig. 6.10) is a particularlychallengingrealexample. Finally, on themultiscaleexample
in Figure6.8,a versionof theGA biasedagainstsegmentationswith fewer than10 break-
pointsmodelsthe sinewave asa sequenceof parabolicarcswhile the unmodifiederror
functionidentifiesthedataasasingleparabola.
The sumof variancemetric (and its robust counterpart)is possiblythe simplestyet
proposedfor imagesegmentation,but is arguablythemosteffective. Theabsenceof user-
specifiedthresholdsrendersit usefulfor a wide varietyof tasks,andtheability to identify
naturalscalein thedatais perceptuallyinteresting.
It is importantto notewhatthis chapteris not: it is not presentinga new algorithmfor
imagesegmentation,it is presentinga new costfunctionwhich maybe incorporatedinto
existing algorithms– the fastestandmostpromisingbeingthatof Zhu [135]; it is not an
“adaptive” algorithmin thesenseof locally estimatingthenoisein partsof theimageand
thenusingtheestimateto tuneastandardnoise-level-sensitivetechnique.It is a trueglobal
errorthathappensto work in spatially-varyingnoiseconditions.
Futurework will becenteredon the adaptationof Zhu’s region-growing techniqueto
theminimizationof SOV in the2D case,whichwouldbeimpracticalusingtheGA. Finally,
implementationasa self-organizingneuralnetwork hasbeenmooted,which if successful
couldhave importantconsequencesfor theoriesof humanvision.
Chapter 7
Conclusion
The computervision problemdependson the representationof shape. Representations
mustbepowerful enoughto modeltheinterestingaspectsof all imageswe see,yet simple
enoughthat their extractionfrom imagedatais robust, repeatableandtractable.Thereis
oftenatradeof betweenscopeof representationandthestabilityof techniquesfor recovery
of thatrepresentation.Currentresearchinto segmentationis centeredon improving robust-
nesswhile simultaneouslyimproving the scopeof systems.This thesisaddressesthese
issuesfrom a numberof theoreticalandpragmaticviewpoints,providing a usefultoolkit
of conceptsandalgorithmsfor vision research.Thecentralclaim of the thesisis that the
tradeof betweenscopeof representationandstabilityof segmentationdefinesthedirection
in whichsolutionsto thesegmentationproblemmustbesought.
Theexplorationof thisclaimentailedthreemainbodiesof work. Thethesisaddressed
theproblemof scopein theareaof conicfitting by consideringthe restrictionof general
conicfitters to theellipse-specificcase,andshowedthat this restrictionimprovedthesta-
bility of thealgorithm.Thedevelopmentof therun-distributiontestaddressedtheproblem
of stabilitywith respecto a priori tuningparameters—thealgorithmicstability referredto
in the introduction.Thesum-of-variancemetricaddressedthesameissueby considering
theoverall problemof signalsegmentation,andintroducedanotherparameter-freemetric,
this time specificallyfor imagesegmentation.In combination,thesetechniquesarea step
towardstheoverallgoalof unsupervisedandstablevisionsystems.
7.1 Contributions
The contributionsmadeby this thesisto the stateof the art of computervision research
include: A new directmethodfor theleast-squaresfitting of ellipses.Previousmethodshave
beencomputationallyexpensiveor havenotbeenellipse-specific,oftenreturningar-
bitraryconics.Theextensionof thismethodto theotherspecificcaseof hyperbolae. The introductionof the run-distribution test,a methodof statisticalgoodness-of-fit
testingwhich,beingdistribution-free,is superiorto theexistingmethodscommonly
usedin computervisionin thecommoncasethatthedatanoisedistributionis poorly
known. Theextensionof this methodto thecasewheretheform of thenoisedistri-






The conclusionswhich I draw from the work presentedin this thesisaredrawn first for
eachcontribution individually andthenin concert.
7.2.1 Conic fitting
Theellipse-specificfitter is beneficialfor two reasons:first, theproblemof how to consis-
tentlyfit ellipsesunderhighocclusionhasbeenapproachedanumberof timesoverthelast
twentyyears,andthesolutionsproposedhaveall beencomputationallyexpensive;second,
becausethescopeof shaperepresentationis lessthanthatof thegeneralconicfitters,our
algorithmshowssignificantlygreaterrobustnessto noise(Figure3.8)andto occlusionthan
thegeneralalgorithms.However, it hasthedisadvantagethat it suffersthehigh curvature
biasof many conicfitting techniques,whichmeansthattheestimatedconicparametersare
lessaccuratethanthosewhichmaybeobtainedby theiterativemethods.Giventherequire-
mentsof speedandstability, particularlyin situationsof high noise,it performswell, but
in moretypical low-noisesituationsshouldbeusedasabackupfor theTaubinalgorithm.
Theevaluationof conicfitting is a usefulcomplemento thework of [104, 106], pro-
viding an empiricalsurvey of a numberof conic fitters. Although the survey introduces
no new theoreticalresults,themethodologyusedaddressesthedifficult problemsof how
to comparethealgorithmsandhow to efficiently but comprehensivelyexplorethespaceof
possibleinput dataandthereforeto presentresultswhich canbe extrapolatedto a wider
rangeof problems.Theprincipalcriticismof thestudyis therangeof algorithmscovered.
By concentratingon the faster“direct” algorithms,it may be arguedthat the resultsare
lessusefulto practitionerswhoseprimary interestis in accuracy ratherthanspeedof ex-
ecution. Counteringthis, thesurvey doesincludethealgorithms(geometricdistanceand
Kanatani’s)whicharetheoreticallythemostaccurateandfindsthatat leastoneof thedirect
approaches(theTaubinmethod)is verysimilar in termsof accuracy. This providesanac-
curacy benchmarkagainstwhichsloweralgorithmsshouldbetested:if asloweralgorithm
is lessaccuratethanTaubin’s it provideslittle benefitto thepractitioner, while onewhich
is fasterandmoreaccuratewill becomethemethodof choice.
7.2.2 Hypothesistestingand segmentation
The introductionof the run-distribution testhassignificantrelevancefor theconstruction
of automaticvision systems.Becauseof therelaxationof thetypical requirementfor ana
priori noiseestimate,systemscanbebuilt which operate“out of thebox” on a varietyof
differentdatasets,without tuningthesystemparameters.In addition,if thecharacteristics
of the datavary over time—for examplea systemwhich mustwork in varying lighting
conditions—asystemneednot becontinuallyrecalibratedin orderto providea consistent
response.
Thenotablecharacteristicof thesum-of-variancemetricdemonstratedhereis similar:
its ability to reproducetheground-truthsegmentationsof noisydata,withoutany estimate
of thenoiselevel. Its ability to achievethis in thedifficult casesof spatiallyvaryingnoise,
andon datawhich exhibits only curvaturediscontinuitiesindicatesthat it is successfully
dividing thedatainto modelandnoiseprocesses.It hasbeendemonstratedthattheresults
extend to real datain the 1D case. The major problemis that it hasalmostno tuning
parameters—ifit returnsa segmentationthat is deemedinappropriateto the taskat hand,
thereis little opportunityto directit towardsthedesiredanswer.
In contrastto many existing systems,which arethrustinto a nicheby therequirement
that they be carefully tunedand placedin carefully engineeredenvironments,a system
basedon theprinciplesembodiedin therun-distribution andsum-of-variancemetricshas




Ontheotherhand,if asystemis to beinstalledin acontrolledsituation,wheretheenvi-
ronmentalinfluencesremainlargelystaticovertime,superiorperformancewill beachieved
by usingmetricswhich have beentunedfor theparticularapplicationandenvironmentat
hand.Usingtherun-distribution testfor example:althoughits performanceremainscon-
stantover a wide classof input data,it is outperformedwhencompetingin the relatively
narrow nicheoccupiedby thecorrectlytunedchi-squaredtest. Figure5.10demonstrates
thatRD segmentationoperatesata level equivalentto MDL whenthelatteris mistunedby
about20%,andequalsa correctlytunedchi-squaredtestunderhighnoise.
This hasimportantimplicationsfor the designof genericvision systems:it may be
necessaryto relinquishthe ability to engineerthe environmentin favour of moreclever
engineeringof the system. A systemwhich canuserun-distribution or sum-of-variance
output to achieve its designobjectives—even thoughthat outputmay be inferior to that
available in a restrictedenvironment—will be freed from relianceon an accuratenoise
modelandimmediatelygaingenericity.
7.2.3 Generalconclusions
The claim of the introductionthat scopeand stability must of necessityimply a trade-
off is interestinglydemonstratedin two ratherdifferentwaysby the work reportedhere.
Themoreobviousdemonstrationis in theincreasedstabilityof theellipse-specificfitter in
Chapter3 andthecircle-specificfitters in Chapter4. In this casethe restrictionof scope
providesa clearincreasein robustnessto occlusion,andthereforeto stability.
The seconddemonstrationis in somewaysmoresurprising: the parameterlesserror
metrics in Chapters5 and 6 extend the scopeof a systemby allowing it to work on a
broaderrangeof inputdata,ratherthanbeingrestrictedto aspecificnoisemodelandlevel.
This in turn leadsto a reductionin thesensitivity of therun-distribution test,anda reduc-
tion in applicabilityof thesumof variancemetric.Althoughtheextentof this reductionis
relatively small, it is significant.Becausethegoalof thework wasto explore theperfor-
manceof the“pure” metrics,with theminimumof hiddenparameters,theactualposition
takenalongthescope-stabilitytradeof curve wasvery muchbiasedtowardswide scope.
Whentheincorporationof thetechniquesinto arealsystemis considered,thegenericityof
thedomainof applicationwill determinetheextentto which thesetechniquesareadopted:
A systemwhichwishesto operatein agenericdomainmustthereforebepreparedto accept
theconcomitantreductionin stability, andthesearchfor suchagenericvisionsystemmust
have,asaprimarygoal,theobjectiveof optimizingthis tradeof in orderto simultaneously
maximizescopeandstability.
7.3 Further work
Theprimaryareafor extensionof theseresultsis to addressthescope-stabilitytradeof and
designdirectly to it. Preliminarywork in thisdirectionwaspresentedin [35], whereanew
curverepresentation,themonotonicallydeformableparabolawasintroducedasameansof
extendingthescopeof thesimplestof curverepresentationswhile maintainingtheproperty
thatthecurvehasasingleextremum.Althoughtheresearchwasinconclusive—theexpense
of thefitting algorithmdictatingthatmeaningfulexperimentswerenotperformed—itsob-
jective of directly addressingthescope-stabilitytradeof is in thespirit of theconclusions




Geom distance = 0.118
Ellipse
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Taubin
Geom distance = 0.118
Kanatani
Geom distance = 0.137
Figure7.1: Biascorrectedellipse-specificfitting. Theellipsecenteris movedalongtheline
joining the fitted centerandthe midpoint of the dataset.This generatesa one-parameter
family of ellipses,andthis 1D function is optimizedto find the minimumgeometricdis-
tance.Speedis abouthalf of Kanatani,accuracy aboutthatof Taubin,but no hyperbolae
maybeproduced.
7.3.1 Conic fitting
In the areaof conic fitting, the most importantand valuableextensionwill comefrom
applying the Kanataniand Porrill bias-correctiontechniqueto the ellipse specificfitter.
Chapter4, andspecificallyFigure4.9,indicatethatthetruecenterpositionis alwaysonthe
line joining from themidpointof thedatasetto thereportedcenter, andfurthermorethat
thisbiasis nota functionof positionaroundthearcof thedatamidpoint.Usingthisobser-
vationit is hopedthata “one-shot”biascorrectedellipsefitter canbeproduced,wherethe
reportedparametersandtheestimatedsubtendedanglewill immediatelyyield thetruepa-
rameters.Preliminaryexperimentson thevalidity of thepredictionuseaniterativemethod
which minimizesthegeometricdistance(seeFigure7.1) by moving thecenteralongthe
line show performancesimilar to Taubin’smethodbut withoutthepossibilityof hyperbolic
solutions. However the mathematicsrequiredto producethe one-shotalgorithmhave so
farprovedelusive.
7.3.2 Segmentation
In thesegmentationtopics,theavenuesfor explorationareimprovementof thesegmenta-
tion strategiesandextensionto higherdimensions.
In the caseof the run-distribution/MDL comparison,a deficiency is that the simple
form of the segmentationalgorithmmakesit moredifficult to be certainthat the relative
meritsof thetestswill notchangeif amoresophisticatedalgorithmis used.Improving the
algorithmmayaffect therelativemeritsof thesystems.In thisway, theeffectivenessof the
segmentationstrategy neednot be taken into accountwhencomparingthe metrics. This
wouldallow adeeperunderstandingof therelationshipsbetweenthealternativetechniques,
andmight leadto ahybridwhosetunabiltyis itself tunable—allowing theuserof thetech-
niquesto selectthepositionalongthescope-stabilitycurve which is mostappropriatefor
thespecificapplicationunderdevelopment.For thesum-of-variancemetric,theproblemis
reversed—thegeneticalgorithmessentiallyensuresthattheoptimalsegmentationhasbeen
achieved, but rendersthe algorithmtoo slow to test in 2D. Work on a moreheuristicor
problem-specificapproachsuchasregiongrowing or minimizationovermultiple scalesis
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a possiblestrategy.
In bothcases,theextensionof themethodsto higherdimensionsrepresentsanimpor-
tant increasein applicability. Theseextensionsarehowever ratherdifferent. In the case
of thesum-of-variancemetric,themetric itself extendstrivially to any dimension,but the
algorithmfor its minimizationbecomesexponentiallymoreexpensive asdimensionality
is increased.In thecaseof therun-distribution segmenter, thedifficulty lies in extending
the definition of the metric itself to higherdimensions.Although a possiblemethodis
presentedin Chapter5, it is clearthatsignificantwork is requiredin orderto evaluatethe
extension.
Appendix A
Proof of Lemma 1
Thisappendixdetailstheproof of lemma1. It is a variationon theproof of Pilu [88]. The
generalreferencefollowedis [43].
Lemma 1 Thesignsof thegeneralizedeigenvaluesofK5L Ç+þ7M L (A.1)
where
K áON ÂP:Â is positivedefinite, and M áON ÂPqÂ is symmetric,are thesameasthose
of thematrix M , up to permutationof theindices.
Let usdefinethespectrumA K  asthesetof eigenvaluesof K . Let usanalogouslydefineA K ÌQM  to bethesetof generalizedeigenvaluesof (A.1). Theinertia Ó= K  is definedasthe
setof signsof ARMÏ , andwecorrespondinglydefineÓe K ÌSM  . Thenthelemmais equivalent
to proving that Óe K ÌSM ÇÓ=TM  .
As
K
is positivedefinite,it maybedecomposedas Ut for symmetricU , allowing usto
write (A.1) as U  L Ç)þM L
Now, substitutingVÇ?U L andpremultiplyingby U ö?Ä givesVÇ+þU ö?Ä MWU ö?Ä V
sothat A K ÌQM Ç)ATU öÄ MXU öÄ  öÄ andthus Ó= K ÌQM òÇ)ÓeRU ö?Ä MWU öÄ  .
FromSylvester’sLaw of Inertia[132] wehavethatfor any symmetric
K
andnonsingu-
lar Y , Ó= K òÇÓ=HY[Z K Yl




For completeness,the preciseformulaeusedfor extractionof principal pointsand radii
from conicsaregivenhere.Theconicis]_^  û9+ ^ ç«û9`=ç  û9a ^ û9bç û4clÇ+qÌ
And weextract d Ç 'fe g ö?Ä ] Ø:`+
Rotatingcoordinates otheconicishji(i ø  û hlkSk(m  û hji ø û hjk(m û hjn Ç)qÌ
We have hjn Ç chli Ç apoq>r d û9bsrutvg d h k Ç Øaprutwg? d Åû9b;oxq>r d h i(i Ç ] oq>r   d ûO`yrutvg   d Åû4+oxq_r d rztvgÅ d h kSk Ç ] rutvg   d û9`yoxq>r   d AØ{+oxq_r d rztvgÅ d 
Thenthecentreor principalpoint in rotatedcoordinatesisø7| Ç Ø hji' h i(im | Ç Ø hlk' h kSk
which is transformedbackto `x} Ç ø7|5oxq_r d ³Ø m |5rztvg d `x~ Ç ø7|5rutwg d û m |5oxq_r d 
And theradii aregivenby ItÇ h n Ø h ii ø | Ø h kSk m |Éf}ÔÇÖØ Ihli(i
Éf~«ÇÖØ  Ih kSk
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wherenegationis passedthroughthesquareroot. Theoriginalconicis now of theform ^ Ø:` } %Éj}  Éf}  û çÏØ:` ~ %Éj~  Éj~  ÇÕ




In orderto demonstratetheinvarianceof theconicfitting algorithmsto transformationsof
thedatapoints,we follow themethodof [38]. Firstwedefineaninvariantof aparameteri-
zation:
Givena family of curvesparameterizedby thevector Î , anda groupof trans-
formations  , a scalarfunction 'ÎW of the elementsof Î is an invariant of
weight ý under  if 'Î  Ç3'Îz   
where  is anarbitrarymemberof  and Î  is thenew parametervectorthatrepresentsthesamecurve as Î but in thenew coordinatesystemgivenby the
transformation . The determinantof a groupmember   is definedasthedeterminantof its matrix representationif it is a linear function,which is all
wewill dealwith here.
Forsythetal. thenshow thatfitting subjectto theconstraintW$ÎzÇ constantis invariantto
transformationsfrom a group  preciselywhen  is aninvariant(of any weight)under  .
While theirproof is somewhatinvolved,asimplerversionmaybederivedfor thecases
of interestin thecurrentdiscussion.Specifically, wemayusethefactthatminimizationofÎpAÎ subjectto 'ÎzÇÕ
where 'Îz is of thespecialform Î  @ Î is equivalentto theminimizationof theRayleigh
quotient: ÉjÇ Î  òÎ'Îz
Thentheerrormetricin thetransformedframeÉ  Ç Î     Î 'Î  
is a scalarmultiple of the error metric in the original frame(specificallyit is divided by   ). Moreoverthisscalarmultiple is independentof Î sothatthemetricis scaledequallyfor all vectorsÎ —noparticularÎ is favouredoverany otheronce actsonthemall equally.Thereforetheminimizer in the transformedframewill be the transformof theminimizer
in theoriginal frame.
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C.1 The affine group
A memberof thegroupof affine transformsmayberepresentedby its actionon pointsin
theplaneusingthematrix-vectorequation¿WÇjÑ1¿tûO
where Ñ is aninvertible '' matrix,with  a 2D translationvector. Thedeterminantof
sucha transformis  Ñ  Ä P:  
Expandingthisdeterminantby its bottomrow, weseethatit evaluatessimply to  Ñ  , withthetranslationcomponentplayingnopart.
C.2 Matrix representationof the conic
Let usrepresentheconicin thematrix form¿ZUI¿Dûn¿Z û9c5Ç) (C.1)
wherethematricesarerelatedto theimplicit parametersin Chapter2, (equation(2.1))by:UÇ  ] +6'+68' `  ãÇ  a b 
If weapplyachangeof coordinates¿ ¿  , theconicrepresentedin thenew coordinate
systemis ¿  ZU  ¿  ûn¿  Z  û4c  Ç)
In order to relatethe primedparametersto the original ones,we expandin termsof the
originalpoints ¿ : èÑ1¿tûO Z U  /Ñ1¿kû{û)èÑ1¿Dû{ Z   û4c  Ç+A
Gatheringtermsin ¿ andequatingwith (C.1),wegetU Ç ÑBZ;U  Ñ1Ì Ç Ñ Z H'_U  û{  =Ìc Ç Z;U  û{Z5  û4c  A
Inversionof theseequationsyieldsexpressionsfor theprimedparametersin termsof the
originals: U  Ç Ñ ö ZUkÑ öÄ Ì  Ç Ñ ö Z #Ø:'_U  Ç Ñ ö Z #Ø:'|Ñ ö Z UDÑ öÄ dÌc  Ç  Z U   Ø Z Ñ ö Z   û4c7A
C.3 Invarianceof the discriminant
Then,notingthattheconstraint* ] `Ø{+=íÇÕ is equivalentto fixing thedeterminant U  ÇÄ , wehave that  U   Ç  Ñ ö ZsUDÑ öÄ Ç  Ñ ö Z v U w Ñ öÄ Ç  U v Ñ  ö 
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andthereforethat thediscriminantis anaffine invariantof weight -2. Applying theresult
of Forsythetal. showsthatfitting with prescribed U  is invariantto affinetransformationsof thedata \
C.4 Similarity invarianceof Bookstein’sconstraint
It is instructivealsoto demonstratetheinvarianceof theBooksteinconstraintto similarity
transformationsusingthematrix formulation.Theconstraint] ¦ûT û4` is expressedinthematrix form as
traceTU  
Undertheactionof asimilarity transformation ¿ÇÉË¿íû[ , whereÉ is of determinant1 and  is ascalar, this transformsto (notingthat É öÄ Ç)É Z ):
traceRU   Ç traceH ö  ÉUtÉ Z   Ç  ö traceÉUkÉfZÅÉUtÉZÇ  ö traceÉUUtÉZÅÇ  ö traceTU   (using  É  Çù )Ç   ö  traceRU  
Which is againaninvariantof weight-2 \
C.5 Similarity invarianceof Taubin’s constraint
Taubin’s constraintis interestingin that it dependsboth on the conic parametersandon
thevaluesof thedatapoints. In this section,I demonstratethat it is invariantto similarity
transformations.Theconstraintis of theformÂð ÀÃÅÄ   '_UI¿ À ûO   
andwe shall first examinethe behaviour of '>Ut¿#û? underaffine transformation¿  ÇÑ1¿kû{ . '>U  ¿  ûO  Ç '_U  Ñ1¿kû4'>U  Üû¬Ñ ö Z5#Ø{'>U  Ç '_U  Ñ1¿kû¬Ñ ö Z5Ç '|Ñ ö ZsUDÑ öÄ Ñ1¿tû¬Ñ ö Z5Ç Ñ ö Z T'>UI¿kûO³
Geometrically, thishasthesimpleinterpretationthatthenormalto thecurveis transformed
by theinverseof thetransformationappliedto thedatapoints.Now, in thecaseof similarity
transformations¿  ÇÉË¿Dû{ , thenorm  '>U ¿pû{    Ç T'>Ut¿tûO³ Z  ö  É É Z H'_UI¿Dû{AÇ  ö    '_UI¿tû{   
andtheconstraintis againaninvariantof weight-2 \ .
Bibliography
[1] H. Akaike. A new look at statisticalmodel identification. IEEE Transactionson
AutomaticControl, 19:716,1974.
[2] A. Albano. Representationof digitizedcontoursin termsof conicarcsandstraight-
line segments.ComputerGraphicsandImageProcessing, 3:23–33,1975.
[3] A. AsadaandM. Brady. Thecurvatureprimalsketch.IEEETransactionsonPattern
AnalysisandMachineAnalysis, 8(1):2–14,January1986.
[4] N. J. AyacheandO. D. Faugeras.Hyper: A new approachfor therecognitionand
positioningof two-dimensionalobjects.IEEETransactionsonPatternAnalysisand
MachineAnalysis, 8(1):44–54,1986.
[5] D. H. BallardandC. M. Brown. ComputerVision. Prentice-Hall,EnglewoodCliffs,
New Jersey, 1982.
[6] A.H. Barr. Superquadricsandangle-preservingtransformations.IEEE Computer
GraphicsandApplications, 1(1):11–23,1981.
[7] SamuelW. BentandJohnW. John.Findingthemedianrequires'N comparisons.In
Proceedingsof theSeventeenthAnnualACM Symposiumon Theoryof Computing,
pages213–216,Providence,RhodeIsland,6–8May 1985.
[8] P. J.BeslandR. C. Jain.Segmentationthroughvariable-ordersurfacefitting. IEEE
Transactionson Pattern Analysisand Machine Analysis, 10(2):167–192,March
1988.
[9] R. H. Biggerstaf. Threevariationsin dentalarch form estimatedby a quadratic
equation.DentalResearch, 51:1509–1516,1972.
[10] A. Blake, R. Curwen,and A. Zisserman. Affine-invariantcontourtrackingwith
automaticcontrolof spatiotemporalscale.In Proceedings,InternationalConference
onComputerVision, pages66–75,1993.
[11] A. BlakeandA. Zisserman.VisualReconstruction. MIT Press,London,1987.
[12] R. M. Bolle andB. C. Vemuri. On three-dimensionalsurfacereconstructionmeth-
ods. IEEE Transactionson Pattern Analysisand Machine Analysis, 13(1):1–13,
1991.
[13] R. C. BollesandR. A. Cain.Recognizingandlocatingpartiallyvisibleobjects:The
local featurefocusmethod. InternationalJournal of RoboticsResearch, 1(3):637–
643,1982.
[14] R. C. BollesandM. A. Fischler. A RANSAC-basedapproachto modelfitting and




[15] R. C. Bolles andP. Horaud. 3DPO:A three-dimensionalpart orientationsystem.
InternationalJournalof RoboticsResearch, 5(Fall):3–26,1986.
[16] F. Bookstein.Fitting conicsectionsto scattereddata.ComputerGraphicsandImage
Processing, 9:56–71,1979.
[17] J. M. Brady. Criteria for representationsof shape.In HumanandMachineVision.
AcademicPress,1983.
[18] R. A. Brooks.Symbolicreasoningamong3D modelsand2D images.IEEETrans-
actionsonPatternAnalysisandMachineAnalysis, 5(2):140–149,March1983.
[19] K.A. Brownlee. StatisticalTheoryand Methodology in Scienceand Engineering.
Wiley, 1960.
[20] L. D. Cai. A diffusionsmoothingapproachto sculpturedsurfaces.In TheMathe-
maticsof SurfacesIII , pages267–281.ClarendonPress,Oxford,1989.
[21] J.Canny. A computationalapproachto edge-detection.IEEE Transactionson Pat-
ternAnalysisandMachineAnalysis, 8(6):679–698,1986.
[22] J.F. Canny. Findingedgesandlinesin images.TechnicalReport720,MIT AI Lab,
1983.
[23] S.Carlsson.Projectively invariantdecompositionandrecognitionof planarshapes.
InternationalJournalof ComputerVision, 17(2):193–209,1996.
[24] D. S. Chen. A data-driven intermediatelevel featureextractionalgorithm. IEEE
TransactionsonPatternAnalysisandMachineAnalysis, 11(7):749–758,July1989.
[25] D. R. Cooperand N. Yalabik. On the computationalcost of approximatingand




[27] T. Darrell, S. Sclarof, andA. Pentland.Segmentationby minimal description.In
Proceedings,InternationalConferenceonComputerVision, 1990.
[28] C. deBoor. A practicalguideto splines. Springer-Verlag,New York, 1978.
[29] J.G. Dunham.Optimumuniform piecewiselinearapproximationof planarcurves.
IEEE Transactionson PatternAnalysisandMachineAnalysis, 8(1):67–75,January
1986.
[30] T. Ellis, A. Abbood,andB. Brillault. Ellipse detectionandmatchingwith uncer-
tainty. ImageandVisionComputing, 10(2):271–276,1992.
[31] T.-J. Fan. Describing and recognizing 3-D objects using surface properties.
Springer-Verlag,1990.
[32] O. Faugerasand M. Hebert. A 3-d recognitionand positioningalgorithm using
geometricmatchingbetweenprimitive surfaces.InternationalJournal of Robotics
Research, 5(3):27–52,1986.
[33] R. B. Fisher. Model invocationfor threedimensionalsceneunderstanding.In Pro-
ceedings,InternationalJoint ConferenceonAI, pages805–807,1987.
[34] R. B. Fisher. From Surfacesto Objects:ComputerVision andThreeDimensional
SceneAnalysis. JohnWiley, UK, 1989.
BIBLIOGRAPHY 116
[35] A. W. FitzgibbonandR.B. Fisher. Invariantfitting of arbitrarysingle-extremumsur-
faces.In Proceedings,British MachineVisionConference, pages569–578,Septem-
ber1993.
[36] A. W. FitzgibbonandR. B. Fisher. A buyer’sguideto conicfitting. In Proceedings,
British MachineVisionConference, pages513–522,1995.
[37] P. Flynn. CAD-BasedComputerVision: ModellingandRecognitionStrategies. PhD
thesis,MichiganStateUniversity, 1990.
[38] D. Forsyth, J. L. Mundy, A. Zisserman,and C. M. Brown. Projectively invari-
ant representationsusingimplicit algebraiccurves. Image and Vision Computing,
9(2):130–136,April 1991.
[39] D. Forsyth,J. L. Mundy, A. Zisserman,et al. Invariantdescriptorsfor 3D object
recognitionandpose.IEEETransactionsonPatternAnalysisandMachineAnalysis,
13(10):971–991,1991.
[40] W. Gander, G.H. Golub,andR. Strebel.Least-squarefitting of circlesandellipses.
BIT, 43:558–578,1994.
[41] M. Gardiner. Thesuperellipse:acurvethatliesbetweentheellipseandtherectangle.
ScientificAmerican, September1965.
[42] R. Gnanadesikan.Methodsfor statisticaldataanalysisof multivariateobservations.
JohnWiley & sons,New York, 1977.
[43] G. H. GolubandC. F. vanLoan.Matrix Computations. JohnsHopkins, 'J edition,
1989.
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