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Abstract
Let X ⊂ PN−1 be a smooth projective variety. To each g ∈ SL(N,C) which induces the embedding
g · X ⊂ PN−1 given by the ambient linear action we can associate a matrix µ¯X(g) called the centre of
mass, which depends nonlinearly on g. With respect to the probability measure on SL(N,C) induced
by the Haar measure and the Gaussian unitary ensemble, we prove that the expectation of the centre of
mass is a constant multiple of the identity matrix for any smooth projective variety.
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1 Introduction and the statement of the main result
LetX be a complex smooth projective variety, and ι : X →֒ P(H0(X,L)∨) ∼= PN−1 be the Kodaira embedding
defined with respect to a very ample line bundle L on X , where N := dimH0(X,L). There is a natural
SL(N,C)-action on the Kodaira embedding ι 7→ g · ι given by the ambient linear action SL(N,C)y PN−1.
For each g ∈ SL(N,C) we can define an N × N hermitian matrix µ¯X(g), called the centre of mass of the
embedding g · ι : X →֒ P(H0(X,L)∨) (see §2.3 for more details). This plays an important role in Ka¨hler
geometry, and depends on g ∈ SL(N,C) in a highly nonlinear manner. For example, when the automorphism
1
group of (X,L) is discrete, there exists g ∈ SL(N,C) such that µ¯X(g) is a constant multiple of the identity
matrix if and only if the embedding ι : X →֒ PN−1 is Chow stable [24, 29], which is an important yet subtle
algebro-geometric property of X ⊂ PN−1.
The following seems to be a natural question to ask.
Problem 1.1. Let dσ be a probability measure on SL(N,C). Compute the expectation
E[µ¯X(g)] =
∫
g∈SL(N,C)
µ¯X(g)dσ.
In spite of its apparent simplicity, this is a nontrivial problem since µ¯X(g) depends nonlinearly on g. The
main result of this paper is the following.
Theorem 1.2. Let X ⊂ PN−1 be a smooth projective variety. With respect to the probability measure on
SL(N,C) defined by the Haar measure on SU(N) and an absolutely continuous unitarily invariant measure
of finite volume on B := SL(N,C)/SU(N) via the natural fibration structure, E[µ¯X(g)] is a constant multiple
of the identity matrix.
See §2.1 for the details of the measure on SL(N,C) as stated in the above, defined by the fibration
SU(N)→ SL(N,C)→ B; it is also discussed therein that the measure on SL(N,C) induced by the Gaussian
unitary ensemble on B (Example 2.3) satisfies all the properties stated in the theorem. The study of Ka¨hler
and Fubini–Study metrics in connection to the probability theory, such as the random matrix theory, has
been an active area of research. There are works e.g. [3–7] by Berman, and [13–16, 21–23, 28] by Ferrari,
Flurin, Klevtsov, Song, Zelditch. On the other hand, probabilistic aspects of the centre of mass µ¯X(g) does
not seem to have been actively investigated in the aforementioned works, which is the focus of the present
paper.
As pointed out in the above, whether µ¯X(g) itself is a constant multiple of the identity matrix depends
on the Chow stability of X ⊂ PN−1 by the result of Luo [24] and Zhang [29]. Such subtleties disappear,
however, when we take the average over g ∈ SL(N,C) as in Theorem 1.2.
While the main point of Theorem 1.2 is that E[µ¯X(g)] is a constant multiple of the identity for any smooth
projective variety, it implies in particular that the expectation E[µ¯X(g)] keeps being a constant multiple of the
identity for the embedding X →֒ P(H0(X,L⊗k)∨) for any higher exponent k ≫ 1. This may be interesting
in the study of the large N behaviour of random Ka¨hler metrics, initiated by Ferrari–Klevtsov–Zelditch [15].
We also note that we can prove the following unitary version of Theorem 1.2, although the proof (given
in §2.4) is much easier.
Theorem 1.3. Let X ⊂ PN−1 be a smooth projective variety. With respect to the Haar measure dσSU on
SU(N), the expectation
ESU [µ¯X(u)] :=
∫
u∈SU(N)
µ¯X(u)dσSU
of the centre of mass of X ⊂ PN−1is a constant multiple of the identity matrix.
Remark 1.4. Although we shall only treat SL(N,C) and SU(N) throughout this paper, this is just for the
sake of simplifying the exposition; the determinant one condition does not play any significant role, and we
may replace them by GL(N,C) and U(N) to get the same results.
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2 Preliminaries
2.1 Random matrices
Our aim is to define a class of probability measures on SL(N,C) which has some good properties as in the
statement of Theorem 1.2. The precise description of such measures is given in Definition 2.1, but that needs
to be accompanied by a review of some elementary results in the theory of random matrices; the details can
be found e.g. in [1, 10, 11, 25] or any other standard textbooks on random matrices.
Let B := SL(N,C)/SU(N) be the left coset space, which can be naturally identified with the set of all
positive definite hermitian matrices (of determinant one) on CN , which gives SL(N,C) a natural structure
of a principal SU(N)-bundle
SU(N) // SL(N,C)
pi

B
by the projection
π : SL(N,C) ∋ g 7→ gg∗ ∈ B, (1)
where g∗ stands for the hermitian conjugate of g with respect to the hermitian form represented by the
identity matrix on CN . Throughout, we shall write e for the identity in SL(N,C) or SU(N).
Definition 2.1. We set our notational convention, and the definition of the measure dσ on SL(N,C), as
follows.
• We write dσSU for the Haar measure on SU(N) of unit volume.
• We fix a measure dσB on B, and assume that dσB is absolutely continuous, unitarily invariant, and of
finite volume.
• Given a measure dσB on B and dσSU on SU(N), the measure defined on SL(N,C) via the fibration
structure (1) is denoted by dσ.
Given any measure dσ on SL(N,C) as defined above, it is immediate that dσ is of finite volume (see also
Lemma 2.2). Henceforth without loss of generality we shall assume∫
SL(N,C)
dσ = 1 (2)
by scaling, i.e. dσ is a probability measure on SL(N,C).
We have a more explicit formula for dσ, which follows immediately from the above definition.
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Lemma 2.2. Suppose that dσ is a probability measure on SL(N,C) defined as in Definition 2.1. If φ :
SL(N,C)→ R is a bounded measurable function, we have∫
SL(N,C)
φ(g)dσ(g) =
1
Vol(B)
∫
B
dσB(hh
∗)
∫
pi−1(hh∗)
φ(hu)dσSU (u),
where Vol(B) := ∫B dσB is the volume of B with respect to dσB , and h ∈ SL(N,C) is a hermitian matrix
such that π(g) = hh∗.
Note that dσB being absolutely continuous means that we can write
dσB = ρ(H)dH (3)
where dH is the Lebesgue measure on the set of all N × N hermitian matrices and ρ : B → [0,+∞) is a
measurable function (called the Radon–Nikodym density) which is known to exist by the Radon–Nikodym
theorem. Moreover, dσB being of finite volume implies∫
B
ρ(H)dH < +∞. (4)
Finally, dσB being unitarily invariant means that dσB(H) = dσB(UHU
−1) for allH ∈ B and U ∈ SU(N),
which is equivalent to saying that ρ(H) depends only on the eigenvalues λ1, . . . , λN ofH . By abuse of notation
we also write ρ(λ1, . . . , λN ) for ρ(H). Recall now (see e.g. [17], [10, Chapter 5], [11, Chapter 2]) that we
have
dH = ∆2(λ) dλ dσSU (5)
where we wrote λ = (λ1, . . . , λN ) ∈ RN>0 for the eigenvalues of H (they are positive since H ∈ B), and ∆2(λ)
is the square of the Vandermonde determinant
∆(λ) :=
∏
i6=j
(λi − λj).
With this notation, the finite volume condition (4) translates to∫
RN>0
ρ(λ1, . . . , λN )∆
2(λ) dλ < +∞, (6)
where RN>0 stands for the N -fold direct product of positive real numbers.
Example 2.3. An example of the measure as defined in Definition 2.1 can be given by the Gaussian
unitary ensemble on B defined by
ρ(H) = exp
(
−1
2
tr(H2)
)
.
Recalling (5), the Gaussian unitary ensemble dσB can be written more explicitly as
dσB := const.∆
2(λ) exp
(
−1
2
N∑
i=1
λ2i
)
dλ dσSU ,
up to an overall positive constant. With the Haar measure dσSU on the fibres of π, the Gaussian unitary
ensemble defines a probability measure dσ on SL(N,C) satisfying all the properties of Definition 2.1.
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Remark 2.4. A well-known theorem [25, Chapter 2] in fact shows that, if ρ(H) is absolutely continuous,
unitarily invariant, and moreover the diagonal entries and the real and imaginary parts of the off-diagonal
entries of H are statistically independent, ρ(H) must be of the form exp(−(atr(H2) + btr(H) + c)) for some
constants a > 0, b, c ∈ R.
Example 2.5. Yet another example of the measure dσB on B is given by the heat kernel measure, which
is defined by the heat kernel on the homogeneous manifold B = SL(N,C)/SU(N). More explicitly, the heat
kernel measure dσB,t, defined for each t > 0, can be written in terms of the Lebesgue measure dH on B and
the eigenvalues λ′1, . . . , λ
′
N of logH (i.e. the R
N -part of the polar coordinates on B) as
dσB,t := const.
∆(λ′)
∆(eλ′)
exp
(
− 1
4t
N∑
i=1
(λ′i)
2
)
dH,
up to an overall positive constant. The above measure satisfies all the properties in Definition 2.1 for each
t > 0. See [18, Proposition 3.2] and [23, §3.1] for more details.
Remark 2.6. Klevtsov–Zelditch [22, §5] considered the measure exp(−γSν(H))dH , where γ > 0 is a
constant and Sν is a certain functional defined on B with respect to a volume form ν on X , for the study of
the partition function of some field theory. Interesting as it is, the unitary invariance Sν(H) = Sν(UHU
−1)
(for all U ∈ SU(N)) does not seem to hold for Sν , so Theorem 1.2 does not seem to apply to the case when
we use exp(−γSν(H))dH as a measure on B.
Remark 2.7. Note that the measure dσB or dσ as discussed in the above depends on the fixed hermitian
form on CN , represented by the identity matrix. This corresponds to the choice of the reference basis {Zi}Ni=1
that we take to identify H0(X,L) with CN in §2.3.
2.2 Coarea formula
We review the coarea formula, which can be regarded as a generalisation of Fubini’s theorem exchanging
the order of an iterated integral; while Fubini’s theorem concerns integrals on a product space, the coarea
formula holds for a fibration defined by a smooth surjective map f :M → S with dimM > dimS. Although
f only needs to be Lipschitz for the coarea formula to be valid, as proved by Federer [12], the version of
the theorem that we need in this paper is the one where all maps and manifolds are smooth; in this case a
significantly simpler proof is available, e.g. as in [1, Appendix F.2] or [27]. Before stating the coarea formula,
we first need to define the generalised determinant.
Definition 2.8. Let A : V →W be a linear map between R-vector spaces. The generalised determinant
of A is the positive square root of det(AA∗), where A∗ :W → V is the adjoint of A with respect to the fixed
Euclidean metrics on V and W .
The statement of the coarea formula is as follows: see [1, Theorem 4.1.8 and Appendix F.2] or [9, §III.8]
for more details, and also [27] for a detailed exposition.
Theorem 2.9. (the coarea formula) Let f : M → S be a smooth surjective map between smooth real
manifolds, where dimM > dimS. Let Jf(p) be the generalised determinant of the linear map f∗|p : TpM →
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Tf(p)S at p ∈M , defined with respect to the fixed Riemannian metrics gM and gS on M and S respectively.
Then, for any nonnegative measurable function φ on M , we have, by allowing +∞ as a value of the integral,∫
M
φ(p)dσM (p) =
∫
S
dσS(q)
∫
Mreg∩f−1(q)
φ(p)
Jf(p)
dσM |f−1(q) (p),
where Mreg stands for the set of regular points of f , and dσM (resp. dσS) is the volume form of gM (resp. gS).
Note that Mreg ∩ f−1(q) = f−1(q) for almost every q ∈ S (with respect to dσS) by Sard’s theorem, and
that Jf(p) > 0 as long as p ∈ Mreg. In general, when φ is a measurable function on M such that both the
positive part and the negative part of φ are integrable with respect to the measure dσM (e.g. when dσM is
of finite volume and φ is bounded), the above theorem implies that the integral on the right hand side is
also well-defined and finite.
2.3 Moment maps and the centre of mass
We review the ingredients from complex geometry that we need in this paper. Let X be a complex smooth
projective variety of complex dimension n, with a very ample line bundle L and the associated embedding
ι : X →֒ P(H0(X,L)∨).
We fix a basis forH0(X,L) once and for all and identify P(H0(X,L)∨) ∼= PN−1, whereN := dimH0(X,L);
we also note that the basis we fixed here can be identified with an orthonormal basis for the hermitian form
represented by the identity matrix on CN ∼= H0(X,L) (see also Remark 2.7). With respect to such a ref-
erence basis, we write [Z1 : · · · : ZN ] for the homogeneous coordinates for PN−1. Furthermore, by abuse of
terminology, we also write {Zi}Ni=1 for the reference basis itself. Pick g ∈ SL(N,C) and write
Zi(g) :=
N∑
j=1
gijZj , (7)
where gij is the matrix representation of g with respect to the basis {Zi}Ni=1. Note that {Zi(g)}Ni=1 defines
a new basis for H0(X,L). Throughout, we shall write
Hg := (g
−1)∗g−1 = (gg∗)−1
for the the positive definite hermitian matrix on H0(X,L) that has {Zi(g)}Ni=1 as its orthonormal basis. The
hermitian conjugate (with respect to the basis {Zi}Ni=1) will be denoted by ∗, and the special unitary group
SU(N) is always meant to preserve the hermitian form He which has {Zi}Ni=1 as its orthonormal basis.
For each positive definite hermitian form on CN , it is a foundational result in complex geometry that we
have a Ka¨hler metric on PN−1 called the Fubini–Study metric (see e.g. [19, Chapter 0, §2] for more details).
Definition 2.10. The Fubini–Study metric ω˜He on P
N−1 defined by He is an SU(N)-invariant Ka¨hler
metric on PN−1, whose explicit formula on CN−1 = {Z1 6= 0} ⊂ PN−1 is given by
ω˜He =
√−1
2π
∂∂¯ log
(
1 +
N∑
i=2
|zi|2
)
where zi := Zi/Z1 for i = 2, . . . , N . By abuse of terminology, the restriction of ω˜He to ι(X) ⊂ PN−1 is also
called the Fubini–Study metric on ι(X), and written ωHe := ι
∗ω˜He .
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While the above definition is often stated for a fixed hermitian matrix, different hermitian matrices lead
to different Fubini–Study metrics; for the hermitian matrix Hg, the associated Fubini–Study metric ω˜Hg can
be written, on CN−1 = {Z1(g) 6= 0} ⊂ PN−1, as
ω˜Hg =
√−1
2π
∂∂¯ log
(
1 +
N∑
i=2
|zi(g)|2
)
by replacing zi with zi(g) := Zi(g)/Z1(g). While the isometry group of ω˜Hg is isomorphic to SU(N), it is
not the same SU(N) that we fixed above; while the SU(N) as above preserves the hermitian form He, in
general it does not preserve Hg if g 6= e. Recall also that ωHg := ι∗ω˜Hg ∈ c1(L) for all g ∈ SL(N,C).
From the above definition, by writing in terms of polar coordinates zi(g) = ri(g)e
√−1θi(g) we have
ω˜N−1Hg =
1(
1 +
∑N−1
i=2 ri(g)
2
)N−1
N∏
i=2
ri(g)dri(g) ∧ dθi(g)
2π
. (8)
Note also that the restriction of ω˜nHg to ι(X) defines a volume form on ι(X), which we write as
dνHg :=
ωnHg
n!
.
The total volume of X with respect to dνHg can be computed as∫
X
dνHg =
∫
X
c1(L)
n/n! =: Vol(X,L), (9)
which depends only on (X,L) and is independent of g ∈ SL(N,C).
Recall that (
√−1 times) the moment map µSU : PN−1 →
√−1su(N) for the SU(N)-action on PN−1 is
given by
µSU ([x1 : · · · : xN ])ij = xix¯j∑N
l=1 |xl|2
− δij
N
,
where δij is the Kronecker delta and the subscript ij stands for the (i, j)-th entry of the N ×N matrix. The
second term δij/N is just to make µSU trace-free. Observing that SU(N) acts transitively on P
N−1, we find
that µSU naturally defines a map µSU,p : SU(N) →
√−1su(N) by µSU,p(u) := µSU (up) where p ∈ PN−1 is
a fixed reference point.
We now consider the “complexified” version of the above moment map, defined for SL(N,C) = SU(N)C.
We fix a reference point p ∈ PN−1 represented by the homogeneous coordinates [Z1 : · · · : ZN ], and observe
that for each g ∈ SL(N,C) the point gp ∈ PN−1 is represented by [Z1(g) : · · · : ZN(g)] in terms of the
notation (7). We then define an N ×N hermitian matrix µp(g) ∈
√−1u(N) whose (i, j)-th entry is given by
µp(g)ij =
Zi(g)Zj(g)∑N
l=1 |Zl(g)|2
. (10)
This corresponds to the first term of µSU at the point gp; note that gp is in the SU(N)
C-orbit of p. We
choose not to normalise the trace of µp(g) to be zero, to be consistent with the notation in the literature. The
centre of mass, which plays an important role in this paper, is defined for g ∈ SL(N,C) and the embedded
variety ι : X →֒ PN−1 as the integral
µ¯X(g) :=
∫
p∈ι(X)
µp(g)dνHg . (11)
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We summarise the above in the following formal definition.
Definition 2.11. The centre of mass µ¯X(g), defined for g ∈ SL(N,C) and ι : X →֒ PN−1, is a hermitian
matrix of size N whose (i, j)-th entry is given in terms of the notation (7) by
µ¯X(g)ij :=
∫
ι(X)
Zi(g)Zj(g)∑N
l=1 |Zl(g)|2
dνHg ,
where dνHg is the measure on ι(X) defined by the Fubini–Study metric on P
N−1 with respect to Hg, and
integrates with respect to the variables {Zi}Ni=1 over the locus {[Z1 : · · · : ZN ] ∈ ι(X)} ⊂ PN−1.
It is easy to see how µp(g) in (10) changes when g is pre-multiplied by a unitary matrix u, as in the
following lemma.
Lemma 2.12. For any g ∈ SL(N,C), u ∈ SU(N), and p ∈ PN−1, we have
µp(ug) = u · µp(g) · u∗
Proof. It is an obvious consequence of
∑N
l=1 |Zl(g)|2 =
∑N
l=1 |Zl(ug)|2 for any unitary matrix u.
Note, on the other hand, that we do not have an analogous formula for µp(gu).
Remarks 2.13. We observe some other elementary properties of the centre of mass which immediately
follow from the definition.
1. Both µp(g) and µ¯X(g) are positive definite as a hermitian matrix for each g ∈ SL(N,C).
2. We observe that µ¯X(g) is nothing but the integral of µp(e) over p ∈ g · ι(X) with respect to dνHg ;
µ¯X(g) can be regarded as the centre of mass of the Kodaira embedding g · ι(X) ⊂ PN−1.
3. µ¯X(g) is independent of the overall scaling of g, so depends only on its class in PSL(N,C). Moreover,
we observe that each entry of the integrand µp(g) of the centre of mass is manifestly bounded as a
function of g ∈ SL(N,C) for each p ∈ PN−1.
Computing the centre of mass is in general difficult since µ¯X(g) depends on g ∈ SL(N,C) (and the
embedding ι : X →֒ PN−1) in a highly nonlinear manner and the size N of the matrices is typically large.
However, there are some special cases in which we can explicitly compute it.
Example 2.14. Take X := PN−1 and L := OPN−1(1). Then, by using (8) and the polar coordinates
for CN−1, we find that µ¯PN−1(g) is a constant multiple of the identity matrix for all g ∈ SL(N,C); this
computation is well-known to the experts and reduces to the periodicity of the angle coordinates, but the
details can be found e.g. in [20, Lemma 2.7]. In particular, E[µ¯PN−1(g)] is a constant multiple of the identity
matrix for any probability measure dσ on SL(N,C).
Example 2.15. The above method using the polar coordinates also work for the case when Pn is embedded
in a higher dimensional projective space by the Veronese embedding, i.e. when L = OPn(m) for m > 1, and
{Zi(g)}Ni=1 is given by the monomial basis for H0(Pn,OPn(m)), where N = dimCH0(Pn,OPn(m)). As in the
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previous example, µ¯Pn(g) can be easily seen to be a diagonal matrix for g ∈ SL(N,C) such that {Zi(g)}Ni=1
is a monomial basis. By appropriately scaling the monomial basis, we find that there exists g ∈ SL(N,C)
such that µ¯Pn(g) is a constant multiple of the identity, and the explicit scaling can be written down as in
[2, Example2.4].
2.4 Proof of Theorem 1.3
The properties of the centre of mass presented in §2.3 are sufficient for the proof of Theorem 1.3, which is
elementary. We compute
ESU [µ¯X(u)] :=
∫
u∈SU(N)
µ¯X(u)dσSU =
∫
u∈SU(N)
dσSU
∫
p∈ι(X)
µp(u)dνHu .
Note first that dνHu = dνHe for all u ∈ SU(N) since Hu = (uu∗)−1 = He. Lemma 2.12 further implies that
the above is equal to
ESU [µ¯X(u)] =
∫
u∈SU(N)
dσSU
(
u ·
∫
p∈ι(X)
µp(e)dνHe · u∗
)
.
We pick and fix an arbitrary η ∈ SU(N), and observe that the group invariance of the Haar measure implies
∫
u∈SU(N)
dσSU (u)
(
u ·
∫
p∈ι(X)
µp(e)dνHe · u∗
)
=
∫
ηu∈SU(N)
dσSU (ηu)
(
ηu ·
∫
p∈ι(X)
µp(e)dνHe · u∗η∗
)
=
∫
u∈SU(N)
dσSU (u)
(
ηu ·
∫
p∈ι(X)
µp(e)dνHe · u∗η∗
)
= η ·
∫
u∈SU(N)
dσSU (u)
(
u ·
∫
p∈ι(X)
µp(e)dνHe · u∗
)
· η∗,
which implies that we have
ESU [µ¯X(u)] = η · ESU [µ¯X(u)] · η∗
for any η ∈ SU(N). Recalling that the centre of mass µ¯X(u) is an N×N hermitian matrix, this implies that
ESU [µ¯X(u)] must be a constant multiple of the identity matrix since it is a hermitian matrix that commutes
with all elements of SU(N). Noting that tr(µ¯X(u)) = Vol(X,L) for all u ∈ SU(N), we find more explicitly
that
ESU [µ¯X(u)] =
Vol(X,L)
N
· idN×N ,
which completes the proof of Theorem 1.3.
3 Proof of the main result
3.1 Properties of the incidence variety
Let ι : X →֒ PN−1 be a smooth projective variety embedded in PN−1.
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Definition 3.1. The algebraic variety
I := {(g, g−1x) ∈ SL(N,C)× PN−1 | x ∈ ι(X)}. (12)
is called the incidence variety.
When we define a map
F : SL(N,C)× PN−1 ∋ (g, z) 7→ gz ∈ PN−1, (13)
which is manifestly smooth and surjective, we may also write I as
I = F−1(ι(X)).
Note also that the fibre of F over y ∈ PN−1 is given by
F−1(y) = SL(N,C), (14)
by writing z = g−1y in (13).
Notation 3.2. We fix our notational convention as follows. We pick a nonzero lift z˜ ∈ CN of z ∈ PN−1,
and we identify the C-vector space TgzP
N−1 with the orthogonal complement in CN of the Euler vector field
Cgz˜ with respect to the hermitian matrix He on C
N . Note that the identification is made in such a way
that β ∈ TgzPN−1 corresponds to β˜ ∈ (Cgz˜)⊥, where β˜ ∈ CN is a vector that depends on the choice of the
nonzero lift z˜; this means that β˜ changes to cβ˜ when z˜ changes to cz˜. Conversely, given v˜ ∈ CN and a choice
of the nonzero lift z˜, we write [v˜] ∈ TgzPN−1 to denote the orthogonal projection of v˜ to (Cgz˜)⊥.
With the above notation understood, and recalling TgSL(N,C) = {gα | α ∈ sl(N,C)}, we can easily
compute the derivative of F as follows.
Lemma 3.3. Suppose that we pick a representative z˜ ∈ CN of the projective class z ∈ PN−1 and work over
the vector space CN covering PN−1. Then the derivative F∗|(g,z) : TgSL(N,C)× TzPN−1 → TgzPN−1 of F
at (g, z) is given in terms of the nonzero lifts by
F∗|(g,z)(gα, β) = [gαz˜ + gβ˜],
up to an overall multiplicative constant.
The reason for the ambiguity in the multiplicative constant is that the map F is well-defined only up to
a multiplicative constant in terms of the nonzero lifts: (g, z˜) 7→ gz˜ and (g, z˜) 7→ c · gz˜ define the same map
SL(N,C)× PN−1 → PN−1 for any c ∈ C∗.
In what follows we prove some results concerning I that we need for the proof of Theorem 1.2. The
following lemmas should be well-known to the experts, and indeed their proofs are similar to the computations
given in the paper [8, §4] by Breiding–Marigliano, but we provide the details for completeness. We start
with the following lemma, which resembles [8, Lemma 4.1].
Lemma 3.4. The map F defined in (13) is a submersion at any point (g, z) ∈ SL(N,C) × PN−1. In
particular, I is a smooth quasiprojective variety.
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Proof. Fixing a nonzero lift z˜ of z ∈ PN−1, it suffices to solve for each given γ˜ ∈ TgzPN−1 = (Cgz˜)⊥ ≤ CN
the equation
[gαz˜ + gβ˜] = γ˜, (15)
for gα ∈ TgSL(N,C) and β˜ ∈ TzPN−1. Clearly there exists α′ ∈ gl(N,C) such that α′z˜ = g−1γ˜. Writing
α := α′ − (tr(α′)/N)e ∈ sl(N,C) and taking β˜ = 0, we certainly have [gαz˜ + gβ˜] = γ˜ since [gz˜] = 0 in
TgzP
N−1 = (Cgz˜)⊥, and hence (15) is solvable. Thus F is a submersion at all points. This implies that
I, which is F−1(ι(X)), is a smooth manifold as F is transversal to ι(X). Since I is an algebraic set inside
an affine algebraic group and the projective space, it is a smooth quasiprojective variety with the reduced
scheme structure.
The following is obvious, and a similar statement is given in [8, Lemma 4.2].
Lemma 3.5. Suppose that we pick a representative z˜ ∈ CN of the projective class z ∈ PN−1 and work over
the vector space CN covering PN−1. The tangent space of I at (g, z), with gz ∈ ι(X) by definition, can be
identified with
T(g,z)I = {(gα, β˜) ∈ TgSL(N,C)× TzPN−1 | [gαz˜ + gβ˜] ∈ Tgzι(X)},
in terms of the nonzero lifts.
The key proposition that we need for the proof of Theorem 1.2 is the following; a related argument was
also carried out in [8, Lemma 4.3].
Proposition 3.6. Suppose that I ⊂ SL(N,C)×PN−1 is endowed with the restriction of the product metric,
with the bi-invariant metric on SL(N,C) and the Fubini–Study metric ω˜He on P
N−1. Suppose also that ι(X)
is endowed with the Fubini–Study metric ωHe , and define Ψ := F |I : I → ι(X). For g ∈ SL(N,C) and
z ∈ PN−1 such that gz ∈ ι(X), the generalised determinant of Ψ∗|(g,z) can be computed as
JΨ(g, z) = det
(
pr
(
gg∗|Tgz ι(X)
))
,
where pr : CN → Tgzι(X) is the orthogonal projection with respect to He in terms of Tgzι(X) ≤ TgzPN−1 ≤
CN as in Notation 3.2. Furthermore we have
1
JΨ(g, z)
ωnHg (gz)
ωnHe(gz)
= 1,
when gz ∈ ι(X) ⊂ PN−1.
Proof. Recalling the map F : SL(N,C) × PN−1 → PN−1 as defined in (13), and its restriction Ψ = F |I :
I → ι(X), we write ψ for the derivative Ψ∗|(g,z) : T(g,z)I → Tgzι(X) at (g, z) ∈ I. Our first aim is to find
ψ∗ with respect to the Riemannian metrics as in the above statement.
As in Notation 3.2, we fix the nonzero lift z˜ ∈ CN of z ∈ PN−1 and also fix the hermitian form 〈, 〉 on
CN defined by He; note also that we may assume ‖z˜‖2 = 〈z˜, z˜〉 = 1. For γ˜ ∈ Tgzι(X) ≤ TgzPN−1, identified
with γ˜ ∈ CN orthogonal to the Euler vector field (i.e. 〈gz˜, γ˜〉 = 0), we find for each (gα, β˜) ∈ T(g,z)I that
〈(gα, β˜), ψ∗γ˜〉 = 〈ψ((gα, β˜)), γ˜〉 = 〈gαz˜ + gβ˜, γ˜〉, (16)
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up to an overall constant multiple by Lemma 3.3. Now we extend the product metric on I to a Riemannian
metric on SL(N,C) × PN−1 in such a way that the associated orthogonal projection prI : TgSL(N,C) ×
TzP
N−1 → T(g,z)I is compatible with pr : CN → Tgzι(X), in the sense that pr ◦ F∗|(g,z)(v) = 0 for all
v ∈ ker(prI); this is indeed possible, since v ∈ TgSL(N,C)×TzPN−1 is mapped to Tgzι(X) by F∗|(g,z) if and
only if v ∈ T(g,z)I, by Lemmas 3.3 and 3.5. We then get from (16), again up to an overall constant multiple,
that
ψ∗(γ˜) = prI(g((g
∗γ˜)⊗ z˜∗), g∗γ˜)
where (g∗γ˜)⊗ z˜∗ is an N ×N matrix, trace-free by 〈g∗γ˜, z˜〉 = 0, obtained by the column vector g∗γ˜ and the
row vector z˜∗; this follows from〈
(gα, β˜), prI(g((g
∗γ˜)⊗ z˜∗), g∗γ˜)
〉
=
〈
(gα, β˜), (g((g∗γ˜)⊗ z˜∗), g∗γ˜)
〉
= tr(α((g∗γ˜)⊗ z˜∗)∗) + 〈β˜, g∗γ˜〉
= 〈αz˜, g∗γ˜〉+ 〈gβ˜, γ˜〉
= 〈gαz˜ + gβ˜, γ˜〉
for all (gα, β˜) ∈ T(g,z)I, by the definition of the product metric on I.
Thus we get, in terms of the nonzero lifts,
ψ ◦ ψ∗(γ˜) = c · ψ ◦ prI(g((g∗γ˜)⊗ z˜∗), g∗γ˜)
= c · pr(g(g∗γ˜)‖z˜‖2 + gg∗γ˜)
= 2c · pr(gg∗γ˜)
for some c ∈ C∗ which is determined later, where we used ‖z˜‖2 = 1 and also the relationship pr◦F∗|(g,z)(v1) =
0 for all v1 ∈ ker(prI) and pr ◦ F∗|(g,z)(v2) = ψ(v2) for all v2 ∈ T(g,z)I = im(prI).
We compute the determinant of ψ ◦ ψ∗. Noting that gg∗ defines a hermitian form on Tgzι(X), we find
det (γ˜ 7→ pr(gg∗γ˜)) = det (pr (gg∗|Tgzι(X))) =
n∏
i=1
〈ei, gg∗ei〉 =
n∏
i=1
λ2i
where {ei}ni=1 is an He-orthonormal basis for Tgzι(X) and λ21, . . . , λ2n are the eigenvalues of gg∗ restricted to
Tgzι(X). Hence we get
det(ψ ◦ ψ∗) = (2c)n
n∏
i=1
λ2i = (2c)
n det
(
pr
(
gg∗|Tgzι(X)
))
.
Thus, we can now compute the generalised Jacobian
JΨ(g, z) =
√
detR(ψ ◦ ψ∗),
where we wrote detR for the determinant as a real matrix, in which we regard Tgzι(X) as a real vector space.
Recall that for a complex n× n matrix B, writing B˜ for the associated R-linear map R2n → R2n, we have
det(B˜) = detR(B) = | det(B)|2 (see e.g. [19, page 18]). We thus find
JΨ(g, z) = |2c|n
∣∣det (pr (gg∗|Tgzι(X)))∣∣ = |2c|n det (pr (gg∗|Tgz ι(X)))
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as claimed, up to a constant |2c|n to be determined later.
We now compute ωnHg/ω
n
He
. Recall from Definition 2.10 that we have
ωHg =
√−1ι∗
(
∂∂¯ log
(
N∑
i=1
|Zi(g)|2
))
where {Zi}Ni=1 is an He-orthonormal basis and we used the notation as in (7). Suppose now that we write
gg∗ = uΛ2u−1 for an N × N diagonal matrix Λ and u ∈ SU(N). We can then write g = uΛη for some
η ∈ SU(N). This implies
ωHg =
√−1ι∗
(
∂∂¯ log
(
N∑
i=1
|uΛu−1 · Zi(uη)|2
))
=
√−1ι∗

∂∂¯ log

 N∑
i=1
∣∣∣∣∣∣
N∑
j=1
(gg∗)1/2ij Zj(uη)
∣∣∣∣∣∣
2



 .
Now suppose that a point x ∈ ι(X) is given by [Z1(uη) : · · · : ZN(uη)] = [1 : 0 : · · · : 0]; in other
words, writing p0 ∈ PN−1 for the point defined by [Z1 : · · · : ZN ] = [1 : 0 : · · · : 0], x is given by
x = η−1u−1p0. Suppose moreover that Txι(X) ≤ TxPN−1 can be identified with the subspace defined by
spanC{∂/∂Z2(uη), . . . , ∂/∂Zn+1(uη)}. For any point x ∈ ι(X), these can be achieved by choosing η ∈ SU(N)
appropriately, without changing gg∗ or Hg = (gg∗)−1. We then have, by the standard computation as in
[19, page 30],
ωHg (x) =
√−1
2π
n+1∑
i,j=2
(gg∗)ijdzj(uη) ∧ dz¯i(uη) =
√−1
2π
n+1∑
i,j=2
(pr(gg∗|Txι(X)))ijdzj(uη) ∧ dz¯i(uη),
at x ∈ ι(X), by noting that {Zi(uη)}Ni=1 is an He-orthonormal basis as it is unitarily equivalent to the
reference basis {Zi}Ni=1.
On the other hand we find
ωHe(x) =
√−1
2π
n+1∑
i=2
dzi(uη) ∧ dz¯i(uη),
since He = Huη as both u and η are unitary. Thus
ωnHg (x)
ωnHe(x)
= det
(
pr
(
gg∗|Txι(X)
))
for any x ∈ ι(X). This finally gives
1
JΨ(g, z)
ωnHg (gz)
ωnHe(gz)
=
1
|2c|n ,
when gz ∈ ι(X).
We now prove that the constant |2c|n is 1. Recall the definition of dσ from Definition 2.1 and suppose
that we write dσ(g) = ϕ(g)dσ˜(g) for a nonnegative measurable function ϕ on SL(N,C), where dσ˜ is the
volume form on SL(N,C) defined by the bi-invariant metric. We compute
Vol(X,L) =
∫
ι(X)
dνHg =
∫
SL(N,C)
dσ(g)
∫
ι(X)
dνHg =
∫
SL(N,C)
dσ(g)
∫
ι(X)
ωnHg
ωnHe
dνHe =
∫
I
ωnHg
ωnHe
ϕ(g)dτI ,
where dτI is the absolutely continuous measure on I defined (as a volume form) by dτI(g, z) := dσ˜(g) ×
dνHe(gz) at (g, z) ∈ I ⊂ SL(N,C) × PN−1 with gz ∈ ι(X). I is a smooth manifold as proved in Lemma
13
3.4 and (14) shows dim I > dim ι(X); moreover the map Ψ : I → ι(X) is manifestly surjective and smooth.
Hence the coarea formula (Theorem 2.9) implies
∫
I
ωnHg
ωnHe
ϕ(g)dτI =
∫
x∈ι(X)
dνHe
∫
(g,g−1x)∈Ψ−1(x)
ϕ(g)
JΨ(g, g−1x)
ωnHg (x)
ωnHe(x)
dτI |Ψ−1(x) (17)
=
1
|2c|n
∫
x∈ι(X)
dνHe
∫
SL(N,C)
ϕ(g)dσ˜
=
1
|2c|n
∫
x∈ι(X)
dνHe
∫
SL(N,C)
dσ
=
1
|2c|nVol(X,L).
This proves |2c|n = 1, since dσ is of unit volume by (2) and ∫
x∈ι(X) dνHe =
∫
x∈ι(X) dνHg = Vol(X,L) for
any g ∈ SL(N,C) by (9).
3.2 Proof of Theorem 1.2
Observe first that the definition of the centre of mass (11) and the incidence variety (12) implies
E[µ¯X(g)] =
∫
SL(N,C)
dσ(g)
∫
x∈ι(X)
µx(g)dνHg =
∫
I
µx(g)
ωnHg
ωnHe
ϕ(g)dτI ,
where µx is as defined in (10) and dτI is the absolutely continuous measure on I defined as in the proof of
Proposition 3.6. In the above, we integrated with respect to dνHg first and then dσ. Exactly as we did in
(17), we can swap the order of the integrals by the coarea formula (Theorem 2.9) to find
E[µ¯X(g)] =
∫
x∈ι(X)
dνHe
∫
(g,g−1x)∈Ψ−1(x)
µx(g)
JΨ(g, g−1x)
ωnHg (x)
ωnHe(x)
ϕ(g)dτI |Ψ−1(x)
which simplifies, by Proposition 3.6 and (14), to
E[µ¯X(g)] =
∫
x∈ι(X)
dνHe
∫
SL(N,C)
µx(g)dσ(g),
since dσ(g) = ϕ(g)dσ˜(g). We first fix x ∈ ι(X), pick a hermitian h ∈ SL(N,C) such that π(g) = hh∗, and
compute the second integral in the above as∫
SL(N,C)
µx(g)dσ(g) =
1
Vol(B)
∫
B
dσB(hh
∗)
∫
SU(N)
µx(hu)dσSU (u)
by using Lemma 2.2, where we note that each entry of µx(g) is bounded (Remark 2.13) and that π
−1(hh∗) =
h · SU(N). Observe that we may write h = ηΛη∗ for some η ∈ SU(N) and a diagonal matrix Λ =
diag(Λ1, . . . ,ΛN ) which we can identify with a vector in R
N . With this notation we may write
π(g) = (hu) · (hu)∗ = hh∗ = ηΛ2η∗.
Thus, by writing Λ˜ := Λ2, the above integral may be written as
1
Vol(B)
∫
Λ˜∈RN>0
∆2(Λ˜)ρ(Λ˜)dΛ˜
∫
SU(N)
dσSU (η)
∫
SU(N)
µx(ηΛη
−1u)dσSU (u),
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where ∆(Λ˜) is the Vandermonde determinant and ρ(Λ˜) is the Radon–Nikodym density of dσB , by (3) and
(5). By the group invariance of the Haar measure, we have∫
u∈SU(N)
µx(ηΛη
−1u)dσSU (u) =
∫
ηu∈SU(N)
µx(ηΛu)dσSU (ηu)
=
∫
u∈SU(N)
µx(ηΛu)dσSU (u)
= η
(∫
u∈SU(N)
µx(Λu)dσSU (u)
)
η∗
by also recalling Lemma 2.12. We are thus reduced to first computing∫
SU(N)
µx(Λu)dσSU (u). (18)
We claim that the off-diagonal entries of the above integral are zero. Since any x ∈ ι(X) ⊂ PN−1
can be moved to p0 = [1 : 0 : · · · : 0] by the SU(N)-action, for the moment we assume without loss of
generality that x = p0, by using the SU(N)-invariance of the Haar measure. Since p0 is fixed by the subgroup
S(U(1)×U(N−1)) of SU(N), the integral (18) is in fact an integral over PN−1 = SU(N)/S(U(1)×U(N−1)).
We now recall that a group invariant measure on a homogeneous space (if exists) is unique up to an overall
positive multiplicative constant by [26, Chapter III, §4, Theorem 1], which is a result credited to Weil in [26].
Thus, the measure on PN−1 induced by the Haar measure dσSU agrees, up to an overall constant multiple,
with the SU(N)-invariant Fubini–Study measure ω˜N−1He . Thus, by using the homogeneous coordinate system
[Z1 : · · · : ZN ] given by the reference basis, we find that the (i, j)-th entry of (18) is equal to∫
PN−1
ΛiΛjZiZ¯j∑
l=1 Λ
2
l |Zl|2
ω˜N−1He (19)
up to an overall constant multiple. By recalling the formula (8) for the Fubini–Study volume form on
CN−1 ⊂ PN−1 and writing the above integral in terms of polar coordinates, we find that (19) is zero if i 6= j
because of the periodicity of the angle coordinates, by performing the computation as in [20, Lemma 2.7]
(and as pointed out in Examples 2.14 and 2.15).
Thus we find ∫
SU(N)
µx(Λu)dσSU (u) = diag(α1(Λ), . . . , αN (Λ))
for some maps αi : R
N → R≥0 (i = 1, . . . , N); observe that each αi depends smoothly on Λ and is bounded
over RN , since the (i, i)-th entry of µx(Λu) is
Λ2i |(ux˜)i|2∑N
j=1 Λ
2
j |(ux˜)j |2
,
where x˜ ∈ CN is any nonzero lift (i.e. the homogeneous coordinates) of x ∈ ι(X) ⊂ PN−1. We further
observe that each αi does not depend on x ∈ ι(X), since for any x′ ∈ ι(X) there exists u′ ∈ SU(N) such that
x′ = u′x (as SU(N) acts transitively on the ambient PN−1) and hence the dependence on x is integrated
out by the group invariance of the Haar measure. Moreover, the above formula implies that each αi can be
naturally regarded as a function of Λ˜ = Λ2, and hence by abuse of notation we shall write αi(Λ˜) for αi(Λ),
which can be considered as a smooth bounded function on RN>0.
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Let CN := {η1, . . . , ηN} be the group of cyclic permutations of N letters, which is naturally a subgroup
of U(N). We then find
N∑
i=1
ηi
(∫
SU(N)
µx(Λu)dσSU (u)
)
η∗i = α(Λ˜) · idN×N ,
with α(Λ˜) :=
∑N
i=1 αi(Λ˜); we also note that in the above we may assume ηi ∈ SU(N) for i = 1, . . . , N by
dividing them by an N -th root of det(ηi) ∈ U(1) which leaves the above integral invariant. Thus we get,
again by the group invariance of the Haar measure,∫
η∈SU(N)
dσSU (η)
∫
u∈SU(N)
ηµx(Λu)η
∗dσSU (u)
=
1
N
N∑
i=1
∫
ηη−1
i
∈SU(N)
(ηη−1i )ηi
(∫
u∈SU(N)
µx(Λu)dσSU (u)
)
η∗i (ηη
−1
i )
∗dσSU (ηη−1i )
=
∫
η∈SU(N)
η
(
1
N
N∑
i=1
ηi
(∫
u∈SU(N)
µx(Λu)dσSU (u)
)
η∗i
)
η∗dσSU (η)
=
α(Λ˜)
N
· idN×N ,
and hence, by recalling that α(Λ˜) does not depend on x ∈ X as pointed out in the above, we find
E[µ¯X(g)] =
1
Vol(B)
∫
x∈ι(X)
dνHe
∫
Λ˜∈RN>0
∆2(Λ˜)ρ(Λ˜)dΛ˜
∫
η∈SU(N)
dσSU (η)
∫
u∈SU(N)
µx(ηΛu)dσSU (u)
=
(
Vol(X,L)
NVol(B)
∫
Λ˜∈RN>0
α(Λ˜)∆2(Λ˜)ρ(Λ˜)dΛ˜
)
· idN×N .
Since α(Λ˜) is bounded over RN>0, the integral∫
Λ˜∈RN>0
α(Λ˜)∆2(Λ˜)ρ(Λ˜)dΛ˜
is a well-defined real number by (6) because dσB is of finite volume. In fact, the above integral is equal to
Vol(B), by observing
tr(E[µ¯X(g)]) = Vol(X,L)
since tr(µ¯X(g)) = Vol(X,L) for all g ∈ SL(N,C) and dσ is assumed to have unit volume as in (2). Thus we
finally get
E[µ¯X(g)] =
Vol(X,L)
N
· idN×N
as claimed, with respect to the fixed reference basis {Zi}Ni=1 (see Remark 2.7). This completes the proof of
Theorem 1.2.
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