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Abstract
We demonstrate that the primal-dual witness proof method may be used to establish
variable selection consistency and ℓ∞-bounds for sparse regression problems, even when
the loss function and/or regularizer are nonconvex. Using this method, we derive two
theorems concerning support recovery and ℓ∞-guarantees for the regression estimator in
a general setting. Our results provide rigorous theoretical justification for the use of
nonconvex regularization: For certain nonconvex regularizers with vanishing derivative
away from the origin, support recovery consistency may be guaranteed without requiring
the typical incoherence conditions present in ℓ1-based methods. We then derive several
corollaries that illustrate the wide applicability of our method to analyzing composite
objective functions involving losses such as least squares, nonconvex modified least squares
for errors-in-variables linear regression, the negative log likelihood for generalized linear
models, and the graphical Lasso. We conclude with empirical studies to corroborate our
theoretical predictions.
1 Introduction
The last two decades have generated a significant body of work involving convex relaxations
of nonconvex problems arising in high-dimensional sparse regression (e.g., see the papers [10,
36, 7, 5, 3, 40] and references therein). In broad terms, the underlying goal is to identify
a relatively sparse solution from among a set of candidates that also yields a good fit to
the data. A hard sparsity constraint is most directly encoded in terms of the ℓ0-“norm,”
which counts the number of nonzero entries in a vector. However, this produces a nonconvex
optimization problem that may be NP-hard to solve or even approximate [27, 38]. As a
result, much work has focused instead on a slightly different problem, where the ℓ0-based
constraint is replaced by the convex ℓ1-norm. There is a relatively well-developed theoretical
understanding of the conditions under which such ℓ1-relaxations produce good estimates of
the underlying parameter vector (e.g., see the papers [3, 37, 25] and references therein).
Although the ℓ1-norm encourages sparsity in the solution, however, it differs from the
ℓ0-norm in a crucial aspect: Whereas the ℓ0-norm is constant for any nonzero argument,
the ℓ1-norm increases linearly with the absolute value of the argument. This linear increase
leads to a bias in the resulting ℓ1-regularized solution, and noticeably affects the performance
of the estimator in finite-sample settings [11, 4, 21]. Motivated by this deficiency of ℓ1-
regularization, several authors have proposed alternative forms of nonconvex regularization,
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including the smoothly clipped absolute deviation (SCAD) penalty [11], minimax concave
penalty (MCP) [44], and log-sum penalty (LSP) [6]. These regularizers may be viewed as a
hybrid of ℓ0- and ℓ1-regularizers—they resemble the ℓ1-norm in a neighborhood of the origin,
but become (asymptotically) constant at larger values. Although the nonconvexity of the
regularizer causes the overall optimization problem to be nonconvex, numerous empirical
studies have shown that gradient-based optimization methods, while only guaranteed to find
local optima, often produce estimators with consistently smaller estimation error than the
estimators produced by the convex ℓ1-penalty [11, 16, 46, 4, 21].
In recent years, several important advances have been made toward developing a theoret-
ical framework for nonconvex regularization. Zhang and Zhang [43] provide results showing
that global optima of nonconvex regularized least squares problems are statistically consistent
for the true regression vector, leaving open the question of how to find such optima efficiently.
Fan et al. [13] show that one step of a local linear approximation (LLA) algorithm, initialized
at a Lasso solution, results in a local optimum of the nonconvex regularized least squares
problem that satisfies oracle properties; Wang et al. [41] establish similar guarantees for the
output of a particular path-following algorithm. Our own past work [20] provides a general
set of sufficient conditions under which all stationary points of the nonconvex regularized
problem are guaranteed to lie within statistical precision of the true parameter, which sub-
stantially simplifies the optimization problem to one of finding stationary points. Our work
also establishes bounds on the ℓ2-norm and prediction error that agree with the well-known
bounds for the convex ℓ1-regularizer, up to constant factors.
Despite these advances, however, an important question has remained: Are stationary
points of such nonconvex problems also consistent for variable selection? In other words, does
the support set of a stationary point agree with the support of the true regression vector,
with high probability, and at what rate does the error probability tend to zero? In addition
to providing a natural venue for establishing bounds on the ℓ∞-error, support recovery re-
sults furnish a much better understanding of when stationary points of nonconvex objectives
are actually unique. For convex objectives, various standard proof techniques for variable
selection consistency now exist, including approaches via Karush-Kuhn-Tucker optimality
conditions and primal-dual witness arguments (e.g., [45, 40, 18]). However, these arguments,
as previously stated, have relied crucially on convexity of both the loss and regularizer.
The first main contribution of our paper is to show how the primal-dual witness technique
may be modified and extended to a certain class of nonconvex problems. Our proof hinges on
the notion of generalized gradients from nonsmooth analysis [8], and optimization-theoretic
results on norm-regularized, smooth, but possibly nonconvex functions [14]. Our main result
is to establish sufficient conditions for variable selection consistency when both the loss and
regularizer are allowed to be nonconvex, provided the loss function satisfies a form of restricted
strong convexity and the regularizer satisfies suitable mild conditions. These assumptions are
similar to the conditions required in our earlier work on ℓ1- and ℓ2-consistency [20], with
an additional assumption on the minimum signal strength that allows us to derive stronger
support recovery guarantees. Remarkably, our results demonstrate that for a certain class of
regularizers—including the SCAD and MCP regularizers—we may dispense with the usual
incoherence conditions required by ℓ1-based methods, and still guarantee support recovery
consistency for all stationary points of the resulting nonconvex program. This provides a
strong theoretical reason for why certain nonconvex regularizers might be favored over their
convex counterparts. In addition, we establish that for the same class of nonconvex regular-
izers, the unique stationary point is in fact equal to the oracle solution.
Several other authors have mentioned the potential for nonconvex regularizers to deliver
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estimation and support recovery guarantees under weaker assumptions than the ℓ1-norm. The
same line of work introducing nonconvex penalties such as the SCAD and MCP and devel-
oping subsequent theory [11, 12, 46, 42, 13] demonstrates that in the absence of incoherence
conditions, nonconvex regularized problems possess local optima that are statistically consis-
tent and satisfy an oracle property. Since nonconvex programs may have multiple solutions,
however, these papers have focused on establishing theoretical guarantees for the output of
specific optimization algorithms. More recently, Wang et al. [41] propose a path-following ho-
motopy algorithm for obtaining solutions to nonconvex regularized M -estimators, and show
that iterates of the homotopy algorithm converge at a linear rate to the oracle solution of
the M -estimation problem. In contrast to theory of this type—applicable to a particular
algorithm—the theory in our paper is purely statistical and does not concern iterates of a
particular optimization algorithm. Indeed, the novelty of our theoretical results is that they
establish support recovery consistency for all stationary points and, moreover, shed light on
situations where such stationary points are actually unique. Finally, Pan and Zhang [29] pro-
vide results showing that under restricted eigenvalue assumptions on the design matrix that
are weaker than the standard restricted eigenvalue conditions, a certain class of nonconvex
regularizers yield estimates that are consistent in ℓ2-norm. They provide bounds on the spar-
sity of approximate global and approximate sparse (AGAS) solutions, a notion also studied in
earlier work [43]. However, their theoretical development stops short of providing conditions
for recovering the exact support of the underlying regression vector.
The remainder of our paper is organized as follows: In Section 2, we provide basic back-
ground material on regularized M -estimators and set up notation for the paper. We also
outline the primal-dual witness proof method. Section 3 is devoted to the statements of our
main results concerning support recovery and ℓ∞-bounds, followed by corollaries that spe-
cialize our results to linear regression, generalized linear models, and the graphical Lasso. In
each case, we contrast our conditions for nonconvex regularizers to those required by convex
regularizers and discuss the implications of our significantly weaker assumptions. We provide
proofs of our main results in Appendices A and B, with supporting results and more technical
lemmas contained in later appendices. Finally, Section 4 contains convergence guarantees for
the composite gradient descent algorithm and a variety of illustrative simulations that confirm
our theoretical results.
Notation: For functions f(n) and g(n), we write f(n) - g(n) to mean that f(n) ≤ cg(n) for
some universal constant c ∈ (0,∞), and similarly, f(n) % g(n) when f(n) ≥ c′g(n) for some
universal constant c′ ∈ (0,∞). We write f(n) ≍ g(n) when f(n) - g(n) and f(n) % g(n)
hold simultaneously. For a vector v ∈ Rp and a subset S ⊆ {1, . . . , p}, we write vS ∈ RS to
denote the vector v restricted to S. For a matrix M , we write |||M |||2 and |||M |||F to denote the
spectral and Frobenius norms, respectively, and write |||M |||max := maxi,j |mij | to denote the
elementwise ℓ∞-norm of M . For a function h : Rp → R, we write ∇h to denote a gradient or
subgradient, if it exists. Finally, for q, r > 0, we write Bq(r) to denote the ℓq-ball of radius r
centered around 0.
2 Problem formulation
In this section, we briefly review the theory of regularized M -estimators. We also outline
the primal-dual witness proof technique that underlies our proofs of variable consistency for
nonconvex problems.
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2.1 Regularized M-estimators
The analysis of this paper applies to regularized M -estimators of the form
β̂ ∈ arg min
‖β‖1≤R, β∈Ω
{Ln(β) + ρλ(β)} , (1)
where Ln denotes the empirical loss function and ρλ denotes the penalty function, both
assumed to be continuous. In our framework, both of these functions are allowed to be
nonconvex, but the theory applies a fortiori when only one function is convex. The prototypical
example of a loss function to keep in mind is the least squares objective, Ln(β) = 12n‖y−Xβ‖22.
We include the side constraint, ‖β‖1 ≤ R, in order to ensure that a global minimum β̂ exists.1
For modeling purposes, we have also allowed for an additional constraint, β ∈ Ω, where Ω is
an open convex set; note that we may take Ω = Rp when this extra constraint is not needed.
The analysis of this paper is restricted to the class of coordinate-separable regularizers,
meaning that ρλ is expressible as the sum
ρλ(β) =
p∑
j=1
ρλ(βj). (2)
Here, we have engaged in some minor abuse of notation; the functions ρλ : R→ R appearing
on the right-hand side of equation (2) are univariate functions acting upon each coordinate.
Our results are readily extended to the inhomogenous case, where different coordinates have
different regularizers ρjλ, but we restrict ourselves to the homogeneous case in order to simplify
our discussion.
From a statistical perspective, the purpose of solving the optimization problem (1) is to
estimate the vector β∗ ∈ Rp that minimizes the expected loss function:
β∗ := argmin
β∈Ω
E[Ln(β)], (3)
where we assume that β∗ is unique and independent of the sample size. Our goal is to develop
sufficient conditions under which a minimizer β̂ of the composite objective (1) is a consistent
estimator for β∗. Consequently, we will always choose R ≥ ‖β∗‖1, which ensures that β∗ is a
feasible point.
2.2 Class of regularizers
In this paper, we study the class of regularizers ρλ : R→ R that are amenable in the following
sense.
Amenable regularizers: For a parameter µ ≥ 0, we say that ρλ is µ-amenable if:
(i) The function t 7→ ρλ(t) is symmetric around zero (i.e., ρλ(t) = ρλ(−t) for all t), and
ρλ(0) = 0.
(ii) The function t 7→ ρλ(t) is nondecreasing on R+.
(iii) The function t 7→ ρλ(t)t is nonincreasing on R+.
1In the sequel, we will give examples of nonconvex loss functions for which the global minimum fails to exist
without such a side constraint (cf. Section 2.3 below).
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(iv) The function t 7→ ρλ(t) is differentiable, for t 6= 0.
(v) The function t 7→ ρλ(t) + µ2 t2 is convex, for some µ > 0.
(vi) lim
t→0+
ρ′λ(t) = λ.
We say that ρλ is (µ, γ)-amenable if, in addition:
(vii) There is some scalar γ ∈ (0,∞) such that ρ′λ(t) = 0, for all t ≥ γλ.
Conditions (vi) and (vii) are also known as the selection and unbiasedness properties, respec-
tively, and the MCP regularizer [42] described below minimizes the maximum concavity of ρ
subject to (vi)–(vii). Note that the usual ℓ1-penalty ρλ(t) = λ|t| is 0-amenable, but it is not
(0, γ)-amenable, for any γ <∞. The notion of µ-amenability was also used in our past work
on ℓ2-bounds for nonconvex regularizers [20], with the exception of the selection property
(vi). Since the goal of the current paper is to obtain stronger conclusions, in terms of variable
selection and ℓ∞-bounds, we will also require ρλ to satisfy the selection and unbiasedness
properties.
Note that if we define qλ(t) := λ|t| − ρλ(t), the conditions (iv) and (vi) together im-
ply that qλ is everywhere differentiable. Furthermore, if ρλ is (µ, γ)-amenable, we have
q′λ(t) = λ · sign(t), for all |t| ≥ γλ. In Appendix F.1, we provide some other useful results
concerning amenable regularizers.
Many popular regularizers are either µ-amenable or (µ, γ)-amenable. Let us consider a
few examples to illustrate.
Smoothly clipped absolute deviation (SCAD) penalty: This penalty, due to Fan and
Li [11], takes the form
ρλ(t) :=

λ|t|, for |t| ≤ λ,
− t2−2aλ|t|+λ22(a−1) , for λ < |t| ≤ aλ,
(a+1)λ2
2 , for |t| > aλ,
(4)
where a > 2 is a fixed parameter. A straightforward calculation show that the SCAD penalty
is (µ, γ)-amenable, with µ = 1a−1 and γ = a.
Minimax concave penalty (MCP): This penalty, due to Zhang [42], takes the form
ρλ(t) := sign(t)λ ·
∫ |t|
0
(
1− z
λb
)
+
dz, (5)
where b > 0 is a fixed parameter. The MCP regularizer is (µ, γ)-amenable, with µ = 1b and
γ = b.
Finally, let us consider some examples of penalties that are µ-amenable, but not (µ, γ)-
amenable, for any γ <∞.
Standard Lasso penalty: As mentioned previously, the ℓ1-penalty ρλ(t) = λ|t| is 0-
amenable, but not (0, γ)-amenable, for any γ <∞.
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Log-sum penalty (LSP): This penalty, studied in past work [6], takes the form
ρλ(t) = log(1 + λ|t|). (6)
For t > 0, we have ρ′λ(t) =
λ
1+λt , and ρ
′′
λ(t) =
−λ2
(1+λt)2 . In particular, the LSP regularizer is
λ2-amenable, but not (λ2, γ)-amenable, for any γ <∞.
2.3 Nonconvexity and restricted strong convexity
Next, we consider some examples of the types of nonconvex loss functions treated in this
paper. At a high level, we consider loss functions that are differentiable and satisfy a form of
restricted strong convexity, as used in large body of past work on analysis of high-dimensional
sparse M -estimators (e.g., [1, 3, 37, 20, 25]). In order to provide intuition before stating the
formal definition, note that for any convex and differentiable function f : Rp → R that is
globally convex and locally strongly convex around a point β ∈ Rp, there exists a constant
α > 0 such that
〈∇f(β +∆)−∇f(β), ∆〉 ≥ α ·min{‖∆‖2, ‖∆‖22}, (7)
for all ∆ ∈ Rp. The notion of restricted strong convexity (with respect to the ℓ1-norm)
weakens this requirement by adding a tolerance term that penalizes non-sparse vectors. In
particular, for positive constants {(αj , τj)}2j=1, we have the following definition:
Restricted strong convexity: Given any pair of vectors β,∆ ∈ Rp, the loss function Ln
satisfies an (α, τ)-RSC condition, if:
〈∇Ln(β +∆)−∇Ln(β), ∆〉 ≥

α1‖∆‖22 − τ1
log p
n
‖∆‖21, for all ‖∆‖2 ≤ 1, (8a)
α2‖∆‖2 − τ2
√
log p
n
‖∆‖1, for all ‖∆‖2 ≥ 1, (8b)
where (α1, α2) are strictly positive constants, and (τ1, τ2) are nonnegative constants.
As noted in inequality (7), any locally strongly convex function that is also globally convex
satisfies the RSC condition with tolerance parameters τ1 = τ2 = 0. For τ1, τ2 > 0, the RSC
condition imposes strong curvature only in certain directions of p-dimensional space—namely,
those nonzero directions ∆ ∈ Rp for which the ratio ‖∆‖1‖∆‖2 is relatively small; i.e., less than
a constant multiple of
√
n
log p . Note that for any k-sparse vector ∆, we have
‖∆‖1
‖∆‖2 ≤
√
k, so
that the RSC definition guarantees a form of strong convexity for all k-sparse vectors when
n % k log p.
A line of past work (e.g., [30, 34, 25, 20]) shows that the RSC condition holds, with high
probability, for many types of convex and nonconvex objectives arising in statistical estimation
problems. We now consider a few illustrative examples.
Standard linear regression: Consider the standard linear regression model, in which we
observe i.i.d. pairs (xi, yi) ∈ Rp × R, linked by the linear model
yi = x
T
i β
∗ + ǫi, for i = 1, . . . , n,
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and the goal is to estimate β∗ ∈ Rp. A standard loss function in this case is the least squares
function Ln(β) = 12n‖y−Xβ‖22, where y ∈ Rn is the vector of responses and X ∈ Rn×p is the
design matrix with xi ∈ Rp as its ith row. In this special case, for any β,∆ ∈ Rp, we have
〈∇Ln(β +∆)−∇Ln(β), ∆〉 = ∆T
(XTX
n
)
∆ =
‖X∆‖22
n
.
Consequently, for the least squares loss function, the RSC condition is essentially equivalent
to lower-bounding sparse restricted eigenvalues [37, 3].
Linear regression with errors in covariates: Let us now turn to a simple extension of
the standard linear regression model. Suppose that instead of observing the covariates xi ∈ Rp
directly, we observe the corrupted vectors zi = xi + wi, where wi ∈ Rp is some type of noise
vector. This setup is a particular instantiation of a more general errors-in-variables model for
linear regression. The standard Lasso estimate (applied to the observed pairs {(zi, yi)}ni=1) is
inconsistent in this setting.
As studied previously [19], it is natural to consider a corrected version of the Lasso, which
we state in terms of the quadratic objective,
Ln(β) = 1
2
βT Γ̂β − γ̂Tβ. (9)
Our past work [19] shows that as long as (Γ̂, γ̂) are unbiased estimates of (Σx,Σxβ
∗), any
global minimizer β̂ of the appropriately regularized problem (1) is a consistent estimate for
β∗. In the additive corruption model described in the previous paragraph, a natural choice
for the pair (Γ̂, γ̂) is given by
(Γ̂, γ̂) =
(
ZTZ
n
− Σw, Z
Ty
n
)
,
where the covariance matrix Σw = Cov(wi) is assumed to be known. However, in the high-
dimensional setting (n≪ p), the randommatrix Γ̂ is not positive semidefinite, so the quadratic
objective function (9) is nonconvex. (This is also a concrete instance where the objective
function (1) requires the constraint ‖β‖1 ≤ R in order to be bounded below.) Nonetheless,
our past work [19, 20] shows that under certain tail conditions on the covariates and noise
vectors, the loss function (9) does satisfy a form of restricted strong convexity.
Generalized linear models: Moving beyond standard linear regression, suppose the pairs
{(xi, yi)}ni=1 are drawn from a generalized linear model (GLM). Recall that the conditional
distribution for a GLM takes the form
P(yi | xi, β, σ) = exp
(
yix
T
i β − ψ(xTi β)
c(σ)
)
, (10)
where σ > 0 is a scale parameter and ψ is the cumulant function. The loss function corre-
sponding to the negative log likelihood is given by
Ln(β) = 1
n
n∑
i=1
(
ψ(xTi β)− yixTi β
)
, (11)
and it is easy to see that equation (11) reduces to equation (9) with the choice ψ(t) = t
2
2 .
Using properties of exponential families, we may also check that equation (3) holds. Negahban
et al. [25] show that a form of restricted strong convexity holds for a broad class of generalized
linear models.
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Graphical Lasso: Now suppose that we observe a sequence {xi}ni=1 ⊆ Rp of p-dimensional
random vectors with mean 0. Our goal is to estimate the inverse covariance matrix Θ∗ := Σ−1x ,
assumed to be relatively sparse. In the Gaussian case, sparse inverse covariance matrices arise
from imposing a Markovian structure on the random vector [35]. Letting Σ̂ := X
TX
n denote
the sample covariance matrix, consider the loss function
Ln(Θ) = trace(Σ̂Θ)− log det(Θ), (12)
which we refer to as the graphical Lasso loss. Taking derivatives, it is easy to check that
Θ∗ = argminΘ E[Ln(Θ)], which verifies the population-level condition (3). As we show in
Section 3.5, the graphical Lasso loss is locally strongly convex, so it satisfies the restricted
strong convexity condition with τ1 = τ2 = 0.
2.4 Primal-dual witness proof technique
We now outline the main steps of the primal-dual witness (PDW) proof technique, which we
will use to establish support recovery and ℓ∞-bounds for the program (1). Such a technique
was previously applied only in situations where Ln is convex and ρλ is the ℓ1-penalty, but we
show that this machinery may be extended via a careful analysis of local optima of norm-
regularized functions based on generalized gradients.
As stated in Theorem 1 below, the success of the PDW construction guarantees that sta-
tionary points of the nonconvex objective are consistent for variable selection consistency—in
fact, they are unique. Recall that β˜ ∈ Rp is a stationary point of the optimization pro-
gram (1) if we have 〈∇Ln(β˜) +∇ρλ(β˜), β − β˜〉 ≥ 0, for all β in the feasible region [2]. Due
to the possible nondifferentiability of ρλ at 0, we abuse notation slightly and denote
〈∇ρλ(β˜), β − β˜〉 = lim
t→0+
〈∇ρλ(β˜ + t(β − β˜)), β − β˜〉
(see, e.g., Clarke [8] for a more comprehensive treatment of such generalized gradients). The
set of stationary points includes all local/global minima of the program (1), as well as any
interior local maxima.
The key steps of the PDW argument are as follows:
(i) Optimize the restricted program
β̂S ∈ arg min
β∈RS : ‖β‖1≤R, β∈Ω
{Ln(β) + ρλ(β)} , (13)
where we enforce the additional constraint that supp(β̂S) ⊆ supp(β∗) := S. Establish
that ‖β̂S‖1 < R; i.e., β̂S is an interior point of the feasible set.
(ii) Define ẑS ∈ ∂‖β̂S‖1, and choose ẑSc to satisfy the zero-subgradient condition
∇Ln(β̂)−∇qλ(β̂) + λẑ = 0, (14)
where ẑ = (ẑS , ẑSc), β̂ := (β̂S , 0Sc), and qλ(t) := λ|t| − ρλ(t). Establish strict dual
feasibility of ẑSc ; i.e., ‖ẑSc‖∞ < 1.
(iii) Show that β̂ is a local minimum of the full program (1), and moreover, all stationary
points of the program (1) are supported on S.
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Note that the output (β̂, ẑ) of the PDW construction depends implicitly on the choice of λ
and R.
Under the restricted strong convexity condition, the restricted problem (13) minimized in
step (i) is actually a convex program. Hence, if ‖β̂S‖1 < R, the zero-subgradient condition (14)
must hold at β̂S for the restricted problem (13). Note that when Ln is convex and ρλ is the
ℓ1-penalty as in the conventional setting, the additional ℓ1-constraint in the programs (1)
and (13) is omitted. If also Ω = Rp, the vector β̂S is automatically a zero-subgradient point
if it is a global minimum of the restricted program (13), which greatly simplifies the analysis.
Our refined analysis shows that under suitable restrictions, global optimality still holds for
β̂S and β̂, and the convexity of the restricted program therefore implies uniqueness.
In the sections to follow, we show how the primal-dual witness technique may be used
to establish support recovery results for general nonconvex regularized M -estimators, and
then derive sufficient conditions under which stationary points of the program (1) are in fact
unique.
3 Main statistical results and consequences
We begin by stating our main theorems concerning support recovery and ℓ∞-bounds, and
then specialize our analysis to particular settings of interest.
3.1 Main results
Our main statistical results concern stationary points of the regularized M -estimator (1),
where the loss function satisfies the RSC condition (8) with parameters {(αj , τj)}2j=1, and
the regularizer is µ-amenable with µ ∈ [0, α1). Our first theorem concerns the success of
the PDW construction described in Section 2.4. The theorem guarantees support recovery
provided two conditions are met, the first involving an appropriate choice of λ and R, and the
second involving strict dual feasibility of the dual vector ẑ. Note that it is through validating
the second condition that the incoherence assumption arises in the usual ℓ1-analysis, but we
demonstrate in our corollaries to follow that strict dual feasibility may be guaranteed under
weaker conditions when a (µ, γ)-amenable regularizer is used, instead. (See Appendix C for
a technical discussion.) The proof of Theorem 1 is contained in Appendix A.
Theorem 1 (PDW construction for nonconvex functions). Suppose Ln is an (α, τ)-RSC
function and ρλ is µ-amenable, for some µ ∈ [0, α1). Suppose that:
(a) The parameters (λ,R) satisfy the bounds
2 ·max
{
‖∇Ln(β∗)‖∞, α2
√
log k
n
}
≤ λ ≤
√
(2α1 − µ)α2
56k
, and (15a)
max
{
2 ‖β∗‖1, 60kλ
2α1 − µ
}
≤ R ≤ min
{
α2
8λ
,
α2
τ2
√
n
log p
}
. (15b)
(b) For some δ ∈
[
4Rτ1 log p
nλ , 1
]
, the dual vector ẑ from the PDW construction satisfies the
strict dual feasibility condition
‖ẑSc‖∞ ≤ 1− δ. (16)
Then for any k-sparse vector β∗, the program (1) with a sample size n ≥ 2τ12α1−µk log p has a
unique stationary point, given by the primal output β̂ of the PDW construction.
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Remark: Of course, Theorem 1 is vacuous unless proper choices of λ,R, and δ exist. In the
corollaries to follow, we show that ‖∇Ln(β∗)‖∞ ≤ c
√
log p
n , with high probability, in many
settings of interest. In particular, we may choose λ ≍
√
log p
n to satisfy inequality (15a) when
the sample size satisfies n % k log p. Note that R ≍ 1λ then causes inequality (15b) to be
satisfied under the same sample size scaling. Indeed, if the RSC parameters were known,
we could simply take R = min
{
α2
8λ ,
α2
τ2
√
n
log p
}
and then focus on tuning λ. Finally, note
that the inequality 4Rτ1 log pnλ ≤ 1 is satisfied as long as R ≤ nλ4τ1 log p , which is guaranteed by
the preceding choice of (λ,R) and the scaling n % k log p. In this way, the existence of an
appropriate choice of δ is guaranteed.2
Note also that our results require the assumption µ < 2α1, where a smaller gap of (2α1−µ)
translates into a larger sample size requirement. This consideration may motivate an advan-
tage of using the LSP regularizer over a regularizer such as SCAD or MCP; as discussed
in Section 2.2, the SCAD and MCP regularizers have µ equal to a constant value, whereas
µ = λ2 → 0 for the LSP. On the other hand, the LSP is not (µ, γ)-amenable, which as
discussed later, allows us to remove the incoherence condition for SCAD and MCP when
establishing strict dual feasibility (16). Indeed, the MCP is designed so that µ is minimal
subject to unbiasedness and selection of the regularizer [44]. This suggests that for more
incoherent designs, the LSP may be preferred for variable selection, whereas for less incoher-
ent designs, SCAD or MCP may be better. In the simulations of Section 4, however, the
LSP regularizer only performs negligibly better than the ℓ1-penalty in situations where the
incoherence condition holds and the same regularization parameter λ is chosen.
Finally, we note that although the conditions of Theorem 1 are already relatively mild,
they are nonetheless sufficient conditions. Indeed, as confirmed experimentally, there are
many situations where the condition µ < 2α1 does not hold, yet the stationary points of the
program (1) still appear to be supported on S and/or unique. Two feasible explanations for
this phenomenon are the following: First, it is possible that in cases where 2α1 ≤ µ, the
composite objective function is not convex over the entire feasible set, yet β̂ is still sufficiently
close to β∗ and the positive definite condition(
∇2Ln(β̂) +∇2ρλ(β̂)
)
SS
≻ 0 (17)
holds at the point β̂. Examining the proof of Theorem 1, we may see that equation (17), to-
gether with strict dual feasibility, is sufficient for establishing that β̂ is a local minimum of the
program (1); Lemma 3 in Appendix A then implies that all stationary points are supported
on S. Nonetheless, since the restricted program (13) is no longer guaranteed to be convex,
multiple stationary points may exist. Second, we note that although strict convexity of the
objective and a zero-subgradient condition are certainly sufficient conditions to guarantee a
unique global minimum, a function may have diverse regions of convexity/concavity and still
possess a unique global minimum. In such cases, we may still be lucky in simulation studies
and obtain the global optimum.
Our second general theorem provides control on the ℓ∞-error between any stationary point
and β∗, and shows that the local/global optimum of a nonconvex regularized program agrees
2An important observation is that the parameter δ does not actually appear in the statistical estimation
procedure and is simply a byproduct of the PDW analysis. Hence, it is not necessary to know or estimate a
valid value of δ.
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with the oracle result when the regularizer is (µ, γ)-amenable. We define the oracle estimator
according to
β̂OS := arg min
βS∈RS
{Ln(βS , 0Sc))} ,
and write β̂O := (β̂OS , 0Sc). In other words, the oracle estimator is the unpenalized estimator
obtained from minimizing Ln over the true support set S. As shown in the proof, under the
assumed RSC conditions, the restricted function Ln |S is strictly convex and β̂OS is uniquely
defined. With this notation, we have the following result:
Theorem 2. Suppose the assumptions of Theorem 1 are satisfied and strict dual feasibil-
ity (16) holds. Then the unique stationary point β̂ of the program (1) has the following
properties:
(a) Let Q̂ :=
∫ 1
0 ∇2Ln
(
β∗ + t(β̂ − β∗)
)
dt. Then
‖β̂ − β∗‖∞ ≤
∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
+ λ
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
. (18)
(b) Moreover, if ρλ is (µ, γ)-amenable and the minimum value β
∗
min := minj∈S |β∗j | is lower-
bounded as
β∗min ≥ λ
(
γ +
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
)
+
∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
, (19a)
then β̂ agrees with the oracle estimator β̂O, and we have the tighter bound
‖β̂ − β∗‖∞ ≤
∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
. (19b)
The proof of Theorem 2 is provided in Appendix B.
Remark: Theorem 2 underscores the strength of (µ, γ)-amenable regularizers. Indeed, with
the addition of a beta-min condition (19a), which provides a lower bound on the minimum sig-
nal strength, the unbiasedness property allows us to remove the second term in inequality (18)
and obtain a faster oracle rate (19b). As described in greater detail in the corollaries below,
we may show that the right-hand expression in inequality (19b) is bounded by O
(√
log p
n
)
,
with high probability, provided the spectrum of ∇2Ln(β∗) is bounded appropriately.
We now unpack the consequences of Thoerems 1 and 2 for several concrete examples.
3.2 Ordinary least squares linear regression
Our first application focuses on the setting of ordinary least squares, together with the non-
convex regularizers introduced in Section 2.2: SCAD, MCP, and LSP. We compare the conse-
quences of Theorems 1 and 2 for each of these regularizers with the corresponding results for
the convex ℓ1-penalty. Our theory demonstrates a clear advantage of using nonconvex regu-
larizers such as SCAD and MCP that are (µ, γ)-amenable; whereas support recovery based on
ℓ1-based methods is known to require fairly stringent incoherence conditions, our corollaries
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show that methods based on nonconvex regularizers will guarantee support recovery even in
the absence of incoherence conditions.
The ρλ-regularized form of least squares regression may be written in the form
β̂ ∈ arg min
‖β‖1≤R
{
1
2
βT
XTX
n
β − y
TX
n
β + ρλ(β)
}
. (20)
Note that the Hessian of the loss function is given by ∇2Ln(β) = XTXn . While the sample
covariance matrix is always positive semidefinite, it has rank at most n. Hence, in high-
dimensional settings where n < p, the Hessian of the loss function has at least p − n zero
eigenvalues, implying that any nonconvex regularizer ρλ makes the overall program (20) non-
convex.
In analyzing the family of estimators (20), we assume throughout that n ≥ c0k log p, for a
sufficiently large constant c0. By known information-theoretic results [39], this type of lower
bound is required for any method to recover the support of a k-sparse signal, hence is not a
limiting restriction. With this setup, we have the following result, proved in Appendix D.1:
Corollary 1. Suppose X and ǫ are sub-Gaussian, and regularization parameters (λ,R) are
chosen such that ‖β∗‖1 ≤ R2 and cℓ
√
log p
n ≤ λ ≤ cuR , for some constants cℓ and cu. Also
suppose the sample covariance matrix Γ̂ = X
TX
n satisfies the condition∣∣∣∣∣∣∣∣∣Γ̂−1SS∣∣∣∣∣∣∣∣∣∞ ≤ c∞. (21)
(a) Suppose ρλ is µ-amenable, with µ < λmin(Σx), and Γ̂ also satisfies the incoherence
condition ∣∣∣∣∣∣∣∣∣Γ̂ScSΓ̂−1SS∣∣∣∣∣∣∣∣∣∞ ≤ η < 1. (22)
Then with probability at least 1−c1 exp(−c2min{k, log p}), the nonconvex objective (20)
has a unique stationary point β̂ (corresponding to the global optimum). Furthermore,
supp(β̂) ⊆ supp(β∗), and
‖β̂ − β∗‖∞ ≤ c3
√
log p
n
+ c∞λ. (23)
(b) Suppose the regularizer ρλ is (µ, γ)-amenable, with µ < λmin(Σx). Also suppose
β∗min ≥ λ(γ + c∞) + c3
√
log p
n
.
Then with probability at least 1− c1 exp(−c2min{k, log p}), the nonconvex objective (20)
has a unique stationary point β̂ given by the oracle estimator β̂O, and
‖β̂ − β∗‖∞ ≤ c3
√
log p
n
. (24)
Note that if we also have the beta-min condition β∗min ≥ 2
(
c3
√
log p
n + c∞λ
)
in part (a), then
β̂ is still a sign-consistent estimate of β∗; however, the guaranteed bound (23) is looser than
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the oracle bound (24) derived in part (b).
The proof of Corollary 1 is provided in Appendix D.1. Here, we make some comments
about its consequences. Regularizers satisfying the conditions of part (b) include the SCAD
and MCP penalties. Recall that for the SCAD penalty, we have µ = 1a−1 ; and for the MCP,
we have µ = 1b . Hence, the lower-eigenvalue condition translates into
1
a−1 < λmin(Σx) and
1
b < λmin(Σx), respectively. The LSP penalty is an example of a regularizer that satisfies the
conditions of part (a), but not part (b): with this choice, we have µ = λ2, so the condition
µ < λmin(Σx) is satisfied asymptotically whenever λmin(Σx) is bounded below by a constant.
A version of part (a) also holds for the ℓ1-penalty, as shown in past work [40].
A valuable consequence of Corollary 1 is that it establishes conditions under which station-
ary points are unique and variable selection consistency holds, when using certain nonconvex
regularizers. The distinguishing point between parts (a) and (b) of the corollary is that using
(µ, γ)-amenable regularizers allow us to do away with an incoherence assumption (22) and
guarantee that the unique stationary point is in fact equal to the oracle estimator.
Furthermore, a great deal of past work on nonconvex regularizers [11, 44, 42, 43] has
focused on the ordinary least squares regression objective (20); hence, it is instructive to in-
terpret the results of Corollary 1 in light of this existing work. Zhang [42] shows that the
two-step MC+ estimator (beginning with a global optimum of the program (20) with the MCP
regularizer) is guaranteed to be consistent for variable selection, under only a sparse eigen-
value assumption on the design matrix. Our result shows that the global optimum obtained in
the MCP step is actually already guaranteed to be consistent for variable selection, provided
we have only slightly stronger assumptions about lower- and upper-eigenvalue bounds on the
design matrix. In another related paper, Wainwright [39] establishes necessary conditions for
support recovery in a linear regression setting when the covariates are drawn from a Gaussian
distribution. As remarked in that paper, the necessary conditions only require eigenvalue
bounds on the design matrix, in contrast to the more stringent incoherence conditions ap-
pearing in necessary and sufficient conditions for the success of the Lasso [40, 45]. Using
standard matrix concentration results for sub-Gaussian variables, it may be shown that the
inequalities (21) and (22) hold, with high probability, when the population-level bounds are
satisfied: ∣∣∣∣∣∣(ΣSS)−1∣∣∣∣∣∣∞ ≤ c∞2 , and ∣∣∣∣∣∣(Σx)ScS(Σx)−1SS∣∣∣∣∣∣∞ ≤ η2 . (25)
However, the second inequality (25) is a fairly strong assumption on the covariance matrix
Σx, and as we explore in the simulations of Section 4 below, simple covariance matrices such
as the class (43) defined in Section 4.2 fail to satisfy the latter condition. Hence, Corollary 1
shows clear advantage of using the SCAD or MCP regularizers over the ℓ1-penalty or LSP
when Σx is not incoherent.
3.3 Linear regression with corrupted covariates
We now shift our focus to an application where the loss function itself is nonconvex. In
particular, we analyze the situation when the general loss function is defined according to
equation (9). To simplify our discussion, we only state an explicit corollary for the case when
ρλ is the convex ℓ1-penalty; the most general case, involving a nonconvex quadratic form and
a nonconvex regularizer, is simply a hybrid of the analysis below and the arguments of the
previous section. Our goal is to illustrate the applicability of the primal-dual witness tech-
nique for nonconvex loss functions.
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Let us recall the problem of linear regression with corrupted covariates, as previously
introduced in Section 2.3. The pairs {(xi, yi)}ni=1 are drawn according to the standard linear
model yi = x
T
i β
∗ + ǫi. While the response vector y = {yi}ni=1 is assumed to be observed,
suppose we observe only the corrupted versions zi = xi + wi of the covariates. Based on the
observed variables {(zi, yi)}ni=1, we may then compute the quantities
(Γ̂, γ̂) :=
(
ZTZ
n
− Σw, Z
Ty
n
)
, (26)
and estimate β∗ based on the following nonconvex program:
β̂ ∈ arg min
‖β‖1≤R
{
1
2
βT Γ̂β − γ̂Tβ + λ‖β‖1
}
. (27)
Also suppose n ≥ k2 and n ≥ c0k log p, for a sufficiently large constant c0.
Corollary 2. Suppose (X,w, ǫ) are sub-Gaussian, λmin(Σx) > 0, and (λ,R) are chosen such
that ‖β∗‖1 ≤ R2 and cℓ
√
log p
n ≤ λ ≤ cuR . If in addition,∣∣∣∣∣∣∣∣∣Γ̂−1SS∣∣∣∣∣∣∣∣∣∞ ≤ c∞,
and ∣∣∣∣∣∣∣∣∣Γ̂ScSΓ̂−1SS∣∣∣∣∣∣∣∣∣∞ ≤ η < 1, (28)
then with probability at least 1− c1 exp(−c2min{k, log p}), the nonconvex objective (27) has a
unique stationary point β̂ (corresponding to the global optimum) such that supp(β̂) ⊆ supp(β∗),
and
‖β̂ − β∗‖∞ ≤c3
√
log p
n
+ c∞λ. (29)
Note that if in addition, we have a lower bound of the form β∗min ≥ 2
(
c3
√
log p
n + c∞λ
)
, then
we are guaranteed that β̂ is sign-consistent for β∗.
Corollary 2 may be understood as an extension of part (a) of Corollary 1: it shows how
the primal-dual witness technique may be used even in a setting where the loss function is
nonconvex. Under the same incoherence assumption (28) and the familiar sample size scaling
n ≥ c0k log p of the usual Lasso, stationary points of the modified (nonconvex) Lasso pro-
gram (27) are also support-recovery consistent. Corollary 2 also implies the rather surprising
result that, although the objective (27) is indeed nonconvex whenever n < p and Σw ≻ 0, it
nonetheless has a unique stationary point that is in fact equal to the global optimum. This
result further clarifies the simulation results appearing in Loh and Wainwright [19]. Indeed,
those simulations are performed with the setting Γ = Ip, so the incoherence condition (28)
holds, with high probability, with η close to 0. A careful inspection of the plots in Figure
2 of Loh and Wainwright [19] confirms the theoretical conclusion of Corollary 2; more de-
tailed simulations for non-identity assignments of Γ appear in Section 4 below. The proof of
Corollary 2 is provided in Appendix D.2.
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3.4 Generalized linear models
To further illustrate the power of nonconvex regularizers, we now move to the case where the
loss function is the negative log likelihood of a generalized linear model. We show that the
incoherence condition may again be removed if the regularizer ρλ is (µ, γ)-amenable (as is the
case for the SCAD and MCP regularizers).
For {(xi, yi)}ni=1 drawn from a GLM distribution (10), we take Ω = Rp and construct the
composite objective
β̂ ∈ arg min
‖β‖1≤R
{
1
n
n∑
i=1
(ψ(xTi β)− yixTi β) + ρλ(β)
}
. (30)
We impose the following conditions on the covariates and the link function:
Assumption 1.
(i) The covariates are uniformly bounded as ‖xi‖∞ ≤M , for all i = 1, . . . , n.
(ii) There are positive constants κ2 and κ3, such that ‖ψ′′‖∞ ≤ κ2 and ‖ψ′′′‖∞ ≤ κ3.
The conditions of Assumption 1, although somewhat stringent, are nonetheless satisfied in
various settings of interest. In particular, for logistic regression, we have ψ(t) = log(1+exp(t)),
so
ψ′(t) =
exp(t)
1 + exp(t)
, ψ′′(t) =
exp(t)
(1 + exp(t))2
, and ψ′′′(t) =
exp(t)(1 − exp(t))
(1 + exp(t))3
,
and we may verify that the boundedness conditions in Assumption 1(ii) are satisfied with
κ2 = 0.25 and κ3 = 0.1. Also note that the uniform bound on ψ
′′′ is used implicitly in
the proof for support recovery consistency in the logistic regression analysis of Ravikumar
et al. [31], whereas the uniform bound on ψ′′ also appears in the conditions for ℓ1- and
ℓ2-consistency in other past work [25, 20]. The uniform boundedness condition in Assump-
tion 1(i) is somewhat less desirable: although it always holds for categorical data, it does not
hold for Gaussian covariates. We suspect that is possible to relax this constraint, but since
our main goal is to illustrate the more general theory, we keep it here. In what follows, let
Q∗ := E
[
1
n
∑n
i=1 ψ
′′(xTi β
∗)xixTi
]
denote the Fisher information matrix.
Corollary 3. Under Assumption 1 and given a sample size n ≥ c0k3 log p, suppose ρλ is
(µ, γ)-amenable with µ < cψλmin(Σx), where cψ is a constant depending only on ψ, and (λ,R)
are chosen such that ‖β∗‖1 ≤ R2 and cℓ
√
log p
n ≤ λ ≤ cuR . Also suppose that
∣∣∣∣∣∣(Q∗SS)−1∣∣∣∣∣∣∞ ≤ c∞, and β∗min ≥ λ(γ + 2c∞) + c3
√
log p
n
.
Then with probability at least 1− c1 exp(−c2min{k, log p}), the nonconvex objective (30) has
a unique stationary point β̂ given by the oracle estimator β̂O, and
‖β̂ − β∗‖∞ ≤ c3
√
log p
n
. (31)
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It is worthwhile to compare Corollary 3 with the analysis of ℓ1-regularized logistic regres-
sion given in Ravikumar et al. [31] (see Theorem 1 in their paper). Both results require that
the sample size is lower-bounded as n ≥ c0k3 log p, but Ravikumar et al. [31] also require Q∗
to satisfy the incoherence condition∣∣∣∣∣∣Q∗ScS(Q∗SS)−1∣∣∣∣∣∣∞ ≤ η < 1. (32)
As noted in their paper and by other authors, the incoherence condition (32) is difficult
to interpret and verify for general GLMs. In contrast, Corollary 3 shows that by using a
properly chosen nonconvex regularizer, this incoherence requirement may be removed entirely.
In addition, Corollary 3 is attractive in its generality, since it applies to more than just
the logistic case with an ℓ1-penalty and extends to various nonconvex problems where the
uniqueness of stationary points is not evident a priori. The proof of Corollary 3 is contained
in Appendix D.3.
3.5 Graphical Lasso
Finally, we discuss the consequences of our theorems for the graphical Lasso, as previously
described in Section 2.3. Recall that for the graphical Lasso, the observations consist of a
collection {xi}ni=1 of p-dimensional vectors, and the goal is to recover the support of the inverse
covariance matrix Θ∗ = (Cov(X))−1. The analysis here is different and more subtle, because
we seek a high-dimensional result in which the sample size scales only with the row sparsity
of the inverse covariance matrix, as opposed to the total number of of nonzero parameters
(which grows linearly with the matrix dimension, for any connected graph).
In order to prove such a result, we consider the constrained estimator
Θ̂ ∈ arg min
Θ∈Sp++, |||Θ|||2≤κ
trace(Σ̂Θ)− log det(Θ) +∑
j 6=k
ρλ(Θjk)
 , (33)
where Sp++ denotes the convex cone of symmetric, strictly positive definite matrices, and we
impose the spectral norm bound |||Θ|||2 ≤ κ on the estimate.3
A more standard choice would be to use the ℓ1-norm bound
∑
i,j |Θij | ≤ R as the side-
constraint, as done in our past work on Frobenius norm bounds for the graphical Lasso with
nonconvex regularizers [20]. However, as we will show here, the formulation (33) actually leads
to variable selection consistency results under the milder scaling n % d2 log p, rather than the
scaling n % s log p obtained in our analysis on Frobenius norm bounds [20]. Here, we use d to
denote the maximum number of nonzeros in any row/column of Θ∗, and s := | supp(Θ∗)| to
denote the total number of nonzero entries.
A few remarks are in order. First, when ρλ is the convex ℓ1-penalty and κ = ∞, the
program (33) is identical to the standard graphical Lasso (e.g., [9, 32, 15, 33]). However,
since we are interested in scenarios where ρλ is allowed to be nonconvex, we include an
additional spectral norm constraint governed by κ. As a technical comment, note that our
original assumptions required Ω to be an open subset of Rp. In the analysis to follow, we
handle the symmetry constraint Θ = ΘT by treating the program (33) as an optimization
problem over the space R
p2+p
2 , and then take Ω to be the open subset of R
p2+p
2 corresponding
3We denote the constraint radius by κ rather than R, in order to emphasize the difference from previous
situations.
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to positive definite matrices. Doing so makes the program (33) consistent with the framework
laid out earlier in our paper. In this case, the oracle estimator is defined by
Θ̂O := argmin
Θ0
{
trace(Σ̂Θ)− log det(Θ) : supp(Θ) ⊆ supp(Θ∗)
}
. (34)
With this setup, we have the following guarantee:
Corollary 4. Given a sample size n ≥ c0d2 log p, suppose the xi’s are drawn from a sub-
Gaussian distribution, and the regularizer ρλ is (µ, γ)-amenable. Also suppose that
|||(Θ∗ ⊗Θ∗)SS|||∞ ≤ c∞, and β∗min ≥ λ(γ + 2c∞) + c3
√
log p
n
.
Then with probability at least 1 − c1 exp(−c2 log p), the program (33) with κ =
√
2
µ has a
unique stationary point Θ̂ given by the oracle estimator ΘO, and
‖Θ̂−Θ∗‖max ≤ c3
√
log p
n
. (35)
Moreover, as shown in the proof in Appendix D.4, the support containment condition and
elementwise bound (35) also imply bounds on the Frobenius and spectral norms of the error,
namely∣∣∣∣∣∣∣∣∣Θ̂−Θ∗∣∣∣∣∣∣∣∣∣
F
≤ c3
√
s log p
n
, and
∣∣∣∣∣∣∣∣∣Θ̂−Θ∗∣∣∣∣∣∣∣∣∣
2
≤ c3 min{
√
s, d} ·
√
log p
n
. (36)
We reiterate that Corollary 4 does not involve any restrictive incoherence assumptions on
the matrix Θ∗. As remarked in past work [22, 32], such incoherence conditions for the graphical
Lasso are very restrictive—much more so than the corresponding incoherence conditions for
graph recovery using neighborhood regression [23, 45, 40]. Thus, in this setting, our corollary
illustrates another distinct advantage of nonconvex regularization.
4 Simulations
In this section, we report the results of various simulations that we ran in order to verify our
theoretical results.
4.1 Optimization algorithm
We begin by describing the algorithm we use to optimize the program (1). We rewrite the
program as
β̂ ∈ arg min
‖β‖1≤R, β∈Ω
{
Ln(β)− qλ(β)︸ ︷︷ ︸
Ln(β)
+λ‖β‖1
}
, (37)
and apply the composite gradient descent algorithm due to Nesterov [26]. The updates of the
composite gradient procedure are given by
βt+1 ∈ arg min
‖β‖1≤R, β∈Ω
{
1
2
∥∥∥∥β − (βt − ∇Ln(βt)η
)∥∥∥∥2
2
+
λ
η
‖β‖1
}
, (38)
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where 1η is the stepsize.
In the particular simulations of this section, we take Ω = Rp. Then the iterates (38) have
the convenient closed-form expression
βt+1 = Sλ/η
(
βt − ∇Ln(β
t)
η
)
, where Sλ/η(βj) = sign(βj)
(
|βj | − λη
)
+
. (39)
The following proposition guarantees the computational efficiency of the general composite
gradient descent algorithm (38). For ease of analysis, we assume that ‖β∗‖2 ≤ 1, and the
Taylor error T (β1, β2) := Ln(β1)−Ln(β2)−〈∇Ln(β2), β1−β2〉 satisfies the following restricted
strong convexity condition, for all β2 ∈ B2(3) ∩ B1(R):
T (β1, β2) ≥

α1‖∆‖22 − τ1
log p
n
‖∆‖21, ∀‖∆‖2 ≤ 3, (40a)
α2‖∆‖2 − τ2
√
log p
n
‖∆‖1, ∀‖∆‖2 ≥ 3, (40b)
as well as the restricted smoothness condition
T (β1, β2) ≤ α3‖β1 − β2‖22 + τ3
log p
n
‖β1 − β2‖21, ∀ β1, β2 ∈ Ω. (41)
We also assume for simplicity that qλ is convex, as is the case for all the regularizers studied
in this paper.
In the following statement, we let β̂ be the unique global optimum of the program (37).
Also denote φ(β) := Ln(β) + ρλ(β).
Proposition 1. Suppose Ln satisfies the RSC (40) and RSM (41) conditions, and assume
the regularizer ρλ is µ-amenable with
µ
2 < α := min{α1, α2}, and qλ is convex. Let the scalars
(R,λ) be chosen to satisfy the bounds R
√
log p
n ≤ c and λ ≥ 4 max
{
‖∇Ln(β∗)‖∞, τ
√
log p
n
}
.
Then for any stepsize parameter η ≥ max{2α3−µ, µ} and tolerance δ ≥ c0
√
k log p
n · ‖β̂−β∗‖2,
the iterates of the composite gradient descent algorithm (38) satisfy the ℓ2-bound
‖βt − β̂‖2 ≤ c1 · δ
(2α − µ)1/2 , for all iterations t ≥ T
∗(δ),
where T ∗(δ) :=
2 log
(
φ(β0)−φ(β̂)
δ2
)
log(1/κ) +
(
1 + log 2log(1/κ)
)
log log
(
λR
δ2
)
.
We sketch the proof of Proposition 1 in Appendix E.1. It establishes that the composite
gradient descent algorithm (38) converges geometrically up to tolerance δ ≍
√
k log p
n ‖β̂ − β∗‖2;
moreover, only T ∗(δ) ≍ log(1/δ) iterations are necessary.
Since we are interested in ℓ∞-error bounds, we state a simple corollary to Proposition 1
that ensures convergence of the iterates in ℓ∞-norm, up to accuracy O
(√
log p
n
)
, assuming
statistical consistency of the global optimum and the scaling n % k2 log p:
Corollary 5. Suppose, in addition to the assumptions of the previous proposition, that
‖β̂ − β∗‖2 ≤ c
√
k log p
n , and the sample size is lower-bounded as n ≥ c0k2 log p. Then the
iterates of the composite gradient descent algorithm (38) satisfy the ℓ∞-bound
‖βt − β̂‖∞ ≤ c′1 ·
1
(2α − µ)1/2
√
log p
n
, for all t ≥ T ∗(δ). (42)
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The proof of Corollary 5 is a simple consequence of Proposition 1 and is supplied in Ap-
pendix E.2. Note that the bound ‖β̂ − β∗‖2 ≤ c
√
k log p
n holds, with high probability, as a
consequence of Lemma 9 in Appendix F.2. Corollary 5 has a natural consequence for support
recovery: Suppose the estimate β̂ satisfies an ℓ∞-bound of the form ‖β̂ − β∗‖∞ ≤ c3
√
log p
n ,
as guaranteed by Theorem 2. Combining the ℓ∞-bound (42) on iterate βt with the triangle
inequality, we are then guaranteed that
‖βt − β∗‖∞ ≤ c′3
√
log p
n
,
so the composite gradient descent algorithm converges to a vector with the correct support,
provided β∗min ≥ 2c′3
√
log p
n .
4.2 Classes of matrices
Next, we describe two classes of matrices to be used in our simulations. The first class
consists of matrices that do not satisfy the incoherence conditions, although the maximum
and minimum eigenvalues are bounded by constants. We define
M1(θ) =

1 0 · · · 0 θ 0 · · · 0
0 1 · · · 0 θ 0 · · · 0
0 0
. . . 0
...
...
...
0 0 · · · 1 θ 0 · · · 0
θ θ · · · θ 1 0 · · · 0
0 0 · · · 0 0 1 · · · 0
...
...
...
...
...
. . .
...
0 0 · · · 0 0 0 · · · 1

. (43)
Hence, M1(θ) is a matrix with 1’s on the diagonal, θ’s in the first k positions of the (k + 1)
st
row and column, and 0’s everywhere else. The following lemma, proved in Appendix E.3,
provides the incoherence parameter and eigenvalue bounds for M1(θ) as a function of θ:
Lemma 1. With the shorthand notation Γ = M1(θ) and S = {1, . . . , k}, the incoherence
parameter is given by
∣∣∣∣∣∣ΓScSΓ−1SS∣∣∣∣∣∣∞ = kθ, and the minimum and maximum eigenvalues are
given by λmin(Γ) = 1− θ
√
k and λmax(Γ) = 1 + θ
√
k.
In particular, if θ ∈
(
1
k ,
1√
k
)
, Lemma 1 ensures that M1(θ) has bounded eigenvalues but does
not satisfy the incoherence condition.
The second class of matrices is known as the spiked identity model [17] or constant corre-
lation model [45]. We define the class according to
M2(θ) = θ11
T + (1− θ)Ip, (44)
where θ ∈ [0, 1] and 1 ∈ Rp denotes the all 1’s vector. An easy calcuation shows that
λmin(M2(θ)) = 1− θ and λmax(M2(θ)) = 1 + θ(k − 1), whereas the incoherence parameter is
given by θk1+θ(k−1) < 1 (see Corollary 1 of the paper [45]).
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4.3 Experimental results
We ran experiments with the loss function coming from (a) ordinary least squares linear
regression, (b) least squares linear regression with corrupted covariates, and (c) logistic re-
gression. For all our simulations, we used the regularization parameters R = 1.1 ‖β∗‖1 and
λ =
√
log p
n , and we set the SCAD and MCP parameters to be a = 2.5 and b = 1.5, re-
spectively. Note that although the covariates in our simulations for logistic regression do not
satisfy the boundedness Assumption 1(i) imposed in our corollary, the generated plots still
agree qualitatively with our predicted theoretical results.
In our first set of simulations, we show that using the SCAD or MCP regularizer in situa-
tions where the design matrix does not satisfy incoherence conditions still results in an estima-
tor that is variable selection consistent. We generated i.i.d. covariates xi ∼ N(0,Σx), where
Σx =M1(θ) was obtained from the family of non-incoherent matrices (43), with θ =
2.5
k . We
chose k ≈ √p and β∗ =
(
1√
k
, · · · , 1√
k
, 0, · · · , 0
)
, the unit vector with the first k components
equal to 1√
k
, and generated response variables according to the linear model yi = x
T
i β
∗ + ǫi,
where ǫi ∼ N(0, (0.1)2). In addition, we generated corrupted covariates zi = xi + wi, where
wi ∼ N(0, (0.2)2), and wi ⊥⊥ xi. We then ran the composite gradient descent algorithm with
updates given by equation (39), where the loss function is given by equation (9), and (Γ̂, γ̂)
are defined as in equation (26). Figure 1 shows the results of our simulations for the problem
sizes p = 128, 256, and 256. In panel (a), we see that the probability of correct support
recovery transitions sharply from 0 to 1 as the sample size increases and ρλ is the SCAD or
MCP regularizer. In contrast, the probability of recovering the correct support remains at 0
when ρλ is the ℓ1-penalty or LSP—by the structure of Σx, regularization with the ℓ1-penalty
or LSP results in an estimator β̂ that puts nonzero weight on the (k + 1)st coordinate, as
well. Note that we have rescaled the horizontal axis according to nk log p in order to match the
scaling prescribed by our theory; the three sets of curves for each regularizer roughly align,
as predicted by Theorem 1. Panel (b) confirms that the ℓ∞-error ‖β̂ − β∗‖∞ decreases to 0
when using the SCAD and MCP, as predicted by Theorem 2. Finally, we plot the ℓ2-error
‖β̂ − β∗‖2 of the SCAD and MCP regularizers alongside the ℓ2-error for the ℓ1-penalty and
LSP in panel (c). Although the ℓ2-error is noticeably smaller for SCAD and MCP than for
the ℓ1-penalty and LSP, as noted by previous authors [11, 4, 21], all four regularizers are
nonetheless consistent in ℓ2-error, since a lower-eigenvalue bound on the covariance matrix
of the design is sufficient for ℓ2-consistency [20]. For our choice of regularization parameters,
where the same value of λ is shared between the ℓ1-penalty and LSP, the two sets of curves for
the ℓ1-penalty and LSP nearly agree; as shown in Candes et al. [6], the relative improvement
of the LSP in comparison to the ℓ1-penalty may vary widely depending on the regularization
parameter.
In our second set of simulations, we explore the uniqueness of stationary points of the
composite objectives. We focus on settings where the loss function comes from either linear
regression with ordinary least squares, or logistic regression. Our theory guarantees that
stationary points are unique when µ < 2α1, but when 2α1 ≤ µ, multiple stationary points may
emerge. In fact, when 2α1 ≤ µ, convergence of the composite gradient descent algorithm and
consistent support recovery are no longer guaranteed. In practice, we observe that multiple
initializations of the composite gradient descent algorithm still appear to converge to a single
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Figure 1. Plots showing simulation results for least squares linear regression with covariates
corrupted by additive noise, for three problem sizes: p = 128 (red), p = 256 (black), and
p = 512 (blue). (a) Plot showing variable selection consistency with the SCAD (solid) and
MCP (dash-dotted) regularizers. The probability of success in recovering the correct signed
support transitions sharply from 0 to 1 as a function of the sample size, agreeing with the
theoretical predictions of Theorem 1. (b) Plot showing ℓ∞-error ‖β̂ − β∗‖∞ with the SCAD
(solid) and MCP (dash-dotted) regularizers. As predicted by Theorem 2, both regularizers
demonstrate consistency in ℓ∞-error, even though the design matrix is not incoherent. (c) Plot
showing ℓ2-error ‖β̂−β∗‖2 with the ℓ1-penalty (dotted), LSP (dashed), SCAD (solid), and MCP
(dash-dotted) regularizers. All four regularizers demonstrate consistency in ℓ2-error. Note that
the two sets of lines for the ℓ1-penalty and LSP nearly align for this choice of regularization
parameters.
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stationary point with the correct support, when µ is slightly larger than 2α1; however, when
that condition is violated more severely, the composite gradient descent algorithm indeed
terminates at several distinct stationary points. Figure 2 shows the result of multiple runs of
the composite gradient descent algorithm with different regularizers in the cleanly-observed
linear regression setting. We generated observations xi ∼ N(0,Σx), with Σx =M2(θ) coming
from the family of spiked identity models (44), for θ = 0.7 and 0.8, and independent additive
noise, ǫi ∼ N(0, (0.1)2). We set the problem dimensions to be p = 128, k ≈ √p, and
n ≈ 20k log p, and generated β∗ to have k nonzero values ± 1√
k
with equal probability for each
sign. When using the SCAD or MCP regularizers (panels (b) and (d)), distinct stationary
points emerge and the recovered support is incorrect, since 2α1 < µ. In contrast, the ℓ1-
penalty and LSP still continue to produce unique stationary points with the correct support
(panels (a) and (b)). Observe from the plots in Figure 2 that the error ‖βt − β∗‖2 decreases
at a rate that is linear on a log scale, as predicted by Theorem 3 of Loh and Wainwright [20],
until it reaches the threshold of statistical accuracy. Further note the significant increase in
overall precision from using SCAD or MCP, as seen by comparing the vertical axes in panels
(a) & (b) and panels (c) & (d).
Finally, we present a third set of simulations, analogous to the second, with the OLS loss
function replaced by the maximum likelihood loss function for logistic regression:
Ln(β) = 1
n
n∑
i=1
{
log(1 + exp(xTi β)) − yixTi β
}
.
We generated xi ∼ N(0, σ2xI), with σx ∈ {1, 3}, and set the problem dimensions to be p = 128,
k ≈ √p, and n ≈ 10k3 log p. We generated β∗ to have k nonzero values ± 1√
k
with equal
probability for each sign, and generated response variables yi ∈ {0, 1} according to
P(yi = 1 | xi, β∗) = exp(x
T
i β
∗)
1 + exp(xTi β
∗)
.
Figure 3 shows the results of our simulations. Panels (a)–(d) plot the log ℓ2-error as a
function of iteration number, when σx = 1. Note that in this case, an empirical evaluation
shows that λmin(∇2L(β∗)) ≈ 0.14, so we expect α1 ≈ 0.14 and µ ≮ 2α1. As in the plots of
Figure 2, multiple stationary points emerge in panels (c) and (d) when ρλ is the SCAD or
MCP regularizer; in contrast, we see from panels (a) and (b) that all 15 runs of composite
gradient descent converge to the same stationary point when ρλ is the ℓ1-penalty or LSP. In
panels (e) and (f), we repeat the simulations with σx = 3. In this case, λmin(∇2L(β∗)) ≈ 0.25,
and we see from our plots that although the condition µ < 2α1 is still violated, the larger value
of α1 is enough to make the stationary points under SCAD or MCP regularization unique.
We may again observe the geometric rate of convergence of the ℓ2-error ‖βt − β∗‖2 in each
plot, up to a certain small threshold. The improved performance from using the SCAD and
MCP regularizers may be observed empirically by comparing the vertical axes in the panels
of Figure 3.
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Figure 2. Plots showing log ℓ2-error log (‖βt − β∗‖2) as a function of iteration number t for
OLS linear regression with a variety of regularizers and 15 random initializations of composite
gradient descent. The covariates are normally distributed with covariance matrix coming from
a spiked identity model with parameter θ. (a) ℓ1-penalty with θ = 0.7. (b) SCAD with θ = 0.7.
(c) LSP with θ = 0.8. (d) MCP with θ = 0.8. The SCAD and MCP regularizers clearly give
rise to multiple distinct stationary points, agreeing with our predictions.
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Figure 3. Plots showing log ℓ2-error log (‖βt − β∗‖2) as a function of iteration number t for
logistic regression, with a variety of regularizers and 15 random initializations of composite
gradient descent. The covariates are normally distributed according to xi ∼ N(0, σ2xI), with
σx = 1 in plots (a)–(d), and σx = 3 in plots (e)–(f). In panels (c) and (d), the composite
gradient descent algorithm settles into multiple distinct stationary points, which exist because
2α1 < µ for the SCAD and MCP. However, when the covariates have a larger covariance, the
SCAD and MCP regularizers produce unique stationary points, as observed in panels (e) and
(f).
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5 Discussion
We have developed an extended framework for analyzing a variety of nonconvex problems
via the primal-dual witness proof technique. Our results apply to composite optimization
programs where both the loss and regularizer function are allowed to be nonconvex, and
our analysis significantly generalizes the machinery previously established to study convex
objective functions. As a consequence, we have provided a powerful reason for using nonconvex
regularizers such as the SCAD and MCP rather than the convex ℓ1-penalty: In addition to
being consistent in ℓ2-error, the nonconvex regularizers actually produce an overall estimator
that is consistent for support recovery when the design matrix is non-incoherent and the
usual ℓ1-regularized program fails in recovering the correct support. We have also established
a similar strong result for the graphical Lasso objective function with nonconvex regularizers,
which eliminates the need for complicated incoherence conditions on the inverse covariance
matrix.
Future directions of research include devising theoretical guarantees when the condition
µ < 2α1 is only mildly violated, since the condition does not appear to be strictly necessary
based on our simulations, and establishing a rigorous justification for why the SCAD and
MCP regularizers perform appreciably better than the ℓ1-penalty even in terms of ℓ2-error, in
situations where the assumptions are not strong enough for an oracle result to apply. It is also
an open question as to how generally the restricted strong convexity condition may hold for
various other nonconvex loss functions of interest, or whether a local RSC condition is sufficient
to guarantee good behavior with proper initializations of a gradient descent algorithm. Finally,
it would be useful to be able to compute the RSC constants (α1, α2) empirically from data,
so as to assign a nonconvex regularizer with the proper amount of curvature.
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A Proof of Theorem 1
In this Appendix, we provide the proof of Theorem 1. We begin with the main body of the
argument, with the proofs of some more technical lemmas deferred to later subsections.
A.1 Main part of proof
We follow the outline of the primal-dual witness construction described in Section 2.4. For
step (i) of the construction, we use Lemma 9 in Appendix F, where we simply replace p by
k and Ln by (Ln)
∣∣∣
S
, which is the function Ln restricted to RS . It follows that as long as
n ≥ 16R2 max(τ21 ,τ22 )
α22
log k, we are guaranteed that ‖β̂S − β∗S‖1 ≤ 28λk2α1−µ , whence
‖β̂S‖1 ≤ ‖β∗‖1 + ‖β̂S − β∗S‖1 ≤
R
2
+
28λk
2α1 − µ < R.
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Here, the final inequality follows by the lower bound in inequality (15b). We conclude that
β̂S must be in the interior of the feasible region.
Moving to step (ii) of the PDW construction, we define the shifted objective function
Ln(β) := Ln(β)− qλ(β). Since β̂S is an interior point, it must be a zero-subgradient point for
the restricted program (13), so ∇(Ln)
∣∣∣
S
(β̂S)+λẑS = 0, where ẑS ∈ ∂‖β̂S‖1 is the dual vector.
By the chain rule, this implies that
(
∇Ln(β̂)
)
S
+λẑS = 0, where β̂ := (β̂S , 0Sc). Accordingly,
we may define the subvector ẑSc ∈ RSc such that
∇Ln(β̂) + λẑ = 0, (45)
where ẑ := (ẑS , ẑSc) is the extended subgradient. Under the assumption (16), this completes
step (ii) of the construction.
For step (iii), we first establish that β̂ is a local minimum for the program (1) by ver-
ifying the sufficient conditions of Lemma 10 in Appendix F, with f = Ln, g = qλ, and
(x∗, v∗, w∗, µ∗) = (β̂, ẑ, ẑ, 0). Note that Lemma 8(b) from Appendix F.1 ensures the concavity
and differentiability of g(x) − µ2 ‖x‖22. Since µ∗ = 0, condition (100a) is trivially satisfied.
Furthermore, condition (100b) holds by equation (45). Hence, it remains to verify the condi-
tion (100c).
We first show that G∗ ⊆ RS . Supposing the contrary, consider a vector ν ∈ G∗ such that
supp(ν) ( S. Fixing some index j ∈ Sc such that νj 6= 0, by the definition of G∗, we have
sup
v∈∂‖β̂‖1
νT (∇Ln(β̂) + λv) = 0. (46)
However, if z˜ denotes the vector ẑ with entry j replaced by sign(sj) ∈ {−1, 1}, we clearly still
have z˜ ∈ ∂‖β̂‖1, but
νT (∇Ln(β̂) + λz˜) > νT (∇Ln(β̂) + λẑ) = 0,
where the strict inequality holds because ‖ẑSc‖∞ < 1, by our assumption. We have thus
obtained a contradiction to equation (46); consequently, our initial assumption was false, and
we may conclude that G∗ ⊆ RS.
The following lemma, proved Appendix A.2, guarantees that a shifted form of the loss
function is strictly convex over an |S|-dimensional subspace:
Lemma 2. Consider any (α, τ)-RSC loss function Ln and µ-amenable regularizer ρλ, with
µ < α1. If n ≥ 2τ1α1−µk log p, the function Ln(β)−
µ
2‖β‖22 is strictly convex on β ∈ RS, and
the restricted program (13) is also strictly convex.
In particular, since G∗ ⊆ S and supp(β̂) ⊆ S, Lemma 2 immediately implies condition (100c)
of Lemma 10. We conclude that β̂ is indeed a local minimum of the program (1).
The following lemma, proved in Appendix A.3, show that all stationary points of the
program (1) are supported on S:
Lemma 3. Suppose β˜ is a stationary point of the program (1) and the conditions of Theorem 1
hold. Then supp(β˜) ⊆ S.
Turning to the uniqueness assertion, note that since all stationary points are supported
in S, any stationary point β˜ of the program (1) must satisfy β˜ = (β˜S , 0Sc), where β˜S is
a stationary point of the restricted program (13). By Lemma 2, the restricted program is
strictly convex. Hence, the vector β˜S , and consequently also β˜, is unique.
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A.2 Proof of Lemma 2
We begin by establishing the bound
(∇2Ln(β))SS  (α1 − τ1 k log pn ) I, for all β ∈ Rp. Equiv-
alently,
vT
(∇2Ln(β)) v ≥ (α1 − τ1k log p
n
)
, ∀v ∈ {v ∈ Rp | supp(v) ⊆ S, ‖v‖2 = 1}. (47)
When this lower bound holds, we are guaranteed that(
∇2
(
Ln(β)− µ
2
‖β‖22
))
SS
=
(∇2Ln(β))SS − µI  (α1 − µ− τ1k log pn
)
I,
so Ln(β) − µ2 ‖β‖22 is strictly convex on RS under the prescribed sample size.
In order to prove the bound (47), consider a fixed v ∈ Rp such that supp(v) ⊆ S and
‖v‖2 = 1. For this vector, we have ∇2Ln(β)v = lim
t→0
{∇Ln(β+tv)−∇Ln(β)
t
}
, so
vT
(∇2Ln(β)) v = lim
t→0
{〈∇Ln(β + tv)−∇Ln(β), tv〉
t2
}
. (48)
Furthermore, by the RSC assumption (8) and the fact that ‖v‖2 = 1, we have
〈∇Ln(β + tv)−∇Ln(β), tv〉 ≥ t2
(
α1‖v‖22 − τ1
log p
n
‖v‖21
)
, for t ≤ 1. (49)
Since supp(v) ⊆ S, we also have ‖v‖1 ≤
√
k‖v‖2. Combining this bound with equations (48)
and (49) then gives the desired inequality (47).
Finally, we note the decomposition Ln(β) =
(Ln(β)− µ2‖β‖22)+(µ2‖β‖22 − qλ(β)), showing
that Ln is the sum of a strictly convex and convex function over RS. Hence, Ln |S is strictly
convex, as claimed. The strict convexity of Ln(β) + λ‖β‖1 over RS follows immediately.
A.3 Proof of Lemma 3
Let ν˜ := β˜ − β∗. We first show that ‖ν˜‖2 ≤ 1. Suppose on the contrary that ‖ν˜‖2 > 1. By
inequality (8b), we have 〈∇Ln(β˜)−∇Ln(β̂), ν˜〉 ≥ α2‖ν˜‖2 − τ2
√
log p
n ‖ν˜‖1. Moreover, since β̂
is feasible, the first-order optimality condition gives
0 ≤ 〈∇Ln(β˜) +∇ρλ(β˜), β̂ − β˜〉. (50)
Summing the two preceding inequalities yields
α2‖ν˜‖2 − τ2
√
log p
n
‖ν˜‖1 ≤ 〈−∇Ln(β̂)−∇ρλ(β˜), ν˜〉. (51)
Since β̂ is an interior local minimum, we have ∇Ln(β̂) +∇ρλ(β̂) = 0. Hence, inequality (51)
implies that
α2‖ν˜‖2 − τ2
√
log p
n
‖ν˜‖1 ≤ 〈∇ρλ(β̂)−∇ρλ(β˜), ν˜〉 ≤
(
‖∇ρλ(β̂)‖∞ + ‖∇ρλ(β˜)‖∞
)
‖ν˜‖1
≤ 2λ‖ν˜‖1,
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where the bound ‖∇ρλ(β)‖∞ ≤ λ holds by Lemma 8 in Appendix F.1. Rearranging, we then
have
‖ν˜‖2 ≤ ‖ν˜‖1
α2
(
2λ+ τ2
√
log p
n
)
≤ 2R
α2
(
2λ+ τ2
√
log p
n
)
.
Since λ ≤ α28R and n ≥
16R2τ22
α22
log p by assumption, this implies that ‖ν˜‖2 ≤ 1, as claimed.
Now, applying the RSC condition (8b), we have
〈∇Ln(β˜)−∇Ln(β̂), ν˜〉 ≥ α1‖ν˜‖22 − τ1
log p
n
‖ν˜‖21,
which implies that
〈∇Ln(β˜)−∇Ln(β̂), ν˜〉 ≥ (α1 − µ)‖ν˜‖22 − τ1
log p
n
‖ν˜‖21. (52)
By inequality (50), we also have
0 ≤ 〈∇Ln(β˜), β̂ − β˜〉+ λ · 〈z˜, β̂ − β˜〉, (53)
where z˜ ∈ ∂‖β˜‖1. From the zero-subgradient condition (14), we have 〈∇Ln(β̂)+λẑ, β˜−β̂〉 = 0.
Combining with inequality (53) then yields
0 ≤ 〈∇Ln(β̂)−∇Ln(β˜), β˜ − β̂〉+ λ · 〈ẑ, β˜〉 − λ‖β̂‖1 + λ · 〈z˜, β̂〉 − λ‖β˜‖1. (54)
Rearranging, we have
λ‖β˜‖1 − λ · 〈ẑ, β˜〉 ≤ 〈∇Ln(β̂)−∇Ln(β˜), β˜ − β̂〉+ λ · 〈z˜, β̂〉 − λ‖β̂‖1
≤ 〈∇Ln(β̂)−∇Ln(β˜), β˜ − β̂〉
≤ τ1 log p
n
‖ν˜‖21 − (α1 − µ)‖ν˜‖22, (55)
where the second inequality comes from the fact that 〈z˜, β̂〉 ≤ ‖z˜‖∞ · ‖β̂‖1 ≤ ‖β̂‖1, and the
third inequality comes from the bound (52). Finally, we need a lemma showing that ν˜ lies in
a cone set:
Lemma 4. If ‖ẑSc‖∞ ≤ 1− δ for some δ ∈ (0, 1] and λ ≥ 4Rτ1 log pδn , then
‖ν˜‖1 ≤
(
4
δ
+ 2
)√
k‖ν˜‖2.
Proof. From inequality (54) together with the RSC bound (52), we have
(α1 − µ)‖ν˜‖22 − τ1
log p
n
‖ν˜‖21 ≤ 〈∇Ln(β˜)−∇Ln(β̂), ν˜〉 ≤ λ · 〈z˜, β̂〉 − λ‖β˜‖1 + λ · 〈ẑ, ν˜〉. (56a)
Note that since supp(β̂) ⊆ S, we have
λ · 〈z˜, β̂〉 − λ‖β˜‖1 ≤ λ‖β̂‖1 − λ‖β˜‖1 = λ
(
‖β̂S‖1 − ‖β˜S‖1 − ‖β˜Sc‖1
)
≤ λ (‖ν˜S‖1 − ‖ν˜Sc‖1) .
(56b)
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Furthermore, we have
λ · 〈ẑ, ν˜〉 = λ (〈ẑS , ν˜S〉+ 〈ẑSc , ν˜Sc〉) ≤ λ (‖ẑS‖∞ · ‖ν˜S‖1 + ‖ẑSc‖∞ · ‖ν˜Sc‖1)
≤ λ (‖ν˜S‖1 + (1− δ) · ‖ν˜Sc‖1) . (56c)
Combining inequalities (56a), (56b), and (56c) then yields
− τ1 log p
n
‖ν˜‖21 ≤ (α1 − µ)‖ν˜‖22 − τ1
log p
n
‖ν˜‖21 ≤ λ (2‖ν˜S‖1 − δ‖ν˜Sc‖1) . (57)
Under the assumption on λ, we have τ1
log p
n ‖ν˜‖1 ≤ 2Rτ1 log pn ≤ δ2 · λ, so that inequality (57)
implies
−δ
2
· λ‖ν˜‖1 ≤ λ (2‖ν˜S‖1 − δ‖ν˜Sc‖1) , or equivalently, δ
2
‖ν˜Sc‖1 ≤
(
2 +
δ
2
)
‖ν˜S‖1.
Putting together the pieces, we then have
‖ν˜‖1 = ‖ν˜S‖1 + ‖ν˜Sc‖1 ≤ ‖ν˜S‖1 +
(
4
δ
+ 1
)
‖ν˜S‖1 ≤
(
4
δ
+ 2
)√
k‖ν˜‖2,
which establishes the claim.
Combining Lemma 4 with inequality (55) then gives
λ‖β˜‖1 − λ · 〈ẑ, β˜〉 ≤ τ1k log p
n
(
4
δ
+ 2
)2
‖ν˜‖22 − (α1 − µ)‖ν˜‖22.
Hence, if n ≥ 2τ1α1−µ
(
4
δ + 2
)2
k log p, we have λ‖β˜‖1 − λ · 〈ẑ, β˜〉 ≤ −α1−µ2 ‖ν˜‖22 ≤ 0. On the
other hand, Ho¨lder’s inequality gives λ · 〈ẑ, β˜〉 ≤ λ‖ẑ‖∞ · ‖β˜‖1 ≤ λ‖β˜‖1. It follows that we
must have 〈ẑ, β˜〉 = ‖β˜‖1. Since ‖ẑSc‖∞ < 1, we conclude that β˜j = 0, for all j /∈ S. Hence,
supp(β˜) ⊆ S, as claimed.
B Proof of Theorem 2
Note that by the fundamental theorem of calculus, Q̂ satisfies
Q̂(β̂ − β∗) = ∇Ln(β̂)−∇Ln(β∗).
By the zero-subgradient condition (14) and the invertibility of
(
∇2Ln(β˜)SS
)
, we then have
β̂S − β∗S =
(
Q̂SS
)−1 (
−∇Ln(β∗)S +∇qλ(β̂S)− λẑS
)
,
implying that
‖β̂ − β∗‖∞ ≤
∥∥∥∥(Q̂SS)−1 (∇Ln(β∗)S −∇qλ(β̂S) + λẑS)∥∥∥∥
∞
. (58)
Lemma 8 in Appendix F.1 guarantees that
∥∥∥(∇qλ(β̂S)− λẑS)∥∥∥∞ ≤ λ, so
‖β̂ − β∗‖∞ ≤
∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
+
∥∥∥∥(Q̂SS)−1 (∇qλ(β̂S)− λẑS)∥∥∥∥
∞
≤
∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
+ λ
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
,
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which is inequality (18).
To establish inequality (19b), we use the following lemma:
Lemma 5. Suppose ρλ is (µ, γ)-amenable, and the bound (19a) holds. Then |β̂j | ≥ γλ for all
j ∈ S, and in particular, q′λ(β̂j) = λ · sign(β̂j).
Proof. By inequality (18) and the triangle inequality, we have
|β̂j | ≥ |β∗j | − |β̂j − β∗j | ≥ β∗min − ‖β̂ − β∗‖∞
≥ β∗min −
(∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
+ λ
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
)
,
for all j ∈ S. Hence, if the bound (19a) holds, we must have |β̂j | ≥ γλ, and the desired results
follow.
Lemma 5 implies that ∇qλ(β̂S) = λẑS . Hence, the zero-subgradient condition (14) reduces
to
(
∇Ln(β̂S)
) ∣∣∣
S
= 0. Since Ln is strictly convex on RS by Lemma 2, this zero-gradient
condition implies that β̂S is the unique global minimum of (Ln)
∣∣∣
S
, so we have the equalities
β̂S = β̂
O
S and β̂ = β̂
O, as claimed. Finally, inequality (58) simplifies to inequality (19b), using
the equality ∇qλ(β̂S) = λẑS .
C Establishing strict dual feasibility
In this Appendix, we derive conditions that allow us to establish the strict dual feasibility
conditions required in order to apply Theorem 1. We use these derivations to prove Corollar-
ies 1–3.
By the zero-subgradient condition (14), we have(
∇Ln(β̂)−∇Ln(β∗)
)
+
(
∇Ln(β∗)−∇qλ(β̂)
)
+ λẑ = 0.
Defining Q̂ :=
∫ 1
0 ∇2Ln
(
β∗ + t(β̂ − β∗)
)
dt, we then have
Q̂(β̂ − β∗) +
(
∇Ln(β∗)−∇qλ(β̂)
)
+ λẑ = 0.
In block form, this means[
Q̂SS Q̂SSc
Q̂ScS Q̂ScSc
][
β̂S − β∗S
0
]
+
[
∇Ln(β∗)S −∇qλ(β̂S)
∇Ln(β∗)Sc −∇qλ(β̂Sc)
]
+ λ
[
ẑS
ẑSc
]
= 0. (59)
By simple algebraic manipulations, we then have
ẑSc =
1
λ
{(
∇qλ(β̂Sc)−∇Ln(β∗)Sc
)
+ Q̂ScS
(
Q̂SS
)−1 (
∇Ln(β∗)S −∇qλ(β̂S) + λẑS
)}
.
(60)
Note that by the selection property (vi), we have ∇qλ(β̂Sc) = ∇qλ(0Sc) = 0Sc , so the first
term in equation (60) vanishes, giving
ẑSc =
1
λ
{
−∇Ln(β∗)Sc + Q̂ScS
(
Q̂SS
)−1 (
∇Ln(β∗)S −∇qλ(β̂S) + λẑS
)}
. (61)
If the unbiasedness property (vii) also holds, we have the following result:
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Proposition 2. Under the conditions of Theorem 1, suppose ρλ is (µ, γ)-amenable. Also
suppose inequality (19a) holds. Then strict dual feasibility holds provided
‖∇Ln(β∗)‖∞ ≤ 1− δ
2
· λ, and (62a)∥∥∥∥Q̂ScS (Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
≤ 1− δ
2
· λ. (62b)
Proof. Combining the result of Lemma 5 in Appendix B with equation (61), we see that
ẑSc =
1
λ
{
∇Ln(β∗)Sc + Q̂ScS
(
Q̂SS
)−1
∇Ln(β∗)S
}
≤ 1
λ
‖∇Ln(β∗)Sc‖∞ + 1
λ
∥∥∥∥Q̂ScS (Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
≤ 1− δ
2
+
1− δ
2
≤ 1− δ,
as claimed.
However, for regularizers that do not satisfy the unbiasedness property (vii), such as
the LSP and the usual ℓ1-norm, we impose slightly stronger conditions to ensure strict dual
feasibility. The notion of an incoherence condition is taken from the Lasso literature [45, 40,
24]:
Assumption 2. There exists η ∈ (0, 1) such that
∣∣∣∣∣∣∣∣∣∣∣∣Q̂ScS (Q̂SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
≤ η, where |||·|||∞
denotes the ℓ∞-operator norm.
Based on this condition, we have the following result:
Proposition 3. Under the conditions of Theorem 1, suppose in addition that Assumption 2
holds. Then strict dual feasibility holds provided
‖∇Ln(β∗)‖∞ ≤ 1− δ − η
2
λ, and (63a)∥∥∥∥Q̂ScS (Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
≤ 1− δ − η
2
λ. (63b)
Proof. Lemma 8(a) implies that ‖λẑS − ∇qλ(β̂S)‖∞ = ‖∇ρλ(β̂S)‖∞ ≤ λ. Hence, equa-
tion (61), together with the triangle inequality, implies
‖ẑSc‖∞ ≤ 1
λ
‖∇Ln(β∗)‖∞ + 1
λ
∥∥∥∥Q̂ScS (Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
+
1
λ
∥∥∥∥Q̂ScS (Q̂SS)−1 (λẑS −∇qλ(β̂S))∥∥∥∥
∞
≤ 1− δ − η
2
+
1− δ − η
2
+ η = 1− δ,
where we have used inequalities (63a) and (63b) and the incoherence condition (Assump-
tion 2).
Comparing Propositions 2 and 3 reveals a theoretical benefit of using unbiased penalties
such as SCAD or MCP over LSP or the ℓ1-norm: Whereas the bound (62b) is essentially the
same as the bound (63b), Proposition 3 imposes an additional incoherence condition on the
covariates.
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D Proofs of corollaries in Section 3
In this section, we provide detailed proofs of the corollaries to Theorems 1 and 2 appearing
in Section 3.
D.1 Proof of Corollary 1
As established in Corollary 1 of our previous work [20], the RSC condition (8) holds w.h.p.
with α1 = α2 =
1
2λmin(Σx) and τ1, τ2 ≍ 1, under sub-Gaussian assumptions on the variables.
D.1.1 Proof of part (a)
We now use the machinery developed in Appendix C. We use a slightly more direct analysis
than the result stated in Proposition 3, which allows us to produce tighter bounds. Denoting
(Γ̂, γ̂) =
(
XTX
n ,
XT y
n
)
, we have
∇Ln(β) = Γ̂β − γ̂, and ∇2Ln(β) = Γ̂, (64)
so equation (61) takes the form
ẑSc =
1
λ
{
−Γ̂ScSβ∗S + γ̂Sc + Γ̂ScSΓ̂−1SS
(
Γ̂SSβ
∗
S − γ̂S
)}
+
1
λ
{
Γ̂ScS
(
Γ̂SS
)−1 (
λẑS −∇qλ(β̂S)
)}
≤ 1
λ
{
−Γ̂ScSβ∗S + γ̂Sc + Γ̂ScSβ∗S − Γ̂ScSΓ̂−1SS γ̂S
}
+
∣∣∣∣∣∣∣∣∣∣∣∣Γ̂ScS (Γ̂SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
≤ 1
λ
{
γ̂Sc − Γ̂ScSΓ̂−1SS γ̂S
}
+ η, (65)
using the fact that ‖λẑs −∇qλ(β̂S)‖∞ = ‖∇ρλ(β̂S)‖∞ ≤ λ, by Lemma 8. We now write∥∥∥γ̂Sc − Γ̂ScSΓ̂−1SS γ̂S∥∥∥∞ =
∥∥∥∥∥XTSc(XSβ∗S + ǫ)n −
(
XTScXS
n
)(
XTSXS
n
)−1(
XTS (XSβ
∗
S + ǫ)
n
)∥∥∥∥∥
∞
=
∥∥∥∥∥XTScǫn −
(
XTScXS
n
)(
XTSXS
n
)−1(
XTS ǫ
n
)∥∥∥∥∥
∞
=
∥∥∥∥XTScΠǫn
∥∥∥∥
∞
, (66)
where Π := I −XS(XTSXS)−1XTS is an orthogonal projection matrix. Note that for t > 0, we
have
E
[
exp
(
t · eTj
XTScΠǫ
n
) ∣∣∣X] ≤ ct2σ2ǫ ∥∥∥∥ΠXScejn
∥∥∥∥2
2
≤ ct2σ2ǫ
∥∥∥∥XScejn
∥∥∥∥2
2
,
since ǫ is a sub-Gaussian vector with parameter σ2ǫ , and Π is a projection matrix. Taking
another expectation, we have
E
[
exp
(
t · eTj
XTScΠǫ
n
)]
≤ ct
2σ2ǫ
n
· eTj ΓScScej ≤ c′
t2σ2ǫσ
2
x
n
,
so eTj
XT
Sc
Πǫ
n is sub-Gaussian with parameter
cσ2ǫσ
2
x
n . Using sub-Gaussian tail bounds and a
union bound, we conclude from equation (66) that∥∥∥γ̂Sc − Γ̂ScSΓ̂−1SS γ̂S∥∥∥∞ ≤ C
√
log p
n
,
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with probability at least 1−c exp(−c′ log p), provided n % k log p. Hence, strict dual feasibility
holds, w.h.p., provided λ > C1−η
√
log p
n , and the variable selection consistency property follows
by Theorem 1.
Turning to ℓ∞-bounds, we have∥∥∥∥(Q̂SS)−1∇Ln(β∗)∥∥∥∥
∞
=
∥∥∥Γ̂−1SS (Γ̂SSβ∗S − γ̂S)∥∥∥∞
=
∥∥∥∥∥
(
XTSXS
n
)−1(
XTSXS
n
β∗S −
XTS y
n
)∥∥∥∥∥
∞
=
∥∥∥∥∥
(
XTSXS
n
)−1(
XTS ǫ
n
)∥∥∥∥∥
∞
.
For j ∈ S, we may write eTj
(
XT
S
XS
n
)−1 (XT
S
ǫ
n
)
:= vTj ǫ. Furthermore,
max
j∈S
‖vj‖22 =
1
n2
·max
j∈S
∥∥∥∥∥XS
(
XTSXS
n
)−1
ej
∥∥∥∥∥
2
2
=
1
n
·max
j∈S
∣∣∣∣∣eTj
(
XTSXS
n
)−1
ej
∣∣∣∣∣ ≤ 2n · λmax(Σx),
with probability at least 1 − c1 exp(−c2k). Conditioned on X, the variables vTj ǫ are sub-
Gaussian with parameter σ2ǫ‖vj‖22. Denoting
A :=
{
|vTj ǫ| ≤ σǫ‖vj‖2
√
log p, ∀j ∈ S
}
and applying a union bound, we then have
P
(Ac ∣∣ X) ≤ c′1 exp(−c′2 log p),
so
P(Ac) =
∫
P(Ac | X)P(X) dP(X) ≤ c1 exp(−c′2 log p),
as well. We conclude that
P
(
max
j∈S
|vTj ǫ| ≥ λ1/2max(Σx) · σǫ
√
2 log p
n
)
≤ P(Ac) + P
(
max
j∈S
‖vj‖22 ≥
2
n
· λmax(Σx)
)
,
and ∥∥∥Γ̂−1SS (Γ̂SSβ∗S − γ̂S)∥∥∥∞ ≤ λ1/2max(Σx) · σǫ
√
2 log p
n
,
with probability at least 1 − c′′1 exp(−c′′2 min{k, log p}). Combining this with the assump-
tion (21), we conclude by part (a) of Theorem 2 that the desired ℓ∞-bound holds.
D.1.2 Proof of part (b)
The proof of this corollary is nearly identical to the proof of part (a), except that equation (65)
does not have the extra term η; by the assumption of (µ, γ)-amenability, Lemma 5 implies
that λẑS −∇qλ(β̂S) = 0. Hence, equation (61) takes the form
‖ẑSc‖∞ ≤
1
λ
∥∥∥γ̂Sc − Γ̂ScSΓ̂−1SS γ̂S∥∥∥∞ .
Observe that the matrix concentration arguments from the proof of part (a) also imply that
1
λ
∥∥∥γ̂Sc − Γ̂ScSΓ̂−1SS γ̂S∥∥∥∞ < 1− 2η, w.h.p. The remainder of the proof follows by part (b) of
Theorem 2.
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D.2 Proof of Corollary 2
The expressions for∇Ln and∇2Ln are as in equation (64), with (Γ̂, γ̂) defined in equation (26).
Furthermore, as remarked in the proof of Corollary 1, Corollary 1 of our previous work [20]
implies that the RSC condition (8) holds w.h.p., when α1 = α2 =
1
2λmin(Σx) and τ1, τ2 ≍ 1.
We may verify using standard techniques that when the xi’s and ǫi’s are sub-Gaussian
and n % k log p, we have the bound ‖∇Ln(β∗)‖∞ -
√
log p
n , with probability at least 1 −
c1 exp(−c2 log p) [19]. Hence, if λ %
√
log p
n , the lower bound in inequality (15a) is satisfied
w.h.p. We may then check that for the choice of regularization parameters λ ≍
√
log p
n and
R ≍ 1λ , and under the scaling n % k log p, both bounds in condition (15a) hold.
We now use Proposition 3 to verify condition (a) in Theorem 1, establishing strict dual
feasibility (16). From the bound (63b), and with the scaling λ ≍
√
log p
n , it suffices to show
that ∥∥∥Γ̂ScSΓ̂−1SS (Γ̂SSβ∗S − γ̂S)∥∥∥∞ -
√
log p
n
, (67)
w.h.p. To this end, we have the following proposition, which we state in some generality to
indicate its applicability to other types of corrupted linear models [19]:
Proposition 4. Suppose Γ̂ satisfies the deviation bound
P
(∣∣∣vT (Γ̂− Γ)w∣∣∣ ≥ t‖v‖2‖w‖2) ≤ c exp(−c′nt2), ∀v,w ∈ Rp. (68)
Also suppose γ̂ satisfies the deviation bound
P (‖A (γ̂ − ΓSSβ∗)‖∞ ≥ t |||A|||2) ≤ c exp(−c′nt2 + c′′ log p), ∀A ∈ Rp×p, (69)
and suppose |||Γ|||2 and
∣∣∣∣∣∣Γ−1∣∣∣∣∣∣
2
are uniformly bounded. Under the scaling n % k ·max{log p, k}
and λ ≍
√
log p
n , inequality (67) holds, with probability at least 1− c exp(c′min{k, log p}).
Proof. First note that inequality (68) implies the following deviation bounds:
P
(∣∣∣∣∣∣∣∣∣Γ̂SS − ΓSS∣∣∣∣∣∣∣∣∣
2
≥ t
)
≤ c exp(−c′nt2 + c′′k), (70a)
P
(
max
j∈Sc
∥∥∥(Γ̂SSc − ΓSSc) ej∥∥∥
2
≥ t
)
≤ c exp(−c′nt2 + c′′k + c′′′ log p), (70b)
P
(∥∥∥A(Γ̂− Γ) v∥∥∥
∞
≥ t |||A|||2 ‖v‖2
)
≤ c exp(−c′nt2 + c′′ log p), ∀v ∈ Rp, A ∈ Rp×p.
(70c)
Inequality (70a) follows from from a discretization argument over the ℓ2-ball in R
S , and
inequality (70b) is similar. Inequality (70c) follows by taking w = Aej and a union bound
over 1 ≤ j ≤ p. Furthermore, by Lemma 11, inequality (70a) implies that
P
(∣∣∣∣∣∣∣∣∣Γ̂−1SS − Γ−1SS∣∣∣∣∣∣∣∣∣
2
≥ t
)
≤ c exp(−c′nt2 + c′′k), (71)
as well.
Note that by inequalities (70c) and (69), we have∥∥∥A(Γ̂SSβ∗S − γ̂S)∥∥∥∞ ≤ ∥∥∥A(Γ̂SS − ΓSS)β∗S∥∥∥∞+‖A (γ̂S − ΓSSβ∗S)‖∞ - |||A|||2 ·
√
log p
n
, (72)
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with probability at least 1− c log(−c′ log p). Furthermore, the triangle inequality gives∥∥∥Γ̂ScSΓ̂−1SS (Γ̂SSβ∗S − γ̂S)∥∥∥∞ ≤ ∥∥∥ΓScSΓ−1SS (Γ̂SSβ∗S − γ̂S)∥∥∥∞
+
∥∥∥(Γ̂ScSΓ̂−1SS − ΓScSΓ−1SS)(Γ̂SSβ∗S − γ̂S)∥∥∥∞ , (73)
and the first term is bounded above by C
√
log p
n , by inequality (72). For the second term, we
write∥∥∥(Γ̂ScSΓ̂−1SS − ΓScSΓ−1SS)(Γ̂SSβ∗S − γ̂S)∥∥∥∞ ≤ maxj∈Sc ∥∥∥eTj (Γ̂ScSΓ̂−1SS − ΓScSΓ−1SS)∥∥∥2 · ∥∥∥Γ̂SSβ∗S − γ̂S∥∥∥2
≤ max
j∈Sc
∥∥∥eTj (Γ̂ScSΓ̂−1SS − ΓScSΓ−1SS)∥∥∥
2
· C
√
k log p
n
,
(74)
where we have again used inequality (72) in the second inequality. Furthermore,
max
j∈Sc
∥∥∥eTj (Γ̂ScSΓ̂−1SS − ΓScSΓ−1SS)∥∥∥
2
≤ max
j∈Sc
∥∥∥eTj (Γ̂ScS − ΓScS)(Γ̂−1SS − Γ−1SS)∥∥∥
2
+max
j∈Sc
∥∥∥eTj ΓScS (Γ̂−1SS − Γ−1SS)∥∥∥
2
+max
j∈Sc
∥∥∥eTj (Γ̂ScS − ΓScS)Γ−1SS∥∥∥
2
. (75)
The terms in inequality (75) are bounded as
max
j∈Sc
∥∥∥eTj (Γ̂ScS − ΓScS)(Γ̂−1SS − Γ−1SS)∥∥∥
2
≤ max
j∈Sc
∥∥∥eTj (Γ̂ScS − ΓScS)∥∥∥
2
·
∣∣∣∣∣∣∣∣∣Γ̂−1SS − Γ−1SS∣∣∣∣∣∣∣∣∣
2
,
max
j∈Sc
∥∥∥eTj ΓScS (Γ̂−1SS − Γ−1SS)∥∥∥
2
≤ |||ΓScS ||| ·
∣∣∣∣∣∣∣∣∣Γ̂−1SS − Γ−1SS∣∣∣∣∣∣∣∣∣
2
,
max
j∈Sc
∥∥∥eTj (Γ̂ScS − ΓScS)Γ−1SS∥∥∥
2
≤ max
j∈Sc
∥∥∥eTj (Γ̂ScS − ΓScS)∥∥∥
2
· ∣∣∣∣∣∣Γ−1SS∣∣∣∣∣∣2 .
Combining the bounds with inequalities (70b) and (71), we conclude from inequality (75) that
max
j∈Sc
∥∥∥eTj (Γ̂ScSΓ̂−1SS − ΓScSΓ−1SS)∥∥∥
2
≤ max
{√
k
n
,
√
log p
n
}
, (76)
with probability at least 1 − c exp(−c′min{k, log p}), under the scaling n % max{k, log p}.
Plugging inequality (76) into inequality (74) and combining with inequality (72), we conclude
that ∥∥∥Γ̂ScSΓ̂−1SS − (Γ̂SSβ∗S − γ̂S)∥∥∥∞ -
√
log p
n
+max
{√
k2
n
,
√
k log p
n
}
·
√
log p
n
,
with probability at least 1 − c exp(−c′min{k, log p}). The desired result then follows under
the scaling n % k ·max{k, log p}.
It is easy to check that the bounds (68) and (69) hold when (Γ̂, γ̂) are defined by equa-
tion (26) and X,W , and ǫ are sub-Gaussian. Hence, strict dual feasibility holds by Proposi-
tions 3 and 4, and the PDW technique succeeds.
Turning to ℓ∞-bounds, note that∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
=
∥∥∥Γ̂−1SS (Γ̂SSβ∗S − γ̂S)∥∥∥∞ .
We have the following result:
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Proposition 5. Under the same conditions as Proposition 4, we have
∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
-
√
log p
n
, (77)
with probability at least 1− c exp(−c′min{k, log p}).
Proof. We decompose∥∥∥Γ̂−1SS (Γ̂SSβ∗S − γ̂S)∥∥∥∞ ≤ ∥∥∥(Γ̂−1SS − Γ−1SS)(Γ̂SSβ∗S − γ̂S)∥∥∥∞ + ∥∥∥Γ−1SS (Γ̂SSβ∗S − γ̂S)∥∥∥∞
≤
√
k ·
∣∣∣∣∣∣∣∣∣Γ̂−1SS − Γ−1SS∣∣∣∣∣∣∣∣∣
2
·
∥∥∥Γ̂SSβ∗S − γ̂S∥∥∥∞ + ∥∥∥Γ−1SS (Γ̂SSβ∗S − γ̂S)∥∥∥∞
-
√
k ·
√
k
n
·
√
log p
n
+
√
log p
n
,
where the last inequality holds with probability at least 1 − c exp(−c′min k, log p), and we
have used the bounds (71) and (72) to establish the last inequality. Inequality (77) then
follows under the scaling n ≥ k2.
The bound for ‖β˜ − β∗‖∞ follows by plugging inequality (77) into inequality (18) of
Theorem 2.
D.3 Proof of Corollary 3
Note that Corollary 2 of our previous work [20] establishes the RSC condition (8) when
ψ′′ is bounded and the xi’s are again sub-Gaussian. We again proceed via the framework
and terminology of Appendix C, particularly Proposition 2. Taking derivatives of the loss
function (11), we have
∇Ln(β) = 1
n
n∑
i=1
(
ψ′(xTi β)xi − yixi
)
, and ∇2Ln(β) = 1
n
n∑
i=1
ψ′′(xTi β)xix
T
i .
To verify inequality (62a), we may use straightforward sub-Gaussian concentration techniques
(cf. the proof of Corollary 2 in Loh and Wainwright [20]). For inequality (62b), note that
Q̂−∇2Ln(β∗) =
∫ 1
0
{
∇2Ln
(
β∗ + t(β̂ − β∗)
)
−∇2Ln(β∗)
}
dt
=
∫ 1
0
{
1
n
n∑
i=1
(
ψ′′(xTi
(
β∗ + t(β̂ − β∗)
)
− ψ′′(xTi β∗)
)
xix
T
i
}
dt
=
∫ 1
0
{
t · 1
n
n∑
i=1
ψ′′′(xTi β̂t)x
T
i (β̂ − β∗) · xixTi
}
dt,
by the mean value theorem, where β̂t lies on the line segment between β
∗ and β∗+ t(β̂ − β∗).
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For each pair v,w ∈ Rp, we write∣∣∣vT (Q̂−∇2Ln(β∗))w∣∣∣ =
∣∣∣∣∣
∫ 1
0
{
t · 1
n
n∑
i=1
ψ′′′(xTi β̂t)x
T
i (β̂ − β∗) · xTi v · xTi w
}
dt
∣∣∣∣∣
≤
∫ 1
0
t ·
∣∣∣∣∣ 1n
n∑
i=1
ψ′′′(xTi β̂t)x
T
i (β̂ − β∗) · xTi v · xTi w
∣∣∣∣∣ dt
≤
∫ 1
0
t

√√√√ 1
n
n∑
i=1
∣∣∣ψ′′′(xTi β̂t)xTi (β̂ − β∗)∣∣∣2 (xTi v)2 ·
√√√√ 1
n
n∑
i=1
(xTi w)
2
 dt
≤ κ3
√√√√ 1
n
n∑
i=1
‖xi,S‖22‖β̂ − β∗‖22(xTi v)2 ·
√√√√ 1
n
n∑
i=1
(xTi w)
2, (78)
where xi,S denotes the vector xi restricted to S. Inequality (78) follows by two applications
of the Cauchy-Schwarz inequality and the fact that supp(β˜) ⊆ S. Furthermore, by Lemma 9
in Appendix F, we have
‖β̂ − β∗‖2 -
√
k log p
n
,
with probability at least 1−c exp(−c′ log p). By Assumption 1(i), we also have ‖xi,S‖22 ≤Mk.
Hence, inequality (78) becomes
∣∣∣vT (Q̂−∇2Ln(β∗))w∣∣∣ - κ3√Mk2 log p
n
·
√√√√ 1
n
n∑
i=1
(xTi v)
2 ·
√√√√ 1
n
n∑
i=1
(xTi w)
2.
In particular, taking a supremum over unit vectors v,w ∈ RS , we have∣∣∣∣∣∣∣∣∣Q̂SS −∇2Ln(β∗)SS∣∣∣∣∣∣∣∣∣
2
- κ3
√
Mk2 log p
n
·
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
(
1
n
n∑
i=1
xix
T
i
)
SS
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
- κ3
√
Mk2 log p
n
·
(
λmax(Σx) + C
√
k
n
)
-
√
k2 log p
n
, (79)
with probability at least 1 − c exp(−c′k), where the second inequality holds by a standard
spectral norm bound on the sample covariance matrix.
Furthermore, for v,w ∈ Rp, the expression vT∇2Ln(β∗)w = 1n
∑n
i=1 ψ
′′(xTi β
∗)vTxi · wTxi
is an i.i.d. average of a product of sub-Gaussian random variables ψ′′(xTi β
∗)vTxi and wTxi,
since the xi’s are sub-Gaussian and ψ
′′ is uniformly bounded by assumption. Defining
L(β∗) := E [Ln(β∗)], a standard discretization argument of k-dimensional unit sphere yields∣∣∣∣∣∣∇2Ln(β∗)SS −∇2L(β∗)SS∣∣∣∣∣∣2 -
√
k
n
, (80)
with probability at least 1 − c exp(−c′k). Hence, by inequalities (79) and (80), we have∣∣∣∣∣∣∣∣∣Q̂SS −∇2L(β∗)SS∣∣∣∣∣∣∣∣∣
2
-
√
k2 log p
n . Applying Lemma 11 in Appendix F yields∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1 − (∇2L(β∗)SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
2
-
√
k2 log p
n
, (81)
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as well. A similar argument shows that
max
j∈Sc
∥∥∥eTj (Q̂ScS −∇2Ln(β∗)ScS)∥∥∥
2
-
√
k2 log p
n
,
and
max
j∈Sc
∥∥eTj (∇2Ln(β∗)ScS −∇2L(β∗))ScS∥∥2 - max
{√
k
n
,
√
log p
n
}
,
with probability at least 1−c exp(−c′min{k, log p}). Putting together the pieces, we find that
max
j∈Sc
∥∥∥eTj (Q̂ScS −∇2L(β∗)ScS)∥∥∥
2
-
√
k2 log p
n
, (82)
with high probability. Returning to the expression (62b), we have the bound∥∥∥∥Q̂ScS (Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
≤ T1 + T2
where T1 :=
∥∥∥∇2L(β∗)ScS (∇2L(β∗)SS)−1∇L(β∗)S∥∥∥∞, and
T2 :=
∥∥∥∥{Q̂ScS (Q̂SS)−1 −∇L(β∗)ScS (∇2L(β∗)SS)−1}∇Ln(β∗)S∥∥∥∥
∞
. (83)
Since the eigenspectrum of ∇2L(β∗) is bounded by assumption, standard techniques (cf. the
proofs of Corollary 2 in Loh and Wainwright [20] and Lemma 6 in Negahban et al. [25])
guarantee that T1 ≤ c
√
log p
n , with probability at least 1 − c1 exp(−c2 log p). Turning to the
second term, we have
T2 ≤ max
j∈Sc
∥∥∥∥eTj {Q̂ScS (Q̂SS)−1 −∇L(β∗)ScS (∇2L(β∗)SS)−1}∥∥∥∥
2
· ‖∇Ln(β∗)S‖2 . (84)
Now,
‖∇Ln(β∗)S‖2 ≤
√
k · ‖∇Ln(β∗)‖∞ -
√
k ·
√
log p
n
, (85)
and by the triangle inequality,∥∥∥∥eTj {Q̂ScS (Q̂SS)−1 −∇L(β∗)ScS (∇2L(β∗)SS)−1}∥∥∥∥
2
≤ ∥∥eTj ∇2L(β∗)ScS∆1∥∥2 + ∥∥∥eTj ∆2 (∇2L(β∗)SS)−1∥∥∥2 + ∥∥eTj ∆2∆1∥∥2 , (86)
where
∆1 :=
(
Q̂SS
)−1
− (∇2L(β∗)SS)−1 , and ∆2 := Q̂ScS −∇2L(β∗)ScS .
By the bounds (81) and (82), we have
|||∆1|||2 , max
j∈Sc
∥∥eTj ∆2∥∥2 -
√
k2 log p
n
,
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w.h.p., so combined with inequalities (84), (85), and (86), we have
R -
√
k ·
√
log p
n
·
√
k2 log p
n
.
Hence, by Proposition 2, strict dual feasibility holds under the scaling n % k3 log p.
Turning to ℓ∞-bounds, we have∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
=
∥∥∥∥{(Q̂SS)−1 − (∇2L(β∗)SS)−1}∇Ln(β∗)S∥∥∥∥
∞
+
∥∥∥(∇2L(β∗)SS)−1∇Ln(β∗)S∥∥∥∞
≤
√
k ·
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1 − (∇2L(β∗)SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
2
· ‖∇Ln(β∗)S‖∞
+
∥∥∥(∇2L(β∗)SS)−1∇Ln(β∗)S∥∥∥∞
-
√
k ·
√
k2 log p
n
·
√
log p
n
+
√
log p
n
,
using inequality (81) and the same sub-Gaussian concentration result used to bound the term
T1 above. Hence, ∥∥∥∥(Q̂SS)−1∇Ln(β∗)S∥∥∥∥
∞
-
√
log p
n
,
under the scaling n - k3 log p. Finally, note that inequality (81) implies∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1 − (Q∗SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
≤
√
k
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1 − (∇2L(β∗)SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
2
-
√
k3 log p
n
≤ c∞,
so ∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
≤
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1 − (Q∗SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
+
∣∣∣∣∣∣∣∣∣(Q∗SS)−1∣∣∣∣∣∣∣∣∣∞ ≤ 2c∞.
Theorem 2 then implies the desired result.
D.4 Proof of Corollary 4
In this section, we provide the proof of Corollary 4. Corollary 3 of our previous work [20]
establishes the RSC condition (8), with α1 and α2 scaling as |||Θ∗|||2 and τ1 = 0. Our proof
strategy deviates mildly from the framework described in Section 2.4, in that we provide a
slightly different way of constructing a matrix Θ̂S such that supp(Θ̂S) ⊆ S and Θ̂S is a zero-
subgradient point of the restricted program (13). However, subject to this minor adjustment,
the remainder of the primal-dual witness technique proceeds as before.
We begin with a simple lemma establishing the convexity of the program (33):
Lemma 6. Suppose ρλ is µ-amenable. Then for the choice of parameter κ =
√
2
µ , the
objective function in the program (33) is strictly convex over the constraint set.
Proof. A simple calculation shows that for the graphical Lasso loss
Ln(Θ) = trace(Σ̂Θ)− log det(Θ),
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we have ∇2Ln(Θ) = (Θ⊗Θ)−1. Note that ∇2Ln(Θ) is a deterministic quantity that does not
depend on {xi}ni=1. Hence,
λmin
(∇2Ln(Θ)) = λ−1max (Θ⊗Θ) = λ−2max(Θ).
We see that for |||Θ|||2 ≤
√
1
µ , we have λmin
(∇2Ln(Θ)) ≥ µ2 , so Ln(Θ) − µ2 |||Θ|||2F is convex.
Further note that by assumption, the quantity
∑
j 6=k ρλ(Θjk)+
µ
2 |||Θ|||2F is also convex. Hence,
the overall objective function is strictly convex over the feasible set, as claimed.
In particular, if there exists a zero-subgradient point of the composite objective function
Ln(Θ) + ρλ(Θ) within the feasible set, it must be the unique global minimum. Our strategy
is to construct such a zero-subgradient point. Let S := {(j, k) | j ≤ k,Θ∗jk 6= 0} denote the
support of Θ∗, where we remove redundant elements. We define the map F : R|S| → R|S|
according to
F (vec(∆S)) := − (Γ∗SS)−1
(
vec
(
Σ̂S −
(
(Θ∗ +∆)−1
)
S
))
+ vec (∆S) ,
where ∆ ∈ Rp×p is the symmetric matrix agreeing with ∆S on S and having 0’s elsewhere,
and Γ∗ := Θ∗−1 ⊗Θ∗−1 = Σ∗ ⊗ Σ∗. We analyze the behavior of F over the ℓ∞-ball B∞(r) of
radius r to be specified later. In particular, note that for ∆S ∈ B∞(r), we have
|||∆|||2 ≤ |||∆|||∞ ≤ dr, (87)
since ∆ has at most d nonzero entries per row. Hence, when dr < λmin(Θ
∗), we are guaranteed
that the matrix (Θ∗+∆) is invertible, making F a continuous map. We show that F (B∞(r)) ⊆
B∞(r), so by Brouwer’s fixed point theorem [28], the function must have a fixed point, which
we denote by ∆∗S ∈ B∞(r). Defining the constants κΓ :=
∣∣∣∣∣∣∣∣∣(Γ∗SS)−1∣∣∣∣∣∣∣∣∣∞ and κΣ := |||Σ∗|||∞,
this insight is summarized in the following lemma:
Lemma 7. Let r := 2c0κΓ
√
log p
n , where c0 is a constant depending only on the sub-Gaussian
parameter of the xi’s. Suppose
dr ≤ min
{
1
2
λmin(Θ
∗),
1
2κΣ
,
1
4κΓκ
3
Σ
}
, (88)
and suppose the sample size satisfies n % κ2Γ log p. Then with probability at least 1−c exp(−c′ log p),
there exists Θ̂ ∈ Rp×p such that
‖Θ̂ −Θ∗‖max ≤ r,
∣∣∣∣∣∣∣∣∣Θ̂−Θ∗∣∣∣∣∣∣∣∣∣
2
≤ dr, and Σ̂S −
(
Θ̂−1
)
S
= 0. (89)
Furthermore, if ρλ is (µ, γ)-amenable and min(j,k)∈S |Θ∗jk| ≥ γλ+ r, we have ρ′λ(Θ̂jk) = 0, for
all (j, k) ∈ S.
Proof. We first establish that F (B∞(r)) ⊆ B∞(r). Consider ∆S ∈ B∞(r). We have
F (vec(∆S)) = − (Γ∗SS)−1
{
vec
(
Σ̂S − Σ∗S
)
+ vec
((
Σ∗ − (Θ∗ +∆)−1)
S
)− Γ∗SS vec(∆S)} ,
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implying that
‖F (vec(∆S))‖∞ ≤ κΓ
∥∥∥vec(Σ̂S − Σ∗S)+ vec ((Σ∗ − (Θ∗ +∆)−1)S)− Γ∗SS vec(∆S)∥∥∥∞
≤ κΓ
∥∥∥vec(Σ̂S − Σ∗S)∥∥∥∞ + κΓ ∥∥vec ((Σ∗ − (Θ∗ +∆)−1)S)− Γ∗SS vec(∆S)∥∥∞ .
(90)
For the first term, we have
κΓ
∥∥∥vec(Σ̂S − Σ∗S)∥∥∥∞ ≤ c0κΓ
√
log p
n
:=
r
2
, (91)
w.h.p., by the sub-Gaussian assumption on the xi’s. Furthermore, by the matrix expansion
(A+∆)−1 −A−1 =
∞∑
ℓ=1
(−A−1∆)ℓA−1, (92)
we have
vec
((
Σ∗ − (Θ∗ +∆)−1)
S
)− Γ∗SS vec(∆S) = vec ((Σ∗ − (Θ∗ +∆)−1)S − (Σ∗∆Σ∗)S)
= − vec
(( ∞∑
ℓ=2
(−Σ∗∆)ℓΣ∗
)
S
)
.
By the triangle inequality, we then have
∥∥vec ((Σ∗ − (Θ∗ +∆)−1)
S
)− Γ∗SS vec(∆S)∥∥∞ ≤ max(j,k)∈S
∞∑
ℓ=2
∣∣∣eTj (Σ∗∆)ℓΣ∗ek∣∣∣ . (93)
By Ho¨lder’s inequality, we have∣∣∣eTj (Σ∗∆)ℓΣ∗ek∣∣∣ ≤ ∥∥∥eTj (Σ∗∆)ℓ−1Σ∗∥∥∥
1
· ‖∆Σ∗ek‖∞ ≤
∣∣∣∣∣∣∣∣∣Σ∗(∆Σ∗)ℓ−1∣∣∣∣∣∣∣∣∣
1
· ‖∆‖max · ‖Σ∗ek‖1
≤ |||Σ∗|||ℓ1 |||∆|||ℓ−11 · ‖∆‖max · |||Σ∗|||1
= |||Σ∗|||ℓ+1∞ |||∆|||ℓ−1∞ · ‖∆‖max.
Using inequality (87) and plugging back into inequality (93), we then have
∥∥vec ((Σ∗ − (Θ∗ +∆)−1)
S
)− Γ∗SS vec(∆S)∥∥∞ ≤ ∞∑
ℓ=2
κℓ+1Σ d
ℓ−1rℓ =
κ3Σdr
2
1− κΣdr ≤ 2κ
3
Σdr
2,
(94)
where the last inequality follows from our assumption (88). Combining inequalities (90), (91),
and (94), and using the assumption that 2κΓκ
3
Σdr
2 ≤ r2 , we find that ‖F (vec(∆S))‖∞ ≤ r,
as desired. Applying Brouwer’s fixed point theorem then yields the required fixed point ∆∗S .
Defining Θ̂ := Θ∗ +∆∗, the third equality in line (89) follows. The operator norm bound in
inequality (89) follows from the same argument as in inequality (87). Finally, by the triangle
inequality and the assumption that ρλ is (µ, γ)-amenable, we have ρ
′
λ(Θ̂jk) = ρ
′
λ(Θ
∗
jk) = 0.
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Equipped with Lemma 7, we now prove that Θ̂ is the (unique) global optimum of the
program (33). Note that it suffices to show that Θ̂ is a zero-subgradient point of the objective
function in the program (33); since the objective is strictly convex by Lemma 6, Θ̂ must be the
global minimum. The same manipulations used in Appendix C and Proposition 2 reveal that
Θ̂ is a zero-subgradient point satisfying dual feasibility, if inequalities (62a) and (62b) hold.
In fact, we may take δ = 0, since the convexity of the problem immediately implies uniqueness
of a stationary point if it exists. We treat ∇2Ln(Θ) as a p2 × p2 matrix operating on the
p-dimensional vector vec(Θ). For the graphical Lasso, we have ∇Ln(Θ∗) = Σ̂−Σ∗, so we need
to show that
∥∥∥Σ̂− Σ∗∥∥∥
max
≤ λ2 . It is straightforward to see that by the sub-Gaussianity of the
xi’s, setting λ = c
√
log p
n for a suitably large constant is sufficient to satisfy inequality (62a).
Turning to inequality (62b), note that∣∣∣∣∣∣∣∣∣Q̂−∇2Ln(Θ∗)∣∣∣∣∣∣∣∣∣∞
=
∣∣∣∣∣∣∣∣∣∣∣∣∫ 1
0
{(
Θ∗ + t(Θ̂−Θ∗)
)−1
⊗
(
Θ∗ + t(Θ̂−Θ∗)
)−1
−Θ∗−1 ⊗Θ∗−1
}
dt
∣∣∣∣∣∣∣∣∣∣∣∣
∞
≤
∫ 1
0
∣∣∣∣∣∣∣∣∣∣∣∣(Θ∗ + t(Θ̂−Θ∗))−1 ⊗ (Θ∗ + t(Θ̂−Θ∗))−1 −Θ∗−1 ⊗Θ∗−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
dt.
Furthermore, for t ∈ [0, 1], we have∣∣∣∣∣∣∣∣∣(Θ∗ + t(Θ̂−Θ∗))−Θ∗∣∣∣∣∣∣∣∣∣
∞
= t ·
∣∣∣∣∣∣∣∣∣Θ̂−Θ∗∣∣∣∣∣∣∣∣∣
∞
≤ d
∥∥∥Θ̂−Θ∗∥∥∥
max
- d
√
log p
n
,
using Lemma 7. Lemma 11 in Appendix F then implies that∣∣∣∣∣∣∣∣∣∣∣∣(Θ∗ + t(Θ̂−Θ∗))−1 −Θ∗−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
- d
√
log p
n
.
Hence, by Lemma 13 in Appendix F, we have∣∣∣∣∣∣∣∣∣Q̂−∇2Ln(Θ∗)∣∣∣∣∣∣∣∣∣∞ - d
√
log p
n
,
implying the bounds
δ1 :=
∣∣∣∣∣∣∣∣∣Q̂ScS − (∇2Ln(Θ∗))ScS∣∣∣∣∣∣∣∣∣∞ - d
√
log p
n
,
and ∣∣∣∣∣∣∣∣∣Q̂SS − (∇2Ln(Θ∗))SS∣∣∣∣∣∣∣∣∣∞ - d
√
log p
n
.
Applying Lemma 11 in Appendix F yields
δ2 :=
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1 − (∇2Ln(Θ∗))−1SS∣∣∣∣∣∣∣∣∣∣∣∣∞ - d
√
log p
n
. (95)
Next we define the pair (R,Ξ) according to
R :=
∥∥∥∥∥
{
Q̂ScS
(
Q̂SS
)−1
− (∇2Ln(Θ∗))ScS (∇2Ln(Θ∗))−1SS}︸ ︷︷ ︸
Ξ
(∇Ln(Θ∗))S
∥∥∥∥∥
∞
.
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Note that we have R ≤ |||Ξ|||∞ · ‖(∇Ln(Θ∗))S‖max - |||Ξ|||∞ ·
√
log p
n , and moreover,
|||Ξ|||∞ ≤
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂ScS − (∇2Ln(Θ∗))ScS)((Q̂SS)−1 − (∇2Ln(Θ∗))−1SS)∣∣∣∣∣∣∣∣∣∣∣∣∞
+
∣∣∣∣∣∣∣∣∣(Q̂ScS − (∇2Ln(Θ∗))ScS) (∇2Ln(Θ∗))−1SS∣∣∣∣∣∣∣∣∣∞
+
∣∣∣∣∣∣∣∣∣∣∣∣(∇2Ln(Θ∗))ScS ((Q̂SS)−1 − (∇2Ln(Θ∗))−1SS)∣∣∣∣∣∣∣∣∣∣∣∣∞
≤ δ1δ2 + δ1 ·
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
+ δ2 ·
∣∣∣∣∣∣(∇2Ln(Θ∗))ScS∣∣∣∣∣∣∞
- d
√
log p
n
.
Combined with our earlier upper bound on R, we conclude that R -
√
log p
n , under the scaling
n % d2 log p.
Next, observe that∥∥∥∥∥ (∇2Ln(Θ∗))ScS (∇2Ln(Θ∗))−1SS (∇Ln(Θ∗))S
∥∥∥∥∥
∞
≤
∣∣∣∣∣∣∣∣∣(∇2Ln(Θ∗))ScS (∇2Ln(Θ∗))−1SS∣∣∣∣∣∣∣∣∣∞ · ‖(∇Ln(Θ∗))S‖max
≤ ∣∣∣∣∣∣(∇2Ln(Θ∗))ScS∣∣∣∣∣∣∞ · ∣∣∣∣∣∣∣∣∣(∇2Ln(Θ∗))−1SS∣∣∣∣∣∣∣∣∣∞ · ‖(∇Ln(Θ∗))S‖max
-
√
log p
n
.
Hence, the primal-dual witness technique succeeds. Note that by inequality (95), we also have∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1∣∣∣∣∣∣∣∣∣∣∣∣
∞
≤
∣∣∣∣∣∣∣∣∣∣∣∣(Q̂SS)−1 − (∇2Ln(Θ∗))−1SS∣∣∣∣∣∣∣∣∣∣∣∣∞ +
∣∣∣∣∣∣∣∣∣(∇2Ln(Θ∗))−1SS∣∣∣∣∣∣∣∣∣∞ ≤ 2c∞.
By Theorem 2, we conclude that Θ̂ is the unique global minimum of the program (33) with
the desired properties.
Finally, let us prove the claimed bounds on the Frobenius and spectral norms. Note that∣∣∣∣∣∣∣∣∣Θ̂−Θ∗∣∣∣∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣∣Θ̂−Θ∗∣∣∣∣∣∣∣∣∣
F
≤ √s ‖Θ̂ − Θ∗‖max. Furthermore, since Θ̂ − Θ∗ is a symmetric
matrix, we also have ∣∣∣∣∣∣∣∣∣Θ̂−Θ∗∣∣∣∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣∣Θ̂−Θ∗∣∣∣∣∣∣∣∣∣
∞
≤ d ‖Θ̂ −Θ∗‖max.
The bounds then follow from our earlier bound on the elementwise ℓ∞-norm.
E Proofs for Section 4
In this section, we provide details of proofs for the results in Section 4.
43
E.1 Proof of Proposition 1
This proof is a fairly straightforward modification of the proof of Theorem 3 in Loh and
Wainwright [20], so we provide only a sketch of how the argument deviates from the proof
supplied there.
The only substantial difference between the two settings is that Ln(β) = Ln(β) − qλ(β)
rather than Ln(β) = Ln(β)− µ2 ‖β‖22, and the side constraint is slightly tweaked. Nonetheless,
we have ‖β‖1 ≤ R, for all β in the feasible region, which is the only property of the side
constraint needed for the proofs of Loh and Wainwright [20]. Concerning the particular form
of Ln, we simply need to establish for the RSC relations that
T (β1, β2) ≥ T (β1, β2)− µ
2
‖β1 − β2‖22 (96)
still holds, where T (β1, β2) := Ln(β1)− Ln(β2)− 〈∇Ln(β2), β1 − β2〉. Note that
T (β1, β2) = T (β1, β2)− qλ(β1) + qλ(β2) + 〈∇qλ(β2), β1 − β2〉. (97)
By Lemma 8(b) in Appendix F.1, we have
qλ(β1)− µ
2
‖β1‖22 − qλ(β2) +
µ
2
‖β2‖22 − 〈∇qλ(β2)− µβ2, β1 − β2〉 ≤ 0,
implying that
qλ(β1)− qλ(β2)− 〈∇qλ(β2), β1 − β2〉 ≤ µ
2
‖β1 − β2‖22. (98)
Combining inequalities (97) and (98) yields the required inequality (96). Finally, note that
by our assumption and equation (97), we have T (β1, β2) ≤ T (β1, β2), so the RSM condition
holds for Ln with the same parameter α3. The remaining arguments proceed as before.
E.2 Proof of Corollary 5
We set δ ≍
√
k log p
n · ‖β̂ − β∗‖2 in Proposition 1. Then
‖βt − β̂‖∞ ≤ ‖βt − β̂‖2 - 1
(α− µ)1/2
√
k log p
n
· ‖β̂ − β∗‖2 ≤ 1
(α− µ)1/2 ·
k log p
n
,
where the last inequality follows by the assumption of statistical consistency for β̂. Under the
scaling n % k2 log p, the desired result follows.
E.3 Proof of Lemma 1
The computation of the incoherence parameter is straightforward. For the spectral properties,
note that vTΓv = 1 + 2θvk+1
∑k
j=1 vj for any vector v ∈ Rp. Consequently, we have
λmin(Γ) = 1 + 2θ · min‖v‖2=1
vk+1
k∑
j=1
vj
 , and λmax(Γ) = 1 + 2θ · max‖v‖2=1
vk+1
k∑
j=1
 .
We may write
max
‖v‖2=1
{vk+1
k∑
j=1
vj} = max
0≤α≤1
{
α · max
w∈Rk,
‖w‖22≤1−α2
‖w‖1
}
≤ max
0≤α≤1
α ·
√
k
√
1− α2,
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where we have used the fact that ‖w‖1 ≤
√
k‖w‖2. It is easy to see that the final expres-
sion is maximized when α = 1√
2
, so λmax(Γ) ≤ θ
√
k. Equality is achieved for the vector
(v1, . . . , vk, vk+1) =
(
1√
2k
, · · · , 1√
2k
, 1√
2
)
. The lower-eigenvalue bound follows by a similar ar-
gument, with equality achieved when (v1, . . . , vk, vk+1) =
(
1√
2k
, · · · , 1√
2k
, −1√
2
)
.
F Some useful auxiliary results
Finally, we provide some useful auxiliary results, which we employ in the proofs of our main
theorems.
F.1 Properties of amenable regularizers
The following lemma is useful in various parts of our analysis. Part (a) is based on Lemma 4
of Loh and Wainwright [20].
Lemma 8. Consider a µ-amenable regularizer ρλ. Then we have
(a) |ρ′λ(t)| ≤ λ, for all t 6= 0, and
(b) The function qλ(t)− µ2 t2 is concave and everywhere differentiable.
Proof. (a) Consider 0 < t ≤ s. By condition (iii), we have ρλ(s)−ρλ(t)s−t ≤ ρλ(t)t . By conditions
(iii) and (iv), we also have ρλ(t)t ≤ limu→0+ ρλ(u)u = ρ′λ(0) ≤ λ. Putting together the pieces,
we find that ρ′λ(t) = lims→t
ρλ(s)−ρλ(t)
s−t ≤ λ. A similar argument holds when t < 0.
(b) If t > 0, we can write qλ(t)− µ2 t2 = λt− ρλ(t)− µ2 t2, which is concave since ρλ(t) + µ2 is
convex, by condition (v). Similarly, qλ(t) is concave for t < 0. At t = 0, we have q
′
λ(0) = 0,
by condition (vi). Then qλ(t)− µ2 t2 is a differentiable function with monotonically decreasing
derivative, implying concavity of the function.
F.2 Bounds on ℓ2-errors of stationary points
The following result is taken from Loh and Wainwright [20]. It applies to any stationary point
of the program min‖β‖1≤R, β∈Ω {Ln(β) + ρλ(β)}, meaning a vector β˜ such that 〈∇Ln(β˜) +
∇ρλ(β˜), β − β˜〉 ≥ 0 for all feasible β ∈ Rp.
Lemma 9 (Theorem 1 of Loh and Wainwright [20]). Suppose Ln satisfies the RSC condi-
tion (8) and ρλ is µ-amenable, with µ < 2α1. Suppose the sample size satisfies the scaling
n ≥ 16R2 max(τ21 ,τ22 )
α22
log p, and 2 ·max
{
‖∇Ln(β∗)‖∞, α2
√
log p
n
}
≤ λ ≤ α26R . Then any station-
ary vector β˜ satisfies the bounds
‖β˜ − β∗‖2 ≤ 7λ
√
k
4α1 − 2µ, and ‖β˜ − β
∗‖1 ≤ 28λk
2α1 − µ.
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F.3 Sufficient conditions for local minima
The following lemma is a minor extension of results from Fletcher and Watson [14]. It applies
to functions f ∈ C2 and g ∈ C1, such that g(x)− κ2‖x‖22 is concave, for some κ ≥ 0.
Lemma 10. Suppose x∗ is feasible for the program
min
x
{
f(x)− g(x)︸ ︷︷ ︸
h(x)
+λ‖x‖1
}
, s.t. ‖x‖1 ≤ R, (99)
and there exist v∗, w∗ ∈ ∂‖x∗‖1, µ∗ ≥ 0 such that
µ∗(R − ‖x∗‖1) = 0, (100a)
∇h(x∗) + λv∗ + µ∗w∗ = 0, and (100b)
sT
(∇2f(x∗)) s > κ, for all s ∈ G∗, (100c)
where
G∗ :={s : ‖s‖1 = 1; sup
w∈∂‖x∗‖1
sTw ≤ 0 if ‖x∗‖1 = R;
sup
v∈∂‖x∗‖1
sT (∇h(x∗) + λv) = 0; µ∗ sup
w∈∂‖x∗‖1
sTw = 0}.
Then x∗ is an isolated local minimum of the program (99).
Proof. The proof of this lemma essentially follows the proof of Theorem 3 of Fletcher and
Watson [14], except it allows for a composite function h = f − g in the objective that is not
in C2. Nonetheless, we include a full proof for clarty and completeness.
Suppose for the sake of contradiction that x∗ is not an isolated local minimum. Then
there exists a sequence of feasible points {x(k)} → x∗ with φ(x(k)) ≤ φ(x∗), where
φ(x) := h(x) + λ‖x‖1.
Let s(k) := x
(k)−x∗
‖x(k)−x‖2 ; then {s
(k)} is a set of feasible directions. Since {s(k)} ⊆ B2(1), the set
must possess a point of accumulation s ∈ B2(1), and we may extract a convergent subsequence.
Relabeling the points as necessary, we assume that {s(k)} → s. We show that s ∈ G∗.
Since the feasible region is closed, s is also a feasible direction at x∗. In particular, if
‖x∗‖1 = R, we must have
sup
w∈∂‖x∗‖1
sTw ≤ 0. (101)
Together with equation (100a), this implies that
µ∗ sup
w∈∂‖x∗‖1
sTw ≤ 0. (102)
Note that by equation (100b), we have
sT (∇h(x∗) + λv∗) = −µ∗sTw∗ ≥ 0, (103)
where the inequality follows from the fact that if µ∗ 6= 0, we have ‖x∗‖1 = R, by equa-
tion (100a), Hence, sTw∗ ≤ 0, by inequality (101).
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By the definition of the subgradient, we have
‖x(k) − x∗‖2 · s(k)T v ≤
∥∥∥∥x∗ + ‖x(k) − x∗‖2s(k)∥∥∥∥
1
− ‖x∗‖1 = ‖x(k)‖1 − ‖x∗‖1,
for all v ∈ ∂‖x∗‖1 and all k. In particular, sTv = lim
k→∞
s(k)T v ≤ limk→∞ ‖x
(k)‖1−‖x∗‖1
‖x(k)−x∗‖2 , so
sup
v∈∂‖x∗‖1
sT v ≤ lim
k→∞
‖x(k)‖1 − ‖x∗‖1
‖x(k) − x∗‖2
. (104)
Furthermore,
sT∇h(x∗) = lim
k→∞
s(k)T∇h(x∗) = lim
k→∞
〈x(k) − x∗, ∇h(x∗)〉
‖x(k) − x∗‖2
= lim
k→∞
h(x(k))− h(x∗)
‖x(k) − x∗‖2
, (105)
since x(k) → x∗ and f ∈ C1. Combining inequality (104) with equation (105), we conclude
that
sup
v∈∂‖x∗‖1
sT (∇h(x∗) + λv) ≤ lim
k→∞
φ(x(k))− φ(x∗)
‖x(k) − x∗‖2
≤ 0,
where the second inequality follows from the assumption φ(x(k)) ≤ φ(x∗). Hence, using
inequality (103), we conclude that
sup
v∈∂‖x∗‖1
sT (∇h(x∗) + λv) = sT (∇h(x∗) + λv∗) = 0, (106)
and by equation (100b), we have µ∗sTw∗ = 0, as well. Together with inequality (102), this
implies that
µ∗ sup
w∈∂‖x∗‖1
sTw = 0. (107)
Combining inequalities (101), (106), and (107), we therefore conclude that s ∈ G∗.
Now note that
φ(x(k)) = h(x(k)) + λ‖x(k)‖1 ≥ h(x(k)) + λx(k)T v∗ + µ∗(x(k)Tw∗ −R),
using the fact that µ∗ ≥ 0 and x(k)Tw∗ ≤ ‖x(k)‖1 ≤ R. Noting that φ(x∗) = h(x∗)+λx∗T v∗+
µ∗(x∗Tw∗ −R), we have
0 ≥ φ(x(k))− φ(x∗)
≥ h(x(k))− h(x∗) + 〈λv∗ + µ∗w∗, x(k) − x∗〉
= h(x(k))− h(x∗)− 〈∇h(x∗), x(k) − x∗〉
=
(
f(x(k))− f(x∗)− 〈∇f(x∗), x(k) − x∗〉
)
−
(
g(x(k))− g(x∗)− 〈∇g(x∗), x(k) − x∗〉
)
.
(108)
By the concavity of g(x)− κ2‖x‖22, we have g(x(k))−g(x∗)−〈∇g(x∗), x(k)−x∗〉 ≤ κ2‖x(k)−x∗‖22.
Combining with inequality (108) and using Taylor’s theorem, we then have
0 ≥ 1
2
(x(k) − x∗)T∇2f(x∗)(x(k) − x∗)− κ
2
‖x(k) − x∗‖22 + o(‖x(k) − x∗‖22).
Dividing through by ‖x(k) − x∗‖22 and taking a limit as k → ∞, we obtain the bound
1
2s
T
(∇2f(x∗)) s − κ2 ≤ 0, contradicting the assumption (100c). Hence, we conclude that
x∗ must indeed be an isolated local minimum.
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F.4 Some matrix-theoretic lemmas
Here, we collect some useful lemmas on matrices and Kronecker products.
Lemma 11. Let A,B ∈ Rp×p be invertible. For any matrix norm |||·|||, we have
∣∣∣∣∣∣A−1 −B−1∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣A−1∣∣∣∣∣∣2 |||A−B|||
1− |||A−1||| |||A−B||| . (109)
In particular, if
∣∣∣∣∣∣A−1∣∣∣∣∣∣ |||A−B||| ≤ 1/2, then ∣∣∣∣∣∣A−1 −B−1∣∣∣∣∣∣ = O (∣∣∣∣∣∣A−1∣∣∣∣∣∣2 |||A−B|||).
Proof. We use the matrix expansion (92), where ∆ = B −A. By the triangle inequality and
multiplicativity of the matrix norm, we then have
∣∣∣∣∣∣A−1 −B−1∣∣∣∣∣∣ ≤ ∞∑
ℓ=1
∣∣∣∣∣∣A−1∣∣∣∣∣∣2 |||A−B|||ℓ = ∣∣∣∣∣∣A−1∣∣∣∣∣∣2 |||A−B|||
1− |||A−1||| |||A−B||| ,
as claimed.
Lemma 12. For any matrices A and B, we have |||A⊗B|||∞ = |||A|||∞ · |||B|||∞.
Proof. Using the definition of the Kronecker product, we have
|||A⊗B|||∞ = maxs,t
∑
u,v
|AsuBtv| = max
s,t
∑
u,v
|Asu| |Btv| = max
s,t
(∑
u
|Asu|
) (∑
v
|Btv|
)
= |||A|||∞ · |||B|||∞ ,
as claimed.
Lemma 13. Let A and B be matrices of the same dimension. Then
|||A⊗A−B ⊗B|||∞ ≤ |||A−B|||2∞ + 2min{|||A|||∞ , |||B|||∞} · |||A−B|||∞ .
Proof. Note that A⊗A−B⊗B = (A−B)⊗ (A−B) +B ⊗ (A−B) + (A−B)⊗B. By the
triangle inequality and Lemma 12, we then have
|||A⊗A−B ⊗B|||∞ ≤ |||A−B|||2∞ + 2 |||B|||∞ · |||A−B|||∞ .
By symmetry, the same bound holds with the roles of A and B reversed, from which the claim
follows.
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