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Abstract
A number of experiments are performed with the aim of enhancing a particular feature arising when biorthogonal sequences
are used for the purpose of orthogonalization. It is shown that an orthogonalization process executed by biorthogonal sequences
and followed by a re-orthogonalization step admits four numerically different realizations. The four possibilities are originated by
the fact that, although an orthogonal projector is by deﬁnition a self-adjoint operator, due to numerical errors in ﬁnite precision
arithmetic the biorthogonal representation does not fulﬁl such a property. In the experiments presented here one of the realizations
is shown clearly numerically superior to the remaining three.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Orthogonal projectors are usually constructed out of an orthonormal sequence of functions or vectors spanning the
space one wants to project on. Henceforth, we will use the term sequence to refer to sequences of vectors or functions.
Given a linearly independent sequence there is a variety of techniques for computing an orthonormal set spanning
the same space [8]. In particular, for an orthogonalization process involving functions, the Gram–Schmidt method is
frequently applied. Let us recall that this method has two basic variants: the classical Gram–Schmidt (CGS) algorithm
and the modiﬁed Gram–Schmidt (MGS) one, both of which are theoretically equivalent but give different numerical
results [19]. It was proved early by Björck [7] that for a full rank matrix A with condition number (A) the loss of
orthogonality in MGS can be bounded by a term proportional to u(A), where u is the unit roundoff. Recently, Giraud
et al. [11] have reported that in CGS the loss of orthogonality can be bounded by a term proportional to u(A)2 and
that in CGS with re-orthogonalization (CGS2) the bound is proportional to u. That is also the nature of the bound in
MGS with re-orthogonalization (MGS2).
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With this Short Communication we would like to initiate a discussion with regard to biorthogonal representations
of orthogonal projectors for the purpose of orthogonalization. The use of biorthogonal sequences for such a purpose
is by no means a natural choice, since the biorthogonalization process is accompanied by an increase in numerical
errors. However, in the context of recursive nonlinear signal approximation where a target signal is approximated by
elementary signals selected from a large set, biorthogonal sequences play a key role. Consequently, as will be discussed
in the next section, in that context the use of biorthogonal sequences for orthogonalization turns out to be a convenient
possibility.
Of course, if one decides to use biorthogonal forms of orthogonal projectors for orthogonalization, a re-orthogonali-
zation step should be considered. Hence the reason for this communication. During the implementation of orthogo-
nalization by biorthogonal sequences we have found interesting numerical results that we would like to share with
the readers. We will present a number of experiments indicating that, when orthogonalizing through biorthogonal
representations the way in which the whole process is realized may be of paramount importance.
The paper is organized as follows. Section 2 introduces the motivation for using biorthogonal sequences for orthog-
onalization. Section 3 discusses the consequences related to the fact that, due to numerical errors, the biorthogonal
representation of an orthogonal projector fails to be numerically self-adjoint. The consequences of this in relation with
the re-orthogonalization process is discussed in Section 4 where three experiments are run in order to emphasize the
point. The conclusions are drawn in Section 5.
2. Motivation for the experiments
A discussion on the general context motivating the use of biorthogonal sequences for orthogonalization purposes is
given in [3]. Here we shall present a simple example describing a situation where the biorthogonal representation of
orthogonal projectors happens to be convenient.
In the signal processing literature the problem of nonlinear signal approximation is often introduced as follows:
let us consider that we work in an inner product spaceH with an inner product 〈·, ·〉 and norm ‖ · ‖ = 〈·, ·〉1/2. For
the sake of simplicity let us further consider that H is ﬁnite dimensional and can be spanned by a, in general,
redundant setD= {i}Ni=1 which is called a dictionary forH. The elements ofD are usually well-localized functions
which is presumably the reason why they are called atoms [14]. The problem of sparse nonlinear signal approxi-
mation consists of constructing a representation of a given signal f ∈ H as a linear superposition of as few as
possible atoms selected from the dictionary D. The k-term approximation of f by k selected atoms {l1 , . . . , lk } is
given as
f (k) =
k∑
i=1
c
(k)
i li . (1)
The coefﬁcients {c(k)i }ki=1 yielding the approximation f (k) which is the orthogonal projection of f onto the subspace
Vk = span{li }ki=1 can be computed as: c(k)i = 〈(k)i , f 〉, i = 1, . . . , k, where {(k)i }ki=1 is the unique biorthogonal
sequence, 〈(k)j , li 〉 = i,j , satisfying span{(k)i }ki=1 = Vk . Note that, by denoting as Pˆ Vk the orthogonal projector
operator onto Vk and as Pˆ the biorthogonal representation of Pˆ Vk given by
Pˆ ≡
k∑
i=1
li 〈(k)i , ·〉 = Pˆ Vk . (2)
Eq. (1) can be recast in the fashion f (k) = Pˆf . This is the least square (LS) approximation of f in Vk because it
minimizes the square distance ‖f − f (k)‖2. Nevertheless, ﬁnding the subspace Vk for which the k-term approximation
of f is optimal in the LS sense is a NP hard problem. In practice it is often addressed by heuristic selection criteria
which are only stepwise optimal.
Consider for instance the problem of deciding how effectively interchange an element in (1) with an element from
D so as to produce an improved k-term approximation of f. In order to use the LS selection criterion to eliminate an
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atom lj from (1) we should ﬁnd the index j for which the quantity
|c(k)i |2
‖(k)i ‖2
, i = 1, . . . , k (3)
is minimized [4]. Let us denote Vk\j to the subspace arising by removing the atom lj from Vk , i.e., Vk\j =
span{l1 , . . . , lj−1 , lj+1 , . . . , lk }. The LS selection criterion of the atom to replace lj entails ﬁnding the index
for which the functional
en = |〈n, f 〉|
2
‖n‖2 , n = n − PˆVk\j n, ‖n‖ = 0, n = 1, . . . , N (4)
is maximized. Here PˆVk\j is the orthogonal projector onto the subspace Vk\j . It readily follows [3] that
PˆVk\j = Pˆ Vk −
(k)j 〈(k)j , ·〉
‖(k)j ‖2
, (5)
from where it clearly appears that the computation of the sequence n in (4) is a simple operation provided that Pˆ Vk and
(k)j are available. Moreover, since the biorthogonal sequence plays a central role in the selection process for eliminating
atoms (cf. (3)), in this context there is a need for its calculation. Thus, rather than storing and downdating/updating
orthogonal sequences [8,18] for representing orthogonal projectors, one may wish to consider the possibility of adopt-
ing the biorthogonal representation of such projectors. The choice is possible in practice because downdating/updating
of biorthogonal sequences can be effectively achieved by backward/forward adaptive biorthogonalization techniques.
These techniques have been proposed quite recently in [16,17,1] and happen to be related to early work on recursive
calculation of generalized inverse matrices [12,5,9,15,6]. Of course, the quality of a biorthogonal representation de-
grades faster than an orthogonal one. Therefore, when using biorthogonal sequences for orthogonalization purposes a
re-orthogonalization process is often mandatory, which is the motivation of this communication.
We would like to make the reader aware that for an orthogonalization process followed by a re-orthogonalization
step there are four numerically different realizations by biorthogonal representations. Hence, as will be illustrated by
the numerical experiments, precaution is in order when deciding which particular realization to use.
3. Numerical issues on orthogonalization by biorthogonal representations
Let us consider here that we are given the linearly independent sequence, {i}ni=1, and we take the ﬁrst k elements to
determine the subspace Vk . A biorthogonal representation of the orthogonal projector onto Vk is given in (2). Moreover,
since an orthogonal projector is self-adjoint, theoretically one has Pˆ = Pˆ † = Pˆ.
Let us assume now that the biorthogonal sequence spanning Vk is computed by some available method and denote
such a sequence as ¯(k)i = (k)i + (k)i , i = 1, . . . , k, where (k)i stands for the corresponding computation error. Using
the computed sequence the computed projectors Pˆ ¯ and Pˆ ¯ turn out to be
Pˆ ¯ =
k∑
i=1
((k)i + (k)i )〈i , ·〉 = Pˆ + Oˆ, Pˆ ¯ =
k∑
i=1
i〈(k)i + (k)i , ·〉 = Pˆ + Oˆ, (6)
where we have assigned
∑k
i=1
(k)
i 〈i , ·〉 = Oˆ and
∑k
i=1i〈(k)i , ·〉 = Oˆ. It is clear then that Pˆ ¯ = Pˆ ¯. In or-
der to emphasize this point let us use Pˆ ¯ and Pˆ ¯ to orthogonalize an element  ∈ H with respect to Vk . For
this end we need the projectors onto V ⊥k (the orthogonal complement of Vk inH) that we denote as Pˆ ⊥¯and Pˆ
⊥
¯
.
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By decomposing  as  = ‖ ⊕ ⊥, where ‖ ∈ Vk and ⊥ ∈ V ⊥k , one has
Pˆ ⊥¯

 ≡ (IˆH − Pˆ ¯) = (IˆH − Pˆ) − Oˆ = ⊥ − Oˆ‖, (7)
Pˆ⊥
¯
 ≡ (IˆH − Pˆ ¯) = (IˆH − Pˆ) − Oˆ = ⊥ − Oˆ‖ − Oˆ⊥. (8)
Note that the error in orthogonalization of  using Pˆ⊥
¯
depends on both components ‖ and ⊥. On the contrary, since
〈i , ⊥〉 = 0, i = 1, . . . , k, the error using Pˆ ⊥¯ depends only on ‖. Nevertheless, Pˆ⊥¯ generates an error only in Vk
while the error using Pˆ ⊥¯

has components in both Vk and V ⊥k .
As already mentioned, when dealing with ill-conditioned problems, to restore the orthogonality that is lost by
accumulation of numerical errors a re-orthogonalization step is necessary. The fact that Pˆ ¯ = Pˆ ¯ has a pronounced
effect in this re-orthogonalization process.
4. Numerical experiments
Let the given sequence {i}ni=1 be a set of linearly independent vectors inRm that we arrange as an m×n matrix A=
(1, . . . , n), mn. Our experiments consist of sequential orthogonalizations of the columns of A using biorthogonal
vectors in the orthogonalization process.
For computing the biorthogonal vectors we use a generalization of the Gram–Schmidt method that we term forward
adaptive biorthogonalization [16]. Using this technique, when k+1 is considered to be orthogonalized with respect to
the subspace Vk , we compute the new biorthogonal vector (k+1)k+1 and modify the previous vectors {(k)i }ki=1 according
to
(k+1)k+1 =
qk+1
‖Pˆ⊥Vkk+1‖
where qk+1 =
Pˆ⊥Vkk+1
‖Pˆ⊥Vkk+1‖
, (9)
(k+1)i = ki − (k+1)k+1 〈k+1, (k)i 〉, i = 1, . . . , k, (10)
with q1 = 1/‖1‖ and (1)1 = q1/‖1‖. The orthogonal projector Pˆ⊥Vk in (9) will be realized by different operations
as follows: deﬁning 	k+1
def= Pˆ⊥Vkk+1 and initializing 	k+1 = k+1 the two projections, Pˆ⊥¯k+1 and Pˆ ⊥¯k+1, are
implemented according to the equations
Pˆ⊥
¯
	k+1 := 	k+1 −
k∑
i=1
i〈¯(k)i ,	k+1〉, (11)
Pˆ ⊥¯

	k+1 := 	k+1 −
k∑
i=1
¯(k)i 〈i ,	k+1〉. (12)
When re-orthogonalization is considered the four different realizations of the whole process are implemented as:
(i) For Pˆ⊥
¯
Pˆ⊥
¯
k+1 we apply Eq. (11) twice.
(ii) For Pˆ ⊥¯

Pˆ ⊥¯

k+1 we apply Eq. (12) twice.
(iii) For Pˆ⊥
¯
Pˆ ⊥¯

k+1 we use Eq. (12) followed by Eq. (11).
(iv) For Pˆ ⊥¯

Pˆ⊥
¯
k+1 we use Eq. (11) followed by Eq. (12).
With the computednormalizedvectors {q¯i}ki=1 we construct the orthonormalmatrices Q¯(k)=(q¯1, . . . , q¯k), k=1, . . . , n
andmeasure the loss of orthogonality by the quantity‖Ik−Q¯(k)TQ¯(k)‖F,where‖·‖F indicates theFrobenius norm.These
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results will be compared with the corresponding ones obtained by the CGS algorithm (if only one orthogonalization is
considered) and the CGS2 algorithm (if an orthogonalization followed by a re-orthogonalization are considered). The
three experiments described below were run in MATLAB 7.0.1 (unit roundoff u = 2−53 ≈ 1.1 × 10−16).
4.1. Cubic B-splines
For this experiment we took a selection of 485 shifted cubic B-spline functions on the interval [0, 8]. We discretized
the interval into 2049 points to generate a 2049 × 485 matrix with condition number (A) = 1.5 × 106 and norm
‖A‖=46. The sequential orthogonalization performance is depicted in Fig. 1 (top left graph). The solid line represents
the results obtained by CGS and the others correspond to the results obtained by the two biorthogonal representations.
It is clear that both representations produce equivalent results. However, when re-orthogonalization is considered
(top right graph) only two realizations are equivalent and clearly distinguishable from the others. Note that the best
performance after CGS2 is achieved by the operator Pˆ ⊥¯

Pˆ⊥
¯
.
Examples like the one we have discussed here appear typically in the context of nonlinear approximation by
B-splines [2]. In order to experiment with the effect we have found in this example we have also run the additional
orthogonalization tests described below.
4.2. Läuchli matrix of order 31 × 30
For this example, we chose the well-known Läuchli matrix [7] which signiﬁcantly affects the numerical prop-
erties of the CGS algorithm in ﬁnite precision arithmetic [11]. It is a full rank (n + 1) × n matrix with nonzero
elements deﬁned as A1,j = 1 and Aj+1,j = >1 for j = 1, . . . , n. The norm of the matrix depends on n and  as
‖A‖=(n+2)1/2 and the condition number as (A)=(n+2)1/2/. We took n=30 and =10−7 so that ‖A‖=5.5 and
(A) = 5.5 × 107. As expected CGS and both biorthogonal representations Pˆ ⊥¯

and Pˆ⊥
¯
failed very quickly (middle
left graph). The re-orthogonalization hardly improves results when is realized by Pˆ⊥
¯
Pˆ⊥
¯
,Pˆ ⊥¯

Pˆ ⊥¯

and Pˆ⊥
¯
Pˆ ⊥¯

(mid-
dle right graph). Nevertheless, the performance of the operator Pˆ ⊥¯

Pˆ⊥
¯
is as good as CGS2 (the corresponding lines
coincide).
4.3. FS 183 6 matrix from the Harwell-Boeing collection
For this ﬁnal example, we chose the one presented in [10] to compare behaviors of the CGS, MGS, CGS2 and MGS2
algorithms. It involves the transpose of the FS 183 6 matrix (facsimile family) from the Harwell-Boeing collection [13]
which is a 183 × 183 full rank matrix with (A) = 1.7 × 1011 and ‖A‖ = 1.2 × 109. As it can be seen in the bottom
graphs, only CGS2 and Pˆ ⊥¯

Pˆ⊥
¯
improve signiﬁcantly upon orthogonalization results in the region where the simple
orthogonalization fails.
5. Conclusions
Three experiments highlighting the numerical behavior of an orthogonalization process realized by biorthogo-
nal sequences have been presented. The biorthogonal sequences were adaptively constructed by using an inductive
technique. For simple orthogonalization the performance of the two possible operators Pˆ⊥
¯
and Pˆ ⊥¯

is equiva-
lent and comparable to CGS. However, we can deﬁnitely conclude that re-orthogonalization implemented by the
four possible operators Pˆ⊥
¯
Pˆ⊥
¯
, Pˆ⊥
¯
Pˆ ⊥¯

, Pˆ ⊥¯

Pˆ ⊥¯

,and Pˆ ⊥¯

Pˆ⊥
¯
gives different results. In the three examples con-
sidered here the performance of operator Pˆ ⊥¯

Pˆ⊥
¯
was superior to the performance of the others. In the last two
examples this effect is very pronounced. We have also repeated the experiments computing the biorthogonal
vectors by a number of different nonadaptive techniques and the effect persisted. We believe that this
phenomenon is very interesting and hope that these experiments will stimulate the numerical analysis of the
situation.
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Fig. 1. The loss of orthogonality in LOG10 scale versus iteration step. The graphs on the left show the results obtained by the operators Pˆ⊥
¯
, Pˆ ⊥¯

,
and by CGS. The graphs on the right show the results produced by Pˆ⊥
¯
Pˆ⊥
¯
, Pˆ⊥
¯
Pˆ ⊥¯

, Pˆ ⊥¯

Pˆ ⊥¯

, Pˆ ⊥¯

Pˆ⊥
¯
, and by CGS2. The top graphs correspond to
the cubic B-splines example, the middle graphs to the Läuchli matrix and the bottom ones to the transposed FS 183 6 matrix example.
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