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Abstract
In this paper, we illustrated one scenario to modify the Ivanenko-Landau-
Ka¨hler equation. Since Ivanenko and Landau introduced the equation in 1928,
the equation has been regarded as having a certain role as a fermion in par-
ticular in the discrete Lattice. Also, although it correctly is formulated as an
alternative classical field equation by the Ideal projection for the Dirac equa-
tion in the Minkowski space-time, so does it only in that flat geometry. I. M.
Benn and R. W. Tucker in 1985 and Yu. N. Obukhov and S. N. Solodukhin
in 1994 suggested two resolutions respectively. They modified the equation
in order for it to make senses as an alternative for the Dirac equation in the
general space-time. This paper advances a still another approach, however in
the Minkowski space yet, as the first stage toward the generalization. Two
ingredients for the modifications are essential. One is the restriction of the
space of anti-symmetric tensor field to only its subalgebras, not to its Ideals.
The other is the modification on the mass term for the equation to mean the
eigenvalue problem generating physical states. The Vector U(1) and the Axial
U(1) symmetries built in the modified equation are described.
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1 Introduction and Preliminaries
We are concerned with the Ivanenko-Landau-Ka¨hler equation and illustrate one possi-
ble modification to the equation. The Ivanenko-Landau-Ka¨hler equation, ILK equa-
tion for brevity, is a relativistic field equation on anti-symmetric tensor fields, the
inhomogeneous differential forms. The equation is introduced by Ivanenko and Lan-
dau [1] in 1928 to describe the half-spin particles and re-discovered by Ka¨hler in 1962
in [2, 3]. This equation has been inquired as an alternative of the Dirac equation
as well as being another classical field equation for a few reasons. The operator is
local that is to say the equation is a partial differential equation, and is of first order.
Also it is Lorentz invariant and squares to the d’alembert  operator. Together with
the fact that the anti-symmetric tensor fields are geometrically obvious objects, the
equation has received attention by many scholars. To borrow a phrase of Obukhov
and Solodukhin, the research has a dramatic history, see Graf [4], Benn and Tuchker
[5, 6], Budinich and Bugajska [7], Rabin [8], Bullinaria [9], Ivanenko and Obukhov
[10], Obukhov and Solodukhin [11, 12], Mankocˇ Borsˇtnik and Nielsen [13]. In particu-
lar, substantial study on the connection to the Lattice fermion has been investigated
by many scholars, see Becher and Joos [14], Rabin [8], Mitra [15], Bullinaria [16],
Go¨ckeler and Joos [17], Smalley [18].
The core of all discussions on the ILK equation is best expressed in following
quotation:
In Minkowski space Ka¨hler’s equation decouples into four minimal left
Ideals of the Clifford algebra, and is equivalent to four identical Dirac
equations. Thus the Ka¨hler equation is not the Dirac equation. More-
over, in an arbitrary space-time the Ka¨hler equation does not split into
minimal left Ideals. These features of the Ka¨hler equation are not in-
evitable consequences of using differential forms for the description of
half-integer spin, ...
(Benn and Tucker [6])
From this point of view the study to have a consistent field theory of half-spin parti-
cles with the approach in the arbitrary space-time could be reduced to the question
whether one can project out the one corresponding part of the Dirac equation, for in-
stance the one minimal left Ideal, both before and after the differential operator acts
on. Also, this has to be done in global domain. Benn and Tucker [6] and Obukhov
and Solodukhin [12] advanced two different resolutions to this problem. Obukhov et
2
al. [12] restricted the fields in a subspace of the space of differential forms tangent to
a certain 2-dimensional surface in 4-manifold. In Benn and Tucker [6], they devised
a spin-invariant inner product and a consequent action in each Ideal separately.
In this paper, we are going to advance our own modification. It will be a limited
discussion in Minkowski space, however, for now and we are just in stage to suggest
a new approach in this paper.
For the latter paper [6], there are two more things important for our study. One
is the fact that they considered a combination of differential forms over R. They
pointed out that one does not have to complexify the fields to build a U(1) gauge
theory. The other is the fact that the algebra, the space of differential forms, is
explicitly separable to its even and odd subalgebras, which we will specify in detail
later.
This paper is organized as follows. Section 2 contains a brief review on the ILK
theory. Section 3 provides grounds for our approach in intuitive level, and then
Section 4 specifies the modified action and the modified equation. In Section 5 we
make a comparison our theory to the 4×4 matrix algebraic Spinors theory. In Section
6 we put the most essential arguments on why the modified equation describes a half-
spin particle and how the modified equation is covariant. Last section describes how
the chirality is realized in the modified equation.
2 The Ivanenko-Landau-Ka¨hler Equation
First we address that contents of this Section are largely borrowed from the review
Section of Obukhov and Solodukhin [12]. Let M4 be the Minkowski space-time
with the metric ηµν = diag(+1,−1,−1,−1). Λ
∗(M4) =
⊕4
p=0 Λ
p(M4) is a space of
differential forms. Λ∗(M4) equipped with the wedge product ∧, is referred to as the
Exterior Algebra. Any element of the algebra is expressed as
ϕ =
4∑
p=0
1
p!
ϕµ1···µp dx
µ1 ∧ · · · ∧ dxµp , (1)
where {dxµ} is the basis covector of cotangent space T ∗(M4), dual to the coordinate
basis {∂µ}.
On Λ∗(M4), one introduces another product ∨, the Clifford product, by following
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formula introduced by Ka¨hler [2],
dxµ ∨ dxν = dxµ ∧ dxν + ηµν .
Then, under the assumption that there are no repetitions in indices µ1, · · · , µp, (1)
will be equivalently written as
ϕ =
4∑
p=0
1
p!
ϕµ1···µp dx
µ1 ∨ · · · ∨ dxµp . (2)
Λ∗(M4) equipped with the product ∨ only, is called the Clifford algebra and with both
of ∧ and ∨, is called the Ka¨hler-Atiyah algebra. The embedding between algebras
associated is described in detail in Graf [4].
Λ∗(M4) admits a differential operator d. For any p-form
ω =
1
p!
ωµ1···µp dx
µ1 ∧ · · · ∧ dxµp ,
dω =
1
p!
∂µωµ1···µp dx
µ ∧ dxµ1 · · · ∧ dxµp .
Also, with aid of the metric, Λ∗(M4) admits a Hodge-star operator ∗. We shall
define the Hodge-star operator by
∗ : Λp(M4) 7→ Λ4−p(M4), such that for any p-form ω and θ,
∗ ω ∧ θ = dt ∧ dx ∧ dy ∧ dz (ω, θ). (3)
The pairing (ω, θ) is defined as follows. If
ω = α1 ∧ · · · ∧ αp, θ = β1 ∧ · · · ∧ βp, where αi and βj are 1-forms,
(ω, θ) = det (αi, βj), (αi, βj) := (αi)µη
µν(βj)ν .
Conventionally, the ∗ operator is defined by the formula
ω ∧ ∗θ = dt ∧ dx ∧ dy ∧ dz (ω, θ)
with ∗ on the right, but we adopt (3) in this paper. This can be understood as much
as physicists put complex conjugated variable on the left in the inner product. The
difference from the conventional one and ours are only in signs on odd order forms.
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Now one introduces another differential operator δ on Λ∗(M4). There is a little
deviation on the definition of δ from author to author, but we fixed our convention
here as
δ := (−1)p ∗−1 d ∗,
where p is the order of differential form the operator acts on. We also address that
the operator defined with the conventional Hodge star operator becomes identical to
above. In this convention, the following are confirmed.
d2 = δ2 = 0,
(d− δ) = ∂µ dx
µ ∨,
(d− δ)2 = −(dδ + δd) = ∂2t −∆,
where ∆ = ∂2x + ∂
2
y + ∂
2
z , the Laplace operator.
In 1928, Ivanenko and Landau [1] considered an equation for a field defined by
(1),
(
i(d− δ)−m
)
ϕ = 0. (4)
to describe the half-spin particles. The equation is re-discovered by Ka¨hler in 1962
[2] and is often referred to as Dirac-Ka¨hler equation. It should be mentioned that
the definition of the equation varies among the scholars. Obukhov and Solodukhin
[12] used (4) as a starting point of their discussion but in many other literature, for
example Becher and Joos [14] or Benn and Tucker [5, 6] used
(
d− δ +m
)
ϕ = 0. (5)
We also point out that the space ϕ belongs to also varies from author to author.
Most generally it is an element of Λ∗(M4) over C but Benn and Tucker first used the
space in [5] but later used Λ∗(M4) over R in [6]. As was mentioned earlier, Obukhov
restricted ϕ in a subspaces of Λ∗(M4) related to a certain 2-dimensional surface.
If ϕ is an element of Λ∗(M4) over C, then ϕ is decomposed into elements of
four minimal left Ideals. Here the algebraic structure we concern is the Cilfford
product, we regard Λ∗(M4) the Clifford algebra. Now one can define four primitive
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Idempotents {P (i)} such that
P (i) ∨ P (j) = 0, i 6= j,
P (i) ∨ P (i) = P (i), (no sum),∑
i
P (i) = 1.
Then
ϕ =
∑
i
ϕ(i), ϕ(i) := ϕ ∨ P (i).
The primitive idempotents are constant idempotents in Minkowski space-time but
are not in general space-time. This aspect was addressed in Section 1 by quoting
Benn and Tucker [6]. This is the starting point of the previous works [6, 12] as to
modify the equation since the original ILK equation only splits Ideals by the constant
primitives. Without modification, one cannot single out the one Ideal component of
the equation and thus cannot describe a single half-spin particle in general space-time.
3 A Real Even/Odd Subalgebra
This section is devoted to demonstrations of two things. One is a point of view
that considering a combination of differential forms, either of even order or of odd
order only, with real coefficients is an intriguing idea. The other is to attribute the
necessity of concept of the minimal left Ideals, the main non-trivial issue in studying
ILK equation, to the existence of mass term in the equation. Honestly, these are
nothing to do with physics but are purely mathematical considerations.
It is helpful to define a few notations before moving on to the main task. For a
given manifold M, I will denote Λ∗ the Λ∗(M) over C for simplicity and Re Λ∗ the
algebra over R. Also Λ∗+ refers to as the even subalgebra
⊕
p even Λ
p(M), and Λ∗−
refers to as the odd subalgebra
⊕
p odd Λ
p(M). By Re Λ∗±, I mean the even and the
odd subalgebra over R.
Now we consider the Cauchy-Riemann equations in 2-dimensions
(
∂x − i∂y)ψ = 0. (6)
Although issues on the Lattice fields do not come within the scope of this paper, we
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address a few things to deliver an intuitive explanation. Suppose we try to perform
a numerical computation of (6) in a Lattice. The most naive method to do it would
be as follows. One complex number is assigned on each vertex of Lattice. Next, for
approximation of (6), we compute the differences
ψ(x+ a, y)− ψ(x− a, y)
2a
− i
ψ(x, y + a)− ψ(x, y − a)
2a
= 0,
centered at a certain vertex (x, y), where a is the spacing of the Lattice. We do
not go further than telling this approximation significantly fails. This computation
yields two independently pertaining lattice fields, which is the notorious doubling
phenomenon in Lattice theory.
As an alternative, let us decouple the inquiry on ψ to its real and imaginary part.
If ψ = u + i v, u and v each a real-valued function, the Cauchy-Riemann equations
read
ux + vy = 0, (7)
−uy + vx = 0. (8)
Now we return to differential forms. Let
ϕ(e) := −u+ v dx ∧ dy,
ϕ(o) := u dx+ v dy.
The meaning of superscripts are clear, ϕ(e) ∈ Re Λ∗+, and ϕ
(o) ∈ Re Λ∗−. If we operate
d− δ to them,
(d− δ)ϕ(e) = 0⇐⇒


(
− ∂xu− ∂yv
)
dx = 0,(
− ∂yu+ ∂xv
)
dy = 0,
and
(d− δ)ϕ(o) = 0⇐⇒


(
∂xu+ ∂yv
)
= 0,(
− ∂yu+ ∂xv
)
dx ∧ dy = 0.
It is clear from above that the separation of the algebra to its even and odd subalgebra
provides us a way to single out one set of Cauchy-Riemann equations. In Lattice,
one can perform the approximation keeping the geometric meaning by replacing each
p-form by p-th order cochain in Lattice. This subject is introduced to this area by
Becher and Joos [14] and Rabin [8]. In this discrete languages, the values of p-th order
7
PSfrag replacements
v1 v2 v3
v4 v5 v6
v7 v8 v9
−u1 −u2 −u3
−u4 −u5 −u6
−u7 −u8 −u9
(a) even discretization
PSfrag replacements
u1 u2 u3
u4 u5 u6
u7 u8 u9
v1 v2 v3
v4 v5 v6
v7 v8 v9
(b) odd discretization
Figure 1: Two discretizations of the Cauchy-Riemann equation
cochains are assigned on p-th order chains. 0-th order chain refers to as vertices, 1st
order chain refers to as edges and 2nd order chain refers to as the small plaquettes or
faces and so on. The terminology such as chain, cochain are of Algebraic Topology
and we will not discuss them in detail. We address that the numerical schemes this
consideration provides reflect harmonic and balancing properties between involved
quantities. For example, it is well-known the case in figure 1(b) describes the balance
of divergence and the balance of curl of the vector field (u(x), v(x)). The divergence
equation comes from inspecting the net outgoing edge values on each vertex, and
the curl equation comes from summing over the edge values along counter-clockwise
direction on each loop or plaquette. The difference equation with indices in 1(b)
1
a
(
u5 − u4 + v5 − v2
)
= 0 for approximation of divergence,
1
a
(
u1 + v2 − u4 − v1
)
=
1
a
(
− (u4 − u1) + v2 − v1
)
= 0 for approximation of curl.
We can do similar with even order forms by inspecting differences of cochain fields
with appropriate signs given by the designated arrows as in figure 1(a). The success
of these numerical scheme in Lattice, together with the failure of the naive one earlier,
supports our attempt to translate to the differential forms restricted in subalgebras.
Having got the 2-dimensional case, which has nothing to do with physics, we may
now turn to the 4-dimensional Dirac equation. As was done in the Cauchy-Riemann
equations, let us decouple inquiry on the Dirac Spinor to each real and imaginary
part. Since it is C4 vector, it contains 8 real-valued functions. The dimensions of real
p-forms are (1, 4, 6, 4, 1) in increasing order from 0 to 4. There are 8 dimensions for the
even real subalgebra and 8 dimensions for the odd real subalgebra. It seems reasonable
to suppose the only half of the algebra over R is responsible for the Dirac equation
as was in Cauchy-Riemann equations. Indeed let us mention that the massless Dirac
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equation, i∂µγ
µψ = 0 translates to (d − δ)ϕ(e) = 0, or (d − δ)ϕ(o) = 0 by the
very way we did on Cauchy-Riemann equations. The full description is taken up in
the Section 5. The Cauchy-Riemann equations and the massless Dirac equation are
differ only in dimensions and number of degrees of freedom in this aspects. Numerical
implementation on Lattice for the massless Dirac equation works perfectly but this
inquiry lies outside the scope of this paper.
To consider a real even or a real odd subalgebra is not only a personal presumption
but reflecting the following particular backgrounds. It is well-known that the Dirac
Spinor represents the Lorentz group. In particular, it represents the group Spin(1, 3)
which doubly covers the restricted Lorentz group, SO↑(1, 3). It is also well-known that
the group Spin(1, 3) are represented by the real even Clifford subalgebra Cℓ+(1, 3)
or equivalently by the odd real subalgebra Cℓ−(1, 3). These considerations support
our presumption to build an equation with only real and half of differential forms.
Now we are in a position to examine the mass term. Let us report a simple
observation that ϕ(e), an element of Λ∗+, never be a solution of ILK equation. The
operator d increases one order of differential forms and δ decreases one order of
differential forms, in other words (d− δ) turns ϕ(e) into odd forms. On the while the
mass term mϕ(e) remains to be even thus the two terms cannot be equated. This
applies for ϕ(o) either. To put it the other way round, the ILK equation calls for a
combination of both even and odd forms for its solution. If we do not restrict the
space of differential forms to the half of the algebra, the algebra now has 4 minimal
left Ideals which correspond 4 Dirac equations. We need the primitive Idempotents
and recover the classical approach.
What I have tried to show is that the subalgebra separation together with con-
sidering only massless equation shows mathematically intriguing trivial structures.
Beyond this subalgebra separation, the minimal left Ideal separation is necessary
only if the mass term is introduced. One may notice that, however, the philosophy
to keep one Dirac component in same mathematical substructure, the minimal left
Ideal or the subalgebra, as an objective of modification is kept in the approach.
4 A Modified Field Equation and An Action
Now we propose the modified equation in Minkowski space. In the equation, we have
degrees of freedom. Let θ¯ be an arbitrary constant space-like 1-form field with unit
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norm, to be precise, (θ¯)µη
µν(θ¯)ν = −1. Consider the field equation
(d− δ)ϕ+mϕ ∨ (∗θ¯) = 0, (the modified equation 1), (9)
where ϕ is restricted in Re Λ∗+.
Since θ¯ is space-like, there must be an observer whose coordinate basis dz = θ¯.
The equation (9) is set to be identical with the Dirac equation with Dirac base for
this observer. We will verify this in the Section 5 and here we draw attention to the
U(1) symmetry in this equation.
4.1 U(1) Gauge theory
In Benn and Tucker [6], they pointed out that the real algebra formulation also admits
U(1) symmetry. They used both even and odd forms but over R and implemented
the symmetry using the volume form dV = dt∧dx∧dy∧dz, with aid of the property
dV ∨ dV = −1. In our discussion, we use only elements of Re Λ∗+ or Re Λ
∗
− and
implement the symmetry in different way.
For the observer whose coordinate basis dz = θ¯,
∗θ¯ = ∗dz = −dt ∨ dx ∨ dy.
Define
χ = dy ∨ dx and χ′ = χ−1 = −χ = dx ∨ dy,
then
χ ∨ χ = χ′ ∨ χ′ = −1, dt ∨ χ = χ ∨ dt = ∗dz. (10)
Now if ϕ is a solution of the (9), define ϕ˜ = ϕ ∨ χ, then
(d− δ)ϕ+mϕ ∨ (∗dz) = 0⇐⇒ (d− δ)(ϕ˜ ∨ χ′) +mϕ˜ ∨ χ′ ∨ ∗dz = 0,
×χ⇐⇒ (d− δ)ϕ˜+mϕ˜ ∨ χ′ ∨ ∗dz ∨ χ = 0,
⇐⇒ (d− δ)ϕ˜+mϕ˜ ∨ χ′ ∨ χ ∨ dt ∨ χ = 0,
⇐⇒ (d− δ)ϕ˜+mϕ˜ ∨ ∗dz = 0.
Therefore ϕ˜ = ϕ ∨ χ is a solution and also is a ϕ ∨
(
cosλ 1 + sinλχ) for any λ ∈ R
10
thus we have U(1) symmetry.
Let us denote dt for this observer by τ for a general observer and write (∗θ¯) = τ∨χ.
Then (9) is equivalent to
(d− δ)ϕ ∨ χ−mϕ ∨ τ = 0,
⇐⇒ ∂µ dx
µ ∨ ϕ ∨ χ−mϕ ∨ τ = 0. (11)
Here, without the attached τ in the mass term, the form of the equation is parallel
to the Dirac equation, dxµ can be compared to γµ and χ to i.
This equation is the Euler-Lagrange equation of the action
∫
∗φ′ ∧
(
(d− δ)ϕ ∨ χ
)
−m ∗ φ′ ∧ ϕ′, (12)
where ( · )′ = ( · )∨(τ). We intentionally did not project the integrand to the Λ4(M4),
the densities, because integration naturally ignores forms of order less than 4. We
ignore the interactions on measure zero sets.
At the present stage, we introduce A ∈ Λ1(M4) to the equation for an electro-
magnetic interaction.
∂µ dx
µ ∨ ϕ ∨ χ− eA ∨ ϕ−mϕ ∨ τ = 0, (the modified equation 2). (13)
As usual, we have a gauge freedom on δA.
Now it is easy to verify this equation admits the U(1)-Gauge symmetry,
ϕ 7→ ϕ ∨
(
cos λ(x) 1 + sin λ(x)χ),
Aµ 7→ Aµ + ∂µλ(x).
So far, we used ϕ ∈ Re Λ∗+ in this Section, but equation in Re Λ
∗
− also is treated
incidently. By Clifford multiplication of τ on the right of the equation (13), and using
(10), one obtains
∂µ dx
µ ∨ (ϕ ∨ τ) ∨ χ− eA ∨ (ϕ ∨ τ)−m(ϕ ∨ τ) ∨ τ = 0.
Since ϕ∨ τ is an arbitrary element of Re Λ∗−, what we obtained is the same equation.
We are left to answer to the two questions. One is that why the modified equation
describes a half-spin particle and how the modified equation is covariant with exis-
tence of the free parameter θ¯. In other words, why our equation is not ad-hoc. The
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other is about the danger of replacing i with χ because it alters the scalar i to the
2-form χ, which may cause problems in general space-time. For the former question,
we shall give the answer in Section 6. For the latter question, however, it is beyond
the author’s knowledge and will not be discussed.
5 Comparison to Algebraic Spinors
In this section, we shall discuss about the precise connection between Spinor formu-
lation and our anti-symmetric tensor field formulation.
5.1 4× 4 matrix Spinors and Dirac Base
Let us mention that the materials here are again borrowed from Obukhov and Solo-
dukhin [12]. The algebraic Spinors written in 4 × 4 complex matrix were discussed
in Ivanenko and Obukhov [10]. In parallel with (1), let us consider a 4× 4 matrix
Ψ =
4∑
p=0
1
p!
Ψµ1···µp Γ
µ1···µp , (14)
where Γµ1···µp = γ[µ1 · · · γµp]. We are using the Dirac base. Under the assumption that
there are no repetitions in the indices µ1, · · · , µp,
1
p!
Γµ1···µp = γµ1 · · · γµp and since we
do not want to introduce another notations, let us assume that there are no repeated
indices in the expression γµ1 · · · γµp through out in this paper and use only lower case
character. These are the replacement of dxµ1 ∨ · · · ∨ dxµp bearing in mind that {γµ}
and {dxµ} are base of Clifford algebras formulated in different languages. Again, it
is helpful to define notations for the matrix subalgebras parallel to the Λ∗, Λ∗+, · · ·
of differential forms with L∗, Re L∗, L∗+, L
∗
−, Re L
∗
+ and Re L
∗
−. The definitions are
clear.
It is important that 4× 4 matrix Spinor Ψ admits the tensor-like transformation.
Under the Lorentz group transformations
x′µ = Λµνx
ν
and S[Λµν ] the associated representation of Λ
µ
ν acting on the column Spinors, we
12
have a formula
S[Λµν ]
−1γµS[Λµν ] = Λ
µ
νγ
ν .
For Φ(p) = Ψν1···νp γ
ν1···νp,
SΦ(p)S
−1 = Ψν1···νpSγ
ν1···νpS−1
= Ψν1···νpSγ
ν1S−1Sγν2S−1 · · ·SγνpS−1
= Ψ′µ1···µpΛ
µ1
ν1
· · ·Λµpνp Sγ
ν1S−1Sγν2S−1 · · ·SγνpS−1
= Ψ′µ1···µp γ
µ1···µp ,
where S = S[Λµν ]. Therefore we see Ψ
′
µ1···µp
, the coefficients of Ψ′ = SΨS−1, trans-
forms as covariant tensor.
Ψ is a 4× 4 complex matrix and one considers one left minimal Ideal component
by multiplying f =


1
0
0
0

 so that ψ = Ψ f to become a column Spinor. This is a
usual treatment as in Chevalley [19]. Note that, however, we are giving a geometric
meaning on Ψf by set Ψ as in its right-hand-side in (14).
It is presumably used in the literature that the L∗ and the Λ∗ are almost equiva-
lent. Ψ ∈ L∗ given by the formula (14) can be an arbitrary 4×4 complex matrix and
that reversely, an arbitrary matrix has the unique decomposition to a form of the
right-hand-side of (14). As a consequence, the combinations (14) directly translates
to the combinations in the Λ∗. We shall look more carefully into the subject because
we want to utilize the intermediate ingredients later. To be concrete, we examine the
base γµ1···µp.
First thing we observe is that either in Re L∗+ or in Re L
∗
−, each basis does not
share any non-zero position at the matrix entries to each other. We count the real and
imaginary part differently because we are considering real coefficients. For examples,
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base in odd subalgebra are
γ0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , γ0γ2γ1 =


i 0 0 0
0 −i 0 0
0 0 −i 0
0 0 0 i

 ,
γ0γ3γ1 =


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 , γ0γ3γ2 =


0 i 0 0
i 0 0 0
0 0 0 −i
0 0 −i 0

 ,
−γ3 =


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

 , −γ3γ2γ1 =


0 0 −i 0
0 0 0 −i
i 0 0 0
0 i 0 0

 ,
−γ1 =


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

 , −γ2 =


0 0 0 i
0 0 −i 0
0 −i 0 0
i 0 0 0

 . (15)
We assigned signs on the base in order for their first columns to have positive signs.
In conclusion, under the assumption that Ψ ∈ Re L∗−, terms with different base are
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not like terms. The same rule applies for Re L∗+. The base in even subalgebra are
I =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , γ2γ1 =


i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 −i

 ,
γ3γ1 =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 , γ3γ2 =


0 i 0 0
i 0 0 0
0 0 0 i
0 0 i 0

 ,
γ0γ3 =


0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0

 , γ0γ3γ2γ1 =


0 0 i 0
0 0 0 i
i 0 0 0
0 i 0 0

 ,
γ0γ1 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 , γ0γ2 =


0 0 0 −i
0 0 i 0
0 −i 0 0
i 0 0 0

 (16)
As consequences, the general combination in the subalgebras with real coefficients
falls into a form of
Ψ(e) =


a −b∗ c d∗
b a∗ d −c∗
c d∗ a −b∗
d −c∗ b a∗

 , Ψ(o) =


a′ −b′∗ −c′ −d′∗
b′ a′∗ −d′ c′∗
c′ d′∗ −a′ b′∗
d′ −c′∗ −b′ −a′∗

 ,
where Ψ(e) ∈ Re Λ∗+ and Ψ
(o) ∈ Re Λ∗−. a, b, c, d and a
′, b′, c′, d′ are complex numbers.
From above formula it is clear that we have degrees of freedom to fix one column of
matrix arbitrarily in the subalgebras.
We may note, in passing, that the same is true for any fixed column, to look up
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the first columns, of odd base for instance,
γ0f =


1
0
0
0

 , γ0γ2γ1f =


i
0
0
0

 , γ0γ3γ1f =


0
1
0
0

 , γ0γ3γ2f =


0
i
0
0

 ,
−γ3f =


0
0
1
0

 , −γ3γ2γ1f =


0
0
i
0

 , −γ1f =


0
0
0
1

 , −γ2f =


0
0
0
i

 . (17)
One may see the definite role of γ2γ1 as a mediator of real and imaginary base.
It can be shown that, in fact, terms with different base, including both even and
odd ones, and with coefficients in C, i.e. in the full algebra L∗, are not like terms
to each others. Let us first verify the feature in the complex subalgebra Λ∗−. Since
base in each line of (15) does not share any non-zero position to base in other lines,
it is clear that the combination with γ0 and γ012, for example, are not like terms to
remaining terms. Without loss, let Ψ = zγ0 + wγ012 for some complex numbers z
and w. Suppose Ψ = z′γ0 + w′γ012 for another complex numbers z′, w′. One easily
sees that z = z′ and w = w′ since z − iw = z′ − iw′ from the first and the third
column of Ψ, and z + iw = z′ + iw′ from the second and the fourth column. Thus
z = z′ and w = w′ and Ψ admits unique decomposition. The same arguments apply
to other base in Λ∗− and the ones in Λ
∗
+. We should not overlook, however, that these
arguments are not applied to the column Spinor with base (17).
Since z and w here are complex numbers, z + iw and z − iw can be arbitrarily
different complex numbers. Therefore the general form of the matrices are
Ψ(e) =


a1 a2 c1 c2
b1 b2 d1 d2
c1 c2 a1 a2
d1 d2 b1 b2

 , Ψ(e) =


a′1 a
′
2 −c
′
1 −c
′
2
b′1 b
′
2 −d
′
1 −d
′
2
c′1 c
′
2 −a
′
1 −a
′
2
d′1 d
′
2 −b
′
1 −b
′
2

 ,
where Ψ(e) ∈ L∗+ and Ψ
(o) ∈ L∗−. It is clear from above that we have degrees of
freedom to fix two columns of matrix arbitrarily.
Finally we are ready to consider a Ψ = Ψ(e) + Ψ(o) ∈ L∗. Similarly as before,
assume Ψ = Φ(e) +Φ(o), for some other Φ(e) ∈ L∗+ and Φ
(o) ∈ L∗−. Let ci, i = 1, 2, 3, 4
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be the i-th column of Ψ. If x denotes the first column of the Ψ(e) and y denotes
the first column of the Ψ(o), x + y = c1 and γ
5x − γ5y = c3 and thus x and y are
uniquely determined. With Similar reason, the second column of Ψ(e) and of Ψ(o)
are uniquely determined. Thus both matrices are uniquely determined, there is no
other decomposition. Conversely, at last we see full degrees of freedom to fix a matrix
arbitrarily.
Now we are able to conclude that at least with Dirac base, L∗ has same ability
as Λ∗ to treat any complex differential forms with respect to the addition and the
Clifford multiplication. One can safely state from discussions in this Section that
doing algebras in L∗ and Λ∗ are different only in their symbols.
5.2 Corresponding ILK equation and the modified equation
Now we are able to investigate the corresponding ILK equation and the corresponding
modified equation written on the 4× 4 matrix Spinors.
Consider an equation
i∂µγ
µΨ−mΨ = 0, (18)
where Ψ ∈ L∗ is given as in (14). This equation has explicit 4 Dirac equations for
each column of Ψ. If wants, one can multiply f on the right,
i∂µγ
µΨf −mΨf = i∂µγ
µψ −mψ = 0
and the Dirac equation is recovered for the column Ψf but now we lose the tensor-like
transformation rules. One may instead multiply, for instance, F1 =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

,
without reducing Ψ to column. One may consider Fj , j = 1, 2, 3, 4, the mean-
ing of subscript j is clear. The matrix of the form, for instance ΨF3, of the form

0 0 a 0
0 0 b 0
0 0 c 0
0 0 d 0

 constitutes one left minimal Ideal in the matrix algebra L∗. To put
it the other way round, the decomposition of the matrices of the form will inform us
what is the left minimal Ideal in Λ∗.
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Now let us consider the equation corresponding to the modified equation (9). It
will be
∂µγ
µΨ−mΨγ012 = 0, ⇐⇒ ∂µγ
µΨ γ21 −mΨγ0 = 0, (19)
where Ψ either in Re Λ∗+ or in Re Λ
∗
−. Here it is the case θ¯ = dz in (9) without
loss of generality. At this point, we attribute the originality of the equation (19) to
Hestenes [20]. Hestenes wrote the same equation after a few years after the Ka¨hler’s
work [2] in his own language. His theory became known as the theory of Space-Time
Algebra or Geometric Algebra, which is in fact, the Clifford algebra in Minkowski
space. The work did not associated to the studies on the anti-symmetric tensor field
based ILK equation. Among the superfluous mathematical languages in this subject,
in fact there is only one eventuation, the Clifford algebra. Although it seems a close
study was made in the paper along similar lines we are advancing here, what does
not seem to be enough, however, is the explanation for the covariance of the equation
and the relevance of the equation, which we shall present our own in Section 6.
Let us return to the inquiry on the equation. If we multiply f , one can easily find
it is the Dirac equation because,
γ21f = i f, γ0f = f, hence
∂µγ
µΨ γ21f −mΨγ0f = i∂µγ
µψ −mψ = 0.
It has to be explained that the system (19) is not an over-determined one because
if we restrict Ψ in Re Λ∗+ or Re Λ
∗
−, Ψ is determined by fixing the first column as
noticed in the preceding Section. Thus we have 4 degrees of freedom in complex
dimensions, while the equation (19) has 4 × 4 = 16 complex equations. We shall
show the other three columns are redundant but harmless, the equations acquired
from first column are exactly reproduced from other columns in (19) so that this
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system is not over-determined. If we expand the terms with the Ψ ∈ Re Λ∗+, we get
0 = (γµ∂µ)Ψ−mΨ γ
012 =
(
∂tΨ0 + ∂xΨtx + ∂yΨty + ∂zΨtz +mΨxy
)
γ0 (20)
+
(
∂tΨtx + ∂xΨ0 + ∂yΨxy − ∂zΨzx +mΨty
)
γ1
+
(
∂tΨty − ∂xΨxy + ∂yΨ0 + ∂zΨyz −mΨtx
)
γ2
+
(
∂tΨtz + ∂xΨzx − ∂yΨyz + ∂zΨ0 −mΨ4
)
γ3
+
(
∂tΨxy − ∂xΨty + ∂yΨtx + ∂zΨ4 −mΨ0
)
γ0γ1γ2
+
(
∂tΨyz + ∂xΨ4 − ∂yΨtz + ∂zΨty −mΨzx
)
γ0γ2γ3
+
(
∂tΨzx + ∂xΨtz + ∂yΨ4 − ∂zΨtx +mΨyz
)
γ0γ3γ1
+
(
∂tΨ4 + ∂xΨyz + ∂yΨzx + ∂zΨxy +mΨtz
)
γ1γ2γ3,
Since these odd base are not like terms in the matrix addition, each coefficient in
(20) should be zero and 8 independent equations are obtained. The point to observe
is that considering each column separately does not have meaning in above. This 8
equations must be the same equations the Dirac equation gives, in considering of the
first column.
It is a tautology to perform a calculation in the languages of differential forms
but we illustrate them.
0 = (d− δ)ϕ−mϕ ∨ dt ∨ dx ∨ dy
=
(
∂tϕ0 + ∂xϕtx + ∂yϕty + ∂zϕtz +mϕxy
)
dt (21)
+
(
∂tϕtx + ∂xϕ0 + ∂yϕxy − ∂zϕzx +mϕty
)
dx
+
(
∂tϕty − ∂xϕxy + ∂yϕ0 + ∂zϕyz −mϕtx
)
dy
+
(
∂tϕtz + ∂xϕzx − ∂yϕyz + ∂zϕ0 −mϕ4
)
dz
+
(
∂tϕxy − ∂xϕty + ∂yϕtx + ∂zϕ4 −mϕ0
)
dt ∨ dx ∨ dy
+
(
∂tϕyz + ∂xϕ4 − ∂yϕtz + ∂zϕty −mϕzx
)
dt ∨ dy ∨ dz
+
(
∂tϕzx + ∂xϕtz + ∂yϕ4 − ∂zϕtx +mϕyz
)
dt ∨ dz ∨ dx
+
(
∂tϕ4 + ∂xϕyz + ∂yϕzx + ∂zϕxy +mϕtz
)
dx ∨ dy ∨ dz.
In conclusion, the equation (19) does not carry any more information than the
column-wise equation
∂µγ
µΨ γ21Fj −mΨγ
0Fj = 0,
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and each is the same system of 8 partial differential equations attained from (20) and
from the Dirac equation.
5.3 Geometric lifting of Dirac Spinor
Let us now return to the Dirac equation and the Dirac Spinor. The Dirac Spinor has
degrees of freedom to put one complex column vector arbitrarily. We adopted 4× 4
matrix Spinor because of their tensor interpretation but we are in stage to reduce
our degrees of freedom as much as the Dirac Spinor. There must be a 4 × 4 matrix
Spinor for a given Dirac Spinor, once one accepts the Dirac Spinor could attain its
geometric primitive. The matrix should be distinct for each Dirac Spinor as seen
from the sound role of the Dirac Spinor in particle physics. The problem is, however,
there are too many; infinitely many 4 × 4 matrix Spinors have a same first column,
and further the four columns do not seem to have distinguished role. Thus we are
faced to the problem to determine a consistent way to single out one matrix Spinor
from one Dirac Spinor. This amounts to assigning unique geometric sense on each
Dirac Spinor, for the procedure will determine the unique element in Λ∗ also.
As has been touched in the preceding Section, we shall examine two possibilities.
One is to use matrices of the form
Ψ =


a 0 0 0
b 0 0 0
c 0 0 0
d 0 0 0

 .
The matrices of above form constitute a left minimal Ideal in the L∗. What has to be
noticed is that one cannot generate such a matrix without exploiting the full algebra
L∗. To have such a matrix, it calls for both of aspects, all the even and odd base
are to be used, and the coefficients must be complex numbers. This is clear from the
discussion in previous Section. Thus projection step is necessarily followed among
L∗.
The other possibility is to use matrices of the form
Ψ =


a −b∗ c d∗
b a∗ d −c∗
c d∗ a −b∗
d −c∗ b a∗

 .
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The relevance of the way filling other three columns comes from the fact that above
matrices constitute a subalgebra Re L∗+. One may equivalently consider the Re L
∗
−
by considering
Ψ =


a′ −b′∗ −c′ −d′∗
b′ a′∗ −d′ c′∗
c′ d′∗ −a′ b′∗
d′ −c′∗ −b′ −a′∗

 .
While the first approach directly gives the equivalence to the Dirac equation
as seen in the preceding Section, the second approach is not. Recall our earlier
examination that an element of the even subalgebras Λ∗+ cannot be a solution of the
ILK equation. The same is true for this corresponding equation.
However one also noticed that the massless Dirac equation fits to this approach
too well in the Section 3, in both continuum and discrete geometries. It is also
noteworthy as discussed by Benn and Tucker [6] that the subalgebra separation is
safely achievable in the general space-time.
Besides of these, there is one more aspect. While the Ideal separation is so easily
computed in the 4 × 4 matrix formalism, the column separation, the separation in
the Λ∗ is not as trivial as those or as the subalgebra separation. The projected field
is a combination of all base over complex numbers and it seems there is not much
helpful symmetry. It would be better to say that the geometric meaning assinged by
lifting a Dirac Spinor to a matrix one in an Ideal seems to be biased with the pure
mathematics adapted to the matrix formalism not with the geometric considerations.
We do not know, however, what geometric features the half-spin particles should have
and we must say our approach also lies in purely mathematical grounds. Nevertheless,
this non-trivial separation is a rather conceivable feature in the Lattice theory.
With these points, it is worth to investigate the possibility to keep the separation
procedure simple with the subalgebra separation but to modify the ILK equation.
Even if the geometric lifting procedure is purely mathematical, one might use any
choice preferred.
6 Covariance of the Modified Equation
We are now in stage to demonstrate the most crucial issue, the modification is not
any more ad-hoc than the original Dirac equation and is one achievable formalism for
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the half-spin particles with observables of momentum, position and spins.
First of all, it is not hard to explain why there are degrees of freedom to choose
θ¯. It is because the original Dirac equation has degrees of freedom to choose Gamma
matrices. Let us consider new Gamma matrices given by relations
γ˜µ := S−1γµS, µ = 0, 1, 2, 3
for some S. For S = S[Λµν ], γ˜
µ = Λµνγ
ν . Let θ¯ = dz. If one fixes θ¯′µ = (Λ
−1)ν µ(θ¯)ν =
(Λ−1)ν µ(dz)ν , and S = S[Λ
µ
ν ], then in the equation (19), we replace γ
012 attached
by Sγ012S−1. The result is
∂µγ
µΨ−mΨ
(
Sγ012S−1
)
= 0
⇐⇒ S−1
(
∂µγ
µΨ−mΨS−1γ012S
)
S = 0,
⇐⇒ ∂µ(S
−1γµS) (S−1ΨS)−m(S−1ΨS) γ012 = 0.
Thus the equation now is the equation of an original form (19) with different Gamma
matrices and Ψ defines in terms of new Gamma matrices but with same coefficient
matrix γ012. γ012 has different meaning now, however, it does not correspond to
dt ∨ dx ∨ dy anymore but to ∗(θ¯′). Since we are free to choose Gamma matrices, θ¯
must be free parameter.
Then there arises a question that what is the meaning of the fixing one direction
θ¯. For some observer θ¯ looks complicated than the observer who sees θ¯ = dz. The
answer to this question comes from the form of eigenstates of spin observables. In the
Dirac equation, γ3 =
(
0 σ3
−σ3 0
)
is related to the Spin operator to that direction Sz
and Sz has 4 eigenstates 

1
0
0
0

 ,


0
1
0
0

 ,


0
0
1
0

 ,


0
0
0
1

 .
The above are the standard base but are not distinguished base. Since γ3 can be
assigned to any direction considering the freedom to choose Gamma matrices, it
would be better to denote in this context the S3 operator. The direction θ¯ is special
by the amount the γ3 is special that the eigenstates of Spin observable to θ¯ direction
retain the simple form, and nothing more. In this way, the equation is covariant and
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does not break the principle of relativity.
We shift the emphasis away from the free parameter θ¯ to a deeper question whether
the modified equation indeed describes the half spin particles. In the following section,
although the discussion will not prove all the issues, we try to answer the question.
6.1 Eigenvalue problems in the restricted subspaces
The underlying philosophy in this section about the Dirac equation is that it is the
eigenvalue problem of the operator /p = pµγ
µ. This 4 × 4 matrix attains pure real
eigenvalues m and −m, where m =
√
(p0)2 − |p|2 and each of them is associated to
the two independent eigenstates. They are the spin up/down particles and the spin
up/down anti-particles.
Now let us extend the discussion on the eigenvalue problems to the general opera-
tors. For the first, consider the simplest case, one-dimensional first order differential
operator d
dx
on a real-valued function u. The equation for the eigenvalue problem is
ux = λu. Then the solution will be u = c0 exp(λx). One might consider iψx = λψ
for a complex scalar field ψ. The solution is ψ = c0 exp (−iλx).
Before we make any conclusion from those, let us consider one more example,
the first order operator in 2-dimensions. If we split the Cauchy-Riemann equations
to the real part equation and the imaginary part equation, there arises the problem
to determine the sign of the equations. For example, the imaginary part equation
−uy + vx = 0 can be a uy − vx = 0. This is not the relevant question in the
original equation but in its eigenvalue problem, the sign becomes important since it
determines whether to add the λ
(
u
v
)
or λ
(
u
−v
)
. For now, let us follow signs as
∂x
(
1 0
0 −1
)(
u
v
)
+ ∂y
(
0 1
1 0
)(
u
v
)
− λ
(
u
v
)
(22)
=: ∂x α
(
u
v
)
+ ∂y β
(
u
v
)
− λ
(
u
v
)
= 0.
One notices α = σ3 and β = σ1, the Pauli matrices and hence α2 = β2 = I and
αβ + βα = 0. The reason for choosing signs in (22) is its eigenvalues, which we will
inqure soon.
Now we make a conclusion with above examples. While the second order operator
(d− δ)2 = ∆ translates to the languages of differential geometry without any elabo-
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rations the first order operator (d − δ) does not. Suppose one wants to confine the
space the operators acts on to only scalars. Since d increases the order of differential
form by one and δ decreases the order by one, (d − δ)2 = −(δd + dδ) does not alter
the order and hence its eigenvalue problem is well-defined, (d− δ)2u− λu = 0.
For the first order operators, however, it seems one cannot consider an eigenvalue
problem in a certain restricted subspace. In (d − δ)u − λu = 0, since the order of
two terms are different the equation is vacuous. Bearing in mind that there is no
reason not to consider an eigenvalue problem of first order operators, especially with
a certain degrees of freedom, for example within real scalar fields, this must be quite
weird. The resolution is rather easy, if the equation ux − λu = 0 tells us some truth,
then it means (d − δ)u − λu ∨ dx = 0 does same. If wants, one can instead regards
this as the eigenvalue problem of the operator
ϕ 7→ (d− δ)ϕ ∨ dx. (23)
One might claim this an ad-hoc arguments, but we merely say that the (23) is a
well-defined operator on real scalars.
We find the 2-dimensional examples similar. If we connect the vector field
(
u
v
)
to u dx+ v dy, after differentiations in the equation (22), one sees in the expression
(
ux
−vx
)
+
(
vy
uy
)
that the first component of the vector corresponds to 0-form and the second compo-
nent to density dy ∧ dx; ux dx ∨ dx = ux, vy dy ∨ dy = vy, vx dx ∨ dy = −vxdy ∧ dx
and (uy dy) ∨ dx = uydy ∧ dx. What I try to say is that if the term λ
(
u
v
)
is
added in the equation then it is understood in this context that λ(u + v dy ∧ dx) =
λ
(
u dx+ v dy
)
∨dx is added. In other words, we again are dealing with an eigenvalue
problem of an operator
ϕ 7→ (d− δ)ϕ ∨ dx
acting on 1-forms.
So far, we have inquired about the well-defined differential operators of first and
second order but were not concerned with their eigenvalues. To be a consistent field
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theory, the operator should attain only pure real eigenvalues. For the ux = λu case,
it is not suitable though, the solution c0 exp (λ x) is not an element of L
2 space of
course but is neither in the tempered distribution and thus does not have a well-
defined Fourier transform. Therefore it is more relevant to consider iψx = λψ which
attains only pure real eigenvalues in the space of tempered distributions, but resulting
in doubling the degrees of freedom from a real u to a complex ψ.
Nextly, the system (22) first seems to have only pure imaginary eigenvalues since
for the
(
u
v
)
=
(
u0
v0
)
e−ip·x,
0 = det
(
−ipx − λ −ipy
−ipy ipx − λ
)
= λ2 + |p|2.
In these considerations, it would be relevant to consider
i (∂xα+ ∂yβ)
(
ψ1
ψ2
)
− λ
(
ψ1
ψ2
)
= 0
with i attached. There, we again doubled the degrees of freedom because ψ1 and ψ2
are complex-valued now. The 1 + 1-dimensional Dirac equation is formulated in this
way, with this amounts of degrees of freedom.
The arguments saying (22) has pure imaginary eigenvalues are mistake, how-
ever, we can manage the degrees of freedom not to be increased. This is an easy
consequence of tieing u and v to form a ψ = u + iv. If ψ = (u0 + iv0)e
−is, then(
u
v
)
=
(
cos s sin s
− sin s cos s
)(
u0
v0
)
. Here s = p · x. The calculation shows this is an
eigenstate with real eigenvalue λ such that λ2 = |p|2.
We inquire further on these eigenstates. The rotation matrix
(
cos s sin s
− sin s cos s
)
= exp (sαβ) =
(
1−
s2
2!
+
s4
4!
− · · ·
)
I +
(
s−
s3
3!
+
s5
5!
− · · ·
)
αβ
= cos s I + sin s αβ.
Now let G be a group of operators from R2 to R2. Then αβ is an element of the Lie
algebra of the group G. Note that i does not belong to the Lie algebra of G but is in
the Lie algebra of groups C2 7→ C2 or C 7→ C. In other words, the use of exp (−is)
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implicitly enlarges the space of states. Since we here want to manage the degrees of
freedom precisely, it should not be employed.
Furthermore, since αβ is the unique non-trivial element of the Lie algebra of the
subgroup O(2), exp (sαβ)
(
u0
v0
)
stays in the reasonable space of states and works
well as an eigenstate of the operator.
6.2 The modified equation : a well-defined eigenvalue prob-
lem on differential forms
Now we are able to demonstrate our point of view on the modified equation. To
start with, consider pµ dx
µ corresponding to /p. We are supposed to work within the
restricted subalgebras. As demonstrated in the preceding Section, for this first order
operator in the restricted subalgebra, the eigenvalue problem of pµ dx
µ can be written
down, once we determine which component of differential form ϕ corresponds to a
certain position in the C4 vector ψ,
To be concrete, if we match up a certain Gamma matrices γµ to dxµ, and pre-
sume that ψ = Ψ f and Ψ is given by the formula (14), then we have all necessary
information and are able to write down the equation of the eigenvalue problem. If
Dirac base is used, for instance, the translated equation for the eigenvalue problem
in that case is
pµdx
µϕ− λϕ ∨ dt = 0. (24)
Next, we examine the corresponding operator of /∂ = ∂µγ
µ and its eigenstates.
When we investigate the eigenvalues of /∂, ψ0e
−ip·x is tested for the eigenvector. To
be radical, this can be justified since i is in the Lie algebra of the group of operators
C4 7→ C4 so that exp (−ip · x)ψ0 is a legal expression.
In inspection of eigenstates of (d−δ) = ∂µdx
µ on Re Λ∗+ or Re Λ
∗
−, to work strictly
within those subalgebras, it is clear that i should be abandoned to exponentiate for
the similar reason as before. Instead, let us use χ. We are not fixed what is χ yet.
For simple discussion, let us confine χ in a limited form, a spatial coordinate basis
2-form with unit norm, such as dx ∨ dy, dy ∨ dz, · · · . Also χ′ denotes the inverse of
χ. We then try
ϕ(p) = ϕ¯ exp
(
− sχ
)
= ϕ¯ exp
(
sχ′
)
= ϕ cos s I + sin s χ′, s = p · x.
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as an eigenstate. The meaning of 4-vector p is clear.
In comparison to earlier two dimensional case, it is clear that χ tells us which
components of ϕ are tied together to form a complex number. That is to say we are
following the reverse logic. Let us denote 0-form, 2-forms and 4-form component of
ϕ by ϕ0, ϕµν and ϕtxyz. Suppose χ = dy ∨ dz for instance, then it means that ϕ0
component is tied with ϕyz to form a complex number, and that ϕtx is tied with ϕtxyz
and so on.
We claim that this tieing process, results from fixing χ, provides us a well-defined
procedure to choose one set of Gamma matrices, in particular, among the Dirac base.
In inspection on the Dirac base in Section 5, there is only one basis which has the
same role of χ, as a mediator of real and imaginary base, the γ2γ1. Thus we are
supposed to set γ2 corresponds to dy, the first part of χ and γ1 to dz, the second part
of χ. It is certain that γ0 should be assigned for dt according to the sign of metric
and the last γ3 has to be assigned for the remaining dx. This should be regarded as a
convenient heuristic, however, since we chose Gamma matrices among the Dirac base
only and even only as a single one. Nevertheless, above procedure is well-defined in
our limited situation.
Lastly, let us put together above observations. Calculation shows
(d− δ)ϕ(p) = (d− δ)ϕ0
(
cos s I + sin sχ′)
= dxµ ∨ ∂µ ϕ0
(
cos s I + sin sχ′
)
= pµ dx
µ ∨ ϕ0
(
− sin s I + cos sχ′
)
, where s = p · x
= pµ dx
µ ∨ ϕ0
(
cos s I + sin sχ′
)
χ′
= pµ dx
µ ∨ ϕ(p) ∨ χ′.
Therefore
(d− δ)ϕ(p) ∨ χ = pµ dx
µ ∨ ϕ(p). (25)
Note the right-hand-side of (25) is the operator pµ dx
µ we matched with /p. Since
we have determined Gamma matrices, we can think of the eigenvalue problem of
it corresponding to one of pµγ
µ. The operator has a well-defined equation for the
eigenvalue problem,
(d− δ)ϕ ∨ χ−mϕ ∨ dt = 0
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and has two pure real eigenvalues.
The most important point to observe is that from the eigenstate ϕ0 exp
(
− (p · x) χ
)
,
we retrieve the momentum by ∂µ
(
ϕ0 exp
(
− (p · x) χ
) )
∨χ. At this stage, we arrive
at the genuine conclusion: the modified theory develops a Quantum Mechanics of
half-spin particles with the uncertainty principle implemented with the commutation
relation
[
P, Q] = χ (26)
and momentum operator
Pµ : ϕ 7→ ∂µϕ ∨ χ (27)
with eigenstates of a form
ϕ0 exp
(
− (p · x) χ
)
in Re Λ∗+ or Re Λ
∗
−. In other words, by the states |p, ↑〉, |p, ↓〉, · · · , we mean the
ϕp,↑0 e
−(p·x) χ, ϕp,↓0 e
−(p·x) χ, · · · , (28)
instead of
ψp,↑0 e
−i(p·x), ψp,↑0 e
−i(p·x), · · · .
In fact, these and the first columns of matrices in (28) coincides and the latter does
not have any more degrees of freedom.
We shall not look up all the commutation and anti-commutation relations of all
observables of the half-spin particles and not build a Quantum Mechanics here. It is
beyond the scope of this paper.
6.3 Summary
We summarize the conclusions of this Section and remark a few. First and foremost,
it has to be addressed that although this paper has been devoted to inquire a different
mathematical object from Dirac Spinor, little are changed in the use. As a conse-
quence of what have seen so far, we do not need to keep the modified equation instead
of the Dirac equation in every concerns of the particle with only one exception. To
take an example, there are no other plane wave solutions of the modified equation
other than the corresponding ones the Dirac equation gives us since the first column
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of matrix state fixes the remaining columns. This is an important difference from the
original ILK theory. The one exception is the transformation rule under the Lorentz
group. What has to be done for the modified theory when we are in position to
take a transformation of the Dirac equation is, to recall the equation was the concise
compaction of the modified equation and to revoke other three columns and also to
regard i as the first column of γ2γ1 multiplied from right. In other words, we take one
scenario of geometric lifting of the equation before taking a transformation. After
the transformation, we may again discard the three columns.
It would be phrased in the different angle. The three equations discussed in this
paper, the Dirac equation, the modified equation and the modified equation in 4× 4
matrix Spinors are all expanded to the same 8 linearly independent equations in (20)
in a fixed coordinate system although they look different. In other words, they are
the identical partial differential equations in that coordinate system. They, however,
transform as their own rule.
Nevertheless, the local observables of the fields will remain same. Since equations
were same, the local covariant observables made out from the solution of each equation
must be same. Since the local observables are tensors, not Spinors, they transform
as tensors and hence every observer will see the same consistent observables.
Now we remark two things. First, we avoided to use the projection operators
onto scalar, vector, and higher order components of ϕ ∈ Λ∗ and also the involution
operators defined on Λ∗. What used so far is the Hodge-star operator ∗ and the two
products ∧ and ∨. Secondly, although we only touched on the subject in Section
6, the modified equation seems to be settled by the first principle approach, with
commutation relations. The modified equation has no other meaning.
7 Chiral Theory of the Modified Equation
Last Section discusses how the chirality, the another important feature of the Dirac
theory, is realized in the language of modified equation.
In the Dirac theory, the chirality is expressed with aid of the fifth Gamma matrix
γ5, defined by
γ5 = iγ0γ1γ2γ3 = i
1
4!
ǫµναβγ
µγνγαγβ.
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γ5 has the following properties,
(
γ5
)2
= I, {γ5, γµ} = 0, for µ = 0, 1, 2, 3. (29)
Now one can project a state into its left chiral part and the right chiral part, the
anti-self-dual and the self-dual part with respect to the action of γ5
ψ = ψL + ψR,
ψL =
ψ − γ5ψ
2
, ψR =
ψ + γ5ψ
2
.
If ψ is a solution of the massless Dirac equation then so do both of parts. Furthermore,
their phase shifted ones eiθLψL and e
iθRψR, with θL 6= θR also are solutions of the
massless Dirac equation. These constitute the Axial U(1) symmetry. Also the Dirac
equation splits,
i∂µγ
µψL −mψR = 0
i∂µγ
µψR −mψL = 0.
It should be noticed from above that the operator i∂µγ
µ flips the chirality.
In the abstract level of investigation on the chirality, one realizes that two proper-
ties of (29) indeed do an important role. To have a consistent chiral theory, first one
should have an operator squares to identity like γ5 and secondly one should prove that
the chirality flips after operating the differential operator i∂µγ
µ. The sign of
(
γ5
)2
is crucial, if
(
γ5
)2
were −I, then it would not make sense because for ψ′ = −γ5ψ,
ψL =
ψ−γ5ψ
2
= ψ
′+γ5ψ′
2
= ψ′R. In other words, the space of left chiral states and the
space of right chiral states would be mixed up. Anti-commutativity of γ5 with all γµ
for µ = 0, 1, 2, 3 enables us to prove that i∂µγ
µ flips the chirality.
We are now in a position to discuss chiral theory in the modified equation. As
physicists have been used the terminology such as a pseudo-scalar and a pseudo-vector
for quantities made up with γ5 operated ones, for instance ψ¯γ5ψ for a pseudo-scalar,
γ5 operator does similar role as the Hodge-star operator ∗. To be precise, they are
slightly differ and this was already pointed out by Rabin [8]. For clarity, let us use
L∗ and Ψ defined by (14) for the discussion. It is clear one can define ∗ on L∗. If
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γ0123 = γ0γ1γ2γ3 = −iγ5,
γ0123 =

∗ on 0, 1, 4 forms,−∗ on 2, 3 forms.
This results in the following differences
(
γ0123
)2
= −I,
(
γ5
)2
= I on both of even and odd subalgebras,
(∗)2 =

I on odd subalgebra,−I on even subalgebra.
We address, in passing, that in Euclidean metric, one defines γ5 = γ1234 with Eu-
clidean Gamma matrices and γ5 coincides with the Hodge-star operator.
Rabin [8] did not explain the cause of such sign differences, but its mathematical
reason is clear. This is due to the following sign differences between two scalar
products
(ω, ω) =

ω ∨ ω on 0, 1, 4 forms,−ω ∨ ω on 2, 3 forms.
See the definition of the Hodge-star operator (3) for the use of paring in the definition.
To take examples, for 1-form dx, (dx, dx) = dx ∨ dx = −1, but for 2-form dx ∨ dy,
(dx ∨ dy, dx ∨ dy) = det
(
−1 0
0 −1
)
= 1, while dx ∨ dy ∨ dx ∨ dy = −1.
Since the each of the scalar products does not seem to be more canonical than
each other, one may as well define ∗′ operator similarly to ∗ by
∗′ : Λp(M4) 7→ Λ4−p(M4),
∗′ ω ∨ ω = (dt ∨ dx ∨ dy ∨ dz) ∨ (ω ∨ ω). (30)
Compare with the formula (3). We presented the formula with same element ω to
avoid a complicated definition for general cases. From above one can write ∗′ ω =
dt ∨ dx ∨ dy ∨ dz ∨ ω. In the algebra L∗, ∗′ Ψ will be γ0123Ψ = −iγ5Ψ.
Now we obtained the operator ∗′ doing same role as γ0123 which squares to −I.
We are in stage to come up with an operator doing same role as γ5 = iγ0123. Since
we are suppressing the use of i and χ was multiplied on the right instead in earlier
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discussions, we do that again. One may define another dual operator and the pseudo-
norm
∗5 : Λ
p(M4) 7→ Λ4−p(M4),
∗5 ω = ∗
′ (ω ∨ χ), (31)
(ω, ω)5 = ∗5ω ∨ ω. (32)
In the L∗ it will be defined as
∗5 Ψ = γ
0γ1γ2γ3Ψ γ2γ1.
We can verify
(∗5)
2 = I, ∗5(γ
µΨ) + γµ(∗5Ψ) = 0, for µ = 0, 1, 2, 3
and hence we are able to build a chiral theory with,
ΨL =
Ψ− ∗5Ψ
2
, ΨR =
Ψ+ ∗5Ψ
2
,
the anti-self-dual and the self-dual part of Ψ with respect to the ∗5 operator. Note
again that the first columns of above matrices coincide with the ones from Dirac
Spinors.
Now one can indeed prove that the differential operator flips the chirality,
2∂µγ
µΨLγ
2γ1 = ∂µγ
µΨγ2γ1 − ∂µγ
µ ∗5 Ψγ
2γ1
= ∂µγ
µ(∗5 ∗5) Ψγ
2γ1 − ∂µγ
µ ∗5 Ψγ
2γ1
= − ∗5 ∂µγ
µ ∗5 Ψγ
2γ1 − ∂µγ
µ ∗5 Ψγ
2γ1
= −(a+ ∗5 a), where a = ∂µγ
µ ∗5 Ψγ
2γ1.
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