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1. Az e´rtekeze´s ta´rgya e´s elo˝zme´nyei
Az e´rtekeze´sben a´llapotfu¨ggo˝ ke´sleltete´su˝ differencia´legyenletek bizonyos kvalitat´ıv
ke´rde´seit vizsga´ltam a retarda´lt e´s a neutra´lis egyenletoszta´lyokra. Az a´llapotfu¨ggo˝
ke´sleltete´su˝ egyenletek vizsga´lata Driver munka´ssa´ga´val indult fejlo˝de´snek. Driver
az 1960-as e´vekben az elektrodinamika ke´ttest proble´ma´ja´t vizsga´lta a [20]-[23]
cikkekben, ahol a ke´t test poz´ıcio´ja´t, sebesse´ge´t e´s a ke´t ido˝ke´sleltete´s fu¨ggve´nyt
meghata´rozo´ differencia´legyenlet-rendszert a´ll´ıtott fel, e´s vizsga´lta a megolda´sok
le´teze´se´t, egye´rtelmu˝se´ge´t. A modellben szereplo˝ ido˝ke´sleltete´sek a ke´t re´szecske
ta´voltsa´ga´to´l, azaz a poz´ıcio´jukto´l fu¨ggtek, e´s implicit mo´don voltak definia´lva.
Driver megmutatta, hogy a modellben felle´po˝ ke´sleltete´sek nem mindig korla´tosak,
illetve olyan eseteket is vizsga´lt, amikor a mozga´st le´ıro´ egyenletek neutra´lis diffe-
rencia´legyenletek [22, 23], illetve siettetett e´s ke´sleltetett tagokat egyara´nt tartal-
maznak [47].
Sza´mos egye´b alkalmaza´st modelleztek az irodalomban a´llapotfu¨ggo˝ ke´sleltete´-
su˝ differencia´legyenletekkel. Bu¨ger, Martin [14, 15] illetve Walther [65, 67, 69] a
poz´ıcio´ kontroll proble´ma´t vizsga´lta´k, Insperger, Ste´pa´n e´s Turi [50] e´s Insperger,
Ste´pa´n, Hartung e´s Turi [49] esztergage´p ill. maro´ge´p vibra´cio´ja´t le´ıro´ modellt
adtak meg, Gaticia e´s Waltman [25, 26, 27], Hoppenstadt e´s Waltman [48], Kuang
e´s Smith [55, 56] ja´rva´nyterjede´si modelleket tanulma´nyoztak, Aiello, Freedman,
Wu [1], Al-Omari e´s Gourley [2], Arino, Hbid, Bravo de la Parra [4] ku¨lo¨nbo¨zo˝
popula´cio´s modelleket vizsga´ltak.
A fenti e´s tova´bbi alkalmaza´sok re´szletesebb o¨sszefoglala´sa megtala´lhato´ a [42]
cikku¨nkben, amely to¨bb mint 200, az egyenletoszta´llyal foglalkozo´ cikket dolgozott
fel, o¨sszefoglalja az egyenletoszta´lyra vonatkozo´ alapveto˝ elme´leti eredme´nyeket,
sza´mos alkalmaza´si teru¨leteket ismertet, e´s az egyenletek megolda´sai numerikus
ko¨zel´ıte´seivel kapcsolatos alapveto˝ mo´dszereket is bemutatja.
Tekintsu¨k az
x˙(t) = f(xt), t ≥ 0 (1)
a´ltala´nos autono´m funkciona´l-differencia´legyenletet, e´s az
x(t) = ϕ(t), t ∈ [−r, 0] (2)
kezdeti felte´telt. Itt r > 0 egy ro¨gz´ıtett konstans, f : C → Rn, ahol C a
[−r, 0] → Rn t´ıpusu´ folytonos fu¨ggve´nyek halmaza a maximum norma´val, ϕ ∈ C,
e´s az xt szegmens fu¨ggve´nyt az xt : [−r, 0] → R
n, xt(ζ) := x(t + ζ) ke´plettel
definia´ljuk. Az (1) alaku´ egyenletek elme´leti alapjait e´s alkalmaza´sait sza´mos mo-
nogra´fia vizsga´lta [19, 31, 51, 54]. Az (1) egyenlettel le´ırt modellekben a rendszer
t ido˝pontbeli a´llapota megva´ltoza´sa´nak a sebesse´ge a rendszer mu´ltbeli, me´gpedig
a t − r e´s t ido˝pontok ko¨zo¨tti a´llapota´to´l fu¨gg. Ilyen legegyszeru˝bb szaba´ly az
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x˙(t) = ax(t− τ) alaku´ konstans ke´sleltete´st tartalmazo´ egyenlet, ahol mindig egy τ
ido˝ponttal kora´bbi a´llapot hata´rozza meg a rendszer va´ltoza´sa´t. Ha az egyenletben
felle´po˝ ke´sleltete´s nagysa´ga fu¨gg a rendszer pillanatnyi vagy kora´bbi a´llapota´to´l,
akkor a´llapotfu¨ggo˝ ke´sleltete´sro˝l besze´lu¨nk. Ennek egyik egyszeru˝ pe´lda´ja egy
x˙(t) = ax(t− τ(x(t))) (3)
alaku´ egyenlet, ahol a τ ke´sleltete´s a rendszer aktua´lis a´llapota´to´l, x(t)-to˝l fu¨ggo˝
e´rte´keket vesz fel. Megjegyezzu¨k, hogy ezt az egyenletet is fel´ırhatjuk az (1) alak-
ban, ha az f fu¨ggve´nyt az f(ψ) := aψ(−τ(ψ(0)) ke´plettel definia´ljuk. Az (1) alak-
ban sokkal a´ltala´nosabb a´llapotfu¨ggo˝ ke´sleltete´su˝ tagokat tartalmazo´ modelleket is
megadhatunk (la´sd pl. [42]).
Az a´llapotfu¨ggo˝ ke´sleltete´su˝ differencia´legyenletek elme´lete´nek nehe´zse´ge la´thato´
ma´r a (3) egyenleten is: az f : C → Rn, f(ψ) = aψ(−τ(ψ(0))) fu¨ggve´ny nem
Lipschitz folytonos, me´g akkor sem, ha a τ fu¨ggve´ny a Ck fu¨ggve´nyoszta´lyba tar-
tozik valamely k > 1-re. I´gy a differencia´legyenletek alapke´rde´seinek ta´rgyala´sa
is, belee´rtve a megolda´sok egye´rtelmu˝se´ge´t, a lineariza´lt stabilita´s ke´rde´se´t, a meg-
olda´sok parame´terekto˝l valo´ fu¨gge´se´t a klasszikus funkciona´l-differencia´legyenletek
elme´lete´hez (la´sd pe´lda´ul Diekmann, van Gils, Lunel, Walther [19] e´s Hale e´s Lunel
[31] monogra´fia´it) ke´pest sokszor ma´s mo´dszereket ige´nyel, hiszen nem tehetju¨k
fel, hogy az f fu¨ggve´ny elegendo˝en sima. A folytonos fu¨ggve´nyek oszta´lya teha´t
nem megfelelo˝ va´laszta´sa a megolda´sok a´llapottere´nek az a´llapotfu¨ggo˝ ke´sleltete´su˝
egyenletek esete´n, de nem vila´gos, hogy mi az idea´lis a´llapotte´r va´laszta´s, ku¨lo¨no¨sen
akkor, ha folytonosan differencia´lhato´ fe´lfolyam le´teze´se´t szeretne´nk bizony´ıtani.
Walther a [66, 68] dolgozataiban az (1) egyenletet vizsga´lva olyan felte´telrend-
szert adott meg, amelyet a´llapotfu¨ggo˝ ke´sleltete´su˝ modellek sze´les ko¨re´re teljesu¨l, e´s
amelyek a megolda´s le´teze´se´t, egye´rtelmu˝se´ge´t, a megolda´s opera´tor a´ltal definia´lt
fe´lfolyam folytonos differencia´lhato´sa´ga´t, a linariza´lt stabilita´s te´tele´t, hiperboli-
kus egyensu´lyi helyzetekben C1-sima loka´lis stabil e´s instabil sokasa´g le´teze´se´t ga-
ranta´lja´k. A Walter a´ltal kidolgozott elme´letet C1 elme´letek nevezzu¨k, mivel a
legfontosabb felte´tele az, hogy a megolda´sok kezdo˝fu¨ggve´nyeit szu˝k´ıti a C1 te´r egy
n kodimenzio´s sokasa´ga´ra, amely a
Xf := {ψ ∈ C
1 : ψ˙(0) = f(ψ)}
felte´tellel van definia´lva. Ekkor az Xf -bo˝l indulo´ megolda´sok minden pozit´ıv t-re
Xf -ben maradnak, azaz Xf egy pozit´ıv invaria´ns halmaz a megolda´s fe´lfolyamra vo-
natkozo´an. Krisztin az [52, 53] dolgozataiban a C1 elme´letet haszna´lva megmutatta
CN -sima loka´lis instabil sokasa´g e´s C1-sima centra´lis sokasa´g le´teze´se´t hiperbolikus
egyensu´lyi helyzetekben.
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Ebben a disszerta´cio´ban a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenletek ke´t oszta´lya´t vizs-
ga´ltam, a disszerta´cio´ 2. e´s 3. fejezetben az
x˙(t) = f(t, xt, x(t− τ(t, xt, ξ)), θ), t ≥ 0, (4)
alaku´ retarda´lt egyenletet, a disszerta´cio´ 4. fejezete´ben pedig a
d
dt
(
x(t)− g(t, xt, x(t− ρ(t, xt, χ)), λ)
)
= f
(
t, xt, x(t− τ(t, xt, ξ)), θ
)
, t ≥ 0, (5)
alaku´ neutra´lis egyenletet. Az egyenletekben ξ ∈ Ξ, θ ∈ Θ illetve λ ∈ Λ e´s χ ∈ X
parame´tereket jelo¨lnek, ahol Ξ, Θ, Λ e´s X adott norma´lt terek. Mindke´t egyenletet
a (2) kezdeti felte´tel mellett vizsga´ljuk, e´s a vizsga´latokban a kezdeti fu¨ggve´nyt, ϕ-t
is parame´ternek tekintettem. A (4) e´s (5) egyenletekben feltettem, hogy a retarda´lt
ill. a neutra´lis tagban is szerepel ido˝- e´s a´llapotfu¨ggo˝ ke´sleltete´s, amit τ ill. ρ
jelo¨l. Mindke´t egyenletben az a´llapotfu¨ggo˝ tagok egy pontbeli e´rte´ket adnak vissza,
ahol a ke´sleltete´s ke´plete explicit mo´don adott, de a ke´pleteikben is szerepelnek
parame´terek. Feltettem tova´bba´, hogy az egyenletekben tova´bbi ke´sleltete´sek is
szerepelnek, amelyeket az f e´s g fu¨ggve´nyek xt szegmensto˝l fu¨gge´se jelo¨l, de ezek
ma´r nem a´llapotfu¨ggo˝ ke´sleltete´seket reprezenta´lnak, azaz feltehettem, hogy f e´s
g sima a ma´sodik va´ltozo´ira vonatkozo´an. Az egyszeru˝bb jelo¨le´s e´rdeke´ben csak
egy a´llapotfu¨ggo˝ ke´sleltete´su˝ tagot vettem fel az f ill. a g fu¨ggve´nyben is, de az
eredme´nyeim ko¨nnyen kiterjesztheto˝k a to¨bb a´llapotfu¨ggo˝ ke´sleltete´s esete´re is.
Az irodalomban sza´mos a retarda´lt a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenletekre vo-
natkozo´, a megolda´sok le´teze´se´t, egye´rtelmu˝se´ge´t ill. a kezdeti fu¨ggve´nyto˝l valo´
folytonos fu¨gge´se´t biztos´ıto´ felte´tel ismert a ku¨lo¨nbo¨zo˝ egyenletoszta´lyokra [20,
42, 43, 63, 72]. Az e´rtekeze´semben a neutra´lis egyenletoszta´lyban az (5) alaku´,
u´.n. implicit neutra´lis egyenletekkel foglalkoztam. Ez a Hale, Lunel [30] klasszi-
kus monogra´fia´ja´ban re´szletesen vizsga´lt ddtG(t, xt) = f(t, xt) alaku´ nemlinea´ris
neutra´lis egyenletek terme´szetes kiterjeszte´se az a´llapotfu¨ggo˝ ke´sleltete´su˝ legegy-
szeru˝bb esetre, egy pontbeli a´llapotfu¨ggo˝ ke´sleltete´st felte´telezve. Hasonlo´ implicit
neutra´lis a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenleteket vizsga´ltak a [3, 8, 16, 18, 34, 35,
40, 57, 58, 62] dolgozatokban, de ezekben to¨bb esetben csak a retarda´lt tagban
szerepelt a´llapotfu¨ggo˝ ke´sleltete´s. Megjegyezzu¨k, hogy az irodalomban sza´mos al-
kalmaza´sban e´s dolgozatban
x′(t) = h
(
t, x(t), x(t− τ(t, x(t))), x′(t− η(t, x(t)))
)
alaku´, u´.n. explicit neutra´lis egyenleteket tanulma´nyoztak [9, 10, 22, 23, 24, 45,
67, 69, 73, 74]. Az (5) alaku´ egyenletere nem ismert az irodalomban megolda´sok
le´teze´se´re e´s egye´rtelmu˝se´ge´re vonatkozo´ eredme´ny, ı´gy azt is bizony´ıtottam az
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e´rtekeze´sben. Hasonlo´, de az (5) egyenletne´l egyszeru˝bb implicit neutra´lis a´lla-
potfu¨ggo˝ ke´sleltete´su˝ egyenletek esete´n a megolda´sok le´teze´se´re, egye´rtelmu˝se´gre,
valamint numerikus ko¨zel´ıte´se´re vonatkozo´ eredme´nyek a [40, 58] dolgozatokban
jelentek meg.
A disszerta´cio´ fo˝ ce´lja a megolda´sok parame´terek szerinti differencia´lhato´sa´ga´-
nak vizsga´lata a (4) e´s (5) egyenletoszta´lyokban. Funkciona´l-differencia´legyenle-
tek megolda´sainak parame´terek szerinti differencia´lhato´sa´ga egy alapveto˝ elme´leti
ke´rde´s. Pe´lda´ul a megolda´sok kezdeti fu¨ggve´nyto˝l folytonosan differencia´lhato´
mo´don valo´ fu¨gge´se folytonosan differencia´lhato´ fe´lfolyam le´teze´se´t biztos´ıtja. Fon-
tos, ma´ig megoldatlan proble´ma olyan felte´tel megada´sa, amely C2-simasa´gu´ meg-
olda´s fe´lfolyam le´teze´se´t garanta´lja a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenletekre. Ez fon-
tos le´pe´s lenne pe´lda´ul a Ck-simasa´gu´ (k > 1) centra´lis sokasa´g le´teze´se´nek iga-
zola´sa´hoz. Az e´rtekeze´semben a kezdeti fu¨ggve´nyen k´ıvu¨l ma´s parame´terek szerinti
differencia´lhato´sa´got is vizsga´ltam. A differencia´lhato´sa´got a disszerta´cio´ban min-
dig a Fre´chet-fe´le e´rtelemben haszna´ltam.
Retarda´lt a´llapotfu¨ggo˝ ke´sleltete´su˝ differencia´legyenletek megolda´sai parame´-
terek szerinti differencia´lhato´sa´ga´t a [17, 32, 43, 66, 68] dolgozatok ta´rgyalta´k.
A [32] dolgozatomban a parame´ter leke´peze´s pontonke´nti e´rtelemben vett diffe-
rencia´lhato´sa´ga´t mutattam meg a
ϕ ∈ C1, ϕ˙(0−) = f(0, ϕ, ϕ(−τ(0, ϕ, ξ)), θ) (6)
kompatibilita´si felte´tel teljesu¨le´se (e´s terme´szetesen az f e´s τ fu¨ggve´nyek folytonos
differencia´lhato´sa´ga) esete´n, azaz a
W 1,∞ ×Θ× Ξ → Rn, (ϕ, θ, ξ) 7→ x(t, ϕ, θ, ξ)
leke´peze´s differencia´lhato´sa´ga´t minden ro¨gz´ıtett t-re a megolda´s e´rtelmeze´si tar-
toma´nya´n. Itt W 1,∞ a [−r, 0] → Rn Lipschitz folytonos fu¨ggve´nyek tere´t jelo¨li,
ahol a norma´t a |ψ|W 1,∞ := max{|ψ|C , |ψ˙|L∞} ke´plettel definia´ljuk. A bizony´ıta´s
egyszeru˝ ko¨vetkezme´nye szerint a
W 1,∞ ×Θ× Ξ → C, (ϕ, θ, ξ) 7→ xt(·, ϕ, θ, ξ),
leke´peze´s is, e´s tova´bbi simasa´gi felte´tel mellett a
W 1,∞ ×Θ× Ξ → W 1,∞, (ϕ, θ, ξ) 7→ xt(·, ϕ, θ, ξ)
leke´peze´s is differencia´lhato´. Megjegyezzu¨k, hogy a (6) felte´tel e´s Walter C1 elme´le-
te´nek az (1) alapfelteve´se a (3) autono´m egyenletre egybeesik. Walter [66, 68] cik-
keiben igazolt, a megolda´sok kezdeti fu¨ggve´ny szerinti differencia´lhato´sa´ga´ra vonat-
kozo´ eredme´nyek a (4) egyenletben szereplo˝ explicit alaku´ a´llapotfu¨ggo˝ ke´sleltete´s
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esete´ne´l a´ltala´nosabb esetre is alkalmazhato´k az autono´m egyenletek oszta´lya´n
belu¨l.
A [43] cikku¨nkben a parame´ter leke´peze´s differencia´lhato´sa´ga´t a (6) kompati-
bilita´si felte´tel ne´lku¨l sikeru¨lt bizony´ıtani. Helyette egy ma´s jellegu˝ felte´telre volt
szu¨kse´g. Feltettu¨k, hogy egy ro¨gz´ıtett x megolda´shoz tartozo´ t 7→ t − τ(t, xt, ξ)
visszanyu´la´s fu¨ggve´ny szigoru´an monoton no¨vo˝, pontosabban teljes´ıti az
ess inf
0≤t≤α
d
dt
(t− τ(t, xt, ξ)) > 0 (7)
felte´telt valamely α > 0-ra. Egy fontos ku¨lo¨nbse´g a (7) monotonita´si e´s a (6)
kompatibilita´si felte´tel ko¨zo¨tt, hogy a (6) felte´tel egy ro¨gz´ıtett parame´ter e´rte´kre
teljesu¨lhet, de a parame´ter egy kicsi ko¨rnyezete´ben a´ltala´ban ma´r nem teljesu¨l.
Ezzel szemben a (7) monotnita´si felte´tel ha egy adott parame´terre teljesu¨l, akkor
a parame´ter egy kis ko¨rnyezete´hez tartozo´ megolda´sokra is teljesu¨l. Emiatt a [43]
dolgozatban a megolda´s differencia´lhato´sa´ga´t nem csak egy ro¨gz´ıtett parame´ter
e´rte´kben tudtuk igazolni, hanem egy ny´ılt halmazon la´ttuk be a deriva´lt le´teze´se´t
e´s folytonossa´ga´t. Egy jeleno˝s szempontbo´l viszont a [43] dolgozatban bizony´ıtott
eredme´ny gyenge´bb, mint a [32] dolgozat eredme´nye: a parame´ter leke´peze´s diffe-
rencia´lhato´sa´ga´t a
W 1,∞ ×Θ× Ξ → W 1,p, (ϕ, θ, ξ) 7→ xt(·, ϕ, θ, ξ)
e´rtelemben sikeru¨lt bizony´ıtani, azaz a pontonke´nti ill. az ero˝s C vagy W 1,∞-
norma helyett egy gyenge, W 1,p-norma´ban (1 ≤ p < ∞) tudtuk igazolni, ahol
W 1,p a ψ : [−r, 0] → Rn abszolu´t folytonos fu¨ggve´nyek tere, ahol a |ψ|W 1,p :=(∫ 0
−r |ψ(ζ)|
p + |ψ˙(ζ)|p dζ
)1/p
norma ve´ges.
Chen, Hu e´s Wu a [17] cikku¨kben a [43] dolgozat mo´dszereit kiterjesztve meg-
mutatta´k, hogy a (7) monotonita´si felte´tel mellett a
W 2,∞ ×Θ× Ξ → W 1,p, (ϕ, θ, ξ) 7→ xt(·, ϕ, θ, ξ)
parame´ter leke´peze´s ke´tszer folytonosan differencia´lhato´. Itt W 2,∞ olyan W 1,∞
fu¨ggve´nyek halmaza´t jelo¨li, amelynek elso˝ deriva´ltja Lipschitz folytonos, e´s ahol
a norma´t a |ψ|W 2,∞ := max
{
|ψ|C , |ψ˙|C , |ψ¨|L∞
}
ke´plettel e´rtelmezzu¨k. Megje-
gyezzu¨k, hogy a [17] cikk az adapt´ıv a´llapotfu¨ggo˝ ke´sleltete´s esete´t vizsga´lta, azaz
a ke´sleltete´s e´rte´ke´t nem egy explicit mo´don megadott fu¨ggve´ny, hanem egy diffe-
rencia´legyenlet definia´lta.
A [36] dolgozatomban az
x˙(t) = f(t, xt, x(t− τ(t, xt))), t ∈ [σ, T ],
x(t) = ϕ(t− σ), t ∈ [σ − r, σ]
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kezdetie´rte´k-feladatot (k.e´.f.) vizsga´ltam. Itt az egyszeru˝se´g kedve´e´rt a θ e´s ξ pa-
rame´terek nem szerepeltek az egyenletben, de a σ kezdeti ido˝pontot is parame´ternek
tekintettem. A [32] e´s [43] dolgozatok bizony´ıta´si mo´dszere´t kombina´lva sikeru¨lt
igazolnom a (6) kompatibilita´si felte´tel ne´lku¨l, de a (7) monotonita´si felte´telnek
megfelelo˝ felte´tel mellett, hogy a
W 1,∞ → Rn, ϕ 7→ x(t, σ, ϕ)
e´s
W 1,∞ → C, ϕ 7→ xt(·, σ, ϕ)
parame´ter leke´peze´sek a (7) monotonita´si felte´telt teljes´ıto˝ parame´terek kis ko¨rnye-
zete´ben folytonosan differencia´lhato´ak. Megjegyezzu¨k, hogy hasonlo´ eredme´nyt
az e´rte´kke´szleten W 1,∞-norma´t haszna´lva ma´r nem tudtam igazolni a (6) felte´tel
ne´lku¨l.
A (6) kompatibilita´si felte´tel mellet bela´ttam tova´bba´, hogy a
[0, α) → Rn, σ 7→ x(t, σ, ϕ)
e´s
[0, α) → C, σ 7→ xt(·, σ, ϕ)
leke´peze´sek is folytonosan differencia´lhato´ak minden t ∈ [σ−r, α] ill. t ∈ [σ, α]-re, a
monotonita´si felte´telt teljes´ıto˝ (σ, ϕ) parame´tere´rte´kek egy kis ko¨rnyezete´ben, ahol
α > 0 egy bizonyos konstans. Specia´lis alaku´ f e´s τ fu¨ggve´nyek esete´n, azaz az
x˙(t) = f¯
(
t, x(t− λ1(t)), . . . , x(t− λm(t)),
∫ 0
−r
A(t, θ)x(s + θ) ds,
x
(
t− τ¯
[
t, x(t− ξ1(t)), . . . , x(t− ξ`(t)),
∫ 0
−r
B(t, θ)x(s + θ) ds
]))
egyenletoszta´ly esete´ben a
[0, α) → Rn, σ 7→ x(t, σ, ϕ)
parame´ter leke´peze´s differencia´hato´sa´ga´t is igazoltam a kompatibilita´si felte´tel ne´l-
ku¨l, csak a monotonita´si felte´telt haszna´lva. Megjegyezem, hogy hasonlo´ eredme´nyt
a (0, α) → C, σ 7→ xt(·, σ, ϕ) leke´peze´sre ma´r nem tudunk igazolni, hiszen megmu-
tathato´ (la´sd [36]), hogy a σ 7→ x(t, σ, ϕ) leke´peze´s a t = σ pontban akkor e´s csak
akkor differencia´lhato´, ha teljesu¨l a kompatibilita´si felte´tel.
Neutra´lis a´llapotfu¨ggo˝ egyenletek megolda´sai parame´terek szerinti differencia´l-
hato´sa´ga´ra alig van eredme´ny az irodalomban. A [34] dolgozatomban
d
dt
(
x(t)− g(t, x(t− η(t)))
)
= f
(
t, xt, x(t− τ(t, xt, σ)), θ
)
t ∈ [0, T ],
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alaku´ neutra´lis egyenletek (ϕ, θ, σ) ∈ W 1,∞×Θ×Ξ parame´terek szerinti differenci-
a´lhato´sa´ga´t vizsga´ltam. Megmutattam, hogy a parame´ter leke´peze´s a pontonke´nti
e´rtelemben, valamint a szegmens fu¨ggve´nyeken a C, e´s bizonyos tova´bbi felte´telek
mellett a W 1,∞-norma´kat haszna´lva is differencia´lhato´ egy megfelelo˝ kompatibilita´si
felte´tel teljesu¨le´se esete´n. Hasonlo´ eredme´ny az (5) alaku´ neutra´lis egyenletekre
nem ismert.
Walter a [71] cikke´ben x˙(t) = f(∂xt, xt) alaku´ explicit neutra´lis egyenleteket
vizsga´lt, ahol a retarda´lt egyenletekre a´ltala kidolgozott C1 elme´letet terjesztette
ki a neutra´lis egyenletre. Ennek sora´n vizsga´lta a kezdeti fu¨ggve´ny szerinti diffe-
rencia´lhato´sa´g ke´rde´se´t is, e´s igen ero˝s felte´telek mellett igazolta azt.
A megolda´sok parame´ter szerinti differencia´lhato´sa´ga´nak, annak elme´leti je-
lento˝se´ge mellett, egy konkre´t gyakorlati alkalmaza´sa is van a parame´ter becsle´s
te´mako¨re´ben. Tekintsu¨k a (4) retarda´lt egyenletet a skala´ris esetben. Tegyu¨k fel,
hogy a k.e´.f.-ban szereplo˝ γ = (ϕ, θ, ξ) parame´ter ismeretlen, de a megolda´snak
ismerju¨k a t0, t1, . . . , t` ido˝pontokbeli X0, X1, . . . , X` e´rte´keit. Ekkor keressu¨k azt a
γ∗ ∈ Γ parame´ter e´rte´ket, amely minimaliza´lja a
J(γ) :=
l∑
i=0
(x(ti, γ)−Xi)
2
legkisebb ne´gyzetes elte´re´st.
Ezt a feladatot sza´mos cikk vizsga´lta funkciona´l-differencia´legyenletek sza´mos
oszta´lya´ra vonatkozo´an [5, 6, 11, 12, 37, 38, 40, 41, 44, 60]. A parame´ter becsle´si
elja´ra´sra Banks e´s Groome adtak meg egy hate´kony mo´dszert ko¨zo¨nse´ges diffe-
rencia´legyenletekre. Ennek le´nyege az, hogy a J ce´lfu¨ggve´nyt deriva´lva kereste´k
meg a J ′(γ) = 0 egyenlet ko¨zel´ıto˝ megolda´sa´t. A mo´dszer azon alapul, hogy ki
tudjuk sza´mı´tani az x(t, γ) megolda´s γ szerinti parcia´lis deriva´ltja´t. Ezt az u´.n.
kva´zi-lineariza´cio´s mo´dszert Brewer, Burns, Cliff [5], majd Herdman, Morin e´s
Spies [46] absztrakt differencia´legyenletekre is kiterjesztette´k, amelyet funkciona´l-
differencia´legyenletekre is lehetett alkalmazni. A mo´dszert a [33] dolgozatomban
retarda´lt a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenletekre is megfogalmaztam, e´s numerikus
pe´lda´kon vizsga´ltam a mo´dszer konvergencia´ja´t. Eddig erre az esetre a konvergencia
igazola´sa´t nem ismertu¨k. A mo´dszert egy
ck+1 = ck −D−1(ck)b(ck), k = 0, 1, . . . . (8)
alaku´ itera´cio´val definia´ljuk, ahol a ck ∈ RN vektorok ve´ges dimenzio´s parame´tere-
ket reprezenta´lnak, e´s a D ma´trix e´s a b veltor komponenseit az D2x(t, γ) parcia´lis
deriva´ltak seg´ıtse´ge´vel definia´lhatjuk (la´sd az e´rtekeze´s 3. fejezete´t).
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2. Az e´rtekeze´s mo´dszerei
Brokate and Colonius a [13] cikku¨kben
x′(t) = f
(
t, x(t− τ(t, x(t)))
)
, t ∈ [a, b],
alaku´ a´llapotfu¨ggo˝ ke´sleltete´su˝ differencia´legyenetek lineariza´cio´ja´t, e´s annak sora´n
az
A : W 1,∞([a, b]; R) ⊃ X¯ → Lp([a, b]; R), A(x)(t) := x(t− τ(t, x(t)))
opera´tor Fre´chet-differencia´lhato´sa´ga´t vizsga´lta´k. Feltette´k, hogy τ ke´tszer folyto-
nosan differencia´lhato´ e´s teljes´ıti az a ≤ t− τ(t, v) ≤ b felte´telt minden t ∈ [a, b] e´s
v ∈ R-re, e´s az A opera´tort az
X¯ =
{
x ∈ W 1,∞([a, b]; R) : le´tezik olyan ε > 0, hogy
d
dt
(
t− τ(t, x(t))
)
≥ ε
m.m. t ∈ [a, b]-re
}
halmazon e´rtelmezte´k. Ilyen felte´telek mellett megmutatta´k, hogy az A leke´peze´s
folytonosan differencia´lhato´, e´s
(DA(x)u)(t) = −x˙(t− τ(t, x(t)))D2τ(t, x(t))u(t) + u(t− τ(t, x(t)))
minden u ∈ W 1,∞([a, b], R)-re. A bizony´ıta´suk egyik kulcsa az ala´bbi eredme´ny.1
1.2.6. Lemma ([13]). Legyen g ∈ L1([c, d], Rn), ε > 0 e´s u ∈ A(ε), ahol
A(ε) := {v ∈ W 1,∞([a, b], [c, d]) : v˙(s) ≥ ε for a.e. s ∈ [a, b]}.
Ekkor ∫ b
a
|g(u(s))| ds ≤
1
ε
∫ d
c
|g(s)| ds.
Tova´bba´, ha az uk ∈ A(ε) sorozatra |uk − u|C([a,b],R) → 0, ha k →∞, akkor
lim
k→∞
∫ b
a
∣∣∣g(uk(s))− g(u(s))
∣∣∣ ds = 0. (9)
Mind az ero˝s W 1,∞-norma az e´rtelmeze´si tartoma´nyon, mind a gyenge Lp-norma az
e´rte´kke´szleten, mind pedig az e´rtelmeze´si tartoma´ny va´laszta´sa fontos volt az 1.2.6.
Lemma bizony´ıta´sa´ban. Megjegyezzu¨k, hogy Manitius [59] hasonlo´ e´rtelmeze´si tar-
toma´nyt e´s norma´t haszna´lt bizonyos a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenletek linea-
riza´cio´jakor.
1A te´telek/lemma´k sorsza´moza´sa az e´rtekeze´sben haszna´lt sza´moza´ssal egyezik meg.
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Az 1.2.6. Lemma a´ltal biztos´ıtott (9) konvergencia tulajdonsa´g alapveto˝ mo´d-
szere volt a kora´bbi [43] e´s a most benyu´jtott [36] cikkeimnek is. A disszerta´cio´ban
a´ltala´nos´ıtottam az 1.2.6. Lemma´t arra az esetre, amikor az u e´s uk fu¨ggve´nyek sza-
kaszonke´nt szigoru´an monoton fu¨ggve´nyek, e´s ı´gy sikeru¨lt a visszanyu´la´si fu¨ggve´ny
monotonita´si felte´tele´t enyh´ıteni a differencia´lhato´sa´gi eredme´nyek bizony´ıta´sa´ban.
Az a´llapotfu¨ggo˝ ke´sleltete´su˝ funkciona´l-differencia´legyenletek megolda´sainak pa-
rame´ter szerinti differencia´hato´sa´ga´t kora´bban ke´t alapveto˝en ku¨lo¨nbo¨zo˝ mo´dszert
haszna´lva vizsga´ltam. A [43] cikku¨nkben Hale e´s Ladeira [30] a´ltal alkalmazott,
kva´zi-Banach terekre kiterjesztett egyenletes kontrakcio´s te´telt, Brokate e´s Colo-
nius 1.2.6. Lemma´ja´t e´s egy specia´lis szorzat norma´t haszna´lva sikeru¨lt retarda´lt
a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenletek megolda´sainak parame´ter szerinti differencia´l-
hato´sa´ga´t megmutatnunk fixpont technika´val. A [32] dolgozatomban egy, a ko¨zo¨n-
se´ges differencia´legyenletek elme´lete´ben alkalmazott direkt mo´dszert (la´sd pe´lda´ul
[64]) a´ltala´nos´ıtottam az a´llapotfu¨ggo˝ ke´sleltete´su˝ esetre, amelyben a γ e´s a γ+h pa-
rame´terekhez tartozo´ x(t, γ) e´s x(t, γ+h) megolda´sokat e´s a γ parame´terhez tartozo´
megolda´s ko¨ru¨li e´s a h e´rte´khez tartozo´ linea´ris varia´cio´s egyenlet z(t, γ, h) meg-
olda´sa´t integra´legyenlet alakja´ban fejezzu¨k ki, e´s fel´ırhatunk egy integra´legyenlo˝t-
lense´get az x(t, γ+h)−x(t, γ)−z(t, γ, h) kifejeze´sre, amibo˝l a Gronwall-egyenlo˝tlen-
se´g alkalmaza´sa´val megmutathato´, hogy |x(t, γ+h)−x(t, γ)−z(t, γ, h)|/|h|Γ → 0, ha
h → 0 a Γ parame´terte´rben. Ekkor kapjuk, hogy a h → z(t, γ, h) linea´ris leke´peze´s
adja az x(t, γ) parame´ter szerinti deriva´ltja´t. Ezt a direkt mo´dszert alkalmaztam
a jelen disszerta´cio´ban is a retarda´lt, illetve a neutra´lis esetben is. Az a´llapotfu¨ggo˝
ke´sleltete´su˝ tagokat is tartalmazo´ neutra´lis integra´legyenlo˝tlense´gek kezele´se´re egy
ismert technika (la´sd pe´lda´ul a [28] cikket) formaliza´lt alakja a ko¨vetkezo˝ lemma´ban
adhato´ meg, amelyet a [34] dolgozatomban bizony´ıtottam.
1.2.2. Lemma ([34]). Tegyu¨k fel, hogy h : [0, α]× [0,∞)3 → [0,∞) monoton no¨vo˝
minden va´ltozo´ja´ban, az η : [0, α] → [0, r] fu¨ggve´nyre a ≤ η(t) for t ∈ [0, α] valamely
a > 0-ra; az u : [−r, α] → [0,∞) fu¨ggve´nyre
u(t) ≤ h(t, u(t), u(t− η(t)), |ut|C), t ∈ [0, α],
e´s
|u0|C ≤ h(0, u(0), u(−η(0)), |u0|C).
Ekkor
v(t) ≤ h(t, v(t), v(t− a), v(t)), t ∈ [0, α],
ahol v(t) := sup{u(s) : s ∈ [−r, t]}.
Az elo˝zo˝ lemma alkalmaza´sa uta´n kapott konstans ke´sleltete´su˝ neutra´lis egyen-
lo˝tlense´get Gyo˝ri [28] dolgozata´ban bizony´ıtott Gronwall-t´ıpusu´ egyenlo˝tlense´ggel
oldottam meg.
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A (4) retarda´lt egyenlet x(t, γ) megolda´sa´nak γ szerinti ma´sodrendu˝ differen-
cia´l le´teze´se´re az irodalomban egy eredme´ny le´tezett. Chen, Hu and Wu a [43]
dolgozatunkban megadott mo´dszert terjesztette´k ki a ma´sodrendu˝ deriva´lt le´teze´-
se´re a [17] cikku¨kben. A disszerta´cio´ban nem ezt a mo´dszert, hanem az elso˝rendu˝
deriva´lt le´teze´se´re is haszna´lt, integra´legyenlo˝tlense´geket haszna´lo´ direkt mo´dszert
alkalmaztam a ma´sodrendu˝ deriva´lt le´teze´se´nek igazola´sa´ra. Itt a ma´sodrendu˝
deriva´lt le´teze´se´hez u´jra feltettem a kompatibilita´si felte´telt, de ki kell emelni,
hogy az elso˝rendu˝ deriva´ltak ma´r nem teljes´ıtenek ilyen kompatibilita´si felte´telt,
ı´gy a bizony´ıta´s sora´n a lineariza´cio´s sza´mola´sok becsle´seiben ero˝sen kihaszna´ltam
az elso˝rendu˝ deriva´lt igazola´sa´hoz haszna´lt mo´dszereket. (La´sd pe´lda´ul a 2.2.4.
Lemma bizony´ıta´sa´t.)
A disszerta´cio´ 3. fejezete´ben vizsga´lt kva´zi-lineariza´cio´s sorozat konvergencia´ja´-
nak igazola´sa´hoz Herdman, Morin, Spies [46] cikke´ben is haszna´lt egyszeru˝ kont-
rakcio´s mo´dszert haszna´ltam. A bizony´ıta´s kulcsa az, hogy sikeru¨lt a kompatibi-
lita´si felte´tel ne´lku¨l pontonke´nti e´rtelemben igazolnom a megolda´s parame´ter sze-
rinti deriva´ltja le´teze´se´t, valamint megmutattam, hogy bizonyos felte´telek mellett a
megolda´s parame´ter szerinti deriva´ltja Lipschitz folytonosan fu¨gg a parame´terekto˝l.
A numerikus pe´lda´kban haszna´lt approxima´cio´s technika´ban Gyo˝ri [28] cikke´ben
bevezetett, majd a [29] cikku¨nkben a´llapotfu¨ggo˝ ke´sleltete´su˝ retarda´lt egyenle-
tekre kiterjesztett mo´dszere´t haszna´ltam a kva´zi-lineariza´cio´s sorozat genera´la´sa´hoz
szu¨kse´ges funkciona´l-differencia´legyenletek numerikus numerikus ko¨zel´ıte´se´re.
Az (5) neutra´lis egyenlet egyik alapfelteve´se az, hogy a neutra´lis tagban sze-
replo˝ a´llapotfu¨ggo˝ ke´sleltete´s fu¨ggve´ny, ρ, egy r0 sza´mmal alulro´l korla´tos, ahol
0 < r0 < r, e´s a g(t, ψ, u, λ) e´s ρ(t, ψ, χ) ke´sleltete´s fu¨ggve´nyek csak a ψ fu¨ggve´ny
[−r,−r0] intervallumra to¨rte´no˝ megszor´ıta´sa´to´l fu¨ggnek. Ez a felte´tel a Hale, Lu-
nel [30] monogra´fia´ja´ban linea´ris neutra´lis egyenletekre alapfelte´telke´nt haszna´lt
”
nonatomic
”
felte´tel egy ero˝sebb verzio´ja. Walther hasonlo´ felte´telek mellett adott
a megolda´sok le´teze´se´re ill. egye´rtelmu˝se´ge´re eredme´nyeket a [70, 71] cikkeiben,
ahol explicit neutra´lis a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenleteket vizsga´lt. Rezounenko
[61] cikke´ben a´llapotfu¨ggo˝ ke´sleltete´st tartalmazo´ parcia´lis differencia´legyenletek
megolda´sai egye´rtelmu˝se´ge´hez haszna´lta szinte´n azt a felte´telt, hogy a ke´sleltete´s
nem fu¨gg a pillanatnyi ido˝ponthoz r0-na´l ko¨zelebbi megolda´s e´rte´kekto˝l. Hasonlo´
pozitivita´si felte´telt haszna´ltam a [34] e´s [35] dolgozataimban a neutra´lis tagban
szereplo˝ ke´sleltete´sre. Ennek a felte´telnek a seg´ıtse´ge´vel a megolda´sok le´teze´se´hez
a klasszikus le´pe´sek mo´dszere´t lehetett haszna´lni, de a felte´telt ero˝sen kihaszna´ltam
a Gronwall-t´ıpusu´ egyenlo˝tlense´g alkalmazhato´sa´ga´hoz is.
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3. Az e´rtekeze´s fontosabb u´j eredme´nyei e´s alkalmaza´si le-
heto˝se´gei
Az e´rtekeze´sben kora´bbi eredme´nyeimet tova´bbfejlesztve retarda´lt a´llapotfu¨ggo˝ ke´s-
leltete´su˝ egyenletekre ero˝s (pontonke´nti ill. C-norma´ban sza´mı´tott) e´rtelemben
mutattam meg az x(t, γ) megolda´s γ parame´ter szerinti elso˝rendu˝ folytonos dif-
ferencia´lhato´sa´ga´t a kompatibilita´si felte´tel felhaszna´la´sa ne´lku¨l e´s a monotonita´si
felte´tel gyeng´ıte´se mellett. Megmutattam tova´bba´ a kompatibilita´si felte´tel mellett
az x(t, γ) megolda´s γ parame´ter szerinti ma´sodrendu˝ folytonos differencia´lhato´sa´ga´t
pontonke´nti e´rtelemben e´s a C-norma´ban is.
A differencia´lhato´sa´gi eredme´nyek alkalmaza´sake´nt bizony´ıtottam a retarda´lt
a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenletek parame´ter becsle´si feladata megolda´sa´ra vonat-
kozo´ kva´zi-lineariza´cio´s mo´dszer konvergencia´ja´t bizonyos esetekben, e´s teszteltem
a mo´dszer konvergencia´ja´t numerikus pe´lda´kon.
Implicit neutra´lis a´llapotfu¨ggo˝ ke´sleltete´su˝ egyenletek egy a´ltala´nos oszta´lya´ra
a megolda´sok le´teze´se´re, egye´rtelmu˝se´ge´re, a parame´terekto˝l valo´ Lipschitz folyto-
nos fu¨gge´se´re, valamint a megolda´sok parame´terek szerinti differencia´lhato´sa´ga´ra
bizony´ıtottam u´j eredme´nyeket.
Az e´rtekeze´sben szereplo˝ eredme´nyek me´g nem jelentek meg publika´cio´kban,
a 2. fejezet eredme´nyeit motiva´lo´ dolgozatom is me´g megjelene´s alatt a´ll [36]. A
legfontosabb eredme´nyeimet az e´rtekeze´sben szereplo˝ fejezetek szerinti feloszta´sban
ismertetem az ala´bbiakban.
1. fejezet
Az 1. fejezetben a dolgozatban ke´so˝bb haszna´lt jelo¨le´seket e´s az irodalomban is-
mert a´ll´ıta´sokat ismertettem, majd ne´ha´ny ke´so˝bb haszna´lt lemma´t bizony´ıtottam.
Ezek ko¨zu¨l a kora´bban hivatkozott 1.2.6. Lemma ala´bbi a´ltala´nos´ıta´sa´t emelem
ki, amely alapveto˝ fontossa´gu´ a differencia´lato´sa´gi eredme´nyeim igazola´sa´hoz. Te-
kintsu¨k elo˝szo¨r az ala´bbi defin´ıcio´t.
1.2.9. Defin´ıcio´. Jelo¨lje PM([a, b], [c, d]) az u : [a, b] → [c, d] abszolu´t folytonos
fu¨ggve´nyek halmaza´t, amelyek szakaszonke´nt monotonok abban az e´rtelemben, hogy
le´tezik az [a, b] intervallum a = t0 < t1 < · · · < tm−1 < tm = b feloszta´sa, hogy
minden i = 0, 1, . . . , m− 1-re vagy
ess inf{u˙(s) : s ∈ [a′, b′]} > 0, minden [a′, b′] ⊂ (ti, ti+1)-re
vagy
ess sup{u˙(s) : s ∈ [a′, b′]} < 0, minden [a′, b′] ⊂ (ti, ti+1)-re
teljesu¨l.
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1.2.11. Lemma. Tegyu¨k fel, hogy g ∈ L∞([c, d], Rn), u, uk ∈ PM([a, b], [c, d]) (k ∈
N), e´s
lim
k→∞
|uk − u|W 1,∞([a,b],R) = 0.
Ekkor
lim
k→∞
∫ b
a
|g(uk(s))− g(u(s))| ds = 0.
2. fejezet
A 2. fejezetben az
x˙(t) = f(t, xt, x(t− τ(t, xt, ξ)), θ), t ∈ [0, T ], (10)
x(t) = ϕ(t), t ∈ [−r, 0] (11)
retarda´lt a´llapotfu¨ggo˝ ke´sleltete´su˝ kezdetie´rte´k-feladatot vizsga´ltam.
Az ala´bbi felte´teleket tettem fel a fejezet sora´n az egyes a´ll´ıta´sokhoz:2
(A1) (i) f : [0, T ]× C × Rn ×Θ → Rn folytonos;
(ii) f Lipschitz folytonos a 2., 3. e´s 4. va´ltozo´ja´ra vonatkozo´an;
(ii) f folytonosan differencia´lhato´ a 2., 3. e´s 4. va´ltozo´ja´ra vonatkozo´an;
(iv) f Lipschitz folytonos az 1. va´ltozo´ja´ra vonatkozo´an;
(v) a D2f , D3f e´s D4f parcia´lis deriva´ltak Lipschitz folytonosak minden
va´ltozo´ra vonatkozo´an;
(vi) a D2f , D3f e´s D4f fu¨ggve´nyek folytonosan parcia´lisan differencia´lhato´ak
a 2., 3. e´s 4. va´ltozo´kra vonatkozo´an;
(A1) (i) τ : [0, T ]× C × Rn × Ξ → [0, r] folytonos;
(ii) τ Lipschitz folytonos a 2. e´s 3. va´ltozo´ja´ra vonatkozo´an;
(iii) τ folytonosan differencia´lhato´ a 2. e´s 3. va´ltozo´ja´ra vonatkozo´an;
(iv) τ Lipschitz folytonos az 1. va´ltozo´ja´ra vonatkozo´an;
(v) a (t, ξ) 7→ τ(t, yt, ξ) fu¨ggve´ny Lipschitz folytonos minden
y ∈ W 1,∞([−r, T ], Rn) fu¨ggve´nyre;
(vi) D2τ e´s D3τ fu¨ggve´nyek Lipschitz folytonosak;
(vii) D2τ e´s D3τ folytonosan parcia´lisan differencia´lhato´ak a 2. e´s 3. va´ltozo´kra
vonatkozo´an;
2A felte´telek az egyszeru˝se´g kedve´e´rt va´zlatosan vannak megadva, a pontosan megfogalmazott felte´teleket la´sd a
disszerta´cio´ban.
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(viii) a (t, ξ, θ) 7→ f(t, yt, y(t−τ(t, yt, ξ)), θ) fu¨ggve´ny Lipschitz folytonos minden
y ∈ W 1,∞([−r, T ], Rn) fu¨ggve´nyre.
Jelo¨lje
Γ := W 1,∞ ×Θ× Ξ
a parame´terteret, a szorzat norma´val ella´tva. A γˆ ∈ Γ pont δ > 0 sugaru´ ny´ılt
ko¨rnyezete´t jelo¨lje BΓ(γˆ; δ).
A 2.2. szakasz fo˝ eredme´nye a (10)-(11) kezdetie´rte´k-feladat le´teze´se´re e´s a pa-
rame´terekto˝l valo´ folytonos fu¨gge´se´re vonatkozik.3
2.2.1. Te´tel. Tegyu¨k fel az (A1) (i), (ii), (A2) (i), (ii), felte´teleket, e´s legyen
γˆ ∈ Γ. Ekkor le´teznek olyan δ > 0 e´s 0 < α ≤ T ve´ges sza´mok, amelyre
(i) minden γ ∈ P := BΓ(γˆ; δ) este´n a (10)-(11) k.e´.f.-nak le´tezik pontosan egy
x(t, γ) megolda´sa a [−r, α] intervallumon;
(ii) xt(·, γ) ∈ W
1,∞ minden γ ∈ P e´s t ∈ [0, α]-re, e´s le´tezik olyan L = L(α, δ)
konstans, amelyre
|xt(·, γ)− xt(·, γ¯)|W 1,∞ ≤ L|γ − γ¯|Γ, γ ∈ P, t ∈ [0, α]
teljesu¨l.
Megjegyezzu¨k, hogy a fenti a´ll´ıta´sban a megolda´s e´rtelmeze´si tartoma´nya e´s az
L Lipschitz konstans minden γ ∈ P parame´ter e´rte´kre azonos. Ezt a te´nyt ki-
haszna´ltam a tova´bbi eredme´nyek bizony´ıta´sa´ban. A te´tel e´rtelme´ben a W 1,∞ te´r
terme´szetes va´laszta´s lehet a (10) retarda´lt egyenlet megolda´sai a´llapottere´nek, hi-
szen a feladat jo´l definia´lt ebben a te´rben. Ez a va´laszta´s Walter C1 elme´lete´hez
ke´pest a´ltala´nosabb esetekben is alkalmazhato´, hiszen a megengedheto˝ kezdeti
fu¨ggve´nyek halmaza jo´val bo˝vebb, mint a C1 elme´letben.
A tova´bbiakban a 2.2.1. Te´tellel definia´lt P halmazt e´s az α > 0 konstanst
ro¨gz´ıtettnek tekintju¨k.
A 2.3. szakaszban egy ro¨gz´ıtett γ ∈ P parame´ter e´rte´khez tartozo´ x(t, γ) meg-
olda´s mente´n definia´ltam az L(t, x) : Γ → Rn,
L(t, x)(hϕ, hθ, hξ)
:= D2f(t, xt, x(t− τ(t, xt, ξ)), θ)h
ϕ + D3f(t, xt, x(t− τ(t, xt, ξ)), θ)
×
[
−x˙(t− τ(t, xt, ξ))
(
D2τ(t, xt, ξ)h
ϕ + D3τ(t, xt, ξ)h
ξ
)
+hϕ(−τ(t, xt, ξ))
]
+ D4f(t, xt, x(t− τ(t, xt, ξ)), θ)h
θ
3Az a´ll´ıta´sok is to¨bb esetben egyszeru˝s´ıtett alakban vannak megfogalmazva a te´zisfu¨zetben. A re´szletesebb
a´ll´ıta´sokat la´sd a disszerta´cio´ban.
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linea´ris leke´peze´st (hϕ, hθ, hξ) ∈ Γ-ra, e´s tekintettem az ala´bbi kezdetie´rte´k-felada-
tot:
z˙(t) = L(t, x)(zt, h
θ, hξ) a.e. t ∈ [0, α], (12)
z(t) = hϕ(t), t ∈ [−r, 0], (13)
ahol h = (hϕ, hθ, hξ) ∈ Γ ro¨gz´ıtett.
Definia´ltam a
P1 :=
{
γ = (ϕ, θ, ξ) ∈ P : ess inf
{ d
dt
(t− τ(t, xt(·, γ), ξ)) : a.e. t ∈ [0, α
∗]
}
> 0
}
e´s
P2 := {γ = (ϕ, θ, ξ) ∈ P : a [0, α
∗] → R, t 7→ t− τ(t, xt(·, γ), ξ)
leke´peze´s a PM([0, α∗], [−r, α∗]) oszta´lyba tartozik} (14)
parame´ter halmazokat, ahol α∗ := min{r, α}. Ekkor P1 ⊂ P2 ⊂ P .
2.3.9. Te´tel. Tegyu¨k fel, hogy (A1) (i)–(iii), (A2) (i)–(v) teljesu¨lnek, e´s legyen P2
a (14) formula´val definia´lva. Ekkor az
R× Γ ⊃ [0, α]× P → Rn, (t, γ) 7→ x(t, γ)
e´s
R× Γ ⊃ [0, α]× P → C, (t, γ) 7→ xt(·, γ)
fu¨ggve´nyek γ szerint parcia´lisan differencia´lhato´ak minden γ ∈ P2-re, e´s
D2x(t, γ)h = z(t, γ, h), h ∈ Γ, t ∈ [0, α], γ ∈ P2,
valamint
D2xt(·, γ)h = zt(·, γ, h), h ∈ Γ, t ∈ [0, α], γ ∈ P2,
ahol z(t, γ, h) a (12)-(13) k.e´.f. megolda´sa t ∈ [0, α], γ ∈ P2 e´s h ∈ Γ-ra. Tova´bba´
az
R× Γ ⊃ [0, α]× P2 → L(Γ, R
n), (t, γ) 7→ D2x(t, γ)
e´s
R× Γ ⊃ [0, α]× P2 → L(Γ, C), (t, γ) 7→ D2xt(·, γ)
fu¨ggve´nyek folytonosak.
A 3. fejezetben a kva´zi-lineariza´cio´s sorozat konvergencia´ja´nak a bizony´ıta´sa az
egyik esetben az ala´bbi lemma´n alapul, amely a D2x(t, γ) parcia´lis deriva´lt γ-ra
vonatkozo´ Lipschitz folytonossa´ga´ra ad elegendo˝ felte´telt. Tekintsu¨k ehhez elo˝szo¨r
a ko¨vetkezo˝ defin´ıcio´t.
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2.3.7. Defin´ıcio´. Jelo¨lje PW 2,∞ azon ϕ ∈ W 1,∞ fu¨ggve´nyek halmaza´t, amelyek
szakaszonke´nt W 2,∞-fu¨ggve´nyek, azaz le´tezik olyan −r = t0 < t1 < . . . < tm = 0
beoszta´s, amelyre ϕ˙ Lipschitz folytonos a (ti, ti+1) intervallumokon minden i =
0, . . . , m − 1-re, e´s ϕ˙ jobbro´l e´s balro´l is folytonos a ti pontokban minden i =
0, . . . , m-re. A PW 2,∞ halmazon a norma´t a |ϕ|PW 2,∞ := max{|ϕ|C , |ϕ˙|L∞, |ϕ¨|L∞}
ke´plettel definia´ljuk.
2.3.8. Lemma. Tegyu¨k fel, hogy (A1) (i)–(v), (A2) (i)–(vi) teljesu¨lnek, γ∗ =
(ϕ∗, θ∗, ξ∗) ∈ P1. Ekkor le´tezik olyan δ
∗ > 0, hogy minden m ∈ N e´s K ≥ 0
konstansokhoz le´tezik egy N3 = N3(γ
∗, δ∗, m, K) nemnegat´ıv konstans, hogy min-
den γ = (ϕ, θ, ξ) ∈ BΓ(γ
∗; δ∗)-re, amelyre ϕ ∈ PW 2,∞ e´s |ϕ|PW 2,∞ ≤ K, tova´bba´
a ϕ˙ e´s ϕ¨ fu¨ggve´nyek (−r, 0)-beli szakada´si pontjai sza´ma nem nagyobb, mint m,
le´tezik olyan δ > 0, hogy minden hk ∈ Γ-ra, amelyre |hk|Γ ≤ δ teljesu¨l k ∈ N-re e´s
h ∈ Γ-ra, a zk,h(t) := z(t, γ + hk, h) e´s z
h(t) := z(t, γ, h) fu¨ggve´nyekre a
|zk,h(t)− zh(t)| ≤ |zk,ht − z
h
t |C ≤ N3|hk|Γ|h|Γ, t ∈ [0, α], h ∈ Γ
rela´cio´ teljesu¨l.
A 2.4. szakaszban a (10)-(11) k.e´.f. x(t, γ) megolda´sa´nak γ szerinti ma´sod-
rendu˝ deriva´ltja´nak le´teze´se´t mutattam meg. Ehhez elo˝szo¨r vezessu¨k be a Γ2 :=
W 2,∞ ×Θ× Ξ parame´ter teret a szorzat norma´val ella´tva.
Egy ro¨gz´ıtett γ ∈ P2-re legyen x a (10)-(11) k.e´.f. megolda´sa, e´s legyen z
h and
zy a (12)-(13) k.e´.f. h, y ∈ Γ parame´terekhez tartozo´ megolda´sa. Tekintsu¨k a
w˙(t) = L(t, x)(wt, 0, 0) + B(t)〈(z
h
t , h
θ, hξ), (zyt , y
θ, yξ)〉, a.e. t ∈ [0, α], (15)
w(t) = 0, t ∈ [−r, 0]. (16)
k.e´.f.-ot, ahol B〈·, ·〉 egy bizonyos explicit mo´don megadott bilinea´ris leke´peze´s
(amelynek pontos defin´ıcio´ja´t la´sd a disszerta´cio´ 2.4. fejezete´ben).
A kompatibilita´si felte´telt teljes´ıto˝ parame´terek halmaza´t jelo¨lje
P :=
{
(ϕ, θ, ξ) ∈ P : ϕ ∈ C1, ϕ˙(0−) = f(0, ϕ, ϕ(−τ(0, ϕ, ξ)), θ)
}
.
2.4.16. Te´tel. Tegyu¨k fel, hogy (A1) (i)–(vi), (A2) (i)–(vii) teljesu¨lnek. Ekkor
minden t ∈ [0, α]-ra a
Γ2 ⊃ (P2 ∩ Γ2) → R
n, γ 7→ x(t, γ)
e´s
Γ2 ⊃ (P2 ∩ Γ2) → C, γ 7→ xt(·, γ)
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fu¨ggve´nyek ke´tszer differencia´lhato´ak a γ szerint minden γ ∈ P2 ∩ Γ2 ∩ P-ra, e´s
D22x(t, γ)〈h, y〉 = w
h,y(t), h, y ∈ Γ2,
valamint
D22xt(·, γ)〈h, y〉 = w
h,y
t , h, y ∈ Γ2,
ahol wh,y a (15)-(16) varia´cio´s egyenlet megolda´sa. Tova´bba´, ha (A2) (viii) teljesu¨l,
akkor a
R× Γ2 ⊃
(
[0, α]× (P2 ∩ Γ2 ∩ P)
)
→ L2(Γ2 × Γ2, R
n), (t, γ) 7→ D22x(t, γ)
e´s
R× Γ2 ⊃
(
[0, α]× (P2 ∩ Γ2 ∩ P)
)
→ L2(Γ2 × Γ2, C), (t, γ) 7→ D22xt(·, γ)
leke´peze´sek folytonosak.
3. fejezet
Az e´rtekeze´s 3. fejezete´ben a parame´ter szerinti differencia´lhato´sa´g alkalmaza´sa-
ke´nt a (10)-(11) k.e´.f. skala´ris va´ltozata´ra vonatkozo´ parame´ter becsle´si feladatot
vizsga´ltam. Az ala´bbi felte´telre volt szu¨kse´gem.
(B1) n = 1, azaz a (10) egyenlet skala´ris;
(B2) ΓN ⊂ Γ ve´ges dimenzio´s alte´r minden N ∈ N-re;
(B3) le´tezik γ∗ ∈ Γ, amelyre J(γ∗) = 0;
(B4) minden N ∈ N-re a χNj := (χ
ϕ,N
j , χ
θ,N
j , χ
ξ,N
j ) ba´zis fu¨ggve´nyekre χ
ϕ,N
j ∈ PW
2,∞
teljesu¨l minden j = 1, . . . , N -re, e´s le´tezik olyan −r < t1 < · · · < tm < 0
beoszta´s, ahol m = m(N), e´s amelyre χ˙ϕ,Nj e´s χ¨
ϕ,N
j fu¨ggve´nyek szakada´si
pontjai a ti pontok minden j = 1, . . . , N -re;
(B5) minden N ∈ N-re
∑N
j=1 |χ
N
j |Γ ≤ 1;
(B6) minden N ∈ N-re a J fu¨ggve´ny ΓN alte´rre valo´ megszor´ıta´sa´nak le´tezik γN ∈
ΓN loka´lis minimuma.
A felte´teleket teljes´ıto˝ ΓN ve´ges dimenzio´s alterekre a numerikus pe´lda´kban terme´-
szetes va´laszta´si leheto˝se´g a linea´ris spline fu¨ggve´nyek halmaza.
16
               dc_109_10
3.2.1. Defin´ıcio´. Azt mondjuk, hogy a ck ∈ RN sorozat szuperlinea´risan konverga´l
c∗ ∈ RN -hez, ha le´tezik olyan εk ≥ 0 sorozat, amelyre εk → 0, ha k →∞, e´s
|ck+1 − c∗| ≤ εk|c
k − c∗|, k ∈ N.
3.2.2. Te´tel. Tegyu¨k fel, hogy (A1) (i)–(iii), (A2) (i)–(iii) e´s (B1)–(B3) telje-
su¨lnek, tova´bba´ γ∗ :=
∑N
j=1 c
∗
jχ
N
j ∈ P1 ∩ Γ
N valamely N ∈ N-re, e´s D(c∗) in-
verta´lhato´, ahol c∗ := (c∗1, . . . , c
∗
N)
T . Ekkor erre az N-re a (8) kva´zi-lineariza´cio´s
sorozat loka´lisan szuperlinea´risan konverga´l c∗-hez.
Megjegyzem, hogy a numerikus pe´lda´k azt mutatja´k, hogy a gyakorlatban a
szuperlinea´ris sebesse´gne´l gyorsabban konverga´l a kva´zi-lineariza´cio´s sorozat, de
ennek igazola´sa´hoz nem ismerju¨k a megolda´s elegendo˝ simasa´gi tulajdonsa´ga´t a
parame´terre vonatkozo´an.
3.2.3. Te´tel. Tegyu¨k fel, hogy (A1) (i)–(v), (A2) (i)–(vi), e´s (B1)–(B7) teljesu¨l-
nek, tova´bba´ a (B3) felte´telben szereplo˝ γ∗ parame´terre γ∗ ∈ P1. Legyen δ
∗ > 0
a 2.3.8. Lemma a´ltal definia´lt konstans, legyen γN :=
∑N
j=1 cjχ
N
j a (B6) felte´telben
definia´lt parame´ter, cN := (c1, . . . , cN)
T , m = m(N) e´s χϕ,Nj (j = 1, . . . , N) a (B4)
felte´tellel definia´lva,
K := max
{
|cN |1 + δ
∗, (|cN |1 + δ
∗) max
j=1,...,N
|χ¨ϕ,Nj |L∞
}
,
e´s legyen N3 = N3(γ
∗, δ∗, m, K) a 2.3.8. Lemma a´ltal definia´lt konstans. Ekkor ha
γN ∈ BΓ(γ
∗; δ∗), a D(cN) ma´trix inverta´lhato´, e´s
|D−1(cN)|1N3
∑`
i=0
|x(ti, c
N)−Xi| < 1,
akkor ilyen N-ekre a (8) kva´zi-lineariza´cio´s sorozat loka´lisan konverga´l cN -hez.
4. fejezet
Az e´rtekeze´s 4. fejezete´ben a
d
dt
(
x(t)− g(t, xt, x(t− ρ(t, xt, χ)), λ)
)
= f
(
t, xt, x(t− τ(t, xt, ξ)), θ
)
,
t ∈ [0, T ], (17)
x(t) = ϕ(t), t ∈ [−r, 0] (18)
neutra´lis egyenlethez tartozo´ k.e´.f.-ot vizsga´ltam. Az (A1) e´s (A2) felte´telek mellett
az ala´bbi felte´teleket haszna´ltam fel.
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(A3) (i) g : [0, T ]× C × Rn × Λ → Rn folytonos;
(ii) g Lipschitz folytonos a ko¨vetkezo˝ e´rtelemben:
|g(t, ψ, u, λ)− g(t, ψ¯, u¯, λ¯)|
≤ L3
(
|t− t¯|+ max
ζ∈[−r,−r0]
|ψ(ζ)− ψ¯(ζ)|+ |u− u¯|+ |λ− λ¯|Λ
)
;
(iii) g folytonosan differencia´lhato´ a 2., 3. e´s 4. va´ltozo´ja´ban;
(iv) D2g, D3g e´s D4g Lipschitz folytonos az 1., 2. e´s 3. va´ltozo´ja´ban;
(A4) (i) ρ : [0, T ]× C ×X → [r0, r] folytonos;
(ii) ρ Lipschitz folytonos a ko¨vetkezo˝ e´rtelemben:
|ρ(t, ψ, χ)− ρ(t, ψ¯, χ¯)| ≤ L6
(
|t− t¯|+ max
ζ∈[−r,−r0]
|ψ(ζ)− ψ¯(ζ)|+ |χ− χ¯|X
)
;
(iii) ρ folytonosan differencia´lhato´ a 2. e´s 3. va´ltozo´ja´ban;
(iv) D2ρ e´s D3ρ Lipschitz folytonos az 1. e´s 2. va´ltozo´ja´ban.
Megmutattam, hogy a (17) alaku´ egyenletek egy sze´les oszta´lya´ban teljesu¨lnek
a fenti felte´telek. Ebben a fejezetben a parame´ter teret a
Γ := W 1,∞ ×Θ× Ξ× Λ×X
te´rnek va´lasztottam, a szorzat norma´val ella´tva.
4.2.2. Te´tel. Tegyu¨k fel az (A1) (i), (ii), (A2) (i), (ii), felte´teleket, e´s legyen
γˆ ∈ Γ. Ekkor le´teznek olyan δ > 0 e´s 0 < α ≤ T ve´ges sza´mok, amelyre
(i) minden γ ∈ P := BΓ(γˆ; δ) este´n a (17)-(18) k.e´.f.-nak le´tezik pontosan egy
x(t, γ) megolda´sa az [−r, α] intervallumon;
(ii) xt(·, γ) ∈ W
1,∞ minden γ ∈ P e´s t ∈ [0, α]-re, e´s le´tezik olyan L = L(α, δ)
konstans, amelyre
|xt(·, γ)− xt(·, γ¯)|W 1,∞ ≤ L|γ − γ¯|Γ, γ ∈ P, t ∈ [0, α]
teljesu¨l.
A kompatibilita´si felte´telt az ala´bbi mo´don definia´ltam:
P :=
{
(ϕ, ξ, θ, λ, χ) ∈ Γ : g(t, ψ, u, λ) e´s ρ(t, ψ, χ) a t va´ltozo´ra szerint
parcia´lisan differencia´lhato´, e´s a (t, ψ, u) 7→ D1g(t, ψ, u, λ) e´s
(t, ψ) 7→ D1ρ(t, ψ, χ) fu¨ggve´nyek folytonosak t ∈ [0, T ]-re; ϕ ∈ C
1;
ϕ˙(0−) = D1g(0, ϕ, ϕ(−ρ(0, ϕ, χ)), λ) + D2g(0, ϕ, ϕ(−ρ(0, ϕ, χ)), λ)ϕ˙
+D3g(0, ϕ, ϕ(−ρ(0, ϕ, χ)), λ)ϕ˙(−ρ(0, ϕ, χ))
×(1−D1ρ(0, ϕ, χ)−D2ρ(0, ϕ, χ)ϕ˙) + f(0, ϕ, ϕ(−τ(0, ϕ, ξ)), θ)
}
.
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Definia´ltam a G(t, x) : C × Λ×X → Rn,
G(t, x)(ψ, hλ, hχ)
:= D2g(t, xt, x(t− ρ(t, xt, χ¯)), λ¯)ψ + D3g(t, xt, x(t− ρ(t, xt, χ¯)), λ¯)
×
[
−x˙(t− ρ(t, xt, χ¯))
{
D2ρ(t, xt, χ¯)ψ + D3ρ(t, xt, χ¯)h
χ
}
+ψ(−ρ(t, xt, χ¯))
]
+ D4g(t, xt, x(t− ρ(t, xt, χ¯)), λ¯)h
λ
linea´ris opera´tort, e´s tekintettem a
d
dt
(
z(t)−G(t, x)(zt, h
λ, hχ)
)
= L(t, x)(zt, h
ξ, hθ), t ∈ [0, α] (19)
z(t) = hϕ(t), t ∈ [−r, 0] (20)
k.e´.f.-ot h = (hϕ, hθ, hξ, hλ, hχ) ∈ Γ-ra.
4.3.4. Te´tel. Tegyu¨k fel, hogy (A1) (i)–(iii), (A2) (i)–(iii), (A3) (i)–(iv) e´s (A4)
(i)–(iv) teljesu¨lnek, legyen P e´s α > 0 a 4.2.2. Te´tellel definia´lva, γ¯ ∈ P ∩ P, e´s
legyen x(t; γ) a (17)-(18) k.e´.f. megolda´sa a [−r, α] intervallumon γ ∈ P -re. Ekkor
az x(t, ·) : Γ ⊃ P → Rn fu¨ggve´ny differencia´lhato´ a γ¯ pontban minden t ∈ [0, α]-re,
e´s
D2x(t, γ¯)h = z(t, γ¯, h), h ∈ Γ, t ∈ [0, α],
ahol z a (19)-(20) k.e´.f. megolda´sa.
4.3.5. Ko¨vetkezme´ny. A 4.3.4. Te´tel felte´telei mellett a
Γ ⊃ P → C, γ 7→ x(·, γ)t
fu¨ggve´ny differencia´lhato´ minden γ¯ ∈ P ∩ P pontban minden t ∈ [0, α]-re, e´s
D2xt(·, γ¯)h = zt(·, γ¯, h), h ∈ Γ, t ∈ [0, α].
Hivatkoza´sok
[1] W. G. Aiello, H. I. Freedman, J. Wu, Analysis of a model representing state-structured popu-
lation growth with state-dependent time delay, SIAM J. Applied Math. 52 (1992), 855-869.
[2] J. F. M. Al-Omari, S.A. Gourley, Dynamics of a stage-structured population model incor-
porating a state-dependent maturation delay, Nonlinear Analysis: Real World Applications 6
(2005) 13-33.
[3] A. Anguraj, A. Arjunan, M. Mallika, E. Herna´ndez, Existence results for an impulsive neutral
functional differential equation with state-dependent delay. Appl. Anal. 86:7 (2007) 861–872.
19
               dc_109_10
[4] O. Arino, Hbid, M. L., R. Bravo de la Parra, A mathematical model of growth of population
of fish in the larval stage: Density-dependence effects, Math. Biosciences 150 (1998) 1-20.
[5] H. T. Banks, J. A. Burns and E. M. Cliff, Parameter estimation and identification for systems
with delays, SIAM J. Control and Opt., 19:6 (1981) 791–828.
[6] H. T. Banks and P. K. Daniel Lamm, Estimation of delays and other parameters in nonlinear
functional differential equations, SIAM J. Control and Opt., 21:6 (1983) 895–915.
[7] H. T. Banks, G. M. Groome, Convergence theorems for parameter estimation by quasilineari-
zation, J. Math. Anal. Appl. 42 (1973) 91–109.
[8] M. Bartha, On stability properties for neutral differential equations with state-dependent delay,
Differential Equations Dynam. Systems 7 (1999), 197–220.
[9] A. Bellen, N. Gulielmi, Solving neutral differential equations with state-dependent delays, J.
Comput. Appl. Math., 229:2 (2009) 1260–1267.
[10] A. Bellen, M. Zennaro, Numerical methods for delay differential equations, Oxford Science
Publications, Clarendon Press, Oxford, 2003.
[11] D. W. Brewer, Quasi-Newton methods for parameter estimation in functional differential equ-
ations, Proc. 27th IEEE Conf. on Decision and Control, Austin, TX, (1988) 806–809.
[12] D. W. Brewer, J. A. Burns, E. M. Cliff, Parameter identification for an abstract Cauchy problem
by quasilinearization, Quart. Appl. Math. 51:1 (1993) 1–22.
[13] M. Brokate, F. Colonius, Linearizing equations with state-dependent delays, Appl. Math.
Optim., 21 (1990) 45–52.
[14] M. Bu¨ger, M. R. W. Martin, Stabilizing control for an unbounded state-dependent delay dif-
ferential equation, In: Dynamical Systems and Differential Equations, Kennesaw (GA), 2000,
Discrete and Continuous Dynamical Systems (Added Volume), 2001, 56-65.
[15] M. Bu¨ger, M. R. W. Martin, The escaping desaster: A problem related to state-dependent
delays. J. Applied Mathematics and Physics (ZAMP) 55 (2004), 547-574.
[16] Y. K. Chang and W. S. Li, Solvability for Impulsive Neutral Integro-Differential Equations with
State-Dependent Delay via Fractional Operators, J Optim Theory Appl., 144 (2010), 445–459.
[17] Y. Chen, Q. Hu, J. Wu, Second-order differentiability with respect to parameters for differential
equations with adaptive delays, Front. Math. China, 5:2 (2010) 221–286.
[18] C. Cuevas, G. M. N’Gue´re´kata and M. Rabelo, Mild solutions for impulsive neutral functional
differential equations with state-dependent delay Semigroup Forum, 80:3 (2010), 375–390.
[19] O. Diekmann, S. A. van Gils, S. M. Verduyn Lunel, and H.-O. Walther, Delay Equations,
Functional-, Complex-, and Nonlinear Analysis, Springer-Verlag, New York, 1995.
[20] R. D. Driver, Existence theory for a delay-differential system, Contributions to Differential
Eqs. 1 (1963), 317-336.
[21] R. D. Driver, A two-body problem of classical electrodynamics: the one-dimensional case,
Annals of Physics 21 (1963), 122-142.
20
               dc_109_10
[22] R. D. Driver, A functional-differential system of neutral type arising in a two-body problem
of classical electrodynamics, In International Symposium on Nonlinear Differential Equations
and Nonlinear Mechanics, pp. 474-484, LaSalle, J., and S. Lefschetz eds., Academic Press, New
York, 1963.
[23] R. D. Driver, A neutral system with state-dependent delay, J. Differential Eqs. 54 (1984),
73-86.
[24] G. Fusco, N. Gulielmi, A regularization for discontinuous differential equations with application
to state-dependent delay differential equations of neutral type, J. Differential Equations, 250
(2011) 3230–3279.
[25] J. G. Gatica, P. Waltman, A threshold model of antigen antibody dynamics with fading
memory, In Nonlinear Phenomena in Mathematical Sciences, pp. 425-439, Lakshmikantham,
V., ed., Academic Press, New York, 1982.
[26] J. G. Gatica, P. Waltman, Existence and uniqueness of solutions of a functional differential
equation modeling thresholds, Nonlinear Analysis TMA 8 (1984), 1215-1222.
[27] J. G. Gatica, P. Waltman, A system of functional differential equations modeling threshold
phenomena, Applicable Analysis 28 (1988), 39-50.
[28] I. Gyo˝ri, On approximation of the solutions of delay differential equations by using piecewise
constant arguments, Internat. J. Math. & Math. Sci. 14:1 (1991), 111–126.
[29] I. Gyo˝ri, F. Hartung and J. Turi, On numerical approximations for a class of differential
equations with time- and state-dependent delays, Appl. Math. Letters, 8:6 (1995) 19–24.
[30] J. K. Hale, L. A. C. Ladeira, Differentiability with respect to delays, J. Diff. Eqns., 92 (1991)
14–26.
[31] J. K. Hale, S.M. Verduyn Lunel, Introduction to Functional Differential Equations, Springer-
Verlag, New York, 1993.
[32] F. Hartung, On differentiability of solutions with respect to parameters in a class of functional
differential equations, Funct. Differ. Equ., 4:1-2 (1997) 65–79.
[33] F. Hartung, Parameter estimation by quasilinearization in functional differential equations with
state-dependent delays: a numerical study, Nonlinear Anal., 47:7 (2001) 4557–4566.
[34] F. Hartung, On differentiability of solutions with respect to parameters in neutral differential
equations with state-dependent delays, J. Math. Anal. Appl., 324:1 (2006) 504–524.
[35] F. Hartung, Linearized stability for a class of neutral functional differential equations with
state-dependent delays, J. Nonlinear Analysis: Theory, Methods and Applications, 69 (2008)
1629–1643.
[36] F. Hartung, Differentiability of solutions with respect to the initial data in differential equations
with state-dependent delays, Preprint.
[37] F. Hartung, T. L. Herdman and J. Turi, Identifications of parameters in hereditary systems,
Proceedings of ASME Fifteenth Biennial Conference on Mechanical Vibration and Noise, Bos-
ton, Massachusetts, September 1995, DE-Vol 84-3, Vol.3, Part C, 1061–1066.
21
               dc_109_10
[38] F. Hartung, T. L. Herdman and J. Turi, Identifications of parameters in hereditary systems: a
numerical study, Proceedings of the 3rd IEEE Mediterranean Symposium on New Directions
in Control and Automation, Cyprus, July 1995, 291–298.
[39] F. Hartung, T. L. Herdman, and J. Turi, On existence, uniqueness and numerical approximation
for neutral equations with state-dependent delays, Appl. Numer. Math., 24 (1997) 393–409.
[40] F. Hartung, T. L. Herdman, and J. Turi, Parameter identification in classes of hereditary
systems of neutral type, Appl. Math. and Comp., 89 (1998) 147–160.
[41] F. Hartung, T. L. Herdman, and J. Turi, Parameter identification in neutral functional differ-
ential equations with state-dependent delays, Nonlin. Anal., 39 (2000) 305–325.
[42] F. Hartung, T. Krisztin, H.O. Walther and J. Wu, Functional differential equations with state-
dependent delays: theory and applications, in Handbook of Differential Equations: Ordinary
Differential Equations, volume 3, edited by A. Canada, P. Dra´bek and A. Fonda, Elsevier,
North-Holand, 2006, 435–545.
[43] F. Hartung, J. Turi, On differentiability of solutions with respect to parameters in state-
dependent delay equations, J. Differential Equations 135:2 (1997), 192–237.
[44] F. Hartung, J. Turi, Identification of Parameters in Delay Equations with State-Dependent
Delays, J. Nonlinear Analysis: Theory, Methods and Applications, 29:11 (1997) 1303–1318.
[45] F. Hartung and J. Turi, Identification of Parameters in Neutral Functional Differential Equ-
ations with State-Dependent Delays, Proceedings of 44th IEEE Conference on Decision and
Control and European Control Conference ECC 2005, Seville, (Spain). 12-15 December 2005,
5239–5244.
[46] T. L. Herdman, P. Morin, R. D. Spies, Parameter identification for nonlinear abstract Cauchy
problems using quasilinearization, J. Optim. Th. Appl. 113 (2002) 227–250.
[47] J. T. Hoag, R. D. Driver, A delayed-advanced model for the electrodynamics two-body prob-
lem, Nonlinear Analysis TMA 15 (1990), 165-184.
[48] F. C. Hoppensteadt, P. Waltman, A flow mediated control model or respiration. In Lectures
on Mathematics in the Life Sciences, vol. 12, pp. 211-218, Amer. Math. Soc., Providence, 1979.
[49] T. Insperger, G. Ste´pa´n, F. Hartung, J. Turi, State dependent regenerative delay in milling
processes, in Proceedings of ASME International Design Engineering Technical Conferences,
Long Beach CA, (2005), paper no. DETC2005-85282 (CD-ROM).
[50] T. Insperger, G. Ste´pa´n, J. Turi, State-dependent delay model for regenerative cutting pro-
cesses, Proceedings of the Fitfth EUROMECH Nonlinear Dynamics Conference, Eindhoven,
Netherlands, 2005, 1124-1129.
[51] V. B. Kolmanovskii, V. R. Nosov, Stability of functional differential equations, Academic Press,
1986.
[52] T. Krisztin, A local unstable manifold for differential equations with state-dependent delay.
Discrete and Continuous Dynamical Systems 9 (2003), 993–1028.
[53] T. Krisztin, C1-smoothness of center manifolds for differential equations with state-dependent
delay. To appear in Nonlinear Dynamics and Evolution Equations, Fields Institute Communi-
cations, 48 (2006) 213–226.
22
               dc_109_10
[54] Y. Kuang, Delay differential equations with applications with applications in population dy-
namics, Academic Press, 1993.
[55] Y. Kuang, H. L. Smith, Periodic solutions of differential delay equations with threshold-type
delays, In Oscillation and Dynamics in Delay Equations, pp. 153-176, Graef, J. R., and J. K.
Hale eds., Contemporary Mathematics, vol. 120, Amer. Math. Soc., Providence, 1992.
[56] Y. Kuang, H. L. Smith, Slowly oscillating periodic solutions of autonomous state-dependent
delay differential equations, Nonlinear Analysis TMA 19 (1992), 855-872.
[57] W. S. Li, Y. K. Chang, J. J. Nieto, Solvability of impulsive neutral evolution differential
inclusions with state-dependent delay, Math. Comput. Modelling, 49 (2009) 1920–1927.
[58] Y. Liu, Numerical solutions of implicit neutral functional differential equations, SIAM J.
Numer. Anal. 36:2 (1999), 516–528.
[59] A. Manitius, On the optimal control of systems with a delay depending on state, control, and
time. Se´minaires IRIA, Analyse et Controˆle de Syste`mes, IRIA, France, 1975, 149–198.
[60] K. A. Murphy, Estimation of time- and state-dependent delays and other parameters in func-
tional differential equations, SIAM J. Appl. Math., 50:4 (1990) 972–1000.
[61] A. V. Rezounenko, Differential equations with discrete state-dependent delay: uniqueness and
well-posedness in the space of continuous functions. Nonlinear Anal. 70:11, 3978-3986 (2009)
[62] J. P. C. dos Santos, Existence results for a partial neutral integro-differential equation with
state-dependent delay, Electron. J. Qual. Theory Differ. Equ., 29 (2010), 12 pp.
[63] B. Sleza´k, On the parameter-dependence of the solutions of functional differential equations
with unbounded state-dependent delay I. The upper-semicontinuity of the resolvent function,
Int. J. Qual. Theory Differential Equations Appl., 1:1 (2007) 88–114.
[64] R. A. Struble, Nonlinear Differential Equations, McGraw-Hill Book Co., 1962.
[65] H.-O. Walther, Stable periodic motion of a system with state-dependent delay, Differential
and Integral Eqs. 15 (2002), 923-944
[66] H.-O. Walther, Smoothness properties of semiflows for differential equations with state de-
pendent delay. Russian, in Proceedings of the International Conference on Differential and
Functional Differential Equations, Moscow, 2002, vol. 1, pp. 40–55, Moscow State Aviation
Institute (MAI), Moscow 2003. English version: J. Math. Sci. 124 (2004), 5193–5207.
[67] H.-O. Walther, Stable periodic motion of a system using echo for position control, J. Dynamics
and Differential Eqs. 15 (2003), 143-223.
[68] H.-O. Walther, The solution manifold and C1-smoothness of solution operators for differential
equations with state dependent delay, J. Differential Equations 195 (2003), 46–65.
[69] H.-O. Walther, On a model for soft landing with state-dependent delay, Journal of Dynamics
and Differential Equations, 19:3 (2007), 593-622.
[70] H.-O. Walther, Linearized stability for semiflows generated by a class of neutral equations, with
applications to state-dependent delays, J. Dyn. Diff. Equat., 22:3 (2010) 439–462.
[71] H.-O. Walther, Semiflows for neutral equations with state-dependent delays, Preprint (2009).
23
               dc_109_10
[72] E. Winston, Uniqueness of solutions of state dependent delay differential equations, J. Math.
Anal. Appl. 47 (1974), 620–625.
[73] Z. Yang, J. Cao, Existence of periodic solutions in neutral state-dependent delays equations
and models, J. Comput. Appl. Math. 174 (2005), 179–199.
[74] Z. Zhou, Z. Yang, Periodic solutions in higher-dimensional Lotka-Volterra neutral competition
systems with state-dependent delays, Appl. Math. Comput., 189 (2007) 986–995.
24
               dc_109_10
