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Abstrat
We onsider weighted random balls in R
d
distributed aording to a random
Poisson measure with heavy tailed intensity and study the asymptoti behavior of
the total weight of some ongurations in R
d
while we perform a zooming opera-
tion. The resulting proedure is very rih and several regimes appear in the limit,
depending on the intensity of the balls, the zooming fator, the tail parameters of
the radii and the weights. Statistial properties of the limit elds are also evidened,
suh as isotropy, self-similarity or dependene. One regime is of partiular interest
and yields α-stable stationary isotropi self-similar generalized random elds whih
reovers Takenaka elds, Teleom proess or frational Brownian motion.
Key words: self-similarity, generalized random elds, stable eld, Poisson point
proess.
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Introdution
In this work, we onsider the so-alled weighted random balls model and investigate
its onvergene when suitably resaled and normalized. We exhibit three dierent
asymptoti regimes driving the marosopi and mirosopi variations of this model,
namely (i) a stable, translation and rotation invariant, self-similar random eld on
∗
This is a version of an original paper to be published in Stohasti Proesses and Their Appliations
whih only diers from the published paper by typographial hanges (doi:10.1016/j.spa.2009.06.010).
†
Laboratoire MIA, Université de La Rohelle, 17042 La Rohelle Cedex, Frane. Email:
jbretonuniv-lr.fr
‡
Laboratoire LMA, Université de Poitiers, Téléport 2, BP 30179, F-86962 Futurosope-Chasseneuil
edex, Frane. Email: lement.dombrymath.univ-poitiers.fr
1
R
d
, (ii) a Poissonian eld and (iii) a stable eld with independene. The weighted
random balls model is onstruted in the following way: the enters of the balls
are distributed aording to a Poisson point proess, with eah enter x labelled
with a random radius r and a random weight m. The eld under study is, roughly
speaking, at eah point, the weight density dened as the sum of the weights of
the balls ontaining this point. The overlap of the balls yields non-trivial spatial
orrelations when the random radii of the balls are heavy tailed.
This fairly simple geometri onstrution has found numerous appliations and is
pertinent in various modeling situations. Similar stohasti models were onsidered
by Kaj in [6℄ when modeling a simplied wireless network that onsists of a olle-
tion of spatially distributed stations equipped with emitters for transmission over
a ommon ommuniation hannel. Here, the loation of a station or of a network
node is represented by the point x, its range by the radius r and its power by the
weight m. The weight density measures the total power of emission at a given point
and in this ase, m is supposed to be non-negative. But our model supports more
generally real-valued weights.
In [1℄, Biermé and Estrade onsider similar models in dimension d = 2 as models
in imagery (in this ase, the weight intensity stands for the gray level of a pixel in
a blak and white piture) and in dimension d = 3 for modeling three dimensional
porous or heterogeneous media (here, the weight density is seen as a mass density).
They investigate the mirosopi properties of the random balls ongurations by
performing a saling operation whih amounts to zoom in smaller regions of spae.
In [7℄, Kaj et al. study similar random grain model by shrinking to zero the volume
of the grains. This amounts to analyse the marosopi properties of the random
balls ongurations by performing a saling operation whih amounts here to zoom
out over larger areas.
Reently, Biermé, Estrade and Kaj introdue in [2℄ a general framework for
resaled random balls model allowing both zoom-in (as in [1℄) and zoom-out (as in
[7℄). In this zooming proedure, several limit elds arise, whih are either of Gaussian
or of Poisson type aording to the respetive asymptoti of the zooming rate and
of the Poisson intensity of the balls. Furthermore, they show that essentially all
Gaussian, translation and rotation invariant self-similar generalized random elds
an be obtained as suh a limit.
Note that in the resaled random balls model of [1℄, [7℄ and [2℄, the weights in
the eld under study are xed equal to m ≡ 1. Models with randomized weights
have been less intensively studied. In dimension d = 1, Kaj and Taqqu study in [4℄
limiting shemes for weighted random balls model, deriving Gaussian, Poisson and
stable regimes. This model applies in partiular to study the random variation in
paket networks omputer tra.
Our main ontribution in this paper is to introdue a general study of marosopi
and mirosopi variations in weighted models in R
d
. This generalizes both [2℄ sine
the balls are randomly weighted and [4℄ sine we onsider an arbitrary dimension
d and more general ongurations on the balls. As in [7℄ and [4℄, three dierent
regimes appear aording to the relative behavior of the saling rate and of the
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Poisson intensity. In partiular, when the random weights are heavy tailed, the
limit generalized random elds are stable, translation and rotation invariant, and
also self-similar. The paper is organized as follows. The model under study is
desribed in Setion 1. Our main results under dierent saling regimes are stated
and disussed in Setion 2. Finally, Setion 3 is devoted to the proof of tehnial
lemmas and of the main results.
1 Model of weighted random balls
We onsider random balls B(x, r) = {y ∈ Rd : ‖y−x‖ < r} with weightm, the triplet
(x, r,m) being distributed aording to a Poisson random measure Nλ(dx, dr, dm)
on R
d × R+ × R with intensity
n(dx, dr, dm) = λdxF (dr)G(dm)
where λ is positive, F is a positive measure on R+ and G a probability measure on
R. Here, and in what follows, ‖ · ‖ stands for the usual Eulidean norm on Rd.
The point proess of the enters of the balls in R
d
is the projetion of the point
proess in R
d×R+×R orresponding to the Poisson random measure Nλ(dx, dr, dm).
It is easily seen that it is a Poisson point proess with intensity λdx, and hene the
parameter λ is interpreted as the intensity of the balls in Rd.
We suppose that the measure F driving the distribution of the radius r is abso-
lutely ontinuous F (dr) = f(r)dr with∫
R+
rdF (dr) < +∞ (1)
and suh that for either ǫ = +1 or ǫ = −1,
f(r) ∼r→0ǫ Cβr
−1−β
(2)
where by onvention 0+1 = 0 and 0−1 = +∞. As will be explained later, the
ase ǫ = +1 will be referred as the zoom-in ase, whereas the ase ǫ = −1 will be
referred as the zoom-out ase. Condition (2) assumes a power behavior of the radius
density at the origin (zoom-in ase ǫ = +1) or at innity (zoom-out ase ǫ = −1).
Condition (1) is equivalent to the niteness of the volume of the random balls. Note
that assumptions (1) and (2) together imply that for ǫ = +1, we must have β < d,
while for ǫ = −1, we must have β > d.
We suppose that the probability measure G belongs to the normal domain of
attration of the α-stable distribution Sα(σ, b, τ) with α ∈ (1, 2], i.e. if X1, . . . ,Xn
are independent and identially distributed (i.i.d.) aording to G, n−1/α(X1+ · · ·+
Xn) ⇒ Sα(σ, b, τ). We reall the following estimate (see [3℄) of the harateristi
funtion ϕG of G as θ → 0
ϕG(θ) = 1 + iθτ − σ
α|θ|α(1 + ibε(θ) tan(πα/2) + o(|θ|α), (3)
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where here, and in what follows, ε(a) = +1 if a > 0, ε(a) = −1 if a < 0 and
ε(0) = 0. In ase α ∈ (1, 2), typial hoies for G are heavy tailed distributions
while for α = 2, G is any distribution with nite variane. In this latter ase, we
reover a weighted version of the main results in [2℄ (set G = δ1 to reover exately
the setting desribed in [2℄).
Let M denote the set of signed measures on Rd with nite total variation |µ|(Rd),
where |µ| is the total variation of a measure µ. We reall that equipped with the
norm of total variation ‖µ‖M = |µ|(R
d), M is a Banah spae. We onsider the
random eld
M(µ) =
∫
Rd×R+×R
mµ(B(x, r))Nλ(dx, dr, dm) (4)
indexed by signed measures µ ∈ M. When µ = δy, y ∈ R
d
, M(δy) is the weight
density at point y as desribed in the introdution: it is the sum of the algebrai
weights of the balls ontaining the point y.
Note that the stohasti integral in (4) is well dened and has nite expeted
value sine ∫
Rd×R+×R
|mµ(B(x, r))|n(dx, dr, dm)
≤
∫
R
|m|G(dm) × λ|B(0, 1)||µ|(Rd)
∫
R+
rdF (dr) < +∞.
where |A| stands for the Lebesgue measure of a Borel set A. Furthermore, the
expeted value is given by
E[M(µ)] = λ|B(0, 1)|
∫
R
mG(dm)
∫
R+
rdF (dr) µ(Rd).
We are interested in the variations ofM(µ) at a mirosopi or marosopi level.
To do so, we swell, resp. shrink, the volume of the balls replaing the radius r of a
ball by ρr and taking the limit ρ→ +∞, resp. ρ→ 0. In this proedure, the law of
the radius is replaed by Fρ(dr) = f(r/ρ)dr/ρ, the image measure of F (dr) by the
hange of sale r 7→ ρr. In order to derive non-trivial asymptotis, the intensity λ
of the balls is hanged aordingly and we shall write λ(ρ) to underline that from
now on the intensity depends on the saling parameter ρ. In what follows, we are
thus interested in the following random eld:
Mρ(µ) =
∫
Rd×R+×R
mµ(B(x, r))Nλ(ρ),ρ(dx, dr, dm)
where Nλ(ρ),ρ(dx, dr, dm) is the Poisson measure with intensity λ(ρ)dxFρ(dr)G(dm).
The limit ρ→ 0 is interpreted as zoom-out in the random ongurations of balls and
this is relevant when the behavior of f is known at +∞, i.e. ǫ = −1 in (2). In this
ase, we investigate the marosopi variations of M . On the ontrary, ρ→ +∞ is
interpreted as zoom-in in spae and this is relevant when the behavior of f is known
at 0, i.e. ǫ = +1 in (2) and this is the mirosopi variations that are investigated.
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Remark 1.1 As observed before, the hoie G = δ1 reovers the setting of [2℄ for
non-weighted random balls, see (4) therein. If d = 1, a verbatim replaement of
B(x, r) = (x− r, x+ r) by (x, x+ r) and the hoie µ = | · ∩(0, t)| reover the eld
studied in [4℄ in the "ontinuous ow reward model", see (18) therein.
2 Results
We exhibit normalization terms n(ρ) suh that the normalized entered random
eld n(ρ)−1
(
Mρ(·) − E[Mρ(·)]
)
onverges in nite-dimensional distribution (f.d.d.)
to a limit random eld. In what follows, we are interested in f.d.d. onvergene on
subspaes M˜ of M and we will denote it by
fM
−→.
It is natural to investigate rst the behavior of the random eld giving the density
of the weights at eah point whih in our notations rewrites (Mρ(δy))y∈Rd . The
heuristi is the following. The average numbers of balls ontaining the point y is
given by
E
[∫
Rd×R+×R
1{y∈B(x,r)}Nλ(ρ),ρ(dx, dr, dm)
]
= V λ(ρ)ρd,
where V = cd
∫
rdF (dr) is the expeted volume of a random ball and cd stands
for the volume of the Eulidean unit ball in R
d
. Sine the weights belong to the
domain of attration of an α-stable distribution, it is natural to introdue the saling
n0(ρ) = λ(ρ)
1/αρd/α. Convergene of the normalized and entered random variable
Mρ(δy) to an α-stable distribution is obtained if we suppose that λ(ρ)ρ
d → +∞
when ρ→ 0−ε. Heuristially, the dependene between Mρ(δy1) and Mρ(δy2) is given
by the weights of the balls ontaining both points y1 and y2. In the zoom-in ase
(ε = −1, ρ → +∞), the balls are very large yielding total dependene at the limit
and we have:
n0(ρ)
−1(Xρ(δy)− E[Xρ(δy)])
f.d.d.
−−→Wα, y ∈ R
d
(5)
whereWα(y) ≡Wα is a onstant random eld distributed aording to Sα(σV
1/α, b, 0).
In the zoom-out ase (ε = −1, ρ→ 0), the balls are very small yielding independene
at the limit and we have:
n0(ρ)
−1(Mρ(δy)− E[Mρ(δy)])
f.d.d.
−−→Wα(δy), y ∈ R
d, (6)
where Wα(δy), y ∈ R
d
, are i.i.d. Sα(σV
1/α, b, 0) distributed. Similar results as in
(5) and in (6) hold true for f.d.d. onvergene on the spae of measures with nite
support. Sine these results are not surprising, their proofs are omitted and in what
follows we investigate onvergene for more general measures.
2.1 Preliminaries on measured spaes
We introdue a subspae Mα,β ⊂M on whih we will show the onvergene of the
resaled generalized random eld Mρ(µ).
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Denition 2.1 For 1 < α ≤ 2 and β > 0, let Mα,β be the subset of measures
µ ∈ M satisfying for some nite onstant C and some 0 < p < β < q:
γ(r) :=
∫
Rd
|µ(B(x, r))|αdx ≤ C(rp ∧ rq) (7)
where for reals a, b: a ∧ b = min(a, b).
Here, and in what follows, C is a nite onstant that may hange at eah o-
urrene. Some elementary properties of the spaes Mα,β are given in the following
proposition.
Proposition 2.2
i) Mα,β is a linear subspae of M on whih
∀µ ∈ Mα,β ,
∫
Rd×R+
|µ(B(x, r))|αr−β−1dxdr < +∞.
ii) Mα,β is losed under translations, rotations and dilatations, i.e. when µ ∈
Mα,β, τsµ, Θµ and µa are also in Mα,β where for any Borelian set A and for
s ∈ Rd, Θ ∈ O(Rd), a ∈ R+
τsµ(A) = µ(A− s),Θµ(A) = µ(Θ
−1A), µa(A) = µ(a
−1A).
iii) When α ≤ α′, we have Mα,β ⊂Mα′,β.
iv) When β ≥ d, the spae Mα,β is inluded in the subspae of diuse measures
(i.e. suh that µ({x}) = 0 for any x ∈ Rd).
v) When β ≤ d, the spae Mα,β is inluded in the subspae of entered measures
(i.e. suh that µ(Rd) = 0).
Observe that Dira measures δy, y ∈ R
d
, are not in Mα,β. However, expliit ex-
amples of measure in Mα,β are given in the following proposition. Absolutely on-
tinuous measures (with respet to the Lebesgue measure) µ(dx) = φ(x)dx with
integrable density φ ∈ L1(Rd)∩Lα(Rd) will play an important role. In this ase, we
shall (abusively) note µ ∈ L1(Rd) ∩ Lα(Rd).
Proposition 2.3
i) If d < β < αd, any measure µ ∈ L1(Rd) ∩ Lα(Rd) belongs to Mα,β.
ii) If d − 1 < β < d, any entered measure µ(dx) = φ(x)dx ∈ L1(Rd) suh that∫
Rd
||y|||φ(y)|dy < +∞ belongs to Mα,β, as well as any entered measure with
nite support.
Note that in partiular, when d < β < αd (resp. d − 1 < β < d), Mα,β ontains
the spae S of measures with density in the Shwartz lass (resp. S0 the spae of
entered measures with density in the Shwartz lass). Note also that when α = 2,
the onditions supposed in [2℄ on the measure µ (expressed in terms of Riesz energy)
imply that µ ∈ M2,β . By analogy with the ase α = 2, we suspet the spae Mα,β
to be redued to {0} whenever β ≤ d− 1 or β ≥ αd, but we have no formal proof of
these fats. However, we refer to Theorem 2.19 for a positive result when β > αd.
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2.2 Limit theorems for the resaled weighted random
balls model
We now ome to the main results of this paper, viz. limit theorems for the resaled
generalized random eldsMρ and for ongurations µ ∈ Mα,β on the balls. As in [7℄
and [4℄ (for ǫ = −1), several regimes appear aording to the density of large/small
balls in the limit. More preisely, using (2):
Zoom-out ase (ǫ = −1, i.e. β > d and ρ → 0). The mean number of balls
with radius larger than one that over the origin is given by∫
Rd×R+
1‖x‖<r1r>1λ(ρ)dxFρ(dr) = cdλ(ρ)
∫ +∞
1
rdFρ(dr) ∼ρ→0
cdCβ
β − d
λ(ρ)ρβ .
Consequently, we distinguish the following three saling regimes:
• large-balls saling: λ(ρ)ρβ → +∞,
• intermediate saling: λ(ρ)ρβ → a ∈ (0,+∞),
• small-balls saling: λ(ρ)ρβ → 0.
Zoom-in ase (ǫ = +1, i.e. β < d and ρ → +∞). The mean number of balls
with radius less than one that over the origin is given by∫
Rd×R+
1‖x‖<r1r<1λ(ρ)dxFρ(dr) = cdλ(ρ)
∫ 1
0
rdFρ(dr) ∼ρ→+∞
cdCβ
d− β
λ(ρ)ρβ .
In this ase, the three saling regimes are:
• small-balls saling: λ(ρ)ρβ → +∞,
• intermediate saling: λ(ρ)ρβ → a ∈ (0,+∞),
• large-balls saling: λ(ρ)ρβ → 0.
In what follows, we study preisely the limiting shape of the random balls by
investigating the utuations of M(µ) around its mean. Three dierent limit elds
are exhibited aording to the saling performed.
2.2.1 Stable regime with dependene
In this setion, we investigate the behavior ofM under the saling ρβλ(ρ)→ +∞. In
this ase the limiting eld is given by an α-stable integral. We reall that the stable
stohasti integral of f with respet to an α-stable random measure with ontrol
measure m is well dened whenever f ∈ Lα(dm) and in this ase, this stohasti
integral follows an α-stable distribution. We refer to [10℄ for a omplete aount on
stable measures and integrals. The asymptoti of the resaled generalized elds Mρ
is given by the following result:
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Theorem 2.4 Suppose ρβλ(ρ) → +∞ when ρ → 0−ǫ. Let n1(ρ) = λ(ρ)
1/αρβ/α.
We have
Mρ(·)− E[Mρ(·)]
n1(ρ)
Mα,β
−−→ Zα(·) ρ→ 0
−ǫ
(8)
where Zα(µ) =
∫
Rd×R+ µ(B(x, r))Mα(dr, dx) is a stable integral with respet to the
α-stable measure Mα with ontrol measure σ
αCβr
−1−βdrdx and onstant skewness
funtion b given in the domain of attration of G.
Note that Zα(µ) makes sense as soon as
∫
R×R+ |µ(B(x, r))|
αr−1−βdrdx < +∞ (see
Prop. 2.2-i)). However, we need the stronger assumption µ ∈ Mα,β in order to
derive (8). Roughly speaking, the ontrol (7) of µ ∈ Mα,β allows to replae F by
its tails behavior given in (2) in asymptoti estimate.
Due to the invariane by translation and rotation of the Lebesgue measure, the
self-similarity of stable integral and the (global) invariane by rotation of the balls
and beause of Proposition 2.2-ii), we derive the following properties for the limit
eld Zα of Theorem 2.4:
Proposition 2.5
i) The eld Zα is stationary on Mα,β , that is:
∀µ ∈Mα,β ,∀s ∈ R
d, Zα(τsµ)
fdd
= Zα(µ).
ii) The eld Zα is isotropi on Mα,β, that is:
∀µ ∈Mα,β ,∀Θ ∈ O(R
d), Zα(Θµ)
fdd
= Zα(µ).
iii) The eld Zα is self-similar on Mα,β with index (d− β)/α, that is:
∀µ ∈Mα,β ,∀a > 0, Zα(µa)
fdd
= a(d−β)/αZα(µ).
Remark 2.6 The ovariation gives an insight into the struture of the spatial de-
pendene of the stable generalized eld. It is a generalization of the usual notion
of ovariane to the stable framework. Here, for µ1, µ2 ∈ Mα,β , the ovariation of
Zα(µ1) on Zα(µ2) is given by
[Zα(µ1), Zα(µ2)]α
= σαCβ
∫
Rd×R+
µ1(B(x, r))ǫ(µ2(B(x, r)))|µ2(B(x, r))|
α−1r−β−1drdx.
Note that the integral above is well dened by Hölder's inequality sine µ1 and µ2
belong to Mα,β. We refer to [10℄ for a denition and properties of the ovariation.
Note that unlike the Gaussian ase, the ovariation struture is not suient to
haraterize the distribution of the generalized random eld. However, sine even
if µ1 and µ2 have disjoint supports, [Zα(µ1), Zα(µ2)]α 6= 0, Zα(µ1) and Zα(µ2) are
not independent and the random eld Zα is stable with dependene.
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Remark 2.7 Note that when d − 1 < β < d, µz = δz − δ0 for z ∈ R
d
belongs
to Mα,β. For suh a measure, when moreover b = 0 (i.e. when G in our model is
symmetri), our limiting eld rewrites
Zα(µz) =
∫
Rd×R+
1B(z,r)∆B(0,r)Mα(dx, dr)
where A∆B = (A \ B) ∪ (B \ A). In this ase, we reover the so-alled (α,H)-
Takenaka eld with H = (d− β)/α. It is self-similar with index H, with stationary
inrements and almost surely with ontinuous sample paths, see [2, p. 25℄ or [10,
Set. 8.4℄.
Remark 2.8 When d = 1, β ∈ (1, α) and µt = | · ∩(0, t)|, the eld Zα(µt) oinides
with the Teleom proess obtained in the fast onnetion rate for the "ontinuous
ow reward model" in [4, Th. 2℄, see also Remark 1.1 above. Moreover for α = 2,
Z2(µt) is a frational Brownian motion of Hurst index H = (3 − β)/2 ∈ (1/2, 1)
(note that, for a > 0, µat(A) = aµt(a
−1A)).
Remark 2.9 When α = 2, Theorem 2.4 exhibits a Gaussian limit eld and gener-
alizes Theorem 2.1 in [2℄ with random weights. Indeed, in this ase, we have (up to
some multipliative onstant) Z2 = Wβ.
Remark 2.10 A natural omplementary result to be investigated is the tightness of
Mρ after normalization and entering whih would allow to turn f.d.d. onvergenes
into weak funtional onvergenes. In dimension d = 1, only partial tightness results
are available for the proesses studied in [4℄, [9℄ (see Setion 4 on "ontinuous ow
reward model" in [4℄ and the remarks of Th. 1, Th. 2 and Th. 3 in [9℄). In the
ase of generalized random elds, tightness issue is more diult to takle due to
the lak of tratable tightness riterion.
2.2.2 Poissonian regime
In this setion, we investigate the behavior of M under the saling ρβλ(ρ) → a ∈
(0,∞). In this ase, the limiting eld is given by a ompensated Poisson integral
and we refer to [8℄ for a general desription of Poisson integral. We have:
Theorem 2.11 Suppose λ(ρ)ρβ → ad−β when ρ→ 0−ǫ for some a > 0. We have
Mρ(µ)− E[Mρ(µ)]
Mα,β
−−→ J(µa), ρ→ 0
−ǫ
where µa is the dilatation of µ and J is the ompensated Poisson integral
J(µ) =
∫
Rd×R×R+
mµ(B(x, r))N˜β(dx, dr, dm) (9)
with respet to the ompensated Poisson random measure N˜β with intensity given by
Cβr
−β−1dxdrG(dm).
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Note that the Poisson integral in (9) above is well dened sine∫
Rd×R×R+
(
|mµ(B(x, r))| ∧ (mµ(B(x, r)))2
)
r−β−1dxdrG(dm) < +∞ (10)
see Setion 3.4. As the stable eld Zα, the Poisson eld J enjoys similar properties.
However, note that in ontrast to Zα, J is not self-similar but (and similarly to [2℄,
see also [5℄) J satises an aggregate similarity property.
Proposition 2.12 The eld J is stationary and isotropi on Mα,β . Moreover, J
is aggregate similar, viz. ∀µ ∈ Mα,β,∀m ≥ 1,
J(µam)
fdd
=
m∑
i=1
J i(µ) (11)
where J i, 1 ≤ i ≤ m, are independent opies of J and am = m
1/(d−β)
.
The proof of this proposition follows from straightforward omputation and will be
omitted. A omparison of the limiting proedures in Theorem 2.4 where λ(ρ)ρβ →
+∞ and in Theorem 2.11 where λ(ρ)ρβ → ad−β suggests that when ad−β → +∞, we
an reover Zα from J . This is true and preisely stated in the following proposition:
Proposition 2.13 When ad−β → +∞, we have 1
a(d−β)/α
J(µa)
Mα,β
−−→ Zα(µ).
Remark 2.14 As in Remark 2.8, when d = 1 and µt = | · ∩(0, t)|, the eld J(µt)
oinides with the intermediate Teleom proess obtained in the intermediate on-
netion rate for the "ontinuous ow reward model" in [4, Th. 1℄, see also Remark
1.1 above.
Remark 2.15 When α = 2, Theorem 2.11 generalizes Theorem 2.5 in [2℄ with
random weights. The eld J reovers Jβ in [2℄ when the random weights in our
model are onstant. Otherwise the law of J depends on the law G of the weight.
2.2.3 Stable regime with independene for small radius
In this setion, we investigate the behavior of M under the saling ρβλ(ρ) → 0,
but we restrit to the ase d < β < αd, i.e. ǫ = −1 and ρ → 0, see Setion 2.2.4
for β > αd. The ase m ≡ 1 is onsidered in Theorem 2 iii) of [7℄ and we extend
here the results and proofs to the ase when the weights are random and belong to
the normal domain of attration of a stable distribution. In omparison to the ase
β < d, the tails of the law of the radius are lighter and thus the radius onsidered
are small. We show that the asymptoti behavior is given again by a stable eld but
with index γ = β/d and dened on Rd. Moreover in ontrast to the stable eld Zα
of Setion 2.2.1, this new eld exhibits independene.
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Theorem 2.16 Let d < β < αd and suppose that λ(ρ) → +∞ and λ(ρ)ρβ → 0 as
ρ→ 0. Then with n2(ρ) := λ(ρ)
d/βρd and γ = β/d ∈ (1, α), we have
Mρ(·)− E[Mρ(·)]
n2(ρ)
L1(Rd)∩Lα(Rd)
−−−−−−−−−−−→ Z˜γ(·)
where, for µ(dx) = φ(x)dx, Z˜γ(µ) =
∫
Rd
φ(x)M˜γ(dx) is a stable integral with respet
to the γ-stable measure Mγ with ontrol measure σ
γ
γdx for
σγγ =
cγdCβ
d
∫
R+
1− cos(r)
r1+γ
dr
∫
R
|m|γG(dm)
and with onstant skewness funtion equals to
bγ = −
∫
R
ε(m)|m|γG(dm)∫
R
|m|γG(dm)
. (12)
Note that the integrals above are well dened when d < β < αd (see Lemma 3.1
below). The limiting eld Z˜γ enjoys similar properties as Zα and J :
Proposition 2.17 The eld Z˜γ is stationary, isotropi and self-similar with index
(d− β)/γ.
Remark 2.18 As in Remarks 2.8 and 2.14, when d = 1 and φt = 1(0,t), the eld
Z˜γ(φt) oinides with the proess obtained in the slow onnetion rate for the "on-
tinuous ow reward model" in [4, Th. 3℄, see also Remark 1.1 above. In this
partiular ase, Z˜γ(φt) is a γ-stable Lévy proess.
2.2.4 Stable regime with independene for very small radius
When the tails of the radii are lighter than that in Setion 2.2.3, i.e. β > αd,
the same stable regime with independene as in Setion 2.2.3 appears but under
a dierent normalization n3(ρ) := λ(ρ)
1/αρd and a dierent stability index α. As
previously, sine β > αd, we have ǫ = −1 and the limits are taken when ρ→ 0, i.e.
the limiting sheme is a zooming-out proedure.
Theorem 2.19 Let β > αd and suppose that λ(ρ) → +∞ as ρ → 0. Let n3(ρ) :=
λ(ρ)1/αρd, then
Mρ(·)− E[Mρ(·)]
n3(ρ)
L1(Rd)∩Lα(Rd)
−−−−−−−−−−−→ Z˜α(·)
where, for µ(dx) = φ(x)dx, Z˜α(µ) =
∫
Rd
φ(x)M˜α(dx) is a stable integral with respet
to the α-stable measureMα with ontrol measure σαdx with σα = σcd
(∫
R+
rαdF (dr)
)1/α
and onstant skewness equal to b.
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Remark 2.20 It is worth noting that in both Theorem 2.16 and Theorem 2.19, the
stable regime is driven by the parameter γ = (β/d) ∧ α, sine the normalization is
λ(ρ)1/γρd and the stability index is γ.
Atually, only the asymptotis of the law with the heavier tails ontribute to
the limit while the law with the lighter tails appears only (but globally) as a mere
parameter in the limit. In partiular, observe that Theorem 2.19 applies for any
distribution F suh that
∫
R+
rαdF (dr) < +∞.
Remark 2.21 When d = 1 and µt = | · ∩(0, t)|, we reover ii) in Theorem 4 of [4℄.
3 Proof of the results
In what follows, note that the linearity of the random funtionals Mρ and of the
stohasti integrals inWα, W˜α, Zα, J and Z˜γ , together with the Cramér-Wold devie
imply that the onvergene of the nite-dimensional distributions of the entered and
renormalized version of Mρ is equivalent to the onvergene of the one-dimensional
distributions. To do so, we will expliitly ompute the limits of the harateris-
ti funtions, denoting ϕX for the harateristi funtion of a random variable X.
Observe that the harateristi funtion of n(ρ)−1(Mρ(µ)− E[Mρ(µ)]) rewrites:
ϕn(ρ)−1(Mρ(µ)−E[Mρ(µ)])(θ)
= exp
(∫
Rd×R+×R
Ψ
(
n(ρ)−1θmµ(B(x, r))
)
λ(ρ)dxFρ(dr)G(dm)
)
where Ψ(u) = eiu − 1 − iu, see [8℄. Integrating rst with respet to the probability
G(dm), we have
ϕn(ρ)−1(Mρ(µ)−E[Mρ(µ)])(θ)
= exp
(∫
Rd×R+
λ(ρ)ΨG
(
n(ρ)−1θµ(B(x, r))
)
dxFρ(dr)
)
(13)
where ΨG(u) =
∫
R
Ψ(mu)G(dm). We also reall that the harateristi funtion of
the stable distribution Sα(σ, b, τ) is given by exp(−σ
α|x|α(1 − ibε(θ) tan(πα/2)) +
iτθ).
3.1 Preliminary lemmas
In this setion, we ollet some useful lemmas that will be needed in the proof
of our limit theorems 2.4, 2.11 and 2.16. We reall the following estimate for the
harateristi funtion of distribution in the domain of attration of a stable law:
Lemma 3.1 Suppose X is in the domain of attration of an α-stable law Sα(σ, b, 0)
for some α > 1. Then
ϕX(θ)− 1− iθE[X] ∼0 −σ
α|θ|α(1− iε(θ) tan(πα/2)b).
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Furthermore, there is some C > 0 suh that for any θ ∈ R,∣∣ϕX(θ)− 1− iθE[X]∣∣ ≤ C|θ|α.
The following lemma is a reformulation from lemma 2.4 in [2℄. It shows that in
the saling limit ρ → 0−ǫ, the behavior of Fρ is given by the power tail of F . This
is ruial in several estimates.
Lemma 3.2 Let F be as in (2) and ǫ = ±1. Assume that g is a ontinuous funtion
on R
+
suh that for some 0 < p < β < q, there exists some C > 0 suh that
|g(r)| ≤ C(rp ∧ rq). (14)
Assume furthermore that (gρ)ρ>0 is a family of ontinuous funtions suh that
lim
ρ→0−ǫ
|g(r)− gρ(r)| = 0 and |g(r)− gρ(r)| ≤ C(r
p ∧ rq). (15)
Then ∫
R+
gρ(r)Fρ(dr) ∼ Cβρ
β
∫
R+
g(r)r−1−βdr when ρ→ 0−ǫ.
In the proof of Theorem 2.4 and of Theorem 2.11 below, this lemma will be used in
the partiular ase where gρ = g and g satises ondition (14). Roughly speaking,
the proof of Lemma 3.2 onsists in taking the limit in the integral. This is authorized
by the dominated onvergene theorem under (14) and (15). We refer to [2℄ for more
details.
3.2 Proofs of Propositions 2.2 and 2.3
Proof of Proposition 2.2. Proof of i). If (7) holds true for µ1 with p1 < β < q1
and for µ2 with p2 < β < q2, then (7) holds true for µ1 and µ2 with p = p1 ∨ p2 < β
and q = q1 ∧ q2 > β (possibly with a dierent onstant C). For all a1, a2 ∈ R:∫
Rd
|(a1µ1 + a2µ2)(B(x, r))|
αdx = ‖(a1µ1 + a2µ2)(B(x, r))‖
α
α
≤
(
|a1|‖µ1(B(x, r))‖α + |a2|‖µ2(B(x, r))‖α
)α
≤
(
(|a1|
αC(rp ∧ rq))1/α + (|a2|
αC(rp ∧ rq))1/α
)α
= C(|a1|+ |a2|)
α(rp ∧ rq).
This is (7) for a1µ1 + a2µ2.
Proof of ii). Sine (τsµ)(B(x, r)) = µ(B(x−s, r)), (θµ)(B(x, r)) = µ(B(Θ
−1x, r)),
µa(B(x, r)) = µ(B(a
−1x, a−1r)), the loseness of Mα,β by translations τs, by rota-
tions Θ and by dilatations x 7→ ax follow straightforwardly from the invariane of
the Lebesgue measure by translations, by rotation, and by an immediate hange of
variable in (7).
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Proof of iii). Sine |µ|(Rd) < +∞, for µ ∈Mα,β and α ≤ α
′
, we have∫
Rd
|µ(B(x, r))|α
′
dx =
∫
Rd
|µ(B(x, r))|α
′−α|µ(B(x, r))|αdx
≤ |µ|(Rd)α
′−α
∫
Rd
|µ(B(x, r))|αdx
≤ C(rp ∧ rq)
whih proves µ ∈ Mα′,β.
Proof of iv). We prove that µ ∈ Mα,β is diuse when β > d. Indeed, suppose
that µ has an atom a, then for small enough r, γ(r) ≥ |µ(a)/2|αcdr
d
, where we
reall that γ(r) is dened in (7). To see this, let ε > 0 be suh that
∣∣|µ|(B(a, ε)) −
|µ(a)|
∣∣ < |µ(a)|/2. Then, for every r < ε/2 and x ∈ B(a, r), |µ(B(x, r))| ≥ |µ(a)|/2.
Integrating on x ∈ B(a, r), we get γ(r) ≥ (|µ(a)|/2)αcdr
d
. This is in ontradition
with (7) whih rewrites γ(r) ≤ Crq for q > β > d when r is small.
Proof of v). We prove that µ ∈Mα,β is entered when β ≤ d. We will show that
γ(r) ≥ |µ(Rd)/3|αcdr
d
(16)
when r is large enough. This is suient to prove v) sine (7) rewrites γ(r) ≤ Crp
for p < β < d when r ≥ 1 whih is in ontradition with (16) when µ(Rd) 6= 0.
The bound (16) is obvious if µ(Rd) = 0 and if µ(Rd) 6= 0, let M be suh that
|µ|(B(0,M)c) ≤ |µ(Rd)|/3. Then, for r ≥ M and any x ∈ B(0, r −M), B(0,M) ⊂
B(x, r) and |µ(B(x, r))| ≥ |µ(Rd)| − |µ|(B(x, r)c) ≥ 2|µ(Rd)|/3. Integrating on
x ∈ B(0, r −M), we obtain γ(r) ≥ (2|µ(Rd)|/3)αcd(r −M)
d
. This implies (16).
Proof of Proposition 2.3. Proof of i). First, when d < β < αd and µ(dx) =
φ(x)dx ∈ L1(Rd) ∩ Lα(Rd), we have:∫
Rd
|µ(B(x, r))|αdx =
∫
Rd
∣∣∣∣∫
Rd
1{‖x−y‖<r}φ(y)dy
∣∣∣∣α dx
≤
∫
Rd
(∫
Rd
1{‖x−y‖<r}|φ(y)|
αdy
)(∫
Rd
1{‖x−y‖<r}dy
)α−1
dx
= (cdr
d)α−1
∫
Rd
∫
Rd
1{‖x−y‖<r}|φ(y)|
αdydx
= (cdr
d)α−1
∫
Rd
(∫
Rd
1{‖x−y‖<r}dx
)
|φ(y)|αdy
= (cdr
d)α
∫
Rd
|φ(y)|αdy
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where we applied Hölder's inequality with α > 1. Next, in the same way,∫
Rd
|µ(B(x, r))|αdx =
∫
Rd
∣∣∣∣∫
Rd
1{‖x−y‖<r}φ(y)dy
∣∣∣∣α dx
≤
∫
Rd
(∫
Rd
1{‖x−y‖<r}|φ(y)|dy
)(∫
Rd
|φ(y)|dy
)α−1
dx
= cdr
d
(∫
Rd
|φ(y)|dy
)α
. (17)
As a onsequene, ondition (7) holds with p = d < β < q = αd, and µ ∈ Mα,β.
Proof of ii). Suppose d − 1 < β < d and µ(dx) = φ(x)dx ∈ L1(Rd) is entered.
Using µ(Rd) = 0, we have:∫
Rd
|µ(B(x, r))|αdx (18)
=
∫
Rd
∣∣∣∣∫
Rd
(1{‖x−y‖<r} − 1{‖x‖<r})φ(y)dy
∣∣∣∣α dx
≤
∫
Rd
(∫
Rd
|1{‖x−y‖<r} − 1{‖x‖<r}|
α|φ(y)|dy
)(∫
Rd
|φ(y)|dy
)α−1
dx.
Let θ(z) = |B(0, 1)∆B(z, 1)| denotes the volume of the symmetri dierene of the
balls with unit radius entered at 0 and at z ∈ Rd. We have,∫
x∈Rd
|1{‖x−y‖<r} − 1{‖x‖<r}|dx = r
dθ
(y
r
)
.
The funtion θ is ontinuous, upper bounded by cd and θ(z) = O(‖z‖) as z → 0. As
a onsequene, the global estimate |θ(z)| ≤ C‖z‖ holds true for some C > 0. This
entails ∫
Rd
|µ(B(x, r))|αdx =
(∫
Rd
|φ(y)|dy
)α−1 ∫
Rd
rdθ
(y
r
)
φ(y)|dy (19)
≤
(∫
Rd
|φ(y)|dy
)α−1 ∫
Rd
C‖y‖|φ(y)|dy rd−1
≤ Crd−1.
As a onsequene, ondition (7) holds true with p = d− 1 < β < q = d beause (17)
still holds true, and nally µ ∈ Mα,β.
Alternatively, if µ has a nite support {a1, . . . , ap}, let δ > 0 suh that for
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1 ≤ i ≤ p, B(ai, δ) ∩ Supp (µ) = {ai}. For r < δ/2,
γ(r) =
∫
Rd
|µ(B(x, r))|αdx
=
p∑
i=1
∫
B(ai,r)
|µ(B(x, r))|αdx
=
p∑
i=1
∫
B(ai,r)
|µ(ai)|
αdx
= cd
p∑
i=1
|µ(ai)|
αrd = O(rd). (20)
Next, let M be suh that µ(B(0,M)c) = 0 and note that µ(B(x, r)) = 0 when
B(x, r) ∩ B(0,M) = ∅ or when B(0,M) ⊂ B(x, r) sine µ(Rd) = 0. We derive
µ(B(x, r)) = 0 when ‖x‖ ≤ r−M or when ‖x‖ ≥M+r. Sine µ is a nite measure,
we have
γ(r) =
∫
r−M≤‖x‖≤r+M
|µ(B(x, r))|αdx
≤ cd
(
(r +M)d − (r −M)d
)
(|µ|(Rd))α
= O(rd−1), r → +∞.
Together with (20), this yields ondition (7) with p = d− 1 < β and q = d > β. 
Remark 3.3 (On the bound for large radii) Note that in order to derive the
bound γ(r) ≤ rp for p < β when r is large, the existene of a density for µ is
not required. We an instead suppose that µ satisfy some tail ondition: for some
η˜ > d/α
|µ|(B(0, R)c) = O(R−η˜) as R→ +∞.
3.3 Proof of Theorem 2.4
The harateristi funtion of the stable integral Zα(µ) is given by
ϕZα(µ)(θ) (21)
= exp
(
−Cβσ
α
∫
Rd×R+
|θµ(B(x, r))|α(1− iε(θµ(B(x, r))) tan(πα/2)b)r−1−βdrdx
)
.
Sine the harateristi funtion of the Poisson integral n1(ρ)
−1(Mρ(µ)−E[Mρ(µ)])
is given by (13), omparing (21) and (13), it is suient to show that
lim
ρ→0−ǫ
∫
Rd×R+
λ(ρ)ΨG
(
n1(ρ)
−1θµ(B(x, r))
)
dxFρ(dr) (22)
= −Cβσ
α
∫
Rd×R+
|θµ(B(x, r))|α(1− iε(θµ(B(x, r))) tan(πα/2)b)r−1−βdrdx.
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Sine n1(ρ) = (λ(ρ)ρ
β)1/α → +∞, Lemma 3.1 applies and yields
λ(ρ)ΨG
(
n1(ρ)
−1θµ(B(x, r))
)
∼ −σαρ−β|θ|α|µ(B(x, r))|α(1− iε(θµ(B(x, r))) tan(πα/2)b).
Sine | θn1(ρ)µ(B(x, r))| ≤
θ
n1(ρ)
|µ|(Rd), this equivalene relation is uniform both in x
and r and an be integrated. This yields∫
Rd×R+
λ(ρ)ΨG
(
n1(ρ)
−1θµ(B(x, r))
)
dxFρ(dr) (23)
∼ −σαρ−β|θ|α
∫
Rd×R+
|µ(B(x, r))|α(1− iε(θµ(B(x, r))) tan(πα/2)b)dxFρ(dr).
Finally, Lemma 3.2 applies with
g(r) =
∫
Rd
|µ(B(x, r))|α(1− iε(θµ(B(x, r))) tan(πα/2)b)dx,
note that (7) implies that g satises ondition (14). Consequently,∫
Rd×R+
|µ(B(x, r))|α(1− iε(θµ(B(x, r))) tan(πα/2)b)dxFρ(dr)
∼ Cβρ
β
∫
Rd×R+
|µ(B(x, r))|α(1− iε(θµ(B(x, r))) tan(πα/2)b)r−β−1dxdr.(24)
Finally, (23) and (24) together imply (22), and as explained at the beginning of
Setion 3, Theorem 2.4. 
3.4 Proof of Condition (10)
We prove that Condition (10) for the existene of J is satised. Note that this
ondition splits into:∫
|mµ(B(x,r))|≤1
(mµ(B(x, r)))2r−β−1dxdrG(dm) < +∞ (25)
and ∫
|mµ(B(x,r))|≥1
|mµ(B(x, r))|r−β−1dxdrG(dm) < +∞. (26)
We shall use the following Lemma for the trunated moments of a distribution in
the normal domain attration of a stable law:
Lemma 3.4 Let G be in the normal domain attration of an α-stable law for α > 1.
There are C1, C2 ∈ (0,+∞) suh that for all x ≥ 0:∫
|m|≥x
|m|G(dm) ≤ C1x
1−α
and
∫ x
−x
m2G(dm) ≤ C2x
2−α.
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Proof of Lemma 3.4. From [3, XVII.5℄, we have
∫ x
−xm
2G(dm) ∼ Cx2−α when
x→ +∞ (note that sine G is in the normal domain of attration, there is no slowly
varying funtion in this estimate). But sine moreover for x ∈ [0, 1]∫ x
−x
m2G(dm) =
∫ x2
0
G(m : u ≤ m2 ≤ x2)du ≤ x2 ≤ x2−α
and the seond part is proved.
Next, sine limx→0
∫
|m|>x |m|G(dm) =
∫
R
|m|G(dm) < +∞ while x1−α → +∞,
x→ 0, the rst part omes from [3, Eq. (5.21)℄:∫
|m|>x
|m|G(dm) ∼
2− α
α− 1
1
x
∫ x
−x
m2G(dm) ∼
2− α
α− 1
x1−α, x→ +∞.

Now, we prove (25) and (26). First for (25), we have:∫
|mµ(B(x,r))|≤1
(mµ(B(x, r)))2r−β−1dxdrG(dm)
≤
∫
Rd×R+
(∫ +1/|µ(B(x,r))|
−1/|µ(B(x,r))|
m2G(dm)
)
µ(B(x, r))2r−β−1dxdr
≤ C2
∫
Rd×R+
|µ(B(x, r))|α−2µ(B(x, r))2r−β−1dxdr
≤ C2
∫
Rd×R+
|µ(B(x, r))|αr−β−1dxdr
whih is nite when µ ∈ Mα,β (see Prop. 2.2-i)). Next for (26), we have:∫
|mµ(B(x,r))|≥1
|mµ(B(x, r))|r−β−1dxdrG(dm)
≤
∫
Rd×R+
(∫
|m|>1/|µ(B(x,r))|
|m|G(dm)
)
|µ(B(x, r))|r−β−1dxdr
≤ C1
∫
Rd×R+
|µ(B(x, r))|α−1|µ(B(x, r))|r−β−1dxdr
≤ C1
∫
Rd×R+
|µ(B(x, r))|αr−β−1dxdr
whih, again, is nite when µ ∈ Mα,β. 
3.5 Proof of Theorem 2.11
As in the proof of Theorem 2.4, it is enough to onsider onvergene of one-dimensional
marginals. The harateristi funtion of the Poisson integral Mρ(µ)− E[Mρ(µ)] is
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given by (13) and that of the generalized random eld J(µ) is given by
ϕJ(µa)(θ) = exp
(∫
Rd×R+×R
Ψ(θmµ(B(a−1x, a−1r)))Cβr
−1−βdrdxG(dm)
)
= exp
(∫
Rd×R+
ΨG(θµ(B(x, r)))Cβa
d−βr−1−βdrdx
)
.
From Lemma 3.1, |ΨG(θµ(B(x, r)))| ≤ C|θ|
α|µ(B(x, r))|α for some C > 0, so that
ondition (14) for g(r) =
∫
Rd
ΨG(µ(B(x, r)))dx is given again by (7) when µ ∈ Mα,β.
Thus, Lemma 3.2 applies and together with limρ→0−ǫ λ(ρ)ρ
β = ad−β entail
lim
ρ→0−ǫ
∫
Rd×R+
ΨG (θµ(B(x, r))) dxλ(ρ)Fρ(dr)
= Cβa
d−β
∫
Rd×R+
ΨG (θµ(B(x, r))) r
−β−1drdx.
Sine one-dimensional onvergene is enough, this ahieves the proof of Theorem
2.11. 
3.6 Proof of Proposition 2.13
We onsider the subsequene am = m
1/(d−β)
. From the aggregate-similarity of the
eld J (see (11) in Proposition 2.12), we have:
1
a
(d−β)/α
m
J(µam)
fdd
=
1
m1/α
m∑
i=1
J i(µ)
for independent opies J i, 1 ≤ i ≤ m, of J . But
ϕm−1/α
Pm
i=1 J
i(µ)(θ) =
(
ϕJ(µ)(m
−1/αθ)
)m
= exp
(
m
∫
Rd×R+
ΨG(m
−1/αθµ(B(x, r)))Cβr
−1−βdrdx
)
,
and from Lemma 3.1,
ΨG(m
−1/αθµ(B(x, r))) ∼ σα|θ|α|µ(B(x, r))|α(1− iǫ(θµ(B(x, r)) tan(πα/2)b).
The relation above is uniform both in x and r and it is thus integrable with respet
to drdx. This yields
lim
m→+∞
ϕm−1/α
Pm
i=1 J
i(µ)(θ)
= exp
(
Cβσ
α|θ|α
∫
Rd×R+
|µ(B(x, r))|α
(
1− iǫ(θµ(B(x, r)) tan
(πα
2
)
b
)
r−1−βdrdx
)
.
A standard argument ompletes the proof of onvergene in distribution along an
arbitrary sequenes. 
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3.7 Proof of Theorem 2.16
We follow the argument in the proof of Theorem 2 in [7℄. Reall that here d < β < αd
so that ǫ = −1 and the limits are taken when ρ→ 0. Again, by linearity, using the
Cramér-Wold devie, it is enough to deal with one-dimensional marginals. From
(13) with a hange of variable, the harateristi funtion rewrites
ϕn2(ρ)−1(Mρ(µ)−E[Mρ(µ)])(θ)
= exp
(∫
Rd×R+
ΨG
(
θn2(ρ)
−1µ(B(x, n2(ρ)
1/dr))
)
λ(ρ)dxFρn2(ρ)−1/d(dr)
)
.
Let µ(dz) = φ(z)dz with φ ∈ L1(Rd) ∩ Lα(Rd), then, from Lemma 4 in [7℄, as
n2(ρ)→ 0,
n2(ρ)
−1µ(B(x, n2(ρ)
1/dr))→ φ(x)cdr
d
dx almost everywhere and
x 7→ φ∗(x) = sup
v>0
(
c−1d v
−d|µ|(B(x, v))
)
∈ Lα(Rd). (27)
As a onsequene,∫
Rd×R+
ΨG
(
θn2(ρ)
−1µ(B(x, n2(ρ)
1/dr))
)
λ(ρ)dxFρn2(ρ)−1/d(dr)
∼ Cβλ(ρ)ρ
βn2(ρ)
−β/d
∫
Rd×R+
ΨG
(
θφ(x)cdr
d
)
r−β−1drdx. (28)
To see this, apply Lemma 3.2 to
g(r) =
∫
Rd
ΨG
(
θφ(x)cdr
d
)
dx
and to
gρ(r) =
∫
Rd
ΨG
(
θn2(ρ)
−1µ(B(x, n2(ρ)
1/dr))
)
dx.
Sine |ΨG(u)| ≤ C(|u| ∧ |u|
α), we have
|g(r)| ≤ Cmin
(
cd|θ|‖φ‖L1r
d, cαd |θ|
α‖φ‖αLαr
αd
)
so that ondition (14) is satised with p = d and q = αd. Furthermore, sine ΨG is
a K-Lipshitzian funtion for some nite K, we get
|g(r)− gρ(r)| ≤ Kcdr
d|θ|
∫
Rd
∣∣∣c−1d r−dn2(ρ)−1µ(B(x, n2(ρ)1/dr))− φ(x)∣∣∣ dx.
The integrand
∣∣c−1d r−dn2(ρ)−1µ(B(x, n2(ρ)1/dr))− φ(x)∣∣ onverges to zero dx al-
most everywhere. Sine its Lα-norm is bounded by ‖φ∗‖Lα + ‖φ‖Lα , it is uniformly
integrable and as a onsequene,
lim
ρ→0
∫
Rd
∣∣∣c−1d r−dn2(ρ)−1µ(B(x, n2(ρ)1/dr))− φ(x)∣∣∣ dx = 0.
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On the other hand, sine for some C > 0, |ΨG(v)| ≤ C|v|
α
, we obtain
|g(r) − gρ(r)| ≤ C(‖φ
∗‖Lα + ‖φ‖Lα)r
αd.
Hene, gρ satisfy ondition (15) with p = d and q = αd. This proves (28).
From the denition of n2(ρ), λ(ρ)ρ
βn2(ρ)
−β/d = 1. Furthermore, by splitting
the integration over R
d
into {x ∈ Rd : θφ(x) ≥ 0} and {x ∈ Rd : θφ(x) < 0} and
performing a hange of variable, we have∫
Rd×R+
ΨG
(
θφ(x)cdr
d
)
r−β−1drdx = D
∫
Rd
(θφ(x))γ+dx+ D¯
∫
Rd
(θφ(x))γ−dx,
where D¯ is the omplex onjugate of D = d−1cγd
∫
R+
ΨG(r)r
−γ−1dr. We dedue
ϕn2(ρ)−1(Mρ(µ)−E[Mρ(µ)])(θ) = exp
(
−σγφ|θ|
γ
(
1 + ibφε(θ) tan
(πγ
2
)))
where
σγφ = σ
γ
γ
∫
Rd
|φ(x)|γdx,
and
bφ =
∫
R+
r−1−γ(r − sin(r))dr
tan(πγ/2))
∫
R+
r−1−γ(1− cos(r))dr
∫
R
ε(m)|m|γG(dm)∫
R
|m|γG(dm)
∫
Rd
ε(φ(x))|φ(x)|γdx∫
Rd
|φ(x)|γdx
.
(29)
But sine for γ ∈ (1, 2),∫ +∞
0
eixu − 1− ixu
x1+γ
dx = |u|γ
Γ(2− γ)
(1− γ)(2− γ)
(cos(πγ/2) − iε(u) sin(πγ/2))
see Lemma 2 in [3, XVII.4℄ (with p = 1, q = 0 therein), the rst ratio on the right-
hand side (29) is −1 and we have bφ = bγ
R
Rd
ε(φ(x))|φ(x)|γdxR
Rd
|φ(x)|γdx
where bγ is given in (12).
This ahieves the proof of Theorem 2.16. 
3.8 Proof of Theorem 2.19
The argument uses the same tools as in the proof of Theorem 2.16 and we only give
here the main lines. From (13) and a hange of variable, the harateristi funtion
rewrites
ϕn3(ρ)−1(Mρ(µ)−E[Mρ(µ)])(θ)
= exp
(∫
Rd×R+
ΨG
(
θn3(ρ)
−1µ(B(x, ρr))
)
λ(ρ)dxF (dr)
)
.
Let µ(dz) = φ(z)dz with φ ∈ L1(Rd) ∩ Lα(Rd). Sine as ρ→ 0
θn3(ρ)
−1µ(B(x, ρr)) ∼ λ(ρ)−1/αcdr
dφ(x)
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and λ(ρ)→ +∞
lim
ρ→0
λ(ρ)ΨG
(
θn3(ρ)
−1µ(B(x, ρr))
)
= −σαcαd |θ|
αrαd|φ(x)|α
(
1− ε(θφ(x)) tan
(πα
2
)
b
)
dx almost everywhere, and this latter funtion is integrable with respet to dxF (dr)
sine φ ∈ Lα(Rd) and
∫
R+
rαdF (dr) < +∞. Furthermore, with φ∗ given in (27), we
derive the following bound:∣∣λ(ρ)ΨG (θn3(ρ)−1µ(B(x, ρr)))∣∣ ≤ λ(ρ)Cn3(ρ)−α|µ(B(x, ρr))|α
≤ Crαd|φ∗(x)|α.
This upper bound is independent of ρ and integrable with respet to dxF (dr) sine
φ∗ ∈ Lα(Rd). The dominated onvergene theorem yields:
lim
ρ→0
∫
Rd×R+
ΨG
(
θn3(ρ)
−1µ(B(x, ρr))
)
λ(ρ)dxF (dr)
= −σαcαd |θ|
α
∫
R+
rαdF (dr)
∫
Rd
|φ(x)|α(1− ε(θφ(x)) tan(πα/2)b)dx.
This proves Theorem 2.19. 
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