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Abstract – Global demographic and eco-
nomic changes have a critical impact on
the total energy consumption, which is
why demographic and economic parameters
have to be taken into account when making
predictions about the energy consumption.
This research is based on the application
of a multiple linear regression model and
a neural network model, in particular
multilayer perceptron, for predicting the
energy consumption. Data from five Balkan
countries has been considered in the analysis
for the period 1995-2014. Gross domestic
product, total number of population, and
CO2 emission were taken as predictor vari-
ables, while the energy consumption was
used as the dependent variable. The anal-
yses showed that CO2 emissions have the
highest impact on the energy consumption,
followed by the gross domestic product,
while the population number has the lowest
impact. The results from both analyses
are then used for making predictions on
the same data, after which the obtained
values were compared with the real val-
ues. It was observed that the multilayer
perceptron model predicts better the en-
ergy consumption than the regression model.
Keywords – energy use, regression, neural
network.
1 Introduction
The energy consumption worldwide is rising as
the population numbers grow. It is estimated
that the world population growth was 1.2% in
2016 [1]. Higher population numbers indicate
a fast expansion of residential and industrial
buildings, which further increases the energy
consumption. The industrial processes also im-
pact on the energy use, since the countries try to
stay within positive economic growth rates. As
the society becomes more demanding, the need
to successfully manage the energy consumption
rises.
Usually, the modelling of the energy use is
based on time series data that is often incom-
plete and complex. Creating a model that
would be able to accurately predict the energy
use is still challenging, as these models can be
very complex and hard to manage [2]. But, even
when complex, these models are necessary for
future planning and production of energy.
A report by the Balkan green foundation [3]
indicated that in 2015, Serbia had the highest
final consumption of electricity (28,551 GWh),
compared to Bosnia and Herzegovina (11,183
GWh) and Macedonia (6,600 GWh). The con-
sumption structure of these three countries in-
dicates that more than 50% of energy was used
in the industrial sector, transport, services and
agriculture, with the rest of the energy being
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used in households. Slovenia has obligated to
improve its energy efficiency until 2020 by 20%
[4], while projections for Serbia state that the
final energy consumption will increase of 10.1%
by 2020, compared to the energy consumption
in 2010 [5]. In the action plan it was reported
that Serbia managed to accomplish savings of
4.4% in the period from 2010 to 2015, with the
goal of achieving 9% savings in 2018 [6]. Croatia
projected that the final energy consumption will
increase of 5.85% in 2020, compared to 2015,
but it will decrease of 3.19% compared to 2010
[7]. Bosnia and Herzegovina set a reduction of
9% in final energy consumption as a goal by
the end of 2018 [8]. All this clearly emphasizes
the need for accurate and simple to use predic-
tion models and techniques, as energy efficiency
goals are hard to maintain if the energy forecast
is not reliable.
The aim of this paper is to investigate and
model the energy consumption in West Balkan
using two techniques: (i) multiple linear regres-
sion, and (ii) artificial neural network (ANN), in
particular multilayer perceptron. The relation-
ship between the energy use as a dependent vari-
able and gross domestic product (GDP), popu-
lation, and CO2 emissions as independent vari-
ables was investigated. The purpose is to de-
termine which variable has the biggest impact
on the energy use, and to see which technique
best predicts the values of energy consumption.
Moreover, based on the regression analysis, the
energy consumption elasticity was also calcu-
lated.
2 Literature Review
Kankal et al. [9] modeled the energy consump-
tion based on GDP, population, import, export,
and employment as variables. They have devel-
oped different models based on a multiple lin-
ear regression analysis, power regression analy-
sis, and ANN. It was concluded that the ANN
model predicts the energy use better than the
regression models. Borozan [10] investigated the
relationship between energy consumption (in
particular liquid fuel, natural gas, hydropower,
electricity and coal) and GDP in Croatia using
the bivariate vector autoregression and Granger
causality tests. It was concluded that savings
in energy consumption can negatively affect the
economic growth. Moreover, a causal relation-
ship was not found between GDP and coal, but
a relationship exists for other investigated forms
of energy. In [11], the authors have compared
regression models, neural networks and least
squares support vector machine models for fore-
casting the electricity consumption. As predic-
tors in their study, gross electricity generation,
installed capacity, total subscribership and pop-
ulation were used. The results indicate that
the least squares support vector machine was
the most effective for predicting electricity con-
sumption. In [12], the authors applied an ANN
model to monthly build electric energy con-
sumption data. Their results indicated that the
ANN model relatively accurately predicted the
energy consumption, but the accuracy slightly
varies depending on the prediction period. In
[13], the authors developed a weighted multi
Support Vector Regression (SVR) model with
a differential evolution optimisation algorithm
for predicting the buildings energy consump-
tion. It was concluded that the model which
used the optimization algorithm achieved higher
accuracy and could be used for predicting daily
and half-hourly energy consumption of a build-
ing. A decision tree model, in particular the
Random Forest, and the ANN model were com-
pared in [14] in terms of predicting the energy
consumption of a building. Based on the analy-
sis, the authors concluded that ANN performed
better than the Random Forest algorithm, with
higher accuracy on the testing set of data.
Differently from the previous literature, this
paper introduces a comparison between a re-
gression model and an ANN model developed
on a dataset from Balkan countries. We try to
answer the following questions: (1) Can the en-
ergy use be predicted based on the values of
CO2 emissions, population, and GDP from five
Balkan countries, and (2) What model better
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predicts the energy use in this situation.
The paper is organised as follows. Section
III describes the data and methodology used in
the research. Section IV shows the results and
makes a discussion. Finally, Section V draws
conclusions from this research.
3 Data and methodology
The purpose of this research was to investigate
if the energy use can be successfully modelled
by two techniques: (1) multiple linear regres-
sion, and (2) multilayer perceptron neural net-
work. Multiple linear regression is a method
used when there is one outcome and more than
one predictor variable. It creates a statistical re-
lation between the predictor variables and the
outcome, and can be represented by the follow-
ing equation [15]:
Y i = β0 +β1xi1 +β2xi2 + ...+β(p−1)x(i,p−1) +i
(1)
where Y i is the dependent variable, β0 is the in-
tercept, β1 is the coefficient of the independent
variable, xi is the predictor variable, and i is
the random error.
The multilayer perceptron, on the other hand,
is a type of ANN and consists of one or more
input layers, hidden layers that are formed by
nodes, and output layers [16]. A linear activa-
tion function is contained in the neurons of the
output layer, while in the hidden layer this func-
tion is nonlinear. The nodes in the network are
interconnected and actually represent units for
information processing that are arranged in lay-
ers [16]. The task of each type of layer differs,
so the input layer receives the information, the
hidden layer processes it, while the output layer
performs predictions. Before passing informa-
tion to the hidden layer, the values from the in-
put layer are multiplied by weights, with results
being added in order to get only one number.
This number represents an argument to the ac-
tivation function [17].
The data used in this research has been down-
loaded from World Bank [1]. The created
dataset consists of six variables: (1) Country,
(2) Year, (3) CO2 emissions in metric tons per
capita, (4) GDP per capita in constant 2010
US$, (5) Energy use in kilograms of oil equiva-
lent per capita, and (6) Total population. The
research involved annual data from five Balkan
countries: Bosnia and Herzegovina, Croatia,
Former Yugoslav Republic of Macedonia, Ser-
bia, and Slovenia, and included the period from
1995 to 2014. All analyses were performed us-
ing the software SPSS v.23 and Microsoft Excel
2010.
The trend of CO2 emissions in the observed
period represented in metric tons per capita is
shown in Fig. 1. The highest CO2 emissions
are observed for Slovenia, with a peak in 2008,
while the lowest values are observed for Croatia
and Macedonia.
Figure 1: CO2 emissions in the observed period
Fig. 2 shows the trend of GDP per capita for
the period from 1994 to 2014. The highest GDP
per capita is observed for Slovenia, while the
lowest GDP per capita is found for Macedonia
and Bosnia and Herzegovina.
The energy use in the observed period for the
five Balkan countries is shown in Fig. 3. Based
on the chart, the highest energy use is observed
for Slovenia, while the lowest energy use is found
3
Figure 2: GDP per capita for the observed pe-
riod
for Macedonia.
Figure 3: Energy use in the observed period
Considering the population of the tested
countries, it is worth noting that the highest
number of population is in Serbia, while Mace-
donia and Slovenia have the lowest number of
population. These trends can be clearly ob-
served from Fig. 4.
In Table 1, descriptive statistics of the dataset
– mean, standard deviation, minimum and max-
imum values, can be observed for the five coun-
tries in terms of the following variables: (a) CO2
Figure 4: Population of the tested countries
emissions, (b) GDP, and (c) Energy use. As ob-
served, the highest mean value of CO2 emissions
in metric tons per capita in the period from
1995 to 2014 can be found for Slovenia (M=7.58,
SD=0.502), while the lowest is observed for
Bosnia and Herzegovina (M=4.195, SD=1.647).
Considering the GDP per capita, the highest
mean can be found for Slovenia (M=20761.686,
SD=3153.642), and the lowest one is found
for Bosnia and Herzegovina (M=3617.605,
SD=1157.083). The highest energy use
can be observed for Slovenia (M=3424.976,
SD=198.278), while the lowest energy con-
sumers in this period are Bosnia and Herze-
govina (M=1304.608, SD=484.574), followed by
Macedonia (M=1365.916, SD=81.077).
4 Analysis and discussion
The analysis included the development of a mul-
tiple regression model and also a neural net-
work model. These two models were then com-
pared in terms of their root mean square er-
ror (RMSE) and mean absolute percentage er-
ror (MAPE).
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Table 1: Descriptive statistics for the tested countries
4.1 Multiple linear regression
model
The multiple regression model includes one de-
pendent variable (Energy use) and three inde-
pendent variables: (1) CO2 emissions (metric
tons per capita), (2) GDP per capita (constant
2010 US$), and (3) Population. All variables
were logarithmically transformed, and a log-log
model was developed. A Stepwise regression
method was used for developing a regression
model, with the following criteria: probability
of F to enter ≤.050; probability of F to remove
≥.100. The F-statistic is used for testing the sig-
nificance of the regression coefficients of the in-
dependent variables that will be included or ex-
cluded from the model. The regression equation
for log-transformed models can be expressed as
in Eq. (2):
ln(Y ) = β0 + β1ln(X1) + β2ln(X2) + i (2)
By applying the general equation to the data,
the following regression equation can be gener-
ated:
ln(EU) = β0+β1ln(GDP )+β2ln(P )+β3ln(CO2)
(3)
where EU represents the energy use, GDP is
the gross domestic product, P is the population,
and CO2 are the emissions.
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Based on the results from the regression
analysis (Table 2), it is visible that the en-
ergy use can be explained by GDP, CO2 emis-
sions and total population number with high fit
(R2=0.969), with a significant F-statistics value
(p=0.000).
Table 2: Results of multiple linear regression
By incorporating the regression results into
Eq. (3), the following regression equation can
be generated:
ln(Energy use) = −1.481 + 0.665ln(CO2)+
+ 0.334ln(GDP ) + 0.134ln(Population) (4)
As observed from Eq. (4), a 1% change in
CO2 emissions results in 0.67% increase in en-
ergy use. Moreover, a 1% change in GDP per
capita results in 0.33% increase in energy use,
while 1% increase in population results in 0.13%
increase in energy use. All predictors in the
model are statistically significant and impact on
the energy use by increasing it.
The regression equation was then applied to
present and past values in order to compare
the correctness of the regression model. Fig. 5
shows the actual and predicted energy use. As
observed, the predicted values are very similar
to the actual values, with some deviations.
4.2 Multilayer perceptron model
Before employing a neural network model, the
number of samples belonging to the training,
testing and holdout sets was specified to be 70%
Figure 5: Actual and predicted values of energy
use (multiple linear regression method)
for training, 18% for testing and 12% for hold-
out. The scaled conjugate gradient was used as
an optimisation algorithm.
There were two units in the hidden layer, and
the schematic representation of the neural net-
work model is represented in Fig. 6. The dia-
gram shows 3 input nodes, 2 hidden nodes and
one output node representing the energy use.
Figure 6: Schematic representation of the mul-
tilayer perceptron model
Table 3 presents the results after applying the
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multilayer perceptron network to the sample.
As the output layer consists of a scale depen-
dent variable, a sum of squares error is pre-
sented here. The sum of squares error is the
error that the neural network tries to minimise
during the training phase. The used stopping
rule is one consecutive step with no decrease in
the error. The relative errors for training, test-
ing and holdout are very similar (0.013, 0.026
and 0.020, respectively), hence it can be as-
sumed that the model is not overtrained. The
computation of the errors was based on the test-
ing set.
Table 3: Errors of the multilayer perceptron
model
It can be observed that the importance of the
independent variable, i.e. how much the model
predicted the value, changes for different val-
ues of the independent variables. A sensitivity
analysis that calculates the importance of each
predictor variable has been computed (see Fig.
7), and shows that the most important factors
are the CO2 emissions (in logarithmic format),
followed by the GDP and Population.
A comparison between actual values and
values predicted by the multilayer perceptron
model was performed. It can be observed that
the deviations from the actual values were rela-
tively small, and that in general this model pre-
dicts the energy consumption better than the
regression model. This is presented in Fig. 8:
Lastly, the RMSE and MAPE for both mod-
els were calculated. The RMSE is calculated as
Figure 7: Sensitivity analysis
follows:
RMSE =
√∑n
i=1(Oi − Pi)2
n
(5)
whereOi is the i-th observed value, Pi is the i-
th predicted value, and n is the number of sam-
ples in the dataset.
MAPE is calculated as follows:
MAPE =
∑n
i=1 |Oi−PiOi |)
n
× 100 (6)
Both of these measures were compared in Ta-
ble 4. Based on the calculations, it can be
concluded that the multilayer perceptron model
generally performs much better than the regres-
sion model, with lower values of both RMSE
and MAPE.
5 Conclusion
The multiple regression model and the multi-
layer perceptron neural network model were de-
veloped to predict the energy use, using pop-
ulation, GDP and CO2 emissions indicators.
Both models performed relatively well, with the
multi-layer perceptron model performing the
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Figure 8: Actual and predicted values of energy
use (multilayer perceptron model)
Table 4: Comparison of RMSE and MAPE for
both models
best, with very small deviations from the actual
values and lower values of RMSE and MAPE.
The results indicate that the CO2 emissions
mostly influence the energy use, followed by the
GDP indicator, while the population number in-
fluences the energy use relatively less. The neu-
ral network model performed much better com-
pared to the multiple linear regression model.
As observed, both models predicted the energy
use more accurately for Bosnia and Herzegov-
ina, while the neural network model performed
with minimal deviations for all countries, ex-
cept for Macedonia, where the deviations from
the actual values were slightly bigger. More-
over, the CO2 emissions are generally the best
fitted predictors of energy use in the Balkan
countries. The future research will involve de-
veloping a forecasting model based on different
demographic and quality-of-life factors, with a
focus on Serbia.
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