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Дискретная математика остается наиболее динамичной областью 
знаний. Сегодня наиболее значимой областью применения дискретной ма-
тематики является область компьютерных технологий. Модели и методы 
дискретной математики являются хорошим средством и языком для по-
строения и анализа моделей в различных науках. Язык дискретной матема-
тики стал фактически метаязыком всей современной математики. 
Дискретная математика представляет собой область математики, 
в которой изучаются свойства структур конечного характера, а также бес-
конечных структур, предполагающих скачкообразность происходящих 
в них процессов или отделимость составляющих их элементов. К класси-
ческой же математике относится все, что явно или неявно содержит идеи 
теории пределов и непрерывности. 
На грани дискретной математики и программирования появляются 
новые дисциплины, такие как анализ вычислительных алгоритмов, логиче-
ское программирование, комбинаторные алгоритмы, алгоритмизация про-
цессов и др. 
Цель написания данного учебного пособия – сообщить читателям 
необходимые конкретные сведения из дискретной математики, предусмат-
риваемые стандартной программой технических высших учебных заведе-
ний, и показать ее роль в современных компьютерных технологиях. При 
этом разбор доказательств и выполнение упражнений позволяет студенту 
овладеть методами дискретной математики, наиболее употребительными 
при решении практических задач. Рассматриваемый в пособии набор при-
емов и правил алгоритмического характера может составить хорошую ос-
нову формирования культуры разработки и анализа алгоритмов. 
В первой главе рассматривается понятие множества, вводятся опера-
ции над множествами и перечисляются основные свойства этих операций. 
Определяется понятие отношения на множестве, указываются свойства от-
ношений, различные виды отношений. 
Вторая глава посвящена изучению алгебры логики. Здесь приводятся 
понятия формулы и функции алгебры высказываний, приведение формул 
алгебры логики к совершенным формам, критерии полноты системы буле-
вых функций, приложения алгебры логики. 
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В третьей главе излагается алгебра предикатов. Здесь рассматривает-
ся понятие алгебры предикатов, основные эквивалентности для квантор-
ных формул, алгоритм приведения предикатных формул к нормальной 
форме, приложения алгебры предикатов. 
В четвертой главе дано определение формального исчисления и при-
ведены основные формальные исчисления: исчисления высказываний 
и исчисление предикатов. Даны алгоритмы проверки тавтологии и проти-
воречивости в исчислении высказываний, а также метод резолюций в ис-
числении предикатов, используемый при построении языков логического 
программирования. Определено понятие модели формальной теории 
и приведены примеры прикладного исчисления предикатов. 
В пятой главе рассматриваются основные комбинаторные конфигу-
рации и формулы. 
В шестой главе излагаются основы теории графов. Приводятся ос-
новные виды и способы задания графов, операции над графами, их число-
вые характеристики, наиболее распространенные алгоритмы, используе-
мые для решения практических задач, связанных с графами и сетями. 
Пособие написано в доступной форме, достаточно полно и строго, 
адаптировано для студентов первого курса. Для изучения дискретной ма-
тематики по этому пособию необходимым и достаточным является знание 
школьного курса математики. В пособии содержатся задачи и упражнения, 




ГЛАВА 1. МНОЖЕСТВА И ОТНОШЕНИЯ 
 
Понятия «множества», «отношения», «функции» и близкие к ним со-
ставляют основной словарь дискретной математики. В отличие от класси-
ческой математики здесь рассматриваются в основном конечные множе-
ства. Базовые понятия, рассматриваемые в первой главе, закладывают не-
обходимую основу для дальнейших построений. 
 
 
1.1. Множества. Основные понятия 
 
Выделение объектов и их совокупностей в качестве предмета иссле-
дования может быть представлено в виде дискретного множества. Множе-
ство – основное фундаментальное неопределяемое понятие математики. 
О множестве можно сказать, что это любая определенная совокупность 
элементов. Элементы множества различны. 
Если элемент а является элементом множества М, то говорят, что 
а принадлежит М и обозначают аМ, в противном случае записывают 
аМ. 
Множество, не содержащее элементов, называется пустым 
и обозначается . 
Множество А называется подмножеством множества В, если вся-
кий элемент из А является элементом из В (обозначается А  В). Если А  В 
и А  В, то, говорят, что А является собственным подмножеством мно-
жества В (обозначается А  В). 
Сами множества могут быть элементами других множеств. Множе-
ство, элементами которого являются множества, называется классом или 
семейством. Если элементы всех множеств берутся из некоторого широ-
кого множества U (конкретного для каждой задачи), то множество U назы-
вается универсальным множеством или универсумом. 
Пример . Множество Р простых чисел: 2, 3, 5, 7, 11, … . Множе-
ство Z целых чисел: …–2, –1, 0, 1, 2, … . Множество М5n  натуральных чи-
сел, кратных пяти: 5, 10, 15… . Множество R вещественных чисел. Можно 
сказать, что множество R является универсумом. 
Множества А и В равны, если все их элементы совпадают. Другое 
определение: множества А и В равны, если А  В и В  А. 
Число элементов в конечном множестве М называется его мощно-
стью и обозначается М. Мощность пустого множества равна нулю 




1.2. Способы задания множеств 
 
Чтобы задать множество, нужно указать, какие элементы ему при-
надлежат. Это можно сделать различными способами: 
 Перечислением элементов, т. е. списком всех своих элементов: 
 
М := {m1, m2, …, mn}. 
 
(Перечисление вида N = 1, 2, 3, … – это не список, а лишь допусти-
мое условное обозначение всех натуральных чисел). 
 Порождающей процедурой, которая индуктивными и рекурсивны-
ми правилами описывает способ получения элементов множества: 
 
М := {x x := f}.   
 
В таком случае множеством являются все элементы, которые могут 
быть построены с помощью такой процедуры. 
Пример . Множество М5n всех натуральных чисел кратных пяти 
может быть задано двумя индуктивными правилами: 
 
а) 5М5n;     б) если mM5n, то (5 + m)M5n . 
 
 Описанием характеристических свойств или характеристиче-
ским предикатом: 
М := {x P(x)}. 
 
Множество М состоит только из таких элементов, которые обладают 
свойством Р. 
M5n := {x x = 5n, nN}. 
 
В множество M5n  включены все натуральные числа кратные пяти. 
Распознающая или разрешающая процедура устанавливается для 
любого объекта х, обладает ли он свойством Р или нет. Разрешающая про-
цедура представляется в виде характеристического предиката, возвраща-
ющего логическое значение. Если для данного элемента условие выполне-
но, то он принадлежит определенному множеству, в противном случае, – 
не принадлежит. 
Пример . Задать различными способами множество всех натураль-
ных чисел, являющихся степенями десятки 10nÌ , не превышающих 106. 
 
10n
Ì  = {10, 100, 1000, 10000, 100000, 1000000}. 
а) 10 10nÌ ;   б) если m 10nÌ  и m  105, то 10m 10nÌ  . 
10n
Ì  = {n nN и 
10
n N, n  106}. 
 9 
 
1.3. Операции над множествами 
 
Обычно рассматриваются следующие операции над множествами:  
 Объединение множеств А и В: 
 





 Пересечение множеств А и В: 
 





 Разность множеств А и В: 
 




 Симметрическая разность множеств А и В: 
 





 Симметрическую разность А∆В также можно определить равенствами: 
 
А∆В := (АВ) \ (АВ);    А∆В := (А\В)(В\А). 
 
 Дополнение множества А: 
 
                А  := {x xA}, или А  = U\A,  
 
где U – некоторый универсум. 
 
 
 Объединение и пересечение произвольной совокупности множеств 
















 ,  
U   





U   
A    B 
U   
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Рис. 1.2 
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где I – некоторое множество, элементы которого используются как индексы. 
Пример  1. Пусть А := {a, b, c}; B := {c, d, e, f}.  
Тогда  
 
АВ := { a, b, c, d, e, f }; AB := {c}; A\B := {a, b}; A∆B := {a, b, d, e, f}. 
 
На рисунках 1.1–1.5 приведены диаграммы Эйлера, иллюстрирую-
щие операции над множествами. Точки, лежащие внутри различных обла-
стей диаграммы, могут рассматриваться как элементы соответствующих 
множеств. 
Пример  2. Представить множество А( BC ) диаграммой Эйлера. 
На рис. 1.6, б область B  заштрихована горизонтальной штриховкой,  
а C  – вертикальной. Площадь с двойной штриховкой представляет пересе-
чение BC . 
Пример  3. Представить множество (АB )(АC ) диаграммой 
Эйлера. 
A   B 




   B
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б – АB  
в – АC  
 рис. 1.7
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На рис. 1.7, г представлено пересечение площадей, заштрихованных 
на рис. 1.7, б и в. 
Сравнивая диаграммы Эйлера для множеств А( BC ) 
и (АB )(АC ), можно сделать предположение о справедливости равен-
ства А( BC ) = (АB )(АC ). 
 
Замечание. Доказательства с помощью диаграмм Эйлера не являются строгими доказа-
тельствами. 
 
Перечислим основные свойства операций над множествами. Пусть  
задан универсум U, тогда для любых А, В, С  U выполняются следующие 
свойства: 
1) идемпотентность: 
АА = А,   АА = А; 
 
2) коммутативность: 
АВ = ВА,   АВ = ВА; 
 
3) ассоциативность: 
А(ВС) = (АВ)С,   А(ВС) = (АВ)С; 
 
4) дистрибутивность: 
А(ВС) = (АВ)(АС),   А(ВС) = (АВ)(АС); 
 
5) поглощение: 
(АВ)А = А,   (АВ)А = А; 
 
6) свойство нуля: 
А = А,   А = ; 
7) свойство единицы: 
АU = U,   AU = A; 
 
8) двойное отрицание: 
А  = А; 
 
9) законы де Моргана: 
ВАВА  ,   ВАВА  ; 
 
10) свойства дополнения: 
А А  = U,   A А  = ; 
 
11) выражение для разности: 




В справедливости перечисленных свойств можно убедиться различ-
ными способами. Приведем доказательства некоторых из них. 
 
Пример  4 .  Доказать справедливость 4 свойства (дистрибутив-
ность относительно объединения) А(ВС) = (АВ)(АС). 
Множество X = Y, если X  Y и Y  X. Покажем, что 
А(ВС)(АВ)(АС). Пусть х – произвольный элемент, принадлежа-
щий множеству из левой части исходного равенства, х  А(ВС). Тогда, 
по определению операций объединения и пересечения, имеем: 
х  А(ВС)  х  А, и х  (ВС)  х  А, и (х  В или хС)  (х  А 
и х  В), или (х  А и хС)  (х  АВ), или (х  АС)  
х(АВ)(АС). 
Таким образом, А(ВС)  (АВ)(АС). 
Покажем теперь, что любой элемент х из множества, заданного пра-
вой частью исходного равенства, принадлежит и множеству, заданному 
левой частью. 
Пусть х  (АВ)(АС). Тогда х  (АВ), или х  (АС)  (х  А 
и х  В), или (х  А и х  С)  х  А и (х  В или х  С)  х  А, 
и (х  ВС)  х  А(ВС). 
Следовательно, (АВ)(АС)  А(ВС). 
 Пример  5 .  Доказать справедливость 9 свойства (законы де Мор-
гана) ВАВА  . 
Заметим, что из определения дополнения множества А следует: 
х  А  х  А . Покажем, что ВАВА  . Пусть х – произвольный эле-
мент из множества ВА . Тогда х  ВА   х  АВ  х  А, 
и х  В  х А , и х  В   х  ВА . 
Возьмем произвольный элемент из правой части исходного равен-
ства, х  ВА . Тогда  
х ВА  х  А , и х  В   х  А, и х  В  х  (А или В)  
 х  АВ  х  ВА . 
Таким образом, ВАВА  . Из определения равных множеств 
следует ВАВА  . 
 
Пример  6 .  Доказать выражение для разности А \ В = АВ . 
Множество Х = У, если их элементы совпадают. Это означает, что из 
того, что х  Х следует, х  У, и из того, что х  Х, следует х  У. Пусть:  
1. х  А\В. Из определения операций разности и дополнения мно-





2. х  А\В. Тогда из определения операции разности следует: х  А, 
или х  В  х  А , или х  В  х  АВ  х  ВА   х  АВ  (по 
закону де Моргана).  
 Таким образом, показали, что х  А\В  х  АВ . 
Пересечение, объединение и разность подмножеств множества U 
(универсума) являются подмножествами множества U и удовлетворяют 
всем перечисленным свойствам 1)–11). Множество всех подмножеств 
множества U с операциями пересечения, объединения, разности и допол-
нения образуют алгебру подмножеств множества U. 
 
Пример  7 .  Используя свойства 1)–11), доказать равенство 
(АВ)(АВ )( АВ) = АВ. 
 
(АВ)(АВ )( АВ) 4  А(ВВ )( АВ) 10  АU( АВ) 7  
7  А( АВ) 4  (А А )(АВ) 10  U(АВ) 4  (UА)(UВ) 7  АВ. 
 
Пример  8 .  Упростить (А∆В)(АВ). 
Из определения симметрической разности множеств и свойств опе-
раций над множествами следует: 
(А∆В)(АВ) = (А\В)(В\А)(АВ) 12  (АВ )(В А )(АВ) 4,3  
4,3  А(ВВ )(В А ) 10 (АU)(В А ) 7А(В А ) 4(АВ)(А А ) 10             
10 (АВ)U 7  АВ. 
 
Справедливость равенства (А∆В)(АВ) = АВ легко проверить 





Множество всех подмножеств множества М называется булеаном 
и обозначается 2М: 
2М := {ААМ}. 
 
Теор ема  1 . 1 .  Для конечного множества М мощность булеана 
2М определяется формулой2М = 2М. 
Дока з а т е л ь с т во .  
Индукция по мощности множества М. 
База: если М = 0, то М =  и 2 = {}. Следовательно, 
 2 = {} = 1; 2   = 2º = 1. 
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Индукционный переход: пусть для любого множества М с  М < k 
утверждение справедливо:  2М = 2 М. Рассмотрим М = {х1, х2, … , хk}, 
 М = k.  
Разобьем множество 2М на два непересекающихся множества М1 
и М2. В множество М1 входят все подмножества булеана 2М, содержащие 
фиксированный элемент хk , множество М2 содержит все подмножества бу-
леана 2М, не содержащие хk : 
 
М1 := { Х  2М хk  Х};   М2 := {Х  2М хk  Х}. 
 
Имеем 2М = М1М2 , М1М2 = . По индукционному предположе-
нию  М1 = 2k–1; М2 = 2k–1 . 
Следовательно,  2М =  М1 +  М2 = 2k–1 + 2k–1 = 22k–1 = 2k = 2М.      
 
Пример  1 .  Найти булеан множества М := {1; 2; 3}, определить его 
мощность. 
Множество всех подмножеств 2М := {{1}; {2}; {3}; {1; 2}; {1; 3}; 
{2; 3}; {1; 2; 3}; }. Мощность 2М = 23 = 8. 
 
Пример  2 . Сколько различных групп можно составить из десяти 
человек? 
Эту задачу можно сформулировать на языке множеств. Сколько не 
пустых подмножеств можно составить из множества, содержащего десять 
элементов?  
N = 210 – 1. 
 
 
1.5. Отношения. Основные определения 
 
Широко используемое понятие «отношения» может иметь вполне 
точное математическое описание, которое рассматривается в этом разделе.   
Если а и b – объекты, то упорядоченную пару  обозначают (а, b). Го-
ворят, что две пары (а, b) и (с, d) равны, если а = с и b = d. Вообще говоря, 
(а, b)  (b, а). 
Прямым (декартовым) произведением двух множеств A и B называ-
ется множество упорядоченных пар (a, b), в котором a  A, b  B: 
 
A  B := {(a, b) a  A и b  B}. 
 
Степенью множества A называется его прямое произведение само-











Теор ема  1 . 2 .  Мощность прямого произведения множеств 
A и B равна произведению мощностей этих множеств: 
A  B = AB. 
Дока з а т е л ь с т во .  
Первый элемент а упорядоченной пары (a, b) можно выбрать A 
способами, второй элемент b –B способами. Тогда все различные пары 
(a, b) можно составить AB способами. 
Очевидно, что Аn = An.                                          
 
Отношения – один из способов задания взаимосвязей между элемен-
тами множества. Наиболее используемыми являются бинарные отноше-
ния, которыми характеризуются пары элементов в множестве А. К приме-
ру, на множестве людей А могут быть заданы бинарные отношения: «жить 
в одном городе», «закончить один ВУЗ», «быть старше 60 лет» и т. д. Все 
пары элементов (a, b), между которыми имеет место данное отношение, 
образуют подмножество декартового произведения AA.    
Бинарным отношением  R из множества А в множество B называет-
ся подмножество прямого произведения A и B:  
 
R  A  B. 
 
Если A = B, то R есть отношение на множестве А.  
Под  n-местным отношением понимают множество упорядочен-
ных наборов (картежей):    
RA1  A2 … An = {(a1, a2,...an)a1A1, и a2A2, и …, и anAn}. 
 
Замечание. Многоместные отношения используются, например, в теории баз данных. 
 
Для бинарных отношений используют инфиксную форму записи:  
 
aRb := (a, b)  R  A  B. 
 
Отношения, определенные на конечных множествах, обычно зада-
ются: 
1. Списком пар, для которых это отношение выполняется:  
 
R = {(a,b); (a,c); (b,d)}. 
 
2. Матрицей. Бинарному отношению R  A  A, где A{a1, a2, … an}, 




   
 
                 1, если ai R aj ;      
 
                 0, если ai R aj (нет отношения).      
 
R[i, j] = 
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Пример .  Пусть А={1, 2, 3, 4, 5, 6}. Составить матрицу отношений 
R1  A  A, если R1 – бинарное отношение «иметь один и тот же остаток от 
деления на 3». 
R1[2, 5] = 1, т. к. 2 и 5 имеют один и тот же остаток при делении на 3.  











1.6. Свойства бинарных отношений 
 
Пусть R  А2. Тогда: 
1. R – рефлексивно, если имеет место aRa для любых aA (aA, 
aRa). 
2. R – антирефлексивно,  если ни для какого аА не выполняется 
aRa (aA aRa). 
3. R – симметрично, если для a, b A имеет место aRb, то имеет ме-
сто bRa (a, bA aRb  bRa). 
4. R – антисимметрично, если для a, bA имеют место aRb и bRa, то 
элементы a и b равны (a, bA aRbbRa  a = b). 
5. R – транзитивно, если для любых a, b, cA имеют место aRb 
и bRc, то имеет место aRc (a, b, cA aRbbRc  aRc). 
6. R – является полным или линейным, если для любых a и bА 
(a  b) имеет место aRb, либо bRa (a, bA a  b  aRb  bRa). 
Установим, какими признаками характеризуется матрица отношения 
R, если R соответственно рефлексивно, антирефлексивно, симметрично, 
антисимметрично, транзитивно и линейно.  
1. R рефлексивно, т. е. оно выполняется для любой пары (а, а), аА. 
В матрице R этим парам соответствуют элементы R[i, i] = 1. Следователь-
но, главная диагональ матрицы рефлексивного отношения содержит толь-
ко единицы.   
R1 1 2 3 4 5 6
 1 1 0 0 1 0 0
2 0 1 0 0 1 0
3 0 0 1 0 0 1
4 1 0 0 1 0 0
5 0 1 0 0 1 0
6 0 0 1 0 0 1
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2. R антирефлексивно, т. е. aRa не выполняется ни для какого аА. 
Главная диагональ матрицы антирефлексивного отношения содержит 
только нули. 
3. R симметрично, если для какой-то пары (a, b)А2  имеет место aRb, 
то должно иметь место bRa. Таким образом, матрица симметричного от-
ношения симметрична относительно главной диагонали.  
4. R антисимметрично, если ни для каких различных а и bА не вы-
полняется одновременно aRb и bRa, т. е. R[i, j]  R[j, i] при i  j. Матрица 
антисимметричного отношения не имеет единиц, симметричных относи-
тельно главной диагонали.  
5. R транзитивно, если для любых a, b, cА из того, что имеют место 
aRb и bRc, следует aRc. В матрице такого соотношения должно выпол-
няться условие: если R[i, j] = 1, то всем единицам в j-й строке должны со-
ответствовать по тем же столбцам единицы в i-й строке. 
Это условие иллюстрируется на рис. 1.8; рамкой выделена единица 
R[i,  j] = 1, для которой производится проверка  условия, а стрелками пока-






    








6. R линейно, если для любых a, bА, a  b обязательно имеет место 
aRb, либо bRa. Матрица линейного или полного отношения не имеет еди-
ниц и нулей, симметричных относительно главной диагонали. 
 
Пример  1 . Каковы свойства отношений, заданных на множестве 
натуральных чисел N: 
1) R1 = {(a, b)a  b};   
2) R2 = {(a, b)a – делитель b};  3) R3 = {(a, b)a = b}. 
 
 .  .  . ak1 
.  .  
. aj 
.  .  
. ak2 
.  .  
. akr 
.  
                          
 
            













1. Отношение R1 рефлексивно, не антирефлексивно (а  а); не сим-
метрично (2  3, но 3  2); антисимметрично (а  b, b  a  a = b); транзи-
тивно (a  b, b  c  a  c); линейно (a  b, либо b  a). 
2. Отношение R2 рефлексивно, не антирефлексивно ( aa  = 1); не сим-




















3. Легко видеть, что отношение R3 рефлексивно, симметрично, анти-
симметрично, транзитивно, не линейно. 
 
Пример  2 .  Пусть задан универсум U. Каковы свойства отношений 
на множестве 2U? 
1) R4 = {(A, B)AB};    2) R5 = {(A, B) AB}. 
 
 
1. Отношение R4 не рефлексивно ( = ); не антирефлексивно 
(AB  , если A  ); симметрично (AB    BA  ); не транзи-
тивно ({a}R4{a, b} и {a, b}R4{b}, но{a}R4{b} не выполняется); не линейно 
({a}R4{b, c}, либо {b, c}R4{a} не выполняются). 
2. Отношение R5 – строгого включения на 2U не рефлексивно, анти-
рефлексивно (AA не выполняется); не симметрично (AB не следует 
BA); антисимметрично (условия AB, BA одновременно не выполняют-
ся); транзитивно (AB и BС  AC); не линейно (про произвольные 
множества A и B не всегда можно сказать, что AB или BA). 
 
Пример  3 .  Каковы свойства отношений, заданных на множестве 
людей? 
1) R6 = {(a, b)a – сын b};  2)  R7 = {(a, b)a – потомок b}. 
 
 
1. Отношение R6 не рефлексивно, антирефлексивно (а – сын а не вы-
полняется ни для какого а), не симметрично, антисимметрично (а – сын b 
и b – сын а не выполняется), не транзитивно (а – сын b, b – сын с, то а – не 
сын с), не является полным или линейным (про любых двух человек из 
множества людей нельзя сказать, что один – сын другого).  
2. Очевидно, что отношение R7 не рефлексивно, антирефлексивно, не 





1.7. Операции над бинарными отношениями.  
Замыкание отношений  
 
Так как отношения R задаются подмножествами R  A  B, то для 
них можно определить те же операции, что и над множествами: 
 Объединение R1R2: 
 
R1R2 := {(a, b)(a, b)R1 или (а, b)R2}. 
 
 Пересечение R1R2: 
 
R1R2 := {(a, b)(a, b)R1 и (а, b)R2}. 
 
 Разность R1\R2: 
 
R1\R2 := {(a, b)(a, b)R1 и (а, b)R2}. 
 
 Дополнение R : 
 
R := {(a, b)(a, b)R} или R  := U\R, где U = AB. 
 
Кроме того, определяются и другие операции над отношениями: 
 
 Обратное отношение R–1: 
 
R–1 := {(a, b)(b, a)R}. 
 
 Тождественное отношение: 
 
I := {(a, a)aA}. 
 
 Универсальное отношение: 
 
U := {(a, b)aA и bB}. 
 
 Композиция отношений R1R2: 
 
Пусть R1  A  C – отношение из А в С; R2  C  B – отношение из 
С в В, тогда композицией двух отношений R1 и R2 называется отношение 
R  А  В, определяемое правилом: 
 
R := 21 RR  = {(a, b)aA и bB, и существует сС, такое, что aR1c и cR2b}. 
 
 Степень отношения: 
 Пусть R – отношение на множестве А. Степенью отношения  R на 
множестве А называется его композиция с самим собой и обозначается 
 






Соответственно, R0 := I;  R1 := R;  R2 := RR  ;  Rn := RR n 1 . 
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Замыкание является довольно широким математическим понятием. 
Если говорить неформальным языком, то замкнутость означает, что мно-
гократное выполнение допустимых шагов не выводит за пределы опреде-
ленной границы, либо определенных свойств. 
Отношение R называется замыканием R относительно свойства T, 
если: 
1) отношение R обладает свойством Т; 
2) отношение R является подмножеством R: R  R; 
3) отношение R является наименьшим, т. е. если найдется другое от-
ношение R, такое, что оно обладает свойством Т и R  R, то R  R. 
Если в качестве свойства Т рассматривать свойство транзитивности, 
то транзитивное замыкание R0 состоит из таких и только таких пар 
(a, b)A2, для которых в А существует цепочка элементов: a, c1, c2… cK, b 
(k  0), между соседними элементами которой выполняется отношение R. 
 
 Транзитивное замыкание находится по формуле 
 









Проверим, что транзитивное замыкание, определяемое этой форму-
лой, удовлетворяет перечисленным выше трем условиям замыкания. 
1. Пусть aR0c и cR0b. Тогда найдется n, что aRnb и найдется m, что 
bRmc. Следовательно, можно составить цепочку из (n + m + 2) элементов, 




 Таким образом, aRn+m+1b, следовательно, aR0b. 
2. Из определения объединения отношений очевидно, что R  R0.  
3. Пусть R – иное замыкание отношения R по свойству транзитивно-
сти, R  R. 
Если aR0b  найдется k, что aRkb  существуют элементы с1, с2, …, 
сk–1A, что выполняется условие транзитивности aRc1R … Rck–1Rb. 
С другой стороны, т. к. R  R, то aRc1R … Rck–1Rb, т. е. aRb. 
Таким образом, если (a, b)R0  (a, b)R, т. е. R0  R, и замыкание 
R0 является наименьшим.                
 Рефлексивное транзитивное замыкание R*: 







Если отношение R транзитивно, то R0 = R. Легко видеть, транзитив-
ное замыкание отношения R1 = {(a, b) a, bN, a  b} совпадает с этим от-
ношением, т. е. R0 = R1. 
Если R транзитивно и рефлексивно, то R* = R. 
Процедура вычисления транзитивного замыкания R0 для отношения 
R  A2: 
1) присвоить R1R; 
2) вычислить R1R12, а затем присвоить R2R1R12; 
3) сравнить R1 и R2. Если R1  R2 , то присвоить R1R2 и перейти 
к шагу 2, иначе – к шагу 4;    
4) конец: R0 = R2. 
 
Пример  1 .  Пусть R – отношение на множестве целых чисел Z: 
R := {(a, b)a > b, a, bZ}. Выполнить операции над R. 
 
RR = R;     RR = R;     R\R = ; 
R  = {(a, b)a  b};  R–1={(a, b)a < b}; 
RR   = R2  = {(a, b)a – 1 > b}; 
R0 = R    (R – транзитивно); 
R* = R0I = {(a, b)a  b}. 
 
Пример  2 .  Пусть R1 и R2 – отношения на N: 
 
R1 := {(a, b)b = a – 1}; R2 := {(a, b)b = a2}. 
 Найти следующие композиции отношений: 
 
21 RR  ;  12 RR  ;  R12;  R22;  R1n;  R2n;  R10;  R20 . 
 
21 RR   = {(a, b)(a, c)R1 и (c, b)R2} = {(a, b)c = a – 1, b = c2} = 
= {(a, b)b = (a – 1)2}. 
12 RR  = {(a, b)(a, c)R2, (c, b)R1} = {(a, b)c = a2, b = c – 1} =  
= {(a, b)a2  = b + 1}. 
 
Композиции отношений не коммутативны: 21 RR    12 RR  . 
 
2
1R  ={(a, b)(a, c)R1, (c, b)R1} = {(a, b)c = a – 1; b = c – 1} = 
= {(a, b)b = a – 2}; 
3
1R  ={(a, b)(a, c) 21R , (c, b)R1} = {(a, b)c = a – 2; b = c – 1} = 
= {(a, b)b = a – 3}; 
2
2R  = {(a, b)(a, c)R2, (c, b)R2} = {(a, b)c = a2, b = c2} = {(a, b)b = a4}; 
3
2R  = {(a, b)(a, c) 22R , (c, b)R2} = {(a, b)c = a4, b = c2} = {(a, b)b = a8}; 
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nR1  = {(a, b)b = a – n}; 
nR2  ={(a, b) 2nb a }. 
 
Найдем транзитивные замыкания для отношений R1 и R2, заданных 
на N: 
0
1R  = R1 21R  31R  …  nR1  … . 
 
Пара (a, b) 01R , если a, bN и число b больше а на любое натураль-
ное число n, т. е. 01R  = {(a,b)b > a}. 
 
0
2R  = R2 22R  32R  …  nR2  … . 
 
Пара (a, b) 02R , если a, bN и число b можно представить в форме 
2nb a , n = 1, 2, 3, … .    
Тогда в силу определения операции объединения отношений: 
0
2R = {(a, b)a, bN; 2
n
b a , nN}. 
 
Рассмотрим рефлексивные транзитивные замыкания отношений R1 
и R2 на N: 
R1*= 01R I = {(a, b)b > a или b = a} = {(a, b)b  a}; 
R2*= 02R  I = {(a, b) 2
n
b a , n  N, 
или  
b = a} = {(a, b) 2nb a , n  N  {0}}. 
 
Пример  3 .  Пусть на множестве A = {1, 2, 3, 4, 5, 6, 7} определено 
графически отношение R1 = {(a, b)a – сын b} и отношение R2 = {(a, b)a – 
потомок b}, рис 1.9. Определить их транзитивное замыкание.   
 
Построим матрицы отношений R1 и R2. Списки отношений R1 и R2, 
исходя из рис. 1.9, включают: 
R1 = {(2, 1), (3, 1), (4, 3), (5, 3), (6, 3), (7, 5)}; 
R2 = {(2, 1), (3, 1), (4, 1), (5, 1), (6, 1), (7, 1),  
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Построим композицию отношений 21R = 11 RR  . 
Из определения композиции отношений следует, что если существу-
ет в множестве А элемент с такой, что (a, c)R1 и (c, b)  R1, то пара 
(a, b)  R12.  
Из имеющихся пар отношения R1 (6, 3) и (3, 1)  (6, 1)  21R ; 
(5, 3) и (3, 1)  (5, 1)  21R ;   (4, 3) и (3, 1)  (4, 1)  21R ; 
(7, 3) и (3, 1)  (7, 1) 21R ;   (7, 5) и (5, 3)  (7, 3)  21R . 
С учетом сказанного построим матрицу отношения R1 21R , добавив 
в матрицу R1 единицы, соответствующие 21R . 
Если проверить матрицу R1 21R  и матрицу R2 на условие выполнения 
транзитивности (разд. 1.6, рис. 1.8), то легко увидеть, что нарушений усло-
вий транзитивности нет, и нет необходимости строить для отношения R1 
отношение R1 21R  31R , а для отношения R2 – отношение R2 22R  для даль-
нейшего выявления всех не транзитивностей. 
В соответствии с процедурой вычисления транзитивного замыкания 
можно сделать вывод, что R1 21R  31R  = R1 21R   и 01R = R1 21R , 02R  = R2.  









R1 1 2 3 4 5 6 7
1 0 0 0 0 0 0 0
2 1 0 0 0 0 0 0
3 1 0 0 0 0 0 0
4 0 0 1 0 0 0 0
5 0 0 1 0 0 0 0
6 0 0 1 0 0 0 0
7 0 0 0 0 1 0 0
R2 1 2 3 4 5 6 7 
1 0 0 0 0 0 0 0 
2 1 0 0 0 0 0 0 
3 1 0 0 0 0 0 0 
4 1 0 1 0 0 0 0 
5 1 0 1 0 0 0 0 
6 1 0 1 0 0 0 0 
7 1 0 1 0 1 0 0 
R1R12 1 2 3 4 5 6 7
1 0 0 0 0 0 0 0
2 1 0 0 0 0 0 0
3 1 0 0 0 0 0 0
4 1 0 1 0 0 0 0
5 1 0 1 0 0 0 0
6 1 0 1 0 0 0 0
7 1 0 1 0 1 0 0
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1.8. Отношение эквивалентности и отношение порядка  
 
Свойства отношений, введенные в разд. 1.6, встречаются наиболее 
часто, поэтому им дали определенное название. Но, оказывается, что неко-
торые комбинации этих свойств встречаются настолько часто, что заслу-
живают отдельного названия и специального изучения.  
Отношением эквивалентности называется бинарное отношение, 
если оно рефлексивно, симметрично и транзитивно. Отношение эквива-
лентности обычно обозначают знаком . 
 
Пример  1 .  Отношения равенства чисел и отношения равенства 
множеств являются отношениями эквивалентности. Отношение равно-
мощности (см. разд. 1.10) множеств является также отношением эквива-
лентности. 
Отношение эквивалентности разбивает множество М, на котором 
оно задано, на непересекающиеся классы подмножеств Mi такие, что 
Mi  M; Mi  Mk = , i  k; 
i
i MM  ; Mi   . И обратно, всякое разбиение 
множества М, не содержащее пустых элементов, определяет отношение 
эквивалентности на множестве М.  
Отношение эквивалентности по известному разбиению {Mi} множе-
ства М определим следующим образом: а  b, если существует Mi, что 
а  Mi и b  Mi (отношение «входить в один и тот же класс данного разби-
ения»). Очевидно, что рассмотренное отношение является рефлексивным, 
симметричным и транзитивным. 
Говорят, что отношение эквивалентности R задает разбиение на 
множестве М, или систему классов эквивалентности по отношению R. 
Элементы одного и того же класса находятся в отношении R, а между эле-
ментами разных классов отношение R отсутствует. Мощность этой систе-
мы называется индексом разбиения.  
Если R – отношение эквивалентности на множестве М, то множество 
классов эквивалентности называются фактор-множеством множества М 
по эквивалентности R. Фактор-множество является подмножеством булеа-
на 2М и обозначается М/R.   
 
Пример  2 . Каков индекс разбиения и мощность классов эквива-
лентности по отношению R на множестве N? 
 












Классы эквивалентности определяются по остатку при делении на 3. 
Остаток может принимать значения: 0, 1, 2, т. е. существует 3 класса экви-
валентности по отношению R. Множества натуральных чисел, составляю-
щие каждый класс эквивалентности, – счетные (счетными множествами 
называются множества, равномощные N – множеству натуральных чисел 
(см. разд. 1.10)). Индекс разбиения равен 3. Фактор-множество N/R состоит 
из трех классов эквивалентности. Между фактор-множеством N/R и мно-
жеством {0, 1, 2} существует взаимно однозначное соответствие: 
N/R  {0, 1, 2}. 
 
Пример  3 . Если E – отношение равенства на любом конечном 
множестве M, то все классы эквивалентности по отношению E = {(a, b)a, 
b  M, a = b} состоят из одного элемента. Индекс разбиения M по отноше-
нию Е равен мощности множества М, М. 
Отношением нестрогого порядка называют бинарное отношение 
на множестве, если оно рефлексивно, антисимметрично, транзитивно; если 
отношение антирефлексивно, антисимметрично и транзитивно, то оно яв-
ляется отношением строгого порядка. 
Отношение порядка может быть полным (линейным), и тогда оно 
называется отношением полного или линейного порядка. Отношение по-
рядка может не обладать свойством полноты (линейности), и тогда оно 
называется отношением частичного порядка. 
Обычно отношение строгого порядка (частичного или полного) обо-
значается знаком <, а отношение нестрогого порядка – знаком . В общем 
случае отношение порядка обозначается знаком  . 
Отношение порядка позволяет сравнивать различные элементы одного 
множества. Множества, на котором определено отношение частичного по-
рядка, называется частично упорядоченным. Множество, на котором опре-
делено отношение полного порядка, называется вполне упорядоченным.     
 
Пример  4 .  Отношение R1 = {(a, b)a  b} на множестве чисел яв-
ляется отношением нестрогого полного порядка (разд. 1.6, пример 1). От-
ношение R5 = {(A, B)AB} на булеане 2U является отношением строгого 
частичного порядка (разд. 1.6, пример 2). 
Множество чисел вполне или линейно упорядочено. Булеан упоря-
дочен частично. 
 
Пример  5 . Отношение предшествования слов   упорядоченного 
конечного алфавита А – лексикографическое упорядочение, определяется 
следующим образом. 




Тогда и только тогда: 
1) b1 = ai, b2 = aj и aiaj, где , ,  – некоторые слова, возможно 
пустые; аi и aj – буквы; 
2) b1 = b2, где  – не пустое слово. 
Отношение лексикографического упорядочения на множестве упо-
рядоченного конечного алфавита является отношением полного порядка. 
 
 
  1.9.  Функции. Инъекция, сюръекция и биекция.  
Операции на множестве. Ядро функции 
 
Понятие функции является одним из основополагающих в математи-
ке. Иногда функцию, отображающую одно конечное множество объектов 
в другое, называют отображением. 
Пусть f – отношение из A в B, такое, что если (a, b)  f и (a, c)  f, то 
b = c, где а – произвольный объект из множества А. Такое свойство назы-
вается однозначностью или функциональностью отношения. Само от-
ношение f называют функцией.   
Функцию обозначают следующим образом:  
 
f: AB; BA f , или обычная запись: b = f(a) := (a, b)  f. 
 
Пусть f – функция из множества А в В, тогда:  
 область определения функции f  есть множество fА := {a(a, b)f}; 
 область значений функции f: fВ := {b(a, b)  f}. 
Если область определения fА = A, то функцию f называют тоталь-
ной, а если fА  A, то f  называют частичной. 
Функцию f: A1 A2…AnB называют n-местной функцией. 
Всюду определенную, т. е. тотальную функцию : AnA называют 
n-местной (n-арной) операцией на множестве А. Если : A2A, то вместо 
записи (a, b) используют обозначения: ab, или ba  , где   – знак опера-
ции. 
Пусть f: AB. Тогда функция f называется: 
 инъективной, если b = f(a1) и b = f(a2)  a1 = a2; 
 сюръективной, если для любого bB найдется аА, что f(a) = b; 
 биективной, если она инъективная и сюръективная. 
Биективную функцию также называют взаимно однозначной.  
Рис. 1.10 иллюстрирует понятия отношения, функции, инъекции, 





         
    
  
     




              
 





Теор ема  1 . 3 .  Если f: AB – тотальная биекция (fA = A), то от-
ношение  f –1BA (обратная функция) является биекцией. 
Дока з а т е л ь с т во .  
а) Покажем, что отношение f –1 – функция, т. е. если a1 =  f –1(b) 
и a2 = f –1(b), то a1 = a2. Из определения обратного отношения f –1 = 
={(b,a)bB, aA и b = f(a)}. Тогда b = f(a1) и b = f(a2), но f – инъективная 
функция, следовательно, a1 = a2. 
б) Покажем, что f –1 – инъекция. Пусть a = f –1(b1) и a = f –1(b2). Тогда 
b1 = f(a), b2 = f(a) и из свойства инъективности функции f  следует, что 
b1 = b2. 
в) Покажем, что f –1 – сюръекция методом от противного. Пусть 
найдется a0A, что не существует bB, чтобы f –1(b) = a0. Тогда для любого 
bB,  f –1(b)  a0, или b  f(a0). Имеем a0  fA = A.                                            
 
Пример  1 . Пусть f(x) = 2x; A  f B. Для каждого типа определить 
свойства функции f:  
1) N f N;    2) N  f
2n
Ì ;  3) R  f R. 
 
1. f(n) = 2n, f: NN. Тогда f всюду определена, инъективна, но не 
сюръективна, является операцией на N. 
2. f(n) = 2n , f: N
2n
Ì  . Функция f всюду определена, инъектив-
на и сюръективна, является биективной или взаимно однозначной. 
Рис. 1.10. Различные виды функций 
 28 
 
3.  f(x) = 2x, f: RR. Функция f всюду определена, инъективна, но 
не сюръективна (f не имеет значений  0), является операцией на R. 
 
Пример  2 . Чему равны композиции функций f(x) = log2x, 
g(x) = x + 2. 
Функция f: R+R, g: RR. Из определения композиции отношений, 
композиция функций возможна лишь в порядке fg: R+R. 
 
fg = g(f(x)) = f(x) + 2 = log2x + x. 
 
Ядром функции называется композиция функций (отношений) 
1ff   и обозначается ker f  := 1ff  . 
 
Теор ема  1 . 4 .   Ядро функции является отношением эквива-
лентности на области определения функции. 
Дока з а т е л ь с т во .   
Пусть f: АВ. Не ограничивая общности, можно считать fA = A 
и fB = B. Из определения ядра функции  
 
ker f = {(a1, a2) a1, a2A, b = f(a1) и a2  f –1(b)}. 
 
1.  Покажем, что отношение ker f – рефлексивно. 
     Пусть, а  А. Тогда найдется  
 
b  B, b = f(a)  (a, b)  f и (b, a)f –1  (a, a) 1ff  . 
 
2.  Покажем, что отношение ker f – симметрично. 
Пусть (а1, а2)  1ff  . Тогда найдется  
 
b, b = f(a1) и а2f –1(b)  a1 f –1(b), 
 и b = f(a2)  b = f(a2) и a1 f –1(b)  (a2, a1) 1ff  . 
 
3.  Покажем, что отношение ker f – транзитивно. 
 Пусть (а1, а2) 1ff   и (а2, а3)  1ff  . Это означает, что 
найдется b1, b1 = f(a1) и a2  f –1(b1), и найдется b2, b2 = f(a2) и a3f –1(b2).  
Тогда b1 = f(a1) и b1 = f(a2).  
Кроме того, b2 = f(a2) и b2 = f(a3)  b1 = b2.  
Положим b = b1 (b = b2).  
Тогда  
 
b = f(a1) и b = f(a3)  b = f(a1), и a3f –1(b)  (a1, a3) 1ff  .   




Пример  3 . Мощность множества есть функция из множества ко-
нечных множеств во множество неотрицательных целых чисел. Ядро этой 
функции – это отношение равномощности (см. разд. 1.10.), которое являет-
ся, таким образом, отношением эквивалентности.  
Множество А вместе с набором операций {1, 2, . . . m}, где i 
niÀ A, ni – арность операции i, называется алгебраической структурой 
или просто алгеброй.  
Множество А называется основным множеством, вектор арности 
(n1, n2, . . . nm)  называется типом, множество операций {1, 2, . . . m} 




1.10.  Мощность множества.  
Конечные и бесконечные множества 
 
Понятие мощности возникает при сравнении множеств по числу 
элементов. Два множества А и В называются эквивалентными или равно-
мощными, если существует биекция f: АВ. Для двух конечных множеств 
взаимно однозначное соответствие можно установить лишь в случае, когда 
они имеют одинаковое количество элементов. Поэтому конечные множе-
ства эквивалентны тогда и только тогда, когда они имеют одинаковое чис-
ло элементов. В этом случае пишут, что мощность множества А= n, где 
n – число элементов множества А. Для бесконечных множеств уже не име-
ет смысла говорить о числе элементов. Однако и среди бесконечных мно-
жеств можно найти равномощные множества. 
Рассмотрим множество всех натуральных чисел N = {1, 2, 3, 4, …}. 
Любое бесконечное подмножество А множества N эквивалентно са-
мому множеству N. В самом деле, элементы этого подмножества можно 
расположить в порядке возрастания и каждому поставить в соответствие 
его порядковый номер. Получим А = {а1, а2, … аn, …}. Так как элементов 
в множестве А бесконечно много, этот процесс можно неограниченно про-
должать. Тем самым устанавливается взаимно однозначное соответствие 
между A и N. Можно сказать, что все бесконечные числовые последова-
тельности, содержащие различные элементы, эквивалентны множеству 
натуральных чисел N. 
 





Биекцией между множеством натуральных чисел N = {1, 2, 3, …} 
и множеством целых чисел Z = {0, 1, 2, 3, …} является функция 
f: NZ, для которой 
f(1) = 0, 
,   åñëè   2 1, 1,
( 1)
,   åñëè   2 .
m n m m
f n
m n m
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Функция  f  осуществляет нумерацию: 
 



















Пример  2 . Показать, что множество чисел Z2 эквивалентно мно-
жеству N. 
Занумеруем все точки плоскости, обе координаты которых – целые 
числа (рис. 1.11). Эти точки образуют, как говорят, решетку. Чтобы зану-
меровать все точки решетки, можно вести нумерацию по «раскручиваю-
щейся спирали» так, как изображено на рисунке. 
Бесконечные множества, эквивалентные множеству натуральных чи-
сел, называются счетными множествами. Иными словами, если элемен-
ты бесконечного множества можно перенумеровать, то такое множество 
будет счетным. 
Теперь сформулируем основные теоремы о счетных множествах. 
 
Рис. 1.11 
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Теор ема  1 . 5 .   Каждое бесконечное подмножество А счетного 
множества В счетно. 
Дока з а т е л ь с т во  этой теоремы почти ничем не отличается от 
приведенного выше рассуждения, когда доказывалась эквивалентность 
между множеством N и его бесконечным подмножеством А. 
 
Теор ема  1 . 6 .  Объединение конечного или счетного множества 
счетных множеств счетно. 
С помощью теоремы 1.6 можно другим способом доказать счетность 
множества Z2. Множество Z2 можно представить как объединение мно-
жеств:  
{0}Z; {1}Z; {–1}Z; {2}Z; {–2}Z,… . 
 
Каждое из множеств {m}Z является счетным, и таких множеств 
счетное число. Значит Z2 – счетное множество.  
Из теоремы 1.6 следует, что множества Nn  и  Zn – счетные.                                    
 
Пример  3 . Показать, что множество рациональных чисел счетно. 
Множество рациональных чисел Q состоит из дробей вида 
n
m , где 
mZ, nN; каждую из дробей можно записать в виде несократимой дроби 
q
p , pZ, qN. Множество дробей с одним и тем же знаменателем счетно, 
поэтому Q представимо в виде объединения счетного множества счетных 
множеств.  
Следовательно, по теореме 1.6 множество  Q – счетно. 
 
Отметим, что впервые счетность множества  Q доказал Г. Кантор.  
Выше мы рассматривали бесконечные множества, которые являются 
счетными. Однако существуют бесконечные множества, элементы кото-
рых нельзя перенумеровать. Простейшим примером такого множества яв-
ляется множество всех точек интервала (0, 1). Ясно, что в этом множестве 








, …}.  
Но оказывается, что точек в интервале (0, 1) намного больше, чем 
точек любой бесконечной последовательности. Впервые утверждение, что 
нельзя установить взаимно однозначного соответствия между множеством 
точек интервала (0, 1) и множеством N, доказал Г. Кантор. 
Вообще, произвольный интервал (a, b) эквивалентен интервалу (0, 1). 
Точно так же любой отрезок (замкнутый интервал) эквивалентен отрезку 
[0, 1] (рис. 1.12.).  












Можно показать, что вся числовая прямая эквивалентна интервалу 
(0,1) (рис 1.13). Сначала точке а  (0, 1) сопоставляется лежащая под ней 
точка полуокружности, а потом точка b сопоставляется точке с, лежащей 
на нашей прямой (точка О1 – центр полуокружности, точка О – центр ин-














Пример  4 . Показать эквивалентность отрезка I1 = [0, 1], интервала 
I2 = (0, 1) и множества вещественных чисел R. 
Эквивалентность I1 и I2 обеспечивается биекцией : I1  I2: 
1 , åñëè 0, , ;     
1 ,  åñëè 0;   
2( )
1 , åñëè 1;    
3
1 1, åñëè , 1.  
2
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В свою очередь, биекция 1( ) tg
2
x x           (рис. 1.14) определяет 
















Будем говорить, что все эквивалентные между собой множества 
имеют одинаковую мощность. Таким образом, для конечного множества 
мощность – это количество его элементов. Для счетных множеств – это 
мощность множества натуральных чисел N, которая обозначается специ-
альной буквой 0 (алеф – нoль): N=0. Мощность множества всех дей-
ствительных чисел R называется мощностью континуум (от лат. continu-
um – непрерывный; имеется в виду, что точка на отрезке может непрерыв-
но двигаться от одного конца к другому). Следовательно, все множества, 
эквивалентные множеству R, имеют мощность континуум. Такая мощность 
обозначается буквой С или 02 . 
Мощность есть фундаментальное понятие теории множеств, принад-
лежащее Г. Кантору. Сам Кантор говорил о мощностях так: «Мощностью 
или кардинальным числом множества М мы назовем то общее понятие, ко-
торое получается при помощи нашей активной мыслительной способности 
из М, когда мы абстрагируемся от качества его различных элементов m 
и от порядка их задания». 
Определение равномощности уточняет интуитивное понятие мно-
жеств «одинакового размера». А как формально определить, когда одно 
множество «больше» другого?  
Говорят, что мощность множества А не превосходит мощности мно-
жества B:AB, если А эквивалентно некоторому подмножеству множе-
ства В. Мощность множества А меньше  мощности множества В:А<В, 










Теор ема  1 . 7  (теорема Кантора – Бернштейна). Если  АВ 
и ВА, то А=В. 
Эта теорема значительно упрощает доказательство равномощности 
множеств. Например, если мы хотим доказать, что шар и куб равномощны, 
то из куба надо вырезать маленький шар, а из шара – куб и применить тео-
рему Кантора – Бернштейна. 
При доказательстве равномощности множеств также помогает сле-
дующая теорема. 
 
Теор ема  1 . 8 .  Если множество А бесконечно, а множество В 
конечно или счетно, то объединение АВ равномощно А,  АВ=А. 
Из этой теоремы следует, что прямая равномощна конечному или 
счетному объединению интервалов прямой. 
Теорема 1.8 говорит, что любое бесконечное подмножество счетного 
множества счетно, таким образом, счетные множества в некотором смысле 
являются самыми «маленькими» из бесконечных множеств.     
В течение долгих лет математики решали проблему: существует ли 
множество, мощность которого является промежуточной между счетной 
и мощностью континуум. В 1878 г. Г. Кантором была сформулирована 
континуум-гипотеза: всякое подмножество отрезка либо конечно, либо 
счетно, либо равномощно всему отрезку. Другими словами, между счет-
ными множествами и множествами мощности континуум нет промежу-
точных мощностей. Попытки доказать или опровергнуть эту гипотезу де-
лали многие математики. Первый существенный шаг в решении этой про-
блемы сделал австрийский математик Гедель. В 30-е гг. XX в. он доказал, 
что никакими логическими рассуждениями нельзя опровергнуть предпо-
ложение о том, что не существует промежуточного множества. В 60-х гг. 
американский математик П. Коэн и чешский математик П. Вопенко почти 
одновременно, независимо друг от друга доказали, что нельзя и опроверг-
нуть предположение о существовании такого множества. Таким образом, 
было доказано, что предположение о существовании так же, как и об от-
сутствии его, не противоречат остальным аксиомам теории множеств. При 
этом получаются разные теории множеств, но ни одна из них не лучше 
другой. Тут есть полная аналогия с неевклидовой геометрией. Мы можем 
в качестве аксиомы принять, что через данную точку проходит одна 
и только одна прямая, параллельная данной (утверждение, эквивалентное 
пятому постулату Евклида). Тогда получается геометрия, называемая ев-
клидовой. А можно принять за аксиому противоположное утверждение: 
через точку можно провести более одной прямой, параллельной данной 
прямой. Тогда получается – неевклидова геометрия. 
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Идея сравнивать множества с помощью отношения эквивалентности 
давно привлекала мыслителей. Но на этом пути они сталкивались 
с явлением, казавшимся им парадоксальным: множество может быть рав-
номощно своей части. Например, множество натуральных чисел равно-
мощно множеству натуральных четных чисел. Надо только сопоставить 
натуральному числу n число 2n – это будет взаимно однозначное соответ-
ствие между этими множествами. «Парадоксальность» такого обстоятель-
ства заключается, очевидно, в том, что оно не может иметь место для ко-
нечных множеств. Таким образом, в теории бесконечных множеств теряет 
силу утверждение, что «часть меньше целого». Поэтому само понятие рав-
номощности для бесконечных множеств казалось бессмысленным. Так, 
Галилей в его «Беседах» приводит пример взаимно однозначного соответ-
ствия между натуральными числами и квадратами натуральных чисел, 
в котором n и n2 соответствуют друг другу. Один из участников беседы ре-
зюмирует: «Свойства равенства, а также большей или меньшей величины, 
не имеют места там, где дело идет о бесконечности».  
Гораздо позже (во второй половине ХIХ в.) Дедекинд, наоборот, ввел 
понятие равномощности как фундаментальное средство исследования бес-
конечных множеств. И именно это свойство, которое казалось раньше «па-
радоксальным», он предлагает принять за определение бесконечного мно-
жества. Множество М, которое равномощно своему подмножеству М  М, 
отличному от М, называется бесконечным. 
Таким образом, на рубеже XIX–XX вв. возникла теория, которая 
позднее привела к переосмыслению самих основ математики. Эта теория, 
без преувеличения, оказалась краеугольным камнем в фундаменте матема-
тики. И главным «виновником» этого был немецкий ученый Георг Кантор. 
Как сказал в своей книге Ф. Хаусдорф, «бессмертная заслуга Георга Кан-
тора в том, что он отважился вступить в область бесконечности, не побо-
явшись ни внутренней, ни внешней борьбы не только с мнимыми парадок-
сами, широко распространенными предрассудками, приговорами филосо-
фов, но и с предубеждениями, высказанными многими великими матема-
тиками. Этим самым он стал создателем новой науки – теории множеств – 







1.1. Задать различными способами множество nМ 5  всех чисел, явля-
ющихся степенями пятерки: 5, 25, 125, …, не превышающих 5000. 
 
1.2. Задать различными способами множество натуральных чисел, 
кратных 7: 7, 14, 21, … . 
 
1.3. Пусть, .,, UCBA   Проиллюстрировать с помощью диаграмм 
Эйлера – Венна справедливость следующих соотношений:                                
а) ;)()( CBACBA            д) ;)( ABAA         
б) ;)()( CBACBA            е) ;)( ABAA   
в) ;BABA                              ж) ;)()( ABABA   
г) ;BABA                               и) .)( BABAA    
    
1.4. Доказать, что .)( BABA    
 
1.5. Доказать, что .)( ABAA   
 
1.6. Доказать, что .)( BABAA   
 
1.7. При помощи основных формул алгебры множеств, доказать 
а) );\()\()(\ CABACBA         г) BA ( ∆С) = )( BA ∆ );( CA      
б) );\()\()(\ CABACBA        д) ;)\(\ BABAA   
в) A( ∆ )B ∆С = А∆(В∆С);                 е) А∆(А∆В) = В. 
 
1.8. Выразить операции ,\,    через ∆,  . 
 
1.9. Выразить операции ,\,    через ∆,  . 
 
1.10. Выразить операции ,\,   через ∆, \. 
 
1.11. Привести пример таких множеств А, В, С, что АВ, ВС, но 
АС. 
 
1.12. Доказать, что если 121 ... AAAA n  , то nAAA ...21  . 
 
1.13. Найти:  
а) 1 1;1
n N n n
    ;                              б)
1 1;1
n N n n
     . 
 
1.14. Пусть Мn – множество всех целых чисел, делящихся на n, nN. 
Найти: 

















1.15.  Какими свойствами характеризуются следующие отношения на 
А = {1,2,3,…9}? 
а) 1R {(a, b)a – b – четное}; 
б) 2R {(a, b)a + b – четное}; 
в) 3R {(a, b)a – делитель (a + b), а  1}. 
 
1.16. Какими основными свойствами обладают следующие отноше-
ния на множестве натуральных чисел?  
а) R1 = {(m, n)m и n взаимно просты}; 
б) R2 = {(m, n)m делится на n}; 
в) R3 = {(m, n)m – n делится на 2}; 
г) R4 = {(m, n)m – n = 2}; 
д) R5 = {(m, n)m = n2}; 
е) R6 = {(m, n)m < n + 1}; 
ж) R7 = {(m, n)m ≤  n + 2}. 
 
1.17. Отношение R на множестве М ={a, b, c, d} задано матрицей на 
рис. 1.15. 
Каковы свойства отношения R? Почему отношение R не транзитив-
но? Как будет выглядеть матрица его транзитивного замыкания R0? Какова 
матрица рефлективного замыкания R* отношения R? 








                Рис. 1.15                                             Рис. 1.16 
 
1.18. Пусть отношение ,MMR   M {1, 2, 3, 4, 5}, задано матри-
цей на рис. 1.16. Определить матрицы отношений .,,,,, 0)2(1  RRRRRR  Ка-
ковы свойства исходных и полученных отношений? 
 
1.19. Доказать, что следующие отношения являются эквивалентно-
стями. Найти фактор множества и индекс разбиения. Установить взаимно 
однозначное соответствие между фактор-множеством и указанным множе-
ством. 
а) R1 = {(x, y)x, yZ, x – y – четное},  Z/R1  {0, 1};        
б) R2 = {(x, y)x, yR, x2 = y2},  R/ R2  R+,  R+ = [0, ]; 
R a b c d 
a 1 1 1 1 
b 0 0 1 1 
c 0 1 1 1 
d 0 1 0 0 
R 1 2 3 4 5 
1 1 0 0 1 0 
2 0 1 0 0 1 
3 0 0 1 0 0 
4 1 0 0 1 0 
5 0 1 1 0 1 
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в) R3 = {(x, y)x, y  R+, x – yZ},  R/R3[0, 1);   
г) R4 = {(x, y)x, yZ, x – y делится на n, nN}, Z/R1{0; 1; 2; . . .n –1};          
д) R5 = {(x, y)x, yR, sinx = siny}, R/R5  [ ;2 2
  ]. 
 
1.20. Доказать, что отношение М на множестве R2 является отноше-
нием эквивалентности на множестве R2. Определить классы этой эквива-
лентности. 
)),(),,{(( 2121 yyxxM   ),(),,( 2121 yyxx R2, 22222121 yxyx  }. 
 
1.21. Пусть  – множество всех прямых на плоскости. Являются ли 
эквивалентностями следующие отношения: 
а) отношение параллельности двух прямых; 
б) отношение перпендикулярности двух прямых? 
 
1.22. На множестве N2\{(1, 1)} введено отношение   
R = {((m, n), (p, q))(m ≤ p), (n ≤ q)}. 
 Доказать, что R – отношение частичного порядка. Найти все мини-
мальные элементы на указанном множестве. 
 
1.23. На множестве N\{1} введено отношение S = {(m, n)m делится 
на n}. Доказать, что S – отношение частичного, но не линейного порядка. 
 
1.24. На множестве М = {, {1}, {1, 2}, {2, 3}, {1, 2, 3}} введено от-
ношение R строгого включения: 
 
R ={(X, Y)X, YM, XY}. 
 Показать, что R – отношение частичного, но не линейного порядка. 
 
1.25. Для отображения  f: R→R, f(x) = sinx найти f((0, )), f(( ,
4 4
  )),                
f –1(( 1 1;
2 2
 )),   f –1([0,1)),   f –1([0,3)). 
 









     
 
 





1.27. Для следующих отображений  f,  g: R→R найти их композиции 
f g, g f. 
а)  2 ,   0;( )




    
    
2 ,   2;( )
2 ,   2.
x xg x
x x
   
 
 
б)  ,   0;( )





       
3,   1;( )
2 ,   1.
x xg x
x x
    
 
 
в)  ,   0;( )




   
         
ln ,   0;
( )








2,   1;( )
,   1;
x xf x
x x
   
         
,   2;
( )




    
  
 
1.28. Является ли отображение fn: N→N, ,   ;( ) ,   ,n
n k k n
f k
n k k n
    
   инъ-
ективным, сюрьективным, биективным? 
 
1.29. Доказать, что если А – счетное множество, В – конечное множе-
ство, то множество А\В счетно. 
 





  счетно. 
1.31. Доказать, что множество всех многочленов от одной перемен-
ной с рациональными коэффициентами счетно. 
 
1.32. Доказать, что множества точек отрезка и квадрата эквивалент-













ГЛАВА 2. АЛГЕБРА ВЫСКАЗЫВАНИЙ. БУЛЕВА АЛГЕБРА 
 
2.1. Высказывания. Операции над высказываниями 
 
Будем называть простым высказыванием связное повествователь-
ное предложение, о котором можно сказать, истинно оно или ложно. 
Обычно к простым высказываниям относят высказывания, не содержащие 
логических связок. Сложным (составным) называется высказывание, со-
ставленное из простых с помощью логических связок.  
 
Пример  1 .  «2  2 = 4» (дважды два четыре). Простое высказывание. 
 
Пример  2 .  «Сегодня идет дождь». Простое высказывание. 
 Пример  3 .  «Завтра в пятнице лукошко». Не является высказыва-
нием, т. к. о нем нельзя сказать истинно оно или ложно из-за отсутствия 
в этом предложении какого-либо смысла.  
 
Пример  4 . «При сильном ветре море бурлит». Составное выска-
зывание состоит из двух простых: 
А – «Имеет место сильный ветер». 
B – «Море бурлит». 
В дальнейшем нас будет интересовать не то, о чем идет речь в высказы-
вании, а лишь какое значение истинности («истина» или «ложь») оно имеет. 
Если А – истинное высказывание, то его значение Àˆ =1. 
Если А – ложное высказывание, то его значение истинности Àˆ = 0. 
В естественном языке из простых связных повествовательных пред-
ложений можно образовывать сложные или составные предложения. В ал-
гебре высказываний этим конструкциям соответствуют логические опера-
ции, которые определяются по значениям истинности результата примене-
ния операции. 
Конъюнкцией (операцией логического произведения; операцией «И», 
соответствующей союзу «и» в русском языке) двух высказываний А и B  
называется высказывание, истинное, когда оба высказывания истинны, 
и ложное – во всех других случаях. Обозначения: AB, AB, AB. 
 
Имеют место следующие свойства конъюнкции: 
 
     1)  ab  ba – коммутативный закон; 
     2)  a1  a – закон «1» для конъюнкции; 
     3)  a0  0 – закон «0» для конъюнкции; 
     4)  aa  a – закон идемпотентности. 
 
Àˆ  Bˆ          AB 
0 0 0 
0 1 0 
1 0 0 
1 1 1 
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Дизъюнкцией (операцией логического сложения; операцией «Или», 
соответствующей неразделительному союзу «или» в русском языке) двух 
высказываний А и B  называется высказывание, ложное в случае, когда оба 
высказывания ложны, и истинное – во всех других случаях. Обозначения: 
АВ, А+В. 
  Имеют место следующие свойства дизъюнкции: 
 
      1)  ab  ba – коммутативный закон; 
      2)  a1  1 – закон «1» для дизъюнкции; 
      3)  a0  a – закон «0» для дизъюнкции; 
      4)  aa  a – закон идемпотентности. 
 
Отрицанием (инверсией; операцией, соответствующей частице «не» 
в русском языке) высказывания А называется высказывание, истинное, ко-
гда высказывание А ложно, и ложное – в противном случае. Обозначения: 
А , А. 
 
Операция отрицания является унарной логической операцией. 
Очевидно, имеет место закон двойного отрицания: аа  . 
                                      
 
Эквиваленцией (эквивалентностью; соответствующей конструкци-
ям «ххх равносильно ххх» и «ххх тогда и только тогда, когда ххх» в рус-
ском языке) двух высказываний А и В называется высказывание, истинное, 
когда А и В имеют одинаковые значения истинности, и ложное – в против-
ном случае. Обозначения: АВ, АВ. 
   
  Очевидно, имеют место следующие свойства: 
 
         1)  ab  ba; 
         2)  a1  a; 
         3)  a0  а ;                        
         4)  ab  аb .                          
 
Импликацией (логическим следованием, соответствующим кон-
струкциям «Если ххх, то ххх», «Из ххх следует ххх» в русском языке) двух 
высказываний А и В называется высказывание,  ложное, когда А истинно, а 
В ложно; во всех других случаях – истинное. Обозначения: АВ, АВ, 
АВ. При этом высказывание А называется посылкой импликации, а вы-
сказывание В – заключением. 
 
А  В  ВА  
0 0 0 
0 1 1 
1 0 1 
1 1 1 
А   А  
0 1 
1 0 
А  В  
 
АВ 
0 0 1 
0 1 0 
1 0 0 
1 1 1 
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   Очевидно, имеют место свойства: 
 
    1)  ab  ba;     
    2)  0a  1; 
    3)  a1  1; 
    4)  aa  1;              
    5)  1a  а;   
    6)  a0  а . 
 
Замечание. В большинстве алгоритмических языков имеется логический опера-
тор «if A then B», использование которого несколько отлично от определения имплика-
ции, а именно, если А – истина, то отрезок В программы выполняется, а если А – ложь, 
то отрезок S программы опускается (не выполняется). 
 
Неравнозначностью (сложением по модулю 2; исключающим 
«Или», соответствующим конструкции «либо А, либо В» в русском языке) 
двух высказываний А и В называется высказывание, истинное, когда зна-
чения истинности А и В не совпадают, и ложное – в противном случае. 
Обозначение: АВ, А В. 
 Очевидно, имеют место свойства: 
 
       1)  a1 = а ;   
       2)  a0 = a;   
       3)  11 = 0;   
       4)  01 = 1;                      
       5)  ab = ba – коммутативности.             
 
 
2.2. Формулы алгебры высказываний 
 
Буквы, обозначающие высказывания, логические связки и скобки со-
ставляют алфавит языка логики высказываний. Введем в рассмотрение 
высказывательные или пропозициональные переменные – символы, 
вместо которых можно подставлять высказывания. Высказывательные пе-
ременные обычно обозначаются последними буквами латинского алфавита 
(x, y, z, u, v …). 
Будем называть выражение, составленное из символов высказыва-
ний, символов высказывательных переменных, знаков операций и скобок, 
определяющих порядок действий, логической формулой, если оно удовле-
творяет следующим условиям: 







0 0 1 
0 1 1 
1 0 0 
1 1 1 
А  В  
 
АВ 
0 0 0 
0 1 1 
1 0 1 
1 1 0 
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 если F1 и F2 – формулы, то 1F , (F1F2), (F1F2), (F1F2), (F1F2) – 
формулы; 
 других формул алгебры высказываний нет. 
 
Пример  1 . Выражение ((а х )а)(хb ) – формула. 
 
Пример  2 . Выражение ( хy)(xz) – не является формулой. 
 
Пример  3 . Представить логической формулой следующие выска-
зывания: 
1. Прямая пересекает плоскость, либо ей параллельна. 
 2. «Если четное число делится на 3, то оно делится на 6». 
3. «Через любые две пересекающиеся или параллельные прямые 
можно провести единственную плоскость». 
1. Если обозначить: 
А – «прямая пересекает плоскость», 
В – «прямая параллельна плоскости», 
то высказывание представимо логической формулой АВ. 
2.  Если обозначить: 
А – «число делится на два», 
В – «число делится на три», 
С – «число делится на шесть», 
то высказывание можно представить формулой АВС. 
3.  Введем обозначения: 
А – «две прямые пересекаются», 
В – «две прямые параллельны», 
С – «можно построить плоскость», 
D – «плоскость единственна». 
Высказывание можно представить логической формулой 
(АВ)(СD). 
Часть скобок, определяющих порядок действий, можно опускать, 
учитывая приоритет:  , , , . 
Пусть F(x1, x2, … xn) – формула алгебры высказываний, где x1, x2, … 
xn  – входящие в нее пропозициональные переменные. Конкретный набор 
переменных x1, x2, … xn со значениями истинности называется интерпре-
тацией формулы F. Сама формула может быть истинной (принимать зна-
чения 1F ) при одной интерпретации и ложной ( 0F ) при другой ин-
терпретации. Значения формулы F в интерпретации I будем обозначать 
I(F).  




Формула, истинная при всех возможных интерпретациях, называется 
тавтологией или общезначимой.  
Формула, ложная при всех возможных интерпретациях, называется 
противоречием или невыполнимой.  
Пример  4 .  Формула АА  – тавтология, АА  – противоречие, 




А  АА АА АА
0 1 1 0 1 
1 0 1 0 0 
 
Теор ема  2 . 1 .  Если формулы А и АВ – тавтологии, то фор-
мула В – тавтология. 
Дока з а т е л ь с т во .   
От противного. Предположим, что в некоторой интерпретации I 
формулы В значение I(B) = 0, т. е. формула В имеет значение «ложь». Но 
I(A) = 1, т. к. А – тавтология. Из определения импликации I(АВ) = 0, что 
противоречит тому, что АВ – тавтология.                                                
 
Говорят, что формула В логически следует из формулы А, если 
формула В истина при всех интерпретациях, при которых истина формула 
А. Обозначение: АВ. 
Говорят, что формулы А и В логически эквивалентны, если они яв-
ляются логическим следствием друг друга. Логически эквивалентные 
формулы имеют одинаковые значения при любой интерпретации. Обозна-
чение: АВ или АВ. 
 
Пример   5 .  Доказать:  
 
(АВ) ВА ;  (АВ)( ВА )(АВ )(АВ) (ВА). 
 
Покажем, что формулы имеют одинаковые истинностные значения 
при всех возможных интерпретациях. 
 










( АВ)( АВ )
0 0 1 1 1 1 1 1 1 
0 1 1 1 1 0 0 0 0 
1 0 0 0 0 1 1 0 0 




Определение 1.  Пусть F(y1, y2, … yn), f1(x1, x2, … xn), f2(x1, x2, … xn), 
… , fm(x1, x2, … xn) – формулы алгебры высказываний. Подстановкой фор-
мул fi в формулу F назовем следующую конструкцию: 
Ф(x1, x2, … xn) = (F ii fy  )( x1, x2, … xn)
def  
def F(f1(x1, x2, … xn), f2(x1, x2, … xn), … , fm(x1, x2, … xn)). 
 
Приведем без доказательства две важнейшие теоремы алгебры вы-
сказываний. 
 
Теор ема  2 . 2   (теорема о подстановке формул в формулу). Если F 
и fi – формулы алгебры высказываний, то формула (F i iy f )( x1, x2, 
… xn) является также формулой алгебры высказываний. 
 
Теор ема  2 . 3   (теорема о равносильной подстановке). Пусть 
F(y1, y2, … ym)G(y1, y2, … ym) и fi(x1, x2, … xn)gi(x1, x2, … xn) (i = 1,m ). 
 Тогда 
(F i iy f )( x1, x2, … xn) (G i iy g )( x1, x2, … xn). 
 
Определение 2.  Формулы алгебры высказываний, при образовании 
которых не использовались операции, отличные от , , ,  называются 
булевыми формулами алгебры высказываний. 
Определение 3.  Рангом формулы называется число логических опе-
раций, встречающихся в формуле, причем каждая операция считается 
столько раз, сколько встречается. 
 
Пример  6 .  aa (ab)c  – формула ранга 7. 
 
Теор ема  2 . 4 .  Для любой формулы алгебры высказываний 
существует равносильная ей булева формула алгебры высказываний. 
Дока з а т е л ь с т во .   
Индукция по рангу формулы. 
База: если rang(F) = 0, то формула состоит из одной переменной, 
обозначающей высказывание и потому, не булевых операций нет. 
Если rang(F) = 1, то все формулы имеют конструкции: 
 
1) ,  2)  ,  3)  ,  4)  ,  5)  ,  6)  , 
 
где ,   – формулы нулевого ранга. Формулы 1)–3) являются булевыми, 
а для формул вида 4)–6) имеют место: 
 
   ,   (  )( ),    ( )(  ), 
 
при этом справа стоят булевы функции. 
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Индукционный переход: пусть для любой формулы ранга меньшего k 
утверждение теоремы справедливо. Докажем, что тогда утверждение тео-
ремы справедливо для любой формулы ранга k. Пусть rang(F) = k. Выде-
лим в формуле F последнюю операцию, тогда F имеет одну из следующих 
конструкций: 
1) ,  2)  ,  3)  ,  4)  ,  5)  ,  6)  , 
 
где формулы  и   ранга меньшего, чем k.  
 Для формул  и   существуют представления, использующие лишь 
операции ,  и , т. е. б,    б. 
 Тогда  
б,   б б,   б б,    б б,  
 ( б б)(б б),   (б б)( б б). 
 
Так как справа стоят булевы формулы, то теорема доказана.           
 
 
2.3. Основные схемы логически правильных рассуждений. 
 Основные проблемы алгебры высказываний 
 
Любое исчисление высказываний содержит в себе правила преобра-
зований логических формул – это общие логические аксиомы и правила 
подстановки и заключения, называемые правилами вывода. 
Наибольший интерес для математики представляют собой тожде-
ственно истинные формулы – тавтологии, они представляют собой скелеты 
(схемы) логически безупречных рассуждений. Исходные высказывания 
в рассуждениях называются посылками или гипотезами, а получаемые 
высказывания – заключением или следствием. 
Приведем примеры наиболее используемых схем логически правиль-
ных рассуждений в теории исчислений: 
 
1.  Правило заключения – утверждающий модус (Modus Ponens). 
«Если из высказывания А следует высказывание В и высказывание 
А – истинно, то истинно В». 
Обозначается В
АВА , . 
Правило Modus Ponens может быть представлено логической форму-
лой (АВ)АВ. В теореме 2.1 доказано, что если АВ и А – тавтологии, 
то и В – тавтология. 
 
2.  Правило отрицания – отрицательный модус (Modus Tollens). 
«Если из А следует В и высказывание В неверно, то неверно А». 
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Обозначается   А
ВВА

 , . 
 
3.  Правило утверждения-отрицания (Modus Ponendo-Tollens). 





 , ;   А
ВВА

 , . 
4.  Правило отрицания-утверждения (Modus Tollen-Ponens). 
«Если истинно А или В (в разделительном или неразделительном смысле) 
и неверно одно из них, то истинно другое». 
Обозначается: В
АВА  , ,        В
АВА  , , 
                 А
ВВА  , ,        А
ВВА  , . 
 
5.  Правило транзитивности. 
«Если из А следует В, а из В следует С, то из А следует С». 
Обозначается   СА
СВВА

 , . 
 
6.  Закон противоречия. 




 , . 
 
7.  Правило контрапозиции. 






8.  Правило сложной контрапозиции. 
«Если из А и В следует С, то из А и С следует В». 







9.  Правило сечения. 
«Если из А следует В, а из В и С следует D, то из А и С следует D». 












10.  Правило импортации (объединения посылок). 
















12.  Правила дилемм: 
Обозначается: а) С
ВАСВСА  ,, ;     б) А
СВСАВА

 ,, ; 








 ,, . 
 
Заметим, что схем логически правильных рассуждений бесконечно 
много. При решении любых математических задач широко используются 
приведенные правила рассуждений. 
 
Пример . Найти значение параметра аR, при котором тригоно-
метрическое уравнение  
0)cos(4)(cos 2  axxa  
 
имеет хотя бы одно действительное решение. 
Заметим, что если  а = 0, то уравнение является линейным 4cos(x) = 0 
и имеет действительное решение. 
Рассмотрим случай, когда  а  0. Тогда, после замены t = cos(x) полу-
чаем квадратное уравнение 
at2 – 4t + a = 0. 
 
Очевидно, что высказывание А – «уравнение имеет хотя бы одно ре-
шение» имеет своим отрицанием высказывание А  – «уравнение не имеет 
решений». Рассмотрим, при каком значении параметра  аR\{0}, квадрат-
ное тригонометрическое уравнение не имеет действительных решений. 
Это возможно в двух случаях: 
1. Квадратное тригонометрическое уравнение не имеет действитель-
ных корней, когда D < 0. 
2. Квадратное тригонометрическое уравнение не имеет действитель-
ных решений, когда D  0 и оба корня t1, t2 по модулю превышают единицу. 
Составим формулу алгебры высказываний: 
 





 По теореме Виета о корнях квадратного уравнения имеем: 
 
 1 2 1
at t
a
   . 
 















 т. е. два корня t1, t2 по модулю одновременно быть больше 1 не могут, 
и конъюнкция (D  0)(t1>1t2>1) является противоречием. 
Формула высказываний примет вид (D < 0)0 = (D < 0) (закон «0» 
для дизъюнкции). Получили, что квадратное тригонометрическое уравне-
ние не имеет действительных корней, если D < 0  a  0. 
 
D = 16 – 4a2 < 0, когда а> 4, т. е. (a > 4)(a < –4). 
 Из свойств операций над множествами имеем, что исходное триго-
нометрическое уравнение не имеет решений, если а(–; –4)(4; ). 
Тогда 
)4()4(  aaA , 
)4()4()4()4()4()4(  aaaaaaAA , 
т. е. а[–4; 4]. 
 В алгебре высказываний выделяют три основные проблемы: разре-
шения, равносильности, представления. Сформулируем их. 
 Проблема разрешения: существует ли алгоритм, позволяющий 
с помощью равносильных преобразований для произвольной форму-
лы алгебры высказываний выяснить, является ли она тождественно 
истинной, тождественно ложной или нетривиально выполнимой? 
 Проблема равносильности: существует ли алгоритм, позволяющий 
с помощью равносильных преобразований для произвольных фор-
мул выяснить, равносильны ли они? 
 Проблема представления: можно ли двузначную 0–1 функцию n 
двузначных переменных f(x1, x2, …, xn) реализовать в качестве фор-
мулы алгебры высказываний F(x1, x2, …, xn) так, что 
1 2 1 2




2.4. Алгебра логики 
 
В алгебре логики логические формулы рассматриваются как алгеб-
раические выражения, которые можно преобразовывать по определенным 
правилам, представляющим логические законы. Алгебра логики как раздел 
математической логики изучает строение сложных логических высказыва-
ний (логических формул) и способы установления их истинности или эк-
вивалентности с помощью алгебраических методов. 
Функции f: 22 EE n  , где Е2 = {0, 1} называют функциями алгебры 
логики или булевыми функциями, по имени Дж. Буля. Множество буле-
вых функций от n переменных обозначается P2(n), P2(n):={ff: 22 EE n  }. 
Множество всех логических функций обозначается P2. 
Любую булеву функцию от n переменных можно задать таблицей 
истинности. 
x1, x2 … xn–1 xn f(x1, x2, …, xn) 
0  0 … 0 0 
0  0 … 0 1 
0  0 … 1 0 
… … … … 
11  1 1 
 
 Если число переменных n, то в таблице истинности имеется 2n 
строк, соответствующих числу всех возможных наборов значений n пере-
менных (x1, x2, …, xn) функции f(x1, x2, …, xn). Каждой строке ставится зна-
чение 0 или 1, соответствующее значению булевой функции. Число буле-




2 2 ... 2 2
n
n ðàç
    , 22 ( ) 2
n
P n  . 
 
Булева функция f существенно зависит от переменной xi, если при 
разных значениях xi, она принимает разные значения. В этом случае xi 
называют существенной переменной, в противном случае xi называют 
несущественной (фиктивной) переменной. 
 
Булевы функции одной переменной 
 




x 0 1 2 3
0 0 0 1 1 
1 0 1 0 1 
0 x x  1 
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0  и 3 – константы 0 и 1 соответственно. Значения этих функций не 
зависят от переменной x, т. е. переменная х является несущественной: 
 
1(х) = х (повторение переменной), 
2( )õ õ   (отрицание переменной). 
 
Булевы функции двух переменных 
Множество всех логических функций двух переменных Р2(2) состоит 
из 222 (2) 2 16Ð    функций, представленных в табл. 2.1. 
В двух нижних дополнительных строках таблицы указаны наиболее 
используемые названия булевых функций и их обозначения.  
Логические функции трех и более переменных обычно задаются 
формулами, состоящими из символов переменных и знаков унарных или 
бинарных операций. Наиболее используемыми  являются операции: , , 
, , , , . В общем случае формула описывает булеву функцию как 
суперпозицию других более простых функций.  
Пусть В = {f1, …, fm} – множество булевых функций, называемое ба-
зисом. Формулой F над базисом В называется выражение вида 
 
F(B) = f(t1, t2, …, tn), 
 
где fB, а ti – либо переменная, либо формула над базисом В. Функция f 
называется при этом главной (внешней функцией), а ti называются под-
формулами. 
Две формулы называются эквивалентными или равносильными, 
если они представляют одну и ту же функцию. Стандартный метод 
установления эквивалентности заключается в следующем: 
1) по каждой формуле строится таблица истинности;  
2) полученные таблицы сравнивают по каждому набору значений пе-
ременных (22n вычислений). 
 
Пример  1 . Доказать эквивалентность формул: 
 
1) 212121 xxxxxx  ; 
   2) 212121 xxxxxx  . 
 
Для доказательства эквивалентности используем стандартный метод 








  Таблица 2.1  
       







































































































































































































































































































   
Формулы 21 хх , 21 хх  , 21 хх   принимают одинаковые значения при 
одинаковых наборах значений переменных х1 и х2.  




Имеют место следующие равносильности: 
 
1)  aa  a,     aa  a; 
2)  ab  ba,  ab  ba; 
3)  a(bc)  (ab)c,  a (bc)  (ab)c; 
4)  (ab)a  a,  (ab)a  a; 
5)  a(bc)  (ab)(ac),    a(bc)  (ab)(ac); 
6)  a11,  a0  0; 
7)  a0  a,   a1  a; 
8)  a  a; 
9)  (ab) ab,  (ab) ab; 
10) aa  1,   aa  0. 
 
Все они могут быть проверены построением соответствующих таб-
лиц истинности. Таким образом, алгебра <Е2, , , > – содержит две би-
нарные и одну унарную операции, которые удовлетворяют соотношениям 
1)–10), т. е. алгебра является булевой. 
Два правила: правило подстановки и правило замены, позволяют по-
лучать новые формулы, эквивалентные данным. 
 Правило подстановки формулы G вместо переменной х. 
При подстановке формулы G вместо переменной х все вхождения 
переменной х в сходное соотношение должны быть одновременно замене-
ны формулой G. Правило применяется к эквивалентным соотношениям 
для получения новых эквивалентных соотношений. 
 
х1,х2 21 хх  х1х2 21 хх   1х  2х  21 хх   
0 0 1 0 1 1 1 1 
0 1 1 0 1 1 0 1 
1 0 1 0 1 0 1 1 
1 1 0 1 0 0 0 0 
х1,х2 х1х2 х1х2 21 хх   1х  2х  21 хх   
0 0 1 0 1 1 1 1 
0 1 0 1 0 1 0 0 
1 0 0 1 0 0 1 0 
1 1 0 1 0 0 0 0 
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Пример  2 . Рассмотрим эквивалентное соотношение 
2121 хххх  . Если вместо всех вхождений переменной х2 подставить 
формулу 32 xxG  , то получим новое эквивалентное соотношение 
)()( 321321 хххххх  . 
 
 Правило замены подформул. 
Если какая-либо формула F, описывающая функцию f, содержит G1 
в качестве подформулы, то замена G1 на эквивалентную G2 (G1  G2) не из-
менит функции  f,  т. е. получится новая формула F, эквивалентная исход-
ной F. 
 







2121 1)( xxxxxxxxxF  . 
 
В эквивалентных преобразованиях использовались перечисленные 
выше равносильности, т. е. одни подформулы заменялись на эквивалент-
ные им подформулы. 
Булевы функции , ,  (и любые другие) являются операциями на 
множестве булевых функций (, : P2(n)P2(n)P2(n), : P2(n)P2(n)). 
Алгебраическая структура <P2(n), , , > называется алгеброй булевых 
функций. Алгебра булевых функций является булевой алгеброй. Действи-
тельно, равносильности 1)–10) справедливы, если вместо a, b, c подставить 
любые булевые функции при выполнении правила подстановки. Таким об-
разом, все соотношения между операциями булевой алгебры выполнены 
в алгебре <P2(n), , , >.  
 
Замечание. На практике, говоря о функциях, мы имеем дело с формулами, хотя 
функции и формулы – разные вещи. Функций для конечного числа переменных конеч-
ное число, а формул может быть бесконечно много. Если вместо формул ввести в рас-
смотрение классы равносильных формул, то можно утверждать, что алгебра функций 
изоморфна алгебре классов равносильных формул. 
 
 
2.5. Принцип двойственности. Закон двойственности 
 
Определение. Функция f *(x1, x2, …, xn) называется двойственной 




nn xxfxxxf  . 
 
Из закона двойного отрицания следует, что f **= f. Функция называ-
ется самодвойственной, если f *= f. 
 55 
 
Пример  1 . 10)0( *  ;         011*  ;           ххх * ;    
yxyxyx  )()( * ;   yxyxyx  )()( * ;       xхx * . 
Тождественная функция и отрицание есть самодвойственные функ-
ции, а дизъюнкция и конъюнкция – нет. 
 
Теорема  2 . 5  (общий принцип двойственности). Если формула 
Ф(х1, х2, …, хn) = F(f1(x1, …, xn), …, fm(x1, …, xn)) реализует функцию 
(x1, …, xn), то формула Ф*(х1, х2, …, хn) = F*(f1*(x1, …, xn), …, 
fm*(x1, …, xn)) реализует функцию *(x1, …, xn). 
Дока з а т е л ь с т во .   
Покажем, что если в формуле Ф, представляющей функцию , все 
функции заменить на двойственные функции, то полученная формула Ф* 
будет представлять функцию  *, двойственную . 
 
*
1 2 1 2 1 1 2 1 2( , ,..., ) ( , ,..., ) ( ( , ,..., ),..., ( , ,..., ))n n n m nx x x x x x F f x x x f x x x    
1 1 2 1 2
* *
1 1 2 1 2
( ( , ,..., ),..., ( , ,..., ))
( ( , ,..., ),..., ( , ,..., ))
n m n
n m n
F f x x x f x x x




                * * * *1 1 2 1 2 1 2( ( , ,..., ),..., ( , ,..., )) Ô ( , ,..., )n m n nF f x x x f x x x x x x  .                  
 
Теорема  2 . 6  (принцип двойственности). Пусть B = {f1, …, fm} – 
базис. Положим B*={f1*, …, fm*}. Тогда, если формула Ф над базисом 
реализует функцию , то формула Ф* над базисом В*, полученная из 
формулы Ф заменой функции fi на двойственные функции f i*, реали-
зует функцию *, двойственную . 
Дока з а т е л ь с т во .  
Индукция по рангу формулы Ф.  
База: если формула Ф имеет вид f(x1, x2, …, xn), где fB, то формула 
Ф*= f *(x1, …, xn) реализует функцию f * по определению.  
Индукционный переход осуществляется по предыдущей теореме.     
 
Следствие. Если Ф1 = Ф2  Ф1*= Ф2*. 
 
Теорема  2 . 7  (принцип двойственности для формул булевой алгеб-
ры). Пусть В = {, , } есть базис. Если в формуле Ф над базисом В, 
представляющей функцию , все конъюнкции заменены на дизъюнк-
ции, дизъюнкции на конъюнкции, 1 на 0, 0 на 1, то полученная таким 
образом формула Ф* реализует функцию  *, двойственную . 
Дока з а т е л ь с т во  следует из принципа двойственности и примера 1.




Заметим, что формулы в правой части списка основных эквивалент-
ностей 1)–10) из разд. 2.4 могут быть получены по принципу двойственно-
сти. 
Пример  2 .     321*321 xxxxxx  . 
Пример  3 . Из  формулы 2121 xxxx   по принципу двойствен-
ности сразу имеем 2121 xxxx  . 
Пример  4 . Пусть F(x1, x2, x3)= )~()( 31321 xxxxx   найти двой-
ственную формулу F *. 
Очевидно, F(x1, x2, x3) = y1  y2  








Найдем двойственные формулы для подставляемых формул и для 
формулы, в которую осуществляется подстановка: 
 
(y1y2)* = y1*y2*; 
* *
1 2 3 1 2 3 1 2 3 1 3 2( ) ( ) ( ) ( );x x x x x x x x x x x x        
* *
1 3 1 3 1 3 1 3 1 3 1 3( ~ ) (( )( )) ~ .x x x x x x x x x x x x         
 
Применим теперь общий принцип двойственности: 
 
* * *
1 2 3 1 2 1 3 2 1 3( , , ) ( ) ( ~ )F x x x y y õ õ õ õ x     .  
                                         
При построении двойственных формул использовали принцип двой-
ственности для формул булевой алгебры. 
 
 
2.6. Нормальные формы: ДНФ, КНФ, СДНФ, СКНФ 
 
Говоря о языке формул, мы не касались весьма важного вопроса. Ес-
ли в качестве базиса В допустить некоторый набор элементарных функций, 
то всякая ли функция алгебры логики может быть выражена в виде форму-
лы? Существует ли синтаксически однозначный способ записи формулы, 
реализующей заданную функцию? Ближайшие рассмотрения направлены 
на решение этого вопроса. 
Введем обозначение 
x x x     , 
 




Очевидно, что      
,  åñëè 0,
,  åñëè 1.
xx
x
      
 
 
Легко проверить, что x  = 1 тогда и только тогда, когда х = . 
Рассмотрим показательное уравнение 
 
1 2
1 2 ... 1nnx x x
     , 
 
где хi – неизвестные, i – параметры. 
Очевидно, что это уравнение имеет единственное решение: х1 = 1, 
х2 = 2, …, хn = n. 
 
Теор ема  2 . 8  (о разложении булевой функции по переменным). 
Каждую функцию алгебры логики f(x1, x2, …, xn) при любом 
m (1  m  n) можно представить в следующей форме: 
 





1 2 1 2 1
,...,
( , , ..., , , ..., )
... ( , , ..., , , ..., )m
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m m n
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f x x x x x






        ,           () 
 
где дизъюнкция берется по всевозможным наборам (1, 2, …, m). 
Дока з а т е л ь с т во .   
Рассмотрим произвольный набор значений переменных (1, …, n) 
и покажем, что левая и правая часть () принимает на нем одно и то же 
значение. 
Левая часть дает f(1, 2, …, n). 




1 1 2 1
, ,...,
... ( , ,..., , ,..., )m
m




            
                    11 1 2 1 1... ( , ,..., , ,..., ) ( ,..., )mm m m n nf f

              .            
    
Следствие 1 (разложение по переменной). 
 
)0,,...,()1,,...,(),,...,( 111111   nnnnnn xxfxxxfxxxxf . 
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Представления булевой функции в виде 
 
                             1
1
1 1
( ,..., ) 1




f x x x x
  
                () 
 
называется совершенной дизъюнктивной нормальной формой (СДНФ).  
Таким образом доказали следующую теорему. 
 
Теор ема  2 . 9 .  Всякая булева функция (кроме 0) имеет, и при 
том  единственную, СДНФ. 
 
Теор ема  2 . 1 0 .  Каждая булева функция может быть выражена 
в виде формулы через отрицание, конъюнкцию и дизъюнкцию. 
Дока з а т е л ь с т во .  
1.  Пусть f(x1, …, xn)  0, тогда, очевидно, 1121 ),...,,( xxxxxf n  . 





( ,..., ) 1




f x x x x x 
  
    . 
 
Таким образом, в обоих случаях функция f выражается в виде фор-
мулы через отрицание, конъюнкцию и дизъюнкцию, т. е. в качестве базиса 
В  можно выбрать: , , .                                                                             
 
СДНФ есть выражение типа  , т. е. логическая сумма произведе-
ний iix . Возникает вопрос, нельзя ли для булевых функций получить раз-
ложение типа  ? Покажем, что при  f  1 это возможно. 
 
Теор ема  2 . 1 1 .  Всякая булева функция (кроме 1) имеет един-
ственную СКНФ. СКНФ – конъюнкция полных совершенных элемен-
тарных дизъюнкций (т. е. сомножителей вида 1 21 2 ... nnx x x    ). 
 
                                1
1
1 2 1
( ,..., ) 0




f x x x x x
  
   .                        () 
 
Дока з а т е л ь с т во .   
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f x x x x
  
   . 
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f x x x x
  
   . 
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f x x x x x x  
    
       . 
 
Таким образом, получаем разложение в виде СКНФ: 
 
                                1
1
1 1
( ,..., ) 0




f x x x x
  
   .                                 
 
Пример  1 .  Построить СДНФ для функции х1х2.  
По таблице истинности (см. табл. 2.1) для х1х2 имеем три набора 















121 хххххххххххххх  . 
Пример  2 . Найти СДНФ и СКНФ для функции, заданной табли-
цей. 
 
СДНФ строим по тем строкам, где f(x1, x2, x3) = 1: 
 
f (x1, x2, x3) =   
= 321321321321 xxxxxxxxxxxx  . 
 
СКНФ строим по тем строкам, где f(x1, x2, x3) = 0: 
 






1 xxx  )  ( 131201 xxx  )      
 ( 030211 xxx  )  ( 031211 xxx  ) =  321 xxx   
 321 xxx   321 xxx     321 xxx  . 
 
В разд. 2.3 были выделены три основных проблемы алгебры выска-
зываний. Две из них: проблема равносильности и проблема представле-
ния – могут быть решены при помощи теории СДНФ и СКНФ. 
х1  х2  х3 f(x1, x2, x3)
0   0   0 
0   0   1 
0   1   0 
0   1   1 
1   0   0 
1   0   1 
1   1   0 











Что касается первой проблемы – проблемы разрешения, – то для нее 
проще обойтись ДНФ и КНФ, более короткими формами, чем СДНФ 
и СКНФ. 
Дадим определение ДНФ и КНФ. 
Пусть Vn = {x1, 1x , x2, 2x , . . . , xn, nx }, и пусть v  Vn, v  0. 
Элементарной конъюнкцией, порожденной подмножеством Vn, 
называется конъюнкция всех элементов v.  
Дизъюнктивной нормальной формой (ДНФ) называется дизъюнк-
ция элементарных конъюнкций.  
Аналогично определяются элементарная дизъюнкция и конъюнкция 
элементарных дизъюнкций (КНФ). 
Заметим, что совершенная ДНФ (СДНФ) – это ДНФ, каждая элемен-
тарная конъюнкция которой включает все переменные с отрицанием или 
без отрицания. 
Наряду с основными  эквивалентностями 1)–10) (разд. 2.4) часто ис-
пользуются следующие эквивалентные соотношения, выводимые из ос-
новных: 
11) xyxx  ,     x x y x  – поглощение; 
12) xyxyx  – склеивание/расщепление; 
13) yxyxx  – склеивание. 
 
Пример  3 . Используя равносильности 1)–10) из разд. 2.4, пока-




1)(  . 
 
Чтобы доказать правило склеивания 13), воспользуемся соотношени-
ем 11) для представления х: 
 
yxyxxxyxyxyxxyxx  710411 1)()( . 
 
Теор ема  2 . 1 2 . Для любой формулы алгебры высказываний 
существуют равносильные ей ДНФ и КНФ.                  
Приведем конструктивное док а з а т е л ь с т во , опишем алгоритм 
перехода к ДНФ (КНФ). 
Формулы не нулевого ранга всегда можно представить в виде ДНФ 
и КНФ.  
Формула x является одновременно и ДНФ и КНФ. 
Константы 1 и 0 в формуле можно удалить соотношениями 
 




Случай формулы r 1. Опишем алгоритм приведения к ДНФ. 
1. Перейти к равносильной булевой формуле, пользуясь формулами: 
 
yxyx  ;     ~x y x y x y    ,    )()( yxyxyx  . 
2. Пользуясь законами де Моргана, перейти к формуле с тесными от-
рицаниями (отрицания «спустить» до переменных). 
3. Пользуясь дистрибутивными законами, сделать дизъюнкцию 
(конъюнкцию) внешней операцией.                                                                   
 
Пример  4 . Найти ДНФ формулы  
 
1 2 3 1 3( ) ( ~ )x x x x x   . 
 
Приведем логическую формулу к булевой форме, а затем ее упро-
стим 
1 2 3 1 3 1 2 3 1 3
9,8
11 2 3 1 3 1 3 2 3 1 3 1 3
( ) ( ~ ) ( ~ )
( ) ( ) ( ) ( )
x x x x x x x õ x x
x x x x x x x x x x õ x x x
      
          
 
4,5







3131 хххххххххххxxxх  . 
 
Формула алгебры высказываний является выполнимой. 
 
Пример  5 . Привести к ДНФ формулу 
 
1 2 3 4 1 3 4( ( ( ))) ( )x x x x x x x    . 
 
1 2 3 4 1 3 4 1 2 3 4 1 3 4( ( ( ))) ( ) ( ( ( ))) ( )x x x x x x x x x x x x x x           
9
1 2 3 4 1 3 4 1 2 3 4 1 3 4( ( ( ))) ( ) ( ( ))x x x x x x x x x x x x x x             
5 13
1 2 3 4 1 3 4 1 2 3 4 1 3 4( ) ( )x x x x x x x x x x x x x x              
13
431432  xxxxxx 141432  xxxxx . 
 
В ДНФ содержится переменная х4 в дизъюнкции со своим отрицани-
ем 4х , поэтому, очевидно, что формула алгебры высказываний является 
тождественно истинной или тавтологией. Рассуждения, реализуемые этой 
формулой, являются логически правильными. 
 
Пример  6 . Привести к КНФ формулу 
 





1 2 3 1 2 3 3 2 1 2 3 3 2 1 2 3 3 2( , , )f x x x x x x x x x x x x x x x x x x                 
10,79 5
1 2 3 3 2 1 2 3 1 2 2 1 3 3 1 3 2( )( )x x x x x x x x x x x x x x x x x                 
9
1 2 3 1 2 3x x x x x x      
9
1 2 3 1 2 3 1 2 3 1 2 3( )( )x x x x x x x x x x x x          . 
 
Заметим, что КНФ является совершенной, т. к. элементарные дизъ-
юнкции содержат все три переменные. При приведении к КНФ сначала 
была построена ДНФ. 
 
Пример  7 . Пусть булева функция представлена формулой 
321321321 ),,( xxxxxxxxxf  . Привести: 
1. Функцию f  к СДНФ. 
2. Двойственную ей функцию f * к СКНФ. 
 
1. Воспользуемся правилом расщепления 12), и из ДНФ получим со-
вершенную ДНФ (СДНФ): 
 
1 2 3 1 2 3 1 2 3
1 2 2 3 3 2 3 1 1 1 2 3
( , , )
( )( ) ( ) ( )
f x x x x x x x x x
x x x x x x x x x x x x
      
           
1 2 3 1 2 3 1 2 3 1 2 3x x x x x x x x x x x x              
1 2 3 1 2 3 1 2 3x x x x x x x x x         
1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3x x x x x x x x x x x x x x x x x x                  . 
 
2. Воспользуемся полученной СДНФ для функции f, тогда по прин-
ципу двойственности в булевой алгебре имеем: 
 
*
1 2 3 1 2 3 1 2 3 1 2 3 1 2 3( , , ) ( )( )( )( )f x x x x x x x x x x x x x x x           
1 2 3 1 2 3( )( )x x x x x x     . 
 
Совершенную ДНФ для функции построить проще, чем СКНФ, по-
этому для получения СКНФ функции  f применяется следующий алгоритм: 
1) строится функция  f * – двойственная  f  в булевой алгебре; 
2) для функции  f * с помощью правила расщепления строится СДНФ; 
3) по принципу двойственности находится (f *)*= f, т. е. получается 
СКНФ функции  f. 
 
Пример  8 . Привести к СКНФ формулу 
 






Найдем булеву формулу для функции f: 
 
1 2 3 1 2 3 1 2 3 1 2 3 1 2 3( , , ) ( ) ( ) ( ) ( )f x x x x x x x x x x x x x x x              
1 2 3x x x   321
13
321321321 xxxxxxxxxxxx  . 
 
Для функции  f  найдем двойственную функцию f *: 
 
3121321321
* )(),,( xxxxxxxxxxf  . 
 
Для функции  f * построим СДНФ: 
 
 * 1 2 3 1 2 2 3 1 3 2 2
1 2 3 1 2 3 1 2 3 1 2 3
1 2 3 1 2 3 1 2 3
( , , ) ( )
.
f x x x x x x x x x x x
x x x x x x x x x x x x
x x x x x x x x x
      
            
        
 
 
 Из принципа двойственности булевой алгебры, находим (f *)*= f: 
 
).()()(),,( 321321321321 xxxxxxxxxxxxf   
 
 
2.7. Полнота и замкнутость 
 
Выше показано, что любая булева функция может быть выражена 
через конъюнкцию, дизъюнкцию и отрицание. В типичной цифровой вы-
числительной машине цифрами являются 0 и 1, следовательно, команды, 
которые выполняет процессор, есть булевы функции, и можно построить 
процессор, имея в распоряжении элементы, реализующие конъюнкцию, 
дизъюнкцию и отрицание. Данный раздел посвящен ответу на вопросы: 
существует ли другая система булевых функций, что всякая функция ал-
гебры логики может быть выражена в виде формулы через эту систему; 
какими свойствами обладают такие системы элементарных функций? 
Систему функций F = {f1, f2, …, fm},  fi P2 назовем полной, если лю-
бая булева функция может быть записана в виде формулы через функции 
этой системы. 
 
Пример  1 . Система P2 – множество всех булевых функций – явля-
ется полной системой. Система B = {, , } – полная. 
Следующая теорема позволяет сводить вопрос о полноте одних си-




Теорема  2 . 1 3 .  Пусть заданны две системы функций 
F = {f1, f2, …, fm}; G = {g1, g2, …, gn}. Тогда, если система F полна и каж-
дая ее функция выражается через функции системы G, то система G 
также полна. 
Дока з а т е л ь с т во .   
Пусть h – произвольная функция из P2, ее можно выразить формулой 
над F, т. е.  
h = Ф(f1, f2, …). 
По условию теоремы: 
f1 = Ф1(g1, g2, …), 
f2 = Ф2(g1, g2, …), 
…………………. . 
Поэтому h = Ф(Ф1(g1, g2, …), Ф2(g1, g2, …), …). 
Последнее выражение определяет формулу Ф c новой структурой 
над G: 
                                                     h = Ф (g1, g2, …).                                              
 
Пример  2 . Система {, , } – полная, как показано в разд. 2.6.  
Следовательно: 
1) система {, }полная, т. к. x1 x2 = ( x1 x2); 
2) система {, }полная, т. к. x1x2 = ( x1 x2); 
3) система {} полная, т. к. x =xx, x1x2=(x1x2) = (x1x2)( x1x2); 
4) система {0, 1, , }полная, т. к. x = x1. 
Так как формула, построена из констант 0, 1, функции x1x2 и x1x2, 
после алгебраических преобразований переходит в полином по mod 2: 
 
1 2 0 1 1 2 2 12 1 2 13 1 3
1 1 12... 1 2
( , ,..., ) ...
... ... ... ,
n n n
n n n n n
f x x x a a x a x a x a x x a x x
a x x a x x x 
       
             
 
то мы получаем следующую теорему, принадлежащую И. И. Жегалкину.  
   
Теорема  2 . 1 4 . Каждая функция из P2 может быть выражена 
единственным образом при помощи полинома по mod 2 (полинома 
Жегалкина). 
fP2,  f  =
1 ...1 2
1... 1 0
( 1, 2, ... )
...
i i i ns
i is i is
i i is
a x x a
   
  . 
 
Здесь  – сложение по mod 2, коэффициенты 1... 2i isa E . 
Дока з а т е л ь с т во .  Число членов 1...i isx x  равно количеству под-
множеств индексов (i1, …, is) из n чисел (1, …, n), т. е. 2n ( соответствует 
а0 = 1). Поскольку коэффициенты 1...i isa  принимают значение 0 или 1, то 
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число всех полиномов Жегалкина равно 22 n , т. е. совпадает с числом всех 
булевых функций от тех же переменных. Тем самым доказана единствен-
ность представления функций посредством полиномов Жегалкина.              
 
Пример  3 . Выразить x1x2 в виде полинома Жегалкина. 
Представим булеву функцию x1x2 в виде полинома с неопределен-
ными коэффициентами: 02211211221 axaxaxxaxx  .  
Положим x1 = x2 = 0,  имеем 00 a . 
При x1 = 0, x2 = 1 имеем 21 a . 
При x1 = 1, x2 = 0 имеем 11 a .  
При x1 = x2 = 1 имеем 121 a .   
Получили: 212121 xxxxxx  . 
Из приведенного примера 2 видно, что существует целый ряд пол-
ных систем. Каждая из них может быть принята за базис элементарных 
функций. Таким образом, для задания булевых функций могут быть ис-
пользованы различные языки формул. 
С понятием полноты тесно связано понятие замыкания и замкнутого 
класса. 
Пусть F = {f1, …, fm}, fi  P2. Замыканием F (обозначается [F]) назы-
вается множество всех булевых функций, представимых в виде формул че-
рез функции множества F. 
 
Пример  4 .   
1 .  F = P2. Очевидно [F] = P2. 
2. F = {1, }. Замыканием этого множества будет класс L всех ли-
нейных функций, т. е. функций, имеющих вид 
 
1 0 1 1( ,..., ) ... ,n n nf x x a a x a x       
 
где ;,0,2 niEai   существенные переменные входят с коэффициентом 1, 
фиктивные – с коэффициентом 0. 
Свойства замыкания:  
1. FF. 
2.     FF  . 
3.    2121 FFFF  . 
4.       2121 FFFF  . 
Класс (множество) функций F называется замкнутым, если F = F. 
 
Пример  5 .  
1. Класс F = P2 замкнут. 2. Класс F = {1, } не замкнут. 
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В терминах замыкания и замкнутого класса можно дать другое опре-
деление полноты класса: F – полная система, если [F] = P2.  
Рассмотрим следующие классы функций:  
 Класс функций, сохраняющих 0:  
T0 :={ffP2, f(0,…,0) = 0}. 
 Класс функций, сохраняющих 1: 
T1 :={ffP2, f(1,…,1) = 1}. 
 Класс самодвойственных функций: 
S :={ffP2, f = f*}. 
 Класс монотонных функций: 
M := {ffP2,     f()  f()}, 
где  = (a1, …, an),  = (b1, …, bn),  ai,  biE2 и   , если a1  b1, …, an   bn. 
 Класс линейных функций: 
L:={ffP2,  f = a0 + a1x1 + … + anxn}, 
где + обозначает сложение по mod 2, а знак конъюнкции опущен. 
 
Теорема  2 . 1 5  (о замкнутости важнейших классов). Классы T0, 
T1, S, M, L замкнуты и неполны. Дока з а т е л ь с т во .  
Чтобы доказать, что некоторый класс F – замкнутый, достаточно до-
казать, что любая функция, выражаемая в виде формулы через функции 
класса F, сама принадлежит этому классу F. Доказать, что произвольная 
формула обладает заданным свойством можно индукцией по структуре 
формулы. База индукции очевидна: если f  F, а  f = f, то и f  F. Таким 
образом, осталось обосновать индукционные переходы для пяти рассмат-
риваемых классов. 
1. Заметим, что таблица для функции  fT0 в первой строке содержит 
значение 0, т. е. T0 составляет половину всех булевых функций, класс T0 
содержит 2 2 1 21 2 2 2
2
n n n    булевых функций, зависящих от n перемен-
ных, и T0 не является полным классом. 
Пусть  f, f1, … fn  T0 и Ф = f(f1(x1, …, xn), …, fn(x1, …, xn)). Тогда 
Ф(0, …, 0) = f(f1(0, …, 0), …, fn(0, …, 0)) = f(0, …, 0) = 0. Следовательно, 
ФT0. 
2. Пусть  f, f1, … fnТ1 и Ф = f(f1(x1, …, xn), …, fn(x1, …, xn)). Тогда 
Ф(1, …, 1) = f(f1(1, …, 1), …, fn(1, …, 1)) = f(1, …, 1) = 1. Следовательно, 
ФT1. 




3. Для самодвойственных функций имеет место тождество: 
),...,(),...,( 11 nn xxfxxf  , иначе говоря, на наборах (1, …, n) 
и 1( ,..., )n  самодвойственная функция принимает разные значения. От-
сюда следует, что верхняя половина таблицы однозначно определяет ниж-
нюю половину. Поэтому число самодвойственных функций, зависящих от 
n переменных, равно 1
1 2 222 2
n n  .    
Пусть  f,  f1, … fnS и Ф = f(f1(x1, …, xn), …, fn(x1, …, xn)).  
Тогда 
Ф* = f *(f1*(x1, …, xn), …, fn*(x1, …, xn)) = f(f1(x1, …, xn), …, fn(x1, …, xn) = Ф. 
Следовательно, Ф  S. 
4. Заметим, что x не является монотонной функцией. 
Пусть f, f1, … fn  M и Ф = f(f1(x1, …, xn), …, fn(x1, …, xn)).  
Тогда, если   , то (f1(), …, fn())  (f1(), …, fn()), следовательно,  
f(f1(), …, fn())  f(f1(), …, fn()). Тогда  Ф()  Ф() и ФM. 
5. Заметим, что класс L не содержит функции x1x2 и x1x2. 
Пусть  f, f1, …, fnL и Ф = f(f1(x1, …, xn), …, fn(x1, …, xn)). 
Тогда 
0 1 1 ... n nf a a x a x    , 
1 1 1
1 0 1 1 ... n nf a a x a x    , 
………………………… 
………………………… 
0 1 1 ...
n n n
n n nf a a x a x    . 
 
Подставим эти формулы в формулы для Ф, затем раскроем скобки 
и алгебраически преобразуем. Получим 
 
Ф(x1, …, xn) = b0 + b1x1 +…+ bnxn. 
 
Следовательно, ФL.                                           
 
Заметим, что замкнутые классы T0, T1, S, L, M попарно различны, что 
видно из табл.  2.4 принадлежности некоторых булевых функций заданным 
классам.       
   Таблица 2.4 
 T0      T1 S L М 
0  +     + + 
1    +  + + 
x     +  + 
21 xx    + +  +  
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Теор ема  2 . 1 6  (теорема Поста о функциональной полноте). 
Для того чтобы система функций F была полной, необходимо и доста-
точно, чтобы она целиком не содержалась ни в одном из пяти замкну-
тых классов  T0, T1, S, L, M. Дока з а т е л ь с т во .  
Необходимость от противного. 
Пусть система F полная, т. е. [F] = P2 и при этом F содержится в од-
ном из указанных классов – обозначим его через G, т. е. F  G. Тогда в си-
лу свойств замыкания и замкнутости класса G имеем P2 = [F]  [G] = G.  
Следовательно, G = P2, но P2  G (см. теорему 2.15). 
Достаточность. Пусть F целиком не содержится ни в одном из пяти 
указанных классов. Тогда из F можно выделить подсистему F, содержа-
щую не более пяти функций, (не обязательно различных), которая также 
обладает этим свойством: 
 
F ={f0, f1, fS, fM, fL},  f0T0,  f1T1,  fSS,  fMM,  fL L. 
 
Будем считать, что все эти функции зависят от одних и тех же n пе-
ременных. Покажем, что отрицание и конъюнкция реализуются в виде 
формул над F. Доказательство достаточности будем проводить в три этапа.  
На первом этапе строятся формулы, реализующие константы 0 и 1, 
которые потребуются на третьем этапе. 
На втором – строится формула, реализующая отрицание. 
На третьем этапе строится функция, реализующая конъюнкцию. 
 
1. Построим формулу, реализующую 1. 
Пусть  (x) = f0(x, …, x). Тогда  (0) = f0(0, …, 0)  0,  (0) =1.    
Возможны два случая:  (1) = 1 или  (1) = 0: 
a)  (1) = 1. В этом случае построенная формула   реализует 1. 
b)  (1) = 0. В этом случае   реализует отрицание ( (x) = x ). 
Тогда рассмотрим  fS. 
Имеем fS  S. Следовательно, найдется такой набор значений пере-
менных (a1, a2, …, an), что ),...,,(),...,,( 2121 nSnS aaafaaaf  .  
Следовательно, ),...,,(),...,,( 2121 nSnS aaafaaaf  . 
Введем в рассмотрение функцию (x) по формуле 
 
  1: ( ,..., )naaSõ f x x  . 
 Тогда 
    1 11 10 : (0 ,...,0 ) ( ,..., ) ( ,..., ) (1 ,...,1 ) 1 .n na aa aS S n S n Sf f a a f a a f        
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Таким образом,    0 1 .    Возможно при этом, что 1   или 
0  . Если 1  , то константа 1 получена. В противном случае 0  , 
и применим полученное отрицание  (x) = x : 
 
 x = ( )x = 1. 
 
Построение константы 0 аналогично, только вместо f0 нужно исполь-
зовать f1T1. 
 
 2. Построим формулу, реализующую отрицание. 
 Рассмотрим fM  M, тогда найдутся наборы значений переменных 
 = (a1, …, an),   = (b1, …, bn) такие, что       и  f( )  f( ). Не нарушая 
общности рассуждений,  положим, что   и   отличаются в i-ой координате: 
 
  = ( 1, …,  i-1, 0,  i+1, …,  n); 
  = ( 1, …,  i-1, 1,  i+1, …,  n). 
 
 Введем в рассмотрение функцию  (x) по формуле  (x) = f( 1, …, 
 i-1, x,  i+1, …,  n). Имеем  (0) = f( ) > f( ) =  (1). 
 Последнее означает, что  (0) = 1, а  (1) = 0, т. е.  (x) = x . 
 
3. Построим функцию, реализующую конъюнкцию. 
 Рассмотрим fL  L, следовательно, в полиноме Жегалкина существу-
ет нелинейное слагаемое, содержащее конъюнкцию,  по крайней мере двух 
переменных. Для определенности положим, что присутствует множитель 
x1x2. Тогда: 
 
FL =  x1x2f1(x3, …,xn) + x1f2(x3, …,xn) + x2f3(x3, …,xn) + f1(x3, …,xn), 
 
где в силу единственности полинома  f1(x3, …, xn)  0. Следовательно, для 
некоторого набора значений (a3, …, an)  f1(a3, …, an) = 1. 
Тогда  
 (x1, x2) = fL(x1, x2, a3, …, an) = x1x2 + ax1 + bx2 + c, 
 
где a, b, c – константы, равные 0 или 1. 
Введем в рассмотрение функцию  (x1, x2), получаемую из функции 
 (x1, x2) по формуле  (x1, x2) =  (x1+b, x2+a) + ab + c. 
Заметим, что x + 1 = x ,  x + 0 = x, константы 0, 1 и отрицание постро-
ены в предыдущих этапах доказательства.  
Имеем 
 




Таким образом, мы при помощи формул над F (а, значит, и над F) 
реализовали функции x  и 1х x2, т. е. система F является полной.                   
 
Следствие 1. Всякий замкнутый класс F функций из P2 такой, что 
F  P2, содержится,  по крайней мере, в одном из классов T0, T1, S, L, M. 
Класс функций F называется предполным, если F – неполный 
([F]  P2), а для любой функции f  (fP2, fF) класс F{f} – полный. 
 
Следствие 2. В алгебре логики существует только пять предполных 
классов: T0, T1, S, L, M. 
Из доказательства теоремы 2.16 непосредственно вытекает следую-
щая теорема. 
 
Теор ема  2 . 1 7 .  Из всякой полной в P2 системе F функций можно 
выделить полную подсистему, содержащую не более четырех функций. 
 
Пример  6 . Докажем, что функция  f = x1x2 (стрелка Пирса) явля-
ется полной. Рассмотрим табличное представление этой функции  
     
  f(0, 0)  0,   f  T0;                                    
  f(1, 1)  1,   f  T1; 
  f(0, 1)  (0, 1)f ,   f  S; 
  f(0, 0) > f(0, 1),   f  M. 
 
 
Построим СДНФ функции  f  по таблице стандартным методом: 
 
f(x1, x2) = 1)1)(1( 21212121  xxxxxxxx . 
 
Отсюда:  f(x1, x2)  L. 
Из критерия полноты Поста функциональной системы следует, что 
система {} является полной. 
 
 
2.8. Булева алгебра и теория множеств.  
Изоморфизм булевых алгебр 
 
Всякая алгебра  <A;  1,  2,  3>, содержащая две бинарные и одну 
унарную операцию, называется булевой, если ее операции удовлетворяют 
соотношениям 1)–10). 
Примеры булевых алгебр: 
 <P2;  , > – булева алгебра булевых функций с операциями 
конъюнкции, дизъюнкции и отрицания; 
х1 х2 х1х2 
0 0 1 
0 1 0 
1 0 0 
1 1 0 
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 <P2(n);  , > – булева алгебра булевых функций n перемен-
ных; P2(n)P2, следовательно,  <P2(n);  , > является подалгеброй <P2; 
 , >; 
  <2U; , > – булева алгебра множеств над U с операциями 
пересечения, объединения и дополнения; 
 <2M; , > – булева алгебра множеств над M, M U, являет-
ся подалгеброй алгебры <2U; , >;  <Bn;  , > – булева алгебра дво-
ичных векторов длины n с покомпонентными (поразрядными) булевыми 
операциями над двоичными векторами, определенными следующим обра-
зом. 
Для любых векторов a = ( 1,  2, …,  n),  b = ( 1,  2, …,  n),  i, 
 iE2: 
 
ab = ( 1 1, ….,  n n); 
ab = ( 1 1, ….,  n n); 
a = ( 1 2, ,..., n   ). 
 
Понятие изоморфизма является одним из ключевых понятий, обеспе-
чивающих применимость алгебраических методов в различных областях. 
Пусть A = <А;  1,  2, …,  n>,  B = <B;  1,  2, …,  n> – две алгеб-
ры одинакового типа (см. разд. 1.9). Если существует функция Г: АВ, та-
кая, что  
Г( i(a1, …, an)) =  i(Г(a1), …, Г(an)), (a1, …, an)  A,  i = m,1 ; 
 
то говорят, что Г – гомоморфизм из алгебры A в алгебру B. 
Если при этом гомоморфизм Г: АВ является биекцией (взаимно-
однозначным отображением), то говорят, что алгебра A изоморфна алгеб-
ре B . 
 
Пример  1 . Пусть М  = {a, b, c, d}, B4={(0, 0, 0, 0), (0, 0, 0, 1), 
(0, 0, 1, 0), …, (1, 1, 1, 1)}. Покажем, что булева алгебра множеств <2М; 
, > изоморфна булевой алгебре двоичных векторов длины 4 < B4, , 
, >. 
Очевидно, 2М=B4= 24. Между подмножествами из 2М и двоич-
ными векторами B4 можно установить взаимно однозначное соответствие 
Г: 2М B4. 
 
2М = {, {a}, {b}, {c}, {d}, {a, b}, {a, c}, {a, d}, {a, b, c}, …, {a, b, c, d}}, 




Условие гомоморфизма в условиях заданных алгебр сводится к трем 
равенствам. 
Так, если  Г(А) = В4, Г(В) =  В4, то:  
1. Г(АВ) = Г(А)Г(В) =  . 
2. Г(АВ) = Г(А)Г(В) =   . 
3. Г ( ) Ã( )À À   . 
Очевидно, что Г: 2МВ4 является гомоморфизмом. Действительно, 
возьмем, к примеру, A = {a, b}, B = {b}, тогда: 
 
Г(АВ) = Г({b}) = (0, 1, 0, 0) = (1, 1, 0, 0)( 0, 1, 0, 0) =   , 
Г(АВ) = Г({a, b}) = (1, 1, 0, 0) = (1, 1, 0, 0)( 0, 1, 0, 0) =    , 
Г( А ) =({c, d}) = (0, 0, 1, 1) = ( 0,0,1,1 ) =  . 
 
Пример  2 .  Проиллюстрировать изоморфизм между булевыми ал-
гебрами множеств  <2U; , > ,  и булевых функций  <P2(n);  , >,  
где U= 2n. 
Пусть, например,  n = 2, тогда U= 4; U = {a, b, c, d}. Тогда булева 
алгебра множеств <2U; , > изоморфна булевой алгебре булевых 
функций двух переменных  <P2(2);  , >, 2U = P2(2) = 24. 
Между указанными алгебрами можно установить взаимно однознач-
ное соответствие Г: 2UP2(2), задавая функции  f(x1, x2)  P2 стандартными 
таблицами истинности. При этом соответствии можно считать, что значе-
ния f = ( )T, B4. 































































Для отображения Г: 2UP2(2) выполняется условие гомоморфизма, 
которое для данных алгебр  <2U;  , >, <P2(2);  , > сводится к трем 
равенствам: 
1) Г(AB) = fAfB, здесь fA – булева функция, соответствующая мно-
жеству А, при построенном отображении Г; 
2) Г(АВ) = fAfB; 
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3) Г(А) = Af . 
Пусть, А = {a}, B = {a, b}.  
Тогда 















 = fAfB; 































 = Af . 
 
Отметим, что в силу изоморфизма Г: 2UP2(2) справедливы обрат-
ные отношения: 
1)  Г–1(fAfB) = АВ; 
2)  Г–1(fAfB) = АВ; 
3)  Г–1( Af ) = А . 
Для булевых алгебр логических функций, булевых алгебр двоичных 
векторов справедлива следующая теорема. 
 
Теор ема  2 . 1 8  (изоморфизм булевых алгебр). Булева алгебра 
множеств <2U; , > (U= n) изоморфна булевой алгебре двоичных 
векторов <Bn;  , >. 
 Булева алгебра множеств  <2U; , > (U=2n) изоморфна бу-
левой алгебре функций <P2(n);  , >. 
Если  Г: АВ – изоморфизм, то алгебры A и B называют изоморф-
ными и обозначают так: A Г~ B . 
 
Теор ема  2 . 1 9 .  Отношение изоморфизма на множестве одно-
типных алгебр является эквивалентностью. 
Дока з а т е л ь с т во .  
1. Рефлексивность:  A Г~ A , т. е. Г:= I. 
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3. Транзитивность: A 1Ã~ B   &  B 2Ã~ G  A 1 2Ã Ã~ G .                
 
Пусть однотипные алгебры A и B изоморфны, A Г~ B , пусть в алгеб-
ре A установлено свойство Ф1 = Ф2, где Ф1 и Ф2 – некоторые формулы, за-
писанные с помощью операций алгебры A (в сигнатуре алгебры A). Тогда, 
поскольку алгебры A и B изоморфны, отсюда немедленно следует, что 
в алгебре B выполняется свойство  1 =  2, где  1 и  2 – формулы, полу-
ченные из Ф1 и Ф2 заменой операций из сигнатуры алгебры A на соответ-
ствующие операции из сигнатуры алгебры B. 
Алгебраические структуры принято рассматривать с точностью до 
изоморфизма, т. е. рассматривать классы эквивалентности однотипных ал-
гебр по отношению изоморфизма. 
Изоморфизм булевых алгебр широко используется в компьютерных 
вычислениях. Например, поразрядные операции над двоичными векторами 
легко реализуются на компьютере, и их используют вместо выполнения 







2.1. Являются  ли логически правильными следующие рассуждения?  
1) «Если рабочий отсутствовал на работе, он не выполнил задания. 
Он не выполнил задания. Следовательно, он отсутствовал на работе». 
2) «Этот человек пенсионер или предприниматель. Он предпринима-
тель. Следовательно, не пенсионер». 
3) «Этот человек постоянно живет в Москве или Саратове. Он живет 
в Москве. Следовательно, он не живет в Саратове». 
 
2.2. Записать логической формулой следующее краткое изложение 
TV сериала:  
«Если Марианна – не дочь дона Педро, то либо Хосе Игнеасиас – 
отец Марианны, либо Луис Альберто – не ее брат. Если Луис Аль-
берто – брат Марианны, то Марианна – дочь дона Педро и Хосе Иг-
насиас лжет. Если Хосе Игнасиас лжет, то либо Луис Альберто – не 
брат Марианны, либо Хосе Игнасиас – ее отец. Следовательно, Мари-
анна – дочь дона Педро». Доказать истинность этого умозаключения. 
 
2.3. Записать логической формулой следующее умозаключение и вы-
яснить, является ли оно логически правильным рассуждением: 
«Если Джонс не встречал этой ночью Смита, то либо Смит был 
убийцей, либо Джонс лжет. Если Смит не был убийцей, то Джонс не 
встречал Смита этой ночью, и убийство имело место после полуно-
чи. Если убийство имело место после полуночи, то либо Смит был 
убийцей, либо Джонс лжет. Следовательно, Смит был убийцей». 
 
2.4. Записать логической формулой схемы логически правильных 
рассуждений 4)–8) (см. разд. 2.3) и построением таблиц истинности под-
твердить их тождественную истинность. 
 
2.5. Построением таблиц истинности соответствующих логических 















2.6. Для доказательства функциональной полноты систем {} и {}, 
состоящих из единственной операции, достаточно показать (см. пример 2 
и теорему 2.13 разд. 2.7), что соответственно: 
1)  операции функционально полной системы {, } представимы 
через штрих Шеффера:  
а) ,xxx                                 б) );()( 212121 xxxxxx   
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2) операции функционально полной системы {, } представимы че-
рез стрелку Пирса : 
     а) xxx  ,                 б) )()( 212121 xxxxxx  . 
 Проверить стандартным методом (по таблице истинности) справед-
ливость этих представлений.   
 
2.7. Применяя таблицы истинности, доказать равносильность формул 
4)–10) из разд. 2.4.  
 
2.8. Применяя таблицы истинности, доказать тождественную истин-
ность формул:  
1) ;xx                                  2) ;))(( xyyx   
3) ;xx                                  4) )( yx   );( xy   
5) xx;                                   6) ;))(( yxyx   
7) );( xyx                     8) );())()(( zxzyyx   
9) );( xyx                     10) );)(())(( zyxzyx   
11) ;))(( yxyx         12) );)(())()(( zyxzyzx   
13) )).()(())(( zxyxzyx   
Какие из перечисленных выше формул, реализуют известные схемы 
правильных рассуждений? 
 
 2.9. Применяя равносильные преобразования 1)–10) из разд. 2.4 
и правила поглощения и склеивания (см. разд. 2.6), доказать тождествен-
ную истинность формул 5)–13) из упражнения 2.8. 
2.10. Применяя равносильные преобразования, проверить следую-
щие соотношения:  
1) ( )( ) ;x y x y x                   2) ( ;) ( )( )x y z x z y z        
3) ;)( yxyyx              4) ;yxxyyxxy    
5) ;xyyx                         6) );()( zxyzyx   
7) ;yxyхx                          8) .zyxzxyxxzxyx   
2.11. Применяя равносильные преобразования, привести к более 
простой форме:  
1) ;)( xyxxy                       2) );())(( xzzyyx    
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3) ( )( );x y y x                                     4) ( ) ;x y xy  
5) ( ) ;x y x y y                                    6) );()( yxyx   
7) ( )(x y x  );y                                       8) .yzzxxzyzx    
2.12. Представить следующие формулы в базисе {, }: 
1) ;yx                                                  2) );( zyx   
3) );( yxx                                         4) ;yx                               
5) );( yxyx                               6) );( xyyx    
7) ;yx                                                  8) )( xyyx  ;   
9) ( ).x y z   
2.13. Представить следующие формулы в базисе {, }: 
1) yx  ;                            2) ( );x y z                          3) );( zyx   
4) ;xyz                             5) ;zyx                         6) ( )( );x y y z   
7) ;yx                           8) ;xzxy                            9) .yzx    
 
2.14. В следующих формулах привести преобразования так, чтобы 
знак отрицания был отнесен только к переменным высказываний: 
1) ;yx                              2) ;zxy                         3) )( yxxyz  ; 
4) ;)( zyx                   5) ;)( zyx                  6) ).()( xyyx    
2.15. Пользуясь булевым принципом двойственности, найти двой-
ственные формулы: 
1) ( );x y z                                            2) ( )( );x y x yz   
3) zyyx                                            4) ( )( );x y z y xz   
5) ))(( yxzyx                                  6) .zxyzyxyzxxyz   
2.16. Применить закон двойственности к следующим эквивалентно-
стям: 
1) ;yxxy                                         2) ;)( xyxx    
3) ;yxyxx                                   4) .zxzxyzxyx   
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2.17. Получить СДНФ и СКНФ логической функции ),,,( zyxf  ис-
пользуя табличное представление функции  f , если  f  задана булевой фор-
мулой: 
1) ;zyxzxyxzy                   2) ;zyxzxzyyx                      
3) ;zyxzxyxzy                  4) ;zyxzyyxzx    
5) ;zyxzxzxyx                   6) .zyxzxyxzy   
2.18. Привести к дизъюнктивной нормальной форме (ДНФ): 
1) );( zyx                                          2) );(yzx   
3) ;zyx                                                 4) ( )( );x y z y z     
5) ));(()( yzxyx                     6) ).( xyxy    
2.19. Привести к конъюнктивной нормальной форме (КНФ) логиче-
ские формулы из упражнения 2.18. 
2.20. Приведением к нормальной форме выяснить, какие из формул яв-
ляются тождественно истинными, тождественно ложными, выполнимыми: 
1) ;)( yxyx                                 2) );()( xyyx    
3) ( )( );xy x y x y x y                        4) ( )( ) ( );z x x y y z     
5) ;zxyx                                    6) ( ) .x y y x   
2.21. Привести к совершенной КНФ (СКНФ), используя принцип 
двойственности и ff **)( , следующие формулы: 
1) ;xyz                                                       2) ;zyx              
3) ;)( xyyx                                  4) );( zxyx    
5) );()( xyyx                               6) ( ) .x y z x y z      
2.22. Построить СДНФ для функций ,21 xx  ,21 xx   ,21 xx   
,21 xx   и функции, им двойственные. 
2.23. Какие из следующих функций самодвойственные? 
1) ;)( xzyx                                        2) ;yzxzxy   
3) );)()(( zyzxyx                              4) ;)( yxx   
5) (0001001001100111);                           6) (0011100011100011). 
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2.24. Какие из функций упражнения 2.22 монотонны? 
2.25. Какие из следующих функций линейны? 
1) );( zyx                          2) ( );xz x y  
3) (00110111);                           4) (00001111);  
5) ;xzxyx                            6) .zyx   
2.26. Проверить с помощью теоремы Поста полноту следующих си-
стем булевых функций: 
1)  , ;        2)  , ;        3)  , ;         4)   ;        5)  , . 
2.27. Выразить с помощью суперпозиций: 
1)  ,  через  , ;                 2)  ,  через  , ; 
3)  ,  через  , ;                 4)    через  ,1 ; 
5)    через {};                           6) {} через   . 
2.28. Найти полином Жегалкина для булевой функции f , заданной 
вектором значений (1011 0100). Определить, каким классам Поста при-
надлежит функция. 
2.29. Найти полином Жегалкина для функций: 
1) xy;         2) xy;          3) xyz;         4) (xy)z;          5) zyx  . 
2.30. Найти функции проводимости схем (последовательное соеди-
нение реле соответствует конъюнкции, а параллельное – дизъюнкции): 




































Упростить схемы если это возможно. 
 
2.31. Составить схемы соединения реле, реализующие следующие 
функции: 
1) ;)( zyx                             2) ;yx  
3) ;yx                                        4) f (01001111); 
5) f (11000110);                      6) ( ) ( ).x y x y z    
2.32.  С помощью алгебры логики проверить истинность соотноше-
ния для любых множеств  А, В, С. 
1) )(\)\()(\)( САСВАСВА  ;    
2) )(\)(\)( СВАСАВА  ;  
3) )(\)\()(\)( САВААВСА  ;    
4) )\()\()\( СВАСАВА  ; 
5) )(\)\()( СВАСАВА  ;            































 ГЛАВА 3. АЛГЕБРА ПРЕДИКАТОВ 
 
Предметом изучения в этой главе будут предикаты – отображения 
произвольных множеств во множество высказываний. Логика предикатов 
представляет собой развитие логики высказываний. С помощью алгебры 
логики можно описать и исследовать структуру сложных высказываний, 
установить их истинность или ложность в зависимости от истинности или 
ложности входящих в нее простых высказываний. Для описания простых 
высказываний используется понятие предиката. 
 
 
3.1. Предикаты. Логические операции над предикатами 
 
Пусть x1, x2, …, xn – символы переменных произвольной природы. 
Эти переменные будем называть предметными. Пусть наборы перемен-
ных (x1, x2, …, xn) выбираются из множества М, (x1, x2, …, xn)Mn. Множе-
ство М при этом будем называть предметной областью. Предикат – 
отображение Р: Mn E2, где Е2 = {0, 1}.  
В более общем смысле предикатом называется отображение Р: M1  
 M2  …  Mn  E2, где Mi могут быть различными множествами. Прямое 
произведение M1  M2  …  Mn будем называть областью определения 
предиката Р. 
Область истинности предиката Р – подмножество Ip  Mn пред-
метной области предиката Р, на элементах которого значения предиката 
равны 1. 
 
Пример  1 . Двуместный предикат Q(x1, x2): «Натуральное число х1 
делится без остатка на натуральное число х2, х2  0». Очевидно, ˆ (2,3) 0Q  ; 
ˆ (6, 2) 1Q  . Область истинности – множество чисел вида x1 = n  x2,  
n = 1, 2, 3, …. . 
 
Пример  2 . Трехместный предикат R(x, y, z) = x2 + y2 + z2  4, 
x, y, z  R. Очевидно, что область истинности предиката R – множество то-
чек в пространстве, не выходящих за пределы сферы с радиусом r = 2. 
ˆ(0, 0,1) 1R  , а ˆ (3, 0, 0) 0R  . 
Любому n-арному отношению R(x1, x2, …, xn) можно взаимно одно-
значно сопоставить n-местный предикат, равный 1 для тех и только тех 
наборов переменных (x1, x2, …, xn), для которых выполнено отношение 
R(x1, x2, …, xn). 
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Всякой функции f (x1, x2, …, xn),  f: MnM, соответствует предикат 
Р(x1, x2, …, xn, xn+1),  P: Mn+1E2  такой, что Р(x1, x2, …, xn, xn+1) = 1, тогда 
и только тогда, когда  f(x1, …, xn) = xn+1. 
Заметим, что понятие предиката шире понятия функции, поэтому 
обратное соответствие (от (n+1)-местного предиката к n-местной функции) 
возможно не всегда, а только для тех предикатов, для которых
выполняется условие, связанное с требованием однозначности функции, 
Р(x1, …, xn)  Р ),...,( 1 nxx  , если n nx x . 
Характеристическую функцию множества MU = {x}:  
 
P(x1, …, xn) = 1,  если (x1, …, xn)М  и 
Р(x1, …, xn) = 0,  если (x1, …, xn)  М, 
 
можно рассматривать как предикат Р(х): хМ на U. 
Поскольку предикаты – это отображения со значениями во множе-
стве высказываний, где введены логические операции, то эти операции 
естественно определяются и для предикатов. 
Например, 
P(x1, x2, …, xn)&Q(y1, …, yn)
def R(x1, x2, …, xn, y1, y2, …, yn), 
 
где х1М1, х2М2, …, хnMn, y1N1, y2N2, …, ynNn; среди переменных xi, 
yi могут быть совпадающие, так же как и среди множеств Mi и Ni. 
Пусть P и Q – предикаты, определенные на   M1  M2 … Mn, 
конъюнкцией P&Q называется предикат, определенный на : 
(P&Q)(x1, …, xn)
def P(x1, …, xn)&Q(x1, …, xn). 
 
Аналогично определяются дизъюнкция PQ, импликация PQ, эк-
виваленция P~Q предикатов P и Q, определенных на множестве  . 
Множество n-местных предикатов, определенных на множестве , 
образует булеву алгебру предикатов. (Для нее справедливы  основные эк-
вивалентности булевой алгебры.) 
Справедливость этого утверждения очевидна, т. к. операции над пре-
дикатами вводились с помощью операций над высказываниями, а выска-
зывания образуют булеву алгебру. 
Из предикатов как высказываний можно образовывать составные 
высказывания – формулы логики предикатов. 
 
Пример  3 . Записать формулой логики предикатов предложение, 
отражающее транзитивное свойство делимости чисел: «Если а делится на b 
и b делится на с, то а делится на с». 
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Сложное высказывание состоит из трех простых, каждое можно 
представить в виде предиката Q(a, b), Q(b, c) и Q(a, c). Тогда имеем 
 
Q(a, b)&Q(b, c)Q(a, c). 
 
 
3.2. Кванторы, их свойства и применение 
 
Важную роль в логических представлениях с использованием преди-
катов играют собственные связки логики предикатов: общности  и суще-
ствования . Эти операции уменьшают местность (т. е. количество пере-
менных) предиката и принципиально отличаются от изученных ранее ло-
гических операций, которые сохраняли местность предикатов. Операции 
навешивания кванторов широко используются для записи определений, 
особенно в математическом анализе. 
Пусть P(x) – одноместный предикат, хМ. Поставим ему в соответ-
ствие высказывание, обозначаемое хР(х) («для любого х из М Р(х)»), ко-
торое истинно тогда и только тогда, когда Р(х) – тождественно истинный 
предикат (Ip = M). О высказывании хР(х) говорят, что оно получено из 
предиката Р «навешиванием» квантора всеобщности по переменной х. 
Поставим Р(х) в соответствие высказывание, обозначаемое хР(х) 
(«существует х Р(х)»), которое ложно тогда и только тогда, когда Р(х) – 
тождественно ложный предикат (Ip = ). О высказывании хР(х) говорят, 
что оно получено из предиката Р навешиванием квантора существования 
по переменной х. 
Переход от Р(х) к хР(х) или хР(х) называется связыванием пере-
менной х, или квантификацией переменной х. 
Навешивать кванторы можно и на многоместные предикаты и вооб-
ще на любые логические выражения. Выражение, на которое навешивают 
квантор х или х, называется областью действия квантора; все вхож-
дения переменной х в это выражение являются связанными; а не связан-
ные кванторами переменные называются свободными. 
Заметим, что формулы алгебры высказываний от n высказыватель-
ных переменных можно рассматривать как n-местные предикаты от этих 
переменных. 
Кванторы можно рассматривать как отображения множества одно-
местных предикатов во множество высказываний (0-местных предикатов), 
т. е. отображения, уменьшающие местность на 1. 
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3.3. Предикатные формулы. Основные равносильности, 
содержащие кванторы. Тавтологии 
 
Предикатной формулой называется выражение, построенное по 
следующим правилам: 
 если Р – символ предиката, x1, x2, …, xn – символы переменных (не 
обязательно различных), то Р(x1, x2, …, xn) – предикатная формула; 
все ее переменные – свободные; 
 если F – формула, то F – формула с теми же свободными и свя-
занными переменными; 
 если F1 и F2 – формулы и нет переменных, свободной в одной из 
них и связанных в другой, то F1&F2, F1F2, F1F2, F1~F2 – тоже 
формулы с теми же свободными и связанными переменными; 
 если F – формула, содержащая свободную переменную х (и, быть 
может, другие переменные – свободные и связанные), то выражение 
хF(x) и xF(x) – предикатные формулы; в каждой из них перемен-
ная х становится связанной. 
В формуле должны быть правильным образом расставлены скобки, 
определяющие области действия кванторов и порядок выполнения опера-
ций. Однако для сокращения записи некоторые скобки могут быть удале-
ны (считается, что знак квантора связывает сильнее, чем знак логической 
операции, имеет место приоритет: , , &, , ).  
Область истинности предиката, выраженного предикатной форму-
лой, определяется областями истинности, входящих в формулу логических 
операций: 
IPQ = IPIQ;       IPQ = IpIQ;       IP  = PI ;     IPQ = PI IQ. 
 
Интерпретация – это сопоставление каждому предикатному сим-
волу в формуле определенного предиката. 
Следует отметить различие между логическими интерпретациями 
формул в логике высказываний – приписывание пропозициональным  пе-
ременным истинностных значений, которое определяет значение булевой 
функции – и в логике предикатов – задание отображений предметной об-
ласти на Е2 = {0, 1}. Простое высказывание допускает 2 возможных истин-
ностных значений, а сложное, составное из n-простых, – 2n значений.  
В отличие от высказываний предикат имеет, вообще говоря, бесконечное 
множество интерпретаций. Во-первых, может быть бесконечной область 
определения предиката, и предикатному символу можно сопоставить бес-
конечное множество различных отношений. Во-вторых, сам предикат 
P(x1, …, xn) можно рассматривать на различных множествах . 
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Формулы F1 и F2 равносильны на множестве , если они равно-
сильны во всех интерпретациях на этом множестве (т. е. при одинаковом 
наборе предикатных переменных из множества  они принимают одина-
ковые значения). 
 
Пример  4 . Формулы хF(x) и xF(x) равносильны на одноэле-
ментном множестве . 
На множестве, содержащем более одного элемента, равносильность  
данных формул не выполняется. 
Формулы F1 и F2 равносильны в логике предикатов, если они равно-
сильны на всех множествах. В этом случае равносильность называют 
тождеством в логике предикатов, или законом логики предикатов, и 
обозначают F1  F2. 
Для предикатных формул сохраняются все равносильности логики 
высказываний. Кроме того, имеют место следующие эквивалентности для 
кванторных формул: 
 
1) законы де Моргана для кванторов: 
 
)()( хРхххР  ,    )()( хРхххР  ; 
 
2) коммутация одноименных кванторов: 
 
xyP(x, y)  yxP(x, y),    xyP(x, y)  yxP(x, y); 
 
3) дистрибутивные законы для кванторов: 
 
x(P(x)&Q(x))  xP(x)&xQ(x),   x(P(x)Q(x))  xP(x)xQ(x). 
 
4) законы ограничения действия кванторов. 
Если Р(х) содержит свободную переменную х, а формула С не со-
держит х и в них нет переменных, свободных в одной из формул и связан-
ных в другой, то: 
 
х(Р(х)&C)  xP(x)&C,   x(P(x)C)  xP(x)C, 
х(Р(х)C)  xP(x)C,    x(P(x)&C)  xP(x)&C. 
 
5) для любого двуместного предиката P(x, y) 
 
yxP(x, y)xyP(x, y)  1. 
 
1. Докажем законы де Моргана для кванторов (перенос квантора че-
рез отрицание). Пусть Р такой предикат, что левая часть в правом равен-
стве ложна  хР(х) – истина  Р(х) – тождественно истинный предикат 
 )(хР  – тождественно ложный предикат  )(хРх  – ложь. 
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Таким образом, показали, что левая и правая часть первой формулы 
ложны одновременно, значит и истинны они тоже только одновременно. 
Вторая эквивалентность доказывается с помощью свойства двойного 
отрицания и на основе доказанной выше эквивалентности: 
 
)()()()( хРххРххРхххР  . 
 
2.  Покажем, что одноименные кванторы коммутативны. 
Пусть двуместный предикат Р(x, y) такой, что левая часть первой 
формулы – истина  yP(x, y) – тождественно истинный предикат пере-
менной х , зафиксировав произвольное значение х0, мы имеем 
yP(x0, y) – истина, т. е. P(x0,y) – тождественно истинный предикат пере-
менной y ; зафиксировав произвольно x0 и y0, мы имеем Р(x0, y0) – истина, 
поэтому Р(x, y) – тождественно истинный предикат. Очевидно, что рас-
сматривая правую часть yxP(x, y) и предполагая ее истинность, прихо-
дим к тому же самому – к тождественной истинности предиката Р(x, y). 
Из полученных эквивалентностей имеем 
 
1211
),(),(),(),(),(  yxPxyyxPyxyxPyxyxPyxyxyPx  
),(),(),(
1
yxxPyyxPxyyxPxy  . 
 
3. Докажем сначала первый дистрибутивный закон для кванторов. 
Пусть левая часть – истина  Р(х)&Q(x) – тождественно истинный 
предикат  Р(х) – тождественно истинный предикат, и Q(x) – также тож-
дественно истинный предикат  хР(х) – истина, и xQ(x) – истина  
xP(x)&xQ(x) – истина. Показали, что левая часть первого дистрибутив-
ного закона истина тогда и только тогда, когда истина правая. 






xxQxxPxQxxPxxQxxPxxQxxPx  . 
Равносильности 4)–5) докажите самостоятельно. 
При интерпретации формул логики предикатов с точки зрения ис-
тинности возможны три основные ситуации: 
 Формула F(x1, …, xn) называется выполнимой в области 
Ω  M1 M2 … Mn, если в этой области существует набор (a1, a2,…,an) 
элементов из , что F(a1, …, an) имеет истинное значение. Формула назы-
вается просто выполнимой, если существует область , где F выполняется. 
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 Формула F(x1, …, xn) называется тождественно истинной 
в области , если F выполнима в  на любом наборе (a1, …, an) элементов 
из . 
Формула F называется тождественно истинной (общезначимой) 
или тавтологией, если она тождественно истина в любых областях , т. е. 
при любой ее интерпретации область истинности совпадает с областью 
определения. 
 Формула F называется тождественно ложной в области , ес-
ли F невыполнима в . 
Формула F называется тождественно ложной или противоречи-
вой, если F невыполнима ни в каких областях , т. е. при любой ее интер-
претации область истинности пуста. 
Обозначение тавтологии: ╟ F. 
Обозначение противоречия: ╟ F. 
Перечислим некоторые тавтологии. 
1. Если F и G равносильные в логике предикатов формулы, то FG 
тавтология, при этом IF = IG. Если FG тавтология, то IF IG. 
2. Приведенные выше эквивалентности для кванторных формул 1)–5) 
также являются тавтологиями. 
3. Если y не входит в формулу P(x), то xP(x)P(y)  и P(y)xP(x) – 
тавтология. 
Законы де Моргана для предикатов характеризуют взаимную двой-
ственность кванторов x и x. 
Действительно, если P(x) – одноместный предикат, определенный на 




 В общем случае, квантор всеобщности обобщает конъюнкцию, 
а квантор существования – дизъюнкцию в случае предикатов, определен-
ных на бесконечных областях. 
Формулы в законах логики предикатов 1–4 являются двойственны-
ми, если считать квантор х и x взаимно двойственными. 
Заметим, что  формула, схожая с 5 законом логики предикатов 
xyP(x, y)yxP(x, y), где P(x, y) – произвольный двуместный предикат, 
уже не является тавтологией. 
Действительно, если в качестве P(x, y) взять непрерывную функцию, 
отличную от константы  y = f(x), x[a, b];  тогда для любого x найдется 
y = f(x), но не существует  y  из области значений  f(x), что для любого 
x(a, b), y = f(x). 
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Проиллюстрируем сказанное.    
 
Приведем еще одно рассуждение, иллюстрирующее не равносиль-
ность предикатных формул: 
 
xyP(x, y)    и    yxP(x, y). 
 
Пусть {x} – множество книг в библиотеке института; {y} – множе-
ство студентов группы; предикат P(x, y) означает «студент прочитал книгу 
x». В первой формуле утверждается, что существует книга x, которую про-
читали все студенты группы. Из этого действительно следует вторая фор-
мула: каждый студент прочитал какую-нибудь одну книгу. Однако если 
каждый студент прочел какую-то книгу, то это не значит, что найдется 
книга, которую прочли все студенты. 
В логике предикатов, как и в логике высказываний, существуют  
нормальные формы представления любых предикатных формул.  
Префиксной нормальной формой (ПНФ), называется формула, 
имеющая вид 
T1x1 T2x2 … Tnxn F, 
 
где T1x1, T2x2, …, Tnxn – кванторы;  F – формула, не имеющая кванторов, 
содержащая ,, . 
 
Алгоритм получения ПНФ: 
1) операции ,   заменить операциями ,, , используя формулы 
  
P1P2 ≡ P1P2,    P1P2 ≡ ( P1P2)(P2P1); 
 
2) представить предикатную формулу таким образом, чтобы символы 
отрицания были расположены непосредственно перед символами предика-
тов, используя закон двойного отрицания и закон де Моргана для кванторов; 
        
           y(x) 
 
 
     y2 
 












                                                                                                                                            x 
            a   x1            x2   b           
        














      
                                                                                                                                            x 
           a                       b           
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3) с помощью законов логики предикатов 1–5 получить формулы 
в виде ПНФ. 
 
Пример  5 . Привести к ПНФ следующую предикатную формулу: 
 
(xyP1(x, y)xyP2(x, y)). 
 
Применив закон де Моргана к исходной формуле, получим 
 
(xyP1(x, y)xyP2(x, y))    .),(),( 21 yxyPxyxyPx   
 
Применив закон де Моргана для кванторов, перенесем кванторы че-
рез отрицание: 
    ),(),(),(),( 2121 yxyPxyxyPxyxyPxyxyPx  
.),(),( 21 yxPyxyxPyx   
 
Квантор всеобщности x не дистрибутивен относительно . Пере-
менная x в каждом предикате связана, поэтому ее можно заменить в любом 
из них на новую переменную z, тогда другой предикат от этой переменной 





21 )),(),((),(),(  yxPyyzPyxzyxPyxyzPyz
)),(),(( 21 yxPyzPyxz  . 
 
Пример  6 . Получить ПНФ предикатной формулы 
 
)).,,()),(),((( 321 zyxzPzyPyxPzyx   
 
Заменим операцию импликации , по формуле булевой алгебры: 
 
.baba   
 )),(),((()),,()),(),((( 21321 zyPyxPzyxzyxzPzyPyxPzyx  
 )),,()),(),((()),,( 321
1
3 zyxzPzyPyxPzyxzyxzP  
 ),(),(()),,()),(),((( 12
4
321 yxPzyPzyxzyxzPzyPyxPzyx  
)),,(),(),(()),,( 312
4
3 tyxPyxPzyРtzyxtyxtP  . 
 
В предикате P3 связанную переменную z  заменили  переменной t, 
чтобы квантор существования можно было вынести согласно закону 4 
ограничения действия квантора. Полученная в результате эквивалентных 
преобразований  формула является ПНФ исходной формулы.   
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3.4. Применение языка предикатов и кванторов для записи 
математических утверждений 
 
Пример  1 . Записать определение предела числовой последова-
тельности   1n nx    lim nna x  в виде предикатной формулы. 
Образуем необходимые предикаты: 
 
«n > N» – двуместный предикат переменных n и N (n, N – натураль-
ные числа); 
« nx a    « – двуместный предикат переменных n и   (n – нату-
ральное число,  R+); 
« ( ) ( )nn N x a     « – трехместный предикат переменных n, N, 
 , порожденный парой:   1n nx   – последовательностью действительных 
чисел и числом a R. 
Запишем высказывание, что a является пределом числовой последо-
вательности   1n nx   : 
(( ) )nN n n N x a       . 
 
В этой формуле на трехместный предикат навешены кванторы так, 
что все переменные в нем связанны.  
Итак, 
lim (( ) ( )) 1.n nn x a N n n N x a           
 
Пример  2 . Записать предикатной формулой утверждение, что aне 
является пределом последовательности   1n nx  . 
В этом случае отрицание последнего высказывания является истин-
ным: 
(( ) ( ) 1nN n n N x a        . 
 
Преобразуем формулу высказывания, используя законы логики пре-
дикатов, содержащие кванторы: 
 
1
(( ) ( ) (( ) ( ))n nN n n N x a N n n N x a                
(( ) ( )) (( ) ( )n nN n n N x a N n n N x a                  




lim (( )( )) 1.n nn x a N n n N x a           
 Заметим, что последняя формула имеет ПНФ. 
 
Пример  3 . Записать определение равномерной сходимости после-
довательности функций   ...3,2,1, nfn  на множестве М к функции f в пре-
дикатной форме. 
Образуем необходимые предикаты для записи определения: 
«n > N» – двуместный предикат переменных n и N (n, N – натураль-
ные числа); 
« ( ) ( )nf x f x   » – двуместный предикат переменных n и   
(   R+); 
« ( ) ( ( ) ( ) )nn N f x f x     » – четырехместный предикат перемен-
ных n, N,  , x, (x  M), порожденный парой:   1n nf   и f . 
Запишем определение равномерной сходимости последовательности 
функций в виде предикатной формулы, навешивая на четырехместный 
предикат кванторы: 
(( ) ( ) ( ) ).nN x n n N f x f x         
 
Пример  4 . Записать в предикатной форме определение поточечной 
сходимости последовательности функций  , 1,2,3...nf n   на множестве М. 
Ясно, что каждая равномерно сходящаяся последовательность функ-
ций  nf   на множестве М сходится в каждой точке на этом множестве. 
В случае равномерной сходимости можно найти одно натуральное число 
N, которое будет годиться для всех xM, а в случае поточечной сходимо-
сти число N зависит от x. 
Определение поточечной сходимости последовательности функций  nf  в предикатной форме: 
 
(( ) ( ) ( ) ).nx N n n N f x f x         
 
Заметим, что ( , , , ) ( , , , ) 1N x nP n N x x N nP n N x         , т. к. 
имеет место эквивалентность 5) для  формулы   
.1),(),(  yxyPxyxxPy  
 
Из последних эквивалентностей следует, что из равномерной сходи-
мости последовательности функций  nf  на множестве М следует поточеч-
ная, и из равномерной непрерывности функции на множестве следует, что 





3.1. Перечислить свободные и связанные переменные следующих 
предикатов:    
 
1) ));,(),(( yxyQyxPx   
2) )));,((),(( yxfQyxxP   
3) ););()((),;( RzyzzxzRyxyx   
4) );,;()0,(( RzxyzxzyRyy   
5) );,(),( yttPyxyPx   
6) )).,,,(),(( tzyxzQyxPyx   
 
3.2. Доказать, что существуют предикаты P, Q такие, что 
 
1) );()())()(( xxQxxPxQxPx   
2) );()())()(( xxQxxPxQxPx   
3) .1)()(  xyPxxxPy  
 
3.3. Какие из следующих формул тождественно истинные? 
 
1) ));(x&)(())(&)(( xQxxPxQxPx   
2) ));()()(())()(( xQxPxxxQxxP   
3) ));()()(())()(( xxQxPxxQxPx   
4) ));()(())()(( xxQxxPxQxPx   
5) ));()(())()(( xxQxxPxQxPx   
6) ));()(())()(( xxQxxPxQxPx   
7) ))()(( xQxPx  ~ )).()(( xxQxxP   
 
3.4. Получить ПНФ следующих предикатных формул: 
 
1) );,(),( yxyQxyxyPx   
2) );,())(),(( zyzRyxxQyxyPx   
3) )),(),(( zyzQyzxzPx  & );,,( zyxzRy  
4) ));()(),()(,( yxzxyzPzPzyx   
5) ));,(),(( yxyQxyxyPx   
6) ).()),,(),(( zzQzyxzQyxyxyPx   
 93 
 
3.5. Ввести необходимые предикаты и с помощью кванторов запи-
сать следующие определения, затем с помощью законов де Моргана полу-
чить их отрицания: 
 
1) определение предела функции в точке; 
2) определение последовательности, фундаментальной по Коши; 
3) определение непрерывности функции в точке; 
4) определение непрерывной на интервале функции; 
5) определение равномерно непрерывной на интервале функции. 
 
3.6. Доказать равносильности. 
 
1) );,,(),,( zyxxPyzyxyPx    
2) );,(),()),(),(( zyQzxxPzyQzxPx   





























ГЛАВА 4. ФОРМАЛЬНЫЕ ИСЧИСЛЕНИЯ 
 
Исторически понятие формальной теории было разработано в период 
интенсивных исследований в области оснований математики для формали-
зации собственно логики и теории доказательства. 
 
 
4.1. Определение формальной теории 
 
Рассмотрим общее понятие формального исчисления. Будем гово-
рить, что формальное исчисление   определено, если выполняются сле-
дующие четыре условия: 
1. Имеется некоторое множество символов А, образующих алфавит 
исчисления  .   
Конечные последовательности символов называются словами или 
выражениями исчисления  . Обозначим через S множество всех слов ал-
фавита исчисления  . 
2. Задано подмножество F, F  S, называемое множеством формул 
исчисления  . Элементы множества F называются формулами.  
3. Выделено множество Аx  F  формул, называемых аксиомами ис-
числения  . 
4. Имеется конечное множество R отношений 1 2, ,..., nR R R между 
формулами, называемых правилами вывода, причем, если 
1 2( , ,..., , )n iF F F F R , то формула F является непосредственным следствием 
формул 1,..., mF F  по правилу iR . 
Четверка < А , F , А x, R  > определяет любое исчисление  . 
Выводом в исчислении   называется последовательность формул 
nFFF ,...,, 21  такая, что для любого i ( ni 1 ) формула Fi  есть либо аксиома 
исчисления  , либо исходная формула, либо непосредственно выводимая 
из каких-либо предыдущих формул. Если в теории   существует вывод 
формулы G из формул 1 2, ,..., mF F F  ( 1mG F  ), то это записывается следу-
ющим образом:  
mFFF ,...,, 21 ┡ , G, 
 
где формулы mFFF ,...,, 21  называются гипотезами вывода. Если теория    
подразумевается, то ее обозначение обычно опускают. 
Формула G называется теоремой исчисления  , доказуемой в  тео-
рии  , если она выводима только из аксиом, без гипотез. Обозначение вы-
вода теоремы:┡  . 
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Вообще говоря, может не существовать алгоритма, с помощью кото-
рого для произвольной формулы G через конечное число шагов можно 
определить, является ли G выводимой в исчислении   или нет. Если такой 
алгоритм существует, то исчисление называется разрешимым. Исчисление 
называют непротиворечивым, если не все его формулы доказуемы. 
 
 
4.2. Интерпретация. Модель теории 
 
Интерпретацией формальной теории   в область интерпретации М 
называется функция МFI : , которая каждой формуле F однозначно 
сопоставляет некоторое содержательное высказывание относительно мно-
жества (алгебраической системы) М. Если соответствующее высказывание 
является истинным (оно может и не иметь истинного значения), то гово-
рят, что формула выполняется в данной интерпретации.  
Интерпретация I называется моделью формальной теории  , если 
все теоремы этой теории выполняются в интерпретации I.  
Пусть множество М является моделью формальной теории  . Фор-
мальная теория   называется полной, если каждому истинному высказы-
ванию из М соответствует теорема теории  .  
Формальная теория   является формально непротиворечивой, если 
в ней одновременно не выводимы формулы F и F .  
Если для множества М (алгебраической системы М) существует 
формальная полная непротиворечивая теория  , то М называется форма-
лизуемым или аксиоматизируемым. 
Система аксиом формально непротиворечивой теории   называется 
независимой, если никакая из аксиом не выводима из остальных по прави-
лам вывода теории  . 
 
 
4.3. Исчисление высказываний 
 
Исчисление высказываний уже рассматривалось в третьей главе. 
В этом разделе дается описание формальной теории исчисления высказы-
ваний и сделан акцент на формальной технике выводов. 
Используя понятия формального исчисления, дадим классическое 
определение исчисления высказываний (ИВ).   
1. Алфавит:  
логические символы (связки)   и  ; 
вспомогательные символы (,);  
      пропозициональные переменные  –  буквы 1 1, ,..., , ,...a b a b . 
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2. Формулы:  
а) все пропозициональные переменные являются формулами ИВ; 
б) если А, В – формулы, то )( A  и )( BA – формулы ИВ. 
3. Аксиомы:  
Ах1: ));(( ABA   
Ах2: )));()(())((( CABACBA    
      Ах3: )).)(()(( BABAB   
 
Указанные формулы называются схемами аксиом ИВ, при этом 
CBA ,, – любые формулы. Таким образом, множество аксиом теории ИВ 
бесконечно, хотя задано тремя схемами аксиом. 
4. Правило вывода:  
B
BAA ,  Modus Рonens. (Если BAA , – выводимые формулы, 
то В – также выводимая формула). 
 
Пример  1 . Покажем, что формула AA  выводима в ИВ. 
Построим вывод данной формулы: 
1)  в схеме аксиом 1 формулу В заменим формулой AA .  
Получаем 
)))((( AAAA  ; 
 
2)  в схеме аксиом 2 формулу В заменим на AA , С заменим на А. 
Получаем 
)))()((()))(((( AAAAAAAAA  ; 
 
3)  из пп.1–2 по правилу Modus Рonens заключаем: 
 
))())((( AAAAA  ; 
 
4)  в схеме 1 заменим В на А.  
Получаем 
))(( AAA  ; 
 




Теор ема  4 . 1  (теорема о дедукции). Если Г, А В, то Г A B  
и обратно, где Г – набор некоторых формул 1 2, , ..., .nA A A  
Из теоремы 4.1 следует, что в теории ИВ импликация очень тесно 




Следствие 1. Тогда и только тогда 1 2, ,..., nA A A  А, когда   
))...))((...((( 1321 AAAAAA nn   . 
Дока з а т е л ь с т во .   
Пусть nAAA ,...,, 21  А. Тогда по теореме о дедукции имеем 
121 ,...,, nAAA AAn  .  
Аналогично, 21 ,..., nAA )(1 AAA nn   и т. д.   
Продолжая применять теорему о дедукции необходимое число раз, 
получаем ))...)).((...(( 121 AAAAA nn    
Для доказательства достаточности предположим, что  В, где 
))...))((...((( 1321 AAAAAAB nn   . По теореме о дедукции 
( Г ) 1A ))...)).((...( 12 AAAA nn    Далее через n шагов 
nAAA ,...,, 21  А.                                                                                             □  
 
Таким образом проверка выводимости формулы А из формул 
nAAA ,...,, 21  сводится к проверке истинности формулы В (см. доказатель-
ство следствия 1). 
В разд. 2.2 определялось понятие общезначимой формулы или тав-
тологии в алгебре высказываний. В исчислении высказываний таблицы ис-
тинности формул определяются точно так же. Напомним, что формула 
),...,( 1 nxxF  называется тавтологией или тождественно-истинной (обозна-
чается F), если значение формулы F равно единице при любых наборах 
пропозициональных переменных. 
 
Теор ема  4 . 2 .   Теоремами теории ИВ являются тождественно-
истинные формулы и только они, А А.  
Таким образом, для того чтобы установить, доказуема ли формула, 
достаточно составить ее таблицу истинности. Существует эффективный 
алгоритм построения таблицы истинности, и, значит, ИВ разрешимо. 
 
Пример  2 . Докажем, что А А . 
По теореме о дедукции А А  А A . В свою очередь по теоре-
ме 4.2 достаточно показать, что А A . Из таблицы истинности для 
формулы А A легко видеть, что она тождественно-истинная и, следова-
тельно, доказуема в ИВ.        
 
Следствие 2. Теория ИВ формально непротиворечива. 
Все теоремы ИВ суть тавтологии. Отрицание тавтологии не есть тав-




Замечание. Теория ИВ не является единственно возможной аксиоматизацией 
исчисления высказываний. В теории ИВ всего две связки, три схемы аксиом и одно 
правило. Ее основное достоинство – лаконичность и наглядность. Существуют и другие 
аксиоматизации исчисления высказываний, предложенные разными математиками. 
В 1938 г. Гильбертом и Аккерманом была предложена следующая аксиоматизация ИВ: 
Логические связки: )(,, BABA  .    
Аксиомы: А x1: ,AAA             
          А x2: ,BAA      
                  А x3: ,ABBA   
                  А x4: ).()( CABACB    
Правило вывода: Modus Роnens.  
 
 
4.4. Алгоритмы проверки общезначимости 
и противоречивости в ИВ 
 
Автоматическое доказательство теорем – это краеугольный камень 
логического программирования, искусственного программирования и дру-
гих направлений в программировании. Здесь рассматриваются основы 
классического метода резолюций.  
В основе метода резолюций лежит идея «доказательства от против-
ного». 
 
Теор ема  4 . 3 .  ,Ã A В, где В – любое противоречие (тожде-
ственно ложная формула), тогда и только тогда Г А. 
Дока з а т е л ь с т во .   
Пусть из множества формул Г и A  выводима формула В. Тогда по 
теоремам 4.1–4.2 разд. 4.3 AГ , ВГ& BA  – тавтология.  
Но Г& .А&А)&( АГАГГВГBA    
Имеем АГ   – тавтология. По теоремам имеем АГ    Г А. 
                                                                                                              □ 
Пустая формула не имеет никакого значения ни в одной интерпре-
тации и по определению является противоречием. 
 
1. Метод резолюций в ИВ 
 
Пусть 1D  и 2D – два предложения в исчислении высказываний, 
и пусть 1 1 ,D D P   а 2 2 ,D D P   где Р – пропозициональная перемен-
ная, а 1 2,D D   – любые предложения (в частности, может быть, пустые) или 
состоящие из одного литерала. Дизъюнкт 1 2D D   называется резольвен-
той дизъюнктов 1D  и 2D  по литере Р и обозначается 1 2( , ),Pres D D  
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( ( , ) 0)res P P  . Если дизъюнкты 1D и 2D  не содержат контрарных литер 
Р и Р , то резольвент у них не существует. 
 
Пример  1 . Если ,1 CBAD   ,2 CBAD   то 
,),( 21 CBCBDDresA   ,),( 21 CACADDresB   ),( 21 DDresC  не 
существует. 







 , или 21 , DD 21 DD   21 ,( DD )),( 21 DDres , 
 
называется правилом резолюции. 
Правило резолюции – это очень мощное правило вывода. Многие ранее 
рассмотренные правила являются частным случаем правила резолюции: 
 
B
ABA ,                            Modus Рonens                     R
B








 ,   
 
B
BABA  ,                       Слияние                            R
B
BABA  ,    
 
В следующей теореме покажем, что правило резолюции логично, 
т. е. резольвента является логическим следствием резольвируемых пред-
ложений. 
 
Теор ема  4.4. Если 1 2( , )res D D  существует, то 
1 2,D D 1 2( , )res D D . 
Дока з а т е л ь с т во .   
Пусть ИDI )( 1  и ИDI )( 2 .  
Тогда, если ИPI )( , то ИDI  )( 2  и ИDDI  )( 21 .  
Если же ЛPI )( , то ИDI )( 1 , ( PDD  11 ) и ИDDI  )( 21 .     □  
Пусть  mDDDS ,...,, 21  – множество дизъюнктов. Последователь-
ность формул 1 2, ,..., n    называется резолютивным выводом из S, если 
выполняется одно из условий:  
– ;i S    




Теор ема  4 . 5  (о полноте метода резолюций в ИВ). Множество 
дизъюнктов S противоречиво в том и только в том случае, когда суще-
ствует резолютивный вывод из S, заканчивающийся нулем. 
Отметим, что метод резолюций можно использовать для проверки 
выводимости формулы   из данного множества 1 2, ,..., n   . Действитель-
но, (см. теорему 4.1), условие 1,..., n    равносильно условию 
1 2, ,..., ,n    В, где В – тождественно ложная формула. 
 
Пример  2. Проверить методом резолюций соотношение 
)( CBA  , ,ECD   EDF  )( FBA  . 
Проверим на противоречивость множество формул 
),({ CBAS   ,ECD   })( , FBAEDF  . Каждую формулу 
множества S независимо преобразуем в множество предложений  в форме 
КНФ:  
S ~ , ,{ ECDCBA  }, FBAЕDF  ~                                                
~ , , ( ) ( ),A B C C D E F D F E ABF       . 
 
Таким образом, получаем множество дизъюнктов: 
 
S  , , , , , ,A B C C D E F D F E A B F      . 
 
 В полученном множестве отыскиваем резольвируемые предложе-
ния, применяем правило резолюций и резольвенты добавляем в множество 
до тех пор, пока не будет получено пустое предложение: 
1) ;),( CBACBAresA    
2) ;),( CBCBresB   
3) ;),( FECDFEDCresD   
4) ;),( FCEFFECresE   
5) ;),( FFCCresS   
6) .0),( FFres  
 Исходное  соотношение имеет место. 
 
2. Метод резолюций для хорновских дизъюнктов 
 
В общем случае метод резолюций неэффективен, т. к. количество пе-
реборов, которые необходимо сделать для получения ответа, экспоненци-
ально зависит от количества дизъюнктов и переменных, содержащихся 
в множестве дизъюнктов.     
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Однако для некоторых классов дизъюнктов, к которым относится 
класс хорновских дизъюнктов, метод резолюций эффективен.  
Дизъюнкт D называется хорновским, если он содержит не более од-
ной позитивной литеры. В общем случае хорновские дизъюнкты имеют 
вид BAA n  ...1  (по другому – ( ))...1 BAA n  , или nAA  ...1 .  
 Хорновский дизъюнкт вида BAA n  ...1  называется точным. 
При этом переменные nAA ,...,1  называются фактами, а переменная В – 
целью. Хорновский дизъюнкт вида nAA  ...1  называется негативным. 
 Дизъюнкт BD   называется унитарным позитивным дизъюнк-
том.  
Если S – множество хорновских дизъюнктов, то невыполнимость 
множества S проверяется по следующей схеме. 
Из множества S выбирается позитивный дизъюнкт В и дизъюнкт D, 
содержащий B . После этого множество S заменяется на   )),(()\( ВDresDS В , и процесс продолжаем до тех пор, пока S не будет 
содержать 0, или не найдется пары, состоящей из унитарного позитивного 
дизъюнкта В и дизъюнкта D, содержащего B . Если на заключительном 
шаге множество дизъюнктов S окажется содержащим 0, то исходное мно-
жество S противоречиво, в противном случае S непротиворечиво. 
 
Пример  3. Проверить методом резолюций соотношение 
BABA  , B . 
Сначала преобразуем в отрицание целевую формулу и проверим на 
противоречивость множество формул  BBABAS ,,  . 
Легко увидеть, что S состоит из хорновских дизъюнктов. Применим 
описанный алгоритм: 
 
1) ABBAresB  ),( ,                                ABBAS ,, ;    
2) ,),( ABBAresB                                   ABAS ,, ; 
3) .0),( AAres  
 
На шаге 3 получили 0, являющийся резолютивным выводом на S. 







4.5. Исчисление предикатов 
 
Большинство определений этого параграфа будут индуктивными. 
(Чистое) исчисление предикатов (первого порядка) – это формальная 
теория ИП, в которой определены следующие компоненты:  
 
I. Алфавит: основные логические символы (связки) ;,   дополни-
тельные связки &,; служебные символы (,); кванторы всеобщности   
и существования ; предметные константы ,...;,,...,, 11 baba  предметные пе-
ременные ,...;,,...,, 11 yxyx  предметные предикаты ,...;,QP  предметные 
функторы ,..., gf  . 
С каждым предикатом или функтором связано некоторое натураль-
ное число, которое называется арностью, или местностью.  
Для описания синтаксиса формул ИП определим индукцией по по-
строению понятие терма: 
1) предметные переменные и предметные константы есть термы; 
2) если  f – n-местный функциональный символ, t1, t2, …, tn – термы, 
то f(t1, t2, …, tn) – терм. 
Обозначим через Т множество всех термов. Введем понятие ато-
марной формулы:  если Р – предикатный n-местный символ, t1, t2, …, tnТ, 
то Р(t1, t2, …, tn) – атомарная формула. 
 
II. Формулы: 
1) атомарная формула есть формула; 
2) если А, В – формулы, то А, (АВ), (АВ), (АВ), хА, хА – 
формулы. 
Формулы вида А и А, где А – атомарная формула, называются ли-
теральными формулами (или литералами). 
Терм t называется свободным для переменной х в формуле А, если 
никакое свободное вхождение переменной х в формулу А не лежит в обла-
сти действия никакого квантора по другой переменной, входящей в терм t. 
Предложением или замкнутой формулой называется формула, не 
имеющая свободных переменных. 
 
Пример  1. Терм f(x, z) свободен для переменной х в формуле 
yP(x, y)Q(x). Терм f(x, z) не свободен для переменной х в формуле 
zyP(x, y)Q(x), т. к. подставляя вместо х терм f(x, z), терм попадет в об-
ласть действия квантора z. 
 
Пример  2. Формула x, y (x + y = y + x) является предложением. 
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III. Аксиомы (логические): любая система аксиом исчисления выска-





где терм t свободен для переменной х в формуле А. 
 
IV. Правила вывода: 
 
В












В последних двух правилах вывода переменная х входит свободно 
в формулу А, но не входит свободно в формулу В. 
В исчислении предикатов ИП справедлива следующая теорема. 
 
Теор ема  4 . 6  (о дедукции). Если Г{A, B} – множество формул 
в ИП, то из Г, А┝В следует Г┝АВ. 
Таким образом, как и в вычислении высказываний, проверка выво-
димости  1,   2, …,   n ┝  в ИП сводится к проверке доказуемости фор-
мулы (  1(   2…(   n  )…)). 
В ИП справедлив аналог теоремы о полноте в исчислении высказы-
ваний. 
 
Теор ема  4 . 7  (теорема Геделя о полноте). Формула   исчисле-
ния ИП доказуема тогда и только тогда, когда   тождественно истинна. 
Таким образом, проверка доказуемости формулы   сводится к про-
верке ее тождественной истинности. Однако, в отличие от ИВ, в общем 
случае не существует алгоритма распознавания доказуемости формулы 
ИП, т. е. ИП неразрешимо. 
Исчисление предикатов, которое не содержит предметных констант, 
функторов, предикатов и собственных аксиом (отличных от логических), 
называется чистым. Исчисление предикатов, которое содержит предмет-
ные константы и/или функторы, и/или предикаты, и связывающие их соб-
ственные аксиомы, называется прикладным. 
Исчисления предикатов, в которых кванторы могут связывать только 
предметные переменные, но не могут связывать функторы и предикаты, 
называется исчислением первого порядка, в противном случае исчисления 
предикатов называются исчислениями высших порядков. 
Практика показывает, что прикладного исчисления предикатов пер-
вого порядка оказывается достаточно для формализации содержательных 
теорий во всех разумных случаях. 
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4.6. Теория равенства 
 
Теория равенства E – это прикладное исчисление предикатов, в ко-
тором имеются: 
1. Собственный двухместный предикат = (x = y инфиксная запись). 
2. Собственные схемы аксиом: 
Е1: х ( х = х), 




} означает, что в предикатной формуле А(х) вхожде-
ния переменной х могут заменяться переменной y. 
 
Теор ема  4 . 8 .  В теории E выводимы следующие теоремы: 
1) ┝E t = t для любого терма t, 
2) ┝E x = yy = x, 
3) ┝E x = y(y = zx = z). 
Дока з а т е л ь с т во .  
1. Из определения теории равенства E  и аксиомы исчисления преди-
катов имеем х х = х, х х = хt = t. По правилу Modus Рonens  ┝E t = t. 
2. Из аксиомы Е2 при подстановке { xÀ (x)} имеем 
x = y(х = хy = x). 
Значит, x = y,  x= x┝E y = x. По доказанному выше ┝E х = х, следова-
тельно, x = y┝E y = x. По теореме дедукции ┝E x = yy = x. 




y = x(y = zx = z), значит, y = x┝E (y = zx = z). 
Но x = y┝E y = x, тогда x = y┝E (y = zx = z), применяя теорему дедук-
ции, получаем 
                                             ┝E (x = y)(y = zx = z).                                     
 
Таким образом, показано, что в теории равенства E имеет место от-
ношение рефлективности, симметричности и транзитивности, т. е. равен-
ство является эквивалентностью. Но равенство более сильное условие, чем 
эквивалентность. Аксиома Е2 выражает, вообще говоря, неразличимость равных элементов. 
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4.7. Формальная арифметика 
 
Формальная арифметика А – это прикладное исчисление предикатов, 
в котором имеются: 
1) предметная константа 0; 
2) двухместные функторы и одноместный функтор ; 
3) двухместный предикат =; 
4) собственные схемы аксиом: 
 
А1: (Р/0)&(х)(Р(х)Р(х))хР(х), 
А2: t1 = t2t1 = t2, 
A3: (t= 0), 
A4: t1 = t2(t1 = t3t2 = t3), 
A5: t1 = t2 t1= t2, 
A6: t + 0= t, 
A7: t1 + t2 = (t1 + t2), 
A8: t  0 = 0, 
A9: t1 t2 = t1  t2 + t1, 
 где Р – любая формула, а t, t1, t2 – любые термы теории А. Собственная аксиома А1 выражает хорошо известный закон индукции. 
 
 
4.8. Метод резолюций в исчислении предикатов 
 
Если в формулу А в ИП вместо переменных х1, …, хn подставить со-ответственно формулы B1, B2, …, Bn, то получится новая формула А1, кото-рая называется частным случаем формулы А: 
 
n
iiin xBxxxAA 1211 }//){,...,,(  . 
 
Здесь формула Bi подставляется вместо всех вхождений переменной хi. 
Набор подстановок 1{ / / }ni i iB x   называется унификатором. 
Если существует формула С, которая является одновременно част-
ным случаем формул А и В при одном и том же наборе подстановок 
n
iii xB 1}//{  , то формулы А и В называются унифицируемыми, а набор под-
становок, с помощью которого получается совместный частный случай 





iiin xBxxBСxBxxxAС 11121 }//){,...,(}//){,...,,(   . 
 
Наименьший возможный унификатор называется наиболее общим 
унификатором, т. е. любой другой общий унификатор  представляется 
 106 
 
в виде композиции наиболее общего унификатора   и некоторой непустой 
подстановки  :     . 
Набор формул B1, B2, …, Bn называется частным случаем набора 
формул А1, …, An, если каждая формула Bi является частным случаем фор-
мулы Ai при одном и том же наборе подстановок. 
Набор формул C1, …, Cn называется совместным частным случаем 
наборов формул А1, …, An и B1, …, Bn, если каждая формула Сi является 
частным случаем формул Ai и Bi при одном и том же наборе подстановок. 
Пусть D1 и D2 – два предложения в исчислении предикатов, где 
D1 = D1P1, 222 PDD  , при этом атомарные формулы Р1 и Р2 (литералы) 
являются унифицируемыми наиболее общим унификатором  . 




D P D P R
D D
  
    называется правилом резолюций 
в исчислении предикатов. В этом случае резольвентой резольвируемых 
предложений D1 и D2 является предложение (D1D2) , полученное из  
D1D2 применением унификатора  : 
 
res(D1, D2) = (D1D2) . 
 
Пусть Ф = (P1, …, Pk) – непустое множество атомарных формул сиг-
натуры   (совокупности предикатных и функциональных символов 
с указанием их местности). Множеством рассогласований в Ф называет-
ся множество термов {t1, …, tk}, где ti входит в формулу Pi и начинается 
с символа (который есть либо сигнатурный символ, либо переменная), сто-
ящего на первой слева позиции в Pi, на которой не для всех формул P1, P2, 
…, Pk находится один и тот же символ. 
 
Пример  1. Пусть Ф ={P(x, F1(y, z)), P(x, a), P(x, F(y, F2(z)))} – мно-
жество формул сигнатуры   )1(2)2(1)2(1)2( ,,, FFFP . Во всех трех формулах 
только первые четыре символа Р(х, совпадают. Таким образом, множество 
рассогласований в Ф – {F1(y,z), а, F(y, F2(z))}. 
 
Алгоритм унификации предназначен для распознавания того, явля-
ется ли данное конечное непустое множество атомарных формул унифи-
цируемым, и нахождения НОУ для этого множества в случае его унифици-
руемости. 
Пусть Ф – конечное непустое множество атомарных формул.  
Алгоритм унификации для множества Ф: 
1. Полагаем k = 0, Фk = Ф,  k  =  . 
2. Если Фk – одноэлементное множество, то остановка и  k – НОУ 
для Ф. В противном случае найдем множество Dk рассогласований для Фk. 
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3. Если существует xk, tk  Dk, где tkT() такие, что xk – переменная, 
не входящая в терм tk, то перейти к шагу 4. В противном случае – останов-
ка: множество Ф не унифицируемо. 
4. Полагаем  k+1 = k {tk //xk} и Фk+1 = Фk{tk //xk} (заметим, что при 
этом Фk+1 = Ф k+1). 
5. Присвоить k:= k + 1, перейти к шагу 2. 
 
Пример  2. Найти НОУ для множества формул Ф ={P(c, x, F(G(y))), 
P(z, F(z), F(t))}. 
1. k = 0; Ф0 = Ф, 0 =  . 
2. Так как Ф не является одноэлементным множеством, то  0 не яв-
ляется НОУ для Ф. Множество рассогласований для Ф0: D0 = {c, z}. 
3. В D0 существует переменная x0 = z, которая не встречается в терме 
t0 = c. Поэтому переходим к шагу 4. 
4. Полагаем    
1 0 { / / }c z    { / / } { / / }c z c z  , 
1 0Ô Ô { / / } { ( , , ( ( ))), ( , ( ), ( ))}c z P c x F G y P c F c F t  . 
5. k:= 1. 
6. Ф1 – не одноэлементное множество. Множество рассогласований 
для Ф1: D1 = {x, F(c)}. 
7. Из D1 найдем: x1 = x, t1 = F(c). 
8. Полагаем  
2 1 { ( ) / / } { / / , ( ) / / }F c x c z F c x    ,  
Ф2 = Ф1{F(c)//x} ={P(c, F(c), F(G(y))), P(c, F(c), F(u))}. 
9. k:= 2. 
10. Ф2 – не одноэлементное множество. Множество рассогласований 
для Ф2: D2 ={G(y), u}. 
11. Из D2 найдем: x2 = u, t2 = G(y). 
12. Полагаем 3 2 { ( ) / / } { / / , ( ) / / , ( ) / / }G y u c z F c x G y u    . 
13. Ф3 = {P(c, F(c), F(G(y)))} – одноэлементное множество, 
3 = {c//z, F(c)//x, G(y)//u} – НОУ для Ф. 
 
Опровержение методом резолюций – это алгоритм автоматическо-
го доказательства теорем в прикладном исчислении предикатов, который 
сводится к следующему. Пусть нужно установить выводимость Ф├ G. 
Каждая формула множества Ф и формула G  (отрицание целевой 
теоремы) независимо преобразуется в множество предложений. В полу-
ченном совокупном множестве предложений отыскиваются резольвируе-
мые предложения, к ним применяется правило резолюций и револьвента 




При этом возможны три случая: 
1. Среди некоторого промежуточного множества предложений нет 
резольвируемых. Это означает, что формула G не выводима из множества 
формул Ф и теорема опровергнута. 
2. В результате очередного применения правила резолюций получено 
пустое предложение (0). Это означает: Ф├ G. 
3. Процесс не заканчивается, т. е. множество предложений пополня-
ется все новыми резольвентами, среди которых нет пустых. Вывод сделать 
о доказуемости теоремы нельзя. 
Метод резолюций работает с особой формой формул, которые назы-
ваются стандартными предложениями. Предложение – это бесквантор-
ная дизъюнкция литералов. Любая формула ИП может быть преобразована 
в множество предложений следующим образом: 
1. Приведение формулы исчисления предикатов в префиксную нор-
мальную форму (ПНФ). В разд. 3.3 описана процедура получения ПНФ. 
2. Элиминация кванторов существования. Преобразование формулы 
вида x1T1x2…Tnxn F(x1, x2, …, xn) в формулу T1x2…Tnxn F(а, x2, …, xn). 
Преобразование формулы вида x1…xi-1xiTi+1xi+1…Tnxn F(x1, x2, …, 
xi, …, xn) в формулу 
 
x1…xi-1Ti+1xi+1…Tnxn F(x1, …, xi-1, f(x1, x2, …, xi-1), xi+1, …, xn), 
 
где а – новая предметная константа, f – новый функтор, а Т1, Т2, ..., Тn лю-
бые кванторы. После второго этапа формула содержит только кванторы 
всеобщности. 
3. Элиминация кванторов всеобщности. Преобразования: хF(x) 
в формулу F(x). После третьего этапа формула не содержит кванторов. 
4. Приведение к конъюнктивной нормальной форме (КНФ). Преобра-
зование по формулам дистрибутивности:  
 
)(&)()&( CABACBA  , 
)(&)()&( CBCACBA  . 
 
После четвертого этапа формула находится в конъюнктивной нор-
мальной форме. 
5. Элиминация конъюнкции. Преобразование: А&B в предложения А, 
В. После пятого этапа формула распадается на множество предложений.  
 
Теор ема  4 . 9 .  Если Ф – множество предложений, полученных 
из формулы F, то F является противоречием тогда и только тогда, ко-
гда множество Ф невыполнимо. 
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Дока з а т е л ь с т во .   
В доказательстве нуждается шаг 2 – элиминация кванторов суще-
ствования, переход от формулы А = x1…xi-1xiTi+1xi+1…Tnxn F(x1, …, xn) в 
формулу А=x1…xi-1Ti+1xi+1…Tnxn F(x1, …, xi-1,f(x1, x2, …, xi-1), xi+1, …, xn). 
Метод от противного. Предположим, что формула А – противоре-
чие, а А выполнима. Тогда существует интерпретация I и набор значений 
s = (a1, …, ai-1, ai+1, … an), такой, что формула А в интерпретации I на мно-
жестве значений s истина, т. е. ИsAI  ))(( . Положим ai = f(a1, …, ai-1),  при 
этом набор значений  s1 = (a1, …, ai-1, ai+1, … an). Тогда формула А в интер-
претации I на множестве значений s1 будет истиной ( ИsAI ))(( 1 ). Следо-
вательно, формула А также выполнима и не является противоречием, что 
противоречит условию теоремы.                                            
    
Пример  3. Доказать методом резолюций 
 
y(S(y)C(y))├x(y(S(y)F(x, y))z(C(z)F(x, z))). 
 
Сначала преобразуем в предложения отрицание целевой формы: 
 
 ))),()((),()(( zxFzCzyxFyySx  
 ))),()((),()()(( zxFzCzyxFySyx  
 ))),()((),()(( zxFzCyxFySzyx  
))),()((),()(( zxFzCyxFySzyx  . 
 
Имеем три дизъюнкта: 
S(b), F(a, b), ),()( zaFzC  . 
 
Формула, соответствующая посылке (y)(S(y)C(y)) эквивалентна 
одному дизъюнкту )()( yCyS  . 
Получили совокупную систему дизъюнктов: 
 
)}()(,),()(),,(),({ yCySzaFzCbaFbS  . 
 
Доказательство заканчивается следующим образом: 
 
)())(),()(( bCbSyCySres  , 
),()),()(),(( baFzaFzCbCres  , 
0)),(),,(( baFbaFres . 
 
Пример  4. Выполнимо ли множество предложений {Ф1,Ф2}? 
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1Ô ( ( , ) ( ( ( ))) ( ))y x z A x z B x C y D y       , 
2Ô (( ( ) ( )) ( , ))x D x C x yA x y    . 
 
Преобразуем формулы Ф1 и Ф2 в множество предложений. Предва-
рительно представим их в ПНФ:  
 
1Ô ( ( , ) ( ( ) ( )) ( ))y x z A x z B x C y D y       , 
2Ô (( ( ) ( )) ( , ))x y D x C x A x y    . 
 
Проведем элиминацию кванторов существования и кванторов все-
общности: 
1Ô ( ( , ) ( ( ) ( ))) ( )A x z B x C a D a    , 
2Ô ( ( ) ( )) ( , ( ))D x C x A x f x   . 
 
Приведем полученные формулы к конъюнктивной нормальной фор-
ме ( 2Ô  в КНФ): 
 
1Ô ( ( , ) ( )) & ( ( , ) ( )) & ( )A x z B x À x z C a D a   . 
 
Произведя элиминацию конъюнкции, получим множество стандарт-
ных предложений Ф: 
 
Ô { ( , ) ( ), ( , ) ( ), ( ), ( ) ( ), ( , ( ))}A x z B x A x z C a D a D x C x A x f x    . 
 
Исследуем полученные множества дизъюнктов на выполнимость 
с помощью метода резолюций: 
 
),())(,(),(,),(( aCxfxAaCzxАres   
),())()(),(( aDxCxDaCres   
.0))(),(( aDaDres  
 
Построили резолютивный вывод нуля. Следовательно, множество 
предложений состоящих из дизъюнктов невыполнимо, поэтому множество 
{Ф1,Ф2} также невыполнимо. 
 
Пример  5. Выполнимо ли множество предложений  1 2 3Ô ,Ô ,Ô ? 
Если выполнимо, построить систему, на которой эти предложения истинны:  
 
1Ô ( ( ) ( ( ) ( , ))),x A x y B y C x y     
2Ô ( ( ) ( ( ) ( , ))),x A x y D y C x y    
3Ô ( ( ) ( )).x B x D y   
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Приведем формулы 1 2 3Ô ,Ô ,Ô  в ПНФ: 
 
1Ô ( ( ) ( ( ) ( , )),x y A x B y C x y      
2Ô ( ( ) ( ) ( , )),x y A x D y C x y     
3Ô ( ( ) ( )).x B x D y   
 Строим множество предложений, состоящих из дизъюнктов:  
  Ô ( ), ( ) ( , ), ( ) ( ) ( , ), ( ) ( ) .A a B y C a y A x D y C x y B x D y      
 Исследуем это множество на выполнимость с помощью метода резо-
люций: 
),,()()),()()(),(( yaCyDyxCyDxAaAres   
).()()),()(),,()(( yDyByaCyDyaCyBres   
 Других резольвент множества предложений нет, поэтому не суще-
ствует резолютивного вывода нуля из множества Ф. Определим предикаты 
DCBA ,,,  на множестве  a  так, чтобы множество формул из Ф и формулы 
из резолютивного вывода выполнялись на системе    DCBAa ,,,; . 
Из резолютивного вывода следует, что необходимо потребовать: 
 
Da , либо Caa  ,  и Ba . 
 
Положим, что Da , Caa  , , Ba  и из формул множества Ф 
следует, что необходимо при этом положить Aa . Тогда все формулы из 
множества Ф выполняются на системе    DCBAa ,,,; , на этой системе 
истинны и исходные предложения 1Ô  и 2Ô , т. е. построенная система яв-
ляется моделью множества формул  1 2Ô ,Ô . 
 
Замечание. Следует иметь в виду, что автоматическое доказательство теорем 
методом резолюций имеет по существу переборный характер, и этот перебор столь ве-
лик, что может быть практически неосуществим за приемлемое время. При этом льви-
ная доля вычислений приходится на поиск унифицируемых предложений. 
 
Отступление. Приведенный метод резолюций служит основой язы-
ков логического программирования. Главным отличием языков логическо-
го программирования от «процедурных» языков является то, что програм-
ма не указывает, как что-либо следует делать для решения задачи, а опи-
сывает некоторые элементы и связи между ними (модель определенной 
сигнатуры) и ставит цель, т. е. задает вопрос об этой системе. На языке 
формального исчисления это означает проверить истинность предложения 
или найти элемент, удовлетворяющий заданной формуле. При этом ком-






4.1. Доказать выводимость в ИВ. 
1)┡ );( BAA      
2)┡ ));(( BABA   
3)┡ );()( ABBA    
4)┡ );)(()( BBABA   
5)┡ ));(( BABA   
6)┡ .AA   
 
4.2. Доказать выводимость в ИВ. 
1) )(),( CBBA  ┡ );( CA   
2) )( CBA  ┡ );( CAB   
3) )( CBA  ┡ ;)&( CBA   
4) )( BA  ┡ );&()&( CBCA   
5) )( BA  ┡ );()( CBCA   
6) ).( BAA   
 
4.3. Методом резолюций проверить следующие соотношения: 
1) )(),(),( ABBCCA  ┡ ));(( CBA   
2) ))(()),((),)(( BABCBACBCA  ┡ ;CB   
3)┡ );))((( AABA            
4)┡ ( & ).A B A B   
 
4.4. Проверить на противоречивость множество хорновских дизъ-
юнктов. 
1)  DBCCBABDCBA  ,,,, ; 
2)  BDADCBACBDCBA  ,;,,, . 
 
4.5. Определить, унифицируемо ли множество Ф. В случае   унифи-
цируемости найти наиболее общий унификатор. 
1) Ф = {A(a, y),  A(a, a)};                            
2) Ф = {A(a, x, f(x)),  A(a, z, z)}; 
3) Ф = {A(a, f1(x, y)),  A(y, z),  A(u, f1(c, z))}; 
4) Ф = {A(u, f(x, y)) = x,  A(y, f(a, z)) = x,  A(y, t) = x}. 
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4.6. Методом резолюций в ИП доказать: 
1) ┡ ))))()((())(()(( xBxAxxBxxxA  ; 
2) ┡ )))()(())(()(( xxBxxAxBxxA  . 
 
4.7. Установить выполнимо ли множество предложений {Ф1, …, Фn}. 
Если множество выполнимо, построить для него модель: 
1) 1Ô ( ( ) ( ( ) (( ( ) ( )) ( ))))x A x y A x B x B y zA z      ; 
2) 1Ô ( ( , ) ( , ))x y A x y B x y   , 2Ô ( ( , ) ( , ))x y B x y C x y   , 
    3Ô ( , )x yA x y   ; 
3) 1Ô (( ( ) ( )) ( ( , ) ( )))x A x B x y C x y D y    , 
    2Ô ( ( ) ( ) ( ( , ) ( )))x E x A x y C x y E x     , 3Ô ( ( ) ( ))x E x B x  ; 
4) 1Ô ( ( , ) ( ))x y P x y C y    , 2Ô ( ( ) ( , ))z C z D z y  , 





























ГЛАВА 5. КОМБИНАТОРИКА 
 
Комбинаторика – раздел математики, посвященный способам под-
счета числа элементов в конечных множествах, – имеет широкий круг 
приложений: теория вероятности, оценка сложности и надежности алго-
ритмов, алгебраическая топология и алгебра. 
Во многих практических разделах возникает необходимость подсчи-
тать количество возможных комбинаций объектов, удовлетворяющих 
определенным условиям, такие задачи называются комбинаторными. 
Существует ряд часто встречающихся комбинаторных задач, для ко-
торых известны способы подсчета, но все разнообразие комбинаторных 
задач не поддается исчерпывающему описанию. 
Рассмотрим две наиболее распространенные модели комбинаторных 
конфигураций, описанных на «языке ящиков» и «языке функций». 
1. Дано n предметов и m ящиков. Сколькими способами n предметов 
можно разместить по m ящикам так, чтобы выполнялись заданные усло-
вия. 
2. Дано множество X, X= m и множество Y, Y= n. Сколько суще-
ствует функций F: XY, удовлетворяющих заданным ограничениям. Не 
ограничивая общности, можно считать  X = {1, 2, …, m}, Y = {1, 2, …, n}. 
 
 
5.1.  Размещения и перестановки 
 
Размещением с повторением  из n элементов по m или упорядочен-
ной (n, m) – выборкой с возвращениями  называется любой картеж 
(а1, …, аm) длины m элементов множества М мощности М= n. 
Докажем формулу для числа размещений с повторениями из n эле-
ментов по m: mmn nА  .  
Поскольку в кортеже (а1, а2, …, аm) на каждое место может претен-
довать любой из n элементов множества М, то число размещений с по-
вторениями равно mn
m
nnn   ... . 
Число всех функций при отсутствии всяких ограничений или число 
всех возможных способов разместить m предметов по n ящикам есть число 
размещений с повторениями  m mnÀ n . 
 
Пример  1. Сколькими способами пятнадцать различных монет 
можно разложить по двум карманам? 
 
15 15
2 2À  . 
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Пример  2. Сколько различных трехзначных чисел можно соста-
вить из цифр 1, 2, 3, …, 9? 
3 3
9 9 729.À    
 
Пример  3.  При игре в кости бросают две кости, и выпавшие на 
верхних гранях очки складываются. Какова вероятность выбросить 12 оч-
ков? 
Каждый возможный исход можно представить F:{1, 2}→{1, 2, 3, 4, 
5, 6} (аргумент – номер кости; значения – очки на верхних гранях). 
Таким образом, всего 2 26 6 36À    различных исходов. Из них только 
один F(1) = 6 и F(2) = 6 дает двенадцать очков. Вероятность 0277,0
36
1  . 
 
Размещением без повторений из n элементов по m (m ≤  n) или упо-
рядоченной (n, m) выборкой без возвращений называется любой картеж 
(а1, а2, …, аm), состоящий из m попарно различных элементов множества 
М, М= n. 
Покажем, что для числа mnÀ  – числа размещений из n элементов по m 




nА n n n m
n m
        
В картеже (а1, а2, …, аm) на первую позицию может претендовать 
любой из n элементов. После того как 1-я позиция занята, элемент для 2-й 
позиции можно выбрать (n – 1) способами, и т. д.  
Таким образом,      




nА n n n m
n m
        . 
 
По определению считают, что 0! = 1. 
Число инъективных функций, или число всех возможных способов 
разместить m предметов по n ящикам, не более чем по одному в ящик, 






  . 
 
Пример  4. Сколько возможно различных исходов в соревновании, 
если в нем участвуют 50 спортсменов? Исходом является определение 
участников, занявших первое, второе и третье места. 
Эту задачу на «языке ящиков» можно переформулировать: скольки-
ми способами 3 предмета (1, 2 и 3 место) можно разложить в 50 ящиков не 








À    . 
 
Перестановкой множества М = {а1, а2, …, аn} называется любой 
картеж (аi1, аi2, …, аin) состоящий из n  различных элементов множества М. 




n nP n A n
n n
     
Число взаимно однозначных функций  F: M→M или число переста-
новок из n предметов есть P(n) = n!. 
 
Пример  5. Список студентов группы, состоящий из 25 человек, 
можно составить Р(25) = 25! способами. 
 
Пример  6. Пять различных ящиков можно расставить в ряд  





Сочетанием С из n-элементов по m или неупорядоченной (n, m) 
выборкой называется любое подмножество множества М, М= n, состо-
ящее из m элементов. 
Число сочетаний из n по m элементов обозначается  mnÑ . 
 
Пример . Если М = {a, b, c}, то {a, b}, {a, c}, {b, c} – все сочетания 
из 3 по 2, их число 323 С . 
Из каждого сочетания С из n элементов по m можно получить m! 
размещений (упорядочивая элементы из сочетания m! способами по числу 
перестановок множества С). 
Значит, ( )m mn nÑ P m A . 
Таким образом, !





m n m m
   .   
Число строго монотонных отображений F: X→Y (X= m, Y= n) 
равно числу подмножеств из m элементов множества Y, т. к. любое под-
множество в Y упорядоченно и существует единственное строго-
монотонное отображение множества X в это подмножество.  
Число строго монотонных функций, или число размещений m нераз-
личимых предметов по n ящикам, не более чем по одному в ящик, или 
число способов выбрать из n ящиков m ящиков с предметами есть число 
сочетаний mnÑ . 
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По определению 0mnÑ   при m > n. 
Заметим, что число всевозможных подмножеств множества М, 




















Пример  2. В начале игры в карты каждому играющему выдается 
6 карт из имеющихся 36. Сколько существует различных комбинаций карт, 




36! 36 35 34 33 32 31 1947792
30!6! 1 2 3 4 5 6
Ñ            . 
 
 
5.3. Перестановки и сочетания с повторениями 
 
Перенумеруем элементы множества М: М = {а1, …, аn}. Рассмотрим 
кортеж  , в котором некоторые элементы М встречаются несколько раз 
среди компонент кортежа  . Каждому числу k, 1 ≤  k ≤  n, поставим в со-
ответствии число nK, показывающее сколько раз элемент аK встречается 
в кортеже  . Выписывая по порядку эти числа, получаем новый кортеж 
(k1, k2, …, kn), который назовем составом кортежа  . 
Например, если М = {a, b, c, d} и   = {b, a, c, a, c}, то кортеж 
  имеет состав {2, 1, 2, 0}. Кортеж   = {a, a, b, c, c} имеет тот же самый 
состав. 
Два кортежа, имеющие один и тот же состав, могут отличаться друг 
от друга лишь порядком компонент. Их называют перестановками с по-
вторениями данного состава. Число перестановок с повторениями, 
имеющих состав (k1, k2, …, kn), обозначается Р(k1, k2, …, kn).   
Кортеж состава (k1, k2, …, kn) содержит (k1 + k2 +…+ kn) элементов. 
Если все элементы кортежа рассматривать как различные, то число пере-
становок – (k1 + k2 +…+ kn)!. Учитывая, что элемент аi,  i = n,1  встречается 





( ... )!( , ,..., )




k k kÐ k k k
k k k
     . 
 
Пример  1. Сколькими способами можно расставить белые фигуры 




В этой задаче состав кортежа (2, 2, 2, 1, 1). Число кортежей длины 8, 
имеющих данный состав: 8!(2,2,2,1,1) 5040
2!2!2!1!1!
Р   .   
 
Найдем число различных составов, которые могут иметь кортежи 
длины m, состоящие из элементов множества М, М = n. Каждый такой 
состав является кортежем, состоящим из n чисел таких, что 
k1 + k2 +…+ k n = m.  
Любому составу можно взаимно однозначно поставить в соответ-
ствии кортеж, состоящий из единиц и нулей, заменив каждое число соот-
ветствующим числом единиц и поставив нуль после каждой группы еди-
ниц, кроме последней. Например, вместо состава (4, 0, 1, 2) можно запи-
сать (1, 1, 1, 1, 0, 0, 1, 0, 1, 1).  
Число нулей, входящих в полученные кортежи равно n –1, а число 
единиц равно k1 + k2 +…+ k n = m. 
Поэтому число различных кортежей, состоящих из единиц и нулей, 
равно числу перестановок с повторениями )1,( nmP : 
 
1




m nP m n C
m n  
    . 
 
Сочетаниями с повторениями из n элементов по m называют раз-
личные составы кортежей длины m из элементов множества М, М = n. 
Число сочетаний с повторениями из n элементов по m обозначают mnÑ . 
Мы показали, что 1m mn n mÑ C   . 
 
Пример  2. 3 33 5 10C C  . Перечислим все сочетания с повторения-
ми из множества {a, b, c} по три элемента вместе с соответствующими им 
кортежами состава и кортежами, состоящими из нулей и единиц: 
 
(a, a, a) (3, 0, 0) (1, 1, 1, 0, 0) 
(a, a, b) (2, 1, 0) (1, 1, 0, 1, 0) 
(a, b, b) (1, 2, 0) (1, 0, 1, 1, 0) 
(b, b, b) (0, 3, 0) (0, 1, 1, 1, 0) 
(c, c, c) (0, 0, 3) (0, 0, 1, 1, 1) 
(c, c, a) (1, 0, 2) (1, 0, 0, 1, 1) 
(c, a, a) (2, 0, 1) (1, 1, 0, 0, 1) 
(c, c, b) (0, 1, 2) (0, 1, 0, 1, 1) 
(c, b, b) (0, 2, 1) (0, 1, 1, 0, 1) 




 Число монотонных функций или число размещений m неразличимых 




Пример  3. Сколькими способами десять одинаковых монет можно 
разложить по трем карманам? 
Эту задачу можно рассмотреть как число различных составов длины 
10 из трех элементного множества {a, b, c}, соответствующего различным 
карманам. 
К примеру, состав (2, 6, 2), (k1 + k2 + k3 = 10) соответствует тому, что 2 




12! 11 12 66
10!2! 2
С С     . 
 
Эту же задачу можно рассматривать как число размещений 10 оди-
наковых предметов произвольно в 3 ящика. 
 
Пример  4. В кондитерской продаются пирожные четырех видов. 
Сколькими способами можно купить 8 пирожных? 
Найдем число различных составов, которые могут иметь кортежи 




11! 11 10 9 165
8!3! 2 3
Ñ Ñ      . 
 
Эту задачу можно интерпретировать как число размещений 8 пред-
метов по четырем ящикам, обозначающих вид пирожного. 
 
 
5.4. Полиноминальная формула. Бином Ньютона.  
Свойства биноминальных коэффициентов 
 








n n n n
P n n n x x
   
   называет-
ся полиноминальной, где суммирование выполняется по всем 
(n1, n2, …, nm) таким, что n1 + n2 +…+ nm  =  n (ni  0). 
Для доказательства рассмотрим умножение: 
 
1 2 1 2 1 2 1 2( ... )( ... ) ... ( ... ) ( ... )
n
m m m m
n
x x x x x x x x x x x x               . 
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Чтобы привести подобные члены в полученном выражении, необхо-
димо подсчитать количество одночленов вида mnmnn xxx ...21 21 , 







nnnnP  . Поэтому слагаемое mnmnn xxx ...21 21  входит в сум-
му с коэффициентом ),...,,( 21 mnnnP . 




nP k n k C
k n k
   . 





n k k n k
n
k
a b C a b 

   , 
называется биномом Ньютона. 
Число сочетаний mnC  называются также биноминальными коэффи-
циентами. 






   следуют 
основные тождества: 
 




n n nC C C

   . 
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В формуле бинома Ньютона положим а = 1 и b = 1, тогда 
0
(1 1) 1 1
n























  . 
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В формуле бинома Ньютона положим а = 1 и b = m – 1, тогда 
0
( ) ( 1)
n
n k n k
n
k
m C m 

  . 
 

















  . Продифференцируем последнее равенство по перемен-








n C k 
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m n m n
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m nC   – это число способов выбрать k предметов из m + n предметов. 
Предметы можно выбрать в два приема: сначала выбрать i предметов из 
первых m предметов, а затем выбрать недостающие (k – i) предметы из 














n n nC C C

    вытекает эффективный способ рекуррентного вычисления 
значений биноминальных коэффициентов, который можно представить 
в графической форме, известной как треугольник Паскаля (рис. 4.1). 
 
1 
1   1 
1   2   1 
1   3  3   1 
1   4   6   4   1 
1  5  10  10  5  1 
 
Рис. 5.1. Треугольник Паскаля 
 
В этом треугольнике каждое число (кроме единиц на боковых сторо-





Разбиения не были рассмотрены среди типовых комбинаторных 
конфигураций, потому что получить для них явную формулу не так про-
сто, как для остальных. В этом разделе и последующем исследуются ос-
новные разбиения. 
Пусть М – множество мощности n, {M1, M2, …, Mk} – разбиение 
множества М на k различных подмножеств, Mi= mi, m1 + m2 +…+ mk = n. 
Кортеж (M1, M2, …, Mk) называется упорядоченным разбиением множе-
ства М. 
При формировании упорядоченного кортежа на первое место под-
множество М1 можно выбрать 1mnC  способами, на второе место подмноже-
ство М2 можно выбрать из оставшихся n – m1 элементов 2
1
m
n mC   способами 
и т. д., на последнее место множество Мk  можно выбрать из оставшихся 
n – m1 – m2 –…– mk-1 элементов 1 2 1...k kmn m m mC      способами. По правилу пря-
мого произведения получаем, что число упорядоченных разбиений (М1, М2, 
…, Mk), для которых Mi = mi, множества М на k подмножеств равно 
 
21




n n m n m m mk k
nC C C
m m m     
   , 
 
что совпадает с числом P(m1, m2, …, mk) перестановок с повторениями. 
Заметим, что упорядоченное разбиение множества М на попарно не-
пересекающиеся подмножества Mi допускает интерпретацию в терминах 
«ящиков» и «предметов». Обозначим элементы исходного множества 
М «предметами». Под упорядоченным разбиением n-элементного множе-
ства М на различные непересекающиеся подмножества Mi, будем понимать 
разложение предметов по k ящикам: требуется m1 предметов положить 
в ящик М1, m2 предметов положить в ящик М2 и т. д., mk  предметов – 
в ящик Mk, где m1 + m2 +…+ mk  = n. 
Как установлено, число таких разложений 
 
21
1 2 ...1 1 2 1 1 2
!( , ,..., ) ...
! !... !
mmm kC Ck n n m n m m mk k
nP m m m C
m m m     
    . 
 
Пример  1. В студенческой группе, состоящей из 25 человек, при 
выборе старосты за выдвинутую кандидатуру проголосовали 20 человек, 
против – 2 человека, воздержалось – 3. Сколькими способами могло быть 
проведено такое голосование? 
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Имеем три различных ящика: «за», «против», «воздержались», в ко-
торые необходимо разложить 25 предметов, соответственно 20 – в первый, 




P  . 
 
Откажемся от упорядоченности подмножеств в разбиении и устано-
вим общее число неупорядоченных разбиений. Воспользуемся интерпрета-
цией в терминах «ящиков» и «предметов». 
Пусть все ящики имеют различное число предметов, такие ящики 
можно рассматривать как различные (они отличаются числом предметов). 
В этом случае, очевидно, что число упорядоченных и неупорядоченных 
разложений предметов по ящикам совпадает. Пусть теперь в разложении 
существует k1 ящиков с одинаковым количеством предметов. При упоря-
доченном разложении такие ящики рассматриваются как различные. Одна-
ко при неупорядоченном разложении обмен предметами таких ящиков не 
приводит к новым разложениям. Если количество ящиков с одинаковым 
числом предметов равно ki, то неупорядоченных разложений в ki! будет 
меньше, чем упорядоченных. Тогда общее число неупорядоченных разби-
ений будет в k1! · k2! · … · kn! меньше, чем упорядоченных. 
Пусть в каждом разбиении n-элементного множества М встречаются 
подмножества с 1, 2, …, n элементами соответственно в количестве   k1, k2, 
…, kn, где ki   0. Обозначим число неупорядоченных разбиений множества 
М через N(k1, k2, …, kn). Тогда, если число упорядоченных разбиений для 
представления n = 1  k1 + 2  k2 +…+ n  kn (ki   0) равно 
 
1 1 1 2 1 2
1 2 3
1 1 2 2 3 3
1 1 1 2 1 2 1 2 3... ... ...n n n k n k n k k n k k
k k k
C C C C C C                          
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Пример  2. Сколькими способами из группы 24 человек можно 
сформировать 3 подгруппы по 4 человека и 2 подгруппы по 6 человек? 
Требуется разбить множество из 24 человек на непересекающиеся 
и неупорядоченные группы людей: 
  
1 2 3 4 5 6 7 24 3 2
24!(0 ,0 ,0 ,3 ,0 ,2 ,0 ...0 )
(4!) (6!) 3!2!
N  . 
 
Пример  3. Сколькими способами можно разделить колоду из 36 
карт на 6 равных частей? 
Требуется разбить множество из 36 элементов на 6 непересекающих-
ся и неупорядоченных подмножеств. Число упорядоченных разбиений по 
шесть элементов: 
6)!6(
!366) 6, 6, 6, 6, Р(6,  . 
Число неупорядоченных разбиений будет меньше во столько раз, 





N    . 
 
 
5.6. Принцип включения и исключения 
 
Практические задачи не всегда сводятся к известным комбинатор-
ным конфигурациям. В этом случае используются различные методы све-
дения одних комбинаторных конфигураций к другим. Ниже рассматрива-
ется наиболее распространенные методы. 
Следующие формулы, известные как принцип включения и исклю-
чения, позволяют вычислить мощность объединения множеств, если из-
вестны их мощности и мощности всех пересечений. 





В общем случае имеет место формула, доказываемая методом мате-






... ( 1) ... .
n n
n
i i i j i j k n
i i j n i j k ni
A A A A A A A A A
       




Пример  1. Найти число булевых функций n переменных, суще-
ственно зависящих от своих переменных. 
Пусть 22 nn np P   – число всех булевых функций n переменных, 
а np  – число всех булевых функций, существенно зависящих от своих пе-
ременных. Обозначим inP  – множество булевых функций, у которых пере-
менная xi – фиктивная (кроме xi могут быть и другие фиктивные перемен-ные). Имеем 
1 2
1
\ ( ... ) \
n
n i
n n n n n n n
i
ð P P P P P P

      . 
 Следовательно, из принципа включения и исключения следует: 
 
2 1 1 2
1 1
2 ... ( 1) ...
n n i i j n n
n n n n n n n
i i j n
ð P P P P P P
   
               . 
 
Мощность множества inP  совпадает с числом булевых функций, за-
висящих от (n – 1) переменной, т. е. 122 ninP  , более того множество функ-
ций 1 ... kiin nP P   совпадает с числом булевых функций, фиктивно завися-
щих от k переменных, т. е. 1 2... 2k n kiin nP P    . Заметим, что k фиктивных 
переменных из n переменных можно выбрать knC  способами.  
Тогда 
1 22 1 2 2 2 1 1 2
0
2 ( 2 2 ... ( 1) 2 ) ( 1) 2
n n n n inn n i i
n n n n
i
ð C C C C
  

        . 
 
Пример  2. Сколько натуральных чисел от 1 до 500 не делятся ни 
на одно из чисел 3, 5, 11? 















р . Число чи-






















По принципу включения и исключения находим 
 
     N = 500 – (p3 + p5 + p11 – p15 – p33 – p55 + p165) =  
= 500 – (166 + 100 + 45 – 33 – 15 – 9 + 3) = 243.    
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5.7. Число сюръективных функций 
 
В этом разделе на основе принципа включения/исключения получим 
формулу для сюръективных отображений и следствия из нее. 
Пусть множество X, X= m и множество Y, Y= n. Обозначим через 
m
ns  число сюръективных отображений FS: XY. Через  SF  обозначим 
множество отображений, действующих из X в Y и не обладающих свой-
ством сюръективности, а через YX множество отображений из X в Y. Ясно, 
что    \XS SF Y F  и SXS FYF  . 
Попробуем вычислить SF , для этого зафиксируем в Y произвольную 
нумерацию – Y = {y1, y2, …, yn}. Пусть множество  ( )iSF  – это множество 
всех функций, у которых только y i элементов из Y нет прообразов в X. То-
гда мощность этого множества можно найти по формуле in mC n i . Здесь 
mn i  – мощность множества всех функций, отображающих X в (n – i) 
элементное подмножество Y, а i элементов из n-элементного множества Y 
можно выбрать inC  способами. Очевидно, что множества  ( )iSF  не являют-
ся попарно непересекающимися множествами, и тогда по принципу вклю-
чения/исключения имеем 
  
1 2 3 2 1( 1) ( 2) ( 3) ... ( 1) ( ( 1))n nn n n nS
m m m mF C n C n C n C n n            . 
 
Тогда для mn Ss F  получаем 
 
1 2 3 1 1( 1) ( 2) ( 3) ... ( 1)m m m m m n nn n n n ns n C n C n C n C
           . 
 
Последнюю формулу можно представить в более компактной форме, 
воспользовавшись свойством биноминальных коэффициентов i n in nC C  : 
 
1 2 3 1 1( 1) ( 2) ( 3) ... ( 1) 1m n m n m n m n m n mn n n n n ns C n C n C n C n C









  . 
 
Число mns  сюръективных функций или число размещений m различ-
ных предметов по n ящикам так, что все ящики заняты, называется числом 
Стирлинга первого рода.  
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Пример  1. Сколькими способами пять различных игрушек можно 
раздать трем детям так, чтобы у каждого ребенка была хотя бы одна игрушка? 
 
3
5 3 5 2 1 5 1 2 5 0 3 5
3 3 3 3 3
1
150( 1) ( 1) 1 ( 1) 2 ( 1) 3i i
i
s C i C C C

        . 
 
В разд. 5.5 была получена формула для числа неупорядоченных раз-
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Тогда число всех возможных разбиений множества M на k непустых 







! ... !(1!) ... ( !) kk
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mm




       . 
 
Число разбиений m-элементного множества на n (n  m) непустых 
подмножеств называется числом Стирлинга второго рода и обозначается 
m
nS . Для числа Стирлинга второго рода mnS  можно получить более ком-
пактную формулу, как следствие формулы Стирлинга первого рода mns . 
Заметим, что между разбиениями и отношениями эквивалентности 
существует взаимно однозначное соответствие (см. разд. 1.8). Каждое раз-
биение m-элементного множеств Х соответствует ядру сюръективной 
функции и обратно (см. теорему 1.4 разд. 1.9). Таким образом, число раз-
личных ядер сюръективных функций – это число Стирлинга второго рода 
m
nS . Число сюръективных функций с заданным ядром равно числу пере-
становок множества значений функций n!. Всего сюръективных функций 
m
ns  = n!
m
nS . 












  . 
 
Пример  2. Сколькими способами колоду из 36 карт можно разде-
лить произвольно на 2 части? 
По формуле Стирлинга второго рода находим 
 
2
36 2 36 36 35
2 2
1






       . 
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Этот же результат можно получить иными рассуждениями. Число 
способов размещения 36 предметов произвольно по двум ящикам равно 
 
36 36
2 2À  . 
 
В двух случаях один из ящиков окажется пустым, если при этом не 
учитывать порядок размещения по двум ящикам, то имеем 
 
12!2/)22( 2536  . 
 
Пример  3. Сколькими способами 10 разных программ можно про-
извольно разбить на 3 блока? 
По формуле Стирлинга второго рода имеем 
 
3
10 3 1 10 10 10 9 9
3 3
1






        . 
 
 
5.8. Производящие функции 
 
Для решения комбинаторных задач в некоторых случаях можно ис-
пользовать методы математического анализа. Идея состоит в том, чтобы 
каждой последовательности комбинаторных чисел ai сопоставить функцию 
действительного или комплексного переменного с тем, чтобы обычные 
операции над последовательностями соответствовали простым операциям 
над соответствующими функциями. Аналитические работы с функциями 
оказываются проще и эффективнее, чем непосредственные комбинаторные 
методы работы с последовательностями. 
 Пусть есть последовательность комбинаторных чисел а0, а1, а2, … 
и последовательность функций  0(х),  1(х),  2(х).  
Рассмотрим формальный ряд: 
0




À õ a x

  . 
 
Функция А(х) называется производящей функцией последовательно-
сти ai. 













  . 
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Таким образом, для последовательности биноминальных коэффици-
ентов 0nC , 1nC , …, nnC  производящей функцией является (1 + х)n. 
 
Пример  2. Рассмотрим обобщенное биноминальное правило рас-
крытия выражений 
0










     , 
 
где обобщенный биноминальный коэффициент 
 
1
( )( 1) ... ( 1) ( 1) ... ( 1)( 1) ( 1)
! !
k k k k
n n k
n n n k n n n kC C
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x
 
   
 
      . 
 
Таким образом, для последовательности биноминальных коэффици-
ентов 0 1nC  , 1nC , 2 1nC  , 3 2nC   … функция nx)1(
1
  является производящей. 











     – производящая функция для 
ak = 1, k 0 .  









    – производящая функция для 
ak = k + 1, k  0. 
Рассмотрим последовательность {an}, n = 0, 1, 2, … Будем говорить, 
что задано однородное линейное рекуррентное соотношение порядка r, 
если выполняется соотношение вида 
 
                             an+r = p1an+r–1 + p2an+r–2 + … + pran,                          (1) 
 
где р1, р2, …, рr – постоянные величины.  
Рекуррентное соотношение позволяет вычислить очередной член по-
следовательности по предыдущим  r  членам. 
  
Пример  3. 
1. Формула an+1 = an+d задает арифметическую прогрессию. 
2. Формула an+1 = qan  определяет геометрическую прогрессию. 
3. Формула an+2 = an+1 + an,   а0 = а1 = 1 задает последовательность чи-
сел Фибоначчи.  
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Рассмотрим общий метод решения, позволяющий определить члены 
последовательности  an  как функции от n из данного рекуррентного соот-
ношения. Для решения задачи достаточно найти аналитическое выражение 









а затем приравнять коэффициенты при одинаковых степенях в разложении 
функции А(х) по степеням х. Введем обозначение R(x) для полинома степе-
ни r: 
R(x) = 1 p1x  p2x 2… prxr. 
 




( ) (1 ... )k rk r
k
C x a x p x p x p x


     . 
 
Если раскрыть скобки и сгруппировать по степеням х, то при 
xk+r (k = 0, 1, …) в произведении С(х) будут стоять коэффициенты сk+r = 0 
(k = 0, 1, …). Действительно, согласно уравнению (1): 
 
сk+r = ak+ r  p1ak+r–1  p2ak+r–2  … prak = 0. 
 
Степень полинома С(х) не превышает r  1. 
Введем в рассмотрение дополнительно характеристический поли-
ном соотношения (1) по формуле 
 
F(x) = x r  p1xr–1  p2xr–2 … pr–1x  pr. 
 
Из основной теоремы алгебры следует, что он допускает разложение 
на линейные множители вида 
 
1 2 ,1 2( ) ( ) ( ) ... ( )
i i ir
rF x x x x          
 где i1 + i2 +…+ ir = r. 
Сравнивая компоненты R(x) и F(x), легко видеть 
 
1( ) rR x x F
x






1 1 1( ) ...








                        
         
 
где i1 + i2 +…+ ir = r.  
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Так как степень полинома С(х) не превышает (r – 1), то для произво-
дящей функции  А(х) в силу разложения R(x) на линейные множители, 
имеем 
                                       
1 1
( )( )






R x x 
    .                              (2) 
 














    . 
 
Тогда выражение (2) примет вид 
 






jn n k j
j n k





     .                           (3) 
 
Разложение (3) является производящей функцией  nn xaxA )(  по-
следовательности {an}. Для определения формулы an следует найти коэф-
фициент при xn в разложении (3). 
 
Пример  4. Найти члены последовательности {an}, удовлетворяю-
щей рекуррентному соотношению  an+2 = 4an+1  3an, a0 = 1, a1 = 2. 





A x a x


 , то  
 
C(x) = A(x)  R(x) =  (1 – 4x + 3x2)(a0 + a1x + a2x2 +…) =  
= а0 + (a1 – 4a0)x + (a2 – 4a1 + 3a0)x2 + (a3 – 4a2 + 3a1)x3 +…=  
= a0 + (a1 – 4a0)x = 1 + (2 – 4)x = 1 – 2x. 
 
Таким образом, С(х) – полином первой степени: 
 
С(х) = 1 – 2х. 
 
Введем в рассмотрение характеристический полином и определим 
его корни:  
F(x) = x2 – 4x + 3,  1 = 3,  2 = 1. 
 














Разложим функцию А(х) на простые дроби с неопределенными ко-











Значения коэффициентов D и Р находим методом неопределенных 





1 1 1 1 3 1( ) 3
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             . 
 







k xaxA . Поэтому, сравнивая коэффициен-









Неоднородное линейное рекуррентное соотношение имеет вид 
 
                                    an+r = p1an+r–1 + p2an+r-2 +…+ pran + bn,                       (4) 
 
где величина bn в общем случае является функцией от n.  
Общее решение соотношения (4) представляет собой сумму частного 
решения неоднородного уравнения (4), т. е. любого решения, которое ему 
удовлетворяет, и общего решения, соответствующего ему однородного со-
отношения (1), которое находится рассмотренным выше способом. Общих 
способов определения частного решения нет, однако для специальных ви-
дов bn существуют стандартные методы определения частных решений an 
соотношения (4). Рассматриваемые ниже методы аналогичны методам опре-
деления частных решений неоднородных линейных дифференциальных 
уравнений с постоянными коэффициентами и со специальной правой частью. 
Если bn = n   (где не является корнем характеристического поли-
нома Fr( ) = 0), то частное решение an можно представить в форме 
 
an = c n , 
 где неизвестный коэффициент с определяется подстановкой an в соотно-




1 2( ... )
n r n r n r n n
rc p p p
              . 
 







  . 
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Пусть bn – многочлен степени  k  от переменной n, и число 0 не явля-









 . Подставляя многочлены в формулу (4) и приравнивая 
коэффициенты при одинаковых степенях  ni,  находим неизвестные коэф-
фициенты di в формуле частного решения. 
 
Пример  5. Найти члены последовательности {an}, удовлетворяю-
щей неоднородному рекуррентному соотношению an+1 + 2a n =  n + 1 с 
начальным условием а0 = 1.  
Перепишем уравнение 
 
an+1  =  2a n + n + 1,   p1 = 2. 
 
Рассмотрим характеристический полином F1(x) = x + 2, его характе-
ристический корень 2 0х    , тогда частное решение будем искать в ви-
де полинома первой степени an = d0 + d1n. Подставляя  an  в первоначальное 
уравнение, получаем 
 
d0 + d1(n + 1) + 2(d0 + d1n) = n + 1. 
 
Приравнивая коэффициенты при одинаковых степенях в левой 


















Решив уравнение an+1 + 2an  = 0, находим, что общее решение одно-
родного уравнения an = (2)nc,   (  0n nà    геометрическая прогрессия со 
знаменателем q = 2).  
Тогда общее решение an  = 29 + 
1
3
n + c (2)n. Коэффициент с находит-




Таким образом,  
2 1 7 ( 2)
9 3 9
n




5.9. Подстановки. Инверсии 
 
Перестановки особенно важны при изучении алгоритмов сортиров-
ки. Чтобы исследовать эффективность различных методов сортировки, 
нужно уметь подсчитывать число перестановок, которые вынуждают по-
вторять некоторый шаг алгоритма определенное число раз. 
Для вычисления количества перестановок в разд. 5.1 установлена до-
вольно простая формула P(n) = n!. Применяя эту формулу при решении 
практических задач, не следует забывать, что факториал – это очень быст-
ро растущая функция. 
Из формулы Стирлинга 
! 2 n nn n n e    
 
следует, что n! растет намного быстрее экспоненты. 




nn n n nn n e n n n e
       . 
 
Взаимно однозначная функция  f : XX называется подстановкой на 
Х. Если множество Х конечное (Х = n), то, не ограничивая общности, 
можно считать, что Х = 1, 2, …, n. В этом случае подстановку f: ХХ 
удобно задавать таблицей из двух строк. В первой строке – значения аргу-
ментов, во второй – соответствующие значения функции. Очевидно, что 
между перестановками и подстановками существует взаимно однозначное 
соответствие. 
 
Пример  1. 
52143




Если  i < j,  fi > fj  (fi = f(i)), то пара (fi, fj) называется инверсией пере-
становки. Подстановка  f  имеет четыре инверсии (3, 1), (4, 1), (3, 2), (4, 2). 
Каждая инверсия – это пара элементов, «нарушающих порядок», следова-
тельно, единственная перестановка, не содержащая инверсий, – это отсор-
тированная перестановка (1, 2, …, n). 
Таблицей инверсии перестановки <f1, f2, …, fn> называется последо-
вательность a1, a2, …, an, где аi – число элементов, больших i и располо-
женных левее i. Другими словами аi – число инверсий, у которых второй 
элемент равен i. Для подстановки  f  таблицей инверсий перестановки бу-
дет 2, 2, 0, 0, 0. Всего 4 инверсии. 
М. Холл установил, что таблица инверсий единственным образом 
определяет соответствующую перестановку. 
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Произведением перестановок f и g называется их суперпозиция 
gf  . 
 














При вычислении gf   столбцы подстановки g упорядочили в соот-
ветствии с перестановкой  f. 
Обратная подстановка – это обратная функция, которая всегда су-
ществует, поскольку перестановка является биекцией. 
 
Пример  3. 
45123




451231 f . 
 
Графическая форма подстановки  f  представлена на рис 4.2. 
 
                     
   
Рис. 5.2 
 
Здесь от каждого элемента х проведена стрелка к элементу  f(x). 
Обозначим I(f) число инверсий в перестановке  f. 
 
Теор ема  5 . 1 .  Произвольную подстановку f можно представить 
в виде суперпозиции  I(f)  транспозицией соседних элементов. 
Дока з а т е л ь с т во .  
 Пусть f = <f1, …, 1, …,fn>. Переставим 1 на место, меняя ее местами с 
соседними слева элементами. Количество этих транспозиций равно а1. При 
этом все инверсии (и только они), в которых участвовала 1, пропадут. Затем 








Следствие. Всякая сортировка может быть выполнена перестанов-
кой соседних элементов. 
Упражнения 
 
5.1. Найти число маршрутов из пункта М в пункт N через пункт L, 
если из М в L ведут 6 дорог, а из L в N – 3 дороги. 
 
5.2. Найти количество всех шестизначных чисел. Найти количество 
всех четных шестизначных чисел. Найти количество всех шестизначных 
чисел, превосходящих 500. 
 
5.3. В библиотеке 5 различных учебников по геометрии, 6 различных 
учебников по тригонометрии и 4 – по алгебре. Сколько полных комплек-
тов учебников можно составить?   
 
5.4. В футбольном турнире участвуют 15 команд. Разыгрываются зо-
лотые, серебряные и бронзовые медали. Сколькими способами могут быть 
распределены медали? 
 
5.5. Сколькими способами можно составить трехцветный трехполос-
ный флаг, если имеется материал пяти различных цветов? То же самое, ес-
ли средняя полоса должна быть синей. 
 
5.6. Группе из десяти сотрудников выделено три путевки. Сколько 
существует способов распределения путевок, если: 
а) все путевки различны;          б) все путевки одинаковы? 
 
5.7. Сколько различных десятизначных чисел можно написать, ис-
пользуя цифры 0, 1, 2, 3, 4? 
 
5.8. Сколькими способами можно выбрать три различных краски из 
имеющихся семи? 
 
5.9. Автомобильные номера данного региона состоят из трех цифр 
(всего 10 цифр) и трех букв алфавита {A, B, C, D, E, H, K, M, O, P, T, X, Y}. 
Сколько автомобилей может быть занумеровано различными номерами? 
 
5.10. Из группы, состоящей из 20 человек, нужно выбрать председа-
теля профкома, секретаря и казначея. Сколькими способами можно это 
сделать? 
 
5.11. Трое ребят в саду собрали 25 яблок. Сколькими способами они 
могут их разделить между собой? 
 
5.12. Во взводе 3 сержанта и 36 солдат. Сколько существует спосо-




5.13. Надо послать 15 писем. Сколькими способами это можно сде-
лать, если для доставки имеется 4 курьера? 
 
5.14. Сколькими способами 12 книг можно расставить на одной 
книжной полке? Сколькими способами 10 книг можно расставить на одной 
книжной полке так, чтобы между книгой А и В находилось 2 книги? 
 
5.15. Сколькими способами на пять различных конвертов можно 
наклеить по одной марке, если на почте имеется 16 различных видов ма-
рок? 
 
5.16. Сколькими способами можно купить 10 поздравительных от-
крыток, если в продаже имеются открытки семи видов? 
 
5.17. В вагон сели 19 пассажиров. Сколькими способами они могут 
выйти на 10 остановках, если на каждой остановке должен выйти хотя бы 
один пассажир? 
 
5.18. Сколькими способами 15 различных монет можно разложить по 
двум (трем) карманам? Сколькими способами 7 различных монет можно 
разложить по двум (трем) карманам так, чтобы ни один не оказался пу-
стым? 
 
5.19. Сколько различных перестановок образуется из следующих 
слов: 
а) зебра;  б) барабан;  в) водород;  г) абракадабра? 
 
5.20. В зрительном зале 200 мест. Сколькими способами могут за-
нять места в нем 200 зрителей; 100 зрителей? 
 
5.21. На собрании должны выступить шесть человек. Сколькими 
способами можно составить список выступающих? 
 
5.22. На круговой карусели 10 мест. Сколькими различными спосо-
бами можно рассадить 10 детей так, чтобы Маша сидела за Ваней? 
 
5.23. Крокодил имеет 68 зубов. Доказать, что среди 1618 крокодилов 
могут оказаться два с одним и тем же набором зубов. 
 
5.24. Сколькими способами из группы в 20 человек можно сформи-
ровать три коалиции по 4 человека и одну коалицию из 8 человек? 
 
5.25. Сколькими способами можно разделить колоду из 36 карт по-







5.26. Сколькими способами можно разделить колоду из 36 карт по-






5.27. Сколькими способами 15 различных монет можно разложить по 
двум (трем) различным карманам так, чтобы ни один из карманов не ока-
зался пустым? 
 
5.28. Сколькими способами можно разделить 10 различных подарков  
среди пяти детей так, чтобы у каждого был хотя бы один подарок? 
 
5.29. Сколькими способами 10 одинаковых монет можно разложить 
по двум (трем) карманам так, чтобы ни один из карманов не был пустым? 
 
5.30. Сколькими способами 15 разных конфет можно разделить сре-
ди трех мальчиков так, чтобы у каждого была хотя бы одна конфета? 
 
5.31. Сколькими способами колоду из 52 карт можно разделить на 
четыре равные части? 
 
5.32. Сколькими способами колоду из 36 карт можно разделить на 
три равные части так, чтобы в каждой было ровно три карты одной масти 
«крести»? 
 
5.33. Сколько натуральных чисел от 20 до 1000 делится ровно на од-
но из чисел 7, 11 или 13? 
 
5.34. Разложить по формуле бинома Ньютона или обобщенному би-
номинальному правилу: 
1) (1  х2)5;     2) (1 + cosx)7;       3) (x + x2)6;         4) (t2  t4)5; 
5) (1  x)–1;     6) (1  x2)–2;          7) (1  cosx)–2;    8) (t2  1)–3. 
 
5.35. Доказать, что 11m mn nnC mC  . 
 
5.36. Алфавит А состоит из двух символов. Сколько существует раз-
личных слов алфавита  А, длины которых не превосходят 5? 
 
5.37. Найти решение уравнения. 
1)  an+2  3an+1 + 2an = 0,  a0 = 2,  a1 = 6; 
2)  an+2 – 6an+1 + 8an = 0,  a0 = 1,  a1 = 2; 
3)  an+2 + 4an+1 + 3an = 0,  a0 = 2,  a1 = 4; 
4)  an+2  5an+1 + 6an = 0,  a0 = 4,  a1 = 2; 
5)  an+2 + 4an+1 + 4an = 0,  a0 = 2,  a1 = 1; 
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6)  an+2  6an+1 + 9an = 0,  a0 = 3,  a1 = 1. 
5.38. Найти решение уравнения. 
1)  an+1  4an = n2 + 2n,  a0 = 1; 
2)  an+1 + 6an = n2  1,  a0 = 2; 
3)  an+1  2an = n2 + 1,  a0 = 1; 
4)  an+2 + 4an+1 + 3an = n,  a0 = 1,  a1 = 2; 
5)  an+2 + 4an+1 + 3an = 3n,  a0 = 3,  a1 = 0; 
6)  an+2  5an+1 + 6an = 4n,  a0 = 4,  a1 = 0. 
 
5.39. Пусть колода состоит из 100 пронумерованных карт числами 1, 
2, … 100. Сколькими способами можно расположить карты в колоде так, 
чтобы ни для одного k (1  k  100) карта с номером k не занимала k-е ме-









5.40. Сколькими способами колоду из 36 карт можно разделить на 
четыре равные части так, чтобы каждая содержала по одному тузу; по од-
ному тузу и одному королю? 
 
5.41. Десять студентов из 3 различных институтов решили сфото-
графироваться вместе. Фотограф расположил их в один ряд, причем сту-
денты каждого института стояли вместе. Сколькими способами можно по-
лучить такую композицию, если из двух институтов было по 4 студента, 
а из третьего – 2 студента?   
 
5.42. Сколькими способами колоду из 52 карт можно произвольно 
разбить на четыре части так, чтобы в каждой части содержался один туз? 
 
5.43. Сколькими способами из 52 карт можно произвольно вынуть 7 
карт так, чтобы среди них были карты двух (трех) мастей? 
 
5.44. Сколькими способами можно составить различные наборы из 
12 предметов, содержащие фломастеры, карандаши и ручки? 
 
5.45. Сколькими способами все 10 различных ваз можно расставить 
на 7 столах? Сколькими способами 10 различных ваз по одной можно рас-
ставить на 10 столах? 
 
5.46. Какова вероятность угадать шесть номеров из тридцати шести 






ГЛАВА 6. ГРАФЫ И СЕТИ 
 
Среди дисциплин и методов дискретной математики теория графов 
и особенно алгоритмы на графах находят наиболее широкое применение 
в программировании. Как показано в первом разделе, между понятием 
графа и понятием отношения имеется глубокая связь. Однако графическая 
интерпретация отношений позволяет «усмотреть» суть дела на интуитив-
ном уровне, дополняя и украшая утомительные рациональные текстовые 
доказательства и сложные формулы. 
 
 
6.1. Определение графов. Локальные характеристики 
 
Неориентированным графом G(V, E) называется совокупность двух 
множеств – непустого множества V (множества вершин) и множества Е 
неупорядоченных пар различных элементов множества V (Е – множество 
ребер). 
G(V, E) = <V; E>, V  ,   E  V  V,  E = E –1. 
 
Число вершин графа G обозначим р, а число ребер – q: 
 
p:= p(G):= V, q:= q(G):= E. 
 
Часто рассматриваются следующие виды графов: 
1. Если элементами множества Е являются упорядоченные пары 
(Е  Е–1), то граф называется ориентированным (или орграфом). В этом 
случае элементы множества вершин V называются узлами, а элементы 
множества Е – дугами. 
2. Если среди элементов множества Е имеется пара одинаковых эле-
ментов множества V, то такое ребро из множества Е называется петлей, 
а сам граф G(V, E) называется графом с петлями. 
3. Если граф G(V, E) содержит несколько одинаковых (кратных) ре-
бер, т. е. Е – набор, содержащий несколько одинаковых элементов, то граф 
называется мультиграфом. 
4. Если задана функция  f: VM и/или  f: EM, то множество М 
называется множеством пометок, а граф называется помеченным или 
нагруженным. В качестве множества пометок М обычно используются 
буквы или целые числа. 
Далее выражение «граф G(V, E)» означает неориентированный не-
помеченный граф без петель и кратных ребер. 
Пусть v1, v2 – вершины, e = (v1,v2) – соединяющее их ребро. Тогда го-
ворят, что вершина v1 (v2) и ребро е инцидентны.  
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Два ребра инцидентные одной вершине, называются смежными; две 
вершины, инцидентные одному ребру, также называются смежными. 
Множество вершин, смежных с вершиной v, называется множе-




Легко видеть, uГ(v)  vГ(u). 
На рис. 6.1 приведен пример диаграммы помеченного графа, имею-
щего четыре вершины и шесть ребер. 
 
           
            
            





                       Рис. 6.1. Диаграмма графа 
 
В этом графе Г(v1) ={v2, v3, v4}, Г(v2) = {v1, v3, v4}, ребра е4 и е3 явля-
ются смежными, а ребра е1 и е3 – не смежными. 
Граф G(V, E) называется подграфом графа G(V, E) (GG), если 
V   V и/или E  E. 
Если множества вершин совпадают V = V, то подграф G называется 
остовным подграфом G. 
Если V  V или E  E, то граф G называется собственным подгра-
фом G. 
Количество ребер, инцидентных вершине v, называется степенью 
(или валентностью) вершины v и обозначается d(v), 
 
v  V   0  d(v)  p – 1,   d(v) = |Г(v)|. 
 
Для орграфа число дуг, исходящих из вершины v называется полу-
степенью исхода, а входящих – полустепенью захода. Обозначаются эти 
числа соответственно d –(v) и d+(v), 
 
d(v) = d–(v)+d+(v). 
 
                              













Если степени всех вершин равны k, то граф называется регулярным 
степени k. Степень регулярности является инвариантом графа и обознача-
ется r(G). 
 
Пример . На рис. 6.2 приведена диаграмма регулярного графа сте-
пени r(G) = 3. 
           
            
            





Рис. 6.2. Диаграмма регулярного графа степени 3 
 
Подграф G(V, E), V = (v1, v3, v4), E = (e4, e5, e6) является регуляр-
ным графом, r(G) = 2. 
 
Теор ема  6.1 (теорема Эйлера). Сумма степеней вершин графа 




 ,   
( ) ( ) 2
v V v V
d v d v q 
 
   . 
Дока з а т е л ь с т во .   
При подсчете суммы степеней вершин каждое ребро учитывается два 
раза: для одного конца ребра и для другого.                                                    □ 
 
Теор ема  6.2 (теорема Эйлера о рукопожатиях). В любом конеч-
ном графе G(V, E) число вершин нечетной степени четно или равно 
нулю. 
Дока з а т е л ь с т во .   
Представим множество вершин V в виде V =VчетVнеч, отнеся к Vчет 
такие вершины v, у которых d(v) = 2kv, kvZ+,  а к Vнеч такие вершины v, 
у которых d(v) = 2kv+1, kvZ+.  
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Из последнего равенства следует, что 
 
v




  , 
 
т. е. число вершин нечетной степени четно.                                                    □   
 
Возможная интерпретация данной теоремы такова: на любом меро-
приятии (приеме, банкете и т. п.) число лиц, совершивших нечетное число 
рукопожатий, четно или таких лиц нет вовсе. 
 
 
6.2. Изоморфизм графов. Геометрические графы.  
Плоские и неплоские графы. Маршруты, цепи, циклы 
 
Говорят, что два графа G1(V1, E1) и G2(V2, E2) изоморфны (обознача-
ется G1~G2), если существует биекция  f: V1V2, сохраняющая смежность: 
 
e1 = (u, v)E1   e2 = (f(u), f(v))E2; 
     e2 = (u, v)E2   e1 = (f –1(u), f –1(v))E1. 
 
Изоморфизм графов есть отношение эквивалентности, т. е. оно ре-
флексивно, симметрично, транзитивно: 
1. Рефлексивность: G~G, где биекция  f есть тождественная функция. 
2. Симметричность: если G1~G2 с биекцией  f, то G2~G1 с биекцией f -1. 
3. Транзитивность: если G1~G2 с биекцией h и G2~G3 с биекцией g, то 
G1~G3 с биекцией hg   (композиция биективных отображений биективна). 
 
Пример  1. Три внешне различные диаграммы, приведенные на 










Рис. 6.3. Диаграммы изоморфных графов 
 
Числовая характеристика, одинаковая для всех изоморфных графов, 
называется инвариантом графа. Очевидно, что p(G) и q(G) – инварианты 
v3 v2 
v5 v6 v4 
v1  u1 
 u6 u4 











графа G. Однако не известно никакого набора инвариантов, определяющих 
граф с точностью до изоморфизма. 
Геометрический граф называется правильно реализованным (или 
правильным), если его дуги не имеют общих точек, отличных от вершин 
графа. 
 
Пример  2. На рисунке 6.4 граф G2 является правильной реализаци-
ей графа G1 (G1~G2). 
   
   




















Рис. 6.5. Правильная реализация в R3 
 
Теор ема   6.3.  Для любого графа существует его правильная ре-
ализация в R3. Дока з а т е л ь с т во .   
Пусть G(V, E) является орграфом. Опишем конструкцию, позволяю-
щую построить правильную реализацию в R3. Возьмем в R3 произвольно 
прямую l , на которой будем отмечать различными точками все вершины 
графа G(V, E). Каждой дуге графа eE будет соответствовать своя плос-
кость, проходящая через l. Если дуга является петлей, ( , )å v v , то в соот-
ветствующей плоскости изобразим единичную окружность, касательную 
1   2 
  3 4 
1   2 
  3 4 
Рис. 6.4. Диаграмма графа и диаграмма 




к l в точке v, если дуга 1 2( , )å v v  такова, что v1  v2, то в соответствующей 
плоскости построим на отрезке [v1, v2] как на диаметре полуокружность, 
параметризованную от v1 к v2, (рис. 6.5).                                                   □ 
 
Граф называется плоским (планарным), если у него существует пра-
вильная реализация в R2. 
Граф, в котором каждая пара вершин смежная, называется полным. 
Полный граф с р вершинами обозначается Kp, он имеет максимально воз-




ð ð  . 
 




                                                                    





Двудольный граф (биграф) – это такой граф G(V, E), в котором мно-
жество вершин V разбито на два непересекающихся подмножества V1 и V2 
(V1V2 = V, V1V2 = ), причем всякое ребро из Е соединяет вершину из 
V1 c вершиной из V2. Если двудольный граф содержит все ребра, соединя-
ющие множество V1, (V1 = m) и V2, (V2 = n), то он называется полным 








Оказывается (это доказали почти одновременно и независимо друг 
от друга российский математик Л. С. Понтрягин и польский математик 
К. Куратовский), графы К3,3 и К5, и графы, части которых устроены «по-
добно»  К3,3 и К5, не являются плоскими графами. (Подробно о критерии 
планарности Понтрягина – Куратовского см. в кн. Ф. Харри Теория гра-
фов). 
   K1                       K2                 K3                     K4                           K5                             K6  
 
 Рис. 6.6. Диаграммы полных графов 




 Рис. 6.7. Диаграммы полных двудольных графов 
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Фактически из-за графов К5 и К3,3 пришлось создавать технологию 
многослойных печатных плат или микросхем в виде сэндвичей. С графом 
К3,3 связана известная головоломка о трех домах и трех колодцах (см. кн. 
Л. Кэрролла Алиса в стране чудес). 
Маршрутом в графе называется чередующаяся последовательность 
вершин и ребер v0, e1, v1, e2, …, ek, vk, где любые два соседних элемента ин-
цидентны. Если вершины v0 и vk совпадают (v0 = vk), то маршрут называет-
ся замкнутым, иначе открытым. 
Если все ребра различны, то маршрут называется цепью. Если при 
этом все вершины различны, то маршрут называется простой цепью. 
Цепь, соединяющая вершины v0 и vk, обозначается <v0, vk>. Легко видеть, 
что если есть цепь, соединяющая вершины u и v, то есть и простая цепь, 
соединяющая эти вершины. 
Замкнутая цепь называется циклом; замкнутая простая цепь называ-
ется простым циклом. Число циклов в графе G обозначается z(G). Граф 
без циклов называется ациклическим. 
Для орграфов цепь называется путем, а цикл – контуром. 







Пример  3. В графе, диаграмма которого приведена на рис. 6.9: 
1) 124321 ,,,,, vvvvvv  – маршрут, но не цепь;  
2) 234215 ,,,,, vvvvvv  – цепь, но не простая цепь; 
3) 54321 ,,,, vvvvv  – простая цепь; 
4) 154321 ,,,,, vvvvvv  – простой цикл; 










   С3                                        С4  
 Рис. 6.8. Диаграммы графа С3 и С4
v1              e1            v2  
   e5                          e6                      v3 
  e2 
  e3 
v5          e4        v4 
 
 Рис. 6.9. Маршруты, цепи, циклы
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Длиной маршрута называется количество ребер в нем (с повторени-
ями). 
Расстояние между вершинами u и v называется длина кратчайшей 
цепи < vu, > (обозначается ),( vud ), а сама кратчайшая цепь называется гео-
дезической.  
Множество вершин, находящихся на одинаковом расстоянии  l  от 
вершины v (обозначается ),( lvD ), называется ярусом 
  luvdVulvD  ),(),( . 
 
Диаметром графа D (обозначается D(G)) называется длина длин-
нейшей геодезической.  
 
Пример  4. В графе, диаграммой которого служит рис. 6.9: 
1) Если маршрут 1 1 2 2 3 3 4 6 2 1 1 5 5, , , , , , , , , , , ,M v e v e v e v e v e v e v , то длина 
маршрута 6.M    
2)  ;,,,)2,( 54213 vvvvvD   
     3 1 5( ,3) , .D v v v          
3) ;2),( 31 vvd    4 3( , ) 1.d v v   
4) .2)( GD   
 
 
6.3. Связность и сильная связность.  
Компоненты связности. Мосты графа 
 
Говорят, что две вершины в графе связаны, если существует связы-
вающая их цепь. Граф, в котором все вершины связаны, называется свя-
занным.  
Легко видеть, что отношение связности вершин является отношени-
ем эквивалентности. Классы эквивалентности по отношению связности 
называются компонентами связности графа. Число компонент связности 
графа G обозначается ).(Gc  Граф G является связным тогда и только то-
гда, когда .1)( Gc  Если ,1)( Gc  то G – несвязный граф. 
Граф, состоящий только из изолированных вершин, называется 
вполне несвязным. В этом случае )()( GpGc   и .0)( Gr    
Объединением графов ),( 111 EVG  и ),( 222 EVG  при условии 
 21 VV  и  21 EE , называется граф 




Теорема  6.4. Граф связан тогда и только тогда, когда его нельзя 
представить в виде объединения двух графов. 
Дока з а т е л ь с т во .  
Необходимость. От противного. Предположим, что 
G ),( 111 EVG ),( 222 EVG , где  21 VV  и  21 EE , 1V , 2V  
и граф при этом связан, .1)( Gc  
Возьмем ., 2211 VvVv   Тогда ,, 21  vv  ., 2211 V&vVv   В цепи 
 21,vv  найдется ребро ),,( bae   где 1Va & .2Vb  Но тогда ,1Ee  
,2Ee  т. к. ,21 EEE   следовательно, .Ee   
Достаточность. От противного. Пусть 1)( Gc . Тогда найдутся 
вершины ,,vu  что не существует цепи  vu, . Следовательно, vu,  при-
надлежат разным компонентам связности. Положим, что 1G – компонента 
связности для u, а 2G – остальная часть графа. Имеем .21 GGG             □ 
 
Из теоремы следует, что несвязный граф всегда можно представить 
в виде объединения связных компонент. 
 
Пример  1. В графе, диаграмма которого приведена на рис 6.10, 
3)( Gc . Три различных компоненты связности обведены линией. 
 
 
Вершина графа называется точкой сочленения, если ее удаление 
увеличивает число компонент связности.  
Ребро графа, удаление которого увеличивает число компонент связ-
ности, называется мостом. 









   d                     e             f                     l   
  m                           n 
 
 
                    t 
 
                    p 
                           
G: 
 
                             Рис. 6.10. Диаграмма несвязного графа  
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Пример  2. В графе, диаграмма которого представлена на рис. 6.10: 
1) вершины tfe ,,  – точки сочленения, и других точек сочленения 
нет; 
2) ребра ( , ),( , ),( , ),( , )e f m t t n t p  – мосты, и других мостов нет; 
3) правильные подграфы ),,(),,,( ecdlkf – блоки; можно выделить 
и другие блоки. 
 
В неориентированном графе две вершины либо связаны (если суще-
ствует соединяющая их цепь), либо не связаны. В ориентированном графе 
отношение связанности вершин несимметрично, и потому рассматривается 
сильная, односторонняя и слабая связность.  
Пусть ),( EVG  – орграф. Говорят, что две вершины 1v  и 2v  сильно 
связаны в орграфе G, если существует ориентированная цепь (путь) из 1v  
в 2v  и из 2v  в 1v . Говорят, что две вершины 1v  и 2v  односторонне связаны 
в орграфе G, если существует путь либо из 1v  в 2v , либо из 2v  в 1v . Гово-
рят, что две вершины 1v  и 2v  слабо связаны в орграфе G, если они связаны 
в графе G , полученном из G отменой ориентации ребер. 
Если все вершины в орграфе сильно (односторонне, слабо) связаны, 
то орграф называется сильно (односторонне, слабо) связанным. Очевид-
но, что из сильной связности следует односторонняя связность, а из одно-
сторонней связности следует слабая. Обратное неверно.  
 
Пример  3. На рис. 6.11 показаны диаграммы сильно, односторонне 
и слабо связных орграфов (соответственно 321 ,, GGG ). 
 








Компонентами сильной связности (КСС) орграфа G называются 
максимальные сильно связные подграфы. Каждая вершина v принадлежит 
только одной КСС.  
Рассмотрим множество Cv , определенное следующим образом: 
( )u C u vv     (существует путь из v в u) & (существует путь из u в v). 
G1:                                  G2:                                  G3:         
Рис. 6.11. Сильная, односторонняя и слабая связность 
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Можно сказать, что вершина v принадлежит тому КСС, который яв-
ляется подграфом, порожденным Cv . 
Числом сильной связности орграфа ),( EVG  называется число его 
различных компонент сильной связности. Число сильной связности графа 
G обозначается ( ).sc G     
Конденсацией *G  (фактор – графом) графа G называется орграф, ко-
торый получается стягиванием в одну вершину каждой КСС орграфа G. 
 













6.4. Эйлеровы графы. Критерий эйлеровости 
 
Рассмотрим знаменитую задачу о кенингсбергских мостах, которая 
была решена Леонардо Эйлером в 1736 г. Семь мостов города Кенингсбер-
га (ныне Калининграда) расположены на реке Прегель так, как изображено 
на рис. 6.13, соединяя между собой части города .,,, DCBA  
Задача состоит в следующем: найти такую точку города, выйдя из 
которой можно пройти по всем мостам города по одному разу и вернуться 
в нее обратно. 
   
 Рис. 6.12. Орграф и его фактор – граф
G: G*: 
           .С 
.А .D 
           .B 
Рис. 6.13. Иллюстрация к задаче 
о кенигсбергских мостах 
Рис. 6.14. Граф к задаче  
о кенигсбергских мостах 
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Эйлер показал, что эта задача не имеет решения. На каждом куске 
суши Эйлер отметил по одной точке, а мосты города изобразил линиями, 
соединяющими соответствующие точки. В результате получился граф, 
изображенный на рис. 6.14.   
Если граф имеет цикл (не обязательно простой), содержащий все ре-
бра графа по одному разу, то такой цикл называется эйлеровым циклом, а 
граф называется эйлеровым графом. Если граф имеет цепь, проходящую 
через все дуги графа по одному разу, то такой граф называется квазиэйле-
ровым.  
Отметим, что эйлеров цикл содержит не только все ребра (по одному 
разу), но и все вершины графа (возможно, по нескольку раз). Очевидно, 
что эйлеровым графом является только связный граф. 
 
Теорема  6.5 (критерий эйлеровости графа). Для того чтобы ко-
нечный связный граф был эйлеровым, необходимо и достаточно, что-
бы степени всех его вершин были четными числами. 
Дока з а т е л ь с т во .   
Необходимость. Пусть Z – эйлеров цикл. Двигаясь по Z, будем под-
считывать степени вершин. Войдя в вершину по одной дуге, мы выходим 
из нее по другой дуге. Прохождение каждой вершины вносит 2 в степень 
этой вершины. Поскольку Z содержит все ребра, то когда обход Z будет за-
кончен, будут учтены все вершины, и степень каждой будет представлена 
суммой двоек, а значит четна. 
Достаточность. Достаточность будем доказывать по индукции, взяв 
в качестве параметра индукции число дуг графа. 
База индукции: .1E  Единственный граф, удовлетворяющий усло-
виям теоремы, изображен на рис. 6.15. Очевидно, ее единственная дуга 
и образует эйлеров цикл.       
Индуктивный переход: Предположим, что утвер-
ждение теоремы (ее достаточной части) справедливо для 
любого графа ),( EVG  у которого .nE   Докажем, что 
тогда оно справедливо и для графа, у которого .1 nE    
Так как по условию теоремы степени всех его вершин четны, то дви-
гаясь из произвольной вершины в другую, всегда есть дуга, по которой из 
новой вершины можно уйти. Так как граф конечен, то в нем существует 
хотя бы один простой цикл Z. Если этот цикл Z проходит через все дуги 
графа G, то он и есть искомый эйлеров цикл. В противном случае рассмот-
рим граф ,G  полученный из графа G удалением дуг цикла Z. Каждая его 
компонента связности – конечный связный граф с числом дуг меньше или 




связности существуют эйлеровы циклы 
kZZZ ,...,, 21  соответственно. Поскольку ис-
ходный граф связен, то цикл Z имеет хотя 
бы по одной общей вершине 
с компонентами графа G . Выберем по од-
ной общей с циклом Z вершине на каждой 
компоненте – 1 2, , , kv v ... v .        
Искомый эйлеров цикл на графе G по-
строим следующим образом (рис. 6.16): от-
правившись по циклу Z из произвольной его 
вершины, движемся по нему до тех пор, пока не встретим вершину iv  из 
множества  1 2, , , ,kv v ... v  тогда от вершины iv  пройдем по эйлерову цик-
лу ,iZ  на соответствующей компоненте графа G , после чего продолжим 
движение по циклу Z, пока не встретим вершину iv  из множества  1 2, , , ,kv v ... v  опять прервем движение по Z и пройдем по эйлерову циклу 
iZ  соответствующей компоненты и т. д.  
В результате движения по циклу Z мы побываем во всех вершинах 
множества  1 2, ,..., ,kv v v  а значит пройдем по всем циклам 1 2, ... .kZ Z Z           □ 
 
Теорема  6.6 (критерий квазиэйлеровости графа). Для того чтобы 
конечный связный граф был квазиэйлеровым, необходимо и доста-
точно, чтобы степени всех его вершин, за исключением может быть 
только двух, были четными числами. В случае четности всех вершин 
эйлерова цепь является эйлеровым циклом. Во втором случае эйлеро-
ва цепь начинается в одной из вершин нечетной степени, а заканчива-
ется в другой вершине нечетной степени. 
Дока з а т е л ь с т во .   
Теорема 6.6 является следствием теоремы 6.5. Случай двух вершин 
нечетной степени и построение эйлеровой цепи можно свести к эйлерово-
му циклу на графе, полученном из G добавлением дуги, соединяющей две 
вершины нечетной степени.                                                                               □ 
 
 
6.5. Гамильтоновы циклы. Задача коммивояжера 
 
В 1859 г. английский математик Уильям Гамильтон выпустил в про-
дажу головоломку. Она представляла собой деревянный додекаэдр (12-
гранник), в вершинах которого вбиты гвозди. Каждая из вершин была поме-









          Требовалось найти замкнутый путь, проходящий по ребрам додека-
эдра и позволяющий побывать в каждой вершине по одному разу. Путь 
следовало помечать с помощью шнура, зацепляя его за гвоздики.  
От этой головоломки и произошло название «гамильтонов цикл». 
Если граф имеет простой цикл, содержащий все вершины графа (по 
одному разу), то такой цикл называют гамильтоновым циклом, а граф 
называется гамильтоновым графом. 
Гамильтонов цикл не обязательно содержит все ребра графа. Оче-
видно, что гамильтоновым может быть только связный граф. 
Несмотря на схожесть задач о нахождении эйлеровых и гамильтоно-
вых циклов, решение последней задачи сложнее. Известны следующие до-
статочные условия существования гамильтоновых циклов в связном графе 
),( EVG , ,pV   где .3p   
 
Теорема  6.7. Если для любых двух различных несмежных вер-
шин v и u связного графа G выполняется условие ( ) ( ) ,d v d u p   то 
существует гамильтонов цикл. 
 
Теорема  6.8 (теорема Дирака). Если для любой вершины v 
связного графа G выполнено условие ( ) / 2,d v p  то существует га-
мильтонов цикл. 
 С задачей нахождения гамильтонова цикла связана задача коммиво-
яжера. Имеется p городов, расстояние между которыми известно. Комми-
вояжер должен посетить все p городов по одному разу, вернувшись в тот, с 
которого начал. Требуется найти такой маршрут движения, при котором 
суммарное пройденное расстояние будет минимальным. 
Очевидно, что задача коммивояжера – это задача построения крат-
чайшего гамильтонова цикла в полном графе.  
Уже давно Эйлером получено простое, проверяемое, необходимое 
и достаточное условие существования в графе эйлерова цикла. Что касает-
ся гамильтоновых графов, то для них не известно необходимых и доста-
точных условий. Решением задачи коммивояжера методом полного пере-
бора потребует ( !)O p  шагов, что практически неосуществимо даже при 
сравнительно небольших p. Более того, известно, что задача коммивояжера 
принадлежит к числу так называемых NP – полных задач, для которых, не-
смотря на все усилия, не удалось найти алгоритмов решения, имеющих 
полиноминальную трудоемкость.  
Заметим, что в различных областях дискретной математики, логики, 
комбинаторики и т. п. известно множество задач, принадлежащих к числу 
наиболее фундаментальных, для которых не удалось отыскать эффектив-
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ных алгоритмов решения. Более того, если бы удалось отыскать эффектив-
ный алгоритм решения хотя бы одной из таких задач, то из этого немед-
ленно следовало бы существование эффективных алгоритмов для всех 
остальных задач данного класса.  
Далее известно, что почти нет эйлеровых графов. С другой стороны, 







где )( pH – множество гамильтоновых графов с p вершинами, а )( pG – 
множество всех графов с p вершинами. Таким образом, задача нахождения 
гамильтонова цикла является практически востребованной. 
 
 
6.6. Деревья и леса. Алгоритм построения 
 оптимального остова 
 
Дерево является в некотором смысле простейшим графом, имеющим 
широкий круг приложений. О широком применении говорят такие терми-
ны: «дерево поиска», «древовидные структуры», «ветвление» и др.  
Деревом называется конечный связный граф без циклов. Лесом из k 
деревьев называется граф G без циклов, у которого .1,)(  kkGc  
В любом конечном связном графе ),( EVG  выполняется неравенство 
.1)()(  GpGq  
Граф G, в котором ,1)()(  GpGq  называется древовидным. 
В ациклическом графе ),( EVG , .0)( Gz  Пусть u, v – несмежные верши-
ны графа G, .),( Evux   Если при добавлении к графу G ребра x получа-
ется только простой цикл, ,1)(  xGz  то граф G называется субцикличе-
ским. 
 
Пример  1. На рис. 6.17 показаны диаграммы всех различных дере-













    Рис. 6.17. Свободные деревья с 6 вершинами
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Теорема  6.9 (основная теорема о деревьях). Для конечного графа 
),( EVG  следующие 6 утверждений эквивалентны: 
1. G – дерево, т. е. связный граф без циклов, ( ) 1c G  & ( ) 0.z G   
2. Любые две вершины можно соединить, и причем, единствен-
ной простой цепью, ,u v  ! , .u v    
3. G – связный граф, и каждое ребро есть мост, ( ) 1c G  & e E   
( ) 1.c G e     
4. G – связный граф и древовидный, ( ) 1c G  & ( ) ( ) 1.q G p G     
5. G – ациклический и древовидный, ( ) 0z G  & ( ) ( ) 1.q G p G    
6. G – ациклический и субциклический, ( ) 0z G  & ( ) 1.z G x   
 
12: От противного. Пусть существует две различные цепи  vu, , 











23: Так как любые две вершины u и v можно соединить цепью 
 vu,  то .1)( Gc  Далее от противного. Пусть некоторое ребро x цепи 
 vu,  не является мостом. Тогда в графе xG   концы этого ребра связа-
ны цепью, и поэтому ребро x – вторая цепь, что противоречит единствен-
ности цепи  vu, . 
34: Индукция по числу вершин p.  
База: ,01  qp  .1 pq  Пусть 1)()(  GpGq  для всех гра-
фов с числом вершин меньше p. Рассмотрим граф с числом вершин рав-
ным p. Удалим из графа G ребро x, которое является мостом. Получим две 
компоненты G  и G  , удовлетворяющие индукционному предположению. 
          Имеем  
 
;1 pq  ;1 pq   1qqq  111 pp  
.11)(  ppp  
 
u        w1           w2         v  
 
 
 Рис. 6.18 
u                      x                         v 
 
 Рис. 6.19 
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45: От противного. Пусть есть некоторый цикл с n вершинами и n 
ребрами, тогда остальные np   вершин имеют инцидентные им ребра, ко-
торые связывают их с циклом. Следовательно, число ребер ,)( nnpq   
т. е. ,pq   что противоречит условию древовидности .1 pq  
51: Граф G без циклов, следовательно, его компоненты – деревья. 















Но, в силу древовидности графа G 1 pq  и, следовательно, ,1k  
т. е. граф G – связный. 
56: По доказанному выше 512.  
Поэтому имеем 
vu,  .,!  vu  
 
Соединив две несмежные вершины ребром, получим единственный 
простой цикл. 
61: Методом от противного докажем сначала, что граф G связен. 
Пусть существует несвязный граф, для которого выполнено условие 6. 
Возьмем на этом графе две вершины u и v, лежащих в разных компонентах 
связности и добавим ребро x, их соединяющее. Ясно, что при этом не обра-
зуется простой цикл, что противоречит субцикличности графа G. 
Методом от противного покажем, что граф G  не содержит циклов. 
Предположим, что существует граф, содержащий цикл, для которого вы-
полняется условие 6. Существование на графе цикла означает существова-
ние на нем простого цикла. Зафиксируем на нем две вершины u и v и доба-
вим к графу ребро x, их соединяющее (рис. 6.19). Ясно, что при этом полу-
чается два простых цикла, что противоречит условию 6.                                  
 
Вершина v в графе ),( EVG  называется висячей, если ее степень 
равна единице, .1)( vd  
      
Следствие. В любом нетривиальном древовидном графе имеется, по 
крайней мере, две висячие вершины.  
Дока з а т е л ь с т во .   
Рассмотрим дерево ),( EVG , .pV   Дерево – связный граф, поэтому 
для любой вершины Vvi   ,1)( ivd  .,1 pi    
Далее от противного. Предположим, что, по крайней мере, у )1( p  
вершины ( ) 1,id v   .1,1  pi   
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.121)1(2)(2  Но 
,1 pq  т. е. .222  pq  Получим противоречие .1222  pp          □ 
                     
Остовной подграф графа ),( EVG  – это подграф, содержащий все 
вершины. Остовной подграф, являющийся деревом, называется остовом. 
Очевидно, что остов определяется множеством ребер, поскольку 
вершины остова – суть вершины графа. Несвязный граф не имеет остова. 
Связный граф может иметь много различных остовов. 
Практическую значимость остовных деревьев дает популярная фор-
ма задачи Кэли. Необходимо соединить n городов железнодорожными ли-
ниями так, чтобы не строить лишних дорог. Известна стоимость прокладки 
железной дороги для каждой пары городов. Какова должна быть сеть до-
рог, соединяющая все города и имеющая минимальную возможную стои-
мость? Аналогичные вопросы возникают при проектировании линий элек-
тропередач, сетей ЭВМ и др.  
В терминах теории графов задачу можно сформулировать следую-
щим образом. Рассмотрим граф ),( EVG , где V – города, E – дороги. Каж-
дому ребру Ee  определим ( )e  – стоимость строительства дороги e. За-
дача состоит в том, чтобы построить связный граф ),,( 0EVT   содержа-
щий все вершины с минимальным весом 
0




  Очевидно, что  
T – остов.  
Минимальным остовным деревом (лесом) называется остовное де-
рево (лес) с минимальным общим весом его ребер. 
Минимум остовных деревьев графа ),( EVG  можно найти, применяя 
процедуру исследования ребер в порядке возрастания их весов. На каждом 
шаге выбирается новое ребро с наименьшим весом, не образующее циклов 
с уже выбранными ребрами. Процесс продолжается до тех пор, пока не бу-
дет получено 1V  ребро. Такая процедура называется жадным алго-
ритмом. Сложность жадного алгоритма состоит в том, что в нем неявно 
присутствует процедура проверки на появление циклов, которая связана 
с перебором по всему графу, и алгоритм требует предварительной сорти-
ровки ребер по их весам. 
Рассмотрим алгоритм Краскала, который находит минимальный 
остов в связном графе ),( EVG , .pV      
Последовательность  , 1, 1iå i p   ребер минимального остова стро-
ится с помощью следующего алгоритма:  




2. Если уже определен начальный отрезок последовательности 
1 2 1, ,..., ,kå å å   то ребро kå  выбирается из множества  1 2 1\ , ,..., kE å å å   так, 
чтобы выполнялись два условия: 
 а) добавление ребра kе  к  1 2 1, ,..., kå å å   не приводит к образованию 
циклов; 
 б) из ребер, удовлетворяющих условию а), ребро kå  обладает 
наименьшим весом. 
Сложность жадного алгоритма 2 2 )( .V EO    
Следующий алгоритм, алгоритм ближайшего соседа построения 
остовного дерева, не требует ни сортировки, ни проверки на цикличность 
на каждом шаге.  
1. Построение остовного дерева начинается с произвольной вершины 
1v V . 
2. Затем среди ребер, инцидентных 1v , выбираем ребро 1 2( , )v v  
с наименьшим весом и включаем его в дерево kv . 
3. Повторяя процесс, выполняем поиск наименьшего по весу ребра, 
соединяющего вершины 1v  и 2v  с некоторой другой вершиной графа, по-
ложим 3v . 
4. Процесс включения ребер продолжается до тех пор, пока все вер-
шины исходного графа G  не будут включены в дерево 0Т . 
Построенное дерево будет минимальным остовом. Сложность алго-
ритма ближайшего соседа определяется двумя вложенными циклами по 
числу вершин, т. е. 2( )O V . 
 
Пример  2. Применим алгоритм Краскала к графу на рис. 6.20, реа-
лизующую схему дорог. На первом шаге выбирается дуга 
u 1 = CD ((u1) =1), затем u2  = AB ((u2) =1), затем u3  = ED ((u3) =1).  
   B                6             C 
 
   1    5          3                     1 
                                  3                      D 
         3    F    4                   2 
                  
  A              6               E         
 
 
   B                              C 
                                             1 
   1                       3  
                                                           D 
         3    F                         2 
             
    A                            E 
 
   Рис. 6.21. Минимальный остов крT  Рис. 6.20. Диаграмма схемы дорог 
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Далее u4  = AF  и u5 = FC ((u4) = 
= (u5) = 3), при этом отпадает возмож-
ность выбора дуги EC. Процесс выбора дуг 
автоматически оборвался. Минимальный 
остов приведен на рис. 6.21, его вес   11êðW T  . 
Следующий алгоритм, алгоритм 
ближайшего соседа построения остовного 
дерева, не требует ни сортировки, ни про-
верки на цикличность на каждом шаге.  
5. Построение остовного дерева 
начинается с произвольной вершины 
1v V . 
6. Затем среди ребер, инцидентных 
1v , выбираем ребро ),( 21 vv  с наименьшим 
весом и включаем его в дерево 0Ò . 
7. Повторяя процесс, выполняем по-
иск наименьшего по весу ребра, соединя-
ющего вершины 1v  и 2v  с некоторой дру-
гой вершиной графа, положим 3v . Процесс включения ребер продолжается 
до тех пор, пока все вершины исходного графа G  не будут включены в де-
рево 0Ò . Построенное дерево будет минимальным остовом. Сложность ал-
горитма ближайшего соседа определяется двумя вложенными циклами по 
числу вершин, т. е. 2( )Î V . 
 
 
6.7. Матрицы графов 
 
Представление графа  ,G V E  с помощью квадратной булевой мат-
рицы :A array   1... ,1...p p  of  0…1, отражающей смежность вершин назы-
вается матрицей смежности: 
 
1,  åñëè âåðø èí à   ñì åæí à ñ âåðø èí î é  ,
[ , ] :









Пример  1. Рассмотрим граф 1G  (рис. 6.22) и орграф 2G  (рис. 6.23) 
и выпишем их матрицы смежности. 
     
   v1                             v2 
 
                 1e  
   4e                               2e   
                      5e   
 
 
   v4             3e              v3 
Рис. 6.22. Диаграмма графа 1G  
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Представление графа  ,G V E  с помощью матрицы 
В:  1... ,1...array p p  of  0,1 (для орграфа В:  1... ,1...array p p  of  –1,0,1) от-
ражающей инцидентность вершин и ребер, называется матрицей инци-
дентности.  
При этом  
1,  åñëè âåðø èí à  èí öèäåí òí à ðåáðó ,
[ , ]
0,  â ï ðî òèâí î ì  ñëó÷àå




для неориентированного графа. 
Для орграфа без петель 
 
если вершина vi инцидентна ребру ej и является его концом; 
если вершина vi и ребро ej не инцидентны; 
если вершина vi инцидентна ребру ej  и является его началом. 
 
Пример  2. Выпишем матрицы инцидентности для графа 1G  





































Из определения матрицы инцидентности  В  для орграфов без петель 
следует, что в каждом из ее столбцов два ненулевых элемента: –1 и +1, 
остальные равны нулю. Очевидно, что сумма всех строк матрицы В равна 
нулю. Это означает, что строки матрицы В линейно зависимы )0(det B , 
т. е. любая строка матрицы В является линейной комбинацией остальных 
)1( р  строк. Пусть iv V . Обозначим iB  матрицу, полученную из В вы-
черкиванием i-й строки. Матрица iB  называется усеченной матрицей ин-
цидентности по вершине iv . 
Очевидно, rang В = rang 1B ði   . 
1, 






Теор ема  6.10. Определитель любой усеченной матрицы инци-
дентности ордерева равен  1. 
Дока з а т е л ь с т во .  
Теорему будем доказывать индукцией по числу вершин дерева Т.  




B T      . 
Ее усеченные матрицы (1) или (–1) имеют соответственно 1)1det(   
или 1)1det(  . 
Индукционный переход: предположим, что теорема верна для любого 
дерева с n вершинами, докажем, что тогда она верна и для любого дерева Т 
с n +1 вершиной. По следствию из теоремы 6.9 о деревьях, на дереве су-
ществует, по крайней мере, две висячих вершины, тогда в усеченной мат-
рице )(TBi  существует хотя бы одна строка, соответствующая висячей 
вершине. Допустим, что эта вершина kv  и она инцидентна ребру je , тогда 
в k-й строке только единственный элемент   0, jkB    )1,( jkB . Разла-
гая определитель )(TBi  по k-й строке, получим  
 





Матрица  ( \ )i kB T v – матрица инцидентности дерева, полученная из 
усеченной матрицы )(TBi  удалением висячей вершины kv . Тогда по ин-
дукционному предположению для минора k jM   имеем  ( ( \ )) 1i kk jM B T v   . 
 Следовательно, 
                                                  1)(det  TBi .                                                    □ 
 
Следствие. rang ( ) 1B T р  . 
 
Теор ема  6.11. Ранг матрицы инцидентности орграфа без петель 
( , )G V E , состоящего из c компонент связности, равен ( )ð c G  ( )V ð . 
Дока з а т е л ь с т во .  
Если граф G состоит из sc компонент связности, то при соответству-
ющей нумерации вершин и дуг графа, матрицу инцидентности можно 











ет компоненте связности. Поэтому достаточно доказать, что ранг матрицы 
инцидентности В связного графа G  с р вершинами равен 1р . На связном 
графе G можно выделить остов )(TG , содержащий все р вершин и являю-
щийся деревом, ему соответствует матрица инцидентности ))(( GTB , тогда 
rang ( ( )) rang ( )B T G B G , ( ))(( GTB  является подматрицей ))(GB .  
По доказанному следствию теоремы 6.10 rang ( ( )) 1B T G р  .  
Тогда rang ( ) 1B G р   и одновременно 0)(det GB , следовательно, 
rang ( ) 1B G р  .               □ 
 
 
6.8. Алгоритмы нахождения компонент связности  
и сильной связности. Другие алгоритмы анализа графов  
 
С помощью матриц смежности можно находить компоненты силь-
ной связности и связности. Пусть )(GA – матрица смежности орграфа G . 
Под булевым произведением матрицы arrayA :   1... ;1...n p  и arrayB :  
 1... ;1...p m  будем понимать матрицу arrayBA :   1... ;1...n m  определяе-
мую следующим образом:  
 
1
( ) , , , )V (
p
k
A B i j A i k B k j             . 
 
















































Опишем алгоритм нахождения компонент сильной связности графа 
),( EVG n  по его матрице смежности А.  
1. Образовать матрицу A E A      1,( jiE , если ;ji     0, jiE , 
если )ji  . 
2. Построить матрицу D, последовательно «возводя в квадрат» l раз, 
пока 2l  не будет больше 1р : 
2( )A A A   , 
4 2 2( ) ( ) ( )A A A    , 
2( )
l
A D  , где 2 1l ð  . 
 163 
 
3. 1i . 
4. Определить множество вершин D  и D  для вершины iv  по мат-
рице D:   1,)(  jiDVvvD ji ,   1,)(  ijDVvvD ji . 
 
5. Определить состав вершин компоненты сильной связности, со-
держащей вершину iv , положив ( ) ( ) ( )i i iK v D v D v   . 
6. В матрице D «обнулить» строки и столбцы, отвечающие вершинам 
множества ( )iK v .  
Если ( )j iv K v , то     0,&0,  kjDjkD , рk ,1 . 
7. Если 0D , то конец алгоритма. 
8. Присвоить i значение, равное номеру первой ненулевой строки 
в матрице D  и перейти к шагу 4. 
Заметим, что матрица 1( ) ðD A   называется матрицей достижимо-
сти графа G. 
Единицы матрицы A E A    информируют о возможности попасть 
из вершины в вершину путем, не превышающем 1 (дуга – путь длины 1, 
диагональная единица соответствует петле или, если нет петли, то пути 
длины 0 из вершины в нее саму). Единицы матрицы ( )kA  информируют 
о возможности попасть из вершины путем длины, не превосходящим k. 
Это следует из графового смысла булевого произведения матриц. Если две 
вершины графа G можно соединить цепью, то их можно соединить и про-
стой цепью, длина которой не превосходит 1р  для графа G, имеющего р 
вершин. Тогда 
1 1( ( )) ( ( )) ( ( )) ...ð ð ðD A G A G A G       . 
 
Для нахождения компонент связности (слабой связности) графа вве-
дем в рассмотрение симметризованную матрицу ( )TA A As     ( ( )
TA – 
транспонированная матрица). 
Применение алгоритма нахождения компонент сильной связности 
к матрице As  позволит найти компоненты связности графа. 
В разд. 6.3 было введено понятие моста – дуги графа, удаление кото-
рого увеличивает число компонент связности. Мосты можно рассматри-
вать как наиболее «уязвимые» дуги графа. Напротив, блок как связный 
максимальный по вложению частичный граф графа G, не содержащий то-




Как выяснить являются ли точками сочленения вершины или явля-
ются ли мостами дуги конечного графа G? Для этого можно воспользо-
ваться теоремой о двоичном ранге матрицы инцидентности неориентиро-
ванного графа G (аналог теоремы 6.11). 
 
Теорема  6.12. Двоичный ранг матрицы инцидентности неори-
ентированного графа G с р вершинами равен ( )ð c G , 
drang ( ) ( )B G ð c G  . 
Дока з а т е л ь с т во  аналогично теореме 6.11.                                □ 
 
Вычислив drang ( )B G  по матрице инцидентности )(GB , приведя ее 
предварительно к треугольному виду в арифметике по модулю 2, найдем 
число компонент связности графа G по формуле ( ) drang ( )ñ G ð B G  . 
Если из графа ),( EVG  удалить вершину kv , то в полученном графе 
),( kkk EVG     1 2 1 2\ & \ ( , )k k k k kV V v E E e v v v v v v       по матрице 
инцидентности )( kGB  найдем число компонент связности графа kG  по 
формуле ( ) 1 drang ( )k kc G р B G   . 
Если ( ) ( )kc G ñ G , то вершина kv  является точкой сочленения, если 
)()( kGcGc  , то kv  точкой сочленения не является. 
Аналогично проверяется, является ли мостом дуга ke . В этом случае 
из графа ),( EVG  удаляем ребро ke  и получаем граф ),( kkk EVG , где  kkk eEEVV \&  . 
 
 
6.9. Теорема Холла. Задача о назначениях 
и алгоритм ее решения 
 
Теорема Холла имеет множество различных применений и интерпре-
таций, с рассмотрения которых мы и начнем ее изложение. 
 Совершенное паросочетание  
Пусть ),,( 21 EVVG – двудольный граф. Паросочетанием в двудольном 
графе называется независимое множество ребер, в котором никакие два не 
смежны. Паросочетание называется наибольшим (совершенным), если лю-
бое другое паросочетание содержит меньшее число ребер. В каком случае 
существует наибольшее паросочетание? Совершенное паросочетание из 1V  




 Системы различных представителей 
Пусть  1,..., mS S S  – семейство подмножеств конечного 
множества V. Подмножества iS  при этом не обязательно различны и могут 
пересекаться. Системой различных представителей S (или трансверса-
лью S) называется подмножество  1,..., mC c c  из m различных элемен-
тов множества V, таких что k kc S . В каком случае существует система 
различных представителей? 
 Задача о свадьбах  
Пусть имеется конечное множество юношей, каждый знаком с неко-
торым подмножеством множества девушек. В каком случае всех юношей 
можно женить так, чтобы каждый женился на знакомой девушке?  
Вообще говоря, перечисленные выше задачи – это по сути одна и та 
же задача. Эти задачи имеют общий ответ в том и только в том случае, ес-
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, 
 
что устанавливается следующей теоремой. 
 
Теорема  6.13 (Холла). Пусть  1 2, ,G V V E – двудольный граф. 
Совершенное паросочетание из 1V  в 2V  существует тогда и только то-
гда, когда для любого 1A V  мощность множества А не превосходит 
мощности множества вершин, смежных с вершинами из А, 
( Ã( )A A ).  
Если ребрам e, приписаны веса, то максимальным называют паросо-
четание, для которого сумма весов, входящих в него ребер, максимальна.  
 Задача о назначениях  
Группа лиц может выполнить n видов работ. Эффективность испол-
нения i-го лица j-й работы определяется мерой ценности 0ijñ  . Найти оп-
тимальную расстановку людей по видам работ. 
К такому роду задач относится и следующая задача.  
 Задача 
Предположим, что вычислительная сеть объединяет n специализиро-
ванных ЭВМ. На вход сети поступают задачи. Известно, что наибольшая 
производительность конкретной ЭВМ сети достигается на определенном 
классе задач. Это выражается коэффициентом ijñ  использования i-й ЭВМ 




Рассмотрим двудольный граф  1 2, ,G V V E , где 1 2V V n  . Пусть мат-
рица ценностей ijC c  , 1, ,i j n – матрица положительных целых чисел. 
Вершины множества 1V  взвесим весами ix , а вершины множества 2V  взве-
сим весами jy  так, чтобы i j ijx y c   , 1,i j n  , веса ix  и jy  – неотрица-
тельные целые числа. 
Задачу о назначениях можно сформулировать как задачу определе-






 , ( ( ))if f i  принимала максимальное значение по всем возможным 













i ji j ijx y c
x y
  
   по 
всем числам ix  и jy  таким, что i j ijx y c   , 1,i j n  .  








  достигается на такой 
перестановке  f , что 
ii f i f ix y c  , 1,i n  .  
Рассмотрим алгоритм поиска оптимальной перестановки f.  
1. Положим maxi jx  ijc – максимальный элемент в i-й строке, 0jy  
nj ,1 . Условие i j ijx y c   при этом выполняется. Для матрицы ценно-
стей (рис. 6.24) справа и снизу указаны начальные значения, соответствен-
но ix  и jy .  
2. Выбираем в претенденты только те ребра ),( ji yx , для которых 
выполняется ijji cyx  . В рассматриваемом примере звездочкой отмече-
ны совпадения. 
3. Для каждого ix , ni ,1  определим множество совпадений  i i j ijS j x y c   , ni ,1 . В нашем случае  1 2S  ;  2 2S  ;  3 1S  ; 
 4 1S  . 
Если полученная на этом шаге система множеств iS , 1,i n  имеет 
систему различных представителей: 1 1j S , 2 2j S ,…, n nj S , где 







    
 выпол-
няется соотношение i j i f ifi ix y x y c    .  
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Значит, найденная перестановка f является оптимальной и задача 
решена. 






















4. Предположим, что множества iS  не имеют системы различных 
представителей как в рассматриваемом примере. Тогда условие теоремы 
Ф. Холла нарушается, т. к. существует такая подсистема мощности k: 
 










В нашем примере  1 2 3 4 1,2 2 4S S S S      . Вес соответ-
ствующих вершин 
1 2








 увеличивается на единицу: 1 1 1,..., 1i i i ik kx x x x    ; 
1j jy y  , если 1 2 ...i i ikj S S S    .  
Остальные ix  и jy  остаются без изменения. 
 
 1y  2y  3y  4y   
1x  3 4 3 1 4 
2x  1 4 2 3 4 
3x  6 5 3 5 6 
4x  6 4 5 4 6 
 0 0 0     0  
      1y  2y  3y  4y   
1x   *   4 
2x   *   4 
3x  *    6 
4x  *    6 
 0 0 0 0  
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На рис. 6.25 справа и снизу дописаны новые значения переменных ix  
и jy . 
  1y  2y  3y  4y    
1x  3 4 3 1 4 3 
2x  1 4 2 3 4 3 
3x  6 5 3 5 6 5 
4x  6 4 5 4 6 5 
 0 0 0 0   
 1 1 0 0   
 
Рис. 6.25. Измененная матрица ценностей 
 
При такой замене переменных ix  и jy  не нарушается основное усло-










i yx  уменьшается на )( tk   (на k единиц произошло 
уменьшение за счет новых весов ijx , kj ,1  и на t единиц произошло уве-
личение за счет новых весов, соответствующих jy ). Новая матрица совпа-
дений представлена на рис. 6.26. 
 
 1y  2y  3y  4y    
1x   * *  4 3 
2x   *  * 4 3 
3x  *   * 6 5 
4x  *  *  6 5 
 0 0 0 0   
 1 1 0 0   
 
Рис. 6.26. Измененная матрица совпадений 
 
Если теперь перейти к шагу 3, то в случае существования системы 
различных представителей согласно теореме Ф. Холла, задача будет реше-
на, в противном случае – переходим к шагу 4 алгоритма.  














2f .  
Граф, содержащий только претенденты в решении, имеет вес 
4 3 6 5 18W      , что определяет ценность назначения. 
 











i yx  на tk   единиц, следовательно, процесс закончится. Алгоритм для 
более быстрого завершения допускает изменение переменных ix  и jy  на любую вели-
чину, не нарушая основного условия ijji сyx   nji ,1,  .  
 
 
6.10. Задача о кратчайших путях 
 
Пусть G = (V, E) – простой орграф (без петель), для каждого ребра 
e E  определен вес ( ) 0e  . Сумму весов ребер в пути будем называть ве-
сом или длиной пути. Нас будут интересовать две задачи: 
1. Какова длина кратчайшего пути, ведущего из одной выделенной 
вершины к другой? Каков этот путь? 
2. Каковы длины кратчайших путей от выделенной вершины до всех 
остальных вершин графа? Каковы эти пути? 
Очевидно, что задача 1 является частным случаем задачи 2.  
Приведенный ниже алгоритм Дейкстры – один из первых известных 
динамических алгоритмов – основан на двух идеях: 
 – присвоение вершинам графа меток и правила пересчета меток, при 
этом окончательные метки являются длинами кратчайших путей; 
 – свойстве кратчайшего пути: если кратчайший путь из вершины x 
в вершину z проходит через вершину y, то отрезок пути от вершины x до 
вершины y – кратчайший путь от x до y, а его отрезок от y до z – кратчай-
ший путь от y до z. 
Обозначим ( )ijw e  – вес ребра ( , )i je x x . Метки могут быть 
начальными, временными и окончательными. Временная метка вершины 
)( jxm  – это минимальное расстояние от выделенной вершины 0x  до jx , 





Опишем шаги алгоритма Дейкстры нахождения длин кратчайших 
путей из вершины 0x  до всех вершин графа. 
1. Вершине 0x  присваивается окончательная метка 0 (нулевое рас-
стояние до самой себя), а каждой из остальных 1V  присваивается вре-
менная метка ∞, устанавливаются начальные массивы:  
 
;0:)( 0 xm  :)( jxm  0xx j  ; 
};{: 0xS   SVT \: . 
 
2. Правило пересчета меток и изменение массивов. Пересчитываются 
только метки вершин Tx j  , для которых существуют пути, ведущие из 
множества S: 
 
( ) : min( ( ) ),
i
j i ijx S
m x m x w   
 
где ijw – вес дуги из вершины ix  в вершину jx . 
Из вершин, метки которых пересчитаны, выбрать вершину jx , име-
ющую наименьшую метку, 1 1 1: { }, \jS S x T T S   . 
3. Правило выхода из алгоритма. Если S1 = S, то переход на шаг 4, 
иначе S:= S1, T:= T1 и переход на шаг 2. 
4. )( jxm  – длина кратчайшего пути из вершины 0x  в вершину jx , если 
)( jxm , то пути из вершины 0x  в вершину jx  на графе не существует. 
Путь от вершины 0x  к вершине jx  восстанавливается по известным 
меткам вершин, полученным с помощью алгоритма Дейкстры, пошагово 
от вершины jx  до возврата в вершину 0x .  
Для вершин jx  среди вершин ,ix i j  найти такую вершину ix , для 
которых имеет место равенство: ( ) ( )j i ijm x m x w  . Последнее условие 
восстанавливает последнюю дугу кратчайшего пути ),( ji xx . После чего 
выполняется возвращение от вершины ix  и т. д. 
 
Пример . Для графа, приведенного на рис. 6.27, найти длины крат-
чайших путей от вершины 0x  ко всем остальным и восстановить кратчай-


















Процесс назначения меток вершинам графа на каждом шаге удобно 
представить в виде следующей таблицы. Квадратами выделены оконча-
тельные метки, т. е. расстояния от них до вершины 0x . 
 
 0x  1x  2x  3x  4x  5x  6x  
0 0 ∞ ∞ ∞ ∞ ∞ ∞ 
1 0 1 3 ∞ ∞ ∞ ∞ 
2 0 1 3 3 6 ∞ 11 
3 0 1 3 3 6 ∞ 11 
4 0 1 3 3 6 8 9 
5 0 1 3 3 6 8 9 
6 0 1 3 3 6 8 9 
 
Проведем восстановление пути из 1x  в 6x : 
 
,)()( 3636 wxmxm     (9 = 3 + 6); 
,)()( 1313 wxmxm      (3 = 1 + 2); 
,)()( 0101 wxmxm      (1 = 1 + 0). 
 







0 xxxx  .  
Следует отметить высокую эффективность алгоритма Дейкстры, 
сложность алгоритма составляет 2( ).O V  
Задача нахождения кратчайшего пути в графе имеет широкое прак-
тическое применение. Бортовые компьютеры современных автомобилей 
позволяют находить трассу кратчайшего пути. Маршрутизаторы, являю-
щиеся важнейшими элементами глобальной сети Интернет, определяют 
маршрут доставки сообщения с одного сервера на другой, используя алго-
ритм Дейкстры. 
                                                                                            10 
 
                           1x                    5           4x           4             5x  
2 6 
                1                 1                            3                 5         4 
 
 
0x              3             2x           3               3x          6              6x  
Рис. 6.26.  Простой взвешенный орграф      Рис. 6.27. Простой взвешенный орграф 
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6.11. Пространства циклов и разрезов 
 
В этом разделе будут рассмотрены неориентированные графы, 
в орграфах справедливы аналогичные результаты, но уже в пространстве 
( )nV Z , а не в 2( )nV Z . 
Пусть ( , )G V E – неорграф, имеющий p вершин и q ребер, с –
компонент связности, Т – остов графа G. Занумеруем дуги графа 
1 2{ , ,.., }qE e e e . С каждым простым циклом iC  графа G свяжем вектор 
2
q










e C j q

   
 



















































Понятие разрезов играет важную роль при изучении вопросов, свя-
занных с отделением одного множества вершин от другого. Такие задачи 
возникают, например, при изучении потоков в сетях. В этих задачах фун-
                     3e                                      7e  
 
 
   1e                                          4e                     6e             8e  
 
 




 Рис. 6.28. Неорграф G с выделенным остовом T 
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даментальную роль играет изучение поперечных сечений сети (т. е. мно-
жества дуг, которые соединяют вершины двух непересекающихся мно-
жеств вершин) и нахождение ограниченного поперечного сечения, которое 
является самым «узким местом». Такие поперечные сечения определяют 
пропускную способность сети в целом. 
Разрезом связного графа называется множество ребер, удаление ко-
торых делает граф несвязным. Простым разрезом называется минималь-
ный разрез, т. е. такой, что никакое его собственное подмножество разре-
зом не является. В частности, любой мост графа является простым разре-
зом. Ниже будем рассматривать только простые циклы и простые разрезы. 
Между циклами и разрезами существует определенная двойственность, 
поэтому разрезы иногда называют коциклами. 
Аналогично простому циклу, простому разрезу Ri ставится в соот-














Пример  2. Рассмотрим на графе G (рис. 6.28) разрезы 
 
1 7 5( , ),R e e  2 1 4 6 8( , , , ),R e e e e  3 3 2( , ),R e e  4 8 9( , ).R e e  
 




















Пусть 1 2( , ,.., )qa a a a  и 1 2( , ,.., )qb b b b  – векторы из {0,1}q . Опре-
делим двоичное сложение векторов 1 1 2 2{ , ,..., }q qa b a b a b a b     . 
Кроме того, определим произведение вектора на скаляр {0,1} , положив 
1 2( , ,..., )qa a a a         . Множество векторов {0,1}q с операцией дво-
ичного сложения   и операцией на двоичный элемент образуют линейное 
пространство, обозначаемое 2( ).qV Z  
Заметим, что если A, B – множества ребер, то для соответствующих 
векторов равенство 1 ii ba  выполняется тогда и только тогда, когда 
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ai  = 1, bi = 0, или 0ia , bi = 1, т. е. ребро ( \ ) ( \ )ie A B B A  . Следова-
тельно, сумме a b  соответствует множество ( \ ) ( \ )A B B A A B   . 
Внутреннее произведение векторов 1 2( , ,..., )qa a a a и 1 2( , ,..., )qb b b b  
определяется соотношением 1 1 2 2( , ) ... q qa b a b a b a b       . Равенство 
( , ) 0a b   означает, что четное число произведений ai · bi  = 1. Для таких 
произведений ai  = 1, bi  = 1 и, следовательно, множества ребер A и B, соот-
ветствующие векторам а  и b , имеют общее четное число ребер. 
Множество циклов 1{ }ni cC   называется независимым, если ни один 
из циклов Сi не является линейной комбинацией остальных в пространстве 
2( ).qV Z  
Множество разрезов 1{ }ni iR   называется независимым, если ни один 
из разрезов не является линейной комбинацией остальных в пространстве 
2( ).qV Z  
Максимально независимое множество циклов называется фунда-
ментальной системой циклов. Количество циклов в фундаментальной 
системе графа G называется циклическим рангом или цикломатическим 
числом графа G и обозначается ).(Gm  Максимальное независимое множе-
ство разрезов (коциклов) называется фундаментальной системой разре-
зов (коциклов). Количество разрезов фундаментальной системы графа G 
называется коциклическим рангом, или коциклическим числом, графа G 
и обозначается * ( ).m G  
Построим фундаментальную систему циклов. Пусть Т – остов графа 
G(V,E), |V| = p, |E| = q. Если граф G имеет с компонент связности, то Т 
имеет (p – 1 · c) ребер 1 2, ,.., p ce e e  , которые будем называть ветвями остова 
Т (остов Т не содержит циклов). Оставшиеся cpq   ребер 1 2, ,..., q p cv v v   , 
не входящие в Т, будем называть хордами остова Т. Если к лесу Т (теорема 
6.9) добавить произвольную хорду vi, то в полученном графе найдется 
только один цикл, который обозначим через Ci. Цикл Сi  состоит из хорды 
vi и некоторых ветвей остова Т, которые принадлежат единственной про-
стой цепи, соединяющей хорду vi . 
Так как каждый цикл Сi содержит ровно одну хорду, а именно vi , 
1, ,i q p c    то матрица циклов Сi., строками которой являются векторы 




























Очевидно, что все строки матрицы С являются линейно независи-
мыми и образуют фундаментальную систему циклов. Мощность фунда-
ментальной системы циклов равна cpq  , т. е. цикломатическое число 
  cpqGm  . 
Опишем шаги алгоритма построения фундаментальной системы про-
странства векторов-циклов. 
1. Построить (например, с помощью алгоритма Краскала) покрыва-
ющий лес (остов) Т графа G = (V, E). Определить множество дуг, вошед-
ших в Т (VТ, ЕТ). 
2. Добавляя к лесу Т поочередно по одной из дуг v множества E\EТ, 
найти на графе  vT   единственный простой цикл Сv (на основании ос-
новной теоремы 6.9 о деревьях такой цикл существует).  
 
Пример  3. Найдем матрицу фундаментальных циклов графа G, 
изображенного на рис 6.28. 
Так как m(G) = 9 – 7 + 1 = 3, то для получения остова из графа G 
необходимо удалить три ребра e2, e5, e9. Легко видеть, что фундаменталь-
ный цикл С1, соответствующий хорде v1 = e2, состоит из ребер e1, e2, e4, e3. 
Цикл С2, соответствующий хорде v2 = e5, состоит из ребер e4, e7, e6, e5. Цикл 
































Любой другой цикл графа G является линейной комбинацией циклов 
1 2 3, ,Ñ Ñ Ñ  в пространстве 9 2( ).V Z  
Цикл 4 (1,1,1,0,1,0,1,1,1)a   из примера 1 можно представить в форме 
4 1 2 3.a C C C    
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Понятия остова и разреза (коцикла) являются противоположными 
в том смысле, что остову соответствует минимальное множество ребер, 
которые связывают посредством цепей все вершины связного графа.  
Построим фундаментальную систему коциклов графа G (V, E), име-
ющего остов Т и c компонент связанности. Пусть 1 2, ,.., p ce e e   – ветви осто-
ва Т. Удаляя из остова Т произволь-
ную ветвь vi, получаем лес с (с + 1) 
компонентами связности, т. е. каждое 
ребро ei, 1,i p c   является разрезом 
остова Т, определяющее некоторое 
разбиение множества вершин на два 
множества {M1, M2} (рис. 6.29). 
В самом же графе G могут 
найтись еще ребра-хорды vi1, vi2, ..., vij, 
которые соединяют вершины из M1 и М2. Множества Ri = {ei, vi1, vi2, ...,vij} 
образуют простой разрез и соответствующие вектор-разрезы ib , являются 
линейно-независимыми, т. к. все разрезы Ri содержат только один раз 
ветвь ei. Множество {R1, R2,...,Rp-c} образует фундаментальную систему ко-
циклов. Мощность этой системы равна p – c , т. е. коциклический ранг 
* ( )m G p c  . Строками матрицы фундаментальных разрезов R являются 





















Матрица инцидентности B(G) (см. разд. 6.8) является подматрицей 
разрезов R(G), т. к. любая строка матрицы B(G) является вектором-
разрезом множеств ix и V\{xi}. 
Два подпространства V1 и V2 векторного пространства Vq(Z2) назы-
ваются ортогональными, если для любых векторов 1 2à V è b V   их внут-
ренние произведение ( , )a b  равно 0. Легко видеть, что любой цикл С  с лю-
бым разрезом  R  имеет четное число общих ребер, т. е. для соответствую-
щих векторов a  и b  их внутренние произведение ( , ) 0a b  . Отметим так-
же, что при умножении матрицы фундаментальных циклов С на транспор-
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Рис. 6.29. Разрез < 1 2,Ì Ì > 
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тированную матрицу фундаментальных разрезов RT строка ià  умножается 
на столбец jb  в поле Z2, т. е. ( , ) 0i ja b  .  
Это означает, что 0TC R  ,  0TR C  . 
 
Теор ема  6.14 (соотношение ортогональноcти). Для неорграфа G 
подпространства циклов и коциклов векторного пространства Vq (Z2) 
ортогональны ( ( ) ( ) 0)TÑ G R G  . 
 
Пример  4. Найдем матрицу фундаментальных разрезов графа G, 
изображенного на рис. 6.28. Фундаментальный разрез R1, соответствую-
щий ветви e1 остова Т, состоит из ребер e1, e2. Разрез R2, соответствующий 
ветви e3, состоит из ребер e2, e3. Разрез R3, соответствующий e4, – из ребер 
e2 , e4, e5. Разрез R4, соответствующий e7, – из ребер e5, e7. Разрез R5, соот-
ветствующий e6, – из ребер e5, e6, e9. Разрез R6, соответствующий e8, – из 
ребер e8, e9: 
1 1 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 1 0 1 1 0 0 0 0
0 0 0 0 1 0 1 0 0
0 0 0 0 1 1 0 0 1
0 0 0 0 0 0 0 1 1
R
           
,     0TÑ G R G  . 
 
 
6.12. Хроматические графы 
 
Пусть G(V, E) – неорграф без петель. Раскраской (вершин) графа G 
называется такое задание цветов вершинам V, что если e = (a, b) – ребро, то 
вершины a и b имеют различные цвета. Хроматическим числом  G  
графа G называется минимальное число цветов, требующихся для раскрас-
ки графа G. 
Граф G будет k-раскрашиваемым (иметь   kG  ), если существует 
такое разложение множества его вершины V на k-непересекающихся под-






V V V V

   при i ≠  j, и вершины в каждом 
подмножестве Vi -независимы, т. е. ребра из G соединяют вершины только 
из разных подмножеств. Множество вершин Vi  1,i k , покрашенных 




Пример  1. Рассмотрим граф G, вершины которого – страны, ребра 
соединяют страны, имеющие общую границу. Числу  G  соответствует 
наименьшее число красок, необходимых для раскраски карты так, чтобы 
никакие две соседние страны не были окрашены в один цвет. 
 
Пример  2. Полный граф Kn имеет   nК n  . 
Двухдольный граф Kn,m имеет   2 m,nК .  
Любое свободное дерево T имеет   2 T .  
Неорграф G называется бихроматическим, если   2 G . 
Оценим хроматическое число графа G через его параметры. Обозна-
чим через deg(G) максимальную степень вершин графа G. 
 
Теор ема  6.15. Для любого неорграфа G без петель выполняется 
неравенство   deg( ) 1G G  . 
Дока з а т е л ь с т во .  
Проведем индукцией по числу вершин графа G(V,E). 
База:  1 1,p G     0)deg( G , неравенство выполняется. 
Индуктивный переход: Пусть для любого графа  c V p k  выпол-
няется   deg( ) 1G G   . Рассмотрим граф G: V p k  . Тогда, если 
v V , то в силу предположения   deg( ) 1 deg( ) 1G v G v G       . Но 
степень вершины   deg( )d v G , значит, хотя бы один цвет в раскраске 
( 1deg G ) графа ( vG  ) свободен для вершины v. Покрасив v  в этот цвет, 
имеем (deg 1G  ) раскраску граф G  с числом вершин V k .                     □ 
 
Замечание. Способ явного выражения хроматического числа через другие инва-
рианты графа неизвестны. Известны только некоторые оценки.  
 
Теор ема  6.16. Для числа β(G) вершиной независимости и хро-
матического числа  G  графа G(V, E), V p  выполняется соотно-
шение ( ) ( )G G p   . 
Дока з а т е л ь с т во .  
В разложение множества вершин V на одноцветные классы Vi, все 
классы Vi являются независимыми (ни какие две вершины не являются 
смежными), тогда ( )Vi G  . Суммируя по всем классам Vi, 1,i k , полу-
чим 






p V k G





Теор ема  6.17 (о четырех красках). Если G – планарный граф, то 
( ) 4G  . 
 
Алгоритм последовательной покраски 
1. Произвольная вершина v1 графа G принимает цвет 1. 
2. Если вершины v1, v2, … vi, раскрашены k цветами 1, 2, …, k, где 
ik  , то новой взятой вершине vi+1 припишем минимальный цвет, не ис-
пользованный при раскраске вершин из множества v1, v2, … vi, смежных 
с вершиной vi+1. 
В рассмотренном алгоритме раскраска вершин происходит последо-
вательно по всем вершинам, и каждая из них получает допустимую рас-
краску. Для некоторых классов графов последовательная раскраска являет-
ся минимальной. В общем случае это не так.  
 
Пример  3. Для графа G на рис. 6.30 найти разложение на одно-












Следующие классы вершин являются независимыми: 
  1 1 9 3 7 5, , , ,V v v v v v ,  2 2 10 7 12, , ,V v v v v ,  3 8 6 11, ,V v v v   и  1 2 3V V V V   ,  12V  . 
 
Хроматическое число ( ) 3G  . Проверим выполнение теорем 6.15 
и 6.16. Максимальная степень вершин 2( ) deg( ) 4d v G  .  
Имеем   
( ) 3 4 1 5G     . 
 
Число вершинной независимости 1( ) 5G V   .  
Имеем 
1235  . 












6.13. Помеченные графы. 
Перечисление помеченных деревьев 
 
Граф с p вершинами называется помеченным, если его множество 
вершин V = [1, p], т. е. каждой вершине поставлено в соответствие число 
n N, 1 n p  . Помеченные графы 1G (V1, E1) и 2G (V2, E2) с n вершинами 
называются изоморфными, если существует биективное отображение 
1 2: E E  , сохраняющее метки вершин. 
 
Пример  1. Рассмотрим орграфы, изображенные на рис. 6.31 
 
 
Граф G1 изоморфен как помеченный графу G2 и не изоморфен как 
помеченный графу G3. Ясно, что в обычном смысле G1, G2, G3 изоморфны. 
Перейдем к решению комбинаторной задачи: «Сколько существует 
неизоморфных между собой неориентированных помеченных деревьев с n 
вершинами?» 
Обозначим их число T(n).  
Ясно, что 
T(1) = 1                           . 
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 Рис. 6.31. Помеченные орграфы
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Теор ема  6.18 (теорема Кэлли). Имеет место формула T(n) = nn–2. 
Дока з а т е л ь с т во .   
Обозначим через T(n,k) число неизоморфных помеченных деревьев 








knTnT . Выведем формулу для определения числа T(n,k). Для это-
го найдем соотношение, связывающее T(n,k) с T(n,k + 1). Возьмем произ-
вольное помеченное дерево А такое, что deg(1) = k. Перестроим его в дере-
во В, у которого deg(1) = k + 1. Для этого удалим из дерева А любую из n –
(k + 1) дуг, не инцидентных вершине с меткой «1». Обозначим граничные 
вершины этой дуги x и y. При удалении дуги дерево А разваливается на две 
части: одна из них содержит вершину «1» и одну из граничных вершин x 
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Переход от дерева А к дереву В показан на рис. 6.33, б, т. е. мы 
«пришиваем» отвалившуюся часть новой дуги, соединяющей вершину «1» 
и «y». Пару полученных графов (А; В) назовем связкой. Очевидно, что од-
но дерево А порождает (n – 1 – k) различных связок, тогда количество свя-
зок (А; В) равно ( 1 ) ( , )n k T n k  . 
Рассмотрим теперь произвольное дерево В, у которого deg1 = k + 1. 
Подсчитываем заново сколько связок (А; В) порождает дерево В. Пере-
строим дерево В в такое дерево, у которого deg1= k, для этого удалим лю-
бую дугу («1», ), 1, 1i ie x i k   , инцидентную вершине «1». Удаление од-
ной дуги разваливает дерево В на две части, одна из которых содержит 
вершину «1», а другая – вершину xi (рис 6.34, а). «Отпавший лепесток» 
можно приклеить, соединив дугой вершину xi с любой вершиной другого 













Одна дуга («1», )i ie x дает (n – 1 – ni) переходов от В к А (ni – число 








n n n k n n k


         . 
 
Таким образом, одно дерево В порождает (n –1)k связок (А; В). Тогда 
количество связок (А; В) равно ( 1) ( , 1)n kT n k  . 
Приравнивая между собой дважды вычисленное количество связок 
(А; В), получаем  
( 1 ) ( , ) ( 1) ( , 1)n k T n k n kT n k     . 
 
Выпишем теперь серию соотношений данного типа, увеличивая каж-
дый раз k на единицу (k < n – 1): 
 
( 1 ) ( , ) ( 1) ( , 1)n k T n k n kT n k     ; 
х2 
 х1  хi 
хj 













( 1 1) ( , 1) ( 1)( 1) ( , 2)n k T n k n k T n k        ; 
………………………………………………… 
1 ( , 2) ( 1)( 2) ( , 1)T n n n n T n n      . 
 
Перемножая их и сокращая на общие множители, получаем 
 
( 1 ) ( 2)!( , )( 1 )! ( 1) ( , 1)
( 1)!
n k nT n k n k n T n n
k
        . 
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6.14. Потоки в сетях 
 
Рассмотрим некоторые примеры практических задач. 
 
Пример  1. Пусть имеется сеть трубопроводов, соединяющих пункт 
А (скажем, нефтепромысел) с пунктом В (скажем, нефтеперерабатывающим 
заводом). Трубопроводы могут соединяться и разветвляться в промежуточ-
ных пунктах. Количество нефти, которое может быть перекачено по каждо-
му отрезку трубопровода в единицу времени, определяется такими факто-
рами, как диаметр трубы, мощность нагнетающего насоса, рельеф местно-
сти и т. д. (обычно это называют «пропускной способностью» трубопрово-
да). Сколько нефти можно прокачать через такую сеть в единицу времени? 
Пример  2. Пусть имеется система машин для производства изде-
лий из сырья, и последовательность технологических операций может 
быть различной (операции могут выполняться на различном оборудова-
нии, на разных заводах или в разной последовательности), но все допусти-
мые варианты заранее строго определены. Максимальная производитель-
ность каждой единицы оборудования также заранее известна и постоянна. 
Какова максимально возможная производительность всей системы в целом 
и как нужно организовать производство, технологическую цепь для до-
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Изучение многочисленных, подобных этим, задач приводит к теории 
потоков в сетях. В данном разделе рассматривается решение задачи опре-
деления максимального потока. 
Сетью называется связный ориентированный граф без петель 
Gi (V,E) с выделенной парой вершин s и t – соответственно источник 
и сток сети. Ребра сети нагружены неотрицательными вещественными 
числами с: E R . Если u и v вершины, то число c(u,v) называется про-
пускной способностью дуги (u,v). 
Потоком  по сети называется функция ( ) 0e  , заданная на множе-
стве ребер e E и обладающая следующими свойствами: 
 
, ( ) ( )e E e c e     и 
{ } { }|( , ) |( , )
( , ) ( , )
u u v E v v u E
u v v u
 
    , 
 
где u, v – внутренние вершины графа, несовпадающие с s и t. 
Обозначим vE – множество дуг, заходящих в вершину v; vE – мно-
жество дуг, выходящих из вершины v. 
Свойство ( ) ( )
v ve E e E
e e
  
     утверждает, что поток, входящий во 
внутреннюю вершину, равен выходящему из нее потоку. 
Обозначим 








    
 
где ( )s  – поток, выходящий из вершины s; 
       ( )t  – поток, входящий в вершину t. 
Число ( )t  называется величиной потока  . Очевидно, что 





































         Рис. 6.35. Сеть 
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На рис. 6.35 напротив каждой дуги стоит дробь, числитель которой – 
пропускная способность дуги c(е), знаменатель – поток ( )e  по дуге e, 
( ( ) ( )e c e  ). 
Пусть R – <s, t> разрез, ER . Всякий разрез сети определяет разби-
ение множества вершин V на два подмножества S и T так, что Ss  
и Tt ; VTS , , VTS  , TS . В разрез R попадают все дуги, со-
единяющие S и T. Если задать множество T, TsTt  & , то множество 













Обозначим через ÒE  множество дуг, входящих в T, TE  – множество 
дуг, выходящих из Т. 
( ) ( )
Te E
C T ñ å

   называется пропускной способностью разреза.  
Это максимально возможный поток, входящий по дугам разреза, 
определяемого множеством Т. 




   – поток, входящий в Т по дугам разреза. 
Ясно, что ( ) ( )Т С Т  , т. к. ( ) ( )e E e c e    . 
 
Теорема  6.19 (теорема Форда и Фалкерсона). Максимальный 
поток в сети равен минимальной пропускной способности разреза, т. е. 
max ( ) min ( )
Ò
t C T  . 
Дока з а т е л ь с т во  теоремы – это алгоритм определения макси-
мального потока в сети, для случая, когда с(е) и ( )e  принимают неотри-
цательные целочисленные значения. Алгоритм состоит из двух частей. 
В первой части строится насыщенный поток, а во второй части происходит 
перераспределение потока   таким образом, чтобы он принимал макси-
мально возможные значения. Поток называется насыщенным, если любой 







                            Рис. 6.36. Разрез сети 
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путь из  s  в  t  содержит дугу Ee , для которого ( ) ( )e ñ e  , т. е. поток   
принимает максимально возможное значение на одной из дуг e по пути из 
s в t , дуга e при этом называется насыщенной. Дуга  е  называется пустой, 
если ( )e = 0. 
 
1. Насыщение потока 
1.1. Зададим произвольно начальный поток. Например,  
( ) 0e E e     (нулевой поток). 
1.2. Поиск пути из  s  в  t. Если путь найден, то переход на шаг 1.3. 
Если путь не найден, то переход на конец алгоритма, на шаг 1.5. 
1.3. Увеличиваем поток   таким образом, чтобы хотя бы одна из дуг 
e стала насыщенной ( ( ) ( )e с e  ). 
1.4. Условно разрываем насыщенную дугу e и переходим к шагу 1.2 
на поиск нового пути. 
1.5. Сеть насыщена и «разорвана». 
 
2. Перераспределение потока 
Перераспределение потока происходит на основе меток вершин. 
Вершины помечены, если дуги, их соединяющие, допускают увеличение 
или уменьшение потока на единицу. При этом, если вершина t оказывается 
помеченной, то величину потока, входящего в вершину t, можно как ми-
нимум на единицу увеличить, если же вершина t осталась непомеченной, 
то величина потока в сети является максимальной, и множество непоме-
ченных вершин определяет минимальный разрез T*, С(Т*) = min ( )
T
C T .  
Итак, пусть поток насыщен. 
2.1. Вершину v0 = s пометим 0. 
2.2. Пусть, vi – любая из уже помеченных вершин; u – произвольная 
непомеченная вершина u, смежная с vi. Вершину u помечаем +i, если 
данные вершины соединены ненасыщенным ребром (vi, u)E, и по-
мечаем i, если соединены непустой дугой (u,vi)E. 
2.3. Вершина t оказалась помеченной. Значит, существует последова-
тельность помеченных вершин по цепи от s к t. Определим на дугах 
новый поток  , увеличивая на единицу поток на дугах, ориентиро-
ванных по направлению пути от s к t, и уменьшая поток на единицу 
на дугах, направленных против движения от s к t. Заметим, что поток 
можно увеличить (уменьшить) на прямых (обратных) дугах настоль-
ко, пока одна из дуг не станет насыщенной (пустой). Далее вновь пе-
реходим к пометке вершин 2.2, при этом насыщенные и пустые дуги 
не участвуют в пометке вершин. 
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2.4. Вершина t осталась непомеченной. Пусть Т* – множество всех 
непомеченных вершин. Тогда дуги, входящие в эти вершины, – 
насыщенные, а выходящие – пустые. Множество Т* определяет раз-
рез R, т. к. sT* (s – помечена), tT*. Для каждой дуги е из разреза R, 
входящей в Т*, * ( ) ( )å ñ å  . Для построенного потока * имеем 
 
* *
* ( *) *( ) ( ) ( *)
å Å å ÅÒ Ò
Ò å ñ å C Ò
  
      . 
 
Так как выходящие дуги е из Т* пустые ( * ( ) 0)е  ), то весь поток 
* ( *)Т  «скатывается» в t, т. е. величина потока ( ) ( *)t C T  . Для любого 
потока   и любого разреза R, определяемого множеством вершин Т, 
( ) ( )t C T  . Из сказанного следует, что имеют место неравенства 
 
*( ) max ( ) min ( ) ( *)
T
t t C T C T     . 
 
Для построенного потока * имеет место равенство  
 
* ( ) ( *)t C T  . 
 
Отсюда следует, что * – максимальный поток, а Т* определяет ми-
нимальный разрез и max ( ) min ( )
T
t C T   . 
 
Пример  2. Рассмотрим сеть на рис. 6.35. Найдем максимальную 
величину потока  (t) и минимальный разрез. Предварительно поток   
(числа в знаменателе) сделаем насыщенным и установим метки вершин 
(рис. 6.37). 
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            Рис. 6.37. Насыщенная сеть и пометка вершин  
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Перераспределим поток по цепи <s, t> на основе пометок вершин, 









Дальнейшее увеличение потока невозможно, т. к. при перераспреде-
лении потока встретилось пустое ребро. Получаем сеть (рис. 6.39) с новым 
потоком, вершина t при этом остается непомеченной, т. к. дуга (v1, t) 
насыщенная, а другая смежная вершина v2 не имеет метки. Множество не-
помеченных вершин  2* ,T v t  определяет минимальный разрез R в сети, 
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Рис. 6.38. Перераспределение потока в сети 





6.1. Для графов, приведенных на рисунке, найти матрицу смежности 












6.2. Найти число компонент связности и сильной связности графов.   
 
            а                                   б                                  в                           г 
6.3. Для графов из примера 6.2 найти конденсацию, мосты, точки со-
членения и блоки. 
 
6.4. Найти число компонент связности орграфов по теореме 6.11, за-








1 1 0 1 0 0
0 0 1 0 1 0
( ) 0 0 1 0 0 1
1 1 0 0 1 0
0 0 0 1 0 1
B G
            
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1 0 1 1 0
0 0 0 1 0
( ) 0 0 1 0 1
1 1 0 0 1
0 1 0 0 0
B G















































6.5. Найти число компонент связности графов, заданных матрицей 







































































































































6.7. Изобразить графы, заданные матрицей смежности A(G) из при-
мера 6.6. 
 
6.8. Для графов примера 6.6 по матрице смежности A(G) найти мат-
рицы достижимости. 
 
6.9. Для орграфов, заданных матрицей смежности A(G), найти число 












































































6.10. Для графов примера 6.9 найти компоненты сильной связности. 
 
6.11. Пользуясь алгоритмом Краскала, найти остов минимального 
веса для графов, изображенных на рисунке. Построить фундаментальные 
матрицы циклов и разрезов. 
        а                                 б                                     в 
6.12. Найти остов минимального веса взвешенного графа.   
 






































































































6.13. Являются ли графы из примера 6.12 планарными? Проверить 
графы на эйлеровость и квазиэйлеровость. 
 
6.14. Для орграфов, изображенных на рисунке, найдите матрицу 
длин кратчайших путей. Для графа в, найдите длину и трассу кратчайшего 
пути из вершины х2 в вершину х8. 
            а                                   б                                   в 
6.15. Для графа, изображенного на рисунке, найдите с помощью ал-
горитма Дейкстры длину и трассу кратчайшего пути из х1 в х8; из х1 в х7; из 










6.16. Для графов из задания 6.12 найти разложение на одноцветные 
классы и установить хроматическое число ( )G . 
 
6.17. Для графа из задания 6.11 найти разложение на одноцветные 
классы с помощью алгоритма последовательной покраски. 
 
6.18. Дана матрица ценностей. Найти оптимальную перестановку 
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6.19. Найти максимальный поток в сети: 
 















y1 y2 y3 y4 y5 
x1 3 4 5  4 3 
x2 1 2 2  4 4 
x3 4 2 5  3 4 
x4 3 4 6  2 4 
x5 4 3 1  5 6 
y 
y1 y2 y3 y4 y5 
x1 5 3 1 4 4 
x2 4 2 3 2 4 
x3 3 2 4 4 5 
x4 5 4 3 2 4 
x5 2 4 5 4 3 
y 
y1 y2 y3 y4 y5 
x1 4 3 2  1 5 
x2 4 6 6  3 1 
x3 2 4 3  2 4 
x4 5 3 6  4 2 
x5 1 3 3  2 2 
y 
y1 y2 y3 y4 y5 
x1 4 5 5 3 3 
x2 2 4 2 3 3 
x3 6 4 4 5 3 
x4 1 3 4 3 2 
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Контрольные вопросы по курсу  
«Дискретная математика»  
 
Множества и отношения 
 
1. Понятие множества и отношения. 
2. Различные способы задания множества.  
3. Операции на множестве.  
4. Отношение эквивалентности и порядка. 
5. Транзитивное замыкание отношений. 
6. Функция. Инъекция, сюръекция и биекция.  
7. Ядро функции.  




1. Высказывания. Операции над высказываниями. 
2.  Основные схемы логически правильных рассуждений.  
3.  Алгебра логики, основные равносильности. 
4.  Принцип и закон двойственности. 
5.  Нормальные формы: ДНФ, КНФ, СДНФ, СКНФ. 
6.  Полнота и замкнутость системы функций.  
7.  Теорема Поста о функциональной полноте базиса функций.  




1. Понятие предиката и основные равносильности в алгебре предикатов. 
2. Префиксная нормальная форма (ПНФ). 




1 . Размещения, перестановки, сочетания.  
2 . Полиноминальная формула, бином Ньютона. Разбиения.    
3 . Принцип включения и исключения. Число сюръективных отображений.  




1. Понятие формального исчисления. 
2. Исчисление высказываний. 
3. Исчисление предикатов. 




1. Графы, локальные характеристики. Изоморфизм графов.  
2. Эйлеровы графы, гамильтоновы циклы. NP – полные задачи. 
3. Деревья и леса. Связность и сильная связности, алгоритмы нахождения ком-
понент связности графа и числа компонент связности. Матрицы смежности 
и инцидентности.  
4. Задача о назначениях. Теорема Холла и алгоритм ее решения. 
5. Задача о раскраске графов. Хроматические графы. 
6. Помеченные графы. Теорема Кэли. 
7. Задача о кратчайших путях. Алгоритм Дейкстры. 
8. Потоки в сетях. Теорема Форда – Фалкерсона.  
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ПРИЛОЖЕНИЕ 1  
 
Индивидуальные задания по теме 




1. Какими основными свойствами обладают следующие отношения:  
 
а) R2 = {(m, n)m делится на n};      б) R3 = {(x, y)x, yR+, x – yZ}.  
 
2. Для отображений  f,  g: R→R найти их композиции  f g,  g f.  Какими 









   

  
    
            ,2 1 0;( )










3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
истинного соотношения: 
 
а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
                         
4. Отношение R на множестве М ={a, b, c, d} задано матрицей. 
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения:  
 
а) R5 = {(m, n)m = (n+1)2};   б) R4 = {(x, y)x, yZ, x – y делится на n, nN}.       
 
2. Для отображений  f,  g: R→R найти их композиции  f g,  g f.  Какими 












             ,2 2 0;( )










R a b c d 
a 1 0 0 1 
b 1 0 0 1 
c 0 1 1 0 
d 1 1 0 0 
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3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
истинного соотношения: 
 
           а) ( ) \ ( ) ( \ )À Â Â Ñ À Â Ñ    ;   б) (BA ∆С) = ( )A B ∆ ( ).A C    
               
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения: 
  
а) R2 = {(m, n)m делится на (2+n)};        б) R3 = {(x, y)x, yR+, x – yZ}.  
 
2. Для следующих отображений  f, g: R→R найти их композиции  f g, g f:. 























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
                         
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 









5. Указать мощность множества R3. 
R a b c d 
a 1 1 0 1 
b 0 0 0 1 
c 0 1 1 0 
d 1 1 0 0 
R a b c d 
a 1 1 0 1 
b 0 1 0 1 
c 0 1 1 0 





1. Какими основными свойствами обладают следующие отношения:  
 
а) R5  = {(m, n)m = (n+5)};   б) R4 = {(x, y)x, yZ, x – y делится на n, nN}.       
 
2. Для  отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 






















3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
а) ( ) \ ( ) ( \ )À Â Â Ñ À Â Ñ    ;    б) (A B ∆С) = ( )A B ∆ ( ).A C    
               
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 









5. Показать, что множество натуральных чисел равномощно множеству Z3. 
 
 
 5 вариант 
 
1. Какими основными свойствами обладают следующие отношения:  
 
а) R2 = {(m, n)m делится на 5n);       б) R3 = {(x, y)x, yR+, (x – y)/2Z}.  
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
R a b c d 
a 1 1 0 1 
b 1 0 0 1 
c 0 1 0 0 
d 1 0 1 0 
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4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения на 
множестве натуральных чисел: 
  
а) R3  = {(m, n)m – n делится на 6};     б) 3R  {(a, b)a – делитель (a+b), а  1}. 
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 

























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
истинного соотношения: 
 
           а) \ ( ) ( \ ) ( \ );A B C A B A C     б) (A∆ )B ∆С = А∆(В∆С). 
                         
4. Отношение R на множестве М ={a, b, c, d} задано матрицей.  
 Каковы свойства отношения R? Как будет выглядеть матрица его 









5. Привести примеры множеств мощности С. 
 
 
R a b c d 
a 0 0 0 1 
b 1 1 0 1 
c 1 0 1 0 
d 1 1 0 0 
R a b c d 
a 1 1 0 1 
b 0 1 1 1 
c 0 0 1 1 





1. Какими основными свойствами обладают следующие отношения:  
 
а) R2  = {(m, n)m делится на (3 – n)};    б) R3  = {(x, y)x, yR+, (x – y)/3Z}. 
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;        б) \ ( \ ) .A A B A B   
 
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения:  
 
а) R5  = {(m, n)m = (n+2)2};   б) R4  = {(x, y)x, yZ, x – y делится на 4}.       
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 
свойствами обладают функции? 
 
2 , 0;( )
1 2 , 0;
1x xf x
x x
    
   
  











3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
а) ( ) \ ( ) ( \ )À Â Â Ñ À Â Ñ    ;    б) (BA ∆С) = ( )A B ∆ ( ).A C    
R a b c d 
a 1 0 0 1 
b 0 1 0 1 
c 1 1 1 0 
d 1 0 0 0 
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4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения на 
множестве натуральных чисел:  
 
а) R1 = {(m, n)m и n взаимно просты};     б) 2R  {(a, b)a + 3b – четное}. 
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
следующих соотношений: 
 
             а) ( ) \ ( ) ( \ ) \ ( )À Â Ñ À Â Ñ À Ñ    ;         б) А∆(А∆В) = В. 
 
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
 
Каковы свойства отношения R? Как будет выглядеть матрица его 









5. Привести примеры счетных множеств. Доказать, что множество всех 
многочленов от одной переменной с рациональными коэффициентами счетно. 
 
 
R a b c d 
a 1 0 0 1 
b 0 1 0 1 
c 1 0 1 0 
d 1 1 1 0 
R a b c d 
a 1 1 1 1 
b 0 0 1 1 
c 0 1 1 1 





1. Какими основными свойствами обладают следующие отношения на 
множестве натуральных чисел: 
  
а) R3  = {(m, n)m – n делится на 3};      б) 3R  {(a, b)a – делитель (a – b), а  1}. 
 
2. Для отображений  f,  g: R→R найти их композиции  f g,  g f.  Какими 

























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
истинного соотношения:  
 
           а) \ ( ) ( \ ) ( \ );A B C A B A C             б) (A∆ )B ∆С = А∆(В∆С).  
                         
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения:  
 
   а) R2  = {(m, n)m делится на n};   б) R3  = {(x, y)x, yR+, (x – y)/5Z}.  
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
             а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
R a b c d 
a 1 1 1 1 
b 1 0 1 0 
c 1 0 1 0 
d 1 1 0 0 
205 
 
4. Отношение R на множестве М ={a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения:  
 
а) R2 = {(m, n)m делится на (n + 1)};     б) R3 = {(x, y)x, yR+, x – yZ}.  
 
2. Для отображений  f,  g: R→R найти их композиции  f g,  g f.  Какими 





























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
           а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
                         
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей. 
 Каковы свойства отношения R? Как будет выглядеть матрица его 













 1. Какими основными свойствами обладают следующие отношения:  
 
а) R5 = {(m, n)m = (n + 2)2};   б) R4 = {(x, y)x, yZ, x – y делится на 5}.       
R a b c d 
a 1 1 0 1 
b 0 1 0 1 
c 0 1 1 0 
d 1 1 0 0 
R a b c d 
a 1 0 0 1 
b 1 0 0 1 
c 1 1 1 0 
d 1 1 0 0 
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 2. Для отображений  f,  g: R→R найти их композиции  f g,  g f.  Какими 























 3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
           а) ( ) \ ( ) ( \ )À Â Â Ñ À Â Ñ    ;   б) (BA ∆С) = ( )A B ∆ ( ).A C    
               
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
 Каковы свойства отношения R? Как будет выглядеть матрица его 













 1. Какими основными свойствами обладают следующие отношения: 
  
а) R2 = {(m, n)m делится на (6 + n)};    б) R3 = {(x, y)x, yR+, (x – y)/7Z}.  
 
 2. Для следующих отображений f,  g: R→R найти их композиции f g, g f: 



























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
                         
 4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
 Каковы свойства отношения R? Как будет выглядеть матрица его 
транзитивного замыкания R0? Какова матрица рефлективного замыкания R* 
отношения R? 
 
R a b c d 
a 1 1 0 1 
b 1 1 0 1 
c 0 1 1 0 















 1. Какими основными свойствами обладают следующие отношения:  
 
   а) R5  = {(m, n)m = (n – 5)};   б) R4  = {(x, y)x, yZ, x – y делится на 9}.       
 
 2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 

























 3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
           а) ( ) \ ( ) ( \ )À Â Â Ñ À Â Ñ    ;   б) (A B ∆С) = ( )A B ∆ ( ).A C    
               
 4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 














 1. Какими основными свойствами обладают следующие отношения:  
 
   а) R2 = {(m, n)m делится на (5 + n)},    б) R3 = {(x, y)x, yR+, (x + y)/2Z}.  
 
R a b c d 
a 1 1 0 1 
b 0 1 0 1 
c 0 1 1 0 
d 1 1 0 0 
R a b c d 
a 1 1 0 1 
b 0 0 1 1 
c 1 1 0 0 
d 1 0 1 0 
208 
 
 2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 











     
  
  













 3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
           а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
 
4. Отношение R на множестве М  ={a, b, c, d} задано матрицей.  
 Каковы свойства отношения R? Как будет выглядеть матрица его 













 1. Какими основными свойствами обладают следующие отношения на 
множестве натуральных чисел:  
 
а) R3 = {(m, n)m – n делится на 6};     б) 3R  {(a, b)a – делитель (a + b), а  1}. 
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 
свойствами обладают функции? 
 
23 2 , 0;
( )





















3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
истинного соотношения: 
 
           а) \ ( ) ( \ ) ( \ );A B C A B A C                  б) (A∆ )B ∆С = А∆(В∆С). 
                         
 4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
R a b c d 
a 0 0 0 1 
b 0 1 0 0 
c 0 0 1 1 
d 1 1 0 0 
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Каковы свойства отношения R? Как будет выглядеть матрица его 













 1. Какими основными свойствами обладают следующие отношения:  
 
а) R2  = {(m, n)m делится на 3 − n);        б) R3  = {(x, y)x, yR+, x – yZ}.  
 
 2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 























 3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
           а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
                         
 4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













 1. Какими основными свойствами обладают следующие отношения:  
 
а) R5  = {(m, n)m = (n + 3)2};      б) R4  = {(x, y)x, yZ, x – y делится на 6}.       
R a b c d 
a 1 1 0 1 
b 0 1 1 1 
c 0 1 1 1 
d 0 1 0 1 
R a b c d 
a 1 0 0 1 
b 0 1 0 1 
c 1 1 1 0 
d 0 0 1 0 
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2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 
свойствами обладают функции? 
 
2 , 1;( )
2 2 , 1;
1x xf x
x x
    
   
  













3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
           а) ( ) \ ( ) ( \ )À Â Â Ñ À Â Ñ    ;   б) (BA ∆С) = ( )A B ∆ ( ).A C    
                             
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
 Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения:  
 
а) R1 = {(m, n)m и n взаимно просты};     б) 2R  {(a, b)a + 5b – четное}. 
 
 2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 

























 3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
следующих соотношений: 
 
 а) ( ) \ ( ) ( \ ) \ ( )À Â Ñ À Â Ñ À Ñ    ;         б) А∆(А∆В) = В. 
 
 4. Отношение R на множестве М = {a, b, c, d} задано матрицей.  
 Каковы свойства отношения R? Как будет выглядеть матрица его 
транзитивного замыкания R0? Какова матрица рефлективного замыкания R* 
отношения R? 
R a b c d 
a 1 0 0 1 
b 0 1 0 1 
c 1 0 1 0 










5. Привести примеры счетных множеств. Доказать, что множество всех 




 1. Какими основными свойствами обладают следующие отношения на 
множестве натуральных чисел:  
 
а) R3  = {(m, n)m – n делится на n};    б) 3R  {(a, b)a – делитель (a – b), а  1}. 
 
 2. Для отображений  f,  g: R→R найти их композиции  f g,  g f.  Какими 























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
истинного соотношения:  
 
а) \ ( ) ( \ ) ( \ );A B C A B A C         б) (A∆ )B ∆С = А∆(В∆С).  
                         
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
 
 Каковы свойства отношения R? Как будет выглядеть матрица его 









 5. Привести примеры множеств мощности С. 
 
 
R a b c d 
a 1 1 1 1 
b 0 0 1 1 
c 0 1 1 1 
d 0 1 0 0 
R a b c d 
a 1 1 1 1 
b 1 0 1 0 
c 1 0 1 0 





 1. Какими основными свойствами обладают следующие отношения:  
 
   а) R2  = {(m, n)m делится на 2n};     б) R3  = {(x, y)x, yR+, (x + y)/3Z}.  
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 























 3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
           а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
                         
4. Отношение R на множестве М = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения:  
 
   а) R5  = {(m, n)m = (n–5)/2};   б) R4  = {(x, y)x, yZ, x – 2y делится на 7}.       
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
           а) ( ) \ ( ) ( \ )À Â Â Ñ À Â Ñ    ;   б) (A B ∆С) = ( )A B ∆ ( ).A C   
  
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
 
R a b c d 
a 1 1 0 1 
b 0 1 0 1 
c 0 1 1 0 
d 1 1 0 0 
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Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения:  
 
а) R2 = {(m, n)m делится на 5n);      б) R3 = {(x, y)x, yR+, x – yZ}.  
 
 2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 











     
  
  











3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
              а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;       б) \ ( \ ) .A A B A B   
                         
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения на 
множестве натуральных чисел:  
 
   а) R3 = {(m, n)m – n делится на 6};   б) 3R  {(a, b)a – делитель (a + 2b), а  1}. 
R a b c d 
a 1 1 0 1 
b 0 0 0 1 
c 0 1 0 0 
d 1 0 1 0 
R a b c d 
a 0 0 0 1 
b 0 1 0 0 
c 0 0 1 1 




2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 
свойствами обладают функции? 
 
23 2 , 0;
( )



















3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
истинного соотношения: 
 
           а) \ ( ) ( \ ) ( \ );A B C A B A C               б) (A∆ )B ∆С = А∆(В∆С). 
                         
4. Отношение R на множестве М  ={a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения:  
 
   а) R2  = {(m, n)m делится на 3 − n);        б) R3  = {(x, y)x, yR+, x – 2yZ}.  
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 

























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;       б) \ ( \ ) .A A B A B   
                         
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 
транзитивного замыкания R0? Какова матрица рефлективного замыкания R* 
отношения R? 
R a b c d 
a 1 1 0 1 
b 1 0 0 1 
c 0 1 1 0 















1. Какими основными свойствами обладают следующие отношения:  
 
   а) R5  = {(m, n)m = (n + 3)2};     б) R4 = {(x, y)x, yZ, x – y делится на 6}.       
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 
свойствами обладают функции? 
 
2 , 1;( )
2 2 , 1;
1x xf x
x x
    
   
  













3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
           а) ( ) \ ( ) ( \ )À Â Â Ñ À Â Ñ    ,    б) (BA ∆С) = ( )A B ∆ ( ).A C    
                             
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения на 
множестве натуральных чисел:  
 
   а) R1 = {(m, n)m и n взаимно просты}; б) 2R  {(a, b)a + b – четное}. 
 
R a b c d 
a 1 0 0 1 
b 0 1 0 1 
c 1 1 1 0 
d 0 0 1 0 
R a b c d 
a 1 0 0 1 
b 0 1 0 1 
c 1 0 1 0 
d 1 1 1 0 
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2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 

























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
следующих соотношений: 
 
           а) ( ) \ ( ) ( \ ) \ ( )À Â Ñ À Â Ñ À Ñ    ;         б) А∆(А∆В) = В. 
 
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
Каковы свойства отношения R? Как будет выглядеть матрица его 









5. Привести примеры счетных множеств. Доказать, что множество всех 




1. Какими основными свойствами обладают следующие отношения на 
множестве натуральных чисел:  
 
а) R3  = {(m, n)m – n делится на (n + 1)};   
б) 3R  {(a, b)a – делитель (a – b), а  1}. 
 
2. Для отображений  f,  g: R→R найти их композиции  f g,  g f.  Какими 























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость 
истинного соотношения:  
 
           а) \ ( ) ( \ ) ( \ );A B C A B A C         б) (A∆ )B ∆С = А∆(В∆С).  
                         
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
 
R a b c d 
a 1 1 1 1 
b 0 0 1 0 
c 0 1 1 1 
d 1 0 0 0 
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Каковы свойства отношения R? Как будет выглядеть матрица его 













1. Какими основными свойствами обладают следующие отношения:  
 
    а) R2 = {(m, n)m делится на (2 + n)};   б) R3 = {(x, y)x, yR+, (x – y)/3Z}.  
 
2. Для отображений  f,  g: R→R найти их композиции  f g, g f.  Какими 
























3. С помощью алгебры логики проверить истинность соотношения для любых 
множеств А, В, С. Проиллюстрировать с помощью диаграмм Эйлера справедливость  
истинного соотношения: 
 
а) ( ) ( \ ) \ ( )À Â À Ñ À Â Ñ    ;    б) \ ( \ ) .A A B A B   
                         
4. Отношение R на множестве М  = {a, b, c, d} задано матрицей.  
 
Каковы свойства отношения R? Как будет выглядеть матрица его 
















R a b c d 
a 1 1 1 1 
b 1 0 1 0 
c 1 0 1 0 
d 1 0 0 1 
R a b c d 
a 0 1 0 1 
b 1 0 0 1 
c 0 1 1 0 


















Индивидуальные задания по теме 




1. Сколькими способами 12 различных дисков можно разложить в две стопки? 
 
2. Сколькими способами 6 вновь прибывших гостей можно рассадить за 
круглый стол среди 8 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
3. Сколькими способами можно составить пятизначный цифровой номер 
в строго возрастающем порядке? 
 
4. Сколькими способами можно разместить 20 одинаковых карандашей в 3 
коробки так, чтобы ни одна не оказалась пустой? 
 
5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
в них содержалось 2 туза и 2 короля? 
 
6. Сколько можно составить наборов по 10 предметов из 3 видов тетрадей? 
 
7. В группе учатся 12 девушек и 14 юношей, сколько различных подгрупп из 4 
человек, содержащих хотя бы одну девушку и хотя бы одного юношу, можно 
составить? 
8. Раскрыть скобки:  52 1 .x   
9. В телевизионном шоу участвуют 4 команды по 14 участников в каждой, 
сколькими способами могут быть составлены двойки соревнующихся внутри каждой 
команды для всех четырех команд? 
 
10. Сколько можно составить номеров, состоящих из трех разных букв, а затем 
из трех разных цифр? 
 
11. Сколькими способами 15 различных программ можно разбить на 3 блока? 
 
12. С помощью алгоритма Краскала построить минимальный остов. Является 
















13. Построить матрицу смежности, и по ней найти компоненты сильной 














14. Дана матрица ценностей. Найти оптимальную перестановку в задаче 












1. Сколькими способами можно раздать 15 одинаковых конфет 4-м  детям так, 
чтобы у каждого ребенка была, по крайней мере, одна конфета? 
2. Раскрыть скобки:  52 .x x  
 
3. Сколькими способами 5 вновь прибывших гостей можно рассадить за 
круглый стол среди 12 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
4. Сколькими способами можно составить шестизначный номер, состоящий из 
трех букв и трех цифр, если известно, что цифры идут в строго возрастающем 
порядке? 
 
5. Сколькими способами можно разместить 20 разных игрушек по 2 коробкам, 
если обе коробки не должны оказаться пустыми? 
 
6. Сколько узоров можно составить на поле размером 10 10 , если имеются 
фишки 7 цветов? 
 
7. Какова вероятность угадать ровно 4 номера из 6 при игре в «спортлото» 
(всего имеется 49 номеров)? 
 
8. Сколькими способами можно раздать 11 разных игрушек 5 мальчикам так, 
чтобы у каждого была хотя бы одна игрушка? 
x y y1 y2 y3 y4 y5
x1 3 4 5 4 3 
x2 1 4 2 4 4 
x3 4 6 5 3 4 
x4 3 4 6 2 4 




























9. В группе учатся 10 девушек и 15 юношей, сколько различных пар можно 
составить для занятий бальными танцами? 
 
10. Сколькими способами из 20 букв можно выбрать поочередно 4 так, чтобы 
они следовали в алфавитном порядке? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 













12. Построить матрицу смежности, и по ней найти компоненты сильной 












13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 














1. Сколькими способами 5 различных папок можно разложить:  
а) на двух столах; 
б) чтобы оба стола при этом не были пустыми? 
x y y1 y2 y3 y4 y5
x1 5 3 1 4 4 
x2 4 3 3 6 1 
x3 3 5 1 4 5 
x4 5 4 3 5 4 



























2. Сколькими способами 6 различных игрушек можно распределить по одной 
среди 6 детей? 
 
3. Какова вероятность в игре «спортлото» отгадать более 3 номеров из 6 (всего 
36 номеров)? 
4. Раскрыть скобки:  42 .4x x  
 
5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
среди них были карты только трех мастей (причем каждой из трех)? 
 
6. В издательстве издают книги на 10 языках. Сколько требуется различных 
словарей для переводов с одного языка на другой? 
 
7. Сколькими способами из колоды в 52 карты можно поочередно выбрать 4 
карты одной масти так, чтобы они шли в возрастающем порядке? 
 
8. Сколькими способами можно угадать восьмизначный номер, состоящий из 
трех букв и пяти цифр, идущих в невозрастающем порядке? 
 
9. В телевизионном шоу участвуют 4 команды по 12 участников в каждой, 
сколькими способами могут быть составлены двойки соревнующихся внутри каждой 
команды для всех четырех команд? 
 
10. Сколько узоров можно составить на поле размером 10 15 , если имеются 
фишки 6 видов? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 











12. Построить матрицу смежности, и по ней найти компоненты сильной 










13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 














x1 x4 x5 
x6 
x8 1 



























1. Сколькими способами можно составить шестизначные телефонные номера 
из 9 цифр? 
 
2. Какова вероятность угадать 3 призовые команды из 12 имеющихся команд, 
причем в соответствии с занявшим командой местом? 
 
3. Сколькими способами 12 различных предметов можно произвольным 
образом разместить по пяти ящикам? 
 
4. Сколькими способами из имеющихся 100 номеров можно выбрать 4 так, 
чтобы они следовали в строго убывающем порядке? 
5. Раскрыть скобки:  52 .x  
6. Сколькими способами можно расставить 5 различных письменных наборов 
на трех столах так, чтобы по одному набору находилось на каждом столе? 
 
7. Сколькими способами 20 человек может проголосовать? (за, против, 
воздержались). 
 
8. Сколькими способами можно составить наборов по 8 конфет из имеющихся 
в наличии 8 сортов? 
 
9. В группе учатся 12 девушек и 15 юношей, сколько различных пар можно 
составить для занятий бальными танцами? 
 
10. В издательстве издают книги на 10 языках. Сколько требуется различных 
словарей для переводов с одного языка на другой? 
 
11. Сколькими способами можно 7 призов распределить среди 5 детей так, 
чтобы у каждого ребенка оказался хотя бы один приз? 
 
12. С помощью алгоритма Краскала построить минимальный остов. Является 











x y y1 y2 y3 y4 y5
x1 4 3 2 1 2 
x2 4 6 6 3 1 
x3 3 4 3 2 4 
x4 5 3 6 4 2 
x5 2 3 3 2 1 
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13. Построить матрицу смежности, и по ней найти компоненты сильной 










14. Дана матрица ценностей. Найти оптимальную перестановку в задаче 












1. Сколькими способами 14 различных дисков можно разложить в две стопки? 
 
2. Сколькими способами 8 вновь прибывших гостей можно рассадить за 
круглый стол среди 9 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
3. Сколькими способами можно составить шестизначный цифровой номер 
в строго убывающем порядке? 
 
4. Сколькими способами 17 студентов можно распределить для прохождения 
практики по 5 предприятиям так, чтобы на каждое предприятие пришел хотя бы один 
студент? 
 
5. Сколькими способами из колоды в 36 карт можно выбрать 5 карт так, чтобы 
в них содержалось 2 туза и 2 короля? 
 
6. Сколько можно составить наборов по 15 предметов из 3 видов чашек? 
 
7. В группе учатся 15 девушек и 10 юношей, сколько различных пар можно 
составить для занятий бальными танцами? 
8. Раскрыть скобки:  52 .x x  
9. В телевизионном шоу участвуют 4 команды по 7 участников в каждой, 
сколькими способами могут быть составлены двойки соревнующихся из разных 
команд? 
 
10. Сколько можно составить номеров, состоящих из трех разных букв, а затем 
из четырех разных цифр? 
 
x y y1 y2 y3 y4 y5
x1 4 5 5 3 3 
x2 2 4 2 3 3 
x3 1 4 4 5 3 
x4 3 3 4 3 5 
x5 2 4 6 5 4 
х1 х2 






























11. Сколькими способами 16 различных программ можно разбить на 4 равных 
блока? 
 
12. С помощью алгоритма Краскала построить минимальный остов. Является 














13. Построить матрицу смежности, и по ней найти компоненты сильной 













14.  Дана матрица ценностей. Найти оптимальную перестановку в задаче 












1. Сколькими способами можно раздать 16 одинаковых конфет 4-м детям так, 
чтобы у каждого ребенка была, по крайней мере, одна конфета? 
2. Раскрыть скобки:  62 .x      
x y y1 y2 y3 y4 y5
x1 3 4 1 4 3 
x2 2 2 2 4 4 
x3 4 2 5 3 4 
x4 6 4 4 2 5 




























3. Сколькими способами 6 вновь прибывших гостей можно рассадить за 
круглый стол среди 12 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
4. Сколькими способами можно составить шестизначный номер, состоящий из 
трех букв и пяти цифр, если известно, что цифры идут в строго возрастающем 
порядке? 
 
5. Сколькими способами можно разместить 20 разных игрушек по 2 коробкам 
так, чтобы обе коробки не оказались пустыми? 
 
6. В издательстве издают книги на 12 языках. Сколько требуется различных 
словарей для переводов с одного языка на другой? 
 
7. В группе учатся 10 девушек и 12 юношей, сколько различных пар можно 
составить для занятий бальными танцами? 
 
8. Сколькими способами можно раздать 15 разных игрушек двум мальчикам 
так, чтобы у каждого была хотя бы одна игрушка? 
 
9. Сколько можно составить наборов по 12 предметов, если имеются 
одинаковые ручки, фломастеры и альбомы? 
 
10. Сколькими способами из 20 букв можно выбрать поочередно 5 так, чтобы 
они следовали в алфавитном порядке? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 












12. Построить матрицу смежности, и по ней найти компоненты сильной 







































12. Дана матрица ценностей. Найти оптимальную перестановку в задаче 












1. а) Сколькими способами 8 различных папок можно разложить на двух 
столах? 
    б) Чтобы оба стола при этом не были пустыми? 
 
2. Сколькими способами 5 различных игрушек можно распределить по одной 
среди 5 детей? 
 
3. Какова вероятность в игре «спортлото» отгадать ровно 6 номеров из 6 (всего 
36 номеров)? 
4. Раскрыть скобки:  4 .4 2x  
5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
среди них были карты только двух мастей (причем каждой из двух)? 
 
6. В думе созданы два комитета по 6 человек и один – из 12 человек. 
Сколькими способами можно сформировать комитеты, если в думе работает 120 
человек?   
7. Сколькими способами из колоды в 52 карты можно поочередно выбрать 3 
карты одной масти так, чтобы они шли в возрастающем порядке? 
 
8. Сколькими способами можно составить восьмизначный номер, состоящий 
из четырех букв и четырех цифр, идущих в невозрастающем порядке? 
 
9. В телевизионном шоу участвуют 4 команды по 8 участников в каждой, 
сколькими способами могут быть составлены тройки соревнующихся из разных 
команд? 
 
10.  Сколько узоров можно составить на поле размером 15 15 , если имеются 
фишки четырех видов? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 









x y y1 y2 y3 y4 y5
x1 5 3 2 4 4 
x2 3 2 4 2 4 
x3 3 2 4 4 5 
x4 5 4 3 2 4 
x5 3 4 5 4 3 
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12. Построить матрицу смежности, и по ней найти компоненты сильной 










13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами можно составить семизначные телефонные номера из 
9 цифр? 
 
2. Какова вероятность угадать 3 призовые команды из 10 имеющихся команд, 
причем в соответствии с занявшим командой местом? 
 
3. В группе учатся 12 девушек и 10 юношей, сколько различных подгрупп из 5 
человек, содержащих хотя бы одну девушку и хотя бы одного юношу, можно 
составить? 
 
4. Сколькими способами из имеющихся 120 номеров можно выбрать 4 так, 
чтобы они следовали в строго убывающем порядке? 
5. Раскрыть скобки:  424 .x  
6. Сколькими способами можно расставить 7 различных письменных наборов 
на трех столах так, чтобы на каждом столе находилось по одному набору? 
 
7. Сколькими способами из 28 человек можно выбрать 5 делегатов на 
конференцию? 
 
8. Сколькими способами можно составить наборов по 10 конфет из 
имеющихся в наличии 6 сортов? 
 
9. Сколькими способами из колоды в 52 карты можно выбрать 4 карты одной 
масти? 
 
10. Сколькими способами 15 различных призов можно распределить среди 5 
детей так, чтобы у каждого ребенка оказался хотя бы один приз? 
 
 
x y y1 y2 y3 y4 y5
x1 4 3 5 1 2 
x2 4 4 2 3 1 
x3 2 4 3 2 3 
x4 5 3 6 4 2 












x1 x4 x5 
x6 
x8 2 
















11. С помощью алгоритма Краскала построить минимальный остов. Является 













12. Построить матрицу смежности, и по ней найти компоненты сильной 










13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами 16 различных дисков можно разложить на 4 полках? 
 
2. Сколькими способами 6 человек могут встать в ряд, если двое из них стоят 
только вместе?   
3. Сколькими способами можно составить девятизначный цифровой номер 
в строго возрастающем порядке? 
 
4. Сколькими способами можно разместить 15 одинаковых чашек в три 
коробки так, чтобы ни одна не оказалась пустой? 
 
5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
в них содержалось более двух тузов? 
6. Сколько можно составить букетов по 9 цветков из семи видов цветов? 
x y y1 y2 y3 y4 y5
x1 4 3 5 4 3 
x2 2 3 2 2 3 
x3 6 4 4 3 3 
x4 1 3 4 3 2 
x5 2 4 6 2 4 
х1 х2 































7. Сколькими способами из колоды в 36 карт можно выбрать 5 карт так, чтобы 
среди них был хотя бы один король? 
8. Раскрыть скобки:  622 .x x  
9. В телевизионном шоу участвуют 4 команды по 8 участников в каждой, 
сколькими способами могут быть составлены четверки участников из разных команд? 
 
10. Сколько можно составить номеров, состоящих из трех разных букв (всего 
21 буква), а затем из семи разных цифр? 
 
11. Сколькими способами 15 различных программ можно разбить на 3 равных 
блока? 
 
12. С помощью алгоритма Краскала построить минимальный остов. Является 













13. Построить матрицу смежности, и по ней найти компоненты сильной 













14. Дана матрица ценностей. Найти оптимальную перестановку в задаче 









x y y1 y2 y3 y4 y5
x1 3 4 5 4 3 
x2 2 2 3 4 4 
x3 4 2 5 3 4 
x4 3 4 3 2 4 
































1. Сколькими способами можно раздать 23 одинаковых конфет трем детям так, 
чтобы у каждого ребенка была, по крайней мере, одна конфета? 
2. Раскрыть скобки:  52 3 .x  
3. Сколькими способами 5 вновь прибывших гостей можно рассадить за 
круглый стол? 
 
4. Сколькими способами можно угадать шестизначный номер, состоящий из 
двух букв (всего 21 буква) и трех цифр, если известно, что цифры идут в строго 
возрастающем порядке? 
 
5. Сколькими способами можно разместить 10 разных игрушек по 2 коробкам, 
так, чтобы обе коробки не оказались пустыми? 
 
6. Сколько узоров можно составить на поле размером 5 5 , если имеются 
фишки 10 цветов? 
 
7. Какова вероятность угадать хотя бы 1 номер из 6 при игре в «спортлото» 
(всего имеется 36 номеров)? 
 
8. Сколькими способами 17 студентов можно распределить для прохождения 
практики по шести отделам (количество мест в каждом не ограничено)? 
 
9. Сколько можно составить букетов из 11 цветков, если имеется 5 видов 
цветов? 
 
10. В группе учатся 10 девушек и 10 юношей, сколько различных пар можно 
составить для занятий бальными танцами? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 












12. Построить матрицу смежности, и по ней найти компоненты сильной 



































13.  Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами 10 различных папок можно разложить: 
 а) на пяти столах; 
       б) чтобы все столы при этом не оказались пустыми? 
 
2. Сколькими способами 10 различных путевок можно распределить по одной 
среди 10 детей? 
 
3. Какова вероятность в игре «спортлото» отгадать более 2 номеров из 6 (всего 
36 номеров)? 
4. Раскрыть скобки:  54 2 .x  
5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
среди них были карты только одной масти (причем любой масти)? 
 
6. В группе учатся 15 девушек и 15 юношей, сколько различных подгрупп из 4 
человек, содержащих хотя бы одну девушку, можно составить? 
 
7. Сколькими способами из колоды в 52 карты можно выбрать 6 карт одной 
масти так, чтобы они содержали двух тузов? 
 
8. Сколькими способами можно составить девятизначный номер, состоящий из 
четырех букв и пяти цифр, идущих в невозрастающем порядке? 
 
9. В телевизионном шоу участвуют 5 команд по 8 участников в каждой, 
сколькими способами могут быть составлены двойки участников из разных команд? 
 
10. Сколько узоров можно составить на поле размером 7 10 , если имеются 
фишки пяти видов? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 










x y y1 y2 y3 y4 y5
x1 5 3 1 4 4 
x2 4 2 3 2 4 
x3 2 4 4 1 5 
x4 5 3 3 2 4 
x5 2 4 5 4 3 
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12. Построить матрицу смежности, и по ней найти компоненты сильной 









13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами можно составить восьмизначные телефонные номера 
из 9 цифр? 
 
2. Какова вероятность угадать 4 лучших команды из 25 имеющихся команд, 
причем в соответствии с занявшим командой местом? 
 
3. Сколькими способами 22 пассажира могут произвольным образом 
разместиться по шести вагонам? 
 
4. Сколькими способами из имеющихся 50 номеров можно выбрать 4 так, 
чтобы они следовали в строго убывающем порядке? 
5. Раскрыть скобки:  42 2 .x  
6. Сколькими способами можно расставить 15 различных столовых наборов на 
5 столах по одному набору на каждом столе? 
 
7. Сколькими способами 30 человек может делегировать 7 человек на 
конференцию? 
 
8. Сколькими способами можно составить наборов по 12 конфет из 
имеющихся в наличии 6 сортов? 
 
9. Сколькими способами из колоды в 36 карт можно выбрать 4 карты трех 
мастей? 
 
10. Сколькими способами 16 различных писем можно распределить для 
доставки среди 2 курьеров так, чтобы у каждого курьера оказалось хотя бы одно 
письмо? 
 
x y y1 y2 y3 y4 y5
x1 4 3 2 1 5 
x2 4 2 6 3 3 
x3 2 5 3 2 4 
x4 5 3 6 4 2 












x1 x4 x5 
x6 
x8 2 
















11. С помощью алгоритма Краскала построить минимальный остов. Является 













12. Построить матрицу смежности, и по ней найти компоненты сильной 









13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами 10 различных книг можно разложить в две стопки? 
 
2. Сколькими способами 6 вновь прибывших гостей можно рассадить за 
круглый стол среди 20 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
3. Сколькими способами можно составить пятизначный цифровой номер 
в строго убывающем порядке? 
 
4. Сколькими способами можно разместить 9 сотрудников по 5 кабинетам так, 
чтобы ни один не оказался пустым? 
 
x y y1 y2 y3 y4 y5
x1 4 5 5 3 3 
x2 4 4 2 3 3 
x3 6 4 4 5 3 
x4 4 3 4 3 2 
x5 5 4 3 5 4 
х1 х2 






























5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
в них содержались 1 туз и 4 короля? 
6. Сколько можно составить наборов по 5 предметов из 3 видов елочных 
игрушек? 
 
7. Сколькими способами из колоды в 52 карты можно выбрать 4 карты так, 
чтобы среди них была хотя бы одна карта масти «крести»? 
8. Раскрыть скобки:  72 2 .x x  
9. Сколькими способами можно занумеровать 20 различных компьютеров? 
 
10. Сколько можно составить номеров, состоящих из 5 разных букв, а затем из 
4 разных цифр? 
 
11. Сколькими способами 25 различных призов можно по одному 
распределить среди 27 человек? 
 
12. С помощью алгоритма Краскала построить минимальный остов. Является 














14. Построить матрицу смежности, и по ней найти компоненты сильной 














15. Дана матрица ценностей. Найти оптимальную перестановку в задаче 









































1. Сколькими способами можно раздать 17 одинаковых орехов 4 детям так, 
чтобы у каждого ребенка был, по крайней мере, один орех? 
2. Раскрыть скобки:  56 3 .x  
3. Сколькими способами 5 гостей можно рассадить за круглый стол так, чтобы 
две семейные пары сидели рядом?  
 
4. Сколькими способами можно составить шестизначное четное число? 
 
5. Сколькими способами можно разместить 14 разных игрушек по 2 коробкам, 
так, чтобы если обе коробки не оказались пустыми? 
 
6. В издательстве издают книги на 7 языках. Сколько требуется различных 
словарей для переводов с одного языка на другой? 
 
7. Какова вероятность угадать более 4 номеров из 6 при игре в «спортлото» 
(всего 49 номеров)? 
 
8. Сколькими способами можно раздать 5 разных фруктов трем мальчикам так, 
чтобы у каждого был хотя бы один фрукт? 
 
9. В группе учатся 12 девушек и 14 юношей, сколько различных подгрупп из 5 
человек, содержащих хотя бы одну девушку и хотя бы одного юношу, можно 
составить? 
 
10. Сколькими способами из 15 букв можно выбрать поочередно 4 так, чтобы 
они следовали в алфавитном порядке? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 












x y y1 y2 y3 y4 y5
x1 3 4 5 4 3 
x2 4 5 2 4 4 
x3 4 2 3 3 4 
x4 3 3 1 2 4 
x5 4 3 2 5 6 
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12. Построить матрицу смежности, и по ней найти компоненты сильной 











12. Дана матрица ценностей. Найти оптимальную перестановку в задаче 




       








1. Сколькими способами 7 различных телефонов можно разложить: 
а) на двух столах; 
б) чтобы оба стола при этом не были пустыми? 
 
2. Сколькими способами 10 различных игрушек можно распределить по одной 
среди 10 детей? 
 
3. Какова вероятность в игре «спортлото» отгадать ровно 3 номера из 6 (всего 
36 номеров)? 
 
4. Раскрыть скобки:  52 2 .x  
5. Сколькими способами из колоды в 52 карты можно выбрать 6 карт так, 
чтобы среди них были карты только 2-х произвольных мастей? 
 
6. Сколькими способами можно разместить 8 сотрудников для дежурства на 7 
этажах так, чтобы ни один не оказался без сотрудника? 
 
7. Сколькими способами из 25 различных номеров можно поочередно выбрать 
6 номеров так, чтобы они шли в возрастающем порядке? 
 
8. В думе созданы три комитета по 7 человек и один – из 10 человек. 
Сколькими способами можно сформировать комитеты, если в думе работает 114 
человек?  
 
9. В телевизионном шоу участвуют 4 команды по 6 участников в каждой. 
Сколькими способами могут быть составлены тройки участников из разных команд? 
 
x y y1 y2 y3 y4 y5
x1 5 3 4 4 2 
x2 4 2 3 2 4 
x3 3 4 5 2 5 
x4 2 4 3 6 7 




























10. Сколько узоров можно составить на поле размером 6 10 , если имеются 
фишки 6 видов? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 










12. Построить матрицу смежности, и по ней найти компоненты сильной 









13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами можно составить семизначные телефонные номера из 
10 цифр? 
 
2. Какова вероятность угадать 3 призовые команды из 15 имеющихся команд, 
причем в соответствии с занявшим командой местом? 
 
3. Сколькими способами 22-х студентов можно распределить для прохождения 
практики по четырем отделам (количество мест в каждом не ограничено)? 
 
4. Сколькими способами из имеющихся 50 номеров можно выбрать четыре 
так, чтобы они следовали в строго убывающем порядке? 
5. Раскрыть скобки:  5 .2 x  
x y y1 y2 y3 y4 y5
x1 3 3 4 1 5 
x2 4 6 3 3 1 
x3 2 5 2 2 4 
x4 5 3 6 4 2 












x1 x4 x5 
x6 
x8 1 
















6. Сколькими способами можно расставить 8 различных письменных наборов 
на 4 столах так, чтобы было по одному набору на каждом столе? 
 
7. Сколькими способами 20 студентов можно распределить для прохождения 
практики по 3 предприятиям так, чтобы на каждое предприятие пришел хотя бы один 
студент? 
8. Сколькими способами можно составить наборов по 8 открыток из 
имеющихся в наличии 6 видов? 
 
9. Сколькими способами из колоды в 52 карты можно выбрать 6 карт, 
состоящих из 3 дам и 3 королей? 
 
10. Сколькими способами 16 различных елочных игрушек можно повесить, 
хотя бы по одной, на 5 елках? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 













12. Построить матрицу смежности, и по ней найти компоненты сильной 










13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 
о назначениях, определить ценность назначений. 
 
 







x y y1 y2 y3 y4 y5
x1 4 5 5 3 3 
x2 3 4 2 3 3 
x3 6 5 4 5 3 
x4 3 4 4 3 2 
x5 5 4 3 5 4 
х1 х2 
































1. Сколькими способами 20 различных цветков можно расставить по 7 
различным вазам?  
 
2. Сколькими способами 6 вновь прибывших гостей можно рассадить за 
круглый стол среди 7 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
3. Сколькими способами можно составить десятизначный цифровой номер 
в строго возрастающем порядке? 
 
4. В издательстве издают книги на 27 языках. Сколько требуется различных 
словарей для переводов с одного языка на другой? 
 
5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
в них содержалось 2 дамы и 3 короля? 
 
6. Сколько можно составить наборов по 15 предметов из 5 видов елочных 
украшений? 
 
7. В группе учатся 10 девушек и 15 юношей, сколько различных подгрупп из 5 
человек, содержащих хотя бы одну девушку, можно составить? 
 
8. Раскрыть скобки:  62 .x x  
 
9. Сколькими способами можно занумеровать 15 различных столов? 
 
10. Сколькими способами 11 различных программ можно разбить на 3 не 
пустых блока? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 














12. Построить матрицу смежности, и по ней найти компоненты сильной 




















13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами можно раздать 9 одинаковых конфет среди 5 детей 
так, чтобы у каждого ребенка была, по крайней мере, одна конфета? 
 
2. Раскрыть скобки  52 3 .x  
3. Сколькими способами 5 вновь прибывших гостей можно рассадить за 
круглый стол среди 15 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
4. Сколькими способами можно угадать номер, состоящий из 5 букв и 3 цифр, 
если известно, что цифры идут в невозрастающем порядке? 
 
5. Сколькими способами можно разместить 6 разных стаканов по 2 коробкам 
так, чтобы обе коробки не оказались при этом пустыми? 
 
6. Сколько узоров можно составить на поле размером 12 10 , если имеются 
фишки 9 цветов? 
 
7. Какова вероятность угадать не менее 4 номеров из 6 при игре в «спортлото» 
(всего 36 номеров)? 
 
8. Сколькими способами 15 студентов можно распределить для прохождения 
практики по 7 отделам (количество мест в каждом не ограничено)? 
 
9. Сколько можно составить наборов по 17 предметов, если имеются 
одинаковые ручки, карандаши, папки и фломастеры? 
 
x y y1 y2 y3 y4 y5
x1 3 4 5 4 3 
x2 1 5 2 4 4 
x3 4 2 5 3 4 
x4 3 3 6 2 4 




























10. Сколькими способами из 24 букв можно выбрать поочередно 6 букв так, 
чтобы они следовали в алфавитном порядке? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 












12. Построить матрицу смежности, и по ней найти компоненты сильной 











13.  Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. а) Сколькими способами 7 различных ваз можно расставить на двух столах? 
          б) Чтобы оба стола при этом не оказались пустыми? 
 
2. Сколькими способами 11 различных игрушек можно распределить по одной 
среди 11 детей? 
 
3. Какова вероятность в игре «спортлото» отгадать ровно 4 номера из 6 (всего 
49 номеров)? 
x y y1 y2 y3 y4 y5
x1 5 5 2 4 4 
x2 4 5 3 2 4 
x3 3 6 4 4 5 
x4 5 2 3 2 4 






























4. Раскрыть скобки:  54 3 .x  
5. Сколькими способами из колоды в 36 карт можно выбрать 9 карт так, чтобы 
среди них были карты только 3 мастей (причем каждой масти)? 
 
6. Сколькими способами 13 различных цветков можно расставить по 7 
различным вазам?  
 
7. Сколькими способами из колоды в 36 карт можно выбрать 4 карты одной 
масти?  
 
8. Сколькими способами можно составить восьмизначный номер, состоящий 
из 4 букв и 4 цифр, идущих в невозрастающем порядке? 
 
9. Сколько можно составить наборов по 12 предметов из одинаковых 
конвертов, карандашей, папок и блокнотов? 
 
10. В думе созданы три комитета по 5 человек и один – из 8 человек. 
Сколькими способами можно сформировать комитеты, если в думе работает 120 
человек?  
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 











12. Построить матрицу смежности, и по ней найти компоненты сильной 









13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 









 y1 y2 y3 y4 y5
x1 4 5 2 2 5 
x2 4 6 6 3 1 
x3 2 4 5 2 4 
x4 5 3 6 3 2 












x1 x4 x5 
x6 
x8 4 


















1. Сколькими способами можно составить шестизначные телефонные номера 
из 9 цифр? 
 
2. Какова вероятность угадать 3 призовые команды из 12 имеющихся команд, 
причем в соответствии с занявшим командой местом? 
 
3. Сколькими способами 12 различных коробок можно произвольным образом 
разместить по четырем ящикам? 
 
4. Сколькими способами из имеющихся 25 номеров можно выбрать 3 так, 
чтобы они следовали в строго убывающем порядке? 
5. Раскрыть скобки:  42 3 .x  
6. Сколькими способами можно расставить 8 различных письменных наборов 
на 4 столах так, чтобы было по 2 набора на каждом столе? 
 
7. Сколькими способами 26 человек можно разбить на 4 группы? 
 
8. Сколькими способами можно составить наборы по 8 конфет из имеющихся 
в наличии 5 сортов? 
 
9. Сколькими способами из колоды в 36 карт можно выбрать 5 карт, 
содержащих карты двух мастей? 
 
10. Сколькими способами 15 различных призов можно распределить среди 2 
детей так, чтобы у каждого ребенка оказался хотя бы один приз? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 














12. Построить матрицу смежности, и по ней найти компоненты сильной 










































13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами 11 различных папок можно разложить в три стопки? 
 
2. Сколькими способами 6 вновь прибывших гостей можно рассадить за 
круглый стол так, чтобы три семейные пары сидели вместе?   
3. Сколькими способами можно составить десятизначный цифровой номер 
в строго возрастающем порядке? 
 
4. Сколькими способами можно разместить 23 одинаковых карандаша в три 
коробки так, чтобы ни одна не оказалась пустой? 
 
5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
в них содержались 3 туза и 2 короля? 
 
6. Сколько можно составить наборов по 10 карандашей из семи видов 
карандашей? 
 
7. В группе учатся 15 девушек и 12 юношей, сколько различных подгрупп из 6 
человек, содержащих хотя бы одну девушку, можно составить? 
8. Раскрыть скобки:  52 1 .x   
9. В телевизионном шоу участвуют 4 команды по 6 участников в каждой, 
сколькими способами могут быть составлены четверки участников из разных команд? 
 
10. Сколькими способами 7 различных партий можно разбить на 3 коалиции? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 











x y y1 y2 y3 y4 y5
x1 4 5 4 3 3 
x2 2 3 5 3 1 
x3 2 4 4 3 3 
x4 1 3 4 3 2 
x5 2 4 2 5 4 
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12. Построить матрицу смежности, и по ней найти компоненты сильной 














13.  Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами можно раздать 17 яблок трем детям так, чтобы 
у каждого ребенка было, по крайней мере, одно яблоко? 
2. Раскрыть скобки:  7 .2 x  
3. Сколькими способами 5 гостей можно рассадить за круглый стол так, чтобы 
одна семейная пара сидела вместе? 
 
4. Сколькими способами можно составить семизначный номер, состоящий из 3 
букв и 3 цифр, если известно, что цифры идут в невозрастающем порядке? 
 
5. Сколькими способами 12 студентов можно распределить для прохождения 
практики по 5 предприятиям так, чтобы на каждое предприятие пришел хотя бы один 
студент? 
 
6. Сколько узоров можно составить на поле размером 12 15 , если имеются 
фишки 5 цветов? 
 
7. Какова вероятность угадать более 4 номеров из 6 при игре в «спортлото» 
(всего 49 номеров)? 
 
8. Сколькими способами можно раздать 8 разных тетрадей 5 мальчикам так, 
чтобы у каждого была хотя бы одна тетрадь? 
 
9. Сколькими способами пять пассажиров могут выйти из лифта на 5 этажах? 
x y y1 y2 y3 y4 y5
x1 3 4 5 4 3 
x2 1 2 3 4 4 
x3 4 5 5 4 4 
x4 3 3 4 2 7 




























10. Сколькими способами из 28 букв можно выбрать поочередно 8 букв так, 
чтобы они следовали в алфавитном порядке? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 












12. Построить матрицу смежности, и по ней найти компоненты сильной 












13.  Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами 16 различных папок можно разложить: 
а) на двух столах; 
      б) чтобы оба стола при этом не были пустыми? 
 
2. Сколькими способами 6 различных игрушек можно распределить по одной 
среди 6 детей? 
 
x y y1 y2 y3 y4 y5
x1 2 3 5 4 4 
x2 4 2 3 3 4 
x3 3 2 4 2 5 
x4 5 4 3 2 4 




























3. Какова вероятность в игре «спортлото» отгадать ровно 2 номера из 6 (всего 
36 номеров)? 
4. Раскрыть скобки:  4 .4 x  
5. Сколькими способами из колоды в 49 карт можно выбрать 6 карт так, чтобы 
среди них были карты только трех мастей (причем каждой масти)? 
 
6. Сколькими способами из колоды в 36 карт можно выбрать 5 карт так, чтобы 
среди них хотя бы один раз встречалась дама? 
 
7. Сколькими способами из колоды в 36 карт можно поочередно выбрать 5 
карт одной масти так, чтобы они шли в возрастающем порядке? 
 
8. Сколькими способами можно составить семизначный номер, состоящий из 
2 букв и 5 цифр, идущих в возрастающем порядке? 
 
9. Сколькими способами 5 мальчиков могут выйти из лифта на 6 этажах? 
 
10. Сколько узоров можно составить на поле размером 15 10 , если имеются 
фишки 8 видов? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 











12. Построить матрицу смежности, и по ней найти компоненты сильной 









13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 









x y y1 y2 y3 y4 y5
x1 2 3 7 1 5 
x2 4 3 6 3 1 
x3 2 4 5 2 4 
x4 2 3 3 4 2 












x1 x4 x5 
x6 
x8 5 


















1. Сколькими способами можно составить восьмизначные телефонные номера 
из 10 цифр? 
 
2. Какова вероятность угадать 3 призовые команды из 19 имеющихся команд, 
причем в соответствии с занявшим командой местом? 
 
3. Сколькими способами 12 различных предметов можно произвольным 
образом разместить по шести ящикам? 
 
4. Сколькими способами из имеющихся 55 номеров можно выбрать десять так, 
чтобы они следовали в строго убывающем порядке? 
5. Раскрыть скобки:  41 3 .x  
6. Сколькими способами можно расставить 10 различных письменных наборов 
на 5 столах так, чтобы на каждом столе находилось по одному набору? 
 
7. Сколькими способами 19 человек может проголосовать (за, против, 
воздержались)?  
 
8. Сколькими способами можно составить наборов по 12 конфет из 
имеющихся в наличии 9 сортов? 
 
9. Сколькими способами из колоды в 52 карты можно выбрать 6 карт, 
содержащих 2 дам и 1 короля? 
 
10. В думе созданы три комитета по 6 человек и один – из 8 человек. 
Сколькими способами можно сформировать комитеты, если в думе работает 110 
человек?  
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 














12. Построить матрицу смежности, и по ней найти компоненты сильной 








































13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами 11 различных писем можно разложить в 4 стопки? 
 
2. Сколькими способами 5 вновь прибывших гостей можно рассадить за 
круглый стол среди 9 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
3. Сколькими способами можно составить четырехзначный цифровой номер 
в строго возрастающем порядке? 
 
4. Сколькими способами можно разместить 30 одинаковых карандашей в 3 
коробки так, чтобы ни одна не оказалась пустой? 
 
5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
в них содержались 3 туза и 2 короля? 
 
6. Сколько можно составить наборов по 12 шоколадок из 5 сортов? 
 
7. Сколькими способами из колоды в 52 карты можно выбрать 4 карты так, 
чтобы среди них был хотя бы один туз и только одна дама? 
8. Раскрыть скобки:  52 .x x  
9. Сколькими способами можно занумеровать 7 различных дисков? 
 
10. Сколько можно составить номеров, состоящих из 3 разных букв, а затем из 
5 разных цифр? 
 
11. Сколькими способами 14 различных партий можно организовать в 4 
коалиции? 
 
12. С помощью алгоритма Краскала построить минимальный остов. Является 










x y y1 y2 y3 y4 y5
x1 4 5 5 3 8 
x2 2 1 2 3 3 
x3 6 4 3 5 7 
x4 3 3 2 3 2 
x5 2 4 4 5 4 
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13. Построить матрицу смежности, и по ней найти компоненты сильной 














14.  Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами можно раздать 13 яблок пяти детям так, чтобы 
у каждого ребенка было, по крайней мере, одно яблоко? 
2. Раскрыть скобки:  52 4 .x  
3. Сколькими способами 5 вновь прибывших гостей можно рассадить за 
круглый стол среди 12 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
4. Сколькими способами можно угадать шестизначный номер, состоящий из 3 
букв (21 буква) и 3 цифр, если известно, что цифры идут в строго возрастающем 
порядке? 
 
5. Сколькими способами можно разместить 26 разных игрушек по 2 коробкам, 
если обе коробки не должны оказаться пустыми? 
 
6. Сколько узоров можно составить на поле размером 15 8 , если имеются 
фишки 5 цветов? 
 
7. Какова вероятность угадать более 3 номеров из 6 при игре в «спортлото» 
(всего имеется 49 номеров)? 
 
8. Сколькими способами пять мальчиков могут выйти из лифта на 9 этажах? 
 
x y y1 y2 y3 y4 y5
x1 3 4 5 3 5 
x2 1 2 2 4 4 
x3 2 3 5 3 4 
x4 3 5 6 2 4 




























9. Сколько можно составить наборов по 15 предметов, если имеется 8 видов 
предметов? 
10. Сколькими способами из 20 букв можно выбрать поочередно 6 так, чтобы 
они следовали в алфавитном порядке? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 












12. Построить матрицу смежности, и по ней найти компоненты сильной 













13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами 9 различных телефонов можно расставить: 
а) на пяти столах; 
      б) чтобы столы при этом не были пустыми? 
 
2. Сколькими способами 8 различных игрушек можно распределить по одной 
среди 8 детей? 
x y y1 y2 y3 y4 y5
x1 2 3 7 4 4 
x2 4 2 3 2 4 
x3 3 2 2 4 5 
x4 3 4 3 5 4 



























3. Какова вероятность в игре «спортлото» отгадать ровно 4 номера из 7 (всего 
49 номеров)? 
 
4. Раскрыть скобки:  44 .x  
 
5. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
среди них были карты только 2-х мастей (причем каждой из двух)? 
 
6. Сколькими способами из колоды в 36 карт можно выбрать 6 карт так, чтобы 
среди них хотя бы один раз встречалась дама? 
 
7. Сколькими способами из колоды в 52 карты можно поочередно выбрать 6 
карт одной масти так, чтобы они шли в возрастающем порядке? 
 
8. Сколькими способами можно угадать восьмизначный номер, состоящий из 2 
букв и 6 цифр, идущих в невозрастающем порядке? 
 
9. Сколько можно составить наборов по 10 предметов из одинаковых 
конвертов, карандашей, папок, авторучек? 
 
10. Сколько коалиций можно составить из 6 партий? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 










12. Построить матрицу смежности, и по ней найти компоненты сильной 









13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 









x y y1 y2 y3 y4 y5
x1 4 3 2 1 5 
x2 2 6 2 3 4 
x3 2 4 3 2 3 
x4 5 3 3 4 6 












x1 x4 x5 
x6 
x8 4 


















1. Сколькими способами можно составить 11-значные телефонные номера из 
10 цифр? 
 
2. Какова вероятность угадать 3 призовые команды из 30 имеющихся команд, 
причем в соответствии с занявшим командой местом? 
 
3. В думе созданы четыре комитета по 5 человек и один – из 8 человек. 
Сколькими способами можно сформировать комитеты, если в думе работает 120 
человек?  
 
4. Сколькими способами из имеющихся 50 номеров можно выбрать 8 так, 
чтобы они следовали в строго убывающем порядке? 
 
5. Раскрыть скобки:  4 .1 5 x  
6. Сколькими способами можно расставить 7 различных письменных наборов 
на 5 столах по одному набору на каждом столе? 
 
7. Сколькими способами 20 человек может проголосовать? (за, против, 
воздержались)? 
 
8. Сколькими способами можно составить наборов по 16 конфет из 
имеющихся в наличии 10 сортов? 
 
9. Сколькими способами из колоды в 52 карты можно выбрать 8 карт так, 
чтобы они оказались трех мастей (причем каждой из трех)? 
 
10. Сколькими способами 13 различных призов можно распределить среди 4 
детей так, чтобы у каждого ребенка оказался хотя бы один приз? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 













12. Построить матрицу смежности, и по ней найти компоненты сильной 












































13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами 15 различных тетрадей можно разложить в 4 стопки? 
 
2. Сколькими способами 5 вновь прибывших гостей можно рассадить за 
круглый стол среди 10 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
3. Сколькими способами можно составить пятизначный цифровой номер 
в невозрастающем порядке? 
 
4. Сколькими способами можно разместить 20 одинаковых чашек в 5 коробок 
так, чтобы ни одна не оказалась пустой? 
 
5. В группе учатся 12 девушек и 16 юношей, сколько различных подгрупп из 4 
человек, содержащих хотя бы одну девушку и хотя бы одного юношу, можно 
составить? 
 
6. Сколько можно составить наборов по 13 открыток из 4 видов 
поздравительных открыток? 
 
7. Сколькими способами из колоды в 36 карт можно выбрать 4 карты так, 
чтобы среди них был хотя бы один туз и только одна дама? 
8. Раскрыть скобки:  2 5 .3x   
9. Сколькими способами можно занумеровать 11 различных ящиков? 
 
10. Сколько можно составить номеров, состоящих из 3 разных букв (всего 12 
букв), а затем из 6 разных цифр? 
 
11. Сколькими способами 17 различных программ можно разбить на 5 блоков? 
 
12. С помощью алгоритма Краскала построить минимальный остов. Является 










x y y1 y2 y3 y4 y5
x1 4 5 1 3 2 
x2 2 4 2 3 3 
x3 6 7 4 2 4 
x4 5 6 4 3 2 
x5 2 4 6 5 2 
255 
 
12. Построить матрицу смежности, и по ней найти компоненты сильной 













13.  Дана матрица ценностей. Найти оптимальную перестановку в задаче 













1. Сколькими способами можно раздать 9 одинаковых конфет трем детям так, 
чтобы у каждого ребенка была, по крайней мере, одна конфета? 
2. Раскрыть скобки:  5 .3x   
3. Сколькими способами 7 вновь прибывших гостей можно рассадить за 
круглый стол среди 10 гостей так, чтобы вновь прибывший гость оказался среди 
«старых» гостей? 
 
4. Сколькими способами можно угадать шестизначный номер, состоящий из 3 
букв и 3 цифр, если известно, что цифры идут в невозрастающем порядке? 
 
5. Сколькими способами можно разместить 26 разных игрушек по 2 коробкам, 
если обе коробки не должны оказаться пустыми? 
 
6. Сколько узоров можно составить на поле размером 15 15 , если имеются 
фишки 7 цветов? 
 
7. Какова вероятность угадать ровно 4 номера из 9 при игре в «спортлото» 
(всего имеется 49 номеров)? 
 
8. Сколькими способами можно раздать 15 разных книг пяти мальчикам так, 
чтобы у каждого была хотя бы одна книга? 
 
9. Сколько можно составить наборов по 12 предметов, если имеется 7 видов 
ручек. 
x y y1 y2 y3 y4 y5
x1 2 4 3 4 3 
x2 1 2 2 4 4 
x3 4 3 5 3 4 
x4 3 4 6 2 4 




























10. Сколькими способами из 29 букв можно выбрать поочередно 8 так, чтобы 
они следовали в алфавитном порядке? 
 
11. С помощью алгоритма Краскала построить минимальный остов. Является 












12. Построить матрицу смежности, и по ней найти компоненты сильной 











13. Дана матрица ценностей. Найти оптимальную перестановку в задаче 












x y y1 y2 y3 y4 y5
x1 5 3 5 4 4 
x2 4 2 3 2 3 
x3 3 2 4 4 2 
x4 5 3 6 2 4 
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x1 x5 
