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Abstract. Artificial intelligence (AI) enabled radiomics has evolved im-
mensely especially in the field of oncology. Radiomics provide assistance
in diagnosis of cancer, planning of treatment strategy, and prediction
of survival. Radiomics in neuro-oncology has progressed significantly in
the recent past. Deep learning has outperformed conventional machine
learning methods in most image-based applications. Convolutional neu-
ral networks (CNNs) have seen some popularity in radiomics, since they
do not require hand-crafted features and can automatically extract fea-
tures during the learning process. In this regard, it is observed that CNN
based radiomics could provide state-of-the-art results in neuro-oncology,
similar to the recent success of such methods in a wide spectrum of
medical image analysis applications. Herein we present a review of the
most recent best practices and establish the future trends for AI enabled
radiomics in neuro-oncology.
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1 Introduction
Brain and other central nervous system (CNS) tumors account for the second
most common cancer affecting children, and the third most common cancer af-
fecting adolescents and young adults [1], [2]. There are approximately 700,000
people with primary brain or CNS tumors in the United States alone [1]. Treat-
ment is dependent on multiple factors including age, gender, tumor size and
location, etc. The standard approach in most cases is to surgically remove the
tumor via craniotomy [3]. However, some tumors cannot be surgically removed
and the treatment then relies on radiation therapy. Rigorous planning is neces-
sary to determine the exact tumor volume and a buffer region surrounding the
tumor which has to be treated to prevent growth from left over malignant cells.
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The accurate planning of resection and radiation area is challenging owing to
the difficulty in determining the exact tumor dimensions. For manual segmen-
tation (delineation), the radiologists need to carefully analyze a large amount
of radiology images. To ease the load on radiologists, computational methods
to automatically extract quantitative features (aka radiomics) from radiological
scans have been proposed.
Radiomics comprises of numerous significant disciplines, including radiol-
ogy, computer vision, and machine learning. The objective is the recognition of
quantitative imaging features with an anticipation of significant clinical results
in prognosis and analysis of certain treatment strategies [61]. The information
provided by radiology scans is processed with the help of quantitative image
analysis (QIA) for identifying patterns in radiology scans in a way that human
eye may not achieve. Different steps includes, acquire and store images, segment
and identify region of interest (ROIs), extract features, build and validate model,
and integration of these process into clinical decision support system. The re-
sultant units of data from QIA may be called quantitative imaging bio-markers
depending on their predictive powers. A huge amount of information is cap-
tured during clinical imaging but the underlying data, in most cases, have been
reported in subjective and qualitative terms. Specifically, radiomics in neuro-
oncology aims to revamp the brain tumor treatment paradigm by extracting
quantitative features from brain scans (MRI). Data is mined via multiple ma-
chine learning algorithms and can potentially be used as imaging bio-markers
to distinguish intra-tumoral dynamics during treatment [20]. With the increase
in number of reported cancer cases, analytic methods for imaging have revealed
new understandings about initial treatment response, risk factors, and optimal
treatment approaches [30] [60]. Image-based models are turning into a signif-
icant empowering innovation that allow investigation and approval of selected
quantitative features.
The recent advancements, particularly in Artificial Intelligence (AI), are im-
pacting major technological and scientific fields. To keep up with these advance-
ments, medical science is adapting new methodologies for improving diagnosis
and treatment of various clinical conditions [32]. In clinical setting, imaging has
played a vital role for a long time by helping physicians in diagnostic and treat-
ment related decisions making [5]. However, over a passage of time, medical
imaging has evolved from just being a diagnostic tool and is now beginning to
take a critical role in precision medicine for tasks such as screening, diagno-
sis, guided treatment, and assessing the disease recurrence likelihood [18]. The
emerging field of radiomics in oncology has helped in developing a latent solution
for tumor characterization by extracting a large number of features from medical
images [31] [44]. Attributes that can be used in assessment of tissue appearance
by radiologist are of great importance and can be used in the development of
medical imaging analysis techniques. Some common examples of such attributes
include texture, intensity, and morphology. Texture can be defined as the spatial
variation of pixel intensities within an image, and is known to be particularly
sensitive for the assessment of pathology [19]. Visual assessment of texture is
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however, particularly subjective. Additionally, it is known that human observers
possess limited sensitivity to textural patterns, whereas computational texture
analysis techniques can be significantly more sensitive to such changes [16]. For
image classification, numerous computer vision algorithms depend on extracting
native characteristics form images. These features are handcrafted with an eye
for resolving explicit issues like obstructions and variations in scale and bright-
ness. The design of handcrafted features often involves finding the right trade-off
between accuracy and computational efficiency [40]. In contrast, deep learning
(DL) methods have a huge potential to replace conventional machine learning
methods for automatically extracting imaging features which are more efficient
and give state-of-the-art performance in a large number of applications already.
In the following, we present a review of methods relying on handcrafted features
and those using DL and analyze the future direction for AI enabled radiomics
in neuro-oncology.
2 Radiomics using Handcrafted Features
A general pipeline for radiomics in neuro-oncology is shown in Figure 1. Dif-
ferent radiomics features are extracted from medical images and then machine
learning classifiers are used to detect diseases such as brain tumor. These ra-
diomics features are either extracted in a hand crafted manner or through DL.
The top layer (Figure 1) shows how handcrafted features are used with different
radiology image inputs. The feature extraction stage (also known as conventional
radiomics approach) relies on selecting features from various domains such as tex-
ture, intensity/density, and frequency (e.g., wavelet). Different machine learning
classifiers ( support vector machines (SVMs) and logistic regression(LR)) are
used for analysis of these features and results are analyzed using performance
parameters (such as accuracy and receiver operating characteristics (ROC)).
Whereas, in deep learning the model chooses the appropriate features, allowing
feature learning, which can then be used directly for classification/regression.
These learned features can also be used with other classifiers such as SVM.
One of the approaches employed to extract radiomic features is called local
binary patterns (LBPs) [4] [17] [21] [45], where binary word encoding is used
to incorporate relationship between pixels and their neighbours. This enables
LBP to detect patterns in the image irrespective of contrast variations. LBP
feature extractor is known for its efficiency in utilizing the computation power,
but its effectiveness reduces with an increase in noise in the image [43]. Another
commonly used method to extract radiomics features is Histogram of Oriented
Gradient (HOG) [50] [57] where the number of oriented gradient occurrences
in certain image regions are counted to create a histogram. Depending on the
application, different regions can be used to capture local shape and edge infor-
mation from the images, which is further converted into a feature vector using
the HOG descriptor. It was found that operating on a larger neighbourhood is
better when using HOG for MR images due to the low intensity variance [41].
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Fig. 1. A pipeline of steps for radiomics in radiology using handcrafted and DL based
features
Table 1. Radiomics in neuro-oncology using handcrafted features.
Method (year) Features Classifier Accuracy/Specificity/Sensitivity)
[45] (2019) LBP SVM 97.02/94.28/98.48
[10] (2019) Discrete Wavelet Transform/Bag of words SVM 100/-/-
[21] (2019) Fusion of LBP, GLCM and GLRL Ensemble 97.14/-/-
[50] (2019)
GLCM+PHOG+Intensity-Based +
Modified CLBP
PSO-SVM 98.36/97.83/99.17
[46] (2019)
GLCM +GLRL + gray level size zone matrix
+ first order statistics + shape descriptors
SVM + LASSO 90/-/-
[57] (2018)
GLCM + GLRL +HOG + neighbourhood
grey-tone difference matrix
RUSBoost ensemble classifier 73.2/-/-
[17] (2018) LBP SVM 95/94/96
[59] (2018)
GLCM + GLRLM features +
Gabor descriptor
SVM 71.02/-/-
[36] (2018) Multiple hand crafted Radiomics Nomogram + ROC 81.52/-/-
[26] (2018)
radiomics signature
(Lasso-Cox regression)
Thresholding 95/-/-
[37] (2018)
statistical+histogram features +
GLCM+GLRLM+GLZLM
Logistic Regression 89/96/85
[48] (2018)
GLCM + GLRL + Fractal Dimensions
+ wavelet filtered GLCM
Logistic Regression 95/-/-
[34] (2018)
statistical + shape-based
+ texture + wavelet
LASSO Cox regression model 82.3/-/-
[19] (2017) Gabor texture descriptor SVM 97.5-92-99
[4] (2017) LBP + HOG Random Forest 83.77/-/-
The first use of gray level co-occurrence matrix (GLCM), a statistical method
used for texture analysis by examining spatial relationship between pixels, was
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recorded in 1973 when Haralick [22] used it to generate state-of-the-art results
in image classification. It works by counting the number of times a certain pair
of pixels in a specific spatial relationship and with similar gray scale values
occur in an image. Recently, GLCM has been widely used for extracting features
for disease classification [21] [34] [36] [37] [48] [50] [55] [57] [11] [13]. Another
commonly used method, Gray Level Run Length Matrix (GLRL) [49], works
on the principle of connectivity and extracts quantitative information (lengths)
of connected pixels in a specific direction. GLRL has also been widely used for
feature extraction in radiomics studies [59].
As a special class of frequency and structure based approaches, Gabor filter
has shown to be popular texture analysis approach, and it has also been employed
to examine MR scans to filter out texture-based features such as, smoothness,
kurtosis, entropy, contrast, mean, and homogeneity. Gabor filter works especially
well for images with uniform patterns. Medical images usually possess pixels with
low variance of intensity levels and uniform orientation. Hence, Gabor filter
may outperform other texture-based descriptors in case it has the capability
to encode narrow bands of occurrences and orientations. Gabor filter is also
good at examining structure differentiation that are caused by cancerous cells in
MR images making it ideal for medical imaging data. For these reasons, these
filters have been used for extracting radiomic features in multiple studies [19]
[39] [59]. Radiomics is also applied successfully in other diagnostic applications,
some recent works are summarized in Table 1 highlighting the features and
classifiers used. After extracting radiomics features by using various descriptors,
a classifier assigns a particular class to the patient image. Most methods (Table 1)
use support vector machine as a classifier. Other methods include least absolute
shrinkage and selection operator (LASSO), random forest and logistic regression.
It is important to observe here that there is a wide array of descriptors available
and hence requires a lot of handcrafting to chose the most appropriate features.
An automated system that can learn features from raw input data could help in
providing more generalized results for the increasing number of radiology studies.
3 Radiomics using Deep Learning
Recently, the most widely used machine learning techniques are based on deep
learning, where various functions are used to transform the data into a hierar-
chical representation [47]. DL has gained wide attention in image categorization,
image recognition, speech recognition and natural language processing, and med-
ical image analysis [8] [56]. One major advantage of DL is the fact that features
are extracted directly from raw data allowing feature learning [27]. DL is also
found successful in solving complex problems with limited data, using transfer
learning wherein a model trained on one type of data is used to train a different
complex task [53]. On the flip side, DL is generally known to be more successful
in solving problems where large data sets are available [27], although methods
that work for limited data are emerging [54].
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There are two popular approaches (Figure 1) used in DL - training a network
and extracting the features to use with a simple machine learning classifier and
training an end-to-end network that incorporates the classification/regression
task in it’s learning. An example of the former is the work by Nie et. al [42].
The authors proposed a multi-channel artificial intelligence enabled radiomics
for predicting patients survival time in neuro-oncological applications . First,
the proposed technique used three-dimensional convolutional neural networks
for extracting high level features from multi-modal MR images. In the second
step, those features along with patients personal details and medical history were
fed to an SVM for predicting the survival time. The proposed method achieved
state-of-the-art results with an accuracy of 90.66%. Chang et. al [14] proposed
an end-to-end trained residual convolutional network to diagnose isocitrate de-
hydrogenase (IDH) mutations in people suffering from grade II-IV gliomas. The
diagnosis of IDH mutations could assist radiologists in the treatment of patients
suffering from gliomas. The network was trained on multi-institutional clinical
MRI data and different techniques like random rotation and zooming was used
to reduce data over-fitting. The proposed network gave an accuracy and area
under the curve (AUC) of 82.8% and 0.90 respectively on training data, 83%
and 0.93 on validation data, and 85.7% and 0.94 on testing data respectively.
This artificial intelligence based radiomics is currently considered as the largest
study for the prediction of IDH mutations. In [33] proposed deep learning en-
abled radiomics for survival prediction of patients suffering from glioblastoma
multiforme. The proposed technique used transfer learning for predicting pa-
tients survival. The features were extracted from MR images using conventional
and deep learning methods. The features extracted from deep learning were fed
to LASSO Cox model for predicting patients survival. The proposed technique
also required demographic information such as age and Karnofsky Performance
Score. The technique has some limitations as it was designed for small dataset
and, also the relation between features and patients genetic details were not
investigated. The results showed that deep learning based radiomics achieved
better prognosis than conventional machine learning based radiomics.
There are various methods reported in literature related to brain diseases
that are based on both conventional features and DL based methods [7] [24]
[25] [15] [9]. In [58], authors combines fully convolutional neural network with
conditional random field (CRF). The technique used image patches for training
fully convolutional neural network and 2D image slices: coronal, sagital and axial,
for training CRF as recurrent neural network. Then image slices were used to
fine tune both networks. The experiments were carried out on BraTS 2013,
2015 and 2016 data sets [38] [12]. This study trained three segmentation models
using both image patches and slices, and it has been observed that slice by slice
segmentation was computationally more effective than segmentation using image
patches. This method worked well for 2D images but did not perform well for
3D volumes. Cascaded anisotropic convolutional neural networks were employed
to segment multi-class brain tumor [52]. The developed technique treated all
three classes (core, enhancing, and whole) separately, and three different network
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Table 2. DL based radiomics approaches in neuro-oncology.
Method (Year) Dataset Architecture Task Performance parameter
Nie et al. (2019) Clinical (Glioma) Images CNN + SVM Survival prediction Accuracy: 90.66%
Chang et al. (2018) Clinical MR Images Res-Net IDH phenotype prediction
Accuracy: 89.1%
(AUC = 0.95)
Zhao et al. (2018) BraTS CNN+ CRF-RNN Tumor segmentation
DSC: Whole-0.82,
Core-0.72, Enhanced-0.62
Wang et al. (2017) BraTS 2017 Cascaded CNN Tumor segmentation
DSC: Whole-0.87,
Core-0.77, Enhanced-0.78
Alex et al. (2017) BraTS 2017 CNN + Texture Features Tumor segmentation
DSC: Whole-0.83,
Core-0.69, Enhanced-0.72
Havaeiet al. (2017) BraTS 2013 Cascaded CNN Tumor segmentation
DSC: Whole-0.81,
Core-0.72, Enhance-0.58
Lao et al. (2017) Clinical data CNN + LASSO Cox Overall survival C-index=0.739
Liu et al. (2017) BraTS 2015 CNN Tumor segmentation DSC: Core-0.75, Enhanced-0.81
Kamnitsas et al. (2017) BraTS 2015 3D-CNN + CRF Tumor segmentation
DSC: Whole-0.75,
Core-0.72, Enhanced-0.898
architectures were designed and concatenated. Anisotropic network was designed
to resolve model complexity arising from the use of large receptive fields. Residual
connections were employed for robust training and segmentation performance.
The model was tested on BraTS 2017 dataset [12] and achieved the dice scores
(DSC) of 0.7831, 0.8739, and 0.7748 for enhancing, whole, and core tumor regions
respectively. The experiments showed that this setup has made training easier
and reduced false positives. But this technique is not end-to-end and consumes
more time in training and testing than other techniques.
A 23-layered fully convolutional neural network was proposed for segmen-
tation of gliomas from MRI [6]. Texture analysis including first order texture
features and shape-based features was used for the prediction of patients sur-
vival. The designed algorithm was trained on 2D slices extracted from patients
MRI volume. The proposed network gave the survival prediction accuracy of
52% and 47% on BraTS 2017 validation and testing dataset respectively. The
achieved DSC on BraTS 2017 for whole tumor, tumor core and enhanced region
was 0.83, 0.69 and 0.72, respectively. A novel CNN architecture was proposed
which incorporated both dual pathway and cascaded architecture for radiomics
in neuro-oncology [23]. The output of cascaded architecture was fed to dual path-
way network improved prediction accuracy. The convolutional neural network
predicts labels independent of its neighboring pixels which limits its capability
for producing accurate results. The cascaded architecture output made it pos-
sible for the proposed CNN to incorporate the influence of neighboring pixels.
This variation of convolutional neural network increased the speed by 40 folds
and incorporated both local and global features. The fully connected layer of
the proposed network architecture was designed in convolutional manner. Two
phase training technique was used for accurate delineation of brain tumor and
it was tested on BraTS 2013 dataset. The proposed architecture worked well for
two-dimensional data but slows down in case of three-dimensional data.
An algorithm was devised using convolutional neural network for segmen-
tation of brain metastases from MRI [35]. Image patches were fed to the net-
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work for voxel-wise classification which made the setup efficient for segmenting
small lesions. Although the network was designed for mono-modality imaging,
nonetheless it was also tested on multi-modality dataset (BraTS), where DSC
values of 0.75 and 0.81 were achieved on core and enhanced tumors, respectively.
The network was trained on pre-defined parameters which made it more robust.
The performance of this network architecture could be improved by readjusting
patch size and hyper-parameters, however. This AI-enabled radiomics in neuro-
oncology could help in treatment strategy planning for brain metastases. In [29],
authors proposed deepmedic platform, a dual pathway network incorporating lo-
cal and global features, for segmenting brain tumors. Conditional random fields
were used as a post-processing step to reduce the number of false positives. An
improvement to deepmedic was proposed using residual connections, and per-
formance was evaluated on a small dataset (BraTS 2015) to make this approach
more flexible [28]. This simplified approach achieved good results on BraTS 2016
as well, where DSC score by using 75% of the data was 91.4, 83.1 and 79.4 for
whole tumor, core, and enhanced tumor regions. Table 2 gives a summary of
the methods in segmentation and prediction. Although the results of DL are
promising, the methodology suffers with the black box paradigm. The feature
learning process is still not transparent and the aim of achieving generalization
is still to be achieved.
4 Discussion and Conclusion
AI-enabled radiomics is making significant progress in neuro-oncology and simi-
lar applications, with performance better than conventional approaches. It aids
radiologists in making an accurate prognosis leading to better treatment strat-
egy. An important consideration is finding the right hand-crafted features, as
the results have shown that these features can significantly effect the overall
outcome of the method. A possible solution to this impediment is to use DL
which is known to learn the right features in an automated fashion, when a
reasonable amount of training data is present. It is observed that DL based
methods are able to produce state-of-the-art results. Both radiomics and DL
fields are currently developing at a very fast pace. It is believed that they will
work together in future resulting in the development of AI enabled radiomics
that will transform not only prognosis and diagnosis, but also how treatment
planning and analysis of disease recurrence works in oncology.
Various tumor types may appear similar on radiology images, but the molec-
ular characteristics of different malignant parts vary. Moreover tumor phenotype
changes with the passage of time, hence biopsies cannot provide much informa-
tion. Hence, personalized medicine predicts different results and more effective
treatments, in the light of improved serum, tissue, and imaging bio-markers [51].
Radiomics can assist by evaluating the imaging bio-markers that would iden-
tify the tumor signature clearly and hence show the tumor function and evolu-
tion. These statistics will help multi-disciplinary oncology members to develop a
highly personalized curative plan for individuals based on the information of ex-
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actly how that specific patients cancer is expected to behave. Interpretable DL
will help in identifying the right radiomic features improving upon the hand-
crafted features based methods. For precision and accuracy in this challenging
area, more interpretation and explainability is required for the underlying DL-
based models.
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