We consider the problem of finding a set S of vertices (code) of the Boolean n-cube having cardinality 2 n−k and intersecting with maximum number of k-dimensional faces. We prove that the ratio between the numbers of the k-faces containing codewords and all k-faces is less than 1 − 1+o(1) √ 2πk as n → ∞ for sufficiently large k. The solution of the problem in the class of linear codes is found. For n = 2 k − 1 the best ratio is reached on 1-error correcting Hamming codes. Connections between this problem and an efficiency of quantization are discussed.
I. INTRODUCTION
Quantization is the important stage for lossy compression of real data (image, speech). From the nature of the things a part of data values is on the edges of the quantization intervals. The last bit of such value is the least significant one for the quality of quantization. A special method for choosing this least significant bits is used for data hiding in image and video [5] .
It is possible to utilize this redundancy for data compression [2] . Consider an n-tuple consisted of the last bits of quantized values. Suppose that each n-tuple contains negligible bits. Let C be some code with cardinality 2 n−k and let for each ntuple there exists a codeword such that this n-tuple and the codeword differ only in negligible bits. We will transmit the codeword (rather its number) instead of the initial n-tuple. So, we will truncate k bits of the n-bit message.
Consider a mathematical formulation of the problem. Let F n 2 be the set of binary vectors of length n (hypercube). We would like to construct a minimal code such that for any binary n-tuple v and for each set of k positions (that contains the least significant bits) there exists a codeword u such that v and u can differ from each other only in these k positions. I.e., the k-face defined by these positions contains a codeword. We need either to find such code (covering array) with the least cardinality or to fix a cardinality of the code and to maximize the number of the fit positions. Note that this problem is different from the construction of covering codes. A code C is called k-covering code if for every n-tuple there exists a codeword which is different in certain k positions. But we going to maximize the number of the fit k-sets of positions.
A perfect solution for the problems written above would be a set of codewords containing only one element of each k-face of F n 2 . Such sets have cardinalities 2 n−k and are called MDS codes. For the q-ary hypercubes (q is a prime power), there are MDS codes with several code distances. If the cardinality of an MDS code is q n−k then the code distance is equal to k + 1. But in the Boolean hypercube, there exist only two nonequivalent MDS codes: the parity check code (k = 1) and the pair of antipodal vectors (k = n − 1), for example, 0 and 1 [1] . Consequently, we need to find approximate solutions.
A subset T of the hypercube is called a binary covering array CA(|T |, n, k) with strength k if for each v ∈ F n 2 and for any k positions there exists u ∈ T such that v and u can differ only in these k positions. A survey of constructions and bounds for cardinalities of covering arrays can be found in [3] . At this moment, exact bounds are obtained only for small n or for k = 1, 2, n − 2, n − 1 and an arbitrary n. If n > k + 1, the cardinality of minimum covering array F (n, k) is greater than 2 n−k−2 (2 + log(k + 2)) and F (n, k) ≤ 2 n /(k + 1). Moreover, it is known that F (n, k) 2 n−k log n as n → ∞ and n − k is fixed. With the exception of the parity check code mentioned above, linear codes are not useful as binary covering arrays because any other proper linear code does not intersect with some n 3 -faces. We will consider a bit different mathematical problem: to construct a partial covering array S k ⊂ F n 2 , |S k | = 2 n−k with the following property: the number of k-faces containing elements of S k is as large as possible. Denote by ν k (S k ) the ratio between the number of k-faces that contain elements of S k and the number n k 2 n−k of all k-faces. We prove that max ν k (S k ) ≈ 1 − 1+o(1) √ 2πk as n → ∞ for sufficiently large k. For application in information transmission a device or algorithmic function that performs a quantization must be costeffective. For example, linear codes are easily implemented. We find precise value of max ν k (S k ) for linear sets as n = 2 k − 1 and construct corresponding S k .
Another approach to study suitability of linear codes for similar tasks was developed in [4] .
II. MAIN RESULTS
In the beginning, we consider a random subset T of the hypercube with cardinality 2 n−k . We suppose that the elements of T are selected independently. Since the probability of any k-face Γ equals 1/2 n−k , the probability Pr(T ∩Γ = ∅) equals (1 − 1 2 n−k ) 2 n−k . Proposition 1: lim n→∞ Eν k (T ) = 1 − 1/e, where T ⊂ E n is a random set, |T | = 2 n−k , and k is fixed.
Define ν k (n) = max ν k (S) where S ⊂ F n 2 , |S| = 2 n−k . Using Fourier transform and properties of Krawtchouk polynomials we can prove the following theorem. are the check matrices for C 1,m , C 2,1 , C 2,2 and C 3,1 respectively. We can prove the following theorem by considering minors of check matrices.
Theorem 2: For fixed k and n = m(2 k − 1) the maximum value of μ k (C k,m ) corresponds to the code C k,m .
By linear algebra it is routine to prove the following proposition.
Proposition 2:
It is possible to calculate that ν 2 (C 2,1 ) = 1, ν 3 (C 3,1 ) = 9/10, ν 4 (C 4,1 ) = 10/13.
Define ν k (C) = μ k (C)/ n k . Obviously, ν k (C) is a lower bound of ν k (C). Then ν k (C k,1 ) = (2 k − 1)(2 k − 2)(2 k − 4) · · · (2 k − 2 k−1 )/(2 k − 1)(2 k − 2)(2 k − 3) · · · (2 k − k) and lim k→∞ ν k (C k,1 ) ≈ 0.2888.
As we can see from Proposition 1 the best (for our task) linear code is not better than a random set as k is large. But if k is a small integer than the best linear code is tight to the best unrestricted code. Problems to find the best unrestricted code or to find an asymptotic of its cardinality are open.
