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Abstract 
Shampine, L.F., Ill-conditioned matrices and the integration of stiff ODES, Journal of Computational and 
Applied Mathematics 48 (1993) 279-292. 
Popular methods for the integration of a stiff initial-value problem for a system of ordinary differential 
equations (ODES) require the solution of systems of linear equations. It is shown that the matrices are very 
ill-conditioned. Implicit linear multistep methods (LMMs) can be evaluated accurately by iteration, even when 
the matrices are very ill-conditioned. Although semi-implicit methods do not involve iteration, it is observed 
that codes based on these methods cope with ill-conditioned matrices about as well as codes based on LMMs. 
An explanation is provided for this fact. 
Keywords: Stiff, ordinary differential equations; backward differentiation formulas; Rosenbrock methods; 
extrapolation; semi-implicit. 
1. Introduction 
The popular methods for the solution of a stiff initial-value problem for a system of ordinary 
differential equations (ODES) 
Y’ =f(y), fo r a G<X 6 b, y(a) given, (1) 
all involve the solution of systems of linear equations. It is seen in Section 2 that the matrices of 
these systems have the same form. A difficulty in discussing the implications of stiffness for 
these matrices is that the concept of stiffness itself is somewhat vague. In Section 3 some 
characteristics of stiff problems that are widely accepted are used to define stiffness, and then 
it is proven that the matrices are almost always ill-conditioned. Despite this, the better codes 
are able to solve the differential equations efficiently. It is well known that iteration and a 
proper formulation of the method make it possible to evaluate implicit linear multistep 
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methods (LMMs) accurately enough for the integration to succeed without having to solve the 
linear systems accurately. The usual informal justification of this is firmed up in Section 4 by 
applying some results of [18]. Formulating semi-implicit methods like Rosenbrock methods and 
extrapolation methods in an analogous way reduces the accuracy required of the solution of the 
linear systems. However, these methods do not involve iteration, so the results of Section 4 
cannot account for the fact that codes based on these methods do not seem to suffer from 
ill-conditioned matrices much more than codes based on implicit LMMs. Our principal goal is 
to understand this. In Section 5 it is shown that the linear systems are not ill-conditioned with 
respect to perturbations of their right-hand sides. The folklore of Gaussian elimination with 
partial pivoting says that it always produces a solution with a “small” residual. If this be the 
case, the results of Section 5 show that the linear systems will be solved with acceptable 
accuracy, despite the matrices being ill-conditioned. Numerical experiments with a variety of 
codes, but especially with codes based on extrapolation of the semi-implicit midpoint rule, are 
reported in context. 
2. Some popular methods 
Undoubtedly the most widely used methods for the solution of stiff problems are implicit 
LMMs, and more specifically, the BDFs (backward differentiation formulas). Some codes based 
on such methods are described in [g-lo]. For our purposes the methods can be exemplified by 
the lowest-order BDF, the backward Euler formula 
Y n+l ‘Y, + WXY,,,). (2) 
It is used to advance the integration from an approximation yn of the solution of the 
differential equation at x, to an approximation ynfl of the solution at x,+ 1 =x, + h. The 
algebraic equations for y, + , are solved iteratively by a simplified Newton iteration 
Y (m+l)=yn +h[f(y;“,‘,) +J(y;y;“-y;m,‘,)]. ntl (3) 
Each iteration involves the solution of a linear system with matrix Z - hJ where J is an 
approximation to the Jacobian f,,(yn+ l ). For the higher-order BDF, the matrix has the form 
Z - hyJ with a y characteristic of the formula. 
Rosenbrock methods are linearly implicit methods that involve f, as well as f. There are a 
number of variations on the theme; a popular variant solves successively s linear systems with 
the same matrix to obtain “stages” ki: 
(Z-hyf,(yn))k, =f( i-1 ] ;,;: y,+h C~~i,jkj +hJxp,,jkj, i=l,...,s, 
j=l 
and then y,,+r is formed as a linear combination of y,, and the stages 
Y n+l =y, + h i r,k,. 
i=l 
Some codes based on Rosenbrock methods are described in [9,12]. 
Extrapolation of a simple linearly implicit formula such as the semi-implicit Euler formula or 
the semi-implicit midpoint rule makes use of a matrix J -f,,( y,). Some codes based on such 
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methods are described in [l-3,9,14,15]. The developments of this paper are presented in terms 
of a specific, important method, namely the extrapolated semi-implicit midpoint rule of [l]: to 
advance from X, to x,, 1 =x, + H, a number of subintegrations are done with the semi-im- 
plicit midpoint rule and then the results at x,+ 1 are combined via extrapolation to obtain an 
approximation there of high order. In each subintegration an integer 2m is selected and a step 
size h = H/(2m) is defined. Each subintegration with step size h involves solving a number of 
linear systems with the same matrix: 
?lo =y,7 (5a) 
(I- W)rli = rlo + h(.fbo) -ho)> (5b) 
and for k = 1,...,2m, 
(I- W)r)/C+i = V+W)r),-, + 2h(f(s,) -Jq,J. (5c) 
The basic approximation to y(x,+i) is qZrn, but the smoothed approximation 
s 2m = i(r12m+l +r12mA (54 
suggested by Bader, has the same order and superior stability. Because it has an asymptotic 
error expansion of the same form as qZrn, it can be used for extrapolation in the same way. 
3. Condition of the matrices 
To understand the solution of the linear systems that arise in the numerical integration of 
stiff ordinary differential equations, it is necessary to understand what is special about their 
matrices. Although there are different interpretations of stiff systems and special cases in both 
analysis and practice, some generally accepted characteristics are described in this section. An 
example and test sets of problems are cited that illustrate these characteristics; they were used 
in our numerical experiments. After making precise what we mean by a stiff problem, we prove 
that the matrices that arise are almost always ill-conditioned. A great deal of experience says 
that the better codes cope with this ill-conditioning somehow, and some results to this effect 
are reported. 
In [lo] numerical results are presented for a test problem of Robertson that describes the 
concentrations of three reacting species. This problem is 
y; = -0.04 y, + 104y2y3, Y,(O) = 1, 
y; = 0.04 y, - 104y,y3 - 3 * lo7 y;, y2(0) = 0 
y; = 3 . lo7 y;, y3(0) = 0: 
The solution tends (slowly) to a constant steady state with y(m) = (0, 0, l>T. Because all popular 
numerical methods are exact for a constant solution, any code based on one of these methods 
should increase the step size steadily to very large values as t + ~0. In the computations of [lo], 
the integration goes to t = 4 * lOlo, and the step size used by their BDF code increases to 
2.86. 109. We shall repeatedly refer to this illuminating example. 
Like many other workers in the field, we used the two sets of problems [5,6] (with the 
refinements of [13]) for our experimental investigation of the effects of ill-conditioning when 
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solving stiff problems. These sets include the Robertson problem and other problems that 
exemplify the kinds of problems generally considered to be stiff. In theoretical work, attention 
is focused on the (approximation to the) local Jacobian J, and particularly on its eigenvalues, 
because of their significance for the stability of the problem and the numerical method, cf. [8,9]. 
It is usual to assume that the N X N matrix J has N linear independent eigenvectors z@ 
with corresponding eigenvalues Ai. Let us suppose that the eigenvalues are ordered so that 
o< IAil < IA21 G *.. < I&l, 
and define the matrix I/= [v(l), Y(~), . . . , zJN)] Stiffness does not depend merely on the . 
eigenvalues of the local Jacobian. At a given point in the integration there is a step size h 
appropriate to the local smoothness of the solution and the discretization error of the method 
used. It is now generally accepted that for the problem to be stiff at this point in the 
integration, the eigenvalues of J must all belong to one of two classes: 
Class I: I hh, I < +, 
Class II: A, is not in Class I and Re(Ai) < 0. 
It is possible for Class I to be empty; the most common example is the degenerate case of a 
single differential equation. However, for the problem to be stiff, there must be at least one 
eigenvalue in Class II that is “big”: 
Class IIB: Re(hA,) -=K -1. 
As t -+ w, the Jacobian for the Robertson problem tends to 
-0.04 lo4 0 
J(W) = 
[ 
0.04 -lo4 0 * 
0 0 0 1 
The eigenvalues are easily found to be 0, 0, - lo4 - 0.04. As noted earlier, with any reasonable 
method the step size h appropriate to the local smoothness of the solution will become 
unbounded as the integration proceeds. Accordingly, there are two eigenvalues in Class I and 
one in Class IIB. For later use we observe that there is a complete set of eigenvectors. 
Normalized so that the maximum component of each eigenvector has magnitude 1, the matrix 
V with columns that are eigenvectors of J(m) is 
0 1 1 
V-= 0 
i 
4.10-e -1 . 
1 0 0 1 
All the popular methods, like the BDFs, Rosenbrock methods, and extrapolation of the 
semi-implicit Euler method or the midpoint rule, require the solution of linear systems with 
matrices of the form I - hyJ. Here J is the Jacobian f&x, y(x)> or a good approximation to 
this matrix. The quantity y depends on the method and in the course of taking a single step, 
matrices with several different y might arise. Now that we have a reasonable definition of when 
a problem is stiff, we can prove that the matrices are almost always ill-conditioned. 
Theorem 1. Suppose that at some point x, in the integration of (1) the problem is stiff in the sense 
that the smoothness of the solution y(x) and the method used permit a step size h for which every 
eigenvalue Ai of J =f,(y(x,)) . 1s in either Class I or Class II and there is at least one eigenvalue in 
Class IIB. If Class I is not empty, the condition of the matrix M = I - h yJ satisfies 
K(M)= IIM-lIIJIMII >$maxIl-hyA,I =+lhyA,I ~1. 
i 
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Proof. The eigenvalues of M are 1 - hyh,. Because there is an eigenvalue in Class IIB, we have 
llMll ap(M)= mf3xll-~y~,I = IbAN ~-1. 
The eigenvalues of M-’ are (1 --!~yh,)-~. It is easy to see that if Ai E Class I, then 
Consequently, if there is an eigenvalue in Class I, we have 
II A!-’ II >&kP) 3 5. 
Combining the two lower bounds gives the desired result. 17 
The theorem says that the matrix M is ill-conditioned whenever the problem is stiff and 
Class I is not empty. The only common case of an empty Class I, a single equation, is simply not 
interesting in the present context of solving linear systems. Moreover, it is easy to see that even 
when Class I is empty, M will be ill-conditioned unless all the eigenvalues are in Class IIB and 
all are of about the same size. These are such special situations that in what follows we shall 
say that the matrix M is almost always ill-conditioned when the problem is stiff. 
In the computations of [lo], the matrices that arose as the solution approached steady state 
had to become very ill-conditioned for the precision they were using. With the reported step 
size of about lo9 and a dominant eigenvalue of magnitude about 104, the approximate lower 
bound for the condition in any norm is about 1013. The computations were done on a machine 
with about fourteen decimal digits of precision, so according to the usual rule of thumb [21, 
p.1181 about the accuracy of solving linear systems, only one digit or so of the solution might be 
expected to be correct. Despite this, the numerical integration is successful, as it is with the 
other stiff problems they solve. This is in accordance with a great deal of computational 
experience with BDF codes. 
The Rosenbrock code of [12] monitors the condition of the matrices that arise in the 
integration and reduces the step size as necessary to keep an estimate of the condition less than 
lOlo on a machine with about fourteen decimal digits. It was reported that “. . . the question of 
ill-conditioning seems not to be serious”. The condition estimator employed in this code is an 
inexpensive one convenient in the special circumstances of the implementation and method. 
The general-purpose condition estimator of LINPACK [4] was used both to verity the quality of 
this special estimator and to study the ill-conditioning of the matrices that arose in the 
numerical experiments of [12]. Similar computations were done for the present investigation 
using a code SIMP [14,15] based on extrapolation of the semi-implicit midpoint rule. With both 
kinds of monitor and with both kinds of code, very ill-conditioned matrices were observed, in 
agreement with Theorem 1. Despite this, both kinds of code were able to solve the stiff 
problems effectively. 
The SIMP code used for our experiments solves its linear systems with subroutines from 
LINPACK. In particular, factorization of a full matrix is accomplished with SGEFA. For 
experimental purposes this routine was replaced with SGECO, a code that first does an 
internal call to SGEFA and then estimates the condition of the matrix. SGEFA has no failure 
exits, but it does report when a pivot element is numerically zero. In such a case, the SIMP 
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code reduces the step size and tries again. SGECO computes the reciprocal of an estimate of 
the condition, and if this quantity is less than a unit roundoff, the matrix is said to be singular 
to working precision. It was found that there were many cases when the condition estimator 
recognized that the matrix was singular to working precision, but because no pivot element 
vanished, SIMP used the factorization obtained by SGEFA and the integration proceeded 
without difficulty. Moreover, altering the code to reduce the step size whenever the condition 
estimator said the matrix was singular to working precision degraded notably the efficiency of 
the code. This experience with extrapolation of the semi-implicit midpoint rule is consistent 
with that reported in [l, p.3891. 
The lower bound on the condition of I - hyJ given in Theorem 1 is proportional to the step 
size when the problem is stiff; this suggests that reducing h will reduce the condition. In taking 
a step of size H, extrapolation methods perform a sequence of subintegrations with successively 
smaller step sizes h. We might expect that the matrices I - hyJ would become better 
conditioned at each subintegration. This expectation was amply verified in our computations 
with SIMP. Indeed, when the largest step size resulted in a very ill-conditioned matrix, the 
reduction in condition was approximately proportional to the reduction in the step size. 
4. Reformulation 
It is well known [ll] that a proper formulation of the simplified Newton iteration for 
evaluating implicit LMMs makes it possible to cope with ill-conditioned matrices. We firm up 
the usual informal justification of this by applying some results of [18]. There is no analog for 
semi-implicit methods, because they do not involve an iteration. Still, there is a valuable lesson 
to be learned that can be applied to semi-implicit methods - a proper formulation reduces the 
accuracy required of the solution of linear systems. 
The way to proceed with LMMs is illustrated by rewriting (3) as 
(~-q(y~“c;l)-yji”+)l) = (Y, +hf(y:“l:)) -Y,% (6) 
Notice that the right-hand side here is the residual of yim+)i in the algebraic equation (2). The 
iteration is started by using an explicit formula to predict an approximation yA”il to y,+i. With 
the usual predictors a (small) multiple of the difference between yi?i and the iterate accepted 
as y,,+ 1 provides an estimate of the discretization error of the step. Because of this, yL?i 
usually agrees with y,+ 1 in a leading digit, and perhaps in several digits. Correspondingly, 
successive iterates agree in some of their leading digits and their differences are small in a 
relative sense. These observations imply that when the difference y:m+: ‘) - y,$)l is added to 
yim+)i to form yL:T’), some of the digits of the difference do not participate in the addition. 
Because the difference is the result of the solution of a system with an ill-conditioned matrix, 
some of its lower-order digits may not be correct. However, if these digits do not affect the next 
iterate, it does not matter whether they are correct or not. As long as a few correct digits can 
be obtained from the linear equation solver, it is possible to evaluate the implicit formula 
accurately by iteration. This formulation of the task is to be contrasted with that of (3). The 
accuracy of the iterate is then limited directly by the accuracy of solution of the linear system. 
Skeel [18] proves that iterative refinement, even in the working precision, stabilizes Gaussian 
elimination with partial pivoting in a very strong sense. The simplified Newton iteration for the 
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evaluation of an implicit multistep formula is a kind of iterative refinement when written in the 
form (6) involving a residual. The matter receives little comment, but iteration is used in the 
popular codes even when f is linear (so that linearization is exact and the formula is evaluated 
exactly by solving a single linear system). When f is linear, it is easy to see that the iteration (6) 
is precisely an iterative refinement of the solution of a system of linear equations carried out in 
the working precision. Skeel’s result says that when f is linear, the formula can be evaluated 
accurately, even though the systems have very ill-conditioned matrices; we expect that much the 
same will be true when f is nonlinear. 
In [l] the computation (5) was rearranged so as to compute directly the difference A, = r)k+l 
- qk between successive solutions in a subintegration. The computation is then 
rlo =y,, 
A,= (I-hJ-‘hf(qo), 
and for k = 1,. . . ,2m - 1, 
,,k =qk-l +Ak-1, 
A, =A,_, + 2(z-hJ-1[hf(qk) -Ak-~I. 




A 2m = v-~)-1[~f(s2?J -A,,-II 7 
s,, = rl2m 42nl. 
m 
PM 
When the problem is stiff, the solution y(x) is slowly varying over a step of size H. Because of 
this, the successive qk = y( X, + kh) do not differ much. This implies that the lower-order digits 
in the computed A,_, do not participate in its addition to qk-1 to form ?jk, and accordingly, it 
does not matter whether these digits are correct. By reformulating the algorithm to compute 
differences rather than the qk directly, the accuracy required of the solution of the linear 
system is significantly reduced. 
Bader and Deuflhard had another reason for their reformulation: it is significantly cheaper 
because a matrix identity makes it possible to avoid multiplication by J each time an qk is 
computed. In the context of Rosenbrock methods, Wolfbrandt [22, p.901 and others have 
similarly reformulated the methods so as to avoid a multiplication by J each time a stage ki is 
computed. When this is done, (4) is replaced by an equation of the form 
i-l i-l 
qi =Yn + h C ai jkj> 
j=l ’ 
(I-hyf,(Yn))ki =f(qi) + C bi,jkj* 
j=l 
Sometimes Rosenbrock methods are written in terms of calculating the qi, but it is better to 
write them in terms of calculating the stages ki. As with extrapolation, the vi approximate the 
solution of the differential equation at points between X, and x,,+r, and when the problem is 
stiff, they differ little from yn. Accordingly, the stages are added to quantities that are normally 
rather larger. If the difference in size is great enough, inaccurate lower-order digits in the 
stages will have no effect on the vi nor on Y~+~. 
286 L. F. Shampine / Integration of stiff ODES 
5. Accurate solution of the linear systems 
In Section 3 we presented both theoretical and experimental results to the effect that the 
matrices of the linear systems arising in the solution of stiff problems are almost always 
ill-conditioned. Despite this, a great deal of experience says that the better codes cope with this 
ill-conditioning. Indeed, reducing the step size so as to reduce the ill-conditioning of the matrix 
appears to reduce the efficiency of these codes. The devices taken up in Section 2 account for 
the success of codes based on implicit LMMs. By reducing the accuracy required of the solution 
of linear systems, they contribute to the success of codes based on semi-implicit methods, but 
this success cannot be explained by these devices alone. An explanation is foreshadowed in a 
“Remark” in [l] which includes the following: “The authors do not favour any monitoring 
devices that involve any condition number of the matrix (I - &I). In fact, typical linear systems 
arising from extremely stiff ODE systems usually exhibit extremely ill-conditioned matrices 
occurring in nevertheless well-conditioned linear systems.. . The peculiarity of such systems is 
that in the singular limiting case.. . the right-hand sides remain in the column space of the 
matrix.” A number of authors, see, e.g. [17-201, have investigated the condition of a linear 
system as contrasted to the condition of its matrix. It is easy enough to apply their results a 
posteriori, the difficulty is in gleaning enough information about the right-hand sides in a 
particular context to be able to apply the results a priori. It is to be expected that any approach 
to the study of the condition of a system of linear equations will be more convenient in some 
contexts than others. In this section we develop an approach that allows us to demonstrate that 
the linear systems arising in the present context are not ill-conditioned, even though their 
matrices are. 
With the exception of very large systems, Gaussian elimination with partial pivoting is the 
method of choice in present codes, so our attention is restricted to this method. The nature of 
the method is such that small residuals are expected and found in practice. An extremely strong 
statement to this effect is found in [7, p.401: “Gaussian elimination with partial pivoting is 
guaranteed to produce small residuals.” Of course, the authors immediately qualify this 
statement, but it is fair to say that one generally expects this method to produce a solution x* 
of MX = b with a residual r = b - Mx” that is about as small as could be expected in the 
precision available. Skeel [18] establishes a result of this kind. 
Our experimental work was done in single precision so that residuals could be computed 
accurately in double precision. In solving the two sets of test problems cited earlier with the 
extrapolation code SIMP, the residual r was computed after every solution of a linear system 
and its L, norm was compared to the L, norm of the right-hand side. This particular norm was 
used because the LINPACK condition estimator was also applied to every matrix M, and it 
provides an estimate in this norm. In most cases the norm of the residual was smaller than one 
unit of roundoff in the norm of the right-hand side. This surprising observation is mainly due to 
the computations being done on a microcomputer with the Intel 80387 math coprocessor - 
intermediate computations may be done with some extra digits of precision - and partly due 
to the small sizes of the systems considered. When the residual amounts to only a few units of 
round-off in the right-hand side, there is really nothing more to say about the accuracy of the 
solution of the linear system, because it is as accurate as we might hope to obtain. In the 
experiments the residuals were not always so small - 10 units of roundoff was not uncommon, 
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100 units was not rare, and still larger residuals were observed - so we must look more deeply 
into the effects of ill-conditioning. 
Gaussian elimination with partial pivoting is expected to produce an approximate solution 
x* of Mx = b with a “small” residual r = b - Mx”. This approximate solution is the exact 
solution of the perturbed system MX * = b* where b * = b - r is “close” to b. When M is 
ill-conditioned, x* need not be “close” to x in general, but the circumstances here are special. 
We shall prove that in a suitable norm, the solution of the linear systems studied here is 
well-conditioned with respect to perturbations of b, so that X* is indeed close to x. 
To study the stability of the linear system MX = b and related questions in this section, let us 
recall our assumption that J has a complete set of eigenvectors ZJ@) that we assemble as the 
columns of a matrix V. We also assumed that the eigenvalues Ai are ordered by magnitude. 
Although other norms might be used, we are specific and assume the maximum norm unless 
stated otherwise. It is convenient to work with the norms 
IIwIIv= II~-1wl139 and IIAIIV= IIV-‘AVll,. 
Theorem 2. In the circumstances of Theorem 1, if M is nonsingular, x is the solution of Mx = b, 
and x * is the solution of Mx = b *, then 
Ilx-x”ll~~2llb-b”l~~. 
Proof. Let D = T/-‘MV= diag{l - hyh,}. Then, 
IIMp1 lIv= IID-l(l,= max 
i (1-hyh,I ’ 
When hi E Class II, we have Re(hyh,) < 0, and a general inequality gives us 
When Ai E Class I, it is easy to see that 
All Ai belong to one of these classes, so 
llx-x*llv,< llM-‘Ilvllb-b*ll~~2llb-b*~I~. 0 
In the norm of the theorem, the linear systems are well-conditioned in an absolute sense 
with respect to perturbations of the right-hand side. Of course the norm plays a role here. In 
the usual manner the inequality can be used to derive an inequality in any other norm with the 
condition of the matrix I/ of eigenvectors appearing in the inequality 
/Ix--x*11 <2K(l/)I~b-b*)[. 
By way of illustration, it is easy to invert the V given earlier for the Robertson problem to find 
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and then calculate K,(V) = 4/(1 + 4 * 10P6). In this particular case, the linear system is quite 
well-conditioned with respect to perturbations of b in the maximum norm, too: 
Gaussian elimination with partial pivoting is not guaranteed to produce a solution with a 
“small” residual when the matrix is ill-conditioned, but experience leads us to expect that it 
will. We have seen that in a suitable norm, a “small” residual in this context implies a 
numerical solution that is “close” to the true solution. Taking account of the role of the norm, 
these results and experience with elimination lead us to expect considerable accuracy of the 
numerical solution even when the matrix is ill-conditioned. In the formulations of Section 4, the 
solution x of the linear system represents a small correction to a quantity that is @cl), so 
absolute error may be an appropriate measure of the accuracy of X. Nevertheless, considerable 
insight is obtained by investigating relative errors, so we do this next. 
The inequality on the absolute error leads immediately to 
IIx--x*Ilv<2 lib-b*llv llbllv 
I! x II v 
\ 
Ilbllv Il~llv’ 
This says that the linear system will be conditioned reasonably well in a relative sense provided 
that 1) x )I v is not “small” compared to I] b )I v. The linear system MX = b is equivalent to the 
uncoupled system (VP1kV)(V-‘x) = Dz = I/-lb = p where D = diag{l - hrh,), z = ( zj), and 
/3 = (Pi>. Obviously zj = p,/(l - hhj). In the proofs of Theorems 1 and 2, we found that for 
Aj E Class I, the ratio I zj/pj I here must lie in the range [i, 21. In contrast, for hj E Class IIB, 
the ratio I zj/pj I = l/ 1 hAj I -=x 1. In the maximum norm, the only way that z can be “small” 
compared to /3 is for j3 to consist almost exclusively of components in the directions of 
eigenvectors corresponding to eigenvalues in Class IIB. Correspondingly, the only way II x II v 
= ]I z Ilm can be “small” compared to (I b )I v= II p II m is for b to consist almost exclusively of 
components in the directions of eigenvectors correspondingly to eigenvalues in Class IIB. 
Although this examination of the components of the uncoupled system is more illuminating 
in the present context, a theorem may be of some general interest. 
Theorem 3. Consider the solution of Mx = b when the nonsingular matrix M has linearly 
independent eigenvectors v@), i = 1, 2,. . . , N, and corresponding eigenvalues pi ordered so that 
0 < 1 PI 1 < 1 p2 1 < . . ’ < ( pN 1. Let I/= [u”‘, d2), . . . , dN)], and let the vector norm II w II v = 
((I/-‘wll,. For k= 1, 2 ,..., N, let Pk b be the projection of b onto the span of the first k 
eigenuectors of M. Let x * be the solution of the perturbed system Mx * = b *. Then, 
11x--* IIV IpJ Ilbllv lib-b*llv 
II XII v ’ I,u,l llP,$llv Ilbllv * 
Proof. The linear system is equivalent o (VP’Mv)(V-ix) = Dx = I/-lb = p where D = dia&J, 
z = (zJ, and p = (pi). Now, 
b = E pp(‘) and Ilbllv= IIBIlm= 
i=l 
Iy& I Pi I * 
.\ 
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Similarly, 
i=l 




a IPJ 11 - lFtyk l Pi I = 
- II P,b II v. 
IPJ 
Letting u = V-‘(X-X”) and y= V- ‘(b - b*), it follows easily that DU = y and 
,~i~NI~iI = 1.. +-#-b*Ilv. 
After some obvious manipulation, these two inequalities give the result of the theorem. q 
This result is the usual one when k = N, and when I pN/,ul I x=- 1, the matrix is ill-condi- 
tioned in the usual sense. However, if a particular b is such that there is a k for which 
( ,uk/,ul I is of moderate size and 11 b II v is not greatly larger than II P,b II v, then the system of 
equations is not ill-conditioned in a relative sense in this norm. 
We wish to show that for the systems MX = b that arise in solving stiff differential equations 
with strongly stable methods, the right-hand sides b that occur do not consist mainly of 
“components in the directions vCi) corresponding to eigenvalues pi with magnitude large 
compared to the magnitude of ,~i” - the “stiff components”. Our attention is focused on the 
case of extrapolation of the semi-implicit midpoint rule. There is a close connection between 
the issue at hand and absolute stability. As is usual in the study of stability, we investigate the 
special case of linear functions. For stiff problems it is generally assumed that if f(q) is 
sufficiently close to being linear on the interval of interest, an acceptable description of the 
numerical solution with general f can be obtained by studying the solution with f of this 
special form. 
It is not at all obvious that the result we want is true, because formation of the right-hand 
side vectors results in an amplification of stiff components. We are supposing that f(q) = JTJ + 
g. With a complete set of eigenvectors, we can write 
N 
g = c TiUV 
i=l 
A subintegration (7) with step size h starts with the approximate solution yn = q0 at x, and 
forms intermediate results qk for k = 1, 2,. . , ,2m + 1. Let 
N 
i=l 
The first linear system to be solved in (7) is (I - W)A, = hf(qJ. For linear f, the right-hand 
side here is 
hf( q,) = Wqo + hg = ~ (hhiPIPn) + hTi)V”‘. 
i=l 
(8) 
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The stiff components are those with Ai such that Re(hh,) +K - 1. Evidently stiff components 
pi? in y, are greatly amplified in the right-hand side of the linear system to be solved. For this 
reason we must be concerned that the right-hand side might consist predominantly of such 
components. We shall see that this is not the case, because the method makes the stiff 
components in y, very small - a consequence of strong stability. To see this we must first 
investigate the size of the stiff components in the intermediate quantities vk. 




@‘,j + hri 
I,)? l-hh, . 
calculation shows that 
The result of a subintegration is 
N 
A little calculation shows that 
Except for the last term due to the presence of g in f, this is the expression that arises in the 
usual (linear) stability analysis. The value of Bader’s suggestion that one use the smoothed 
quantity S,, is evident in the heavier damping of @z in S,, than in q2,,, when Re(hA,) +C - 1. 
Extrapolation forms y, + , as a linear combination of the smoothed results S,, of the 
subintegrations from X, to x,+~ =x, + H. This yn+ 1 furnishes the q0 for the next step. The 
results derived show that the stiff components in Y,+~ satisfy 
hence that hAi@+, is 8(l) for each ~1. 
Returning now to the solution of the linear systems that arise in the practical implementa- 
tion (7) in terms of differences, we see that in the first system, the right-hand side of (8) is 8(l) 
for all the stiff components. All the other components of the right-hand side are also @Cl). 
Thus our concern that stiff components might be amplified in the formation of this right-hand 
side to the extent that they dominate all other components is not warranted. Theorem 3 tells us 
that the system for A, is not badly conditioned in a relative sense, even when the matrix is 
quite ill-conditioned. On subsequent steps of the subintegration, the right-hand side of (7d) is 
hf(rlk)-Ak-l=Wrlk+hg-rlk+rlk-l 
= 2 ( hAi@? + hTi - p$[(,, + pi;- ‘))Y? 
i=l 
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When hAi@ is 6’(l), the earlier results show that hhi&k, is also a(l) for each k. Thus the 
general size of the stiff components is about the same’ in all the right-hand sides of the 
subintegration, and as in ,the case of the first right-hand side, we see that the linear system is 
not badly conditioned, even in a relative sense. 
We conclude from this analysis that we can expect some relative accuracy in the circum- 
stances investigated, despite the very ill-conditioned matrices that arise. Our experimental 
results confirmed this, though it is worth emphasis that the norm plays an important role - the 
accuracy measured in the L, norm as in our experiments can be much worse than the accuracy 
in the II - II v norm used in the theory. 
Broadly speaking, the situation with extrapolation of the semi-implicit Euler method and 
with strongly stable Rosenbrock methods is the same. Because of the constraints imposed on 
the derivation of Rosenbrock methods by the need for an inexpensive local error estimator, 
some of the formulas in use are not strongly stable. Examples discussed in [12] include formulas 
for which stiff components are damped by a factor that is 6’(l) rather than @((hAi)-‘). Such 
formulas behave in a qualitatively different way with respect to the issue at hand. The 
amplification of stiff components that takes place when the right-hand sides are formed is not 
compensated by the damping of these coefficients from step to step. It seems quite possible 
that stiff components dominate in the right-hand sides and the linear systems be badly 
conditioned in a relative sense, but we have not pursued this matter. 
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