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The objective of this research has been to verify the hydrodynamic model that is contained within 
the Fire Dynamics Simulator (FDS). In the first part of the research, a series of buoyant salt water 
experiments have been conducted, with the purpose of generating experimental data for 
comparison with computational fluid dynamics (CFD) models. Two types of buoyant flows have 
been generated in the experiments; a natural transitional flow, and flows that resemble fire induced 
smoke flow within a residential building. Laser Induced dye Fluorescence (UF) has been used to 
measure the. fluid density in a single vertical plane of the flow. Measurements have also been 
made of eddy frequencies on the perimeter of the transitional flows, and of the temporal 
development of the fire similar flow fields. The uncertainty of the experimental measurements has 
been quantified. In the second part of the research, the salt water experiments have been 
simulated with the FDS, to assess the accuracy of the hydrodynamic model. The simulations of 
the transitional flows are found to be highly dependent upon the resolution of the computational 
grid. The findings highlight the fact that the numerical methods employed in the FDS can generate 
fluid behaviour in the computational flow field that does not occur in the real salt water flows. This 
"numerical fluid behaviour" is clearly seen in the transitional flow computations, because at the 
source of the flow, the buoyancy and the momentum of the fluid are orientated in perpendicular 
directions to each other. The comparison of the computational and experimental results for the 
transitional flows show that the trajectory of the computed buoyant plume is steeper than the 
trajectory of the real salt water plume. It is speculated that the disagreement in the plume 
trajectory may be due to the spatial distribution of pressure within the computational domain. Due 
to limited computational facilities, this research has been unable to determine if the FDS 
hydrodynamic model can accurately compute the natural transition to turbulence. Further 
simulations of the transitional flows are required with grid cell dimensions that are less than the 
compartment height divided by 100, to determine if the transition can be correctly computed. The 
simulations of the fire similar flows have shown, that the FDS performs well in modelling fully 
turbulent flow fields, as found in residential building fires. From the fire similar flow simulations a 
maximum grid cell dimension, of the compartment height divided by 50, has been recommended 
for the simulation fire induced smoke flows within multicompartment residential scale buildings. At 
this recommended resolution, and resolutions coarser than this, the Smagorinsky sub-grid scale 
(SGS) has been found to give more accurate results than the constant viscosity SGS model. A 
relationship has been determined, for the minimum fluid viscosity that is required for stable 
computations. in simulations that use the constant viscosity SGS model. 
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Chapter 1 .. INTRODUCTION 
1.1 Impetus for the Research 
Within the field of fire safety engineering, computer models are often used to model the spread of 
smoke from a fire within a building. Given the location and characteristics of the fire, the computer 
models predict how the toxic smoke and heat will spread throughout the buildings internal 
geometry. Thus, a fire engineer can model the likely development and impact of fire scenarios, 
provided that they know the layout and the probable contents of a building. The predictions of the 
fire model can then be used to assess the threat that likely fire scenarios pose to the building 
occupants. This is generally done by comparing the time that it takes occupants to leave areas of 
the bUilding, with the time it takes for a fire scenario to create untenable conditions in those areas. 
The egress of occupants can also be modelled using other computer programs (generally referred 
to as building evacuation models). In modelling evacuations, it is common to assume that the 
occupant egress behaviour is triggered by the activation of a fire detection device, such as a smoke 
detector or a sprinkler. The fire models, which predict the movement and properties of the smoke, 
are also often used to estimate this detection time (for a detector in the fire room). Thus, fire 
models often form an integral part of a fire engineer's life safety evaluation of a building (in terms of 
the threat that fire poses to the occupants). 
Generally speaking there are two types of deterministic fire models, zone models, and field models. 
Historically, the zone model has been the fire model most commonly used by fire engineers. Its 
popularity has been due to its relative simplicity. and its ability to provide estimates of the general 
fire conditions quickly. However, at the present point in time, fire modelling is going through a 
stage of rapid development. The increasing availability of computational power is making field 
modelling a progressively more feasible option to use in fire research and consultancy. At the 
forefront of recent fire model development is the Fire Dynamics Simulator (FDS)[1J, which was 
officially released on the Internet in February 2000 (http://fire.nist.gov/fds). The FDS is a field 
model that uses the Large Eddy Simulation (LES) technique to model the fire-generated conditions 
within a building. The recent release of the model, coupled with the promising results that have 
been seen in LES fire research to dateI2], has created a demand for knowledge of the FDS. Of 
particular interest to potential users and fire safety design authorities is the accuracy of the 
computational results. 
At the University of Canterbury, the Fire Engineering program has received funding to conduct 
research that will assist in reducing fire deaths within New Zealand residential buildings[3J• As part 
of this residential fire safety research program, the FDS is to be used to evaluate the life safety of 
likely fire scenarios within typical New Zealand residential dwellings. Specifically, the 
computational model is to be used to investigate the potential of smoke detectors to save lives. To 
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undertake this research program with the FOS. preliminary research is required into two areas. 
Firstly, how accurately the computational model simulates smoke movement in the early stages of 
a residential building fire, and secondly, how the activation of a smoke detector can be accurately 
modelled with the FOS. The research detailed within this document has therefore been conducted 
as the first step toward achieving this residential fire safety objective. That is, this research studies 
the accuracy of the FOS predictions, and· determines some of the computational settings that are 
required to accurately capture the fluid dynamics of the smoke flow. Future research at the 
University of Canterbury will attempt to develop a smoke detection algorithm that can be used with 
the FOS. Thus, the primary impetus for this research has come from a need to know how 
accurately the FOS can model the early stages of smoke movement in residential building fires. A 
secondary impetus comes from the demand of the wider fire engineering community, for 
knowledge on the accuracy of the FOS fire model. 
1.2 Aim of the Research 
Accurately modelling fire induced smoke flow is a complex task. As smoke moves through the 
internal structure of a building, the hot gases lose thermal energy to the surrounding environment 
via conduction; convection and radiation. It is also possible that smoke may contain pockets of 
un burnt flammable gases, which can combust and release thermal energy into the flow if air is 
mixed into the smoke in the right proportions. Accurately accounting for these thermal energy 
transfer processes in a smoke flow model is important, because the amount of energy that is 
contained in the flow affects how the smoke moves. To complicate matters however, the amount 
of thermal energy that is gained via combustion, or lost via conduction, convection and radiation, is 
dependent on the localised fluid movement. Thus, within fire induced smoke flows, the heat 
transfer, combustion, and fluid movement, are all highly dependent upon one another. For 
example, consider convective heat loss; the amount of thermal energy that is transferred from hot 
smoke to a cool solid object submerged in the smoke, is highly dependent on the velocity of the 
gases around the object. Thus, the heat transfer is dependent on the fluid movement. Similarly, 
considering the process of combustion as another example, unburnt fuel within the smoke flow will 
only combust and release energy, if oxygen rich air is mixed into the smoke in the correct 
proportions. It is the fluid movement that governs the mixing of the gases. Thus, correctly 
simulating fire induced smoke flow, involves accurately modelling a number of complex coupled 
processes. 
The complex interaction of heat loss, combustion and fluid movement in a smoke flow model 
means that it is extremely difficult to identify the source of inaccuracies in fire modelling. It is 
difficult to know whether the performance of the combustion model, the convective heat loss model, 
the conduction model, the radiation model, or the fluid movement model is responsible for any 
inaccuracies. Most likely it is a combination of the performance of all these sub-models; however, 
without an ability to correctly proportion the error between them, it is difficult to know where to focus 
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improvement efforts. Thus to determine the overall accuracy of a computational smoke flow model, 
it is desirable to assess the performance of each sub-model independently. 
The hydrodynamic model is a fundamental component of a field model. It is that part of the code 
that approximates the motion, and the properties of the fluid, from the physical forces that are 
present in the system. That is, it is the sub-model that predicts the fluid movement In the 
progressive assessment of the FOS accuracy, determining the performance of this fundamental 
component is the most logical place to start. 
The aim of this research is to assess the accuracy of the hydrodynamic model that is contained 
within the FOS. As part of the research, the dependence of the hydrodynamic model accuracy on 
computational settings, such as grid resolution, boundary conditions, and SUb-grid scale model, will 
be investigated. One important outcome of the study is a series of recommendations, on which 
settings should be employed in the FOS, to achieve the most accurate modelling of smoke flow in 
residential building fires. 
1.3 Method of Investigation 
To assess the accuracy of the FOS hydrodynamic model, the computational results can be 
compared to an analytical solution or to experimental measurements. It is beyond our current 
capabilities to determine a complete analytical solution for turbulent fire induced smoke flow. 
Therefore, we are forced, in fire research, to simulate a series of fire experiments with a 
computational model, and then to compare the computational results to the experimental 
measurements. It is this experimental verification method (rather than an analytical method) that is 
used in this research to measure the accuracy of the FOS computations. 
To independently assess the accuracy of the FOS hydrodynamic model, it is necessary to eliminate 
the use of other sub-models in the computations. For the FOS, this requires eliminating the use of 
the sub-models that account for heat transfer and combustion. Therefore, it is ineffective to 
simulate fire experiments, where these processes affect the real thermal gas flow. To conduct 
simulations that will only employ the hydrodynamic model, the flow must be buoyant, inert and 
must retain ali the buoyancy that is released at the source (that is, not lose any of the buoyancy 
agent to the bounding surfaces of the flow - as occurs with heat loss in fire induced convective 
flows). The buoyant flow of salt water in a quiescent fresh water environment satisfies these 
conditions. Indeed in previous fire research(4][5](6][71, buoyant salt water flows have been studied, as 
a means of investigating the movement of fire induced smoke flow through complex geometry 
enclosures. Therefore, in this research, a series of salt water experiments have been conducted. 
The experiments are then simulated with the FOS, and the comparison of the experimental 
measurements with the computational results is used to assess the accuracy of the FOS 
hydrodynamic model. 
1.4 Scope and Nature of the Research 
The salt water experimental data has been collected using the Laser Induced dye Fluorescence 
(L1F) flow visualisation technique. In the experiments. the L1F technique uses a sheet of laser light 
to illuminate a two-dimensional plane of the saline flow. The density of the fluid. within the vertical 
plane. is measured from the fluorescence emitted by a tracer dye in the saline solution. Thus,the 
L1F technique provides an unobtrusive means of collecting fluid density measurements from a 
vertical plane in the flow. The fact that the experimental data comes from a single vertical plane 
makes the experiments an ideal case study for computational modelling, particularly where the 
domain is described according to a rectilinear coordinate system; as the FDS domain is. In all. 
sixteen different salt water experiments are conducted. Additionally, three of the sixteen 
experiments are each repeated multiple times. to demonstrate the repeatability of the experimental 
results. The uncertainty of the experimental measurements is quantified. 
Figure 1-1 Illustration of the transitional flows that were generated in the first section of 
the salt water experimental program. The spilling plume contained a natural 
transition from laminar to turbulent behaviour. 
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The salt water experimental program is split into two different sections; transitional flows, and fire 
similar flows. In the first section of the experimental program, a buoyant saline flow is generated 
that contains a transition from laminar to turbulent fluid behaviour. In these experiments, density 
measurements are taken across a saline plume that spills horizontally from a rectangular opening, 
and plunges down onto a flat solid surface. The spilling plume undergoes a natural transition from 
laminar to completely turbulent fluid behaviour. Time averaged density measurements are taken 
across the flow at different locations to capture the entire transition. The frequency of large-scale 
eddy structures on the underside and upper surface of the spilling plume are also measured. 
Natural transitional flows are exceptionally challenging to resolve accurately with computational 
methods. Thus, the objective of simulating these experiments, with the FDS, is to expose 
weaknesses in the hydrodynamic model. Figure 1-1 shows a sketch of the model that was used in 
the transitional flow experiments, and a schematic illustration of the saline flow that was seen in the 
centreline plane of the model (which was illuminated by the laser sheet). 
Illustration of the two room model In which fire similar buoyant flows were 
generated in the second section of the salt water experimental program. The 
illustration shows the testing orientation, which is upside down from a real 
fire situation. 
In the second section of the experimental program, saline flows are generated that resemble the 
buoyant flow fields found in the early stages of residential building fires. In these experiments a 
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salt water plume is injected into a two room model. where a simple rectangular opening connects 
the rooms. The temporal development of the flow field is detailed. and density measurements are 
taken of the steady state flows in both compartments. The geometry of the opening between the 
compartments is varied. as is the buoyancy of the source plume. The simUlation of these 
experiments is designed to measure the accuracy of the hydrodynamic model. when theFOS is 
applied to modelling residential building fires. The results of these simulations (fire similar flows) 
will be used in future FOS research at the University of Canterbury. to evaluate the potential of 
smoke detectors to save lives in residential building fires. The results of these simulations are also 
of interest to the wider fire engineering community. who require knowledge of the accuracy of the 
FOS. Figure 1-2 shows a sketch of the model that was used in the fire similar flow experiments, 
and a schematic illustration of the saline flow that was seen in the centreline plane of the model 
(which was illuminated by the laser sheet). 
Since the accuracy of the FOS hydrodynamic model has been assessed through simulating salt 
water flows. the results of this research are limited to the simulation of Boussinesq flows; that is, 
buoyant flows where there is a small density difference. Further work is therefore required, to 
assess the accuracy of the hydrodynamic model in simulations that involve the large density 
differences found in the near field region of fire induced smoke flows. Further verification work is 
also required on the heat loss and energy release models used in the FOS, to quantify their 
accuracy. 
1.5 Outline of Research 
The research detailed in this document can essentially be divided into two parts; firstly, the 
description of the salt water experiments, and secondly, the simulation of those experiments with 
the FOS. The documentation of the research has followed this basic structure. The first part of this 
document details the salt water experiments; that is. the experimental methodology, the uncertainty 
of the measurements and interpretation of the experimental data. The second part of the 
document details how the simulations were conducted. and how well the computational results 
compare with the experimental measurements. 
Chapter 2 provides background information on the FOS. The Large Eddy Simulation (LES) 
technique is described. via a physical interpretation. and the role, and differences of the sub-grid 
scale models that were used in this research are discussed. The rigorous mathematical 
derivations that show the internal mechanics of the LES technique and the FOS have been well 
documented in the past, so that they are not represented in this material. Instead the historical 
development of the model is highlighted, and the validation work that has been conducted to date 
is summarised. The chapter is concluded with a brief description of how the FOS was applied to 
the simulation of salt water flows, and what the computational demands of the simulations were. 
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Chapter 3 details the method and materials that were used in the salt water experiments. A brief 
overview is provided of the LlF technique and the apparatus that is used in the experiments. The 
specific configuration of the equipment and the specification of the measurement devices that are 
used in each experiment are documented. The geometry and dimensions of the models are given, 
and finally the conditions at the flow source for each experiment are tabulated. 
Chapter 4 details an uncertainty analysis that is conducted on the experimental measurement 
techniques, to quantify the uncertainty of the experimental data. Particular focus is applied to the 
uncertainty of the measurement location within the flow field, and to the uncertainty of the density 
difference that is determined from the LlF analysis. Recommendations are made on how the 
uncertainty of LlF measurements can be reduced, in future research conducted with the same 
laboratory equipment. 
Chapter 5 summarises the salt water experimental results. Density difference profiles are 
presented, along with dilution contour maps, eddy frequencies and time intervals that describe the 
development of the steady state flow field. The repeatability of the density difference profiles from 
each experimental series is demonstrated. To keep the chapter concise, the density difference 
profiles from only one experiment in each experimental series is presented; the balance of the 
experimental results are presented in Appendix 3. 
Chapter 6 provides a discussion of the experimental measurements. Observations of the flow are 
documented, and where appropriate, comparisons are made between .the experimental 
measurements and established buoyant jet theory. The time averaged normalised density 
difference curves are interpreted, to highlight the fluid dynamic features that they show. The 
chapter is concluded with a discussion on the value of the experimental data for the purpose of 
CFD modelling. 
Chapter 7 details the simulation of the transitional flows, and the comparison of the salt water 
measurements with the computational results. A large amount of time is spent in this chapter 
resolving the impact of the assumptions and parameter settings, which were used in the final 
transitional flow simulations. The findings in this Chapter, highlight the fact that the numerical 
methods employed in the FDS can generate fluid behaviour in the computational flow field that 
does not occur in the real salt water flows. This "numerical fluid behaviour" is clearly seen in the 
transitional flow computations, because at the source of the flow, the buoyancy and the momentum 
of the fluid are orientated in perpendicular directions to each other. The comparison of the 
computational and experimental results also show, that there is disagreement as to the trajectory of 
the spilling plume. 
Chapter 8 details the simulation of the fire similar flows, and the comparison of the salt water 
measurements with the computational results. The chapter initially focuses on how accurately the 
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salt water source plume is simulated, and then, on how inaccuracies in the modelling of the plume 
affect computational flow field downstream (in the second compartment). The conclusions in this 
chapter recommend a sub-grid scale (SGS) model, and maximum grid cell dimension for the 
simulation of residential building fires. As with the transitional flow work, there is discussion of the 
disagreement between the computations and the experiments as to the trajectory of the plume. 
Chapter 9 summarises the conclusions drawn from the research and suggests topics, and 
approaches, for future research that would assist in the progressive verification of the FDS as a 
tool for enhancing fire safety in buildings. 
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Chapter 2 • FIRE DYNAMICS SIMULATOR at BACKGROUND 
2.1 Introduction 
This chapter serves the purpose of providing background information on the Fire Dynamics 
Simulator. Section 2.2 provides a basic description of the Large Eddy Simulation technique that is 
used in the Fire Dynamics Simulator. This background information is necessary for the 
consideration of the simulation results presented later in Chapters 7 and 8. Section 2.3 reviews the 
historical development of the Fire Dynamics Simulator, and the previous validation work that has 
been conducted on the model. The chapter is concluded with Section 2.4, which details how the 
FDS was used to model the buoyant salt water experiments that are documented in Chapters 3 
through 6. 
2.2 Large Eddy Simulation - the Technique 
2.2.1 Overview 
Large Eddy Simulation (LES) is a branch of Computational Fluid Dynamics (CFD). It differs from 
other CFD approaches, in that LES explicitly calculates the large-scale turbulent flow structures 
from first principles. The small-scale turbulent motion not calculated directly from the governing 
equations has its influence on the resolved flow field modelled. The rational behind the LES 
approach is based upon the knowledge that, in turbulent flow, the large-scale structures are 
responsible for the majority of the momentum and energy transport. Explicitly determining the 
dynamics of these structures from first principles should accurately capture the processes that 
govern the distribution of mass, momentum and energy. ReinforCing this rational is the knowledge 
that large scale eddies interact strongly with the mean flow, and that the structure of these eddies 
is highly dependent on geometry. These properties make large scale eddies highly anisotropic, 
such that they should be resolved explicitly, in order to accurately capture flow dynamics. Small 
scale eddies on the other hand, are created by non-linear interactions of the large scale structures, 
and only have a slight influence on the mean flow properties. The structure of these small-scale 
motions is considered to be more universal, such that in the LES approach, the influence of motion 
on the small scale is modelled with generality. 
The drawback of the LES approach is that it is computationally intensive. The high grid resolution 
that is required to resolve the instantaneous turbulent structures in the flow means that the LES 
approach requires powerful computers with large memory facilities. Generally speaking, as the 
computational grid is refined further and further, the results of the simulations converge to provide a 
more accurate approximation of the solution to the governing equations. In terms of the resolved 
flow, a finer grid resolution means more of the turbulence is resolved explicitly from first principles 
and less generality is applied in modelling the small-scale influence. In practical terms however, 
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computational hardware limitations and time constraints limit the degree of resolution that it is 
feasible to use in modelling. Thus in the LES approach, modelling the influence of the small-scale 
turbulent structures, rather than resolving them explicitly. is a practical consequence, more than it 
is a reasonable assumption. 
There are primarily two other CFD approaches; Direct Numerical Simulation (DNS) and Reynolds 
Averaged Numerical Simulations (RANS). DNS could be considered as an extreme version of the 
LES approach, whereby the computational grid is fine enough that all the motion that occurs on a 
scale influencing the flow field is resolved from the governing equations. DNS employs no 
turbulence modelling. A consequence of this computationally intensive approach is that DNS 
investigations are presently restricted to modelling very small physical domains. In fire 
applications for example, the physical size of the area of interest is generally far too large to obtain 
a computational grid of sufficient resolution to conduct a DNS. RANS CFD packages[1][2][3][4] 
however, are quite commonly used in field modelling of fire phenomena. These packages solve 
what are referred to as the Reynolds Averaged equations, which are both spatially and temporally 
averaged. In these computations, the influence of all turbulent motion on the mean flow field is 
modelled. The main criticism levelled at the RANS approach targets the validity of the turbulence 
models employed to provide closure to the governing equation set. These turbulence models 
contain empirically determined parameters that can only be considered applicable for the specific 
flow cases where they have been validated. This narrows the range of validity for the RANS CFD 
approach. 
2.2.2 Segregation of Large-Scale and Small-Scale Motions 
In LES, the behaviour of those structures large enough to be resolved with the computational grid 
is calculated directly from the fundamental fluid mechanics contained in the. governing equations. 
The flow structures that are too small to be resolved (referred to as sub-grid scale (SGS) motions), 
have their effect on the resolved fluid motion modelled. The LES technique therefore divides the 
treatment of turbulent structures into two different approaches, based upon their size. A spatial 
filtering operation is used to mathematically separate the large-scale resolvable motions from the 
SGS motions. The governing equations are spatially filtered so that the resulting equations define 
the large-scale field[5J. The filtering operation is based upon the characteristic dimension of the 
computational grid. Consideration of the turbulence energy spectrum indicates that there is a grid 
resolution at which the LES segregation of large scale and small-scale motions is a fair reflection of 
reality. 
In high Reynolds number flows (that is, highly turbulent flows), there is an internal sub-range in the 
turbulent energy spectrum. Within this sub-range, there is essentially no turbulence production or 
viscous dissipation. The existence of this sub-range neatly divides turbulent structures into two 
distinct groups. The rational behind LES modelling means that it is desirable to locate the 
boundary that divides the large-scale structures from the small-scale structures within the internal 
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sub-range. This objective is achieved when the characteristic dimension of the spatial filtering 
operation I, has a corresponding wave number 1111 that lies in the sub-range. Achieving this goal 
however, is not generally possible for two reasons. Firstly. at low Reynolds numbers, no sub-range 
exists in the turbulence spectrum, and secondly, the physical size of the domain is generally so 
large that computational limitations prevent the necessary grid resolution being achievable. The 
fact that the LES segregation of the flow structures cannot generally be located in the internal sub-
range means that a larger proportion of the turbulent structures are modelled in LES than would be 
ideal. The influence of this limitation diminishes with increased grid resolution. 
2.2.3 Sub-Grid Scale (SGS) Modelling 
In modelling the influence of the sub-grid scale motions, the small-scale turbulent fluctuations of 
fluid properties at a point are described via a statistical approachl61. In this method, the 
instantaneous value of a quantity is described by two components; a volumetric average U, and a 
fluctuation component that represents the deviation of the quantity from its volumetric average u· . 
In problems where three-dimensional numerical methods are employed, the volumetric average of 
a quantity is obtained by averaging the quantity over the spatial extent of each cell in the 
computational grid[7][SI. The volume of the grid cell is assumed to be large enough that molecular 
effects are eliminated, and continuum mechanics pertinent to gases is applicable. 
Where 
u = U ± u· 
u _1_ JUdV 
dV dV 
Equation (2-1) 
Equation (2-2) 
The governing equations of motion can be rewritten in terms of volumetrically averaged quantities. 
These volume-averaged governing equations then describe the large-scale field that is the output 
of the LES approach. The momentum equation in this form contains terms that involve the 
fluctuating components of the velocity. These terms represent the effect of the sub-grid scale 
motions on the large-scale resolvable motions. That is, they describe the stress that the fluctuating 
velocities place on the mean flow[91. These Reynolds stresses remove energy from the mean flow 
that is ultimately diSSipated via viscosity at the level of the sub-grid scale motion. It is these SGS 
terms in the Navier-Stokes equations that are approximated with a model in the LES approachl101. 
Smagorinsky SGS model. 
The simplest and most common form of SGS turbulence model used in LES is the Smagorinsky 
model[10][111. This is the default SGS model used in the FDS fire code. The Smagorinsky model 
uses the eddy viscosity approachl9] to quantify the stresses that the turbulent velocity fluctuations 
place on the mean flow. In this modelling approach, the Reynolds stresses are assumed to relate 
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to the local mean velocity gradient. The eddy viscosity is the function that relates these two 
quantities. The eddy viscosity is therefore a property of the flow, rather than a property of the fluid. 
It may have a constant value, or its value may vary as a function of position in the flow. Equations 
(2-3) through (2-7) describe the Smagorinsky SGS model. 
Where 
Equation (2-3) 
Equation (2-4) 
Equation (2-5) 
_ 1 (OU 1 OUjJ SiJ - --+--/ 2 oX j ox; Equation (2-6) 
(OU OWJ2 (OV OWJ2 +~+- +~+-oz ox OZ oy 
Equation (2-7) 
'(ij is the viscous stress tensor used in the Navier-Stokes equations. 
Vr is the SGS eddy viscosity. 
I is the characteristic dimension of the computational grid used by the FDS, but not 
necessarily called for by the Smagorinsky method in this form. 
Sij is the local strain rate in the fluid. 
lSi is the magnitude of the deformation tensor. 
Cs is the only empirical parameter in the Smagorinsky model; it has a generally accepted constant 
value of 0.21. In the FDS code, the Smagorinsky constant has been given a default value of 0.14, 
because this value has been found to provide good results in the simulation of fire plumes. It is 
generally accepted however, that LES results are relatively insensitive to small variations in the 
value of the constant[12J. 
The eddy viscosity nature of the Smagorinsky model means that in simulations the fluid viscosity 
varies spatially. The model places a high amount of viscosity (and consequently a high drain of 
energy from the large-scale motions) in regions where there is a high strain rate in the large-scale 
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field. Additionally, the developers of FDS model have placed a lower bound on the fluid viscosity 
given by the Smagorinsky model. By default the lower bound is equal to the viscosity of air, 
however the user has the option to change this. The lower bound was implemented to eliminate 
instabilities seen in the computations when the velocity gradients were relatively small. 
Constant Viscosity SGS model 
The FDS code provides the facility to specify a constant fluid viscosity rather than using the default 
Smagorinsky eddy viscosity model. In the user manual, this option is described as a DNS. It is the 
authors' opinion that this description is inappropriate in virtually all fire simulations, because the 
grid resolution will not be fine enough to resolve all the motion that has an influence on the flow 
field. Describing this constant viscosity option as a DNS implies a false sense of accuracy for the 
simulations, through association with true DNS research. The difference is merely an issue of grid 
resolution. If the resolution is fine enough, then simulations are truly a DNS. However, given the 
size of the domain typically modelled in fire applications, it seems highly unlikely that this resolution 
will be achieved with computational hardware presently available (and affordable). Therefore, in 
this document the use of this SGS modelling approach will be referred to as using a constant 
viscosity SGS model. 
In real fluid flow, viscosity dissipates the energy that cascades down from the large-scale motions 
to the small-scale structures. At the smallest scale, the inertia of the fluid packages is small 
enough that viscous forces are significant, and momentum can be ultimately dissipated as heat. In 
true Direct Numerical Simulations (DNS), the resolution of the computational grid is sufficient that 
all fluid motion on an influencing scale can be resolved. Consequently, in DNS computations there 
is no need for SGS modelling, and the actual fluid viscosity can be used in the Reynolds stress 
tensor. 
In the LES approach, if a constant viscosity environment is specified, then care must be taken to 
ensure that the computations remain stable. The stability is related to the grid resolution and the 
viscosity that is specified for the fluid. This relationship can be appreciated by considering the 
energy cascade described in the paragraph above. Energy cascades from the largest structures 
down to the smaller structures, where it must be dissipated via the fluid viscosity. In LES, only the 
large-scale motions are resolved. Thus, in order to dissipate the energy that is passed down from 
these resolved motions, the viscosity of the fluid must be large enough that it is comparable to the 
inertia of the smallest resolved structures. If the fluid is not sufficiently viscous to dissipate all the 
energy at the smallest scale. then excess energy builds up over time, which creates instabilities in 
the computations. The instability of the computations can be seen in animations of the results as 
physically implausible fluid behaviour; this is illustrated later in Section 7.2.3. In terms of the FDS 
code, this means that where a constant viscosity environment is specified, the fluid viscosity must 
be sufficiently severe to remove all the energy that cascades down to the smallest resolvable scale. 
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The nature of the LES approach requires this viscosity to be larger than the actual viscosity of the 
fluid being simulated. 
A large volume of previous LES work has shown that for low Reynolds number flows the results 
produced by the LES approach are relatively insensitive to the sub-grid scale model employed. 
Conversely however, in highly complex high Reynolds number flows the influence of the sub-grid 
scale model on the LES results can be more pronounced(101. Ferziger[13J provides an excellent 
description of the LES and DNS approaches to CFD. 
2.3 The Fire Dynamics Simulator 
2.3.1 Historical Development 
In the late 1970's Rehm and Baum [14J derived a set of approximate equations of motion to describe 
the buoyant movement of fire-induced thermal gas flows. In the research community, these 
equations are sometimes referred to as the low Mach number form of the Navier-Stokes equations. 
The equations are described as approximate (or simplified), because they do not contain any 
description of the high frequency acoustic waves that can occur in an elastic fluid. During the 
derivation of the equations, perturbation analysis was used to show that the spatial variation in 
pressure is extremely small when the rate of heat addition to the fluid is relatively slow (as is the 
case for fires). In this condition, the time scale associated with pressure waves equilibrating the 
pressure in the immediate environment is small when compared with the time scale on which the 
buoyant motion in the fluid occurs. For this reason, the reference pressure of the environment was 
simplified in the equations to be spatially uniform, so that the short-term pressure variations of high 
frequency acoustic waves are not described by the equations. This simplification was 
advantageous for the application of computational methods in solving the governing equations of 
motion. It meant that the time step employed in computations was set relative to the time scale of 
the buoyant fluid motion, rather than the much smaller time scale associated with the propagation 
of acoustic waves. The result of this is that computations are completed sooner. 
In their documentation of the low Mach number governing equations, Rehm and Baum 
demonstrated that when the heat addition from the volumetric fire source was mild (such that the 
density variations produced by the heat source were small), the governing equations reduce to the 
Boussinesq equations. This was an important point. as it meant that for Boussinesq flows the 
known ambient density could be used in computations in place of the unknown buoyant fluid 
density. This simplification greatly reduced the number of computations that needed to be 
employed to solve the equation set. To clear the way for finite difference schemes to be used to 
predict fluid motion from the governing equations, Rehm and Baum also determined relations for 
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the uniform reference pressure level, and the spatial distribution of the overpressurest . This meant 
that numerical methods could be applied to the equation set to compute the density and velocity of 
the buoyant flow field as a function of time. 
The first LES style computations that were conducted using these governing equations were 
published in the early 1980'S[15][16)[17]. The computations were two..dimensional, and used the 
Boussinesq set of equations to describe th~ motion of an inviscid, non-conducting gas. In line with 
the derivation of the governing equations, the fluid in the computations was described as thermally 
expandable but not compressible. That is, the local density of the fluid would decrease as the local 
temperature increased (in accordance with the ideal gas law), but pressure variations in the 
environment would not cause any density variations in the fluid. This initial two-dimensional 
modelling work included an attempt to simulate the features of smoke particle coagulation. 
Fictitious particles were randomly injected into the computational domain near the prescribed heat 
source. Each particle represented a blob of smoke that contained a prescribed size distribution of 
aerosol particles. The movement of the particles was given by the hydrodynamic equations that 
describe the large-scale motion of the buoyant fluid. The particles were tracked in the domain, so 
that the size distribution of aerosol particles in any computational grid cell could be determined at 
any time. 
In 1984 the previous two-dimensional work was extended into three dimensions[1BJ[19J. Boussinesq 
flows were modelled to enable an efficient Fast Fourier Transform (FFT) method to be employed to 
solve the Poisson pressure equation. For the thermally expandable fluid described by the 
goveming equations, the elliptic pressure equation is non-separable and self-adjoint, such that the 
linear algebraic system that arises from its discretisation in computations must be solved by an 
iterative method. If, however, the Boussinesq assumption is employed, the linear algebraic system 
that arises from the discretization has constant coefficients and can be solved by fast direct 
methods (that is, non-iterative). This is an important point, as the solution of the pressure equation 
constitutes the bulk of the numerical computations. The Boussinesq approximation is still 
employed in the present code where the ambient density is used in the pressure term of the 
momentum equation. This simplification is used to increase the computational efficiency of the 
model. In these three dimensional simulations, fictitious particles were again used to model smoke 
aerosol coagulation. The fluid was still an inviscid, non-conducting gas, such that a Lanczos 
smoothing algorithm was employed in the computations to remove the sub-grid energy build-up 
that was observed. 
t Although a uniform reference pressure can be used in both the energy equation and the equation 
of state, the pressure perturbations (overpressures) are large enough that they must be included in 
the momentum equation. 
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In the 1990's the availability of faster and cheaper computers meant that the computations could be 
expanded to account for the small-scale processes of viscosity and thermal conduction[201• The 
increase required in grid resolution to do this however, meant that these initial simulations had to 
be two-dimensional. The expansion of the properties of the fluid to include viscosity and thermal 
conduction meant that boundary condition problems related to these properties had to be solved. 
A no-slip or full-slip boundary condition option was provided for the fluid velocity at the domain 
boundaries. An adiabatic or constant temperature wall condition was provided for the thermal 
conductivity. Neither of these thermal boundary conditions accounted for convective heat loss to 
the walls. In addition to the viscosity and thermal conductivity, new features were also added to the 
code to increase its practicality in application. The orientation of gravity became a variable, so that 
it could be specified relative to the boundaries of the rectangular domain. This enabled flows to be 
studied in rooms that had an inclined geometry, such as stairwells or escalators. An ambient 
stratification feature was also added to the code, whereby the ambient atmosphere in the domain 
could be divided into two distinct layers of different density. This feature was used to study the 
effect of stratification on the rise of a fire plume in an atrium. By this stage in the model 
development, the fictitious particles that were originally injected to model smoke coagulation were 
now being primarily used to visualise the transient dynamics of the flow in animations. 
In a further attempt to increase the practicality of the computational model, the algorithm was 
generalised to enable the computational domain to be described as a polygon shape[211• This 
allowed geometric features such as windows, soffits and stairwells to be included in the 
simulations[221• In an attempt to maintain the efficient computational methods that had been 
employed in the model to date (where there were rectangular grids), a conformal map was used to 
transform the spatial coordinates of the polygon grid to a rectangle description. The disadvant~ge 
in the conformal mapping approach was that grid distortion created small grid cells in the domain 
that severely limited the time step of the computationst . 
In the early 1990's a model was implemented into the LES code to represent the fluctuating source 
volume that is the flaming combustion zoneI23J[24J[251. Prior to this time, the spatial distribution of the 
heat release was prescribed in simulations. The new heat release model utilised the concept of 
having small thermal elements release energy as they are convected upward in the buoyant plume 
above the fuel. Each thermal element is analogous to a small neutrally buoyant package that is a 
combustible mixture of gases and vapours given off by the pyrolysis occurring on the fuel surface. 
Each thermal element releases the chemical energy that it holds, over a time interval that is 
determined from empirical plume correlationsl261. The length of the time interval is such that the 
energy is completely released before the thermal elements are convected beyond the intermittent 
region of the fire plume. The time history of the energy release can be prescribed. This approach 
t Stability of the computational scheme imposes a limit on the time step relative to the size of the 
cells in the grid. 
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means that the spatial extent of the source (that represents the flaming region) is defined by the 
combination of the thermal element burnout time, and the convective velocities that are induced in 
the region of energy release. 
By the mid 1990's, computer hardware had advanced sufficiently to permit full three~dimensional 
simulations to be conducted that accounted for the viscosity and thermal conductivity of the 
fluid[25][27J[281. The polygon description of the domain was removed from the algorithm, to recapture 
some of the computational efficiency lost in the conformal mapping. Masked rectangular cells were 
now used to described internal boundaries in the domain that were impermeable to the flow. 
Maximal conduction heat loss from the fluid to constant temperature surfaces was also 
incorporated· into the model, to assess the effect of heat loss on flow dynamics[28). Both 
Boussinesq and non~Boussinesq flows were simulated, however the ambient density was still used 
in the pressure term of the momentum equation, to enable the FFT methods to be retained in 
directly solving the pressure equation. Unpublished work was done to assess the impact of this 
assumption. The assessment revealed that for large-scale fire work where the transport of hot 
gases (1000e -300°C) is the emphasis, the approximation is reasonable. Only in the combustion 
region where temperatures are of the order of 7000e is the approximation a problem. 
Improvements in this approximation are a possible area of work in the future development of the 
model. 
With the rapid development of computing power in the 1990's, radiation was identified as the most 
pressing small-scale process that needed to be accounted for in the large-scale fire simulations. 
Work was therefore undertaken to develop a radiative transport model suitable for incorporation 
into the large eddy simulations of fire[29][301. Basically, the radiation model that has been developed 
to date uses the thermal elements of the LES heat release model as radiation emitters that are 
convected about in a grey gas environment. The energy emitted from the thermal elements is 
absorbed by the surrounding gas and the solid boundaries of the domain. The proportion of the 
chemical heat release that is emitted from the thermal particles is a prescribed parameter in the 
model. The absorption coefficient of the grey gas can be constant. or can vary spatially. The 
radiation model with variable absorption coefficients was successfully used in two-dimensional LES 
simulations in 1998[30). 
2.3.2 Present Capabilities of the Model 
The user manuals for the FDS modeI131][32) detail the entire present capabilities of the program. 
This section will therefore only briefly highlight the features that the model incorporates. The 
reader is referred to the user manuals for further details and background references. 
The FDS model is capable of simulating the three-dimensional buoyant motion of a thermally 
conducting and thermally expanding Newtonian fluid. The model does not simulate acoustic 
pressure waves in the domain. Rapid heat addition applications such as explosions or jet engines 
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are therefore outside the range of application for the model. The spatial geometry of the domain is 
described via rectilinear coordinates to facilitate computational efficiency. By default, the 
computational grid is uniformly distributed in each of the three coordinate directions. It is possible 
however, to vary the spatial discretisation in up to two coordinate directions in order to focus the 
grid resolution on a specific area of the domain. A plane of symmetry function is provided in the 
model, whereby the spatial extent that needs to be simulated can be halved in cases where the 
domain is symmetrical. 
The combustion zone that represents the fire in the simulations can be modelled in two different 
ways (depending on the resolution of the simulations). It is important to note that the model does 
not determine the driving heat release rate history of a fire; the user is required to prescribe this as 
input to the model. At crude grid resolutions, the combustion zone is best simulated using a series 
of thermal elements that represent burning pockets of combustible gas ejected from the flaming 
fuel surface. The thermal elements release their allocated energy as they are convected upward in 
the fire plume. After the elements have released their energy, they remain in the thermal 
convection and are tracked by the computations as a representation of combustion generated 
aerosol particles (soot). At finer grid resolutions where a true Direct Numerical Simulation is 
feasible, combustion can be modelled as a simple one-step reaction between fuel and oxygen 
species that are tracked in the simulations. Fictitious inert particles can still be used in these 
simulations to represent the combustion-generated soot. In both approaches, a prescribed fraction 
of the chemical heat release from combustion can be emitted via radiation. The radiative energy is 
absorbed by solid boundaries and smoke laden gas throughout the domain. 
There are four different thermal boundary conditions for the model. The simplest is that of 
adiabatic flow, where there is no heat loss from the flow to the bounding walls. Solid surfaces in 
the domain can also be modelled as constant temperature surfaces. This provides a useful means 
for assessing the impact of maximal heat losses from the flow. The final two thermal boundary 
conditions model solid surfaces as either thermally thick or thermally thin heat sinks. The thermally 
thick case uses a one dimensional heat transfer calculation requiring the specification of the 
boundary wall depth and conduction properties. Heat losses and gains to the bounding surfaces 
occur via convection and radiation. It is important to note however, that although the surfaces emit 
radiation in the computations, the emitted energy is not absorbed anywhere else, so that it is lost 
from the system. 
The model is capable of handling passive external openings in the domain boundaries. These 
openings can be used to represent open doors and windows from a room. Volume inflows and 
outflows from the domain can also be prescribed to represent ventilation influences or the injection 
of certain gas species. The velocity boundary conditions can be set as no-slip, free-slip, or any 
degree intermediate to the two. The model is capable of tracing the mass fraction of different 
species throughout the domain. 
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Thermal detector activation and sprinkler suppression can also be modelled with the FOS model. 
The activation of thermal detectors uses the RTI of the device in a calculation that accounts for 
convection, conduction and radiation heat transfer, as well as possible cooling from waterdroplets 
present in the gas from the activation of sprinkler heads. The trajectories of the water droplets from 
the sprinkler are computed. The computations account for the drag force between the spherical 
droplet and atmosphere, and the forced convection heating of the droplet as it falls through the hot 
gases. The suppression influence of the water spray on a burning surface has been modelled from 
global observations of the heat release rate suppression on rack storage fires conducted at Factory 
Mutual. The observed exponential suppression influence of sprinkler spray has been preserved, 
and applied locally in the LES approach to modelling. On non-com busting surfaces, the water from 
the sprinkler spray acts as a heat sink, absorbing convective and radiative heat transfer. Baum[331 
provides a recent review on the use of the Large Eddy Simulation approach in modelling fires. 
2.3.3 Previous Validation Work 
To date, there has been no single piece of work that has focussed on comprehensively validating 
the FOS model. This is of no surprise however, when you consider that the model has been in a 
state of rapid development for the last twenty years. Useful verification of the model will require 
progressive determination of the accuracy of the component elements in the model, and the 
relative contribution of each element to the final accuracy of the simUlations. The scope of this task 
is too large to be completely dealt with in a single piece of work. The research documented in this 
thesis therefore has the objective of providing information on the accuracy of the hydrodynamic 
element of the FOS code. Previous validation work documented for the model is summarised 
below. 
Numerical Methods 
Following on from the derivation of the governing equations of motion, Rehm and Baum went on to 
study the use of several candidate finite difference schemes to obtain solutions to their 
equations[341• Their analysis assessed the accuracy and stability requirements of each of the finite 
difference approximations. This work entailed a comparing a continuous solution for the linear 
equations that describe internal waves in a stratified fluid, with the finite difference approximate 
solutions to these equations. The finite difference schemes considered were second order 
accurate in space, and incorporated either first order or second order time differencing. The results 
of the comparison determined that a second order accurate central difference scheme be 
employed in the initial FOS buoyant convection algorithm[351• Simulations of buoyant convection in 
an enclosure with this scheme demonstrated symmetry in the flow field about the centreline of a 
symmetrical enclosure. This observation was proposed as a measure of the accuracy of the 
computations (given that the computations were applied as if no symmetry existed). The frequency 
of vortices seen in the computed buoyant plume was also found to agree with the frequency of 
puffs observed in real fire plume experiments[361. The non-linear algorithm for convection was then 
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verified in later work conducted by Rehm, Barnett, Baum and Corley37J. Here, solutions for two 
specialised cases with full non-linear equations of motion were used to check the accuracy of the 
finite difference approximation to the equations. The discretisation error from the comparison was 
given as a few percent for the buoyant convection calculations performed on a 30 by 30 
computational grid. It should be noted that certain criteria were placed upon the selection of the 
finite difference scheme[35) that restricted the possible candidates. 
Salt Water Plumes 
In the early stages of the model development, two-dimensional simulations were conducted of an 
inviscid salt-water plume[15)[16). The simulations modelled the vertical descent of a line plume in a 
fresh water tank. The non-dimensional rate of descent of the plume front was compared with 
experimental data from previous research[38], and experiments that had been conducted by the 
researchers themselves. The experimental data and the computations both displayed a constant 
rate of descent for the plume until it impinged on the model floor. The computations however, 
determined that the plume had a faster rate of fall (1.15) than the experimental data demonstrated 
(0.75 and 0.96). In light of the limited grid resolution, and the approximation of the fluid 
environment in the computations, the comparison was described as "reasonably good". 
Gravity Currents 
The FDS code has been used a number of times to simulate the propagation of gravity currents 
along a horizontal surface of a long channel[20I122)[28J. Early two-dimensional viscous fluid 
simulations were able to resolve the characteristic head on the gravity current. Later simulations 
then compared the speed of the computed gravity current head with the speed of salt-water gravity 
currents given by the experimental data of Zukoski[391. The agreement was excellent. The 
simulations also showed that the results were insensitive to the value of the Schmidt number that 
characterised molecular diffusion of the buoyancy agent. This was an important point, as diffusion 
could not be modelled exactly in the simulations due to stability limitations associated with the grid 
resolution and the Peclet number. The propagation of thermal gravity currents down a long 
corridor has also been simulated with the FDS code, in both two and three dimensions. These 
simulations looked at the impact of convective heat losses to the ceiling on the speed of the gravity 
current nose. The computations were able to resolve the three-dimensional lobes and cleft 
patterns that have been seen in real gravity currents[40). The heat loss to the ceiling was found to 
be heavily dependent on these three-dimensional structures, such that simulations that intend to 
account for heat transfer effects should be three-dimensional. The speed of the gravity current was 
reduced by heat loss, as had been seen in previous experimental work[411. 
A quantitative comparison of simulation and experimental data was conducted for the gravity 
currents seen in the backdraft research of Fleischmann[421• In this work, two-dimensional 
simulatiorls were conducted of the gravity current that enters a compartment as a precursor to a 
backdraft. The results of the simulations were compared with both salt water modelling 
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experiments[43) and half-scale fire tests[44J, conducted as part of Fleischmann's research. The 
transit time for the gravity current to strike the back wall of the fire compartment was compared in 
simulations of the salt-water experiments. The agreement between the transit times was excellent 
for a full opening on the fire compartment, but slightly less favourable when a horizontal slot 
opening was simulated. In the case of the horizontal slot, the LES computations consistently over 
predicted the transit time. Comparisons were also made of the quasi-steady vent flow velocities in 
simulations of the half scale backdraft experiments. In this case, there was good agreement 
between the data and simulations, although the computed vent flow velocities were higher than 
those measured in experiments. The difference between the velocities was, however, within the 
uncertainty bounds of the experimental data. 
Isolated Fire Plumes 
The fire plume plays a pivotal role in the dynamics of a compartment fire. The correct 
characterisation of the plume behaviour has therefore been given a very high priority in fire science 
research. A number of simulations of an isolated fire plume have been conducted with the FDS 
model. In the three dimensional simulations, a minimum grid resolution has been recommended 
to adequately capture the plume dynamics. The resolution is related to a plume structure length 
scale Dc that was used in the determination of McCaffrey's plume correlations[26J. The length scale 
is given by Equation (2-8), and can be derived from a critical Froude number consideration. 
2 
Dc (p.c
p
;.5 J Equation (2-8) 
Using the minimum resolution of a.1De. the time averaged velocities and temperatures of the 
simulated plumes showed excellent agreement with McCaffrey's centreline plume correlations[27][451, 
The Gaussian spread of temperature and velocity across a section of the plume was also shown to 
agree excellently with McCaffrey's plume radius correlation[27]. 
The numerical methods employed in the FDS model have been observed to naturally produce a 
symmetrical flow field when the domain and source for the computations are described as 
symmetrical. This symmetry has been evident in early publications of the model development(18](191• 
In reality, the instantaneous structure of a fire plume is asymmetric. To produce a fire plume with 
the realistic instantaneous asymmetrical appearance, a small cube can be prescribed into the FDS 
domain to break the symmetry of the computations (this is later referred to as a symmetry breaker). 
This approach produces a fire plume that has a realistic chaotic turbulent appearance. 
Instantaneous images have been published of the FDS computed fire plume[25][27][33][451• The fact 
that the instantaneous plume structure looks realistic in these images, and the data produces 
accurate time averaged properties, lends credence to the use of the LES computational approach 
in modelling fires. 
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Enclosure Fire Dynamics 
Enclosing the plume in a large compartment, such as an aircraft hanger. was the next advance in 
simulating the dynamics of a fire plume[25][27][451• Unfortunately. in some of the cases where this has 
been done. a comprehensive comparison with experimental data has not been conducted. This is 
likely to be due to the unavailability of suitable data for these fire tests. 
FDS computations have been conducted of the ever-popular Steckler et a/46][47] fire compartment 
experiments[25][451• The published results of the simulations show the similarity of the veloCity 
distribution across the area of the doorway that divides the two compartments. The velocities at 
the edge of the vent flows are seen to be larger than the centreline velocities, as was seen in the 
experimental measurements. A quantitative comparison of the time averaged centreline 
temperatures and velocities in the doorway also show good agreement between the experimental 
data and computations. 
The most comprehensive comparison of enclosure fire experimental data and simulations was 
performed for a series of 39 large-scale fire tests conducted at the Underwriters Laboratories in 
Northbrook, Illinois over a two year period in the late 1990'S[461• The objective of the tests was to 
study the influence and interaction of sprinklers, roof vents and draft curtains on fires that occur in 
large warehouse type enclosures. 
To demonstrate the accuracy of the FDS model, initial simulations were conducted of a series of 
well-defined fire experiments. These simulations modelled experiments in which a Heptane spray 
burner was used as the fire source in a 7.6m high flat-ceiling warehouse. The results of the 
computations showed that the model accurately predicted both the gas temperatures near the 
ceiling, and the activation times of the sprinkler heads near the fire. Gas temperatures in the 
region just beneath the ceiling were predicted to within 15%. Sprinkler activation times for the first 
ring of sprinklers around the burner location were predicted to within 15%. The activation time for 
the second ring of sprinklers was predicted to within 25%. In a second series of simulations, the 
heat release rate of multiple boxes containing a well-defined plastic commodity was simulated, 
using an ignition temperature fire growth rate model. These simulations predicted the heat release 
rate time history of the boxes to within 20% of the calorimetry burns. Having demonstrated the 
accuracy of the model in well-defined applications, the model was then used to study apparent 
anomalies in the experimental results from five full-scale rack storage tests that were conducted. 
The deterministic nature of the model allowed researchers to identify the specific reason that 
unusual behaviour was seen in the experiments. This contribution was important, given that it was 
the interaction of multiple fire protection features that was being studied. The model successfully 
demonstrated the effect that a delay in initial sprinkler head activation has on the total number of 
sprinklers that activate in a fire. It also reproduced the sprinkler activation and suppression 
behaviour that was seen in experiments where the fire was located directly below a roof vent or the 
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intersection of draft curtains. Readers are referred to the official research report of this work for the 
necessary details on the model verification in this specific application [46). 
Qualitative Observations 
In addition to the quantitative comparisons that were made between the computational results and 
experimental data. observations of the transient flow dynamics also provided some verification of 
the model. In most publications of FDS simulations. the good qualitative agreement between the 
computational flow behaviour and the smoke flows that were seen in real fire experiments was 
noted. Features such as the pulsing nature of vortices in the plume[19][45J, the blowing over of the 
plume in enclosure fires with vents[19J• and the reproduction of the trench effect[2Ol(21) seen in the 
Kings Cross underground fire[491, all lend credence to the predictive capability of the FOS model. 
2.4 Simulation of Salt Water Flows 
The FOS has been successfully used in the past to simulate the buoyant flow of salt water in a 
freshwater environment[26J[42J. The model can be used to simulate these liquid flows because the 
hydrodynamic equations that describe the movement of smoke in the FOS are also valid for 
buoyant saline flows. This similarity between fire induced smoke flows and buoyant salt water 
flows has been formally documented and utilised in previous fire research[50J. Section 2.4.1 
however. provides a basic overview of the similarity of the flows. and describes how the FOS can 
be used to simulate saline flows if specific assumptions are employed. 
2.4.1 Similarity of Saline and Smoke Flows 
The flow of saline fluid in a quiescent freshwater environment is driven by the density difference 
between the two fluids. Similarly. the flow of hot smoke in cool ambient air is driven by the density 
difference between the gases. The fact that the fluid movement in both cases is driven by the 
same phenomenon. a buoyancy force, means that there is similarity between the governing 
equations of motion for the two cases. The similarity of the governing equations is best illustrated 
when the equations are non-dimensionalised. The governing equations are non-dimensionalised in 
accordance with Equations (2-9) through to (2-19). 
Distance 
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Equation (2-11) 
Equation (2-12) 
Equation (2-13) 
Equation (2-14) 
Equation (2-15) 
Equation (2-16) 
Equation (2-17) 
Equation (2-18) 
Equation (2-19) 
Equations (2-20) through (2-23) show a non-dimensional form of the governing equations for both 
fire induced smoke flow and buoyant salt water flows. In this non-dimensional form, the 
conservation of mass equation is exactly the same for both the saline flow and the smoke flow. 
Similarly, the conservation of momentum equation has exactly the same form in both cases, The 
third conservation equation for fire induced thermal gas flows is the conservation of thermal energy. 
For buoyant salt water flows, the third conservation equation is the conservation of salt mass in 
solution. 
Conservation of Mass - (Applicable to both saline flow and smoke flow) 
v· ·u· = 0 Equation (2-20) 
Conservation of Momentum - (Applicable to both saline flow and smoke flow) 
Equation (2-21) 
Conservation of Thermal Energy - (ApplicabJe to smoke flow) 
80: + (u· . V· )0* = (_1_)V*20· 
8t RePr 
Equation (2-22) 
Conservation of Salt Mass in Solution - (Applicable to saline flow) 
8Y; + (u· , V· )Y· = (_l_)v*Zy. 
8t· S ReSc S Equation (2-23) 
The conservation of thermal energy equation has exactly the same form as the conservation of salt 
mass equation for saline flows. The similarity in form of the three governing equations means that 
the same solution procedure can be used to solve the equations from each flow case. Thus,. the 
FOS can be used to simulate buoyant saline flows by replacing the conservation of thermal energy 
relationship with the conservation of salt mass relationship given by Equation (2-23). Instead of 
solving for the temperature in the simulations, the code is used to solve for a salt mass 
concentration. This similarity of the non-dimensional governing equations is used in salt water 
modelling theory to derive the scaling laws that will achieve dynamic similarity between the two 
flows. Readers are referred to the paper that formally documented the salt water modelling 
theory[50] for further explanation of the similarity between the flows and the anomalies in the 
modelling relationship. 
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2.4.2 Specification of Fluid Conditions 
The following section discusses the specifications that must be made in the input file of the FOS to 
correctly simulate salt water flows. Readers are referred to the FOS user manual131] for the 
nomenclature referred to within this section and Section 2.4.3. 
In all salt water simulations, the ISOTHERMAL=.TRUE. condition must be specified in the species 
namelist group, to eliminate any temperature dependence calculations. The ISOTHERMAL flag 
instructs the code to call up the species conservation equation (in this case the conservation of salt 
mass) in place of the thermal energy conservation equation. In these isothermal simulations the 
fluid density is extracted from the average molecular weight in the grid cells. 
By default, the FOS will use the Smagorinsky SGS model. In simulations where the constant 
viscosity SGS model is desired, two additional specifications must be made in the miscellaneous 
namelist group; ONS=.TRUE. and INCOMPRESSIBLE=.TRUE.. When these specifications are 
made, the incompressible flag forces the code to use a simpler viscous term differencing scheme, 
which reduces the computations. The simpler differencing scheme can be employed because the 
isothermal nature of the computations eliminates the temperature dependence of the fluid viscosity. 
The ONS=.TRUE. flag forces the .code to use a constant rate of molecular diffusion given by the 
diffusion coefficient that is specified by the user. In contrast the Smagorinsky SGS model 
determines the local rate of molecular diffusion from the Schmidt number that is specified by the 
user and from the local fluid density and viscosity. Since the fluid viscosity varies spatially, so does 
the rate of molecular diffusion. This is discussed in further detail in Section 7.2.3. 
To correctly replace the default properties of air, the density and viscosity of the ambient freshwater 
must be specified in the miscellaneous name list group. For the saline fluid, these same properties 
must be specified in the species namellst group. Care must be taken when the constant viscosity 
SGS model is being used, to ensure the fluid is sufficiently viscous to provide stable computations. 
The real fluid viscosity may be specified when the Smagorinsky SGS model is employed. 
In simulations where the Smagorinsky SGS model is used, the Schmidt number (Sc) must be 
specified, to quantify the eddy diffusion of salt mass in water. A Schmidt number of approximately 
one must be specified in order to keep the computations stable; this value could possibly be 
extended as high as two. When a constant fluid viscosity environment is used in simulations. a 
diffusion coefficient must be specified in the species namelist group instead of a Schmidt number. 
A value of 1.14 x 1 0-6 mls2 is recommended for this parameter. 
The inflow of salt water into the computational domain is generally modelled using the 
VOLUME_FLUX and MASS_FRACTION parameters in a surface namelist group. The surface 
namelist is used to specify the conditions at the face of the forced vent. The mass fraction is 
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generally set to a value of one, to indicate the saline inflow is of the density specified in the species 
namelist group. 
2.4.3 Specifications used in Simulations 
In this research. the computational grid has been uniformly distributed in each of the three 
coordinate directions, such that the translation functions (given by TRNX, TRNYand TRNZ) are not 
utilised. The discretisation of the domain (via the parameters IBAR, JBAR andKBAR). attempts to 
obtain the same cell dimension in each direction (Le. say, 10mm cube cells). Exact uniform 
distribution was limited by the condition of having each of the discretaisation parameters (IBAR, 
JBAR and KBAR) equal to an integer value of the form 2'3m5n for computational efficiency. 
The specified fluid densities were taken from Tables 2-1, 2-2 and 2-3. The dynamic viscosity of 
both the saline and the freshwater was specified as 1.14 xl 0-3 kglms[52] in simulations where the 
Smagorinsky SGS model was used. A Schmidt number of 0.721 was specified (this value is 
simply the real Schmidt number divided by one thousand t ). In simulations where the constant 
viscosity SGS model was used, the diffusion coefficient was specified as 1.581 x 10-6 m2/s; which 
equates to a Schmidt number of approximately 0.721. 
The resolution of the computations was never fine enough to accurately resolve the boundary 
layers that would form at the boundaries of the saltwater flows. As such, the computational 
boundary condition for' the tangential velocity at solid surfaces was set at an intermediate slip 
condition. The FDS parameter vee defines the degree of flow resistance for the tangential fluid 
velocity at solid surfaces. Simply speaking, the tangential component of the fluid velocity at a solid 
surface is set (by the user) as a fraction of the tangential velocity half a grid cell away from the 
surface. This is illustrated in Figure 2-1. 
Figure 2-1 shows the simple method that is employed in the FDS to account for the tangential 
resistance to flow, and hence the presence of boundary layers along solid surfaces. A value of -1 
,for the VBe parameter gives a fluid velocity of zero at the surface of the solid object, and is referred 
to as a no-slip condition. A VBe value of 1 gives a full slip condition, such that there is no 
tangential resistance to the fluid flow at solid surfaces. VBe values between -1 and 1 give 
intermediate slip conditions. The FDS software is not designed for application to resolve boundary 
layer flow, such that the user is required to specify the VBe boundary condition to reflect the impact 
that a boundary layer is expected to have on the flow near the solid surface. This requires the 
consideration of the depth of a boundary layer relative to the dimension of the grid cells adjacent to 
the solid surface. 
t A Schmidt number of 0.7 would have been sufficient; the precision specified (to three decimal 
places) is misleading. 
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Fluid 
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Velocity at Solid Surface 
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Figure 2-1 Schematic illustration of the method by which FDS accounts for the effect of 
boundary layers on the flow, through the parameter VBe. 
An example of a typical input file for the simulation of experiment T02 (which is defined in Chapter 
3) is provided on page 2-19. 
2.5 Computational Demands 
Simulations were run on two IBM compatible PCs, that each had a 450 MHz Pentium P3 
microprocessor and 512 Meg of RAM. The Cache size of the computers was 512 Kbytes. 
Simulation times varied from 18 minutes through to 4 days, depending on the number of cells in the 
domain and the length of time to be simulated. Figure 2-2 shows the rate of computation versus 
the number of cells in the domain for the computational hardware specified above. The rate of 
computation is expressed as the time that it takes the hardware to compute the solution for one 
time step at one cell in the domain. Thus, to estimate the total time that it will take for a simulation 
to run (on a similar machine), the total number of time steps in the computation must be known, 
along with the total number of cells in the domain. The duration of a single time step can be 
estimated using Equation (2-24) 
Equation (2-24) 
2-20 
&HEAD CHID='T02-Vent',TITLE='Salt Water Experiment T02' / 
&GRID IBAR=100,JBAR=64,KBAR=100 / 
&PDIM XBARO=O.OOO,XBAR=O.400,YBARO=O.OOO,YBAR=O.250,ZBARO=O.OOO, 
ZBAR=O.400 / 
&TlME DT=O.1,TWFIN=60. / 
r----------------------------------------------------- ---------------------------------i 
: Insert appropriate specifications in the MISC and SPEC namelist : 
I , 
: groups to determine which SGS Model is used : 
I I 
, I 
, , 
---,--------------~------------------------------------------------------------------~ -
&SURF ID='HALF',VBC=O.5 / 
&SURF ID='FULL',VBC=1.0 / 
&SURF ID='SALT',MASS FRACTION(l}=l.,VOLUME FLUX=-O.0001334 / 
&SURF ID='OUT',VOLUME_FLUX=O.0000537 / -
&OBST XB=O.OOO,O.400,O.OOO,O.250,O.400,O.400, SURF ID='FULL' / 
&OBST XB=O.OOO,O.100,O.OOO,O.250,O.OOO,O.250 / -
&OBST XB=O.080,O.100,O.OOO,O.078,O.250,O.400 / 
&OBST XB=O.080,O.100,O.172,O.250,O.250,O.400 / 
&OBST XB=O.080,O.100,O.078,O.172,O.250,O.295 / 
&VENT CB='XBAR',SURF_ID='OPEN' / 
&VENT XB=O.100,O.400,O.250,O.250,O.OOO,O.400,SURF_ID='OPEN' / 
&VENT XB=O.100,O.400,O.Ooo,o.ooo,o.OOO,O.400,SURF_ID='OPEN' / 
&VENT XB=O.OOO,o.ooo,o.OOO,O.250,O.250,O.340,SURF_ID='SALT' / 
&VENT XB=O.OOO,o.ooo,o.OOO,O.250,O.360,O.400,SURF_ID='OUT' / 
&SLCF XB=O.OOO,O.400,O.125,O.125,O.OOO,O.400,QUANTITY='DENSITY' / 
&SLCF XB";O.OOO,O.400,O.140,O.140,O.OOO,O.400,QUANTITY='DENSITY' / 
&SLC~ XB=O.OOO,O.400,O.110,O.110,O.OOO,O.400,QUANTITY='DENSITY' / 
&SLCF XB=O.110,O.110,O.OOO,O.250,O.OOO,O.400,QUANTITY='DENSITY' / 
&SLCF XB=O.100,O.100,O.078,O.172,O.295,O.400,QUANTITY='U-VELOCITY' / 
&PL3D DTSAM=1000. / 
For the Smagorinsky SGS Model specify the following: 
I------------------------------------------~-----------~-------------------------- ---j 
: &MISC ISOTHERMAL=.TRUE.,CSMAG=O.14,BACKGROUND SPECIES='FRESH WATER', : 
: DENSITY=999.23,VISCOSITY=O.OOl14,SC=O.721,SURF DEFAULT:' HALF , / : 
, -,
: &SPEC ID='SALINE' ,DENSITY=1005.70,VISCOSITY=O.OOl14, : 
: XB=O.OOO,O.080,O.OOO,O.250,O.250,O.340 / i L _____________________ ~ _______________________________ ________________________________ J 
For the Constant Viscosity SGS Model specify the following: 
,---------------------------------------------- --------------------------------------j 
: &MISC ISOTHERMAL=.TRUE.,DNS=.TRUE.,INCOMPRESSIBLE=.TRUE., : 
: BACKGROUND SPECIES='FRESH WATER',DENSITY=999.23, : 
: VISCOSITY=O.00322,SURF_DEFAULT='HALFI / : 
I , 
: &SPEC ID='SALINE',DENSITY=1005.70,VISCOSITY=O.00322, : 
: DIFFUSION COEFFICIENT=1.581E-6, : 
: XB=O.OOO,O~080,O.OOO,O.250,O*250/0.340 / : 
~ __________________ ~ __________________________________ ______________ _________________ J 
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This relationship estimates the time that it takes for a fluid particle to move across the extent of a 
single grid cell. In the formulation of Equation (2-24) the real velocity of the fluid is unknown 
(before the computations), thus the velocity of the fluid particle is estimated using the velocity scale 
for buoyant motion. The total duration of a simulation could be estimated using Equation (2-25), 
where the computational rate (that is, the computational time, per cell, per time step) is taken from 
Figure 2-2. 
=(C . lR ) tsim t Duralioll - omputatlOna ate x --ncells 
Atcamp 
Equation (2-25) 
1.2E-06 
FDS Computational Rate 
[on a Pentum III 450 MHz Processor with 512MB of RAM] 
1.0E-06 • CI. \ S • IIJ t • • • (II 
* E J ~ j:: 8.0E-07 • ... <i (II • CI._ • t • 
- -"ii.::::l • • • 0= 
• • ;~ • , • 
Cl.fII 6.0E-07 (liS • • E ::I • • j::.5 • • • _ E 
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Figure 2-2 Graphical plot showing the rate of FDS computations on the Pentium 3, 
450MHz PC that was used in the research 
2.6 Smokeview - Graphics Program 
In addition to developing the FDS, the National Institute of Standards and Technology (NIST), in 
Gaithersburg, Maryland (USA), also developed a graphics program for viewing the results of the 
FDS computations. The graphics program is called Smokeview311, and it has been used 
throughout this research to visualise the computational flow field. 
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Chapter 3 .. EXPERIMENTAL METHOD 
The salt water experimental program was divided into three parts; T-Series, P-Series and C-Series 
experiments. Each series is described separately in Sections 3.2, 3.3 and 3.4 respectively. Laser 
Induced dye Fluorescence (LlF) was used in all of the experiments to map the fluid density. The 
details of the LlF procedure and the experimental apparatus have been well documented 
previously[1][21, such that they will not be presented here. It is appropriate however, to provide a 
basic overview of the LlF technique and analysis, to enable the reader to comprehend the sources 
of uncertainty that are quantified later in Chapter 4. 
3.1 laser Induced dye Fluorescence 
3.1.1 Theory 
Laser Induced dye Fluorescence (LlF) is a flow visualisation technique that can be used to quantify 
concentration. In this research, the technique is used to quantify the concentration of saline as the 
brine solution flows through a freshwater environment. LlF uses a sheet of laser light to visualise 
the flow of a specific fluid in a two dimensional plane. The coherent light of the laser excites a 
tracer dye that is mixed into the fluid being studied. The tracer dye is excited into a fluorescent 
state, so that only the fluid in the two-dimensional plane of the laser sheet is illuminated. 
Previous research[3] has shown that the fluorescence of the Rhodamine 6G tracer dye is linearly 
related to its concentration in solution. The LlF technique utilises the linear response characteristic 
of this tracer dye to quantify dilution. The dye is mixed thoroughly through the fluid that is to be 
visualised, so that it has a uniform concentration at the source of the flow. When the solution is 
injected into an ambient fluid (that contains no dye), the dilution that occurs to the host fluid 
reduces the concentration of dye in solution. Nil fluorescence implies that the fluid has ambient 
conditions. Thus, the concentration of the tracer dye in the host solution is representative of the 
concentration of the agent that is responsible for the density difference. The fluorescence that is 
emitted from the flow provides a measure of the concentration of the buoyancy agent in the 
solution. The linear response characteristic of the tracer dye means that the dye fluorescence can 
be calibrated, so that the absolute concentration of the buoyancy agent in solution can be 
determined from the fluorescence emitted by the solution; see Equation (3-1). 
c - ( FSo/utiol, J x C 
So/utioll - F Calibration 
Calibration 
Equation (3-1) 
3-1 
Where 
CSoIu/ion 
CCalibration 
FSo/ution 
F Calibration 
= Concentration of buoyancy agent in solution 
= Concentration of buoyancy agent in the calibration solution 
= Fluorescence emitted from solution 
= Fluorescence emitted from the calibration solution 
In the experimental procedure, the solution that was used to calibrate the fluorescence was a 
diluted sample of the solution that was injected at the source of the flow. Thus, the concentration 
of the buoyancy agent at any point in the flow could be determined from the fluorescence emitted 
from the flow, and from the characteristics of the fluid that was injected at the source; see 
Equation (3-2). 
c =[ ~x.y.z) ] X [Fcalibralion ] x C 
(x,y,z) F F 0 
Calibration 0 
Equation (3-2) 
During experiments, a video camera was used to film the plane of the flow illuminated by the laser 
sheet. Capturing images of the fluorescent light emitted by the fluid provided an unobtrusive means 
of measuring the fluorescence of the solution. Ensuring that the light intensities captured in images 
were not distorted in any non-linear way from the light intensities that were emitted from solution 
(Le., the image capture equipment and process had a linear response), meant that the 
fluorescence captured in images could be used to determine dilution information about the flow. 
The images captured from the video camera were constructed of a rectangular array of pixels. The 
brightness of each pixel was described by a grey scale integer value between zero and two 
hundred and fifty five. The grey scale values of the image pixels were used to measure the 
fluorescence emitted from a point in the flow. To ensure that the light intensities used in the 
calculations were only a measure of the light emitted by the fluorescent tracer dye, background 
light intensities were subtracted from those intensities that were captured in the images of the flow 
and the calibration solution; see Equation (3-3). 
Where 
GCal 
GS.Cal 
c =[ 0 Flow -0 B-Flow 1 x [Fcalibration 1 x C 
(x.y.z) 0 -0 F 0 
Cal B-Cal 0 
Equation (3-3) 
= Grey scale value of pixels in the image of the flow. 
= Grey scale value of pixels in the image of the background light 
conditions for the flow apparatus. 
= Grey scale value of pixels in the image of the calibration solution. 
= Grey scale value of pixels in the image of the background light 
conditions for the calibration apparatus. 
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Thus, the relative fluorescence emitted from the flow and the calibration solution was determined 
from image analysis. A Fluorometer(4) was used to measure the relative fluorescence emitted from 
the calibration solution and the source solution (FCal/bratlorlFo). 
For saline (at 20°C), there is a linear relationship between the concentration of salt mass in solution 
and the density difference between the saline fluid and freshwater. For the flow of salt water in a 
freshwater environment, the concentration terms in Equation (3-3) can therefore be replaced with 
density difference terms, to give Equation (3-4). This is the relationship that was used in the L1F 
analysis to map the density difference of the flow field from images of the flow and knowledge of 
the density difference between the fluids at the source of the flow. The density difference at the 
flow source was determined by using a PAAR density meter to measure the density of fluid 
samples taken from the saline source solution and the ambient freshwater. In this research, 
density measurements are presented as normalised density difference, where the density 
difference between the fluids at the source of the flow is the normalising quantity; I.e. 
I1p • =l1p / IIp 0 • 
IIp {GFlow -GO-FlOW] x [Fcaub,alion] x IIp 
(X,y,z} G -G F 0 Cal O-Ca/ 0 
Equation (3-4) 
3.1.2 Laboratory Equipment 
In each salt water experiment, saline fluid was injected into a transparent perspex (PMMA) model 
that was submerged in freshwater. The fre~hwater was contained in a tank that was 6.2m long, 
1.5m wide and 1.0m deep. The sides of the tank were a series of glass windows, each O.70m wide 
by O.98m high. The perspex models sat on a mobile trolley that ran along two tracks, which were 
fixed to the floor of the tank and aligned parallel to the tank walls. The models were elevated 
300mm above the floor of the tank to prevent the saline fluid that had passed through the model 
flowing back into the geometry. A black polythene wave sheet was suspended in the tank behind 
the models to block any background light sources that could be viewed by the camera during 
experiments. A fine plastic-mesh wave sheet was suspended across the width of the tank to 
dissipate any seiche that was set up through the movement of apparatus during experiments. 
Figure 3-1 shows the general configuration of the L1F experimental apparatus. 
All the internal surfaces of the perspex models, with the exception of the side through which the 
camera viewed the flow, were lined with black, matt-finish metal sheeting. The metal sheeting was 
1mm thick, and was fixed to the internal surfaces of the models with double sided adhesive tape. 
The black sheeting prevented fluorescent light from the tracer dye reflecting off the polished 
internal surfaces of the model. 
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The laser sheet that was used during experiments was generated from a Coherent Innova 70-5 Ion 
laser. The laser was operated in a self-regulating mode to produce coherent light with a wavelength 
of 514.5nm, at a constant power of 2.0W. The laser sheet was generated from a single beam of 
laser light. This was accomplished by reflecting the beam off the faces of a rotating octagonal 
mirror that was located near the focal pOint of a parabolic mirror. The octagonal mirror was 
spinning at a rate of 20000rpm, which caused the light beamto sweep through a vertical plane with 
a frequency of 2667Hzl1][2]. To the naked eye and the video camera, this appeared as acontinuous 
sheet of laser light. 
A Pulnix TM-765E black and white high-resolution CCD camera was used to film the fluorescent 
light emitted from the Rhodamine dye in the saline solution. The camera was fitted with an image 
intensifier and a Cosmicar CCTV 16mm/F1.4Iens. A Schott glass optical filter, type OG530. was 
positioned in front of the camera to filter out light of wavelengths less than 530nm. A Topward 
TPS-4000 supply box was used to provide the twelve-volt DC power for the camera. 
A Data Translation Inc DT2867 frame grabber board was used to capture images from the camera 
video signal. The board was installed in a Pentium II PC. and was operated via the Windows 
software package Global Lab Image 2.0[5]. The AID conversion process of the video signal was 
performed with Gain, Zero Offset and AID Reference values of 1, -60 and 1024 respectively. 
These values were found to be appropriate for the aperture and intensifier settings that were used 
on the camera for the light levels experienced during experiments. Previous research[1][2] used 
these same values in L1F work conducted with the same experimental apparatus. 
The Input Look Up Tables PREJlt and POST.ilt were used to linea rise the image capture process. 
PRE.ilt was used for the T-Series experiments, while POST.ilt was used for the P-Series and C-
Series experiments. Section 3.4.1 discusses these Input Look Up Tables (ILUT) further. All 
images captured during the experiments were 10 second time-averaged images that were saved 
directly to the hard drive of the PC. The time averaging was done in real time by the frame grabber 
board, through averaging 250 consecutive frames from the video camera (which had a temporal 
resolution of 25Hz). After the experiments. the Scion Image software package[6] was used to 
combine ten time-averaged images of the flow to create a single one hundred second time-
averaged image. 
Images from the camera were recorded onto video-cassette using a Panasonic NV-FS200EC video 
recorder. A Sony PVM-1442QM Trinitron colour video monitor was used to view the live images 
from the camera, and the images captured by the frame grabber board. 
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Schematic diagram of the Laser Induced dye Fluorescence (L/F) apparatus that was used in the salt water experiments. 
3.2 T -Series Experiments 
The T-Series (Transitional flow) experiments used the LlF technique to map the density field of a 
buoyant saline plume that spilt from a rectangular opening between two compartments. The 
negatively buoyant plume underwent a transition from laminar to fully turbulent behaviour as it spilt 
from the plane of the opening onto the floor of the second compartment. 
3.2.1 Model Geometry 
The model that was used in the T -Series experiments consisted of two rectangular compartments 
that were connected by an opening in the wall between them. The opening had a rectangular 
geometry with height and width of O.824H and O.376H respectively; where H is the height of the 
source compartment. The second compartment (into which the plume spilled) was twice as high 
and three times as wide as the compartment that contained the source for the flow. The geometry 
and the as-built interior dimensions of the T-Series model are shown in Figure 3-3. The wall that 
separated the two compartments was 3mm thick. 
250mm 250mm 
I... ..I 
152mm 
SIDE ELEVATION 
" Synthetic Wool Fibre Polyurethane Foam 
Figure 3-2 Geometry and dimensions of the flow source in the T-Series model. 
Figure 3-2 details the geometry and dimensions of the T -Series flow source. The source was built 
into the rear of the smaller compartment, a clear distance 1.4H back from the plane of the opening. 
It was designed to artificially generate an exchange flow through the opening that connected the 
two compartments. Ambient freshwater was drawn into the source compartment through the upper 
portion of the opening, while saline solution spilled out of the compartment through the lower 
portion. The freshwater flow was drawn out of the source compartment through a porous 
polyurethane foam block that was lodged against the ceiling of the model. 
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Figure 3-3 Geometry and dimensions of the T-Series model. 
Similarly, the saline fluid was injected into the source compartment through another polyurethane 
foam block that was pressed against the floor of the compartment. The polyurethane foam blocks 
distributed the volume flow of each solution as uniformly as possible over the entire width of the 
source compartment. The foam was pressed firmly against the boundaries of the compartment, to 
prevent the solution from circumventing the flow path through the porous media. 
3.2.2 Configuration of Apparatus 
During the experiments, the light sheet from the laser was shone through the end window of the 
freshwater tank (below the level of the water surface). The sheet was aligned parallel to the tank 
walls, and was offset from the internal surface of the windows by approximately 580mm. The T-
Series model was positioned on the trolley so that the laser sheet illuminated the centreline plane 
of the model geometry. The video camera was located approximately 790mm away from the laser 
sheet, such that the image captured of the centreline plane of the model was approximately 
550mm wide by 390mm high. Figure 3-4 is a schematic diagram of the configuration of the 
apparatus used in the T ~Series experiments. 
Saline solution was gravity fed into the source of the model from a constant head tank located on a 
mezzanine floor above the laboratory room. The constant head tank had a spilling weir system that 
provided approximately 4.75m of head at the elevation of the tank floor. The volumetric flow rate of 
the saline solution into the model was measured using a rotameter. The glass housing of the 
rotameter was a size 24G model manufactured by Rotameter Manufacturing Co Ltd, Croydon, 
England. A replacement stainless steel float (constructed in the university laboratory workshop) 
was used in the rotameter. A Bailey Fischer & Porter COPA-XE/MAG-XE, 1 QDX40 11 B 
electromagnetic flowmeter was used to calibrate the rotameter. 
Figure 3-4 
Electromagnetic 
Flowmeter 
Configuration of the experimental apparatus for the r-Series experiments. 
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The. freshwater that was drawn from the flow source in the model was drawn using a Davis 
centrifugal pump. The flow rate of the freshwater was measured using Bailey Fischer & Porter 
COPA-XElMAG-XE, 10DX4011 B electromagnetic flowmeter. The flow rate of the freshwater was 
sampled, and logged directly to a PC at a frequency of 4Hz over the time interval that images of the 
flow were captured in each experiment. 
3.2.3 Matrix of Experiments 
Six different experiments were conducted in the T-Series investigation. One of the six 
experiments, T02, was repeated a further four times, to quantify the repeatability of the 
experimental results. Table. 3-1 details the source conditions for the fluid streams in each T-Series 
experiment. Three different saline solution densities were used in combination with two different 
volumetric flow rates to create the six different experiments. The densities of the saline and 
freshwater solutions for each experiment are shown in Table 3-1; the three saline densities equate 
to approximate salt mass fractions of 0.5%, 1.0% and 2.0%. In all of the T -Series experiments the 
volumetric flow rate of saline injected into the model source was approximately equal to the 
volumetric flow rate of freshwater drawn out of the source. The two volumetric flow rates that were 
used for the saline and freshwater fluid streams are also shown in Table 3-1; the flow rates shown 
are equal to 8,011min and 17.1IImin.Throughout this document, the density difference between the 
fluids at the source of the flow is described via the variable /3, which is the density difference ratio, 
as given by Equation (3-5). The geometry of the model was not altered in any of the T-Series 
experiments. 
Equation (3-5) 
Exp Ps pq;, /3 Vs Vq;, T: Trr) 
Title (kg/m3) (kg/m3) - (m3/s X 104 ) (m3/s x 104 ) (OC) (OC) 
T01 1002.15 999.32 0.003 1.334 1.336 18.7 14.0 
T02 1005.70 999.23 0.006 1.334 1.338 19.0 14.6 
T03 1012.85 999.30 0.013 1.334 1.340 18.5 14.0 
T04 1002.16 999.30 0.003 2.851 2.815 19.0 14.0 
T05 1005.69 999.19 0.006 2.851 2.883 19.2 14.5 
T06 1012.74 999.38 0.013 2.851 2.857 19.3 13.7 
T07 1006.14 999.40 0.007 1.334 1.331 17.0 13.6 
TOB 1005.93 999.39 0.006 1.334 1.352 1B.2 13.7 
T09 1005.52 999.37 0.006 1.334 1.340 20.2 13.91 
T10 1005.73 999.31 0.006 1.334 1.329 19.2 14.1 
Table 3·1 Fluid conditions at the flow source for each T-Series experiment. 
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3.3 P-Series Experiments 
The P-Series (Plume) experiments used the L1F technique to map the density field of a buoyant 
salt water plume injected into a compartment that was open to the ambient atmosphere. The salt 
water plumes that were generated in the P-Series experiments were later used in the C-Series 
experiments. The C-Series experiments studied the buoyant flow field that forms in a compartment 
adjacent to the source room. Therefore, the purpose of the P-Series work was to accurately 
quantify the source plumes that were used in the C-Series experiments. 
3.3.1 Model Geometry 
The model that was used in the P-Series experiments was a rectangular compartment that was 
400mm high, 400mm wide and 1200mm long. The geometry and the as-built interior dimensions of 
the model are shown in Figure 3-6. The overall dimensions of the model were scaled to represent 
two ISO fire rooms connected end on end; however no wall was installed in the P-Series model to 
separate the two rooms. The end of the model that was remote from the plume source was 
completely open to the ambient environment. 
Figure 3-5 
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Figure 3-6 Geometry and dimensions of the P-Series model. 
Figure 3~5 details the geometry of the salt water plume source. The centre of the source was 
located on the centreline plane of the model, 300mm out from the closed end of the compartment. 
The source protruded down from the top of the model 67mm, and discharged through a horizontal 
square port of 50mm dimension. Three layers of a fine stainless steel mesh were placed across 
the source opening. The rectangular chamber above the opening was packed with porous 
polyurethane foam. The foam and fine wire mesh served to distribute the saline flow over the 
entire area of the square port. The three layers of mesh were stainless steel 40/40xO.010" (No of 
strands per inch both ways x wire diameter). A fourth, more sturdy layer of mesh was placed at the 
very base of the source to prevent the foam being forced out of the rectangular chamber, and to 
minimise the out of plane deflection of the three finer mesh layers. The fourth layer of mesh was 
stainless steeI10/10xO.023". The plume source was constructed of 6mm thick perspex. 
Electromagnetic 
Flowmeter 
Mobile Trolley 
Parabolic 
Mirror 
Rotating Octagonal 
Mirror 
Figure 3-7 Configuration of the experimental apparatus for the P-Series experiments. 
3.3.2 Configuration of Apparatus 
The configuration of the laser sheet during the P-Series work was the same as that used in the T-
Series experiments. The camera however, was set further back from the sheet, at approximately 
1050mm. The image that was captured by the camera from the plane of the laser sheet was 
approximately 723~m wide by 500mm high. Figure 3-7 is a schematic diagram of the 
configuration of apparatus used in the P-Series experiments. 
As with the T -Series experiments, saline solution was gravity fed to the model from a constant 
head storage tank on a mezzanine floor above the laboratory. A Bailey Fischer & Porter COPA-
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XE/MAG-XE, 1 ODX4011 B electromagnetic flowmeter was used to measure the volumetric flow rate 
of the saline injected at the plume source. The flow rate was sampled, and logged to a PC at a 
frequency of 4Hz for the time interval that images of the flow were captured. 
3.3.3 Matrix of Experiments 
Two different salt water plumes were generated in the P-Series experiments; P01 and POS. The 
generation of plume P01 was repeated a further four times to assess the repeatability of the C-
Series source conditions. The density of the saline solution was the only property changed 
between the two source plumes. Table 3-2 details the characteristic properties of the fluids that 
were used in the P-Series experiments. For each experiment the denSity of the saline solution and 
the freshwater are listed in Table 3-2, along with the volumetric flow rate of saline that was injected 
through the plume source. The buoyancy at the plume source is expressed via the variable p, and 
the initial temperatures of both fluids are given. The two saline solutions that were used for the 
plumes had approximate mass fractions of salt mass in solution of 1.5% and 3.0%. A volumetric 
flow rate of 6.2//min was used for both plumes. The geometry of the model was not altered for any 
of the P-Series experiments. 
Exp Ps p"" P Va z: Too 
Title (kg/m3) (kg/m3) . (m3/s xlO4) (OC) (OC) 
P01 1009.31 999.54 0.01 1.033 18.9 12.4 
P02 1009.10 999.50 0.01 1.024 19.8 12.6 
P03 1009.53 999.56 0.01 1.039 18.0 12.3 
P04 1008.87 999.46 0.01 1.033 21.0 13.0 
P05 1009.13 999.50 0.01 1.035 19.7 12.7 
P06 1020.53 999.52 0.02 1.046 18.0 12.S 
Table 3·2 Fluid conditions at the flow source for each P·Series experiment. 
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3.4 C .. Series Experiments 
The C-Series (Corridor) experiments used the LlF technique to map the density of the saline layer 
that formed in a room that was connected to a compartment containing a salt water plume. The C-
Series saline flows are representative of the flow field that would occur in the adiabatic movement 
of low temperature smoke through the internal geometry of a residential scale building. 
3.4.1 Model Geometry 
The overall dimensions of the model that was used in the C-Series experiments were the same as 
those of the model used in the P-Series work; I.e. 400mm high, 400mm wide and 1200mm long. 
The C-Series model however, differed from the P-Series model, in that it was divided at mid-length 
into two compartments of equal size. Both compartments were a scaled representation of the ISO 
fire room [7]. 
The internal geometry of the model was the primary variable altered in the C-Series work. Figure 
3-9 shows the four variations of geometry that were used in the experiments. The variations were 
achieved by changing the geometry of the opening that connected the two rooms, and the 
geometry of the opening at the far end of the compartment. To imitate the internal geometry of a 
residential scale building, the openings were scaled to represent a sill (which extended across the 
full width of the room), or an open single leaf pedestrian doorway. Figure 3-8 shows the 
dimensions of the vent plates that were inserted into the model to provide the desired openings. 
Figure 3-8 
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Geometry and dimensions of the openings that were used in the C-Series 
models. 
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Experiments CO 1 and C02 Experiments C03 and C06 
Experiments C04 and C07 Experiments C05 and C08 
Figure 3-9 Geometry of the four different C-Series models. 
The plume source from the P-Series work was reused in the C-Series experiments. None of the 
properties of the source, including location, were changed. Refer to Section 3.3.1 for detailed 
discussion of the plume source. 
3.4.2 Configuration of Apparatus 
Problems with refraction of the laser light off the density interface> between the saline layer and the 
freshwater, meant that the configuration of the laser sheet used in the C-Serieswork was different 
from that used in T -Series and P-Series experiments; Section 3.4.3 provides an explanation of the 
problem. In the C-Series experiments, the laser sheet was elevated above the water level in the 
tank. At the location of the model, the light sheet was reflected down onto the saline flow with a 
planer mirror. A 25mm wide strip was cut out of the black metal sheeting fixed to the model ceiling, 
to allow the laser to illuminate the saline flows within the model. The sheet was aligned parallel to 
the walls of the tank, and was offset from the internal surface of the windows by 580mm. The 
video camera was located approximately 945mm away from the laser sheet. The image that the 
camera captured from .the plane of the laser sheet was approximately 656mm wide by 451mm 
high. 
Figure 3-10 
Constant Head Tank 
fOT Saline Solution 
Electromaglletic 
Flowmeter 
Configuration of the experimental apparatus for the C-Series experiments. 
Just as in the P-Series experiments, saline solution was gravity fed to the plume source from a 
constant head storage tank on a mezzanine floor above the laboratory. A Bailey Fischer & Porter 
COPA-XE/MAG-XE, 1 ODX4011 B electromagnetic flowmeter was used to measure the volumetric 
flow rate of the saline. The flow rate was sampled, and logged to a PC at a frequency of 4Hz for 
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the time interval that images of the flow were captured. Figure 3-10 schematically shows the 
configuration of the equipment that was used in the C-Series experiments. 
3.4.3 Refraction off the Density Interface 
In the P-Series experiments, dark horizontal bands were observed near the top of the saline layer, 
which formed around the impingement region of the plume. The dark bands were caused by the 
laser light being reflected off the density interface between the saline fluid and the freshwater in the 
downstream region of the model. The reflection off the density interface prevented light at the 
saline layer height reaching the end of the model, thereby causing the horizontal shadow bands 
that were observed in the experiments. The disruption of the uniform light conditions prevented 
density measurements being taken from the saline layer. Measurements were, however, still able 
to be collected of the plume density before the plume plunged into the layer. 
Reflection off the Density Interface in the P-Series Experiments 
Time Average Shadow 
due to Refraction --t,:.,;;~11 
Reflection off the Density Interface in the r-Series Experiments 
Figure 3-11 Schematic illustration of the shadow bands caused by the reflection of the 
laser light off the density interface between the salt water and freshwater. 
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Problems with reflection off a density interface were also seen in preliminary work for the T-series 
experiments. In these preliminary experiments. the laser sheet had a vertical orientation similar to 
that used in the C-series experiments. Here. refraction occurred off the density interface of the 
laminar section of the spilling plume. As the saline fluid spilled over the edge of the sill. the 
interface with the ambient freshwater curved downward. before being broken up by turbulence. The 
vertical light beam from the laser reflected off the edge of the saline flow at the pOint where the 
interface between the fluids was very nearly vertical. This created dark vertical shadow bands 
around the impingement region of the plume. In order to study the plume in the T-series work. the 
laser sheet orientation had to be changed. so that the flow was illuminated by laser light with a 
horizontal orientation. With this orientation. there was no reflection of the laser light in any region 
that would shadow the turbulent region of the plume. Figure 3-11 schematically shows the 
reflection problems observed in the P-series and T -Series experiments. 
3.4.4 Matrix of Experiments 
Eight different experiments were conducted in the C-Series experimental investigation. Experiment 
C06 was additionally repeated once. The two different P-Series plumes were used in combination 
with the four model geometries shown in Figure 3-9 to constitute the eight different experiments. 
The two salt water plumes were the same as those detailed in the P-Series work (i.e .• P01 and 
P06). For each C-Series experiment Table 3-3 details the properties of the saline solution at the 
plume source. the geometry of the model. and the initial temperatures of the fluids in the 
experiments. The four geometries are represented in Table 3-3 by the following notation: -
SI- A sill between the two compartments with no obstruction on the final opening. 
01- A doorway between the two compartments with no obstruction on the final opening. 
DIS A doorway between the two compartments with a sill across the final opening. 
DID A doorway between the two compartments with a doorway on the final opening. 
Exp P. Poo P Vi Geometry 1'. Too Title (kg/m3) (kg/m3) . (m3/s X104) (DC) (DC) 
C01 1008.88 997.96 0.01 1.023 SI- 21.0 16.4 
CO2 1019.49 999.05 0.02 1.023 SI- 19.9 15.4 
C03 1009.30 999.04 0.01 1.045 01- 19.2 15.3 
C04 1008.75 998.90 0.01 1.031 DIS 15.7 21.3 
COS 1009.34 999.03 0.01 1.016 DID 19.3 15.3 
C06 1019.57 998.02 0.02 1.034 01- 20.7 16.3 
COT 1019.57 998.02 0.02 1.061 DIS 21.4 16.1 
COB 1019.35 997.99 0.02 1.013 DID 22.2 16.4 
C09 1020.46 999.04 I 0.02 1.042 01- 19.2 16.0 
Table 3·3 Model geometry and fluid conditions at the flow source for each C·Series 
experiment. 
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Chapter 4.. UNCERTAINTY ANALYSIS 
4.1 Overview 
The purpose of conducting the salt water experiments in this research is to generate experimental 
data that can be used to verify the hydrodynamic model in the Fire Dynamics Simulator. The 
accuracy of the model is measured according to how well the computational results compare with 
the salt water experimental measurements. This assessment assumes that the experimental 
measurements provide a true representation of the fluid dynamics present in the salt water flows. 
In reality, measurement techniques are subject to error, so that experimental results are not a true 
measure of the quantity. Therefore, in order to ascertain some knowledge of the hydrodynamic 
model accuracy from the comparison of the simulation results with experimental data, it is 
necessary to quantify how close the experimental measurement is to the true value. That is, it is 
necessary to quantify the uncertainty of the experimental measurements. 
In this chapter, the uncertainty of the measurements made in the salt water experiments is 
quantified. The uncertainty of each measurement is presented as either the limit uncertainty or the 
probable uncertainty. The limit uncertainty has been quantified for the fluid temperature, volumetric 
flow rate, source fluid density and the location of the density difference measurements within the 
flow field. The probable uncertainty has been evaluated for the normalised density difference 
measurement; it is displayed in the form of confidence envelopes for the measurement. The 
uncertainties have been evaluated according to the methods details in Baird, D.C. (1962i11• 
4.2 Source Conditions 
4.2.1 Volumetric Flow Rate 
An electromagnetic flowmeter and a rotameter were used to measure the volumetric flow rates of 
solutions. The accuracy of the Electromagnetic flowmeter is specified as 0.5% of the flow rate. 
The reading of the float elevation within the rotameter housing was accurate to within 1 division on 
the scale provided, such that the flow rate was estimated to be accurate to within 0.1/lmin. 
4.2.2 Fluid Density 
An Anton-PAAR density meter was used to measure the density of the fluid samples collected 
immediately prior to each experiment. The density of each sample was calculated from Equations 
(4-1) and (4-2). The propagation of the component variable uncertainties in these equations has 
been considered, to determine the limit uncertainty of the source fluid density. For the range of 
fluid densities that were used in the salt water experiments, the absolute uncertainty of the density 
measurement was 0.04 kglm3• The component uncertainty of each of the variables in Equations 
(4-1) and (4-2) is given below. 
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Equation (4-2) 
PAAR Density Meter Count - (c) 
The PAAR density meter apparatus consisted of a DMA 60 processing unit, an external DMA 602 
remote measuring cell, and a Grant Instruments LTD6-P constant temperature bath. The Period 
Select DMA 60 processing unit was set at 1 k, so that 1000 oscillations of the sample were 
measured. The sum of the clock pulses (released every 10·5seconds) that were counted over the 
duration of the 1000 oscillations is precise to one unit. 
Density of Freshwater - (Pwaler) 
The density of freshwater at various temperatures was obtained from tabulated standard values[2j 
to an accuracy of two decimal places. The accuracy of freshwater density is therefore accurate to 
within 0.001 %. 
Atmospheric Pressure - (Palm) 
Atmospheric pressure was measured using a mercury manometer. Mercury levels recorded from 
the manometer were accurate to within 0.5mm, such that the relative accuracy of the atmospheric 
pressure measurement was less than 0.1 %. 
Fluid Temperature - (7) 
The density of each fluid sample was evaluated at the temperature that the fluid had during the 
experiment. A digital thermometer was used to ensure that the fluid sample in the remote-
measuring cell was in thermal equilibrium while the PAAR density meter readings was taken. The 
accuracy of the thermometer was O.1°C, such that the temperature measurement had an error of 
less than 1% (in degrees Celsius). 
4.2.3 Fluid Temperature 
A glass/mercury thermometer was used to measure the temperature of both the saline fluid in the 
header tank and the fresh water in the experimental tank. The thermometer scale was precise to 
O.1°Ct such that the relative error of the temperature measurement was less than 1 % when 
quantified in degrees Celsius. 
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4.3 Profile Location 
Three spatial coordinates describe the location of the density difference measurements in the flow 
field. Each coordinate has a degree of uncertainty. The horizontal and vertical coordinates, x and 
Z, describe the location of the measurements within the sheet of the laser light. These are the 
coordinates that are given in Appendix 1 for the profile locations. Uncertainty in these coordinates 
is traceable to inaccuracies in the procedure used to sPfltiallycalibrate images from the video 
camera. The third coordinate, y, describes the position of the laser sheet within the model. The 
uncertainty in this coordinate is due to spatial characteristics of the laser sheet. 
4.3.1 Uncertainty in the X and Z Coordinates 
Spatial calibration of the LlF images was achieved by using an image of a grid to determine the 
average size of the area represented by each pixel in the image, and the distortion effects of 
perspective and rotation. In the calibration procedure, an image was captured of a 25mm grid 
sheet that was positioned vertically in the plane of the laser sheet. From the image of the grid, 
eight pixel locations were selected at the intersection of grid lines. The pixel coordinates and the 
corresponding grid coordinates (in millimetre~) were input into the Global Lab Calibration Tool for 
all eight points. From these sample points, the software determined a translation function to remap 
the pixel coordinates of the image to the real world spatial coordinates of the grid. Within this 
spatial calibration process, there were two primary sources of error. 
1. the accuracy with which the calibration grid sheet was positioned in the flow field 
2. the accuracy of the translation function determined by the software. 
Accuracy in Positioning the Calibration Grid in the Model Geometry 
Error in the horizontal and vertical positioning of the calibration grid was minimised by having the 
grid sheet sit on the floor of the model, butted up against the sill of the vent that divided the two 
compartments. This positioning enabled the coordinate system of the calibration grid to be lin!<ed 
to the geometry of the model. The error in positioning the grid within the model is estimated to be 
within 1mm (both vertically and horizontally). 
In the spatial calibration, it was necessary to locate the grid sheet in the plane of the laser sheet, to 
ensure that the average pixel size determined from the calibration image was the same as the pixel 
size in the LlF images. Figure 4-1 schematically shows the impact of positioning the calibration 
grid at an incorrect depth of field. 
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Figure 4~1 
Image Captured of the Calibration 
Grid when it Is Incorrectly Located In 
of the Plane of the Laser Sheet 
Image Captured of the Calibration 
Grid when it Is Correctly Located in 
the Plane of the Laser Sheet 
The Grid System that Is Determlnedfrom the 
Image of the Calibration Grid that was 
incorrectly located In front of the 
Plane of the Laser Sheet. 
The Correct Grid System for Images tha/have been 
Captured from the Plane of the Laser Sheet 
Image from the Plane of the Laser Sheet 
Schematic diagram showing the parallax error induced in the spatial 
calibration of the LlF Images through locating the calibration grid at an 
incorrect depth of field. 
Imperfections in mirror alignments meant that the laser sheet that was used in experiments was not 
completely flat, but rather was warped out of plane in areas. This meant that it was not possible to 
position the flat calibration grid at the correct depth of field for the entire flow image. The maximum 
parallax error (in the x and z coordinates) that could result from this imperfection has been 
evaluated via simple trigonometry and is displayed in Table 4-1. The error was calculated using 
the containment width of the laser sheet (discussed later in Section 4.3.2), and the distance that 
the camera was located away from the laser sheet. For each of the three experimental series 
(T-Series, P-Series and C-Series), Table 4-1 lists the maximum error with which the calibration grid 
was positioned in the model, the containment width of the laser sheet (refer Section 4.3.2). and the 
maximum possible parallax error that could be created in the x and z coordinates. 
I Series 
T~Series 
P~Series 
C~Series 
Table 4-1 
Positional Error Containment Width Maximum Parallax Error (mm) 
(mm) (mm) x~Coordinate z-Coord j nate 
1 15 4.1 3.5 
1 15 1.4 1.7 
1 20 5.0 4.4 
Maximum error (in the x and z coordinates) created by the incorrect 
positioning of the calibration grid during the spatial calibration. 
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Accuracy of the Translation Function 
The translation function converted pixel coordinates in the LlF images to real world coordinates that 
tied in with the geometry of the model. It was determined that the accuracy of the translation was 
governed by the resolution and contrast characteristics of the image, rather than the precision of 
the translation function itself. 
The accuracy of the translation was assessed, by comparing the coordinates of known locations in 
an image with the coordinates given by the translation function. An image of the calibration grid 
was used for this assessment. The lines on the calibration grid were one millimetre thick. The 
limited contrasting ability of the image capture equipment however, meant that in the image of the 
grid, the lines were blurred over a width of four to six pixels, which equated to a width of three to six 
millimetres. Thus, in an image of a grid, the intersection of two grid lines had to be selected from a 
square arrangement of four adjacent pixels. The translation function was sufficiently precise that it 
predicted the coordinates of the intersection within one pixel of the four-pixel cluster that encircled 
the actual intersection. The accuracy of the coordinate translation is therefore quantified as one 
and a half times the diagonal dimension of the pixels in the LlF images. The inability of the image 
capture equipment to accurately resolve the spatial distribution of highly contrasting areas is 
discussed later in Section 6.1.1 .. For each experimental series, Table 4-2 lists the size of the flow 
area that each Individual pixel represented. The translation error, for each experimental series, is 
calculated from these pixel dimensions and is also displayed in Table 4-2. 
Series 
T·Series 
P-5eries 
C-5eries 
Table 4-2 
Pixel Size (mm) Translation Error 
x-Dimension z-Dlmenslon (mm) 
0.71 0.76 1.6 
0.94 0.98 2.0 
0.85 0.90 1.9 
Maximum error (in the x and z coordinates) caused by inaccuracies in the 
translation of pixel coordinates to real world coordinates during spatial 
calibration. 
4.3.2 Uncertainty in the Y Coordinate 
The y coordinate describes the position across the model at which the normalised density 
difference measurement was taken. If the laser sheet had been ideally flat, this coordinate would 
always be the distance to the centreline plane. However, in the generation of the laser sheet, 
imperfections in the alignment and the shape of mirrors meant that the light sheet had a slightly 
warped profile and a diverging width. This introduced some uncertainty into the y coordinate. 
The spatial characteristics of the laser sheet were assessed at the start and at the end of each of 
the three experimental series. The light sheet was shone onto a white perspex sheet, marked with 
10mm grid lines to enable measurements to be made. The length, thickness and the total width of 
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containment for the laser sheet were recorded according to the measurement protocol shown in 
Figure 4-2. For each experimental series, Table 4-3 lists the thickness and the total width of 
containment for the laser sheet. The width of containment can be used as the absolute limit 
uncertainty for the y coordinate. 
Figure 4-2 Schematic diagram of the measurements that were col/ected between each 
experimental series to quantify the spatial extent of the light sheet. 
Experimental Series Thickness Containment Width (mm) (mm) 
T-Series 10 15 
P-Series 10 15 
C-Series 7 20 
Table 4-3 Dimensions of the light sheet in the experimental region. 
4.3.3 Summary of the Uncertainty in Measurement Locations 
The component errors that have been quantified and displayed in Table 4-1 and Table 4-2 are limit 
errors for the x and z coordinates. The simple addition of these component errors to determine a 
resultant uncertainty would be unrealistically pessimistic. An estimate of the realistic uncertainty in 
the location of the normalised density difference profiles within the flow field is given by the 
absolute uncertainties listed in Table 4-4. For each experimental series, Table 4-4 lists the limit 
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uncertainty in the x, y and z components of the Cartesian coordinates that describe the 
experimental measurement locations. Evidence of the spatial uncertainty, can be seen in the 
normalised density difference coordinates that are listed in Appendix 1 for the C-Series 
experiments. In a number of C-Series experiments, the vertical coordinate at the start of the profile 
(ZSlarl) lies beneath the floor level of the C-Series model (that is, ZStarl > 333mm when the C-Series 
model floor lies at Z = 333mm). 
Experimental Series ox oy Or. (mm) (mm) (mm) 
T-Series ±4 ±15 ±4 
P-Series ±2 ±15 ±2 
C-Series ±5 ±20 ±5 
Table 4-4 Final estimate of the limit uncertainty for each component of the Cartesian 
coordinates that describe the location of measurements In the flow field. 
4.4 Normalised Density Difference 
The probable uncertainty of the normalised density difference measurement has been evaluated in 
accordance with the method detailed in Baird, D.C. (1962)[11. In the LlF determination of the 
normalised density difference (given by Equation (4-3)), there are three primary sources of 
measurement uncertainty: 
1. the grey scale value allocated to each pixel in an image, G, 
2. the correction term, COrltb (discussed with later in Section 4.4.2) and 
3. the fluorescence measurements made from samples of solutions, F. 
/J.p. = /J.p =CDrifi[GF/Ow-GB-Flow]x[Fcalibra,ion] 
/J.p 0 G Cal-G B-Cal Fo 
Equation (4-3) 
The absolute uncertainty of the calculated normalised density difference can be determined from 
the uncertainty of the component measurements, according to Equation (4-4). Similarly, the 
standard deviation of the normalised density difference measurement can be quantified from the 
standard deviations of the component measurements, according to Equation (4-5). Thus, in order 
to quantify the uncertainty of the normalised density difference, the uncertainty in the three 
component measurements G, F and CDrltt must be determined. 
Equation (4-4) 
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4.4.1 Uncertainty in the Pixel Grey Scale Value - G 
The light intensity values G that are allocated to pixels in the experimental images, are adjusted 
values from the light intensity measurements R, which are captured by the image capture 
equipment. The light intensities are adjusted according to a defined translation function that 
ensures the equipment has a linear response. The uncertainty of the grey scale value G that is 
finally allocated to a pixel. is therefore a function of both the uncertainty of the captured 
fluorescence R, and the uncertainty of the translation function that remaps R to G. 
Uncertainty in the Captured Fluorescence - (R) 
To account for the possible influence of random noise in the image capture apparatus, analysis 
was undertaken to look at the variation in the fluorescence captured in an image under 
experimental conditions. The analysis examined how the light intensity values assigned to a pixel 
location in an image, varied between ten images that were captured of the same article under 
identical conditions. 
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Distribution Parameters 
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Minimum 
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Number of Sample Points 
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Variation in Captured Grey Scale Value 
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=43 
39321600 
~ 0 1 
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2 3 
Frequency distribution of the random variation in the captured grey scale 
value at any pixel/ocafion In a LlF Image. 
The variation was assessed, by comparing the grey scale values at the same pixel location in two 
different images of the same fluorescent calibration solution. The analysis revealed that the 
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magnitude of the variation in the captured grey scale value was independent of the level of light 
intensity. The data from one hundred image comparisons was collated into one data set. Figure 
4-3 shows the frequency distribution that was determined for the variation in the grey scale value R 
assigned to a pixel during image capture. 
In the calculation of the grey scale variation (through the comparison of two images), the order in 
which the images were captured was considered. The image that was captured at a later time was 
always subtracted from the image that had been captured earlier. The slight skew in the 
distribution, and the non-zero mean, is evidence of drift that occurred over the time interval 
between the capture of the two images; see Section 4.4.2 for discussion of the correction for this 
problem. The analysis determined that the standard deviation of the captured fluorescence R is 
0.354 grey scale units, (i.e .. OR = 0.354). 
Uncertainty in the Linear Response Translation Function 
The image capture equipment used in the LlF experiments was required to have a linear response, 
so that light intensities captured in images were not distorted in any non-linear way from the light 
intensities that were emitted from solution. Prior to any experiments in this investigation being 
conducted, the natural response characteristics of the image capture equipment were evaluated. 
and found to be non-linear. A translation fUnction was therefore determined, to modify the light 
intensities that were naturally captured in images R to light intensities that were appropriate for a 
linear response G. The translation function was applied during the image capture process via the 
Global Lab Picture Tool, Input Look-Up Table facility, (ILUT)[31• 
The natural response characteristics of the image capture eqUipment were evaluated from images 
of a fluorescence calibration solution. The response characteristics were evaluated by comparing 
the fluorescence captured in an image with the power of the laser sheet that was used to illuminate 
the solution. The comparison was conducted over the range of fluorescence levels that the data 
capture equipment was exposed to during experiments. Adjusting the power output of the laser 
varied the fluorescence emitted from solution (according to a linear relationship[41). 
The fluorescence captured in each image was measured, using the grey scale value of pixels at 
twenty-six sample locations in each image. Twenty of the sample locations were arranged in a grid 
pattern across the area of the image; the remaining six locations were selected in brighter regions 
of the image to provide data in the upper range of the light resolution scale. For each sample 
location, a best-fit linear regression was determined for the relation of the laser power to grey scale 
value of the pixel. The slope of the best fit linear relation was found to vary throughout the image, 
such that there was spatial variation in the response characteristics of the image capture 
equipment. Figure 4-4 schematically shows the method that was used to determine the linear 
response translation function at each of the sample locations. 
4-9 
II) 
11). 
N 
Bestfit '" 
Linear Regression "\ 
/ 
• = Captured grey scale value 
to. = ideal grey scale value 
Power of Laser Light 
used to Excite Solution 
// 
,-
/~/'/.'" 
,,// 
/'/~ Translation 
,/ . . Function 
Captured Grey Scale Value 
255 
Figure 4-4 Schematic diagram showing the method that was used to derive a translation 
function that would remap the grey scale values of a pixel to values that were 
appropriate for a linear response. 
The ILUT translation function used in the T -Series experiments was determined prior to the start of 
any of the salt water work. The data from all twenty six sample locations was collated into one data 
set, and a. best-fit fourth order polynomial was determined to describe the remapping of the 
incoming grey scale values to the linear response values. Between the completion of the T-Series 
and the start of the P-Series experiments, the video camera was serviced to rectify synchronisation 
problems that appeared during experimental work that was later dumped. Following servicing, the 
response characteristic of the image capture equipment was reassessed and found to be 
significantly different from that seen prior to the T -Series work. The response evaluation was 
therefore repeated a further four times to assess the repeatability of the translation function 
determination. The data points from all of the five derived ILUTs were collated into one data set 
and used to determine the best-fit ILUT for the image capture equipment after servicing. The data 
from the five response characteristic evaluations had a 5% relative standard deviation about the 
best fit polynomial given by Equation (4-6). The scatter of the data represents the spatial variation 
in the image capture equipment response. 
Where 
a l =5.705 x 10-8 
a2 2.292 x 10-
5 
a3 =3.984x 10-
3 
a4=0.6892 
Equation (4-6) 
As no repeatability analysis was undertaken prior to the camera servicing (that is, prior to the T-
Series experiments being conducted). the 5% relative standard deviation error has also been used 
to describe the accuracy of the translation function that was used in the T-Series experiments. 
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Diagram showing the scatter of the ideal grey scale value (that would achieve 
a linear response) around the grey scale value given by the linear response 
translation function. The scatter represents the spatial variation in the 
response of the image capture apparatus. 
Summary - Uncertainty in the Pixel Grey Scale Value - G 
The relative uncertainty in the remapped grey scale value G is described by Equation (4-7). 
Equation (4-7) 
Unfortunately however, the uncertainty of the four constants a10 a2, a3 and a4 in the polynomial 
given by Equation (3-6) is unknown. The term in the square parentheses of Equation (4-7) can, 
however, be thought of as the accuracy of the translation function, which has been evaluated as 
having a relative error of 5% of the allocated grey scale value G. The probable uncertainty of the 
grey scale value G is therefore described by Equation (4-8). 
Equation (4-8) 
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Where 
Equation (4-9) 
4.4.2 Correction for Drift 
Stability of the laser power is critical in UF work, as the fluorescence of the tracer dye is assumed 
to vary only as a function of the dye concentration. To verify that the laser was correctly providing 
a constant energy source during experiments, stability assessments were made intermittently over 
the course of the experimental program. In each assessment, the stability of the laser was gauged 
by recording· the variation over time of the fluorescence emitted from a solution that contained a 
uniform concentration of tracer dye. At regular five-minute intervals over the period of one hour, an 
image of the fluorescent light emitted from the solution was captured. Each image was a time-
average of the fluorescence emitted over a ten second interval. At each five-minute interval, the 
average grey scale value in the image was determined. Results of the stability analysis showed 
that there was some drift in the average fluorescence captured in the images over the period of an 
hour. In hindsight, this method was flawed, in that it was impossible to determine from the results if 
the drift was due to the performance of the laser or the image capture apparatus. Using a light 
meter to directly measure the power of the coherent light that was output from the laser would have 
eliminated this entanglement. 
The stability assessment was conducted a number of times over the course of the experimental 
investigation. For each assessment, a best-fit linear regression was determined for the decay in the 
average grey scale value as a function of time. Table 4-5 lists the stages in the experimental 
program at which the stability assessments were conducted, the best-fit linear regression gradient 
that was determined by each assessment, and the dye concentration in the calibration solution that 
was the focus of each stability assessment. 
Stability Assessment Best·Flt Gradient - DDecay Dye Concentration (Average Grey Scale Value/Minute) (mgt/) 
Start of T - Series -0.0795 (1"'=0.98) 0.005 
End of T -Series -0.1022 (r2=0.84) 0.005 
Start of P- Series -0.0141 (r2=0.94) 0.005 
End of P-Series -0.0492 (r2=0.94) 0.005 
Start of C- Series 0.0687 (r2=0.61 ) 0.010 
Midpoint of C-Series 0.0896 (r=0.98) 0.010 
End of C-Series -0.0398 (r=O.54) 0.003 
Table 4-5 The best fit linear gradient for the decay in the average grey scale value of a 
calibration image over the period of one hour. 
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A major concern with the range of gradients in Table 4-5 is the apparent lack of consistency in the 
direction of the average grey scale drift. The stability analysis conducted at the start and midpoint 
of the C-series work determined that the average grey scale value was increasing, rather than 
decaying (as all the other analyses had demonstrated). The only apparent difference between 
these two assessments and the other assessments was that the solution that was used in the 
assessment had a higher dye concentration, refer Table 4-5. The consequence of this is that a 
high level of fluorescence was emitted from these two solutions, so that the camera aperture would 
have been reduced to prevent overexposure of the image. It is postulated therefore, that the 
camera may have been the source of the drift in the flow visualisation equipment, and that the 
stability of the camera was a function of the aperture setting. 
Throughout the experimental program, the fluorescence was calibrated from solutions containing a 
dye concentration between 0.0029mgl/ to 0.0052mgl/. These concentrations are very close to dye 
concentrations used in the stability assessments conducted during the T -Series and P-Series work, 
and at the end of the C-Series experiments. All these assessments determined that there was 
decay in the average grey scale value. For this reason, the decay gradients evaluated at the start 
and mid point of the C-Series experiments have been disregarded. To account for the decay 
behaviour observed in the stability assessments, a correction term was incorporated into the 
calculation of the normalised density difference. The correction term took the form of a scaling 
factor COrif!; refer Equation (4-10). 
Equation (4-10) 
To quantify the magnitude of the scaling factor COrlfl, it was necessary to determine how much the 
average fluorescence had decayed over the time interval between the capture of the calibration 
image and the capture of the flow images. The amount of decay was quantified using the average 
decay gradient DDecay, from the gradients shown in Table 4-5, and the time interval between the 
capture of the calibration image and the capture of the flow images Lltoelay' 
The times at which images were captured during the experimental procedure were recorded in the 
laboratory notebook. During the experiment, ten 10s time averaged images of the flow were 
captured. which were later combined to create one 100s time-averaged image of the flow; refer 
Section 3.1.2. The capture of the ten flow images, during an experiment, took an interval of 
approximately three minutes. Thus, the time interval LltDelay, was measured from when the 
calibration image was captured, to the centre of the time interval over which the flow images were 
captured. 
The magnitude of the scale factor was dependent upon the brightness of the initial calibration 
image, and the magnitude of the decay that occurred before the flow images were captured. The 
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brightness of the calibration image was quantified by calculating the average grey scale value of all 
the pixels in the image 0Cal' Thus the scale factor CDrlft was calculated, according to 
Equation (4-11). 
CDfft=~ .. ) 
rt G Cal + D Decay At Delay 
Equation (4-11) 
The standard deviation of the scale factor, was calculated in accordance with Baird, D.C. (1962)[1], 
from the standard deviation of the decay gradients shown in Table 4-5; refer Equation (4-12). 
( 
acDrfft ]2 2 (Tc= (TD 
aDDeC<lY 
Equation (4-12) 
Where 
ac Drfft _ - At Delay G Cal 
aD Decay - (0 Cal + D Decay At Delay) Equation (4-13) 
Time Interval Decay Initial Condition Scale Factor 
Exp 
T01 
T02 
T03 
T04 
T05 
T06 
P01 
P06 
C01 
CO2 
C03 
C04 
C05 
C06 
C07 
COS 
Table 4-6 
Atoe/ay DoecayAtDe/ay Geal CDrlft (Tc 
(min) (Grey Scale) (Grey Scale) 
- -
14.63 
-0.83 170.55 1.005 0.0030 
15.92 
-0.91 132.82 1.007 0.0042 
14.29 
-0.81 134.18 1.006 0.0037 
16.08 
-0.92 129.87 1.007 0.0043 
10.96 
-0.62 134.71 1.005 0.0028 
13.13 
-0.75 127.31 1.006 0.0036 
9.58 
-0.55 149.93 1.004 0.0022 
17.75 
-1.01 154.63 1.007 0.0040 
17.50 
-1.00 120.94 1.008 0.0051 
33.42 
-1.90 117.69 1.016 0.0101 
21.83 
-1.24 111.65 1.011 0.0069 
21.92 
-1.25 118.26 1.011 0.0065 
29.00 
-1.65 114.76 1.015 0.0090 
19.42 
-1.11 109.78 1.010 0.0062 
28.21 
-1.61 114.94 1.014 0.0087 
37.83 
-2.15 117.15 1.019 0.0115 
Determination of the scaling factor COrlfl that is used to correct the 
normalised density di"erence calculation for the decay that was observed in 
the stability assessment. 
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Table 4-6 lists the factors that were used in the calculation of the scaling factor for each 
experiment. These factors are, the time interval over which decay could have occurred in the 
experiment MDe/ay, the estimate of the amount of decay (in the average grey scale value) over this 
time interval, and the average grey scale value of the pixels in the calibration image. Table 4-6 
also lists the scale factor CDrift that is calculated for each experiment, and the probable uncertainty 
of the scale factor, (expressed as the standard deviation of the scale factor ad 
4.4.3 Fluorescence of Fluid Samples 
The relative fluorescence emitted from the source solution and the calibration solution was 
determined by using a Fluorometer to measure the fluorescence of samples taken from both 
solutions. This analysis was only necessary for the C-Series experiments, as in both the T -Series 
and P-Series experiments, the source solution was used to calibrate the fluorescence. 
In the C-Series experiments, fifteen fluid samples were collected from both the calibration solution 
and the source solution. Using the fluid samples, the average fluorescence emitted from each 
solution was determined. This fluorescence was then used to determine the relative fluorescence 
emitted from the calibration solution and the source solution (that is, Fcalibralio,./Fo). The standard 
deviation of the fluorescence measurement for each solution was determined from the sample 
analysis. Table 4-7 lists the average fluorescence measurements for each C-Series experiment 
and the standard deviation of the measurements. 
Calibration Solution Source Solution Relative Exp Fluorescence 
1 FCallbl1ltlon GCallbrat/an Fo 0'0 . 
C01 31.59 0.71 110.60 2.58 3.50 
CO2 36.00 0.71 96.78 2.04 2.69 
C03 49.06 0.79 94.70 2.20 1.93 
C04 29.63 0.67 103.49 4.08 3.49 
C05 42.69 0.51 84.63 2.00 1.98 
C06 36.97 0.72 109.42 1.96 2.96 
C07 47.41 0.71 104.38 2.61 2.20 
C08 28.31 0.48 96.08 1.65 3.39 
C09 27.44 1.00 88.18 1.55 3.21 
I 
Table 4·7 Experimental measurements of the fluorescence emitted from samples of the 
fluorescence calibration solution and the source solution. 
1Arbitrary units for the fluorescence measurements. 
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4.4.4 Summary 
The normalised density difference profiles were calculated from the pixel values in the LlF images 
using the Equation (4-10). For the T and P-Series experiments, the relative fluorescence term was 
equal to one, as the source solution was used to calibrate the fluorescence. In accordance with 
Equation (4-10), the standard deviation of the normalised density measurement was calculated 
according to Equation (4-14). The derivatives in Equation (4-14) are evaluated and listed in 
Appendix 2. 
(j~, = t[(06.P,* )2[O.125(00~ J2 +O.00250l )J+( 06.< )2 (j~ 001 0 RI oC Drift 
( *)2 (* )2 o6.p 2 o6.p 2 + of,, (j FCollbralloi< + 8F (j Fa Callbra/roN a 
Equation (4-14) 
Where 
i = Flow, B-Flow, Cal and B-Cal 
4.5 Reducing the Uncertainty 
In hindsight, improvements can be made to the experimental apparatus and the experimental 
method employed during this investigation to reduce the uncertainty of the measurements. 
4.5.1 Uncertainty in the Measurement Location 
The most dramatic improvement that can be made in reducing the uncertainty of the measurement 
location can be achieved by improving the profile of the laser sheet. Eliminating the warping of the 
sheet and reducing the divergence of the light would significantly improve the spatial accuracy 
described by the containment width in Table 4-3, 
4.5.2 Uncertainty in the Normalised DenSity Difference 
Spatial Variation in Response Characteristics 
Figure 4-6 shows the relative contribution of the terms in Equation (4-14) to the total uncertainty of 
the normalised density difference measurement. The two terms that represent the uncertainty of 
the grey scale value in the flow image and the calibration image make the largest contribution to 
the total uncertainty by far. The main source of uncertainty in these terms is the 5% relative 
standard deviation that describes the accuracy of the ILUT translation function, The largest 
reduction in the uncertainty of the normalised denSity difference measurement can therefore be 
achieved by using software in the image capture process that is capable of applying an individual 
translation function at each pixel in the image. This would account for the spatial variation in the 
response characteristics of the equipment. 
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Figure 4-6 
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Capture Multiple Images 
The uncertainty of the experimental measurement can also be reduced if multiple measurements 
are collected and then the average result of these measurements is presented as the final 
measure. The uncertainty of the final result is then given by Equation (4-15). 
aI!.' 
a - P 
Average - J;; Equation (4-15) 
Where 
n is the number of measurement that were taken, and 
a!J.p' is the uncertainty of anyone measurement, given by Equation (4-14). 
In the LlF work detailed in this research, a single measurement was collected and presented. If 
multiple images had been collected for each of the necessary shots, then multiple measures of the 
normalised density difference could have been determined. Presenting an average result of four 
measurements would have halved the uncertainty of the normalised density difference 
measurement, for only a negligible increase in the experimental time, and a small increase in the 
analysis time .. 
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Chapter 5.. EXPERIMENTAL RE8UL T8 
Experimental measurements from the salt water experiments are presented in this chapter. 
Measures of the density difference, frequency of eddies in the flow, and the temporal development 
of the fire similar flow fields are presented. 
Normalised Density Difference 
Density difference measurements have been taken from the centreline plane of the models. 
Measurements were collected along line segments contained within this vertical plane. Eight 
profiles were collected in each experiment. A Cartesian coordinate system has been used to 
describe the location of the density profiles within the model geometry. The coordinates that 
describe the location of each profile are specified in Appendix 1. Each profile is a one hundred 
second time average measurement of the steady state density difference, The density difference 
has been normalised by the density difference of the fluids at the source of the flow. 
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Figure 5-1 
Standard Deviation of 
the Normalised Density 
Difference Measurement 
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Format of the graphs that are used to present the experimental measurement 
of the normalised density difference and its associated uncertainty. 
The density measurements are presented in graphical form. The normalised density difference is 
plotted against distance along the line segment. The uncertainty of the results is displayed through 
the 68 th and 95th percentile confidence envelopes. Figure 5-1 shows the format of the density 
difference plots. 
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5.2 T -Series 
5.2.1 Normalised Density Difference Profiles 
The eight normalised density difference profiles for each T-Series experiment were collected from 
the region of saline flow between the plane of the opening and the impingement region on the floor 
of the model. Figure 5-2 shows the typical location of the eight profiles in the flow. 
Profile 1. 
I _ ,_~ __ ,r_~:-~ =-1_ Dilution Key 
Figure 5-2 
a...../iio...-_...g. I 
Profile 3 . 
... R,~:~~O~~ 
being viewed 
1.0 
1.2 
• Profile 4. 
1.5 
1.9 
. Profile 6. 2.7 
4.8 
- Profile 7. 
24.0 
A time averaged image of a transitional flow showing the approximate 
location of the eight normalised density difference profiles that section the 
plume. 
The Cartesian coordinate system that describes the location of each profile has the origin located 
at the leading edge of the sUI between the two compartments. The units for the coordinate system 
are inillimetres. Figure -5-3 illustrates how the coordinate system ties to the geometry of the 
T -Series model. 
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The normalised density difference profiles from experiment T02 (fJ = 0.006 and V = B.OI/min) are 
shown in Figure 5-5. The shapes of the profiles within this figure are typical of the profiles obtained 
for all of the T -Series experiments. Therefore, in order to keep this chapter concise and avoid 
repetition in the presentation, the balance of the T-Series results from experiments T01 through T6 
are displayed in Appendix 3. 
Figure -5-3 
Coordinate System for the T -Series Profiles 
(-500, -205) (500, -205) 
(0,295) (500,295) 
Coordinate System for the P-Series and C-Series Profiles 
(-300,333) (0,333) (900, 333} 
A schematic diagram showing how the Cartesian coordinate system that 
describes the locations of measurement links to the model geometry. 
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Experiment T02 (fJ = 0.006 and V = 8.01/min) was repeated a further four times to assess the 
repeatability of the density profiles. Figure 5-7 shows the agreement of the profiles from these five 
experiments. 
5.2.2 Eddy Frequency 
During experiments, the Images from the video camera were recorded onto videocassette. The 
video record of the flow was later analysed to determine the frequency of the eddy structures that 
form on the perimeter of the spilling plume. The frequency was determined by counting the 
number of eddies that passed a fixed point on the plume surface over a sixty-second interval. This 
analysis was repeated five times for each experiment, and the average result determined for 
presentation in Table 5-1. The frequency of eddies was assessed on both the underside and the 
upper surface of the spilling plume. For each T-Series experiment Table 5-1 shows the buoyancy 
of the saline, the volumetric flow rate of the fluid streams, and the fr,equency of the eddy structures 
on both the underside of the plume, and on the upper surface of the plume. 
Title 
T01 
T02 
T03 
T04 
T05 
T06 
T07 
T08 
TOg 
T10 
Table 5-1 
P Volume Flow Eddy Frequency (Hz) 
-
(I/min) Underside Upper Surface 
0.003 8.0 1.09 0.72 
0.006 8.0 1.61 1.06 
0.013 8.0 1.90 1.64 
0.003 17.1 1.21 0.53 
0.006 17.1 1.53 0.68 
0.013 17.1 2.10 1.38 
0.007 8.0 1.62 1.16 
0.006 8.0 1.68 1.12 
0.006 8.0 1.62 1.16 
0.006 8.0 1.61 1.15 
The frequency of eddy structures on the underside and upper surface of the 
spilling plume that is the T-Series transitional flow. 
Eddy structures were generally of the order of 15-20mm diameter before they were visible enough 
to be counted in the video record analysis. Even at this size, counting was difficult when the 
frequency exceeded 1.5Hz. A number of features of the eddy behaviour made counting the 
structures that passed a fixed point on the plume boundary difficult. 
• Disturbances that passed the counting location did not always completely develop into the 
classic eddy roll up structure; some would collapse downstream. 
• Some eddies would start to roll up but then collapse before reaching the location at which 
the structures were being counted. 
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• Often two adjacent eddies would form simultaneously, and sometimes the lower eddy 
would roll up and completely engulf the structure above it. 
Due to the complications in counting the eddy structures, the frequency with which eddies were 
generated did not appear to be regular over the sixty-second interval. The frequency data in Table 
5-1 is still useful however, in that it gives an estimation of the frequency with which the structures 
were generated. The repeatability of the frequencies from experiments T02 and T07 through T10 
gives confidence in the measurement technique. 
5.2.3 Instantaneous Flow Structure 
Figure 5-4 is a photo of the saline flow from one of the transitional flow experiments. Four other 
photographs of the T -Series flow are appended as Appendix 4, so that the large scale structures 
seen in the transitional flows may be qualitatively compared to those flow structures resolved by 
the computational model. 
Figure 5-4 A photograph of a transitional flow showing the eddy structures that were 
observed on the perimeter of the spilling plume. 
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Figure 5-5 Normalised density difference profiles from transitional experiment T02. 
5.2.4 Dilution Contours 
Figure 5-6 shows the dilution contours of the flow field for the six different experiments T01 through 
T06. The approximate location of the onset of turbulent mixing on the upper boundary of the plume 
is marked with a black arrow for each experiment. 
1,0 
Figure 5-6 
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Time averaged dilution maps of the saline flow in each T-Series experiment. 
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Figure 5-7 Repeatability of the T-Series experimental measurement of the normalised density difference. 
5.3 P-Series 
5.3.1 Normalised Density Difference Profiles 
The eight profiles from each experiment were collected over the height of the salt water plume 
before it plunged into the saline layer. Due to problems with refraction, no density difference 
measurements were made in the saline layer; refer Section 2.4.3. Figure 5-8 shows the typical 
locations of the profiles within both P·series plumes. The origin of the Cartesian coordinate system 
that describes the location of the profiles is sited at the centre of the plume source opening. Figure 
-5-3 illustrates the coordinate system. The normalised density difference profiles from experiment 
P01 (f3 = 0.01) are shown in Figure 5-10. As with the T-Series experimental results; the balance of 
the P-Series results are displayed in Appendix 3 to avoid repetition. 
Figure 5-8 A time averaged image of ,a P-Series plume, showing the approximate 
location of the eight normalised density difference profiles that section the 
flow. 
The repeatability of the density difference measurement was assessed by repeating experiment 
P01 (f3 = 0.01) a fUrther four times. Figure 5-11 shows the repeatability of the P-Series profiles. 
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5.3.2 Dilution Contours 
Figure 5-9 shows dilution contours for the two different source plumes POi and P06. The Froude 
number (FI) at the source of the plumes POi (fJ = 0.01) and P06 (fJ = 0.02) was 0.56 and 0.39 
respectively. The non-dimensional parameter was calculated in accordance with Equation (5-1). 
The bulk velocity (s) of the saline flow at the source was used in the calculation along with an 
equivalent source diameter, (equal circular area). 
Equation (5-1) 
Experiment POI Experiment P06 
P=O.Ol P=O.02 
V = 6.211min V = 6.311min 
Dilution Key 
. ··1 
1.0 1.2 1.5 1.9 2.7 4.8 24.0 
Figure 5-9 Time averaged dilution contours for the two source plumes P01 and P06. 
The Reynolds number for the two source plumes POi (fJ = 0.01) and P06 (fJ = 0.02), was calculated 
according to two different formula, given by Equations (5-2) and (5-3). Equation (5-2) describes the 
plume Reynolds number as it is normally quantified in fluid mechanics research on buoyant 
plumes[1 J• In this form, the Reynolds number for all the P-Series source the plumes was 2.2 x 104 . 
Equation (5-3), on the other hand, describes the Reynolds number, as it is defined in Steckler et 
a/21, which details the scaling theory for the salt water modelling of fire induced smoke flow. In this 
form, the Reynolds number for the plumes POi and P06 was 1.2 xl 04 and 1.6 x 104 respectively. 
Equation (5-2) 
Equation (5-3) 
Where 
Equation (5-4) 
5-10 
Profile 1. Profile 2. ' Profile 3; 
12 1.2 1.0 
>- 1.0 >- 1.0 >-
"" "" "" O.B II) II) II) 
c: c: c: 
CD CD O.B CD CD O.B CD CD 
" " " 
a c: a c: a c: 0.6 
'0 CD '0 CD '0 CD 
CD ~ 0.6 CD Q; 0.6 CD ~ Jg .!Il 
-
.!Il 
ell ~ ~ is ~ 5 0.4 E a 0.4 0.4 (; (; (; 02 Z 02 Z 02 Z 
0.0 0.0 0.0 
10 20 30 40 50 60 TO BO 90 100 10 20 30 40 50 60 TO 80 90 100 10 20 30 40 50 60 TO 80 90 100 110 
Distance (mm) Distance (mm) Distance (mm) 
Profile 4. Profile 5. Profile 6. 
1.0 0.8 O.T 
~ ~ ~ 0.6 
II) O.B II) II) 
c: c: 0.6 c: 0.5 CD CD CD CD CD CD 
a 
" 
a 
" 
a 
" c: 0.6 c: c: 
'0 ~ '0 CD '0 CD 0.4 CD ~ CD ~ 0.4 CD ~ (]1 .!Il .!Il Jg 0.3 I iii 0.4 ~ ...... is i5 ell is E E 02 (; (; 02 (; 0.2 Z Z Z 0.1 
0.0 0.0 0.0 
20 40 60 80 100 120 20 40 60 80 100 120 140 20 40 60 80 100 120 140 
Distance (mm) Distance (mm) Distance (mm) 
Profile 7. Profile B. 
0.6 0.5 
. ~ >- ~ Exp POl f3 = 0.01, 
"" 
0.5 
V = 62 II min I 
II) II) 0.4 
c: CD c: CD CD 0.4 a 
" 
CD 
" 
c: a 
'0 CD 
c: 0.3 
'0 CD CD ~ 0.3 CD ~ Jg .!Il 
ell is iii is 02 E 0.2 E (; (; 0.1 Z 0.1 Z 
0.0 0.0 
20 40 60 80 100 120 140 160 20 40 60 80 100 120 140 160 
Distance (mm) Distance (mm) 
Figure 5-10 Normalised density difference profiles from source plume P01. 
5.3.3 Flow Field Development 
The temporal development of the flow field was measured for the C-Series experiments; Figure 
5·13 shows the stages that were marked in time. However the first three stages of the 
development occurred in the source compartment, which was the focus of the P-Series work. 
Thus the time intervals that describe the occurrence of the first three events in the development of 
the flow have been determined from the video record of the P-Series experiments. The complete 
development of the P-Series flow field was only recorded onto videocassette for experiment P02, 
which was part of the repeatability analysis that was conducted for experiment P01 (fJ = 0.01). 
During the development of the plume source however, two trial experiments were also conducted 
where the development of the flow field was recorded. The plume source in these experiments 
was different from the final source design, in that the source did not contain the three layers of fine 
wire mesh (refer to Section 3.3.1). The fluid source conditions in these experiments however were 
the same as experiment P01 (fJ = 0.01 and Vs = 6.2/lmin). Thus, to provide a measure of the flow 
field development in the source compartment, Table 5-2 details the time intervals that were 
measured from the three experiments that had P01 source conditions (fJ = 0.01 and V = 6:2/lmin). 
The time interval ~t1 shown Table 5-2 describes that time that it takes for the plume front to fall 
from the source onto the floor .of the model. The time interval ~t1-2 is the time that it takes for the 
nose of the ceiling jet to travel from the impingement point of the plume to the back wall of the 
source compartment. Finally, the time interval ~t2-3 is the time that it takes for the reflected ceiling 
jet to travel from the rear wall of the source compartment, back to the salt water plume. No video 
record was available to determine the flow field development for source plume P06 (fJ = 0.02) 
Title Time Interval between Events in the Source Compartment (s) 
~t1 At1_2 At2-3 
P02 5 11 14 
Trial exp 1 8 10 14 
Trial exp 2 8 10 15 
I 
I 
I 
Table 5-2 Temporal development of the flow field in the source compartment for source 
plume P01 (fJ = 0.01 and V = 6.21Imin). 
Table 5-2 shows that there is a notable difference between experiment P02 and the two trial 
experiments in the time that it takes for the saline plume to strike the floor of the model, i.e. f~.ft. 
This is probably due to the presence of the fine wire mesh in the plume source for experiment P02. 
The fine mesh distributed the saline flow over a larger area of the source than had occurred in the 
trial experiments. Thus, the mesh reduced the initial momentum with which the fluid exited the 
source. The time intervals that describe the spread of the ceiling jet in the source compartment 
however, (that is, time intervals tlt1-2 and tlt2-3) , agree well for all three experiments. The following 
time intervals are therefore recommended as a measure of the flow field development in the source 
compartment for plume P02. 
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Figure 5-11 Repeatability of the P-Series experimental measurement of the normalised density difference. 
.1.t1 = 5 seconds 
.1.t1-2 = 10 seconds 
.1.t2_3 =14 seconds 
There is no measure of the development of the flow field in the source compartment for source 
plume POB (f3 = 0.02). 
5.4 C .. Series 
5.4.1 Normalised Density Difference Profiles 
The eight profiles for each of the C-Series experiments were collected from the compartment that 
was adjacent to the room containing the salt water plume. Figure 5-12 shows the typical locations 
of the eight profiles in the saline layer that formed in this compartment. The same Cartesian 
coordinate system used to describe the P-Series profile locations is used to describe the location of 
the profiles in the C-series flows; refer Figure -5-3. The normalised density difference profiles from 
experiment C04 are shown in Figure 5-15. The balance of the normalised density difference 
profiles for the.C-Series experiments are displayed in Appendix 3. Experiment COB was repeated 
once as experiment COg. Figure 5-1B shows the agreement between the normalised density 
difference profiles for these two experiments. 
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Figure 5-12 A time averaged image of the flow in a C-Series experiment (C04), showing 
the approximate location of the eight normalised density difference profiles 
that section the saline layer in the second compartment. 
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Figure 5-13 Schematic diagram showing the events in the C-Series flow field development that were marked in time. 
5.4.2 Dilution Contours 
Figure 5-14 shows contour plots of the steady state flow field for the C-Series experiments. 
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Figure 5-14 Time averaged dilution contour maps of the C-Series experiments 
5-16 
Profile 1. Profile 2. ·Profile 3. 
0.40 0.40 0.40 
» 0.35 j(; 0.35 >- 0.35 
"" "" 
'" 0.30 
fI) 0.30 fI) 0.30 c: c: c: 
<Il <Il ~ <Il <Il <Il Cl 0 025 0 0.25 Cl 0 025 c: c: c: 
'0 ~ '0 ~ '0 ~ <Il 
.! 020 <Il <Il 020 <Il <Il 020 .lI1 .lI1 .... Jg ;; ~ "" 0.15 ~ "" 0.15 g 0.15 Cl Cl Cl 
0 0.10 0 0.10 0 0.10 
Z 0.05 Z 0.05 Z 0.05 
0.00 0.00 
20 40 60 80 100 120 0 20 40 60 80 100 120 140 20 40 60 80 100 120 140 160 180 
Distance (mm) Distance (mm) Distance (mm) 
Profile 4. Profile 5. Profile 6. 
0.40 0.35 0.35 
>- 0.35 j(; O.lO j(; O.lO ~ 0.30 
'" 
fI) 
c: c: 025 c: 0.25 <Il Ql <Il Ql Ql Ql 
Cl 0 0.25 Cl 0 Cl 0 c c: c: 
'0 Ql '0 ~ 0.20 "0 ~ 0.20 <Il ~ 0.20 Ql <Il Ql ~ c..n fI) .lI1 8 0.15 Jg 0.15 I ~ is 0.15 ~ ~ l5 ...... 
""" 
0 0.10 0 0.10 0 0.10 
Z 0.05 Z 0.05 Z 0.05 
0.00 0.00 0.00 
20 40 60 80 100 120 140 20 40 60 eo 100 120 140 20 40 60 80 100 120 140 150 
Distance (mm) Distance (mm) Distance (mm) 
Profile 7. Profile 8. 
rE'p C04 0.35 0.35 fJ = 0.01, V = 6.211 mini l)~.~r - Sill II >- O.lO Z' 0.30 "" ., 'in 
c: Ql 025 c: Ql 025 CD CD 
Cl 0 Cl 0 c: C 
"0 ~ 020 '0 f 020 CD ~ Ql CD Jg 0.15 J{1 ~ 0.15 
'" is ~ E 0.10 0.10 0 0 Profifes 1 -8. z 0.05 Z 0.05 
0.00 0.00 
20 40 60 80 100 120 140 20 40· 60 80 100 120 140 
Distance (mm) Distance (mm) 
Figure 5-15 Normalised density difference profiles from C-Series experiment C04. 
5.4.3 Flow Field Development 
A temporal development of the saline flow field in the compartment adjacent to the source room 
was determined from the video record of the C-Series experiments. For each C-Series experiment 
Table 5-3 details the buoyancy of the saline fluid at the plume source, the geometry of the model, 
and the time intervals that describe the development of the flow field in the second compartment. 
The time intervals that are presented in Table 5-3 are defined in Figure 5-13. 
Title 
C01 
CO2 
C03 
C04 
COS 
COG 
C07 
COS 
Table 5·3 
p Vent Plate Time Interval between Events (s) 
. Arrangement At2-4 A~-5 At2-Steady State 
0.01 Sill - Open End 27 180 
0.02 Sill - Open End 21 150 NA 
0.01 Door - Open End 29 210 
0.01 Door- Sill 27 78 270 
0.01 Door- Door 28 74 390 
0.02 Door - Open End 22 NA 180 
0.02 Door- Sill 21 61 240 
0.02 Door - Door 21 60 330 
. 
Temporal development of the flow field in the second compartment for all the 
C-Series experiments. 
The time intervals presented in Table 5-3 are linked to the development of the flow field in the 
source compartment through the occurrence of event two (the saline ceiling jet touching the back 
wall of the model). The salt water plume was located in the centre of the source compartment, 
such that the ceiling jet from the plume touched the back wall of the model at approximately the 
same time that it impacted on the wall dividing the two compartments. As the ceiling jet impacted 
on the dividing wall, a small amount of saline was washed up the wall and often over the sill of the 
opening into the adjacent room. In the analysis of the C-Series video record, it was possible to see 
the saline fluid that washed up the wall as the ceiling jet impacted on the end of the compartment. 
This time was noted and assumed to be the time of occurrence of event two. The uncertainty in 
this time is 1-2 seconds. 
The visual estimation method that was used to determine the time intervals presented in Table 5-3 
could not provide a definite measure of the time taken for the flow field to achieve steady state 
conditions. The density of the saline layer that formed in the second compartment asymptotically 
approached the steady state density with time. Thus, it was difficult to visually discern an exact 
time at which steady state conditions were achieved. Thus, the time that is presented in Table 5-3 
for steady state conditions has a high degree of uncertainty (as much as 30-60 seconds). 
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Figure 5-16 Repeatability of the C-Series experimental measurement of the normalised density difference. 
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Chapter 6 - DISCUSSION 
6.1 Introduction 
The saline flows from the salt water experiments are analogous to adiabatic, non-reacting, 
boussinesq smoke flows[11. In this chapter however, the results of the salt water experiments are 
not discussed in terms of the equivalent smoke flow properties, but rather in terms of the fluid 
dynamics that was observed in the flow. This is due to the objective of this research being to verify 
the hydrodynamic section of Fire Dynamics Simulator (FDS), rather than investigate the movement 
of fire induced smoke flow. Therefore, the discussion presented in this chapter provides a 
description of the flow dynamics, to compliment the quantitative measurements taken in the 
experiments. The chapter is concluded with a discussion of the value of the data set for the 
purpose of Computational Fluid Dynamics (CFD) model verification. 
6.1.1 Sharp Density Interface Anomaly 
During experiments, it was found that the image capture equipment did not accurately replicate an 
abrupt boundary between a bright light source and a dark background. The captured image would 
blur the sharp boundary into a gradual transition in contrast, which occurred over a width of four to 
six pixels. This limitation was confirmed by examining an image of a sheet of paper that had two 
distinct black and white halves. In the image of the paper, the transition from black to white 
occurred over a width of six pixels. Studying the images of the spatial calibration grids that were 
used in experiments reinforced this finding. The dark blue lines that were one millimetre thick on 
the calibration grids were found to be four to six pixels wide in the images, which equated to a 
distance of four to six millimetres. The Laser Induced dye Fluorescence (LlF) experimental 
technique used in the salt water experiments was therefore unable to accurately capture sharp 
density interfaces in the flow. The sharpest interface that could be accurately captured in the LlF 
images is approximately Smm thick. Thus, in cases where the results show that the density 
interface was of the order of Smm thick, the real density interface may have been sharper. 
6.2 T -Series 
6.2.1 General Observations of the Flow 
The foam blocks that were used in the flow source of the T-Series model worked well at distributing 
the momentum of the fluid streams over as large a cross sectional area of each fluid layer as 
possible. The foam blocks successfully prevented any turbulent mixing occurring between the 
saline and freshwater within the source compartment. The density interface between the fluids in 
the source compartment was therefore stable and flat. The depth of the density interface in the 
source compartment was visually estimated as near 3mm. 
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Once the saline fluid exited the source compartment the underside of the spilling fluid remained 
detached from the wall that separated the two compartments . The underside of the flow was 
initially projected upward; perhaps 3mm above the level of the sill before it started to drop down to 
the floor of the model. There was a constant stream of eddies forming on this edge of the flow. 
The eddy structures appeared to form right from the leading edge of the sill, and they grew in 
diameter with distance from the opening; see Figure 6-1. 
Figure 6-1 Photograph of the spilling saline plume that is the T-Series transitional flow. 
Eddy structures only formed on the upper surface of the spilling plume after the flow was beyond 
the plane of the opening. In the region immediately after the opening, there was a length on the 
upper surface of the saline flow that remained sharp and stable. After a distance however, small 
depressions would form on this interface that would grow in size to form an eddy; see Figure 6-2. 
The point at which the depressions on the upper surface of the flow started to roll up into eddies 
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varied between experiments . This can be seen clearly in the dilution maps in Figure 4-5. The 
abrupt bump on the upper surface of the plume boundary in these dilution maps can be considered 
as the onset of turbulent mixing. In general , the smaller the density difference and the larger the 
volumetric flow rate, the closer to the plane of the opening the turbulent eddy structures would start 
to form . 
Figure 6-2 
Development of the Eddy 
Photographs showing the progressive formation of an eddy on the upper 
surface of the spilling saline flow. 
6.2.2 Interpretation of Normalised Density Difference Profiles 
Potential Core Region 
Generally, the first two or three profiles in the T-Series experimental results have a flat plateau top, 
which shows the existence of a potential core region within the plume. Figure 6-3 shows the first 
two profiles from experiment T02 to illustrate this point. The potential core region within the plume 
is the fluid that has not yet been diluted through mixing with ambient fluid. 
In experiments, as the plume spilt away from the plane of the opening, the shear induced 
turbulence along the boundaries of the flow gradually ate into the cross section of the spilling 
saline. At some point downstream, the turbulence on the perimeter of the spilling plume converged 
to meet near the centre of the flow. Below this point, all the saline fluid was subject to dilution by 
ambient fluid drawn into the saline flow by the turbulence along the plume boundaries. The 
potential core region exists to the point where the density across the entire cross-section of the flow 
is influenced by the turbulent mixing. In the T-Series experiments this point generally lay between 
the third and fourth profiles, as can be seen in Figure 6-4. 
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Profiles one and two from experiment T02, showing the potential core region 
in the transitional flow. 
The steep sections in the first and second profiles of each experiment show that the saline flow had 
a sharp density interface with the ambient freshwater. In reality, the edges of these initial profiles 
may be steeper than what is shown in the plotted results; refer Section 6.1.1. 
Lopsided Profiles 
Typically in the T-Series results" the third and fourth profiles were noticeably lopsided. These 
profiles showed that there was mixing occurring on the underside of the plume, while there was no 
mixing occurring on its upper boundary. This differential mixing was observed in experiments, 
where eddies on the underside of the saline flow were seen to form immediately from the 
downstream edge of the sill, while eddy structures on the upper surface of the flow did not form 
until some distance downstream from the opening. Figure 6-4 illustrates this point with the third 
and fourth profiles from experiment T02. As with the first and second profiles, it is possible that the 
right hand side of these profiles (the upper interface) may be steeper than is actually presented in 
the results. 
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Gaussian Distribution 
Once the potential core region of the spilling saline was consumed, the entire cross section of the 
plume was turbulent. Acrosst a fully developed turbulent plume, the density has a Gaussian 
distribution[21. The fifth and sixth profiles of each T-Series experiment were collected from the 
region of the flow that was completely turbulent. There was generally a noticeable difference 
between the shape of the fifth and sixth profiles, indicating that the flow had not yet completely 
achieved self-similarity at these sections, or that the presence of the end wall of the model was 
influencing the flow. The fifth and sixth profiles however, did appear to be converging toward a 
Gaussian distribution with distance from the opening. Figure 6-5 shows the theoretical Gaussian 
curve overlayed onto the fifth and sixth profiles from experiment T02. The Gaussian curve is given 
by Equation (6_1)[2). The variable b is the radius at which the mean velocity is equal to the mean 
centreline velocity divided by the exponential (e1 = 2.718). As there was no velocity information 
obtained from the experiments, to compliment the normalised density difference profiles, the values 
of b used in the calculation of the Gaussian the curves (shown in Figure 6-5) are best-fit values. 
Where 
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Figure 6-5 Profiles five and six from experiment T02, showing the near Gaussian 
distribution of the fully developed turbulent flow. 
t Sectioning the flow at an angle perpendicular to the trajectory. 
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Impingement and Recirculation Region 
The seventh and eighth profiles for the T-Series experiments were generally located within the 
region of the flow generated by the plume impinging onto the horizontal surface of the model. The 
seventh profile typically sectioned the plume at an elevation just below the top of the roller region 
that formed underneath the spilling saline. This profile typically shows that the Saline in the centre 
of the roller region is of a lower density than the fluid on the perimeter. The eighth profile is 
generally a horizontal section through the flow that is taken just above the depth of the ceiling jet 
that forms on the right side of the impingement region. The left side of this profile captures the 
denSity of the saline fluid that flows up the wall of the model and into the recirculation region. The 
seventh and eight profiles from experiment T02 are shown in Figure 6-6 to illustrate these points. 
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Figure 6-6 Profiles seven and eight from experiment T02, showing the existence of a 
recirculation region beneath the spilling saline. 
6.2.3 Repeatability 
The repeatability of the T -Series experiments is shown in Figure 5-6. The agreement between the 
normalised density difference measurements from each experiment is excellent. This means that 
the uncertainty of the normalised density difference measurements would have been significantly 
reduced had multiple measurements been collected during each experiment; refer Section 4.5.2. 
6.2.4 Vent Flow Characteristics 
The T-series flows were a series of artificially generated exchange flows through an opening that 
was geometrically similar to a doorway. An artificial pressure gradient was imposed on the system 
by using pumps to control the volumetric flow rate of the two fluid streams through this opening. 
The opening between the compartments acted as a hydraulic control on the system, setting the 
interface depth between the two fluid streams for the buoyancy and volumetric flow rates imposed 
by the pumps. Exchange flow theory [3)[4J[5J states that, in idealised conditions, the sum of the 
squared Froude number from each of the streams will equal unity in the plane of .the contraction, 
refer Equation (6-2). However, although the opening in the model does act as a hydraulic control 
on the system, the exchange flow theory is not applicable in this case, because the flow in the 
region of the doorway is rapidly varying due to the abrupt contraction of the geometry [61. 
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The densimetric Froude number and the bulk layer properties for each of the fluid streams in the 
plane of the opening are presented in Table 6-1. For the freshwater and the saline fluid streams, 
the layer depth, the bulk velocity, the effective gravity and the Froude number have been listed in 
Table 6-1. The Froude number has been calculated in accordance with Equation (6~3). The depth 
of each fluid stream has been measured according to the density interface between the fluids. 
Using this measure of the depths, the saline fluid stream occupied a range of depths between 15% 
and 40% of the vent height. 
S", Ss 1 [ J
2 [ J2 ~glh", + ~glhs = Equation (6-2) 
Effective Hydraulic I 
Layer Depth Bulk Velocity Froude Number 
Gravity Diameter i 
Exp (m) (m/s) (m/s2) - (m) 
hs h", Ss s'" g' = fig Fr~lIne Fr~res" dh 
T01 0.050 0.155 0.028· 0.009 0.03 0.58 0.02 0.065 
102 0.038 0.167 0.037 0.009 0.06 0.58 0.01 0.054 
T03 0.030 0.175 0.047 0.008 0.13 0.56 0.00 0.046 
104 0.083 0.122 0.037 0.025 0.03 0.57 0.18 0.088 
105 0.068 0.137 0.045 0.022 0.06 0.46 0.06 0.079 
106 0.051 0.154 0.059 0.020 0.13 0.53 0.02 0.066 
T07 0.038 0.167 0.037 0.008 0.07 0.56 0.01 0.054 
T08 0.039 0.166 0.036 0.009 0.06 0.53 0.01 0.055 
T09 0.040 0.165 0.035 0.009 0.06 0.52 0.01 0.056 
T10 0.038 0.167 0.037 0.008 0.06 0.58 0.01 0.054 
I 
Table 6-1 Listing the bulk flow characteristics within the plane of the opening for all the 
T-Serles experiments. 
Fr = --==s= ~gtdo Equation (6-3) 
The Reynolds number of the saline flow in the plane of the opening was calculated according to 
Equation (64). using the bulk velocity of the fluid and the depth of the flow. For experiments T01 
through T03, the Reynolds number of the saline flow was 1314. For experiments T04, T05 and 
T06. the Reynolds number was 2808. 
Equation (6-4) 
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Hydrogen bubble work done prior to the LlF experiments revealed that, within the plane of the 
opening, the plane of zero velocity did not coincide with the density interface. Although the saline 
and the freshwater fluid streams had the same volume flux, they had different depths and 
consequently different bulk velocities. The saline fluid was denser and moved faster than the 
freshwater in the plane of the opening. This velocity profiles that were seen in the hydrogen bubble 
work are schematically illustrated in Figure 6-7. 
Figure 6-7 Schematic illustration showing the offset of the zero ve/ocityp/ane from the 
density interface in the plane of the opening. 
6.2.5 Trajectory 
The trajectory of the spilling plume was analysed by calculating the location of the peak 
concentration in each of the eight density profiles from each experiment. The vertical height of fall 
has been measured downward from the mid height of the saline layer in the plane of the vent. The 
horizontal coordinate has been measured from the downstream edge of the opening between the 
compartments. Both spatial coordinates have been normalised using the hydraulic diameter (dh), 
given by Equation (6-5). 
d
, 
= 4 x (Flow Area) = 4hs Wdoor 
I (Wetted Perimeter) (2hs + 2Wdoor ) 
Equation (6-5) 
The hydraulic diameter has been used to non-dimensionalise the spatial coordinates to account for 
the different aspect ratios of the rectangular flow source. For example, in experiments T01-T03 the 
saline flow was between 30mm and 50mm deep in the plane of the opening; while for experiments 
T04-T06 the flow depths were between 51mm and 83mm deep. By comparison, the width of the 
opening (source) was 94mm. 
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Graphs showing the non-dimensionalised trajectory of the six different T-
Series flows. 
Figure 6-8 shows that the trajectory for each of the six different transitional flows collapse onto a 
single curve when the spatial coordinates are non-dimensionalised with the hydraulic diameter at 
the rectangular source. The agreement in the non-dimensional trajectory, across all six transitional 
flows, is excellent. 
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6.2.6 Uncertainty of T-Series Results 
All the T-Series time averaged density difference profiles show the existence of a potential core 
region within the saline plume, refer Section 6.2.2. The potential core region contains source fluid 
that has not yet been diluted through mixing with the ambient fluid. Thus, the saline fluid in this 
region should have a normalised density difference value equal to one. In reality, uncertainty in the 
experimental measurement technique means that the experimental measurement of the fluid 
density can produce normalised profiles that have a peak value not equal to one. Chapter 4 
discusses and evaluates the uncertainty of the experimental measurement technique. 
Appendix 3 contains the normalised density difference profiles from each of the six different 
T-Series experiments. These experimental profiles show the measurement of the normalised 
density difference in the potential core region of the flow did not always produce profiles with a 
peak value of one. In all cases however, the correct normalised density difference value of one lies 
within two standard deviations of the experimental measurement. In fact, in four of the six cases 
the correct value lies within one standard deviation of the experimental measurement. 
Scaling of the Experimental Profiles 
In comparing the experimental measurements with computational results, there is an argument for 
scaling the T-Series profiles, so that the flat plateau of the initial profiles lies at the correct value of 
one. If the experimental results are not scaled, the comparison with the computational results can 
appear poor, thereby Implying that the computational model predictions are inaccurate, when in 
fact the main source of the disagreement is due to the uncertainty In the experimental 
measurements. Thus, for the comparison of computational results with the experimental profiles, 
the T-Series normalised density difference profiles have been scaled, so that the flat plateau on the 
first profile lies at the correct value of one. The factors that were used to scale the experimental 
measurements are shown in Table 6~2. The scaling has the most impact on the profiles from 
experiments T01 and T06, where the flat tops of the initial experimental profiles had an average 
value of approximately 0.86 and 1.10 respectively. 
Exp 
Scale Factor 
Table 6-2 
T01 T02 T03 T04 T05 T06 I 
1.159 0.981 0.971 1.011 0.939 0.922 I 
Scale factors that are required to correct the T~Series normalised density 
difference profiles given by the experimental measurements. 
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6.3 P-Series 
6.3.1 General Observations of the Flow 
The flow rate of the saline fluid was successfully distributed over the entire area of the plume 
source. However, as soon as the fluid exited the port, it converged to form a stream that was 
narrower than the 50mm source width. Eddy structures formed on the perimeter of the flow that 
gradually ate into the fluid stream, until they met near the centreline of the plume. As with the T-
Series experiments, the flow above this point contained a potential core region, which can be 
clearly seen in Figure 5-9. The fluid within the potential core had the same density as the source 
fluid. The decay in the width of the potential core region reflects the growth rate of the eddy 
structures on the perimeter of the flow. 
Once discharged from the source, the P-Series plumes sloped mildly toward the enclosed end of 
the compartment. The drift in the plume trajectory was caused by the restricted direction from 
which ambient fluid was available to satisfy the entrainment demand of the plume. The enclosed 
rear end of the compartment meant that ambient fluid had to be drawn past the plume into the rear 
end of the model. The momentum of this ambient fluid flow pushed the buoyant plume over ever 
so slightly. 
In the time averaged dilution plots of the source plumes in Figure 5-9, there is an abrupt bump on 
the perimeter of the saline flow that is closest to the enclosed end of the model (the left side of the 
plots). This point is approximately where the saline flow ceased to converge after leaving the 
source, and where the sma" eddy structures started to grow rapidly. 
6.3.2 Interpretation of the Normalised Density Difference Profiles 
Scaling Profiles 
The normalised density difference profiles that were taken just beneath the discharge port of the 
plume source have a flat top shape. The flat top demonstrates the presence of a potential core 
region in the flow, as was seen in the T-Series results. Fluid within the potential core region should 
have a normalised density difference value of one, because it has not yet been affected by 
turbulent mixing on the perimeter of the flow. Profiles with the flat top shape are seen in the 
P-Series results in Figure 5-10, however, the profiles plateau at a value of approximately 0.85, 
rather than 1.0. The consistency of this anomaly has revealed an error in the experimental 
method. 
Previous research!7] has found that the Rhodamine 6G tracer dye adheres to plastic surfaces. This 
characteristic can reduce the concentration of the dye in solution when the solution is stored in 
plastic containers. It is hypothesised that during the P-series experiments (and likely the C-Series 
experiments as well), dye from the saline solution adhered to the porous foam block that was 
squashed into the plume source. This behaviour would explain the reduced fluorescence seen in 
the potential core region of the flow (that is, a normalised density difference value of 0.85 rather 
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than 1.0). Another possible explanation is that there was a shift in the power output of the laser 
between the capture of the calibration image and the capture of the flow images. This explanation 
can be eliminated however. by considering the results of the repeatability analysis; refer Figure 
S-11. The initial profiles from all five experiments have a flat top at a normalised density difference 
value of approximately 0.8S. The consistency of this result eliminates the possibility that a random 
fluctuation in the laser power is responsible for the error. 
Foam blocks of the same polyurethane material were used in the source structure of the T-Series 
model. These blocks however. were used ina very large number of preliminary L1Fexperiments 
conducted prior to the T-Series experimental program. During the preliminary experiments. the 
foam was consistently flushed with solutions containing Rhodamine dye concentrations much 
higher than O.OOSmgl'. When the T-Series experiments were finally conducted, the foam blocks 
had a red stained appearance. Rhodamine 6G dye has a red/orange colour in solution at a 
concentration of O.OOSmg/l. It is therefore hypothesised that the foam blocks were effectively 
I 
saturated with the tracer dye prior to the T-Series experiments. and consequently did not remove 
any significant mass of dye from the T -Series solutions. A clean block of new foam was used in 
the plume source for the P-Series and C-Series experiments, so that it may have absorbed some 
of the dye mass. 
In the following analysis of the P-Series experimental data, the normalised density difference 
results have been scaled by a factor to bring the flat plateau up to an average value of 
approximately 1.0. The correction factors that have been used for this scaling are shown in Table 
6-3. 
Experiment 
Scale Factor 
Table 6-3 
P01 P02 P03 P04 POS P06 
1.128 1.12S 1.138 1.168 1.218 1.297 
Scale factors that are required to correct the P-Serles normalised density 
difference profiles given by the experimental measurements. 
Region of Converging Flow 
The first two normalised density difference profiles for each P-Series experiment show that the 
saline flow was converging to form a fluid stream narrower than the width of the source port; refer 
Figure 6-9. The bulk velocity of the fluid discharged from the plume source for plumes P01 
(f3 = 0.1) and P06 (P = 0.1) was 0.04mls at the exit point. If Equation (6-6) is used to estimate the 
buoyant velocity of the source fluid, then the natural buoyant velocity of the fluids from plumes P01 
(f3 = 0.1) and P06 (f3 = 0.1) is 0.07 mls and 0.11mls respectively. Thus the convergence of the fluid 
stream occurred because the natural buoyant velocity of the source fluid was larger than the 
velocity with which the fluid was discharged from the port. Therefore, the fluid accelerated toward 
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the buoyant velocity after it was discharged, and consequently the cross sectional area of the flow 
was reduced. 
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Profiles one and two from experiment P01, showing the convergence of the 
saline flow after It leaves the flow source. 
Equation (6-6) 
As the flow from the plume source initially converged, small eddies were observed on the perimeter 
of the flow. It is likely that the formation of these eddies was induced by the presence of small 
screws that protruded through the walls of the plume source and into the cross sectional area of 
the port. Four screws were used to prevent the wire mesh at the bottom of the source popping out. 
Each screw was located at the centre of each wall and protruded approximately 5mm into the cross 
sectional area of the port. The thread was machined off each screw, such that the diameter of the 
cylindrical protrusions was 2mm. Figure 6-10 shows a plan view of the source opening. 
Figure 6-10 Plan view of the plume source port, showing the small cylindrical 
obstructions (machined screws) on the inner walls of the source. 
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Gaussian Distribution 
In all of the P-Series experiments. the fourth normalised density difference profile was taken from 
the region of flow below the potential core region. The fourth through to eighth profiles are 
therefore taken from a region of the flow that is completely turbulent. In general. these profiles 
appear to tend toward a Gaussian distribution as is found in a fully developed buoyant plume or 
turbulent jet. Indeed, the change in the shape between adjacent profiles appears to reduce with 
distance from the source, indicating that the flow is possibly tending toward self-similarity. Figure 
6-11 shows the theoretical Gaussian distribution overlaid on the fourth through to eighth profiles of 
experiment POi. The vertical distance from the source z is known for the P-Series profiles, soJttat 
the theoretical radius of the plume b has been determined from Equation (6-7)[2). The Gaussian 
distribution is described by Equation (6-1). 
Where 
Kpb = 0.105 [8] 
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Figure 6-11 Plots of the theoretical Gaussian distribution overlayed on the P-Series 
experimental profiles from the turbulent region of the plume P01. 
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6.3.3 Repeatability 
The repeatability of the P-Series experiments is shown in Figure 5-11. The agreement between the 
normalised density profiles is excellent, although not quite as good as the T-Series result. In the 
comparison of profiles four, five and eight, the profiles from experiment P01 stand out a little from 
the balance, however there is no obvious reason for this small disagreement. As with the T-Series 
results, the excellent repeatability of the profiles means that the uncertainty of the normalised 
density difference measurements could have been significantly reduced had multiple 
measurements been collected during each experiment. 
6.3.4 Source Momentum 
The saline source plume used in these experiments was not a true buoyant plume: rather it was a 
buoyant jet, because it was injected with some initial momentum. In a buoyant jet, the flow 
undergoes a transition from jet like behaviour where the source momentum dominates the flow, to 
plume like behaviour where buoyancy is the dominant factor. The transition takes place within a 
region of the flow where the spatial extent is traditionally described according to the Morton length 
scale 1M [91. 
Equation (6-B) 
Where 
M 0 =Specific Momentum Flux Equation (6-9) 
q 6.0 =Specific Buoyancy Flux Equation (6-10) 
According to theory, Jet like behaviour should be seen in the region of the flow where z < 1M , and 
plume like behaviour is seen where z> 51 M [10). For the source plumes P01 (f3 = 0.01) and P06 
(f3 = 0.02). this means that plume like behaviour should be seen at distances greater than 105mm 
and 150mm respectively (1.9 and 2.7 source diameters). Beyond these distances, the buoyancy of 
the fluid is the dominant driving force. Figure 6-12 shows the decay in the peak concentration of 
the tracer dye in the salt water plumes. In a fully developed axisymmetric buoyant plume. the peak 
concentration should decay in accordance with Equation (6-11) [11. This theoretical relationship is 
also plotted in Figure 6-12 
Equation (6-11) 
Where 
KpL1 = 11.1 [8J 
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Figure 6-12 Comparison of the decay in the peak concentrations within the P-Series 
source plumes with buoyant plume theory. 
The comparison of the experimental data with established plume theory in Figure 6-12, shows that 
the source plumes P01 (fJ = 0.01) and P06 (fJ = 0.02) are not fully developed before they plunge 
into the saline layer that forms on the floor of the model. Although buoyancy dominates the flow at 
distances greater than three source diameters, the velocity field in the flow is still transforming from 
source distribution toward a Gaussian distribution. If there were no buoyancy in the injected fluid, 
submerged jet theory would predict that the zone of flow establishment would extend an order of 
seven port diameters downstream[2J. This distance would equate to 390mm for the P-Series flow 
source, which is well beyond the floor of the model. 
The analysis above shows that the P-Series salt water plumes do not behave as a pure buoyant 
plume at any stage before they plunge into the saline fluid that surrounds the impingement region 
of the flow. The height of fall for the plumes is too small relative to the source diameter to enable 
the flows to become fully developed with a self-similar velocity distribution~ 
Reynolds Number 
The Reynolds number of the saline flow was evaluated at the plume source, using the bulk velocity 
of the flow and an equivalent plume source diameter (refer Equation 5-4). The Reynolds number 
for the six saline plumes was 2.2 x 104 . 
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Froude Number 
The densimetric Froude number (given by Equation (6-3» for source plumes P01 (f3 = 0.01) and 
P06 (/3 = 0.02) was 0.56 and 0.39 respectively. 
6.3.5 Uncertainty of P-Series Profiles 
As with the T-Series experiments, the P-Series profiles show the existence of a potential core 
region just beneath the discharge port of the plume source, refer Section 6.3.2. Profiles that 
section this potential core region in the source plumes, should have a peak normalised density 
difference value of one. In reality, uncertainty in the experimental measurement technique means 
that the fluid in the potential core region of the flow may not have the correct normalised density 
difference value. The first profile for all of the six experiments conducted as part of the P-Series 
work had an average peak density difference value of 0.85. This peak value was often greater 
than two standard deviations away from the correct value of one. The consistency of the peak 
experimental value, and the fact that the correct value lays more than two standard deviations 
away from the experimental value, implied that the uncertainty analysis might not have been 
complete. In retrospect, it is believed that the P-Series experimental results were influenced by a 
factor not accounted for in the uncertainty analysis (that is, the extraction of some tracer dye from 
the saline fluid as it flowed through a porous foam block; refer Section 6.3.2). The influence of the 
dye extraction on the experimental measurements can be simply corrected by scaling the 
experimental profiles. As with the T-Series profiles, the existence of the potential core region within 
the P-Series source plumes provides a means for determining the correct scaling for the 
experimental profiles, refer Section 6.2.6. Therefore, wherever the P-Series profiles are compared 
to computational results, the experimental profiles have been scaled by the factors listed in Table 
6-3. In the uncertainty analysis, the extraction of dye from the saline fluid would have increased 
the value of the scaling factor CDrlff, and possibly have increased the uncertainty of this parameter, 
such that the uncertainty envelopes would encompassed the correct value of one. 
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6.4 C .. Series 
6.4.1 General Observations of the Flow 
Figure 6-13 contains four images that illustrate the satine flow seen in each of the four C-Series 
model geometries. Each of the four images is an instantaneous sketch that shows the turbulent 
eddy structures seen in the flow. Figure 6-13 should be referred to, to compliment the verbal 
description of the flows given in this section. 
Experiments C01 and C02 - (Sill- Open End) 
The saline that spilt out of the source compartment over the sill remained attached to the 
downstream side of the sill. The two dimensional geometry of the opening prevented ambient fluid 
moving around the edges of the spilling fluid to feed any entrainment demand on the underside of a 
detached flow. Thus, the entrainment demand on the underside of the spilling flow drew the saline 
fluid back onto the solid sill wall. The suction of flow onto a solid boundary is often referred to as 
the conda effect[11][121. After the saline impinged on the model floor (at the base of the sill), the fluid 
flowed out of the impingement region as a thin jet-like layer. The thin layer of saline fluid formed a 
hydraulic jump structure[13J[14J[15) downstream, which gradually crept back upstream (toward the sill). 
The jet-like layer of saline that exited the impingement region initially flowed underneath the nose 
of the hydraulic jump. Downstream however, the turbulence of the jump broke down the jet like 
layer and mixed the saline fluid thoroughly with ambient fluid that was entrained into the turbulence. 
Thus, the saline fluid that flowed over the free overfall at the end of the C-Series model was of a 
lower density, and had a greater depth, than the fluid that had exited the impingement region at the 
base of the sill. 
Experiments C03 and C06 - (Doorway - Open End) 
The saline fluid that spilt through the opening between the compartments detached itself from the 
downstream side of the sill. When this flow impinged on the floor of the model, the fluid spread out 
radially as a thin jet-like layer. Some of the saline fluid in the jet-like layer flowed upstream toward 
the sill of the opening. This supply of saline caused a roller region to form beneath the spilling flow 
at the base of the sill. The fluid that was circulated within the roller region was of a lower density 
than the spilling vent flow, because ambient fluid was drawn into the recirculation from around the 
edges of the spilling plume. This entrainment (around the spilling vent flow) was evident, because 
a small pocket of ambient fluid was intermittently visibleoh top of the roller region at the edge of 
the sill. 
Small eddies were observed to form constantly along the underside of the spilling vent flow. The 
eddy structures formed immediately after the leading edge of the sill, and engulfed fluid from within 
the roller region. On the upper surface of the spilling plume. eddies would only form intermittently. 
These eddies were larger in diameter than those seen on the underside, and only appeared to form 
once the flow was through the plane of the vent and the upper interface of the plume had a steep 
incline (Le., as the fluid approached the impingement region). 
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(a.) 
Experiments CO 1 & C02 - (Sill - Open End) 
(b.) 
Experiments C03 & C06 - (Doorway - Open End) 
(c.) 
Experiments C04 and C07 - (Doorway - SilO 
(d.) 
Experiments COS and C08 - (Doorway - Doorway) 
Figure 6-13 Sketches of the typical instantaneous flows observed in the C-Series 
experiments 
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Since the spilling saline flow was detached from the sill of the opening, the saline plume impinged 
on the floor of the model away from the base of the sill. Downstream ofthe impingement point, a 
thin jet like layer exited the impingement region and formed a hydraulic jump structure. As with the 
case described previously (Sill- Open End), the turbulent hydraulic jump gradually broke down the 
jet like layer and mixed the saline fluid thoroughly with ambient fluid that was drawn into the 
turbulence. Thus, with distance downstream from the opening, the saline layer became deeper 
and less buoyant. 
Experiments C04 andC07 - (Doorway -Sill) 
The initial stages of the flow field development within this geometry resemble the flow described 
previously (Doorway - Open End). However, in this geometry, the flow in the second compartment 
is eventually altered by the presence of a downstream sill, which causes a saline layer to form. 
In this model geometry, the saline that initially spills through the opening falls onto the floor of the 
second compartment and flows radially out of the impingement region as a thin jet. The front of the 
saline fluid that flows downstream gradually forms a gravity current head. At the end of the 
C-Series model, the head of the gravity current is reflected off the sill, and starts to travel back 
upstream as a layer on top of the thin jet-like flow that flows from the impingement region. When 
the reflected wave reaches the spilling vent flow, a saline layer starts to form in the second 
compartment. The saline layer gradually increases in depth, until the volumetric flow over the sill is 
the same as the volumetric flow rate from the opening between the two compartments. Although 
the sill of both openings are at the same height, the depth of the layer in the second compartment 
is always less than the depth of the layer in the source room, because the flow over the sill does 
not have a contraction in width. 
As the vent flow plunges into the saline layer that forms in the second compartment. it draws 
ambient fluid into the layer that is mixed with saline. However, rather than being thoroughly mixed 
throughout the entire layer. the ambient fluid appears to only be mixed into the saline fluid that 
surrounds the perimeter of the plunging vent flow. Thus, a pocket of low-density saline fluid is 
created on top of the saline layer. at the point where the vent flow plunges into the layer. The 
lOW-density fluid from this region appears to flow downstream on top of the layer. The vent flow, on 
the other hand, plunges into the layer, and flows along the floor of the model toward the sill. 
The trajectory of the vent flow within the layer changes as the saline layer develops in the second 
compartment. In the initial stages of the layer development, the saline fluid from the vent flow 
descends nearly vertically through the saline in the layer. However, as the layer develops, its 
average density approaches the density of vent flow fluid. This means that within the layer the 
effective buoyancy of the vent flow fluid is reduced. Consequently, the horizontal momentum of 
the spilling fluid becomes more dominant, and the vent flow fluid develops a flatter trajectory within 
the saline layer. 
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The roller region of fluid that existed beneath the detached spilling plume in the previous geometry 
(Doorway - Open End) was still present in this geometry. However, in this case, the roller region 
was not always able to entrain ambient fluid from around the perimeter of the spilling flow. As the 
layer developed in the second compartment, the supply of ambient fluid to the recirculation region 
was drowned out. However, the fluid in this region was still able to entrain lOW-density saline fluid 
from the pocket of low-density saline that surrounded the plunging region ofthevent flow. This 
meant that the density of the fluid within the roller region (and consequently the density of the fluid 
entrained into the underside of the plume) was still less than the density of the spilling vent flow. 
Experiments C05 and COB - (Doorway and Doorway) 
The initial stages of the flow field development within this geometry resemble the flow that was 
described for the previously (Doorway - Sill). In this geometry however, the doorway on the end of 
the model provides a more severe obstruction to the flow than the sill did in the previous model. 
This results in a deeper saline layer forming in the second compartment of the model. In fact, the 
layer in the second compartment has very nearly the same depth as the layer in the source 
compartment. There is a localised depression in the layer where the vent flow enters the second 
compartment;. otherwise it is almost flat. The near equivalent depth of the layers in the two 
compartments means that the vent flow does not plunge down into the second compartment layer, 
as much as it appears to flow sedately into the layer, causing very little entrainment, if any. A 
consequence of this is that the trajectory of the vent flow fluid within the layer is flatter again than 
the one described for the previous geometry. This is because there is very little entrainment into 
the vent flow, so that the saline layer in the second compartment has an average density very close 
to that of the vent flow fluid. 
6.4.2 Interpretation of the Normalised Density Difference Profiles 
This section highlights the flow features evident in the C-Series normalised density difference 
profiles, which are shown in Appendix 3. The profiles are discussed for each of the four different 
model geometries, rather than for each of the eight different experiments. Figure 6-14 shows the 
approximate locations of the normalised density difference profiles within the steady state flow field 
generated within each model. 
Boundary Layer Falsity 
In the C-Series experimental profiles, the normalised density difference appears to decay in any 
region of the flow that is adjacent to a solid surface of the model. This "apparent" boundary layer in 
the denSity field is an error brought about by the contrasting limitations of the image capture 
equipment; refer Section 6.1.1. In every C-Series profile, this fictitious boundary layer is 
approximately 5mm thick (4 to 6 pixels across). Therefore, in conSidering the C-Series profiles, 
disregard the section of the profiles that show decay within approximately 5mm of any solid surface 
of the model. 
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Experiments CO 1 and C02 
Experiments C03 and C06 
Experiments C04 and CO? 
Experiments C05 and C08 
Figure 6-14 Approximate locations of the eight density difference profiles within the 
saline layer that developed in the second compartment of the four different 
model geometries used in the C-Series experiments. 
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Profiles from Experiments C01 and C02 - (Sill and Open End) 
The first three profiles from experiments C01 and C02 describe the properties of the saline fluid as 
it spills from the plane of the opening down to the impingement region at the base of the sill, These 
profiles show that since there was no entrainment occurring on the sill side of the spillingfluid,the 
saline in this region had near uniform density across its depth, Profile 4 shows a thin layer of 
dense saline fluid beneath a layer of low density saline. This is the jet like layer that exited the 
impingement region and flowed undemeath the nose of the hydraulic jump. A comparison of profile 
four with profile five then shows that the turbulent hydraulic jump broke down the jet-like layer of 
saline as it flowed downstream. Profiles 6 through to 8 show how the turbulent mixing in the 
hydraulic jump increased the depth of the saline layer. Unfortunately, due to the fictitious boundary 
layer that is present in the experimental results (refer Section 6.1.1), it is not possible to quantify 
the decay in the density of the fluid adjacent to the model surface. 
NOTE: 
A small section of both the second and third profile from experiment C01 has been distorted. The 
profiles are distorted locally as during the experiment a small group of bubbles adhered to the 
transparent wall of the model. The bubbles partially obscured the video camera view of the 
fluorescent saline flow in the region of the sill. Figure 6-15 shows the regions of the second and 
third profiles, where the bubbles have influenced the normalised density difference measurement. 
Given the similarity in shape of the C01 profiles when compared to the C02 profiles. it is 
reasonable to interpolate across the sections of the C01 profiles that have been distorted. 
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Figure 6·15 Profiles two and three from experiments C01 and C02, showing the errors 
within the initial profiles of experiment C01. 
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Profiles from Experiments C03 and C06 - (Doorway and Open End) 
The first profile from experiments C03 and C06 (or COg) shows that there was a mixing layer on top 
of the saline fluid that spilt from the vent (that is, the density interface was not sharp). The mixing 
between the saline and freshwater fluid streams is caused by the destabilising ~ihear along the 
interface between the flows. The mixing layer is more prominent in this geometry than the . last 
(Sill- Open End), because the fluid velocities through the contracted opening in this geometry are 
greater than the fluid velocities over the sill. 
The second and third profiles from experiments C03and C06 clearly show the presence of the 
roller region on the underside of the detached spilling plume. The steep kink in the second profile 
marks the interface between the roller region and the underside of the spilling vent flow. The 
profiles clearly show that the fluid in the roller region is of a lower density than the fluid in the 
spilling from the vent. The peak on the left side of profile 3 shows the density of the fluid that has 
exited the impingement region of the plume and is being drawn up into the recirculation region. 
Figure 6-16 shows the second and third profiles from experiments C03, C06 and COg, to illustrate 
the discussion of the roller region. Profiles four through to eight show the hydraulic jump that forms 
downstream of the vent flow impingement point. 
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Figure 6·16 Second and third profiles from experiments C03, C06 and C09, showing the 
recirculation region that formed beneath the spilling vent flow. 
Note: The sharp spikes at the beginning of the third profile from experiment C06 are not real. The 
spikes were created during the image processing because there was a small bubble present at the 
base of the sill when the background image of the flow was captured. The bubble was washed 
away by the initial saline flow during the experiment, so that it was not present in the flow images. 
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Profiles from Experiments C04 and C07 - (Doorway and Sill) 
The first profile from experiments C04 and C07 shows a mixing layer on the interface of the vent 
flow (as described in the last geometry). The second and third profiles from these experiments 
show the existence of a roller region on the underside of the spilling vent flow. Although the roller 
region is not as well defined in profiles 2 and 3 from this geometry as it was in Figure 6-16, the flow 
structure is still clearly visible, due to the lower density of the fluid that is being recirculated in the 
region. 
Profiles four, five and six from experiment C04 and CO? show the pocket of low-density saline that 
was observed around the location where the vent flow plunged into the saline layer. The gradual 
flattening out of the density profile between profiles five and six shows that the low-density fluid is 
mixed into the saline layer as it flows downstream toward the sill. Figure 6-17 shows the fifth and 
sixth profiles from experiments C04 and C07 to illustrate this discussion. Profiles 7 and 8 show 
that downstream of where the vent flow plunges into the saline layer the layer, has a near uniform 
density. 
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Figure 6-17 Profiles five and six from experiments C04 and C07, showing the low-density 
saline fluid that surrounded the area where the vent flow plunged into the 
saline layer. 
Note: The small sharp spikes at the beginning of the third profile from experiment C04 are not real; 
see the note in "Profiles from Experiments C03 and C06" for the explanation. 
6-25 
Profiles from Experiments C05 and C08 - (Doorway and Doorway) 
All the profiles from experiments C05 and C08 show that the layer in the second compartment has 
an almost uniform density that is very close to that of the fluid spilling from the source 
compartment. Figure 6-18 illustrates this point by showing that there is very little dilution that 
occurs between profiles one and profiles eight in either experiment. Profile 1 is taken just outside 
the plane of the vent that divides the two compartments, and profile 8 is taken in the saline layer 
well downstream in the second compartment. 
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Figure 6-1B Profiles one and eight from experiments C05 and COB, showing the minimal 
entrainment that occurs into the saline between the source compartment and 
the second compartment. 
6.4.3 Flow Field Development 
Experimental measurements were made of the time interval between the occurrences of each of 
the events used to describe the development of the flow field; Figure 5-13 illustrates the events that 
were marked in time. The time intervals were measured from development of the flow field in four 
different model geometries. for two different source plumes. For each source plume. there is good 
agreement in the time interval between any two events (regardless of the model geometry). 
For plume P01 (/3 = 0.01). the time interval between when the ceiling jet impacted on the back wall 
of the model and when the saline layer started to spill continuously from the source compartment 
(At2-4) was 28 seconds (± Is). For plume P06 (/3 = 0.02). the same time interval (At2-4) was 21 
seconds (± Is ). 
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For plume P01 ([3 = 0.01), the time interval between when the saline layer started to spill 
continuously from the source compartment and when the return wave in the second compartment 
touched the spilling vent flow (~4-5) was 76 seconds (± 2s). For plume P06 (f3 = 0.02), the same 
time interval (~4-5) was 60 seconds (± Is). Thus the flow field development in the C-Series model 
geometries can be described by the following time intervals: 
Source Plume P01 (f3 = 0.01) Source Plume P06 ([3 = 0.02) 
~t1 = 5s ~t1 = not measured 
~t1-2 = 10s ~t1-2 = not measured 
~t2-3 = 14s ~t2-3 = not measured 
~t2-4 = 28s ~t2-4 = 21s 
~4.5 = 76s ~4.5 =60s 
Table 5-3 also lists an estimated time for the flow to achieve steady state conditions in each 
experiment. In reality, the development of the saline density field is an asymptotic process that 
tends toward a steady state condition, where there is absolutely no change in the mean flow field 
over time. The steady state time listed in Table 5-3 has been estimated visually from the 
development of the density field in the centreline plane of the model. This is a crude method of 
estimation that is unable to gauge very small changes in the mean density field. Thus, the time 
listed in Table 5-3 for the steady state conditions is perhaps better described as the time to achieve 
quasi-steady conditions, where the flow field does not change significantly over long time intervals. 
The time intervals listed in Table 5-3 show that within any C-Series model geometry, the time that it 
took to achieve quasi-steady conditions was less for source plume P06 (f3 = 0.02) than it was for 
source plume P01 ([3 = 0.01). This implies that the stronger the buoyancy of the source is, the 
sooner quasi-steady conditions will be achieved in the flow field. 
6.4.4 Repeatability 
Experiment C09 was a repeat of experiment C06; the comparison of profiles from these 
experiments is shown in Figure 5-16. This was the only repeatability analysis conducted for the C-
Series work. The analysis was undertaken because in experiment C06 a layer of low-density 
saline fluid was observed on top of the spilling vent flow. The low-density fluid appeared as though 
it would be drawn away from the vent flow if given sufficient time. Volume restrictions on the 
source fluid however, meant that images of the flow had to be captured while the low-density saline 
layer was still present. Experiment C09 was therefore conducted to determine if the lOW-density 
fluid was a real steady state feature of the flow. It was not present in experiment C09. The 
comparison of profile 1 from these two experiments shows the presence of the low-density saline 
fluid on top of the main vent flow in experiment C06. The profiles downstream of the vent show 
very good agreement. 
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6.4.5 . Uncertainty of C-Series Profiles 
Unlike the T-Series and P-Series experiments, there is no way of knowing if the normalised density 
difference profiles from the C-Series experiment are correct. Both the T -Series and P-Series flows 
contained a potential core region where the density of the saline fluid was known. Thus, the results 
given by the LlF analysis for these experiments could be checked (and scaled if necessary), The 
C-Series flow field however, contains no region where the density of the saline fluid can be 
determined just from the shape of the profiles. Thus, there is no means of checking the LlF results. 
The P-Series experiments used the L1F technique to quantify the density field of the two source 
plumes used in the C-Series experiments. The results of the P-Seriesanalysis showed that the 
normalised density difference profiles across the source plumes required scaling to correct them. 
It is believed that the P-Series profiles required scaling because the foam inside the flow source 
extracted some tracer dye from the source solution. The same source plumes and flow source as 
were used in the P-Series experiments were used in the C-Series experiments. Thus, it is 
expected that the C-Series profiles would require scaling to a similar degree. The exact amount of 
scaling is indeterminable, however it is expected it would be in the range of 1.1 to 1.3 (refer Table 
6-2). 
6.5 Conclusions 
The salt-water experiments that have been conducted in the first part of this research map the time 
averaged density field of a natural transitional flow. The transitional flow takes the form of a 
buoyant spilling saline plume. Six variations of the transitional flow are studied, where the density 
and volumetric flow rate at the flow source are altered. Eight density difference measurements are 
made across each transitional flow at different locations, to map the density field. The density 
difference profiles have been obtained using the Laser Induced dye Fluorescence technique. The 
repeatability of these density profiles is assessed and found to be excellent. The existence of a 
potential core region near the flow source has provided a means of quantitatively correcting these 
profiles for any experimental measurement error. 
The frequency of eddies on the perimeter of the transitional flows has also been determined. 
Turbulent eddies are seen to form continuously on the under side of the spilling plume, while on the 
upper surface of the plume, the onset of eddy formation is delayed. The degree to which the onset 
of eddy formation is delayed is dependent upon the source conditions of the flow. Thus, accurately 
predicting the natural onset of turbulent eddy formation (and consequently turbulent mixing) on the 
perimeter of these flows would provide a high degree of confidence in a hydrodynamic model. 
In addition to the transitional flows, a series of salt water experiments have been conducted that 
generate a buoyant flow field that resembles the thermal flow field induced by a fire within a 
building. These fire similar experiments have been broken into two parts, P-Series and C-Series 
experiments. The P-Series experiments quantify the time averaged density field of the salt water 
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source plumes used in the C-Series experiments. Eight different density difference profiles are 
taken across the source plume at different locations. The repeatability of the source conditions 
was assessed and found to be excellent. The density profiles across the plume show the gradual 
development toward self-similar Gaussian denSity distributions, and the transition from jet-like 
behaviour near the source to buoyancy-dominated behaviour. The height of fall for the buoyant 
fluid however is too small for the buoyant jet to fully develop into a buoyant plume. As with the 
transitional flow, the existence of a potential core region in the flow provides a means for correcting 
the density difference profiles for experimental measurement error. Thus, the source plumes are 
well quantified for the C-Series experiments. 
The C-Serles experiments study the buoyant flow field that develops in a room that is connected to 
another room containing a buoyant plume. The geometry of the opening between the two rooms is 
varied, as is the geometry of the opening into the ambient environment. Four different model 
geometries are used, with two different source plumes, to create eight different flow fields. The 
temporal development of the flow field is recorded. Density difference profiles have been collected 
of the steady state flow field in the second room. The density profiles have the correct shape, 
however it is expected that these profiles would require some universal scaling. The degree of 
scaling is unknown, but it is expected to be of the order of 1.1 to 1.3. That is, the normalised 
density difference values are expected to be between 10% and 30% larger than the experimental 
measurements. In combination with the time-line record of the flow field development, the C-Series 
profile data still provides a good means of assessing the performance of the CFD hydrodynamic 
code. 
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Chapter 7 - SIMULATION OF TRANSITIONAL FLOWS 
7.1 Introduction 
The Fire Dynamics Simulator (FDS) has been specifically designed to compute smoke movement 
induced by fire. However the hydrodynamic code that is contained within the FDS is equally 
applicable to the simulatjon of buoyant, low Froude number liquid flows. This means it is possible 
to use the computational fire model to simulate buoyant saline fluid movement within a quiescent 
freshwater environment[1J[2J, The research documented in this chapter assesses how well the FDS 
is able to compute the T~Series salt water experiments that are described from Chapter 3 through 
to Chapter 6. The 'buoyant T-Series flows contain a well defined laminar-turbulent transition. The 
transition occurs naturally in the flow, rather than being mechanically forced or triggered. This type 
of transitional flow is extremely difficult to compute correctlyl31• Computational Fluid Dynamics 
(CFD) publications show that attempts to simulate these natural transitional flows with the Large 
Eddy Simulation (LES) technique have only been conducted since approximately the mid 
1980s[4][5J. The simulation of the complex T-Series flows with the FDS is designed to provide 
insight into the weaknesses of the hydrodynamic model and the numerical methods that are 
contained in the model. Information is also sought on the dependence of the computational results 
on the resolution of the computational grid, and on the selection of the sub-grid scale (SGS) model. 
In this research, the T-Series salt water experiments have been simulated using four different grid 
resolutions and two different SGS models. Grid resolutions of 10.4, 8.0, 5.0 and 4.0mm have been 
used in the computations. These resolutions equate to the discretization of the vertical extent of 
the domain into 40, 50, 80 and 100 divisions respectively. Finer resolutions were not achievable 
due to computational hardware constraints. Simulations have been conducted at each resolution 
using both the Smagorinsky SGS model and a constant viscosity SGS model. 
This chapter documents the issues that have been identified and addressed in simulating the T-
Series experiments, the results of the most accurate simulations and a discussion of the insight 
that has been gained from simulating the transitional flows. In the documentation of the research, 
a large amount of time is spent detailing the issues and assumptions that are utilised in the final 
simulations. This preliminary work is thoroughly detailed within Section 7.2. The results of the final 
simulations. which use the findings of all the preliminary work, are detailed in Section 7.3. A 
discussion of the hydrodynamic model performance. including the grid dependence, and the SGS 
model dependence of the computational results, is given in Section 7.4. The chapter is completed 
with Section 7.5, which details a series of conclusions that can be drawn from the exercise. 
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7.2 Preliminary Determinations 
7.2.1 Time Averaging 
In the simulation of the T-Series flows, it was necessary to determine the earliest pOint in time at 
which averaging could be initiated, and the shortest time averaging interval that could be used to 
satisfactorily capture the mean properties of the steady state flow field. Together these time 
intervals determine the minimum duration of the simulations. 
Time to Achieve Steady State Conditions 
The earliest time at which time averaging could be initiated was determined visually from 
Smokeview[6] animations of the density field development These animations of the fluid density in 
the centreline plane of the model were used to determine when the saline layer had seUled at a 
steady state depth, and when the density distribution within the saline layer was approximately 
steady. Once these conditions were achieved the time averaging of the spilling saline flow was 
initiated. 
Animations of the density field showed that in the early stage of the flow development, the inflow of 
saline caused an interfacial wave to set up between the saline layer and the freshwater in the 
source compartment The wave propagated backwards and forwards along the surface of the 
saline layer. The back wall of the model and the sill of the opening reflected the wave at either end 
of the compartment. The presence of the wave caused the vent flow to pulse, rather than spill 
continuously. Gradually the amplitude of the wave dissipated and the layer settled at a steady 
state depth, to provide a continuous vent flow. In simulations of experiment T02, it took 
approximately 165s for the interfacial wave to completely dissipate and leave an established saline 
layer in the source compartment. 
In an attempt to circumvent the time it took the saline inflow to fill the volume of the source 
compartment beneath the sill level of the opening, a layer of saline fluid was prescribed into the 
source compartment as an initial condition. The inflow of saline into this layer still created the 
interfacial wave that had been observed in simulations without the iniUallayer. However in these 
simulations, the interfacial wave was still present after 250s, rather than being completely 
dissipated after 165s. No explanation was determined for why the presence of the initial saline 
layer caused the interfacial wave to exist for a longer period than if the entire source compartment 
had originally only contained ambient fluid. Also, no noticeable reduction could be made to the 
time taken for the wave to dissipate, by ramping up the volumetric inflow of the saline, rather than 
injecting it as an abrupt step function. 
In the final T-Series simulations, finer grid resolutions were achieved by only computing the flow in 
the region of the model that immediately surrounded the spilling plume. In these reduced domain 
simulations, only 100mm of the source compartment length (the 100mm adjacent to the opening) 
was included in the computations; refer Section 7.2.5 on reduced length simulations. When 
experiment T02 was simulated with these reduced length domains, the interfacial wave dissipated 
to leave an established saline layer after a period of 45s (regardless of whether an initial layer was 
prescribed or not). Table 7-1 shows the time that it took to achieve steady state conditions in the 
source compartment, in the reduced length simulations of each T-Series experiment. This time 
was always governed by the dissipation of the interfacial wave. 
Time Averaging Duration 
The duration of the time averaging interval for steady state flows is dependent on a velocity scale 
and a length scale that are representative of the fluid motion. The velocity scale for buoyant 
convective velocities is given by Equation (7-1)171; where H Is the height of the enclosure in which 
the buoyancy source is contained. 
Equation (7-1) 
The length scale for the steady state time-averaging interval is related to the size of the fluid 
structures that are seen in the flow. In a fire plume the largest eddy structures are generally of the 
same order as the diameter of the plume[81. Thus, the order of time that it takes for a single large-
scale eddy to move past a fixed point is given by Equation (7-2). This formulation is not 
appropriate for the entire saltwater flow field, because the velocity scale given by Equation (7-1) 
assumes that the fluid motion is driven purely by buoyancy. In salt water flows, the fluid motion 
near the flow source is primarily driven by the initial momentum with which the fluid is injected into 
the freshwater. In regions of the flow that are distant from the flow source however, buoyancy is 
the sole driving force and Equation (7-2) is applicable. 
Equation (7-2) 
For the T-Series flows, the diameter of the flow source has been approximated using 
Equation (7-3), which gives an equivalent source diameter for the spilling plume by assuming that 
the saline flow occupies half the depth of the opening. 
d = o Equation (7-3) 
We expect that the minimum time averaging interval can be described by Equation (7-4), that 
simply states that a minimum number of large-scale structures must be included in the averaging to 
adequately capture the mean properties of the flow. 
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Equation (7 ~4) 
For the averaging of LES computational results. there may be some argument for the use of a 
variable length scale that incorporates the resolution of the grid. This premise is based upon the 
knowledge that a finer degree of detail is resolved in the flow as the LES computational grid is 
refined. The length of the averaging interval could therefore increase and converge toward the 
time interval described by Equation (7-4) as the grid resolution is refined. Any dependence upon 
computational resolution has been left as a possible avenue for further research. In the time 
averaging analysis detailed in this section a constant grid resolution of 5mm has been used. 
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Time Averaging Interval (5) 
Results of analysis to determine the duration of time averaging required to 
satisfactorily capture the mean steady state properties of the flow. 
To determine a value for the parameter k in Equation (7-4). time averaging analysis has been 
conducted on the results of simulations of experiments T01. T02 and T03. These three salt water 
experiments have the three different buoyancies that were used in the T -Series work. For each 
experiment. the analysis has examined how the normalised density difference profiles converge as 
a function of the duration of time averaging. Time averaging durations of 55. 45, 35, 25, 15 and 5s 
have been used. It is assumed that the profiles from the 55s time average of the computed flow 
are the most accurate approximation of the steady state mean density. Using this assumption, the 
accuracy of the time-averaging interval has been quantified by calculating the average difference 
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between the density profiles from the 55s average and the other time-averaging intervals. The 
results of this analysis are shown in Figure 7-1. 
Figure 7-1 shows the mean difference between the 55s time averaged density difference profile 
and the profiles given by time averaging intervals of a shorter duration. The mean difference is 
expressed as a percentage of the density difference between the fluids at the source of the flow. A 
2% difference can be achieved by using averaging durations of 25s, 15s and 10s for experiments 
T01, T02 and T03 respectively. These durations equate to an approximate value of 25 for the 
parameter k in Equation (7-4); this value has been used in Equation (7-4) to predict the duration of 
time averaging for the T-Series computational results. Table 7-1 shows the time averaging 
parameters that were used to determine the mean density difference profiles from the T -Series 
simulations. 
Equation (7-5) 
Exp ! Time to Steady State Duration of Time Averaging Duration of Simulation (s) (s) (s) 
T01 55 25 80 
T02 45 15 60 
T03 35 10 45 
T04 35 25 60 
T05 30 15 45 
T06 25 10 35 
Table 7·1 Time averaging parameters that were used to determine the mean density 
difference profiles from the T-Series computational results. 
7.2.2 Symmetry 
It is common practice in CFD, to use a plane of symmetry in the geometry of an enclosure, to half 
the physical size of the region in which the fluid flow is computed. This practice, assumes that 
symmetry in the domain description, boundary conditions and initial conditions, produces a 
symmetrical flow field. The assumption of symmetry allows finer grid resolutions to be used in 
simulations, through the application of the entire computational resources to computing only half 
the flow field. Early simulations conducted with the FDS hydrodynamic algorithm showed that 
symmetry existed in the computed flow field when the computations were conducted under 
symmetrical conditions [9][10]. In real fluid flow however, although the enclosure geometry may be 
symmetrical, the turbulent flows that are generated within that geometry are not symmetrical at any 
instant in time (although the mean properties of the flow may be symmetrical). Therefore, to beUer 
reflect the chaotic instantaneous appearance of real turbulent flows. a small inert cube can be 
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specified in the FDS domain that will break the symmetry of the computations. The cube is often 
referred to as a symmetry breaker, and this technique has been used previously in the simulation 
of fire plumes with the FDS, refer Section 2.2.3 - Isolated Fire Plumes. 
The T-Series salt water model possesses all the necessary conditions to make use of the plane of 
symmetry in the computations. To assess the impact of using the symmetry assumption, analysis 
was undertaken to compare the results of symmetrical simulations with the results of simulations 
that used a symmetry breaker. In the analysis, seven simulations were conducted of theT-Series 
experiment T02. In the simulations, a reduced domain was used that was 400mm long. 250mm 
wide and 500mm high, (refer Section 7.2.5 for a discussion of the reduced domain simulations). 
The grid resolution was 5mm. Five of the simulations were conducted with a symmetry breaker 
that was located in one of the positions shown in Figure 7-2. The final two simulations were both 
conducted without breaking the symmetry of the domain. The first of these simulations computed 
the flow throughout the entire domain, while in the second simulation the flow was only computed 
on one side of the plane of symmetry, i.e., the assumption of symmetry was employed in the 
computations. Figure 7-4 shows a comparison of the time averaged density profiles from all seven 
simulations. 
Figure 7-2 
.,.. ... --_ ... , 
Location of Symmetry Breaker 
(a.) XB=0.350, 0.360, 0.020,0.030,0.060,0.070 
(b.) XB=O.110, 0.120, 0.240, 0.250, 0.470,0.480 
(c.) XB=0.11O, 0.120, 0.020, 0.030, 0.020, 0.030 
(d.) XB=O.370, 0.380, 0.115, 0.125, 0.420, 0.430 
(e.) XB=0.360, 0.370, 0.200,0.210,0.460,0.470 
Location of the symmetry breakers within the reduced domain that was used 
in the analysis of the symmetry assumption. 
The normalised density difference profiles in Figure 7-4 show that the location of the symmetry 
breaker within the domain has negligible effect on the time averaged properties of the flow field. 
This finding is conditional on the symmetry breaker being sensibly located away from the region of 
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the flow that is being studied (in this case away from the region of the spilling saline) . The most 
interesting aspect of Figure 7-4 however, is that there is a difference between the profiles that 
come from the simulations where the domain description is symmetrical. In the case where the 
flow was computed throughout the entire domain, the time averaged density difference profiles 
agree well with the profiles from simulations that used a symmetry breaker. In the case where the 
plane of symmetry was used in the computations, the time averaged density profiles are 
significantly different from those given by the other simulations; particularly in the highly turbulent 
region of the flow. Since it has previously been observed that the computed flow field is 
symmetrical when computations are conducted under symmetrical conditions , the profiles from 
these last two simulations were expected to agree perfectly. In fact, animations of the simulation 
results revealed that, in case where the flow was computed throughout the entire domain, the flow 
field developed an asymmetry without the need for a symmetry breaker. Figure 7-3 shows an 
instan taneous flow image from three of the different simulations that were conducted in the 
symmetry analysis . The images are a section through the saline plume just after it spills out of the 
plane of the opening (that is the plume is spilling out of the page toward the reader). Figure 7-3 
clearly shows the asymmetry that developed in the simulation of the full symmetrical domain. 
Simulation of Full 
Domain (Symmetrical) 
Simulation of Full Domain 
with a Symmetly Breaker 
Simulation of Half Domain 
(A ssume Symmetry) 
Figure 7-3 Cross sectional images of the spilling flow showing asymmetry in 
symmetrical domain computations. 
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Figure 7-4 
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Density profiles from the centreline plane of the T-Series model, illustrating the dissimilarity of the results from the simulation 
where symmetry was assumed (resolution=5mm) 
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Density profiles from the vertical plane that was 15mm away from the plane of symmetry. The impact of utilising symmetry in the 
computations has less influence on the results in this plane than it did on the results in the plane of symmetry. 
It is believed that the symmetry of the full domain computations is broken by an asymmetry forming 
in the boundary conditions of the domain as the computations progress. In the computational 
method, cells that represent solid obstructions to the flow are given "ghost" properties to prevent 
mass transfer occurring between the cell and any adjacent cell that represents fluid. In terms of 
species conservation, the cell that represents an impermeable boundary is allocated the same 
species mass fraction as the adjacent cell that represents fluid. This method prevents any gradient 
forming between the two cells that would result in a transfer of mass. For cells that represent the 
corner of a solid obstruction (such that they are in contact with more than one cell that represents 
fluid), the ghost properties of the cell after any time step are the properties of the last adjacent fluid 
cell that required a boundary condition in computations. Therefore, the order in which the 
computations are applied throughout the cells in the domain may create an asymmetry in the 
boundary conditions. 
The disagreement between the profiles from the simulation that assumed symmetry and the 
simulations where the flows were asymmetrical raises questions regarding the appropriateness of 
assuming symmetry in order to reduce the computational demands. The time averaged density 
difference profiles that are displayed in Figure 7-4 show the fluid density in the centreline plane of 
the model, whiCh is the plane of symmetry for the domain. It seems reasonable to expect that the 
assumption of symmetry will have the strongest influence on the fluid dynamics in the region of the 
domain that is in close proximity to the plane of symmetry. To verify this, Figure 7-5 shows time 
averaged density difference profiles from a vertical plane that is offset by 15mm from the plane of 
symmetry. Density profiles from all seven simulations conducted as part of the symmetry analYSis 
are shown in this figure. Figure 7-5 shows that 15mm out from the centreline plane of the model, 
the profiles from the simulation that utilises symmetry agree beUer with the profiles from the 
asymmetrical computations than they do on the centreline plane of the model. This results reveals 
that the impact of assuming the idealised condition of symmetry diminishes with increased distance 
from the plane of symmetry. 
This finding suggests that in simulations where results are being considered from the plane of 
symmetry, it is not good practice to use the symmetrical assumption to reduce the domain size. 
Rather, it is better to simulate the entire domain and ensure that the flows become asymmetrical 
(which is a better reflection of reality). If, on the other hand, results are being taken from regions of 
the domain that are distant from the plane of symmetry, the influence of the idealised symmetry 
assumption (on the results) is reduced and hence it may be reasonably employed in computations. 
This also suggests, that in collecting experimental measurements for the purpose of comparison 
with computational model predictions, the measurements should be collected away from the plane 
of symmetry. This way, the assumption of symmetry can be reasonably employed in the 
computational work to achieve finer grid resolutions with the available computational hardware. 
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7.2.3 Stability 
To maintain computational stability in solving the governing equations of motion, the numerical 
methods that are used in the FOS require certain parameters to have a value that is within a 
restricted range. In the FOS, the two parameters that are affected by the stability restrictions are 
the fluid viscosity and the diffusion parameter. It is difficult to recognise when the FOS 
computations have become unstable. The computer model does not automatically terminate the 
computations when they are not stable. Neither is it obvious from time averaged computational 
results whether the computations were unstable or not. Therefore, this section documents and 
(where necessary) establishes the range of fluid viscosity and diffusion parameter values that will 
ensure computational stability in FOS simulations. 
Fluid Viscosity 
The fluid viscosity is not restricted in any way in FOS computations that use the Smagorinsky SGS 
model. In these computations, the viscosity of the fluid varies spatially, and the magnitude of the 
viscosity (in time and space) is automatically determined by the Smagorinsky SGS model; refer 
Section 2.2.3. Therefore, in Smagorinsky simulations it is only necessary to specify a lower bound 
for the value of the fluid viscosity, which is generally specified as the real viscosity of the fluid that 
is being simulated. 
In simulations that use the constant viscosity SGS model, the condition of computational stability 
places a restriction on the viscosity of the fluid. As described earlier in Section 2.1.3, in order for 
the computations to remain stable, the fluid must be sufficiently viscous to disSipate all the excess 
kinetic energy passed down from the large-scale structures resolved in the computations. Because 
the size of the fluid structures that can be directly resolved is dependent on the grid resolution, the 
minimum viscosity of the fluid is also dependent on the grid resolution. 
Re = PoUH 
Jl 
Equation (7-6) 
The relative importance of fluid viscosity in the dynamics of fluid flow is often described via the 
Reynolds number; refer Equation (7-6). Thus, the relationship between grid resolution and 
minimum fluid viscosity is often discussed in terms of the maximum resolvable Reynolds number 
that can be simulated with a computational grid. In LES computations, it is generally accepted that 
the resolvable Reynolds number is proportional to the number of cells in the characteristic 
dimension of the domain, squared. For fires inside enclosures the characteristic dimension is 
generally agreed to be the ceiling height of the enclosure. As such, the resolvable Reynolds 
number for the LES computations is proportional to the number of grid cells in the vertical extent of 
the domain, squared; see Equation (7-7). 
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Equation (7-7) 
The velocity scale for buoyant flow in an enclosure of height H has already been given by 
Equation (7-1). If this velocity scale is substituted into the Reynolds number expression, then 
Equation (7-7) can be rearranged to give a relationship for the fluid viscosity in terms of the 
computational grid resolution; see Equation (7-8). 
Equation (7-8) 
To complete the relationship given by Equation (7-8), a basic stability investigation was undertaken 
to determine a constant of proportionality. The investigation involved determining the minimum 
fluid viscosity at which the simulations of experiments T01, T02 and T05 had stable computations. 
Four different resolutions were used to simulate each experiment and the minimum viscosity was 
determined for each simulation. 
The stability of the computations was assessed visually from Smokeview[6] animations of the 
denSity field in the centreline plane of the T-Series model. When the computations were unstable, 
the density field of the saline had a discontinuous appearance. This appearance is best described 
as a stream of high-density saline globules that is mixed in amongst a jagged, disorganized, low-
density saline flow. This look is often referred to as a checkerboard appearance; see the 
instantaneous image in Figure 7-6 for Sc=100 as an example. When the fluid viscosity was large 
enough to provide stable computations, the computed density field took on a more cohesive 
continuous appearance in the animations. This method for determining when the computations 
were unstable was subjective. Ideally in a computational stability assessment, the computed 
results at a point in the flow field would be compared to a known time dependent solution for the 
flow at that location. This analytical option was not available for the complex transitional flows that 
were generated in the T-Series experiments. Although the assessment method is subjective, the 
high degree of consistency in the constant of proportionality that was determined for each 
simulation gave confidence in the technique. 
From the stability analysis, it was determined that a constant of proportionality equal to 0.52 in 
Equation (7-9) would provide a minimum fluid viscosity that would ensure computational stability. 
The constant of proportionality has a precision of 0.13, such that a value of 0.39 was found to give 
a fluid viscosity that resulted in unstable computations. Further research is required on this 
relationship to verify its application in simulating fire induced smoke flows (rather than boussinesq 
salt water flows). 
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Equation (7-9) 
According to Equation (7-9), in order to conduct a true DNS simulation of the T-Series transitional 
flows, where the real fluid viscosity can be used in the computations, the characteristic dimension 
of the computations grid must be between 2.1 and 3.1 mm. This equates to the discretization of the 
domain height into between 160 and 240 cells (I.e., KBAR = 160 and 240). For the fire similar 
buoyant flows generated in the P-Series and C-Series salt water experiments, the resolution 
required for a true DNS is between 1.7 and 2.1mm. In this case, this equates to discretization of 
the domain height into between 190 and 240 cells. 
Diffusion 
In the FDS, the rate of diffusion is quantified via the specification of a Schmidt numbert or a 
diffusion coefficient. depending upon which SGS model is employed in the computations. If the 
Smagorinsky SGS model is used in simulations, then the rate of diffusion is specified via the 
Schmidt number. If, on the other hand, the constant viscosity SGS model is employed in the 
computations, the rate of diffusion is specified via a diffusion coefficient. The nature of the LES 
approach andthe stability conditions of the numerical methods used in the FDS, mean that the real 
values of these parameters are not appropriate for use in the computations. This section explains 
why the true values of the diffusion parameters are inappropriate for use in LES, and details the 
limitations that are imposed on the magnitude of the diffusion variable for computational stability. 
Throughout the discussion the Schmidt number is used to describe the magnitude 'of diffusion. For 
simulations that use the constant viscosity SGS model, the equivalent diffusion behaviour can be 
obtained by using Equation (7-10) to calculate the appropriate value of the diffusion coefficient Ds 
from the Schmidt number Sc. 
Sc=~' 
pD 
s 
Equation (7-10) 
The large-scale motions that are explicitly calculated in LES are assumed to govern the distribution 
of mass. momentum and energy. However. in reality small-scale motions make a small 
contribution to the distribution of these properties as well. Eddies that are too small to be resolved 
with the computational grid still transport mass and momentum in the flow. In the LES approach, 
the SGS mass transport is accounted for via an effective diffusion method. In this method an 
elevated rate of diffusion is specified. to account for the mass transport that occurs via both the 
molecular process of diffusion and via the small scale eddies that cannot be resolved in the 
computations. This effective rate of diffusion that is specified for the computations is sometimes 
referred to as, eddy diffusion. 
t The Prandtl number is used instead of the Schmidt number in simulations of gas flows. 
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The proportion of eddies resolved in computations. and hence the proportion of the mass transport 
explicitly calculated from first principles. is dependent on the resolution of the computational grid. It 
follows then. that the amount of mass transport occurring on the SGS will also be grid dependent. 
As the resolution of the grid is refined. and a greater proportion of the mass transport is calculated 
explicitly, the amount of mass transport that occurs on the SGS will reduce. Thus, in concept,as 
the resolution of the computational grid is refined. the value of the Schmidt number that is specified 
for the LES computations should increase. In reality however,the computational stability of the 
numerical methods that are used in the FDS restrict the magnitude of the Schmidt number that can 
be specified. 
In using numerical methods to solve the conservation equations. certain terms in the equations 
have a stabilizing influence on the computations. In the momentum equation, it is the viscous term 
that plays a stabilizing role (refer Section 2.1.3). The magnitude of the viscous term is described 
via the Reynolds number. In the conservation of salt mass relationship, it is the diffusion term that 
is the stabiliser; the magnitude of this term is described via the Peclet number. The Peclet number 
describes the relative magnitude of advection and diffusion in the flow; it is therefore calculated as 
the product of the Reynolds .number and the Schmidt number. Since the conservation of 
momentum· and species equations are both solved using the same discretised grid, it is not 
unexpected to find that the stabilizing terms in both equations are required to be of the same order 
of magnitude to ensure computational stability. When this computational stability requirement is 
combined with the definition of the Peclet number, it means that the Schmidt number specified for 
computations is required to be of the order unity. 
The real Schmidt number for the diffusion of salt in freshwater is 721[11]. For the LES computations 
conducted in this research. a value of 0.721 has been specified for the Schmidt in the 
computations. The precision of this number is misleading; a value of 0.7 would have been entirely 
sufficient to achieve the same results. The value of 0.721 was used simply because it was equal to 
the real Schmidt number divided by one thousand. In simulations where the constant viscosity 
SGS model was employed in the computations. the equivalent diffusion behaviour was given by a 
diffusion coefficient of the value 1.581 x 10-6 m%. In this research, a diffusion coefficient of this 
value was specified in the constant viscosity SGS model simulations. 
To illustrate the appearance of computational instabilities in the animations of the computed density 
field, Figure 7-6 shows an instantaneous image from four simulations that were conducted with 
different Schmidt numbers (5mm grid resolution). The discontinuous checkerboard appearance of 
the density field can be seen in the images where the computations have had a Schmidt number 
equal to 10 or 100. The image from the computations where the Schmidt number was equal to 0.1 
has a smoothed appearance showing excessive diffusion. It should be noted that computations 
also become unstable when the Schmidt number has a value much less than unity. 
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Figure 7-6 
Schmidt Number = 100 Schmidt Number = 10 
Schmidt Number = 0 .1 Schmidt Number = 1 
Instantaneous images of the computed T-Series flow for different Schmidt 
number values. 
For the simulation of fire induced thermal gas flows, the Prandtl number (representing thermal 
diffusion) is used in place of the Schmidt number. The Prandtl number for air is of the order of 0.7, 
such that the real value can be used in simulations without stability problems . 
7.2.4 Boundary Conditions 
The thermal boundary condition for the simulation of the salt water flows was set, as required, as 
adiabatic. The tangential velocity boundary condition could vary between a no-slip condition (VBC 
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= -1) and a full slip condition (VBC=1); refer to Section 2.4.3 for discussion of this parameter. The 
choice of appropriate boundary condition is dependent on the resolution of the computational grid, 
and some knowledge of what the real boundary layer depth would be along the surfaces of solid 
obstructions. The retarding influence that the velocity boundary condition has on the computed 
fluid velocity extends a number of grid cells into the fluid from a solid boundary. Thus, the larger 
the grid cells are, the further into the flow the retardation of the velocity along the boundary is felt. 
To counter this, the degree of retardation at the boundary can be adjusted, so that it is not a no-slip 
condition. At very coarse grid resolutions, a full-slip boundary condition may be appropriate, 
because the grid cells are larger than the depth of the real boundary layer. However, at very fine 
resolutions, the boundary layer may be resolvable, such that the real no-slip condition can be 
reasonably specified. 
For the salt water flows generated in this research, there were no velocity measurements collected 
in experiments, and there was no simple analytical means of estimating the boundary layer depth 
at any point in the flow. The grid cell size used in the T-Series computations varied between 4mm 
and 10mm. At these resolutions, it was felt that a boundary layer in the salt water flows would not 
be accurately resolved; however some retardation of the velocity in the cells adjacent to the 
boundaries could be expected.. For this reason, a tangential velocity boundary condition 
intermediate to no slip and full slip was selected. The VBC parameter was set at a value of 0.5 for 
all simulations. A simple assessment of the impact of the velocity boundary condition of the 
computed time averaged density difference profiles determined that the parameter had negligible 
influence for the T -Series results. 
7.2.5 Use of a Reduced Domain 
The RAM capacity of the PC on which simulations were run limited the number of grid cells that 
could be used in the computations. To achieve finer grid resolutions with the available hardware, 
the size of the computation domain had to be reduced. Thus, rather than simulating the fluid flow 
throughout the entire T -Series model, the computations were focussed on one particular region of 
the flow. For the T -Series flows, this meant only simulating the region of the flow that was in the 
immediate vicinity of the spilling saline plume. This approach has been referred to as using a 
reduced domain. 
This section demonstrates that the flow outside the boundaries of the reduced domain has 
negligible influence on the spilling saline plume within the domain. To demonstrate this, 
comparisons have been made of time averaged density difference profiles, from simulations of the 
complete domain, and from simulations of the reduced domains. The comparisons are only 
possible at grid resolutions of 10.4mm and 7.9mm, because hardware limitations prevented finer 
resolutions being obtained for the complete domain simulations. 
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Reduced Height of Domain 
Boundaries of the reduced domain simulations within the complete geometry 
of the T-Serles model. 
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Reduced Length 
The internal geometry of the T-Series model was one meter long, although the source structure 
completely occupied the rear 1S0mm of the source compartment; refer to Figure 3-2. In reduced 
domain simulations, only 400mm of the model length was simulated. The reduced length 
encompassed 100mm of the source compartment and 300mm ofthe second compartment; Figure 
7-7 shows the position of the reduced length simulation boundaries within the complete T-Series 
model geometry. The 100mm length of the source compartment was sufficient to capture the full 
curvature of the density interface between the saline and freshwater fluid streams. The 300mm 
length of the second compartment was sufficient to capture the entire trajectory and impingement 
region of the spilling saline plume. Downstream of the impingement region, the saline flow was 
supercritical, so that it had no influence on upstream flow. 
Figure 7-8 compares three time averaged density difference profiles from experiment T02 with the 
computational results from both a complete domain simulation and a reduced length domain 
simulation. The computational results for each domain are presented for three different grid 
resolutions. In actual fact, it was not possible to simulate the complete domain with the Smm 
resolution. Therefore, the results for the Smm resolution are taken from a computational domain 
where the full length of the T-Series model was simulated, but a reduced width was used. Thus the 
profiles for this resolution are labelled "full length domain (Smm)" rather than "complete domain 
(Smm)". The impact of reducing the domain width is discussed later in this section. 
In the comparison of Profile 1 in Figure 7-8, there is a notable difference between the 
computational results from the reduced length simulations, and the complete domain simulations; 
the difference does however diminish with increased grid resolution. The concerning aspect of this 
comparison is that the reduced length simulations provide better results than the complete domain 
simulations (at the same resolution). The prOfiles from the reduced length simulations have a peak 
normalised density difference value of one, which implies there was no mixing occurring in the 
source compartment. This is correct. The profiles from the complete domain simulations, on the 
other hand, imply that the saline was diluted in the source compartment, which is incorrect. 
. Although the reduced length simulations appear to perform better than the complete domain 
simulations, the performance of the complete domain simulations does improve as the grid 
resolution is refined. This behaviour shows that, although the flow domain may be correctly and 
completely described in the input data for the simulation (as was the case with the complete 
domain simulations), the results of the computations can be highly inaccurate at coarse grid 
resolutions. At fine grid resolutions however the same input description can provide an excellent 
solution. 
The comparison of the computational results at Profile 8 shows beUer agreement between the 
reduced length simulations and complete domain simUlations for all grid resolutions. This is likely 
to be because the flow is completely turbulent in these locations, so that there are no sharp density 
gradients. 
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400mm of the domain length is model/ed. 
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Reduced Width 
The T-Series model consisted of two rectangular compartments. The smaller source compartment 
had an internal width of 250mm, while the second compartment had an internal width of 750mm. 
In the reduced domain simulations, the portions of the second compartment that projected out 
beyond the width of the source compartment were ignored. This meant that the entire 
computational domain was 250mm wide. Figure 7-7 shows the location of the reduced width 
domain boundaries within the complete T-Series model.geometry. By default, the boundaries of 
the FOS domain are treated as impermeable surfaces. Therefore, in the reduced width domain 
simulations, it was necessary to specify the domain boundaries on the sides of the second 
compartment as open passive vents. This specification enabled saline fluid to flow out radially from 
the impingement region of the plume without any obstruction. However, it also meant that ambient 
fluid could be drawn into the plume region from the sides of the domain, rather than just from the 
downstream open end of the model. Thus, any channelling influence that the sidewalls of the 
second compartment had had on the freshwater flow was not captured in the computational 
modelling. 
Figure 7-9 compares three time averaged density difference profiles from experiment T02 with the 
computational results from both a 'complete domain simUlation and a reduced width domain 
simulation. The computational results for each domain are presented for two different grid 
resolutions, 10mm and 8mm. In the comparisons at Profile 1 and Profile 5 there is very little 
difference between the computational results from the complete domain simulations, and the 
computational results from the reduced width simulations. The agreement was similar for all of the 
first seven of ~he eight profiles that were taken across the T-Series plume. This implies that the 
presence of the sidewalls on the second compartment had very little influence on the saline flow 
that was spilling from the opening. If the sidewalls of the second compartment were closer to the 
spilling flow, it would be reasonable to expect that they would have a greater influence on the 
properties of the plume (due to the restricted flow path they create for the ambient fluid). 
The comparison of Profile 8 however, shows a notable and consistent disagreement on the right 
hand side of the profile. The profiles from the complete domain simulations plateau out at a 
normalised density difference value of approximately 0.1. The profiles from the reduced width 
domain and the experimental results plateau out at a value of zero. This implies that in the 
complete domain simulations, a saline flow at least 50mm deep exists around the impingement 
region of the plume. Given that this layer is not seen in the experimental results (where the model 
has sidewalls), or the reduced width simulations (where the grid resolution is the same), it would 
seem that the presence of the layer in the complete domain simUlations must be a consequence of 
the increased floor width. This would suggest that the velocity boundary condition is sufficiently 
severe (when combined with sufficient floor width) to cause a hydraulic jump structure to form on 
the ceiling jet. which flows out radially from the impingement region. The complete domain profiles 
would then suggest that, in the computations, the hydraulic jump must drown out the ceiling jet to 
form a layer around the impingement region of the plume. 
7-20 
Figure 7-9 
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Comparison of computational results from a simulation where the entire 
width of the r-Series domain is modelled and a simulation where only the 
central 250mm of the domain width is modelled. 
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Reduced Height 
The T-Series model was 500mm high. In reduced domain simulations, only the fluid flow in the 
lower 400mm of the model was computedt . This approach assumed that the streamlines in the 
upper 100mm of the flow were horizontal, so that there was no vertical mass transfer in this portion 
of the freshwater flow. Thus, in the reduced height simulations the ceiling of the domain (at height 
of 400mm) could be specified as an impermeable surface with a full-slip velocity boundary 
condition. Figure 7-7 shows the location of the upper boundary of the reduced height domain 
within the complete T -Series model geometry. 
To account for the flow in the top 100mm of the T-Series model, a reduced volume flux of 
freshwater was specified at the flow source in reduced height domain computations. The reduced 
volume flux was estimated by assuming that the total volumetric flow rate of freshwater was 
uniformly distributed over the area the freshwater flow stream occupied in the plane of the vent. 
From the depth of freshwater in the vent. an estimate could then be made of the freshwater volume 
flow below the 400mm level. In simple terms, this approach merely ensured that within the plane of 
the vent, the bulk velocity of the freshwater flow was the same in the complete domain simulations 
as it was in the reduced height simulations. In hindsight, a better approach may have been to 
choose a reduced volume flux that would match the Froude number of the freshwater layer in the 
plane of the opening. Thus, the composite Froude number of the exchange flow would remain 
unchanged, and the dynamics of the saline layer would still dictate. the behaviour of the exchange 
flow[12)[131; refer Section 6.2.4. Having said this, with the approach employed to estimate a reduced 
volume flux, the Froude number for the freshwater fluid stream was still much smaller than the 
Froude number of the saline stream in the plane of the vent. Therefore, the saline layer was still 
the dominant layer in the vent flow. The only exception to this was experiment T04, where in the 
reduced height simulations, the Froude number of the freshwater layer was greater than the 
Froude number of the saline layer; see Table 7-2. 
Exp 
T01 
T02 
T03 
T04 
T05 
T06 
Table 7·2 
Complete Vent Flow Reduced Vent Flow 
hs h"" V", Frs Fr", h", V", Froo 
(mm) (mm) (llmin) - - (mm) (llmin) -
50 
38 
30 
83 
68 
51 
155 8.02 0.58 0.02 55 2.84 0.06 
217 8.03 0.58 0.01 117 3.22 0.02 
175 8.04 0.56 0.00 75 3.45 0.01 
122 16.89 0.57 0.18 32 3.05 0.89 
137 17.30 0.46 0.06 37 4.67 0.21 
154 17.14 0.53 0.02 54 6.01 0.06 
Characteristics of the freshwater vent flow In the complete domain 
simulations and the reduced height domain simUlations. 
t For the simulation of experiment T04 the reduced height was actually 41 Omm. 
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To determine what influence the volumetric flow rate of the freshwater layer had on the time 
averaged density profiles of the spilling saline plume, a sensitivity analysis was undertaken. In this 
analysis, experiment T02 was simulated using a reduced height domain and three different 
volumetric flow rates of freshwater. In reality, for experiment T02, the depth of the freshwater layer 
in the plane of the vent was 217mm, and the volumetric flow rate within this layer was 
approximately B.03//min. In the sensitivity analysis simulations, the depth of the freshwater layer 
was reduced to approximately 117mm (due to the reduced height of the domain). Three volumetric 
flow rates were specified for this fluid stream; Of/min, 3.22//min and B.03//min. The flow rate of 
3.22//min Is the flow rate that was given by the estimation method detailed on the last page. The 
three flow rates gave a Froude number for the freshwater layer in the plane of the opening of zero, 
0.02 and 0.11. The freshwater Froude number for the experimental layer was 0.01. Figure 7·10 
shows three different density profiles across the plume for the three different freshwater flow rates 
that were used in the sensitivity analysis. 
The comparison of Profile 1 in Figure 7·10 shows that depth of the spilling plume in the plane of the 
opening was insensitive to the volumetric flow rate of the freshwater layer. On the right hand side 
of Profile 1 however, there is some difference between the computational results. The profile from 
the simulation that used the total. volumetric flow rate of B.03f/min deviates from the other results. 
The deviation is evidence of the high shear between the fluid streams, causing dilute saline fluid to 
peel off the main body of the saline flow and be drawn back into the source compartment in the 
freshwater fluid stream. As shown in the comparison of Profile 1, this behaviour was only seen in 
the simulation where the maximum freshwater flow rate was used in the reduced height simulation. 
The comparison of Profile 5 in Figure 7-10 shows a significant difference between the 
computational results. There is little difference between the profiles from the two simulations that 
had the smaller freshwater volumetric flow rates of Of/min and 3.22f/min. However the profile from 
the simulation that used the total flow rate of B.02f/min is significantly different from the other two. 
The fact that the peak density difference occurs closer to the source compartment in this latter 
simulation, implies that the trajectory of the spilling plume has been affected by the volumetric flow 
rate of the freshwater layer. It seems likely that the higher momentum of the freshwater fluid 
stream (which is being drawn into the source compartment) has pushed the spilling saline plume 
closer to the upstream wall that divides the two compartments. 
The comparison of Profile B in Figure 7-10 shows that there is very little difference between the 
computational results near the impingement region of the plume, regardless of the flow rate 
specified for the freshwater layer. The variation between the locations of the peak density 
difference along this profile is only approximately 15mm. 
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7.2.6 Format of the Final Simulations 
This section details the format of the final simulations that were used to modeJ the saline plume in 
the T-Series salt water experiments. The critical content of the input file for each T-Series 
simulation is detailed in Table 7-3. The input file for the simulation of experiment T02 with a 
constant viscosity environment is shown below as an example. 
In the final simulations of each T -Series experiment, a reduced domain was used in the 
computations. The domain was 400mm long, 250mm wide and 400mm high. The reduction in the 
domain height required the specification of a reduced volume flow of freshwater at the flow source; 
refer Section 7.2.5 - Reduced Height. A symmetry breaker was not used, as the flows naturally 
become asymmetrical; refer Section 7.2.2. The height of the vent through which saline fluid was 
injected into the source compartment was specified to match the depth of the steady state saline 
layer that formed in the source compartment. This approach minimised any mixing that could 
occur between the fluid streams because of the source representation. The base of the vent 
through which freshwater was drawn out of the source compartment, lay 10mm or 20mm above the 
interface of the steady state saline layer. 
&HEAD CHID='T02-DNS',TITLE='Salt Water Experiment T02' / 
&GRID IBAR=100,JBAR=64,KBAR=100 / 
&PDIM XBARO=0.OOO,XBAR=0.400,YBARO=0.OOO,YBAR=0.250,ZBARO=0.000, 
ZBAR=0.400 / 
&TIME DT=0.1,TWFIN=60. / 
&MISC ISOTHERMAL=.TRUE.,DNS=.TRUE.,INCOMPRESSIBLE=.TRUE., 
BACKGROUND SPECIES='FRESH WATER',DENSITY=999.23, 
VISCOSITy=O.00322,SURF_DEFAULT='HALF' / 
&SPEC ID='SALINE',DENSITY=1005.70,VISCOSITY=0.00322, 
DIFFUSION_COEFFICIENT=1.581E-6, 
XB=O.OOO,0.080,0.000,0.250,O.250,0.340 / 
&SURF ID='HALF' ,VBC=0.5 / 
&SURF ID='FULL',VBC=l.O / 
&SURF ID='SALT',MASS FRACTION (1) =1. ,VOLUME FLUX= 0.0001334 / 
&SURF ID='OUT',VOLUME_FLUX=0.0000537 / -
&OBST XB=O.OOO,O.400,O.000,O.250,O.400,O.400, SURF ID= , FULL' / 
&OBST XB=0.000,O.100,O.000,O.250,O.000,0.250 / -
&OBST XB=O.080,O.lOO,O.OOO,O.078,O.250,O.400 / 
&OBST XB=O.080,O.lOO,O.172,O.250,O.250,O.400 / 
&OBST XB=O.080,O.lOO,O.078,O.172,O.250,O.295 / 
&VENT CB='XBAR',SURF_ID='OPEN' / 
&VENT XB=O.lOO,O.400,O.250,O.250,O.OOO,O.400,SURF_ID='OPEN' / 
&VENT XB=O.lOO,O.400,O.OOO,O.OOO,O.OOO,O.400,SURF_ID='OPEN' / 
&VENT XB=O.OOO,O.OOO,O.OOO,O.250,O.250,O.340,SURF ID='SALT' / 
&VENT XB=O.OOO,O.ooo,o.OOO,O.250,O.360,O.400,SURF=ID='OUT' / 
&SLCF XB=O.OOO,O.400,O.125,O.125,O.OOO,O.400,QUANTITY='DENSITY' / 
&SLCF XB=O.OOO,O.400,O.140,O.140,O.OOO,O.400,QUANTITY='DENSITY' / 
&SLCF XB=O.OOO,O.400,O.110,O.110,O.OOO,O.400,QUANTITY='DENSITY' / 
&SLCF XB=O.110,O.110,O.OOO,O.250,O.OOO,O.400,QUANTITY='DENSITY' / 
&SLCF XB=O.lOO,O.lOO,O.078,O.172,O.295,O.400,QUANTITY='U-VELOCITY' / 
&PL3D DTSAM=lOOO. / 
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Domain Dimensions Domain Discretisation Velocity Vent Height Volumetric Flow Rate 
Exp XBAR YBAR ZBAR IBAR JBAR KBAR Be Saline Fresh Saline Fresh 
(m) (m) (m) (cells) (cells) (cells) (-) (m) (m) (m3/sJ Jm%) 
T01 0.400 0.250 0.400 100 64 100 0.5 0.250-0.350 0.370-0.400 0.00001334 0.0000474 
T02 0.400 0.250 0.400 100 64 100 0.5 0.250-0.340 0.360-0.400 0.00001334 0.0000537 
T03 0.400 0.250 0.400 100 64 100 0.5 0.250-0.330 0.350-0.400 0.00001334 0.0000574 
T04 0.400 0.250 0.410 100 64 100 0.5 0.250-0.385 0.395-0.410 0.00002851 0.0000508 
T05 0.400 0.250 0.400 100 64 100 0.5 0.250-0.365 0.375-0.400 0.00002851 0.0000779 
T06 0.400 0.250 0.400 100 64 100 0.5 0.250-0.355 0.365-0.400 0.00002851 0.0001002 
Table 7-3 Summary of the parameter settings used in the final simulations of the T-Series salt water experiments. 
Smagorinsky SGS model Simulations Constant Viscosity SGS model Simulations 
Schmidt Number Sc = 0.721 Diffusion Coefficient 
Smagorinsky Constant Cs = 0.14 Freshwater Viscosity J.i = As given by Equation 7-10 (to 5dp) 
Freshwater Viscosity J.i = 0.00114 Saline Viscosity J.i = As given by Equation 7-10 (to 5dp) 
Saline Viscosity J.i = 0.00114 
Time 
TWFIN 
(s) 
80 
60 
45 
60 
45 
35 
7.3 Results 
7.3.1 Normalised Density Difference Profiles 
All six of the different T-Series experiments were simulated using the FDS. The comparison of the 
time averaged density difference profiles showed varying degrees of agreement between the 
experimental measurements and the computational results. To avoid repetition, and to keep this 
section concise, the comparison is only shown in this chapter for the simulations that gave the best 
and worst agreement. Figure 7-11 compares the computational profiles and the experimental 
profiles for experiment T04, which show the best agreement of all the T-Series experiments. 
Figure 7-12 shows the same comparison for experiment T03, which have the worst agreement. 
The balance of the comparisons, for all the T-Series experiments, are displayed in Appendix 5. 
Functional Anal¥.sis 
Peacock at al [ 4) proposed a quantitative method for evaluating the comparison of experimental 
measurements with computer model predictions. The proposed method has been used in this 
research to provide a defined measure of the model accuracy, so that improvements in the model 
performance may be assessed in the future. For the T-Series salt water flows, the functional 
analysis has only been used to measure the comparison of computational results with the scaled 
experimental profiles; refer Section 7.3.1. The analysis is conducted for the computational profiles 
that result from a simulation with the Smagorinsky SGS model and a simulation with the constant 
viscosity SGS model. The domain description for these simulations is detailed in Table 7-3. 
The theory behind the functional analysis technique has been well documented and will not be 
covered again here, readers are referred to the original paper for details[14]. The weakness of the 
functional analysis method, is that the measure of comparison is not quantified with a single 
parameter; rather, a series of parameters are used to describe the agreement between the two 
curves. The need to display and consider multiple parameters for each comparison means it is 
difficult to quickly interpret the results of the analysis. For this reason, the results of the functional 
analysis have not been used to describe the comparison of the FDS profiles with the experimental 
profiles. However, for future verification work on the FDS, where it may be desirable to use the 
functional analysis method to measure any improvements that have been made in simulating the 
T-Series transitional flows, the functional analysis results from these simulations have been 
tabulated in Appendix 6. The formulae that were used in the analysis are also given in Appendix 6. 
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Figure 7-12 The poorest agreement between the experimental and computational normalised density difference profiles for the T-Series 
experiments 
Impact of Spatial Uncertainty 
The uncertainty of the coordinates that describe the location of the experimental measurements 
within the T-Series flow field was evaluated in Section 4.3. For the T-Series experimental 
measurements, the absolute uncertainty of each component in the Cartesian coordinates was 
determined to be as follows: 
, " 
(x) 
(z) 
lix=±4mm 
liy=±15mm 
liz =±4mm 
Profile linking the coordinates that 
are specified by the spatial calibration 
Other profiles that are possible due to 
the spatial uncertainty of the coordinates 
'" 
~~ I 
, I 
,~ I 
Figure 7·13 Schematic diagram illustrating the uncertainty envelope for the normalised 
density difference profiles, in terms of the spatial uncertainty of the 
components In the Cartesian coordinates that describe the profile location. 
Figure 7-13 illustrates how the uncertainty in the location of the profile coordinates creates an 
uncertainty in the length and the location of the profile specified from the calibration of the LlF 
images. The envelope of uncertainty for each profile could be evaluated using a Monte-Carlo 
simUlation technique. This would be done from computational results, by collecting a sample of the 
profiles that lie within the uncertainty limits of the specified coordinates, and then scaling the length 
of those profiles to match the length given by the specified coordinates. This would be a time 
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Comparison of profiles taken from the centreline plane of the domain with profiles taken from the plane that is offset from the 
centreline by 15mm. 
consuming process and has not been conducted in this research. Instead, to gauge some idea of 
the uncertainty in the density difference measurements, 'profiles have been collected from the 
vertical planes that are offset from the centreline of the T-Series model by the containment width of 
the laser sheet (that is the planes that lie a distance by out from the centreline). The profiles that 
have been collected from these planes have the x and z coordinates that are listed in Appendix 1. 
The comparison of these profiles with the profile taken from the centreline of the model geometry is 
shown in Figure 7-14. 
7.3.2 Eddy Frequency 
The finest resolution that was used in the computations of the T-Series salt water flows was 4mm. 
At this resolution, it was not possible to evaluate the frequency of the eddy structures on the 
perimeter of the spilling saline plume. In the analysis that was conducted of the salt water 
experiments, the eddies were of the order of 15 to 20mm in diameter before they were counted. At 
a 4mm resolution. the computations were not able to resolve structures of this size. This 
comparison is left for future research. The computational resources that will be required to conduct 
this analysis will probably need to be capable of resolving the T-Series domain. to a level where the 
cell size is comparable to the pixel size in the video images of the LlF experiments; that is 1.0mm 
to 1.5mm. 
7.3.3 Dilution Contours 
Figure 7-15 and Figure 7-16 compare the experimental and computational time averaged dilution 
contours for the T-Series experiments. Figure 7-15 shows the comparison for experiments T01 
(fJ = 0.003), T02 (f3 = 0.006) and T03 (f3 = 0.013), which all had a volumetric flow rate of S.O/Imin. 
Figure 7-16 shows the comparison for experiments T04 (f3 = 0.003), T05 (fJ = 0.006) and T06 (fJ = 
0.013). which all had a volumetric flow rate of 17 .1/lmin. 
7.4 Discussion 
7.4.1 General Observations of the Flow 
Smokeview[6] animations of the computed density field in the centreline plane of the model have 
been compared to video footage of the real salt water experimental flows. At 10mm and Smm grid 
resolutions. the animated computational results do not compare well with the video footage. At 
these resolutions, it is difficult to see the structure in the flow, because the saline fluid has a very 
diffuse appearance. The finest resolution used in the simulations of the T -Series flows is 4mm. At 
this resolution, the instantaneous images of the computed density field show some of the turbulent 
structures that have been seen in the real salt water flows. In the computations, small turbulent 
structures are present on the underside of the plume, immediately downstream of the sill. 
Similarly, large turbulent structures are present on the upper boundary of the plume. The diffuse 
nature of the density interface in the computational results however, means that it is not possible to 
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see the internal structure of eddies, as had been possible in the salt water experiments. Rather, in 
the Smokeview animations, the computed eddy structures appear as large lumps on the boundary 
of the saline flow. The inability of the computations to resolve the internal structure of the turbulent 
eddies is not a criticism of the FDS model, as numerical methods are not good at resolving sharp 
interfaces, and the high diffusivity is a necessity of the LES technique; refer Section 7.2.3. In order 
to reproduce density interfaces as sharp as those seen in experiments, the FDS will require a grid 
resolution of less than 1 mm. This is well beyond the computational hardware abilities available for 
this research. 
Shedding of Saline 
The animations of the computed density field show one very obvious difference to the real salt 
water flows; in the computed flow field, some of the saline appears to detach from the plume and 
fall toward the floor of the model (beneath the underside of the spilling flow) . This behaviour 
means that, rather than having ambient freshwater beneath the underside of the plume, there is 
diluted saline fluid. Figure 7-17 shows an instantaneous image of the computed density field from 
the simulation of experiment T02; the turbulent, diluted saline fluid , can be clearly seen beneath the 
main body of the spilling saline. A photograph of the real salt water flow is included in the figure, to 
show that in the real flow, the region beneath the spilling plume is only occupied by the ambient 
freshwater. 
Figure 7-17 Comparison of a photograph of the real salt water flow with an instantaneous 
image of the computed density field in the simulation of experiment T02. 
Animations of the computed density field in the centreline plane of the model show that the saline 
fluid, wh ich detaches from the main body of the spilling plume, has a three-dimensional flow path. 
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That is, it does not descend toward the model floor with only a vertical velocity component. Rather, 
the detached saline fluid has a varying degree of horizontal velocity, and is drawn in and out of the 
centreline plane (of the model geometry), as it descends. This behaviour gives the computed 
plume, in the centreline plane of the domain, a very messy appearance, without any distinct 
boundary to the underside of the spilling flow. 
To determine why saline fluid detaches from the main body of the plume in the computations, 
animations have been studied of the density field in a vertical plane that sections the plume 10mm 
out from the plane of the opening. These animations show that saline flu id is detaching from the 
sides of the main spilling flow, and being dragged around the perimeter of the plume, toward the 
underside. The saline fluid, that detaches from the main body of the flow, then falls toward the floor 
of the model, with in a region that is close to the centreline. Figure 7-18 shows a series of 
instantaneous images from the vertical plane that was viewed in the animations. A black circle is 
used in each image to track the progress of a pocket of saline fluid that is detaching from the main 
body of the flow. 
Figure 7-18 A vertical section through the spilling plume showing a pocket of saline fluid 
being detaching from the main body of the saline flow. 
Figure 7-18 shows that the region , within which the detached saline fluid descends to the floor of 
the model, is thinner than the width of the spilling plume. This congregation of the detached saline 
fluid near the centreline of the model, is evidence of the velocity field that is induced in the ambient 
freshwater, by the entrainment demand of the spilling plume. The solid wall beneath the opening 
prevents ambient fluid being drawn into the region beneath the spilling flow, from anywhere but the 
sides of the domain. Thus in Figure 7-18, beneath the level of the sill, the ambient fluid is flowing 
from both sides of the domain, in toward the centreline of the model. Once the ambient fluid is in 
the region beneath the spilling flow, it is then entrained into the underside of the plume. Thus, the 
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saline fluid that detaches from the main body of the plume is transported toward the centreline of 
the model. by the velocity field that is induced in the ambient fluid. 
This does not however. explain why the saline is detaching from the main body of the plume. in the 
computations. but not in the real experiments. This can be explained by considering the shear 
layer that forms on the perimeter of the plume, and the boundary layer that exists on the saline flow 
as it exits the opening. The fluid in both the. simulations and the experiments is viscous. Viscous 
action tends toward equalising the momentum of different fluid particles[15J• Thus as the saline 
flows through the freshwater. the fluid viscosity gradually smears out the velocity gradient between 
the saline and the ambient. This means that on the perimeter of the spilling plume. there is a shear 
layer, within which the velocity of the saline is reduced. Additionally. as the saline fluid flows 
through the opening between the two compartments, the viscosity of the fluid causes a boundary 
layer to form between the fluid and the solid walls of the opening. Within this boundary layer. the 
velocity of the saline is less. than the velocity of the main saline body. Thus, as the saline exits the 
plane of the opening. the fluid around the perimeter of the plume (that is. within the boundary layer 
and the shear layer) has a reduced horizontal velocity. The reduced horizontal velocity of the fluid 
means that the buoyancy of the fluid becomes a more dominant component in the trajectory. 
Therefore. the saline fluid on th~ perimeter of the plume descends toward the floor of the model 
earlier, than the main body of the saline flow. 
The volume of saline fluid that detaches from the main body of the plume. and descends early, is 
dependent on the depth of the shear layer and the boundary layer, in the horizontal section of the 
plume. In the computational modelling, the wall that divides the two compartments is 20mm thick. 
In the real salt water model. however, this wall is only 3mm thickt. The fact that the internal wall, 
which contains the opening, is thicker in the simulations than it is in reality, combined with the 
coarse grid resolutions used in this research (4mm - 10mm), means that in the computational 
modelling, the saline flow has a deeper boundary layer at the plane of the opening. than the real 
salt water flows. Hence in the simulations, a greater volume of the saline fluid has a reduced 
horizontal velocity, than occurs in the real experimental flows. Additionally, given the coarse grid 
resolutions used in the simulations. it is likely that immediately outside the plane of the opening, the 
depth of the shear layer on the perimeter of the plume (that is, the velocity transition) is governed 
by the grid resolution, rather than the fluid properties and the flow conditions. Hence in the 
simulations. the volume of saline fluid in the shear region, which has a reduced horizontal velocity. 
is dependent on the size of the grid cells. Thus, the reason that the detached saline fluid is seen in 
the computations. and not seen in the real salt water flows, is because in the computational 
modelling, the boundary layer and the shear layer (near the opening) are thicker than they are in 
reality. In the computations. the depth of the boundary layer and the shear layer is dependent on 
t The sill was 20mm thick in aI/ the T-Series simulations to ensure that the sill was always, at least, 
two grid cells thick for each resolution (4mm -- 10mm) used in the research. 
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the resolution of the computational grid. Thus, the volume of detached saline fluid is expected to 
diminish, as the grid resolution Is refined. This agrees with computational results, where it was 
observed that at coarse grid resolutions, larger quantities of saline detach from the plume, than at 
fine resolutions. Therefore, the anomaly of saline fluid detaching from the main body of the spilling 
plume is likely to become less significant as the grid resolution is refined. Ultimately however, a 
grid resolution of 1mm or less is likely to be required, in order to completely eliminate the fluid 
behaviour that is caused by the numerical methods employed in the FDS. 
7.4.2 Comparison of the Normalised Density Difference Profiles 
The comparisons of the experimental and computational profiles for all the T-Series experiments 
are shown in Appendix 5. These comparisons show that there is very little difference between the 
computations that use the Smagorinsky SGS mode! and the computations that use the constant 
viscosity SGS model. This implies that in simulating the T-Series transitional flows; the viscosity of 
the fluid has only a small influence on the results. If the viscosity played a major influencing role in 
these computations, the different treatment of fluid viscosity, in the Smagorinsky SGS model and 
the constant viscosity SGS model, would be evident in the comparison of computational results 
from each simulation. As it is, there Is very little difference between the computational results from 
each SGS model, such that fluid viscosity has only a minor influence on the final computational 
results. 
The best agreement between the computational profiles and the experimental profiles is obtained 
for experiment T04, which has the higher volumetric flow rate of 17.1/fmin and the lowest buoyancy 
of f3 = 0.003. The worst agreement, between the computational profiles and the experimental 
profiles, is obtained for experiment T03, which has the lower volumetric flow rate of a.Ol/min, and 
the highest buoyancy of f3 = 0.013. In all of the T-Series simulations however (regardless of source 
conditions) the peak density difference in the computational profiles is located closer to the plane of 
the opening than it is in the experimental profiles. Thus the computational spilling plume is not 
projected out as far from the opening, as the experimental plume is. 
The disagreement in the plume trajectory, between the computational flows and the real salt water 
flows, can be clearly seen in Figure 7-15 and Figure 7-16, which compare the experimental and the 
computational time averaged dilution contours. Figure 7-15 clearly shows that when the source 
flow of saline is constant at a.Olfmin, the agreement between the computational results and the 
experimental results becomes progressively worse as the buoyancy of the saline is increased. In 
Figure 7-16, where the source flow of saline is 17.lIfmin, the same relationship can be seen, 
however to a lesser extent. That is, as the buoyancy of the spilling fluid increases (with a constant 
volumetric flow rate), the agreement between the computational results and the experimental 
results gets progressively worse. 
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The fact that the computational plume descends at a more rapid rate than the real salt water 
plume, implies that in the computational modelling, the buoyancy of the fluid is a more dominant 
component in determining the plume trajectory, than it is in the real salt water flows. Given that at 
the plane of the opening (i.e., Profile 1), the fluid has the correct buoyancy (Le., a normalised 
density difference value of one), this finding could imply that the horizontal velocity of the saline is 
being reduced excessively in the computations. Two options exist, whereby the horizontal velocity 
of the spilling plume may be reduced, more severely in the computational modelling, than in reality. 
One possible means, by which the horizontal velocity may be reduced excessively, is that the 
computational plume may be entraining more ambient fluid than the real salt water plume. In this 
case, the initial momentum of the saline fluid is redistributed over a larger mass, thereby lowering 
the average velocity of the fluid. However, comparison of the peak density difference, between the 
computational profiles and the experimental profiles, shows that the computational plume is NOT 
consistently more dilute than the real salt water plume. In fact, the comparisons show, that in 
general, the computational profiles agree well with the experimental profiles, as to the magnitude of 
the peak density difference in the plume at any height. Thus the difference in the plume trajectory 
is not reasoned to be due to incorrect modelling of the entrainment. 
A second possibility that exists, for excessive reduction of the horizontal velocity, is associated with 
the distribution of the shear along the plume boundaries. The numerical methods that are 
employed in the FDS require smooth transitions in the properties of the flow field. Thus, in the 
computational modelling, the shear layer that forms along the perimeter of the spilling flow may be 
distributed over a number of adjacent grid cells. If the grid resolution is sufficiently crude, the shear 
region could extend across the full width of the plume, retarding the velocity of the entire spilling 
flow. However, in the computational results displayed in Figure 7-15, Figure 7-16 and Appendix 5, 
the grid resolution is 4mm, such that there are 22 grid cells across the width of the opening. It is 
expected that a transition may occur across a group of five adjacent grid cells (or a number of this 
order). Thus, in the computational modelling, the velocity in the centreline plane of the flow is 
initially unaffected by the shear along the plume boundaries. Thus, the grid resolution, and the 
resulting region of influence for the shear layer, is not responsible for excessively reducing the 
horizontal velocity of the fluid in the computational plume. It seems therefore, that the 
disagreement between computations and experiment, as to the plume trajectory, is not primarily 
due to a difference in the relative size of buoyancy and the initial momentum of the flow. 
Another possibility that would explain why the computational plume trajectory does not agree with 
the real salt water plumes, concerns the spatial distribution of the pressure. Since there is a solid 
wall beneath the sill of the opening, the entrainment demand for the underside of the spilling plume, 
must be satisfied by drawing ambient fluid, into the region beneath the plume, from around the 
sides of the spilling flow. The volume of ambient fluid that is entrained into the underside of the 
plume is dependent upon the buoyancy of the spilling fluid, and the width of the flow. The solid wall 
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beneath the opening creates a restricted area through which this volume of ambient fluid can be 
supplied to the underside of the plume. Thus the ambient fluid velocities beneath the plume are 
greater than the ambient fluid velocities else where around the plume. The consequence of this is 
that an under-pressure is created beneath the plume, which draws the plume back onto the wall. 
Figure 7-19 illustrates the flow field that creates an under-pressure between the underside·of the 
plume, and the solid wall that is located below the sill of the opening. Figure 7-19(a) shows the 
geometry of the reduced domain that was used to simUlate the T-Series flows. The sidewalls of the 
domain were specified as open vents, such that ambient fluid could be drawn into the domain, 
without restraint, through these boundaries. Figure 7-19(b) shows a schematic diagram (not to 
scale) of the streamlines for the ambient fluid that is entrained into the spilling plume (within the 
horizontal plane given by the Section A-A). Since the streamlines are congested between the wall 
and the underside of the plume, the velocity of the ambient fluid in this region, is greater than the 
velocity of the ambient fluid elsewhere around the plume. The difference in the fluid velocity across 
the plume creates a pressure difference across the plume, which is illustrated in Figure 7-19(c). 
The pressure difference can be determined by considering the pressure at sample points A and B, 
which are marked on the Section A-A in Figure 7-19(b). For each sample point, Bernoulli's 
equation can be applied to the streamline that links the sample pOint, to a point that is in a region 
far from the spilling plume (I.e., where the ambient velocity is zero). Wood and Webby (1980)[16] 
examine the effects of solid boundaries near turbulent plumes and jets. 
The pressure difference described above, and illustrated in Figure 7-19, has an influence on the 
trajectory of the spilling plume. Therefore, without any evidence to suggest that the difference 
between the computational plume trajectory, and the experimental plume trajectory, is due to the 
relative magnitude of buoyancy and inertia, the spatial distribution of the pressure must be 
considered as a possible cause. Further research is required here to confirm or dismiss this 
speculation. and to resolve the disagreement in the plume trajectories. Given that previous FDS 
modelling[17] has resolved the fire plume being blown over in compartment fires, it may be that 
anomaly described above is only apparent for very small density differences. 
Other than the disagreement in the trajectory of the plume, the only other significant difference 
between the computational profiles and the experimental profiles is that the computational results 
show the presence of saline fluid on the underside of the plume. That is, the computational density 
difference profiles all start with a normalised density difference value between 0.2 and 0.4. The 
experimental profiles, on the other hand, show that on the underside of the plume there is only 
ambient fluid. The reason for this disagreement has already been explained in Section 7.4.1 -
Shedding of Saline. 
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Section A.:.A through the spilling 
plume, showing the streamlines of 
the ambientfluid that is entrained 
into the flow - (not to scale), 
Schematic diagram of the computational 
domain that was used to simulate the 
T-Series transitional flows. The side walls 
of the domain are open vents, which allow 
ambient fluid to be drawn into the domain 
to satisfy the entrainment demand of 
the spilling plume. 
The pressure distribution I:1P on 
the spilling plume, which draws 
the plume onto the wall beneath 
the sill of the opening 
(not to scale). 
Figure 7·19 Schematic diagram Illustrating the ambient fluid streamlines in a section 
through the spilling plume, and the resulting pressure distribution, which can 
influence the trajectory of the spilling plume. 
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7.4.3 Impact of the Sub Grid Scale Model 
Two SGS models were used in the simulation of the T-Series transitional flows; the Smagorinsky 
SGS model and the constant viscosity SGS model. The results of these simulations showed no 
significant difference in the performance of either model for the grid resolutions used in this 
research. The influences of the different SGS models may however become more apparent at 
finer grid resolutions. 
7.4.4 Grid Dependence 
The grid resolutions that have been used in the T -Series simulations range from 10mm through to 
4mm. In terms of the discretization of the domain height, these resolutions equate to 40 through to 
100 cells in the vertical dimension (that is KBAR equals 40 through to 100). The resolution range 
has been limited by the computational hardware that is available for this research; refer Section 
2.5. 
As expected, the simulation results converge toward the experimental measurements, as the 
computational grid is refined. At the coarsest resolution (KBAR=40), the performance of the model 
is very poor. At the finest resolution (KBAR=1 00), there is some variation as to how well the time 
averaged density difference profiles from the computations compare to the experimental profiles. 
The difference in the degree of agreement, depends upon the relative size of the momentum and 
buoyancy of the saline fluid within the plane of the opening. The best results were obtained in the 
simulation of the experiments that had the highest source momentum and the lowest fluid 
buoyancy. The worst results were obtained in simulating the experiments that had the lowest 
source momentum, and the greatest fluid buoyancy. The principle disagreement, between the 
computational flow and the experimental flow, is in the trajectory of the plume. 
Even at the finest grid resolution (KBAR=100), animations of the computed density field show a 
significant amount of fluid behaviour occurring solely because of the numerical methods employed 
in the model. This "artificial" fluid behaviour is caused by the coarseness of the grid resolution. 
Consequently, as the resolution is refined, the amount of "artificial" fluid behaviour seen in the flow 
field reduces. This exercise has therefore highlighted, the difficulties in using a numerical model to 
resolve flow fields where there are sharp/abrupt transitions in the flow field properties (such as thin 
shear layers along the boundaries of a flOW). 
Until a resolution is achievable that will enable the sharp density interfaces, and velocity transitions, 
of the T-Series experiments to be resolved, it will be difficult to determine whether the 
hydrodynamic model is capable of correctly predicting transitional flows. The most challenging part 
of computing the T-Series flows is accurately predicting the delay in the onset of turbulent mixing 
on the upper boundary of the spilling plume. This delay in turbulent mixing produces lopsided 
density difference profiles across the early sections of the plume; refer Section 6.2.2. In the 
simulations conducted in this. research, it has not been possible to determine if the FDS 
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hydrodynamic model can correctly resolve the delay in turbulent mixing, because the coarse grid 
resolutions that were used in the simulations had an overriding influence on the fluid dynamics. 
7.5 Conclusions 
The simulation of the T -Series transitional flows in this research has been a worthwhile exercise. 
In general, the research has emphasised the dependence of the hydrodynamic model performance 
on the resolution of the computational grid. In particular however, the simulations conducted in this 
research showed that at coarse grid resolutions, the numerical methods employed in the FDS can 
create fluid behaviour in the computational flow field that does not occur in the real buoyant flows 
(numerical fluid flow). A number of specific conclusions can be drawn from the results of the T-
Series simulations that were conducted in this research. 
Computations that are conducted with an initially symmetrical domain and symmetrical initial 
conditions, will not necessarily generate symmetrical flows, as had been previously observed. It is 
believed, that in the process of the computations, an asymmetry can form in the boundary 
conditions of the domain that breaks the symmetry of the computations. This is a consequence of 
the "ghost properties" approach that is used to mask internal cells in the domain, in order to 
represent impermeable flow obstructions. 
Care must be taken in using a plane of symmetry to reduce the size of the flow field that is 
computed in simulations. This is of particular importance in situations where the computational 
results within the plane of symmetry are of interest. Simulations of the T-Series transitional flows 
showed, that within the plane of symmetry, the computational results from symmetrical simulations 
differed significantly from computational results where the symmetry of the computations was 
broken. However, when computational results from locations outside the plane of symmetry were 
compared, they showed better agreement, regardless of whether the symmetry was broken or not. 
Thus, the impact of utilising a plane of symmetry in simulations, and thereby imposing an idealised 
condition on the computed flow field, is most significant on the flow that occurs within the plane of 
symmetry. The effect of assuming symmetry, on the flow field outside the plane of symmetry, 
reduces with distance from that plane. All this implies that when experiments are conducted for the 
purpose of CFD verification, if the experiment is symmetrical, measurements should be taken from 
outside the plane of symmetry. This then means that the symmetry assumption can be confidently 
employed in the simUlation of the experiments. 
The FDS does not automatically terminate simulations when the computations become unstable, 
nor is it obvious from time averaged results that there were instabilities in the computations. Thus, 
it is possible to use the FDS in conditions that are numerically unstable. When Simulations are 
conducted with a constant viscosity SGS model, the fluid should be sufficiently viscous to prevent 
instabilities forming in the computations. In this research, a relationship has been determined for 
this minimum fluid viscosity, in terms of the initial buoyancy of the fluid and the resolution of the 
computational grid. This relationship has not been validated for thermal gas flows, nor for liquid 
flows outside the density difference ratio range of 0.003 < P < 0.013. 
Simulations of the T-Series transitional flows have been conducted at four different uniform grid 
resolutions, thai are described by KBAR = 40, 50, 80 and 100. In these computational grids, the 
grid cell dimension is practically equal in each of the three component directions. The simulations 
that computed the flow throughout the entire T-Series model at the coarsest grid resolutions (KBAR 
= 80 and 100) gave poor results when compared to the experimental measurements. This finding 
shows that, although the flow field may be described completely and correctly in the input, the 
computational model can give poor results at coarse grid resolutions. 
The T-Series simulations revealed that some artificial fluid behaviour can be created in the 
computational flow field, by the numerical methods that are employed in the FDS. The requirement 
for smooth transitions in the properties of the flow means that the region of shear, which forms 
around the perimeter of the spilling plume, is spread over a number of adjacent grid cells. Due to 
the coarse. grid resolution of the simUlations in this research, this requirement meant that the 
resolution of the grid, rather than the viscosity of the fluids, governs the depth of the shear region. 
Thus, in the computations, a greater cross sectional area of the spilling plume is influenced by the 
viscous shear along the plume boundary than occurs in the real salt water plume. 
At the grid resolutions used in this research (40 < KBAR < 100), there is very little difference in the 
performance of the two SGS models. However at finer grid resolutions, it is expected that in the 
simulation of the T-Series transitional flows, the constant viscosity SGS model will perform better 
than the Smagorinsky SGS model. This is due to the fact that, as the grid resolution is refined in 
constant viscosity simulations, the viscosity of the fluid in the computations will approach the real 
viscosity of salt water. In simulations that use Smagorinsky SGS model however, the fluid around 
the perimeter of the spilling flow will always have a higher viscosity than real salt water. Thus at 
fine grid resolutions, the constant viscosity SGS model represents the real fluid properties more 
realistically. Conversely, at fine grid resolutions, the approximations inherent in the Smagorinsky 
SGS model (i.e., that the fluid viscosity varies spatially) may start to become significant in the fluid 
dynamics that is resolved. 
The principle finding from the T-Series simulations is that, in the simulation of the transitional flows, 
the trajectory of the computed plume is always steeper than the trajectory of the real salt water 
plume. The degree of disagreement, between the computed trajectory and the real trajectory, is 
dependent upon the buoyancy of the spilling flow, and the initial momentum with which the buoyant 
fluid is discharged (horizontally) from the opening. The best agreement, between experiment and 
computations, is obtained for the simulation of the experiment where the fluid has the lowest 
buoyancy and the highest initial momentum. The converse is also true; the worst result comes 
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from the simulation of the experiment that has the highest buoyancy and lowest initial momentum. 
From the results of all the T -Series simulations, there is no indication that the _horizontal velocity of 
the spilling flow is being excessively reduced, such that the buoyancy of the flow becomes more 
dominant. Therefore, it is speculated that, the disagreement between the experimental trajectory 
and the computational trajectory, may be due to the spatial distribution of pressure in the 
computational flow field. Further research is required, to confirm or dismiss this speculation, and to 
resolve the disagreement in the plume trajectories. 
This research has been unable to determine if the FOS hydrodynamic model can correctly compute 
the natural transition to turbulence that occurs in the T-Series experimental flows. The T-Series 
experiments are difficult to compute correctly due to the differential mixing that occurs around the 
plume perimeter. On the underside of the plume, there is turbulent mixing for the entire length of 
the spilling flow. On the upper surface of the spilling plume however, the onset of turbulent mixing 
is delayed for a distance. The length of this delay is dependent on the source conditions of the 
plume, which were varied across the six different T-Series experiments. Further simulations are 
required at finer grid resolutions (KBAR > 100), to determine if the T -Series transitional flow can be 
correctly computed. 
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Chapter 8 • SIMULATION OF FIRE SIMILAR BUOYANT FLOWS 
8.1 Introduction 
This chapter details the simulations of the P-Series ("fire compartment") and C-Series ("adjacent 
compartment") salt water experiments that are documented in Chapter 3 through Chapter 6. The 
buoyant saline flows that are produced in these experiments resemble the fire induced smoke flows 
that develop in the early stages of a building fire. The simulation of these experiments is 
conducted to assess the performance of the Fire Dynamics Simulator (FDS) hydrodynamic model 
when it is applied to the simulation of low temperature (boussinesq), adiabatic, non-reacting, fire 
induced smoke flows. 
In this research, the salt water plumes from the P-Series experiments have been simulated prior to 
any of the C-Series experiments being modelled. The P-Series simulations assess how well the 
source plume can be modelled and determine how dependent the computational results are on the 
grid resolution and the choice of Sub-Grid Scale (SGS) model. Five uniform grid resolutions are 
used in the P-Series simulations, the resolutions are described by KBAR = 40, 50, 64, 72 and 80 
(KBAR describes the number of cells in the height of the domain). Two SGS models are used in 
the P-Series simulations, the Smagorinsky SGS model and a constant viscosity SGS model. 
Each C-Series experiment is simulated twice at the same grid resolution (KBAR=50), once with the 
Smagorinsky SGS model and once with the constant viscosity SGS model. To assess the grid 
dependence of the C-Series results, one experiment (experiment C04) is simulated at four different 
grid resolutions. These resolutions are described by KBAR = 20, 40,50 and 62. 
Section 8.2 of this chapter details the preliminary work that was required before the final 
simulations of each experiment could be conducted. Section 8.3 then presents the comparison of 
the computational results with the experimental measurements from both the P-Series and C-
Series experiments. Section 8.4 discusses these comparisons, with particular focus on the grid 
dependence of the results and the influence of the SGS model in the simulations. The conclusions 
that can be drawn from the research detailed in this chapter are presented in Section 8.5. 
8.2 Preliminary Determinations 
8.2.1 Time Averaging Parameters 
P-Series 
In order to minimise the duration of the computations, it was necessary to determine the earliest 
point in time at which time averaging of the flows could begin, and the minimum duration of 
time-averaging that would adequately capture the steady state mean flow properties. Equation 
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(7-5) was used to predict the duration of time-averaging. For the source plumes POi (/3 = 0.01) and 
P06 (f3 = 0.02), Equation (7-5) predicted that time-averaging durations of 7.2s and 5.0s respectively 
would be adequate to capture the mean density of the steady state flow field. A ten second time 
averaging duration was therefore proposed for the analysis of these plumes. 
To confirm the proposed 10s averaging duration and to determine the earliest point in time at which 
the time averaging could be initiated, analysis was undertaken on the computational results from a 
simulation of plume POi (f3 = 0.01). The simulation was 180 seconds long and was conducted with 
a grid resolution of 5.56mm (KBAR = 72). In animations of the computed density field, the flow 
appeared to. achieve steady state conditions after approximately 60s. Thus, a sixty second 
time-average of the flow, from 120s through to 180s, was used to capture the mean steady state 
conditions. Density profiles, with a ten second time averaging duration, were then compared to the 
density from this sixty second average, to determine the earliest point in time at which averaging 
could be initiated. The results of this analysis are shown in Figure 8-1. 
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Determination of the earliest point in time at which time averaging can be 
initiated to capture the true mean flow field properties in the simulation of 
plume P01. 
Figure 8-1 shows that once steady state conditions have been achieved in the flow, a ten second 
time average will provide normalised density difference values that are within 0.16 of the true mean 
normalised density difference (see data for 10 second average starting at 170 seconds). The 
analysis also shows that the earliest point in time at which a ten second time-average of the 
normalised density difference can be initiated. to obtain normalised density difference values within 
0.16 of the true mean values, is after 70 seconds. Thus. the minimum duration of the P-Series 
simulations was determined to be 80 seconds. 
Although this time averaging analysis was conducted on the computational results of a simulation 
of plume P01 (f3 = 0.01), the results are also valid for simulations of plume P06 (f3 = 0.02). The 
reason for this is that plume P06 has greater buoyancy than plume P01, such that the steady state 
flow field of plume P06 is achieved at an earlier point in time than it is for plume P01 (see the data 
in Table 5-3 for an example). Thus, in the analysis of the simulation data for both the P-Series 
source plumes, the density was averaged over a 10s time interval that was initiated at 70s. 
C-Series 
There was some question as to whether Equation (7-5) could be used to predict the time averaging 
duration in the analysis of the C-5eries flows. The saline flow field in the second compartment of 
the C-Series model had buoyancy that was significantly less than the buoyancy of the fluid that was 
injected at the flow source. Thus, the fluid in the second compartment moved at a slower rate than 
the saline that was discharged from 'the source. In order to apply Equation (7-5) correctly, the fluid 
densities used in the equation have to be representative of the buoyancy conditions that were 
present in the second compartment. This was achieved by using the density of the saline fluid that 
entered the compartment through the opening between the two rooms (i.e. the vent flow density). 
Similarly, the length scale in Equation (7-5) is required to represent the size of the turbulent flow 
structures that need to be averaged. For the T-Series and P-Series flows, the turbulent eddies on 
the perimeter of the saline flow could be reasonably described by the diameter of the flow source. 
For the C-Series flows. however, the correct choice of the length scale was less obvious, as the 
turbulent eddy structures in the flow were not clearly discernible. If an equivalent diameter (based 
upon the area the saline flow occupied in the plane of the opening) was used in Equation (7-5) the 
relationship predicted a time averaging duration of between 16 and 28 seconds for the various C-
Series flows. 
To confirm the durations given by Equation (7-5). time averaging analysis (similar to that which was 
undertaken for the P-Series simulations) was conducted. using computational density data from 
simulations of experiments C01 (Sill - Open End), C03 (Doorway -Open End) and COS (Doorway -
Doorway). This analysis clearly showed that a ten second time averaging interval would be 
adequate to capture the mean flow properties for all the C-Series simulations. The required 
duration of time-averaging is less than the durations predicted by Equation (7-5) as the highly 
turbulent nature of the C-Series flows means the saline density is well mixed and fairly uniformly 
distributed in space. Unlike the T-Series and P-Series flows, there are no large-scale eddy 
structures that have a distinct contrast with the ambient fluid on the interface of the saline layer. 
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Although a 10s time averaging duration was shown to be adequate, a 30s average was finally used 
in the analysis of the C-Series simulation data. The 30s time-averaging interval was used because 
the total simulation time (estimated prior to the simulations being run) significantly exceeded the 
time it took to achieve steady state conditions in the computational results. A ten second average 
could have been used just as well. 
The time-averaging duration, combined with the earliest point in time at which the time averaging 
could be initiated, would determine the minimum duration of the C-Series simulations. According to 
Table 5-2 and Table 5-3, the time required to achieve steady state flows in the C-Series salt water 
experiments varied between 170s and 360s. These times meant that the C-Series simulations 
would take approximately two days to compute (at the grid resolution given by KBAR = 50). It was 
therefore decided that preliminary simulations would not be conducted for each C-Series 
experiment. Rather, each C-Series experiment would be simulated for a duration that would 
exceed the time to steady state that was given by the experimental data. After the simulations had 
been run, the animations of the computed density field were studied to estimate the time to steady 
state in the computational results. Table 8-1 shows the estimated time that it took to achieve 
steady state conditions in both the experimental and the computations density field, the time at 
which the time averaging was initiated, and the total time that was simulated for each of the 
C-Series experiments. 
Exp 
C01 
CO2 
C03 
C04 
COS 
COG 
C07 
COB 
Table 8·1 
Estimated tSteadv State Initiation of Averaging Duration of Simulation 
Exp (s) Sim (s) (s) (s) 
195 
165 
225 
285 
405 
195 
255 
345 
160 190 220 
130 170 200 
150 220 250 
260 270 300 
340 420 450 
130 195 225 
230 270 300 
280 370 400 
Estimated time to achieve steady state in the experimental and 
computational density field, and the time averaging parameters that were 
used in the analysis of the C-Series computational results. 
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8.2.2 Symmetry 
A symmetry breaker was not required in the simulations of either the P-Series or the C-Series 
experiments as it was observed that the computed flows naturally became asymmetrical about the 
centreline plane of the model; refer Section 7.2.2. 
8.2.3 Stability 
Equation (7-10) was used to determine the viscosity of the fluid for the simulations that used a 
constant viscosity SGS model; refer Section 7.2.3. Smokeview[lJ animations of the density field In 
the P-Series simulations showed fluid behaviour that was realistic in appearance, although more 
viscous than real salt water flows. The accuracy of the constant (0.52) in Equation (7-10) was 
confirmed by conducting simulations of plume P01 (/3 = 0.01), where the viscosity of the fluid was 
given by Equation (7-10) with the constant reduced to a value of 0.39. Smokeview animations of 
these simulations showed that regions of the density field in the computed plume had a 
discontinuous checkerboard appearance, which implied computational instability. A Schmidt 
number of 0.721 or a diffusion coefficient of 1.581 x 10-6 m2/s was specified in the P-Series and 
C-Series computations; refer Section 7.2.3. 
8.2.4 Boundary Conditions 
All of the P-Series and C-Series simulations were conducted with a tangential velocity boundary 
condition given by VBC = 0.5, refer Section 2.4.3. This condition was intermediate to the full slip 
and no slip conditions given by VBC = 1 and VBC = -1 respectively. The impact of the velocity 
boundary condition on the temporal development of the flow field was investigated. The results of 
this investigation are detailed in Sections 8.3.2 and 8.4.3. 
8.2.5 Format of Simulations 
P-Series 
The P-Series source plumes were simulated using five different grid resolutions. The characteristic 
dimension of the computational grid used in these simulations was 10.00mm, 8.00mm, 6.25mm, 
5.56mm and 5.00mm. These resolutions equate to the discretisation of the domain height (given 
by KBAR) into 40,50,64, 72 and 80 cells respectively. 
The entire length of the P-Series model was not included in the P-Series simulations. Rather, a 
reduced length domain was used that was only 600mm long. The use of a reduced length domain 
enabled finer grid resolutions to be achieved in the P-Series simulations than would have been 
possible if the entire P-Series model length was simulated. Time averaged density profiles from 
the reduced length simulations were compared to density profiles from a simulation where the full 
length of the model was included (at 8mm resolution). The difference between the profiles was 
negligible. Therefore, dimensions of the domain that was used in the P-Series simulations were 
600mm long, 400mm high and 400mm wide. 
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C-Series 
The eight different C-Series experiments were all simulated using a grid resolution of approximately 
8mm. This resolution equates to the vertical discretisation of the compartment height into 50 cells, 
(Le., KBAR = 50). Experiment C04 was also simulated using three other resolutions of6.4mm, 
10.1 mm and 20.0mm. These resolutions equate to the vertical discretisation of the compartment 
height into 62, 40 and 20 cells respectively. Finer resolutions were beyond the computational 
capacity of the hardware. 
The height of the computational domain in the C-Series simulations was greater than the height of 
the C-Series model. This was because an impermeable roof and a floor of finite thickness were 
specified for the computations. This would not normally be necessary, as the boundaries of the 
computational domain are by default impermeable surfaces. However, the spatial uncertainty of 
the coordinates that describe the location C-Series normalised density difference profiles meant 
that some profile coordinates were located below the floor level of the model (see profile 4 of 
experiment COS for an example). Thus, in order to use the profile coordinates that are specified in 
Appendix 1, it was necessary to specify a floor and ceiling of finite thickness in the computational 
representation of the C-Series model. 
The specifications that were made in the C-Series simulation input files to give the domain an 
impermeable floor and ceiling are listed in Table 8-2. The discretisation parameter KBAR that is 
shown in Table 8-2 was selected as an integer value that satisfied the relationship i3m5n, which 
assisted computational efficiency[11• . The domain height was then selected to ensure that in the 
discretised representation of the C-Series model, the internal height of the model would be 400mm. 
This required varying the overall height of the domain until the vertical dimension of the 
computational grid cells (/z) factored neatly into 400mm. Thus, in some C-Series simUlations the 
overall height of the domain was as much as 480mm, however a number of grid cell layers on the 
floor and ceiling of the domain were then specified as impermeable surfaces to create a 400mm 
height for the fluid flow. Table 8-2 details how thick the impermeable floor and ceiling layers were 
in each of the C-Series simulations (in terms of grid cells). 
Simulation 
C01-C08 
C04 
C04 
C04 
Table 8-2 
Domain Height Discretisatlon Iz Thickness Flow Depth 
ZBAR(mm) KBAR (cells) (I lling or (mm) 
432 54 8.00 2 cells 2 cells 400.00 
480 24 20.00 2 cells 2 cells 400.00 
480 48 10.00 4 cells 4 cells 400.00 
413 64 6.45 1 cell 1 cell 400.09 
Specifications showing how the vertical extent of the C-Series domain was 
dimensioned and dlscretised to ensure a 400mm height for the fluid flow. 
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In the input file for the C-Series simulations, it was necessary to specify the internal wall that 
separated the two compartments in the model. In the FOS, impermeable obstacles within the flow 
field, such as the C-Series model internal wall, must be at least two grid cells thick[1J• Thus, in 
simulations with a 8mm resolution (KBAR = 50), the internal wall was required to be 16mm thick, 
rather than the true 3mm. Additionally. to facilitate the accurate comparison of the saline flow 
transit times (that are detailed in Table 5-3), it was desirable to achievediscretised compartment 
lengths as near as possible to the as-built 600mm lengths. This objective, combined with the 
minimum internal wall thickness requirement, meant that in the simulations the overall C-Series 
model length was greater than the as-built 1200mm. Table 8-3 details how the length of the 
C-Series domain was discretised to meet these objectives. The overall dimension and 
discretisation of the domain length, the length of the grid cells, and the discretised length of both 
compartments in the C-Series model are given in Table 8-3 for each resolution that was used in the 
C-Series simulations. 
Domain Length Discretisation Ix Compartment Length Simulation (mm) XBAR (mm) IBAR (cells) (mm) Source Second 
C01, C02, C03, COS 1215 150 8.10 599.40 599.40 
C04, COS, C07, COB 1235' 150 8.23 601.03 601.03 
C04 1280 64 20.00 600.00 600.00 
C04 1240 120 10.33 599.33 599.33 
C04 1225 192 6.38 599.74 599.74 
Table 8·3 Specifications showing how the length of the C·Ser/es domain was 
dimensioned and discretlsed to obtain compartment lengths that were as 
near as possible to 60Omm. 
The fact that the internal wall of the C-Series model was thicker in the simulations than it was in the 
real model meant that the coordinates of the C-Series profiles had to be adjusted to account for the 
extra distance that the second compartment was located away from the plume source. Therefore, 
in the analysis of the C-Series simulations, the thickness of the internal wall in the simulations was 
added onto the x-coordinates of the profiles listed in Appendix 1 . 
Shift of the Coordinate Origin due to Oiscretisation 
In the discretised representation of the domain, the location and dimensions of obstructions to the 
flow may not exactly match the locations specified in the input file. This is because each cell in the 
computational domain must wholly represent either fluid or an obstruction. If the size and location 
of the obstruction that is specified in the input file is not exactly divisible by the appropriate cell 
dimension (Ix, Iy and Iz), then the discretised representation of the obstruction will be slightly 
different from the specifications given in the input file. Thus, in the computational representation of 
the domain, the dimensions and the locations of obstacles and vents can differ slightly from the 
dimensions and the locations specified in the simulation input file. 
The origin for the coordinate system that describes the location of the P-Series and C-Series 
density profiles is at the centre of the plume source port. In the experimental model this was 
located on the centreline plane of the model, 300mm out from the back wall and 333mm above the 
floor. In the discretised representation of the domain however, the centre of the group of cells that 
represent the plume source port did not always have this exact location (for the reason detailed in 
the previous paragraph). 
I Location of Origin (mm) ZRoor Source Dimensions Simulation (mm) (mm) 
x y z (mm) Ax Av 
I P01, P06 10.00 305.00 205.00 330.00 330.00 50.00 50.00 
P01,P06 8.00 300.00 200.00 336.00 336.00 56.00 48.00 
P01,P06 6.25 300.00 200.00 331.25 331.25 50.00 50.00 
P01,P06 5.56 302.78 200.00 333.33 333.33 50.00 55.56 
P01,P06 5.00 300.00 200.00 335.00 335.00 50.00 50.00 
C01, C02, C03, C06 8.03 299.70 200.00 352.00 336.00 48.60 48.00 
• C04, COS, C07, COB 8.08 296.40 200.00 352.00 336.00 49.40 48.00 
C04 
C04 
I C04 
Table 8-4 
20.00 300.00 200.00 380.00 340.00 40.00 40.00 
10.11 299.67 205.00 370.00 330.00 41.33 50.00 
6.36 299.87 200.00 342.01 335.56 51.04 50.00 
Location of the coordinate system origin and the dimensions of the flow 
source in the discretised representation of the P-Series and C-Series 
models 
The location of the coordinate system origin and the dimensions of the plume source port in the 
discretised representation of the P-Series and C-Series domains are listed in Table 8-4 for each 
grid resolution. The distances x, yand z shown in Table 8-4 are measured from the location of the 
point (XBARO, YBARO, ZBARO) in the input file description of the domain[1J. As it was necessary in 
the C-Series simulations to specify an impermeable floor of finite thickness for the model, the 
parameter ZPloor is also included in Table 8-4, to describe the height that the discharge port of the 
plume source is located above the floor level of the model. 
Location of the Coordinate Origin that was specified for the Profile Program 
In using the profilet program to compile the time averaged density profiles from the computational 
results, it was observed that it was necessary to shift the location of the profile coordinates by half 
a grid cell dimension in each direction. This shift is due to the way the profile program was written, 
rather than due to an error in the discretisation of the domain. The location of the coordinate origin 
that was specified in the profile program is listed in Table 8-5 for each resolution used in the 
P-Series and C-Series simulations. 
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Simulation I Origin Location Specified for Profile Program (mm) x (mm) z (mm) 
P01, P06 10.00 310.00 335.00 
P01,P06 8.00 304.00 340.00 
P01, P06 6.25 303.12 334.38 
P01, P06 5.56 305.56 336.11 
P01, P06 5.00 302.50 337.50 
C01,C02,C03,C06 8.03 303.75 356.00 
C04,C05,C07,C08 8.08 300.52 356.00 
C04 20.00 310.00 390.00 
C04 10.11 303.06 375.00 
C04 6.36 304.83 345.24 
Table 8-5 Coordinate origin location specified in the profile program that was used to 
analyse the computational results. 
8.3 Results 
8.3.1 Normalised Density Difference Profiles 
P-Series 
Plume P01 (fJ = 0.01) has been simulated using five different grid resolutions that have a 
characteristic dimension of 10.00, 8.00, 6.25, 5.56, and 5.00mm. These resolutions equate to the 
discretisation of the vertical extent of the domain into 40, 50, 64, 72 and 80 cells respectively. 
Figure 8-2 compares the experimental normalised density difference profiles from plume P01 with 
the profiles given by the simulation of this plume at the five different grid resolutions. In the 
comparison, the experimental profiles have been scaled, so that the fluid in the potential core 
region of the plume has a normalised density difference value of one; refer Section 6.3.2. The 
computational results presented in Figure 8-2 have been obtained by employing the Smagorinsky 
SGS model in the computations. Figure 8-3 shows the same comparison of profiles for plume P01 
(fJ = 0.01), where the computations have been conducted with the constant viscosity SGS model 
(and the same five grid resolutions). 
P06 (f3 = 0.02) was simulated at only one grid resolution that is described by KBAR = 80. At this 
resolution, the plume was simulated using both SGS models; that is, the Smagorinsky SGS model 
and the constant viscosity SGS model. To avoid repetition in the presentation, the comparisons of 
the experimental normalised density difference profiles with the computational profiles for plume 
P06 have been presented in Appendix 5. 
t The Fortran code that is the Profile program is appended as Appendix A8 
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Figure 8-2 Comparison of experimental density profiles with computational results from the simulation of plume P01 with the Smagorinsky 
sub-grid scale (SGS) model at five different grid resolutions. 
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Comparison of experimental density profiles with computational results from the simulation of plume PDf with the constant 
viscosity sUb-grid scale (SGS) model at five different grid resolutions. 
C-Series 
The eight C-Series experiments were each simulated at one grid resolution described by KBAR = 
54. At this resolution, each experiment was simulated twice, once with the Smagorinsky SGS 
model and once with the constant viscosity SGS model. To avoid repetition in the presentation of 
the results, the normalised density difference profiles from each simulation are compared to the 
experimental profiles in Appendix 5. Examples of how the experimental profiles compare with the 
computational profiles are presented in Figure 8-4 and Figure 8-5, which are discussed below. 
To determine the grid dependence of the C-Series computational results experiment C04 (Doorway 
Sill, p = 0.01) was simulated using four different grid resolutions that had a characteristic 
dimension of 20.00, 10.11, 8.08 and 6.36mm. These resolutions equate to the discretisation of the 
vertical extent of the domain into 24, 48, 54 and 64 cells respectively. Figure 8-4 compares the 
experimental normalised density difference profiles from experiment C04 with the profiles given by 
the simulation of this experiment at the four different grid resolutions. The computational results 
presented in Figure 8-4 have been obtained by employing the Smagorinsky SGS model in the 
computations. Figure 8-5 shows the same comparison of profiles for experiment C04 where the 
computations have been conducted with the constant viscosity SGS model (and the same four grid 
resolutions). Unlike the comparison of experimental and computational profiles from the T-Series 
and P-Series experiments, the profiles from the C-Series experiments have not been scaled, 
although it is expected that some degree of scaling is required; refer Section 6.4.5. 
Functional Analysis 
As with the T-Series simulations (refer Section 7.3.3), functional analysis has been used to quantify 
the comparison of the computational and experimental normalised density difference profiles for 
the P-Series simulations. The P-Series experimental profiles have been scaled for the analysis; 
refer Section 6.3.2. The functional analysis has only been conducted on the results of the finest 
grid resolution simulations that used the Smagorinsky SGS model and the constant viscosity SGS 
model. The results of the analysis are listed in Appendix 6. 
Functional analysis has not been conducted on the results of the C-Series simulations. This is due 
to the fact that although the C-Series experimental profiles have the correct shape, they are likely 
to require some universal scaling, refer Section 6.4.5. Unfortunately however, the exact scale 
factor is undeterminable, because there is no region in the flow field where the real density 
difference is known, such that the experimental measurement could be corrected. 
8-12 
Profile 1 Profile 2 Profile 3 
035 035 0.4 
.£ 0,30 .~ 0.30 £ 03 
"' 
Ul Ul 
C 
'" 
0.25 c 
'" 
0.25 c 
'" 
03 
'" '" '" 0 '-' 0 U 0 U C C c 
"C ~ 0.20 "C '" 
0.20 
"C 
'" 
02 
'" '" '" 
Q; 
'" 
Q;
"' 0,'5 g? 0.15 I .~ 02 
'" 
0 ~ 0 '" is E 0.'0 010 E o , 0 0 0 
Z 0.05 Z 0.05 Z o , 
0.00 0.00 0.0 
20 '0 60 60 , 00 , 20 20 40 60 BO , 00 '20 '40 20 40 60 80 '00 , 20 140 ,60 , BO 
Distance (mm) Distance (mm) Distance (mm) 
Profile 4 Profile 5 Profile 6 
o 3 ~ 035 035 
>- 030 >- 0.30 £ 030 . , 
'" Ul Ul 
"' C 
'" 
O.2~ c 
'" 
0.25 c 
'" 
025 
'" '-' '" '-' '" 
u 0 c 0 c 0 c 
"C ~ 02 0 "C ~ "C ~ 020 
'" '" '" '" '" '" "' D.,5 "' o ,5 "' 0'5 
'" 
is 
'" 
is 
'" is cp E 0,'0 E 0.' 0 § 0.' 0 
--'- 0 0 0 
(.oJ Z 005 Z 005 Z 0.05 
0,00 0.00 0,00 
2 0 40 60 BO , 00 ,20 140 , 5 30 45 60 75 90 ,05 ,20 135 150 15 30 45 60 75 90 '05 '20 135 ,50 
Distance (mm) Distance (mm) Distance (mm) 
Profile 7 Profile 8 Simulation of C04 - Smagorinsky 
0.35 0 . 3 ~ 
>- 030 .~ 03 0 
__ Exp 
-- KBAR=20 -- KBAR=40 
.to 
"' Ul C 
'" 
0.25 c 
'" 
0.25 KBAR=50 -- KBAR=62 
'" 0 -' '" '-' c 020 0 c 
"C ~ "C 
'" 
020 
'" '" '" 
Q;~ 0.15 ~ 0.15 
'" is ~ 0 § o ,0 0,0 
0 0 Profiles 1 - 8. Z 0.05 Z 0.05 
........... 
• 0.00 000 30 60 90 , 20 , 50 3D 60 90 ,20 150 
Distance (mm) Distance (mm) 
Figure 8-4 Comparison of experimental density profiles with computational results from the simulation of experiment C04 with the 
Smagorinsky sub-grid scale (SGS) model at four different grid resolutions. 
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Figure 8-5 Comparison of experimental density profiles with computational results from the simulation of experiment C04 with the constant 
viscosity sub-grid scale (SGS) model at four different grid resolutions. 
Impact of Spatial Uncertainty 
The uncertainty of the coordinates that describe the location of the experimental measurements 
within the flow field was evaluated in Section 4.3. For the P-Series and C-Series experimental 
measurements, the absolute uncertainty of each component in the Cartesian coordinates was 
determined to be as follows: 
P-Series 
ox == 2mm 
oy == 15mm 
oz == 2mm . 
C-Series 
ox = 5mm 
oy == 20mm 
oz == 5mm 
Figure 7-13 illustrated how the uncertainty in the location of the profile coordinates creates an 
uncertainty in the length and the location of the experimental profile, wh ich is specified in 
Appendix 1. Section 7.3.1 then proposed a method for determining the uncertainty envelopes of 
the normalised density difference profiles from the spatial uncertainty of the profile coordinates. 
The uncertainty envelopes for the profiles, however, have not been evaluated in this research due 
to the time consuming nature of the proposed analYSis method. Rather, to give some indication of 
the impact that spatial uncertainty has on the normalised density difference profiles, computational 
results have been used to compare density difference profiles from the centreline plane of the 
model geometry with profiles from the vertical planes that are offset from the centreline by the 
containment width of the laser sheet (that is the planes that lie a distance 8y out from the 
centreline). The profiles that have been collected from these planes have the x and z coordinates 
that are listed in Appendix 1. 
For the P-Series flow field (source plume), Figure 8-6 shows the comparison of density difference 
profiles from the centreline plane of the model geometry with the density difference profiles from 
the vertical planes that are 15mm either side of the model centreline. This assessment has been 
conducted using the computational results from a simulation of plume POi (fJ = 0.01) 
In the C-Series experiments, four different model geometries were used, such that four different 
flow fields were studied. Thus, the spatial uncertainty of the C-Series normalised density difference 
profiles has not been estimated for each of the eight different C-Series experiments, but rather just 
once for each of the four different model geometries. Thus, the spatial uncertainty of the density 
difference profiles has been estimated for experiments C01 (sill - nothing), C03 (door - nothing), 
C04 (door - sill) and C05 (door - door). Figure 8-7 shows the comparison of denSity difference 
profiles from the centreline plane of the C04 model geometry (door - sill) with the density difference 
profiles from the vertical planes that are 20mm either side of the model centreline. The same 
comparisons, which estimate the spatial uncertainty of the density difference profiles, for 
experiments C01, C03 and C05 have been appended to th is report as Appendix 7. 
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8.3.2 Temporal Development of the Flow Field 
In the P-Series simulations, plume P01 (fJ = 0.01) was simulated using five different grid resolutions 
and two different SGS models. The temporal development of the flow field from each simulation 
was analysed and has been detailed in Table 8-6. The first two columns of Table 8-6 give the 
resolution of the computations as the number of cells in the vertical dimension of the domain, and 
then as the characteristic dimension of the grid. The last three columns in Table 8-6 list the time 
intervals ~tl' ~tl-2' and ~t2-3 that describe the development of the flow field in the source 
compartment; refer Figure 4-13. Within each column, a time interval is presented from the 
Smagorinsky simulation, the constant viscosity simulation, and the real experimental saline flow. 
The time intervals in Table 8-6 are presented as follows: 
Smagorinsky / Constant Viscosity / (Experimental) 
Resolution Ati At1_2 At2-3 
KBAR (cells) 
40 
50 
64 
72 
80 
Table 8·6 
/(mm) (s) (s) (s) 
10.00 6/6/ (5) 517/(10) 16/15/(14) 
8.00 6/6/ (5) 5/6/(10) 17/15/(14) 
6.25 7/61 (5) 3/4/ (10) 17115/(14) 
5.56 6/61 (5) 4/4/(10) 17118/(14) 
5.00 6/6/ (5) 4/3/(10) 17/16/(14) 
Time IntelVa/s that describe the development of the flow field in the source 
compartment for source plume P01 (~ = 0.01). 
In all the finest resolution simulations of the P-Series and C-Series experiments, the velocity 
boundary condition was specified as vec = 0.5. To assess the influence that this boundary 
condition has on the flow field development, simulations were conducted of plume P01 (fJ = 0.01) 
where the velocity boundary condition was varied between a full slip condition (VeC = 1) and a no 
slip condition (VeC = -1). These simulations employed the Smagorinsky SGS model. The 
dependence of the flow field development on the velocity boundary condition in these simulations is 
shown in Table 8-7, which lists the three time intervals ~t" ~tl-2' and ~h-3 for each of the velocity 
boundary conditions vec = -1.0, 0.0, 0.5 and 1.0. 
VBC At1 At1-2 At2-3 Boundary Condition ( . ) (5) (s) (s) 
Full Slip 
Intermediate 
Intermediate 
No Slip 
Table 8·7 
1.0 7 (5) 3 (10) 18 (14) 
0.5 7 (5) 3 (10) 17 (14) 
0.0 7 (5) 4 (10) 16 (14) 
-1.0 7 (5) 6 (10) 16 (14) 
Influence of the velocity boundary condition on the time IntelVals that 
describe the development of the source compartment flow field. 
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The eight different C-Series experiments were simulated using a grid resolution described by 
KBAR = 62. Two simulations were run of each experiment, one that used the Smagorinsky SGS 
model and a second that used the constant viscosity SGS model. Table 8-8 lists the time intervals 
that describe the development of the flow field in each simulation. 
The last five columns in Table 8-8 list the time intervals Lltlo Llt1-2, Llt2-3, Llt2-4, and Ll4-5 that describe 
the development of the flow field throughout the two compartments in the C-Series model; refer 
Figure 5-13. Within each column, a time interval is presented from the Smagorinsky simulation, the 
constant viscosity simulation, and the real experimental saline flow. The time intervals in Table 8-6 
are presented. as follows: 
Smagorinsky I Constant Viscosity I (Experimental) 
During experiments no measurements were taken of the flow field development in the source 
compartment for plume P06 (fJ = 0.02). Therefore, within Table 8-8, the lack of this experimental 
data is marked with a dash, Le., (-). 
Exp Transit Times{s 
t1 Llt1_2 Llt2-3 Llt2-4 Lllt..s 
C01 6/61 (5) 5/6/(10) 15114/(14) 29/321 (27) 
-
CO2 5/5/(-) 3/41 (-) 13112/(-) 23/251 (21) 
-
C03 6/61 (5) 4/6/(10) 17/14/(14) 28/30 I (29) -
C04 6/61 (5) 4/6/(10) 16114/(14) 28/321 (27) 73/761 (78) 
C05 6/6/ (5) 4/6/(10) 17/14/(14) 28/31 / (28) 751731 (74) 
C06 5/51(-) 3/4/(-) 12112/(-) 23/241 (22) -
COT 5/51 (-) 3/5/(-) 12110/(-) 22/251 (21) 56/591 (61) 
C08 5/5/(-) 3/5/(-) 13/11 I (-) 24/251 (21) 52/581 (60) 
Table 8·8 Time Intervals that describe the development of the computational and 
experimental flow field in the C-Series model. 
8.4 Discussion 
8.4.1 General Observations of the Flow 
The computational density field was compared to the experimental density field in the centreline 
plane of the model by viewing Smokeview[1] animations of the simulations results and then viewing 
the video record of the real salt water experiments. The following discussion details a number of 
anomalies that were observed in the comparison. 
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P-Series 
After the plume impacted on the floor of the model, the saline flow spread out radially as a ceiling 
jet. From the video record of the experiments it was observed that as the saline ceiling jet spread 
out from the point of impact, the nose of the flow would often lift off the floor of the model and curl 
up to form an eddy. As this nose of the ceiling jet lifted off the floor of the model, saline fluid would 
flow underneath this fluid and form a new nose on the ceiling jet. The whole process would then 
repeat itself over again, such that in the real salt water experiments the ceiling jet lifted off the floor 
of the model (to curl up as an eddy structure) approximately three times, before the flow impacted 
on the rear wall of the source compartment. 
This phenomenon was not observed in any of the finest grid resolution simulations (KBAR = 80) 
that were conducted with either the Smagorinsky SGS model or the constant viscosity SGS model. 
In these simulations, the saline fluid spread out from the plume as a layer that remained attached 
to the floor of the model until the flow impacted on the wall of the compartment. However, in 
investigating the Influence on the tangential velocity boundary condition (VBC) at a cruder grid 
resolution (KBAR = 64). some evidence of this fluid behaviour was seen in the computational 
results when the velocity boundary condition was set as a no-slip condition, rather than the 
intermediate slip condition of VBC = 0.5. This simulation was conducted with the Smagorinsky 
SGS model. 
This observation tends to suggest that a no-slip tangential velocity boundary condition (given by 
VBC=-1) is required to accurately capture the dynamics of the ceiling jet at finer grid resolutions" 
rather than an intermediate slip condition. as was used (given by VBC=0.5). This would agree with 
the concept employed in FOS to model the influence of boundary layers on the flow near solid 
surfaces (refer Section 2.4.3), which contends that at finer grid resolutions it is more appropriate to 
push the value of the VBC parameter towards a value of -1. Since thermal detector activation 
within the ceiling jet flow is heavily dependent on the local fluid velocity. and previous research has 
already shown that the three dimensional structures in the flow can have a large influence on the 
convective heat transfer [21, this observation should be investigated further. If the no-slip boundary 
condition is required in order to accurately capture the fluid dynamics of the ceiling jet in 
computations, then the grid resolution will need to be refined in the regions of the flow domain 
adjacent to the bounding surfaces. The fine grid resolution is required next to the solid surfaces to 
prevent the formation of an unrealistically deep boundary layer (due to the velocity retarding 
influence of the boundary condition being distributed over a number of adjacent cells). 
C-Series 
In C-Series experiments C01, C02, C03 and C06, there was no obstruction on the end of the 
second compartment (Le., the model had a completely open end). In these experiments a 
hydraulic jump formed downstream of where the vent flow impinged on the floor of the model. With 
time the hydraulic jump moved upstream in the second compartment, so that the front of the jump 
8-20 
sat very near the impingement pOint for the vent flow. In the simulations that were conducted with 
the constant viscosity SGS model, it was observed that the hydraulic jump was located further 
downstream from the vent that it was in the real salt water flows. This is believed to be due to the 
high fluid viscosity that was required in these computations for computational stability. Figure 8-8 
is an instantaneous image from the smokeview animation of the C01 simulation, which shows the 
presence of the hydraulic jump structure during steady state flow. The presence of the jump can 
also be clearly seen in a comparison of profiles four and five from the simulation experiment C01 
with a constant viscosity SGS model ; see Appendix 5. 
Figure 8-8 Instantaneous image of the computed density field in the simulation of 
experiment C01, showing the hydraulic jump structure that formed in the 
simulations where there was a free overfall on the end of the C-Series model. 
8.4.2 Interpretation of Normalised Density Difference Profiles 
P-Series 
The results of the spatial uncertainty analysis show that the peak density difference within the 
source plume is highly sensitive to the y-coordinate; refer Section 8.3.1 . That is, the density 
decays rapidly with distance away from the centreline plane of the plume. The high dependence of 
the peak density difference on the accuracy of the y coordinate demonstrates the importance of 
having a planar laser sheet that is as thin as possible in LlF research on plumes. 
In all the P-Series simulations, the comparison of the computational results with the salt water 
measurement of the density difference at Profile 1 was very good. This implied that the plume 
source was well quantified and represented in the computations. One apparent discrepancy that 
was noted in the comparison of computational results from different grid resolutions was that the 
density difference profiles from the 8mm resolution simulations (KBAR = 50) were constantly wider 
than the density difference profiles from the 1 Omm simulations (KBAR = 40); refer Figure 8-2 and 
Figure 8-3. This seemed counter-intuitive as generally speaking the cruder the grid resolution is, 
the more smeared out and diffuse the saline flows appear; hence it was expected that the 10mm 
resolution computations would give wider profiles than the 8mm resolution computations. The 
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explanation for this anomaly is that the discretised representation of the plume source in the 8mm 
simulations was longer (x·dimension) than the discretised representation of the plume source in the 
10mm simulations. In the 8mm simulations, the discretised source for the flow was 56mm long by 
48mm wide (7 cells by 6 cells); while in the 10mm simulations the source was only 50mm long by 
50mm wide (5 cells by 5 cells); refer Table 8-4. This anomaly in the presentation of the results 
could have been avoided by non-dimensional ising the distance axis of the profiles with the 
dimension of the plume source. This was not done however, as it would have hidden a feature of 
the FDS that users of the model should be aware of (that is the distortion of domain features due to 
the discretised representation of the domain). 
Another anomaly that was noted in Figure 8-2 and Figure 8-3 was that the profiles from the 10mm 
resolution simulations consistently had a lower peak density difference than the other 
computational profiles. which generally agree well at the peak density difference. All the 
computational profiles that are shown in Figure 8·2 and Figure 8-3 are taken from the centreline 
plan of the model geometry. In the discretised representation of the domain at a 10mm resolution 
(KBAR = 40) however. the centre of the plume source is offset from the centreline plane of the 
model by 5mm; refer Table 8-4. Hence, the profiles that are shown for the 10mm resolution 
simulations are actually taken from the plane that is offset from the plume source centre by 5mm. 
In all the P-Series simulations (regardless of resolution), the agreement between the experimental 
profiles and the computational profiles as to the location of the peak density difference gets 
progressively worse with distance from the plume source. At Profile 1 (9mm below the discharge 
port), the agreement between experiment and computational results is very good. However at 
Profile 8 (240mm below the discharge port) the peak density difference in the experimental profile 
is significantly closer to the back wall of the source model than it is in the computational profile; 
refer Figure 8-2 and Figure 8-3. To illustrate this point Figure 8-9 shows a plot of the normalised 
density difference at different heights beneath the discharge port for both the experimental and 
computational flow field of plume P01 (f3 = 0.01). The normalised density difference profiles in 
Figure 8-9 show the location of the peak density difference (relative to the centreline plane of the 
plume source) for both the experimental and computational results. The computational profiles 
clearly show that there is no horizontal shift in the location of the peak density difference in the 
computational plume; that is, the peak denSity difference always occurs on the centreline axis of 
the plume source. In contrast however, the experimental profiles show that the peak density 
difference in the real salt water plume moves toward the back wall of the model as the distance 
below the plume source increases. 
To ensure that the drift in the experimental results was not due to different rates of turbulent mixing 
occurring on either side of the plume. the symmetry of the experimental profiles about the peak 
density difference was assessed. This was accomplished by reflecting the left side of each 
experimental profile about the peak density difference value to create a symmetrical profile. The 
symmetrical profile was then compared to the real experimental profile; this comparison is shown in 
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Figure 8-10. The comparison of profiles in Figure 8-10 showed that the experimental profiles were 
very nearly symmetrical, such that there was no apparent difference in the rate of turbulent mixing 
on either side of the plume. This agreed with experimental observations that did not detect any 
extended delay in turbulent mixing on either side of the plume. Hence, the drift in the peak is 
reasoned to be due to drift in the plume trajectory, which was not predicted in the simulations. Like 
the T -Series simulations, the disagreement of the experimental plume trajectory with the 
computational plume trajectory, raises questions about the spatial distribution of pressure in the 
computational flow field; refer Section 7.4 .2. 
1. 2 
., 1.0 0 
c: 
~ 
~ 0.8 
i5 
~ 
'iii 
c: 0.6 
OJ 
0 
'0 
III 0.4 
co 
E 
0 02 z 
0.0 
12 
OJ 10 0 
c: 
~ 
'" :t:: 0.8 i5 
~ 
Ul 
c: 06 
OJ 
0 
'0 
III 04 
.. 
E 
0 0.2 
z 
0.0 
Figure 8-9 
Experimental Profiles 
I~ Centreline 01 the I (39,33, z) to (54,00, z) Plume Source 
- Prolile a l Z a O. I 5d 
- Prolile at z == O.1Sd 
Prolile al z = 1.39d 
Prolils al z = 20 1 d 
- Profile al z = 2.6 I d 
- Profile al z = 3.22d 
- Prolile al z = 3.82d 
- Profile al z = 4 25d 
13 26 39 52 65 78 91 104 
Distance (rnm) 
Computational Profiles 
I+------ Centreline 01 the (39,33, z) to (54,00, z) 
- Prolile al z = 015d 
_ Profile at z = O.77d 
Prolile af z = 1.39d 
Profile al z = 2.0 1 d 
- Profile at z = 2.61 d 
_ Profile al z = 3.22d 
_ Profile al z = 3.82d 
- Profile at z = 4.2Sd 
0 13 26 39 52 65 78 91 104 
Distance (m m) 
Density profiles across the plume P01 that show the drift in location of the 
peak density difference in the experimental measurements, but not in the 
computational results. 
8-23 
Profile 1. Profile 2. Profile 3. 
1.0 1.0 0.9 
;;: 0.9 >. 0.9 >. 0.6 
0.8 "" 0.8 "" ., 
'" 
., 0.7 
c: ., 0.7 c: ., 0.7 c: ., ., ., ., 0.6 0 <> 0 <> 0 " c: 0,6 c: 0 .• c: 
'" 
., 
'" 
~ ." ~ 0.5 ., 
.! 0.5 ., ~ 0,5 ell ell .!!l Jg .!!l it; 0.4 ~ !t= 0.' !t= 0,4 ~ 0 0.3 ~ 0 0.3 0 0.3 E 02 E 0.2 E 02 Z Z Z 
0.1 0,1 0.1 
0.0 0,0 0.0 
10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100 110 
Distance (mm) Distance (mm) Distance (mm) 
Profile 4. Profile 5. Profile 6. 
0.8 0,8 0.6 
>. 0.7 >. >. 0.5 
"" "" "" <II 0.6 '" 0.6 '" c: ell c: c: ., ell ell ell ell 0.4 0 
" 
0.5 0 <> 0 <> c: c: c: 
." ~ ." ~ 
'" 
~ ., 
~ 0.' ell ~ 0.4 
., 
~ 0,3 
.!!l ~ ~ CO ~ B 0.3 B 5 02 
I ;; 02 l5 0,2 l5 I\) 
~ Z 0.1 Z Z 0,1 
0.0 0.0 
20 40 60 SO 100 120 20 40 60 80 100 120 15 30 45 60 75 90 105 120 135 
Distance (mm) Distance (mm) Distance (mm) 
Profile 7. Profile 8. 
0.5 0.5 Experiment P01 
>. 0,5 
"" 
>. 
'" 
0.4 
"" 0.4 c <II 
., ., 0.4 c: <1> 
0 
" 
Q) 
" 
c 0.3 0 c 0.3 
." ~ 0.3 
'" 
~ + Experimental Profile ., ~ Q) .!!! ~ ~ ~ a 0.2 is 02 02 l5 0.1 l5 0,1 --Symmetrical Profile about Peak z z 0.1 
0.0 0.0 
30 60 90 120 150 30 60 90 120 150 
Distance (mm) Distance (mm) 
Figure 8-10 Comparison of experimental density profiles from plume P01 with symmetrical profiles to determine if there was differential rates 
of turbulent mixing across the plume. 
Figure 8-2 and Figure 8-3 compare the computational normalised density difference profiles to the 
experimental profiles for plume P01 (fJ = 0.01). These figures show that as the grid resolution is 
refined, the computational results converge slightly toward profiles that have a peak density 
difference greater than the experimental peak. It is difficult to conclude from these comparisons 
however if the computational model is underestimating entrainment in the plume. The spatial 
uncertainty analysis showed that the peak density difference in the plume is highly sensitive to the 
location of the laser sheet across the width of the model. Consequently, the peak density 
difference in the experimental profile cannot confidently be regarded as the absolute peak density 
difference within the real salt water plume. 
The shape of the experimental normalised density difference profiles for plume POi (refer 
Figure 5-10) show that the potential core region of the flow is totally consumed by the elevation of 
the third profile, which is 79mm below the discharge port. Thus, in the experimental profiles the 
fluid below this height has normalised density difference values that are all less than a value of 
one. The spatial uncertainty of the experimental results however, means that the experimental 
profiles could have come from a plane that was offset from the centreline plane of the plume 
source by as much as 15mm, refer Table 4-4. If this were the case, the experimental profiles 
would show the potential core region of the plume being consumed earlier than it really was on the 
centreline plane. Thus, it is possible that in the real salt water plume, there was fluid that was 
further than 79mm below the discharge port that still had a time averaged normalised denSity 
difference value of one. 
In the constant viscosity simulations, the computational plume still contains fluid with a normalised 
density difference value of one right down to the elevation of approximately the fifth or sixth profile, 
which are 150-180mm below the discharge port. Although it is possible that within the real salt 
water plume the fluid had a normalised density difference value of one at heights greater than 
79mm below the discharge port, the large difference between 79mm and 150mm still implies that 
the constant viscosity simulation was underestimating the mixing in the computational plume. 
Additionally. video footage of the experimental flows show that the real salt water plume became 
considerably more turbulent and well mixed than the animations of the constant viscosity 
simulations suggest. It would seem therefore that the constant viscosity simulations are 
underestimating the mixing in the source plumes. This is because of the damping effect that high 
fluid viscosity (required in the constant viscosity SGS model to ensure computational stability) has 
on turbulent motion. The consequence of this is that in the simulations that use the constant 
viscosity SGS model, the saline fluid that flows into the second compartment of the C-Series model 
has not been diluted as much as it was in reality. 
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C-Series 
The C-Series spatial uncertainty analysis (Section 8.3.1) showed that the curvature in the laser 
sheet would have had very little impact on the normalised density difference profiles from the 
second compartment of the C-Series model; refer Figure 8-7 and Appendix 7. That is, the C-Series 
computational results are not highly sensitive to the uncertainty in the y coordinate. The region of 
the flow where the vent flow impinges onto the model floor, or plunges into the saline layer, is the 
most sensitive to uncertainty in the y-coordinate (see Profile 4 in Figure 8-7). This is because the 
saline fluid in this region is either spreading out radially as a hydraulic jump, or it is being diluted 
within the small region of the saline layer that surrounds the plunging vent flow; thus the density of 
the flow in this region is changing radially. 
Simulations conducted with the Smagorinsky SGS model constantly produced better results than 
the simulations conducted with the constant viscosity SGS model. This is because within the 
constant viscosity simulations the fluid had a high viscosity, which caused the underestimation of 
turbulent mixing in the source plume. Thus, in the constant viscosity simulations, the saline fluid 
that spilt from the source compartment into the second compartment had a much higher density 
than the real vent flow in the experiments, 
One point that did stand out in the simulation of experiments C03 and C06 (Doorway - Open End, 
f3 = 0.01 and f3 = 0.02 respectively) was that the computational density profiles from these 
simulations (regardless of SGS model), did not show evidence of the roller region that was 
observed in the experiments. The animations of the computational results from these simulations 
showed that the region beneath the vent flow was filled with fluid that had a density very close to 
that of the spilling saline. The experimental profiles from C03 and C06 however, clearly showed 
that the fluid in the recirculation region had a denSity that was less than the density of the vent flow; 
refer Section 6,4.2. What was even more surprising, however, was that the computational density 
profiles from simulations of experiments C04 and C07 (Doorway - Sill, f3 = 0.01 and f3 = 0.02 
respectively) did show the presence of a roller region beneath the vent flow when a saline layer 
had formed in the second compartment. It is not known why the roller region was seen in 
simulations where a saline layer developed in the second compartment, and yet not seen in 
simulations where there was an open end on the second compartment. However, it is interesting 
to note that this discrepancy in the C-Series simulations occurred in a region of the flow that 
resembled the T-Series experimental flows. That is, a buoyant flow that is discharged horizontally 
from an opening. If the numerical fluid behaviour that was observed in the T-Series simUlations 
was also occurring in the vent flow of the C-Series simulations (that is, saline fluid detaching from 
the main body of the vent flow, refer Section 7.4.1), this would explain why the roller region had a 
higher saline concentration in the simulations than it did in the real experimental flows. Further 
research is required to investigate this. It is possible however, that the FDS may require fine grid 
resolutions in regions of flow where the momentum of the fluid and the buoyancy of the fluid are 
acting in perpendicular directions. That is, within the turning regions of spilling flows such as spill 
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plumes and vent flows. The fine grid resolution may be required in these regions, to prevent the 
numerical methods employed in the model, creating "artificial" fluid flow that significantly affects the 
results. 
8.4.3 Temporal Development of the Flow Field 
P-Series 
In general, the computational results shown in Table 8-6 imply that, over the grid resolution range 
described by 40 < KBAR < 80, the transit times for the saline flow in the source compartment have 
very little dependence on the grid resolution of the computations. The exception to this is the time 
interval that .It takes for the ceiling jet to move from the impact point of the plume on the model floor 
to the rear wall of the source compartment. In simulations that use the constant viscosity SGS 
model, this time interval did exhibit some resolution dependence. The time dependence of the fluid 
movement is not surprising for this SGS model however, as the viscosity of the fluid is dependent 
on the grid resolution. However, what is surprising is that as the viscosity of the fluid in 
computations approaches the real viscosity of the fluid being simulated, the agreement between 
the experimental transit time and the computational transit time gets progressively worse. This is 
believed to be due to the selection of the velocity boundary condition. The results in Table 8-6 are 
all taken from simulations where the velocity boundary condition was an intermediate slip condition 
(VBC = 0.5). The results in Table 8-7 show that if a no slip boundary condition (VBC = -1) had 
been specified, the transit time for the ceiling jet would have been extended, which would agree 
better with experimental observations. The velocity boundary condition only appears to influence 
the transit time for saline flows that move along solid surfaces. The transit time for the plume to 
initially impact on the model floor, and the transit time for the reflected ceiling jet to travel back to 
the plume impingement region (on top of the saline fluid that is the ceiling jet), were relatively 
unaffected by the velocity boundary condition. Thus, the largest discrepancy between the 
computational results and the experimental measurements of transit times was in the comparison 
of the propagation time for the ceiling jet. It is believed that this transit time would compare more 
favourably at finer grid resolutions when a full slip boundary condition is specified (as there is also 
some indication that the smaller eddy disturbances on the nose of the ceiling jet could be resolved 
at finer resolutions: refer Section 8.4.1). 
C-Series 
The C-Series computational transit time intervals are all within 20% of the experimental results, 
with the exception of the transit time for the ceiling jet in the source compartment (At2-3) , which has 
been discussed above. The disagreement of the time interval At2-3, and yet the relatively good 
agreement of the time interval At4-5, is interesting, because a portion of the time interval At4-5 
involves the propagation of the ceiling jet along the floor of the second compartment in the 
C-Series model. It was hypothesized above that the disagreement in the transit time AtZ-3 was 
primarily due to the selection of the velocity boundary condition; thus an error is also expected in 
the transit time At4-5 for the same reason. However, the time interval At4-5 involves two stages. 
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Firstly, the time it takes for the ceiling jet to travel the length of the second compartment, and 
secondly the time that it takes for the reflected wave to return to the impingement region of the vent 
flow. These transit times were combined in the experimental analysis because the laser sheet in 
the experimental LlF work was not long enough to illuminate the entire length of the C~Series 
model. Thus, in the video footage of the C~Series experiments it was not possible to determine 
when the ceiling jet in the second compartment had impacted on the sill at the end of the model. 
This means it is not possible to determine how the 20% relative error in the computational time 
interval time M4-5 should be proportioned between the two stages of the flow. It is likely (given the 
disagreement of transit time M 2-3), that the transit time for the ceiling jet to travel to the end wall of 
the second compartment is the primary source of the error. The relative error for this transit time 
could still be beneath the 20% threshold because of the fact that the total time for the two flow 
stages is significantly larger than the time it took for the ceiling jet to propagate the length of the 
second compartment. Thus, it is speculated that the computational transit time interval M 4-5 would 
agree beUer with experiments if a no slip boundary condition were specified for the computations. 
8.4.4 Grid Dependence 
P~eries 
Previous FDS research has recommended a minimum resolution for the simulation of the fire 
plume[31• The recommended resolution has the characteristic dimension of one tenth of the plume 
structure length scale Dc given by Equation (2~9). For buoyant salt water plumes, the equival'ent 
plume structure length scale is given by Equation (8~1). 
Where 
2 
D, -(p~R J Equation (8~ 1) 
Equation (8-2) 
msalt is the flow rate of salt mass (the buoyancy agent) from the plume source. 
Csa1t is the concentration of salt mass in the saline solution. 
Vs is the volumetric flow rate of saline solution. 
For the salt water plumes P01 (fJ = 0.01) and P06 ({3 = 0.02), the concentration of salt mass in 
solution is approximately 14.1g/.l and 30.6g// respectively[41• Thus, using Equation (8-1), the 
recommended resolution for the simulation of the salt water plumes is of the order of 1mm (0.7mm 
for plume P01 and 0.9mm for plume P06). This resolution equates to the division of the plume 
source into approximately 50 cells in each direction. which is well beyond the computational 
abilities of the hardware available to simulate the P-Series experiments in this research. In 
simulating fire plumes. the plume length scale Dc should equate roughly with the plume diameter 
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near the base[3J. Thus in simulating the salt water plumes, if the plume source diameter do is used 
instead of the plume length scale Dc. the recommended resolution of 0.1do (5.6mm) can be 
achieved in the simulations. 
Five resolutions were used in simulating the P-Series plumes; they were 10.00, 8.00, 625, 5.56 
and 5.00mm. These resolutions equate to the division of the vertical extent of the domain into 40, 
50, 64, 72 and 80 divisions respectively. Figure 8-2 and Figure 8-3 show the computed density 
difference profiles from the simulation of plume P01 (fJ = 0.01) at the five different grid resolutions. 
The profiles in Figure 8-2 and Figure 8-3 show that the time averaged density profiles are 
relatively insensitive to the resolution of the computational grid in the range KBAR=40 to KBAR=80. 
The simulations conducted with the Smagorinsky SGS model were slightly more sensitive to the 
grid resolution- than the simulations conducted with a constant viscosity SGS model. The low 
sensitivity of the constant viscosity simulations to grid resolution, and the over estimation of the 
peak density difference, is a reflection of the inhibiting effect that the high fluid viscosity (required 
for computational stability) has on the turbulent mixing occurring in the plume. 
C-Series 
The grid dependence of the C-Series simulation was evaluated by simulating experiment C04 
(Doorway - Sill, fJ = 0.01) at four different resolutions, which are described by KBAR = 20, 40, 50, 
62. All the other C-Series experiments were only simulated using a resolution of KBAR = 50. 
The highly turbulent nature of the C-Series flow meant that there were no sharp interfaces in the 
saline layer. The sharpest interface that was present in the flow field was the density gradient 
between the saline layer and the ambient freshwater. Accurately resolving the density gradient on 
the top of the saline layer was one of the greatest sources of disagreement between the 
computational results and the experimental data. Figure 8-4 and Figure 8-5 show how the 
computational profiles converge toward the experimental profiles as the grid resolution is refined. 
There is not a large amount of difference between the profiles from the two simulations where 
KBAR = 50 and KBAR = 62. Therefore, it remains to be seen whether finer grid resolution 
simulations (KBAR > 62) will converge much further towa~d the experimental measurement of the 
density gradient on the top of the saline layer. In the simulation of fire induced smoke flows, this 
would equate to resolving the interface between the hot layer and the cool air. In the case of the 
thermal flows however, radiative heating of the ambient layer would assist in smearing out the 
thermal interface between the flows. Still, care should be taken in considering FDS results to take 
into account that sharp interfaces are not resolved well with numerical methods. 
Simulations that had a grid resolution equal to, or greater than, KBAR = 50 (that is 8mm cell size) 
generally seemed to resolve the flow features observed in experiments. The exception to this was 
the simulation of experiments C03 and C06 (Doorway - Open End, fJ = 0.01 and fJ = 0.02 
respectively), where the roller region beneath the vent flow was not resolved; refer Section 8.4.2. 
8-29 
In general however, the shape of the time averaged density profiles from these simulations agreed 
well with the shape of the experimental profiles. In the grid resolution study, the simulations of 
experiment C04 (Doorway - Sill, fJ = 0.01) with resolutions of KBAR = 20 and KBAR = 40 did not 
produce density profiles that clearly showed the presence of the recirculation region downstream of 
the point where the vent flow plunged into the saline layer. Thus, it seems that simulations of 
similar fire flows within residential scale buildings should not be conducted· with a uniform grid 
resolution less than KBAR = 50. It can be expected however, that the finer the grid resolution is, 
the more accurately the fluid structures will be resolved in the flow field. 
8.4.5 SGS Model Dependence 
A study of Figure 8-1 through to Figure 8-5 shows that at crude grid resolutions it is better to use 
the Smagorinsky SGS model rather than the constant viscosity SGS model. The constant viscosity 
model consistently underestimates the entrainment into the source plume due to the high viscosity 
of the fluid. Ultimately, this error propagates through into the second compartment, where the 
buoyancy of the saline layer is then overestimated. Further research is required to determine if the 
correct application of the constant viscosity SGS model in simulating a fire environment will cause 
the equivalent over prediction of the smoke layer temperature (due to the underestimation of the 
mass entrainment into the fire plume). 
It is expected that as the grid resolution is refined the performance of the constant viscosity SGS 
model will improve (as the fluid viscosity in computations approaches the real viscosity of the fluid 
being simulated). In fact, at finer grid resolutions it is reasonable to expect that the constant 
viscosity SGS model will perform better than the Smagorinsky SGS model, because the fluid 
conditions in the constant viscosity model will better reflect reality. At these finer grid resolutions, 
the use of the Smagorinsky SGS model could cause artificial fluid behaviour, due to the spatial 
variation in the fluid viscosity. The transition (in terms of grid resolution), between when it is 
preferable to use the Smagorinsky SGS model, and when it is preferable to use the constant 
viscosity SGS model for the FDS, will need further research. If the constant viscosity SGS model 
does in-fact perform better at finer grid resolutions, this causes difficulties in choosing a SGS model 
for simulations where there is a non-uniform grid resolution. In the coarse regions of the grid, the 
Smagorinsky SGS model performs better, while in the fine grid regions (like, for example, adjacent 
to the surfaces that bound the flow) it may be desirable to use the constant viscosity SGS model. 
One suspects, that the grid resolution in the coarse regions of a non-uniform grid will govern the 
choice of the SGS model. 
In using the Smagorinsky SGS model, care needs to be taken in choosing the velocity boundary 
condition, because in this SGS model the viscosity of the fluid is distributed according to the 
distribution of shear in the flow. Thus, a no-slip condition can attract high fluid viscosity to the 
region of the flow adjacent to the wall; on the other hand, a full slip condition could concentrate fluid 
viscosity away from the boundaries of the flow. These considerations may be significant if heat 
8-30 
transfer is being evaluated for detector activation. There is also some question as to whether LES 
can be successfully appUed to regions of flow that are adjacent to solid boundariest . This question, 
along with the choice of appropriate velocity boundary conditions, will require further research for 
the FDS, particularly as the computational abilities of hardware increase toward a level where grid 
resolution is no longer the critical restraint in simulations. 
8.5 Conclusions 
The simUlation of the fire similar P-Series ("source compartment") and C-Series ("adjacent 
compartment") flows has been a worthwhile exercise. The research has shown that due to the 
highly turbulent nature of the fire similar flows, the computational results are not as highly 
dependent on the grid resolution as the T -Series transitional flow simulations were. Also, the 
P-Series and C-Series simUlations have emphasised the difference in the performance of the 
Smagorinsky SGS model and the constant viscosity SGS model. This section details the 
conclusions that have been drawn from the results of the P-Series and C-Series simulations. 
Care should be taken in analysing the FDS results, as the "ghost properties" method that is used to 
mask cells within the domain can cause the discretised representation of the domain to be slightly 
different from the specifications given in the input file for the simulations. The size and location of 
objects and vents can be changed, or shifted, by a distance equal to half the dimension of a grid 
cell. Thus, in describing the input file, and in conSidering the FDS computational results, care must 
be taken to think about how the domain is discretised. This is a minor point, however it is 
something that users of the FDS should consider when constructing a simulation. 
The fire similar buoyant flows have been simulated with uniform grid resolutions that are described 
by the range 40 < KBAR < 80. In these computational grids the dimension of the grid cells in each 
of the coordinate directions has been practically equal. Within the range of grid resolutions, the 
Smagorinsky SGS model has performed better than the constant viscosity SGS model. The high 
fluid viscosity that is required by the constant viscosity SGS model (for computational stability at 
coarse grid resolutions) has meant that the constant viscosity simulations under-predict the 
turbulent mixing in the source plume. Consequently, the peak density difference in the source 
plume is over estimated in the constant viscosity simulations. This error then propagates 
downstream into the second compartment that is .attached to the source compartment, such that 
the buoyancy of the saline layer in this room is over estimated. As the computational grid 
resolution is refined, the performance of the constant viscosity simulations improves. At coarse 
grid resolutions of KBAR < 80, however, it is preferable to use the Smagorinsky SGS model. The 
uniform grid resolution, at which it is preferable to use the constant viscosity SGS model over the 
t This issue is often discussed under the title of "wall bounded flows" in LES literature. 
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Smagorinsky SGS model in the simulation of fire similar flows, has not been determined. This is 
left for future research. 
In the simulations of the salt water source plume. with a uniform grid resolution range described by 
40 < KBAR < 80, the performance of the Smagorinsky SGS model has not been highly grid 
dependent. Downstream in the room that is adjacent to the source compartment however. a 
minimum grid resolution of KBAR = 50 is recommended to resolve the features of the buoyant flow. 
Thus, in simulations of fire similar flows within residential scale buildings. where the Smagorinsky 
SGS model is used. it is recommended that the maximum cell dimension. in any direction, should 
not exceed the compartment height divided by 50. Finer grid resolutions should be used wherever 
possible. 
In the P-Series and C-Series simulations (KBAR = 50), the time intervals that describe the 
movement of saline fluid throughout the C-Series compartments are within 20% of the experimental 
values (regardless of SGS model). The only exception to this, is the transit time for the ceiling jet, 
which would agree better with experiments if the velocity boundary condition had been set at a no-
slip condition (VBC = -1), rather than an intermediate-slip condition (VBC = 0.5). This finding 
means that caution is required in evaluating detector response, where the detector is distant from 
the smoke source. and the smoke is required to travel along solid surfaces to reach the location of 
detection. The relative significance of the transit time error will need to be evaluated. by comparing 
the transit time for smoke to reach the detection location, with the time taken for the detector to 
activate, given the presence of smoke. 
There are indications that a grid resolution finer than KBAR = 80, and a non-slip boundary 
condition, are required to correctly resolve the dynamics of the ceiling jet, (which has direct impact 
on thermal detector activation analysis). Further work is therefore required, to investigate the 
impact of the velocity boundary condition, and the grid resolution, on the transit time for smoke 
movement along solid flat surfaces, and the modelling of convective heat transfer. 
In the simulation of the P·Series salt water source plumes, the computational model does not 
resolve the drift that is observed in the real experimental plume. The computational results show 
no drift in the trajectory of the plume, such that the peak concentration in the plume always occurs 
on the centreline of the plume source. When this finding is considered in conjunction with the 
trajectory disagreements that were seen in the T-Series transitional flow simulations, it reinforces 
the speculation that there may be a problem with the spatial distribution of pressure within the 
computational flow field. for small density difference flows. Further work is therefore required to 
determine why the computational plume trajectories do not agree with the experimental plume 
traj ectories. 
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In the simulation of some C-Series experiments, the computations over predict the density of the 
fluid that is contained in the roller region, which is located underneath a spilling vent flow. The 
spilling vent flow, in these simulations, resembles the T-Series transitional flows; that is, a buoyant 
fluid that is discharged horizontally. The T-Series computational flow field contained some 
"numerical fluid behaviour", where artificial fluid flow was created purely by the numerical methods 
that were employed in the FDS. If similar "numerical fluid behaviour" were occurring in the C-
Series simulations, this would explain why the fluid in the roller region has a higher density than 
expected. Further research is therefore required, to determine if the FDS requires fine grid 
resolutions in regions of the flow, where the fluid buoyancy and momentum are orientated in 
perpendicular directions. In the simulation of fire induced smoke flows, this would mean refining 
the computational grid in the turning regions of vent flows and spill plumes. 
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Chapter 9 - CONCLUSIONS AND FUTURE RESEARCH 
The research that is detailed within this document has been conducted as the first stage of a six 
year research program, into improving fire safety in New Zealand residential buildings. One of the 
objectives of the research program is to investigate the potential of smoke detectors to save lives in 
residential building fires. The Fire Dynamics Simulator (FDS) is to be used to investigate this 
problem. As preliminary work for this investigation, the research that is detailed within this 
document assesses the accuracy of the FDS hydrodynamic model (that is, how well the FDS 
models the fluid dynamics of smoke movement). As part of this work, the dependence of the 
computational results upon computational settings such as, grid resolution, boundary conditions 
and sub-grid scale model are investigated. The next stage of research, in the 6 year research 
program, will carryon from this work, to develop a smoke detection algorithm for the FDS. Thus, 
from this preliminary research, recommendations are required on how to best model residential 
building fires with the FDS. 
In this research, a series of salt water experiments have been conducted; the experiments have 
then been simulated with the FDS. The accuracy of the FDS hydrodynamic model has been 
assessed, by comparing simulation results to the experimental measurements. Two types of 
buoyant salt water flows have been generated in the experiments; transitional flows, and flows that 
resemble fire induced smoke flow within a residential building. The simulation of the complex 
transitional flows, has the objective of exposing weaknesses in the FDS hydrodynamic model. The 
simulation of the fire similar flows, has the objective of determining the accuracy of the 
hydrodynamic model, when the FDS is used to model preflashover, residential building fires. 
Simulations in this research have used the Fire Dynamics Simulator (FDS), Version 1 .0.0. 
9.1 Conclusions 
9.1.1 Salt Water Experiments 
The first section of the salt-water experimental program maps the time averaged density field of a 
natural transitional flow. The transitional flow, takes the form of a buoyant spilling saline plume. 
Six variations of the flow are studied, where the density and volumetric flow rate at the source are 
altered. Eight density difference measurements are made across each transitional flow at different 
locations, to map the time-averaged density field. The repeatability of the density profiles is 
assessed and found to be excellent. The existence of a potential core region, near the source of 
the spilling flow, provides a means of quantitatively correcting the profiles for any experimental 
measurement error. 
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The frequency of eddies on the perimeter of the transitional flows has also been determined. 
Turbulent eddies are seen to form continuously on the under side of the spilling plume, while on the 
upper surface of the plume, the onset of eddy formation is delayed. The degree to which the onset 
of eddy formation is delayed is dependent upon the source conditions of the flow. Thus. accurately 
predicting the natural onset of turbulent eddy formation (and consequently turbulent mixing) on the 
perimeter of these flows would provide a high degree of confidence in a hydrodynamic model. 
In the second section of the experimental work. a series of salt water experiments are conducted 
that generate a buoyant flow field, which resembles the thermal flow field induced by a fire within a 
building. These fire similar experiments are broken into two parts, P-Series and C-Series 
experiments. The P-Series experiments quantify the time averaged density field of the salt water 
source plumes. which are used in the C-Series experiments. Eight different denSity difference 
profiles are taken across the source plume at different locations. The repeatability of the source 
conditions is assessed and found to be excellent. The density profiles across the plume show the 
gradual development toward self-similar Gaussian density distributions. The height of fall for the 
buoyant fluid however, is too small for the buoyant jet to fully develop into a buoyant plume. As 
with the transitional flow, the existence of a potential core region, adjacent to the source, provides a 
means for correcting the density difference profiles for experimental measurement error. Thus, the 
source plumes are well quantified for the C-Series experiments. 
The C-Series experiments study the buoyant flow field that develops in a compartment, which is 
connected to another compartment containing a buoyant plume. The geometry of the opening 
between the two rooms is varied, as is the geometry of the opening into the ambient environment. 
Four different model geometries are used, with two different source plumes, to create eight 
different flow fields. For each experiment, the temporal development of the flow field is recorded. 
Density difference profiles are collected of the steady state flow in the second room. The density 
profiles have the correct shape, however it is expected that these profiles require some universal 
scaling. The degree of scaling is unknown, but it is expected to be of the order of 1.1 to 1.3. That 
is, the normalised density difference values are expected to be between 10% and 30% larger than 
the experimental measurements. In combination with the time-line record of the flow field 
development, the C-Series profile data still provides a good means of assessing the performance 
of the CFD hydrodynamic code. 
In general. the salt water experimental data provides an excellent opportunity to test the 
hydrodynamic code of a CFD model. The natural transitional flows are particularly challenging to 
simulate. due to the delayed onset of turbulent mixing around the perimeter of the spilling flow. 
The frequencies of eddies on the perimeter of the flow will be valuable to field models that use the 
LES technique. For the fire similar flows, the buoyancy source (that is, the plume) is well defined, 
and has been well measured in experiments. The density difference profiles from the second 
compartment (adjacent to the source room) may require some degree of uniform scaling. The time 
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intervals, that describe the movement of the buoyant flow throughout the geometry of a residential 
building, will be valuable to field models that simulate thermal detector activation in fire scenarios. 
9.1.2 Transitional Flows 
In general, the simulations of the transitional flows show that the accuracy of the FOS computations 
is heavily grid dependent. The main reason for this is that the real salt water transitional flows 
contain sharp density interfaces and steep velocity gradients, which the numerical model cannot 
replicate well. As the grid resolution is refined, the computational model is beUer able to represent 
these sharp transitions in the properties of the flow field, and consequently, the agreement between 
the computational results and the experimental data improves. However, the difference in the 
velocity gradients and density gradients, between the computational model and the real flow, 
results in different fluid behaviour. This is clearly seen in the transitional flow simulations, because 
the momentum and the buoyancy of the spilling flow are orientated in perpendicular directions at 
the source. Thus, it is easy to see that the computational flow field contains fluid behaviour that 
was not present in the real salt-water flows. The amount, or quantity, of this "artificial" fluid 
behaviour (or "numerical fluid behaviour" - as it is sometimes referred to within this document) 
diminishes with refinement of the grid resolution. Thus, the transitional flow simulations are highly 
grid dependent. 
Simulations of the transitional flows are conducted with a uniform grid resolution, where the spatial 
dimension of the grid cell is approximately equal in each direction. At the coarse grid resolutions, 
where the grid cell dimension is equal to the domain height divided by forty or fifty, (I.e. KBAR = 40 
or 50), the agreement between the experimental measurements and the computational results is 
poor. At the finest resolution, described by KBAR = 100, the agreement is notably better; however, 
even at this resolution, the computational flow field contains fluid behaviour that does not occur in 
the real salt water flows. This "artificial" fluid behaviour is seen in the computed flow, because the 
depth of the velocity transition, across the perimeter of the spilling flow, is governed by the 
resolution of the grid rather than the local fluid properties and flow conditions. Thus, the shear 
region, which contains saline fluid that is moving slower than the main body of the plume, is larger 
in computational flow field than it is in reality. Since the buoyant saline fluid in the shear layer has 
a lower horizontal velocity, than the saline in the main plume body, this fluid descends toward the 
floor of the model with a steeper trajectory. Consequently, in the transitional flow simulations, 
saline fluid is seen to fall from the underside of the spilling plume, when this does not occur in the 
real salt water flows. Therefore, in the simulation of the T-Series transitional flows, a grid 
resolution in excess of KBAR = 100, is required in the turning region of the flow, to minimise 
artificial fluid behaviour that is created by the numerical methods employed in the model. 
The transitional flow simulations conducted in this research, are unable to determine if the FOS 
hydrodynamic model can correctly compute the natural transition to turbulence, which occurs in the 
T-Series experimental flows. The transitional flows are difficult to compute correctly, due to the 
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differential mixing that occurs around the plume perimeter. The coarse grid resolutions that have 
been used in the T-Series simulations (40 < KBAR < 100) have an overriding affect on the fluid 
dynamics resolved by the computations, such that it is not possible to determine if the 
computations can correctly predict the delayed onset of turbulent mixing on the upper boundary of 
the spilling flow. Further simulations of the T-Series transitional flows are therefore required, at grid 
resolutions finer than KBAR = 100, to determine if the transition can be correctly computed. 
The principle finding from the T -Series simulations is that, in the simulation of the transitional flows, 
the trajectory of the computed plume is always steeper than the trajectory of the real salt water 
plume .. The degree of disagreement, between the computed trajectory and the real trajectory, is 
dependent upon the buoyancy of the spilling flow, and the initial momentum with which the buoyant 
fluid is discharged (horizontally) from the opening. The best agreement, between experiment and 
computations, is obtained for the simulation of the experiment where the fluid has the lowest 
buoyancy and the highest initial momentum. The converse is also true; the worst result comes 
from the simulation of the experiment that has the highest buoyancy and lowest initial momentum. 
From the results of all the T-Series simulations, there is no indication that the horizontal velocity of 
the spilling flow is being excessively reduced, such that the buoyancy of the flow becomes more 
dominant. Therefore, it is speculated, that the disagreement between the experimental trajectory 
and the computational trajectory, may be due to the spatial distribution of pressure in the 
computational flow field. Further research is required, to confirm or dismiss this speculation, and to 
resolve the disagreement in the plume trajectories. 
In the simulation of the T -Series transitional flows, there is very little difference in the computational 
results, regardless of whether the Smagorinsky SGS model or the constant viscosity SGS model is 
used. In the process of using the constant viscosity SGS model, however, a relationship has been 
determined for the minimum fluid viscosity that is required for stable computations. The fluid 
viscosity is determined from the initial buoyancy of the fluid and the resolution of the computational 
grid. The relationship has not been validated for thermal gas flows, nor for liquid flows outside the 
density difference ratio range of 0.003 < f3 < 0.013. 
9.1.3 Fire Similar Flows 
Generally speaking, in the simulation the fire similar salt water flows, the accuracy of the FDS is 
very good. Due to the highly turbulent nature of the flow field, the computational results are not as 
dependent on the grid resolution as the transitional flows were. Still, as the grid resolution is 
refined, the agreement between the computational results and the experimental measurements 
improves. Thus, based upon the research in this study, it is recommended that in simulating 
residential building fires with the FDS, the grid cell dimension (in any direction) should not exceed 
the compartment height divided by 50, (that is, I; < H/50). At this resolution, the simulations 
conducted in this research produced time averaged density difference results that were within the 
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order of uncertainty of the experimental measurements. Finer grid resolutions are recommended 
wherever possible, particularly within the region of the fire plume, and possibly within the regions of 
the ceiling jet flows if detector activation is being evaluated. 
Simulations of the fire similar buoyant flows also revealed, that at coarse grid resolutions, the 
computations that use the Smagorinsky SGS model are more accurate than the computations that 
use the constant viscosity SGS model. Therefore, in residential fire simulations, where the grid cell 
dimension is greater than the compartment height divided by 50 (i.e., KBAR < 50), the 
Smagorinsky SGS model should be used. The simulations that employ the constant viscosity SGS 
model at these coarse grid resolutions, under predict the turbulent mixing in the source plume, due 
to the high fluid viscosity that is required for computational stability. Consequently, at coarse grid 
resolutions, the constant viscosity SGS model over-predicts the buoyancy of the fluid in the source 
plume. This error propagates downstream from the source compartment, where it is accentuated 
further, due to the inhibiting effect that the high fluid viscosity has on vent flow mixing as well. 
Thus, in simulating residential fire, where any grid cell dimension is greater than compartment 
height divided by 50, the Smagorinsky SGS model should be used. 
In the simulations of the fire similar flows, at a grid resolution described by KBAR = 50, the time 
intervals that describe the movement of saline fluid throughout the C-Series compartments are 
within 20% of the experimental values (regardless of SGS model). The only exception to this is the 
transit time for the ceiling jet; the computations predict that the ceiling jet moves across the solid 
boundaries of the model faster than it does in reality. The transit times for the computational ceiling 
jet however, would agree better with experiments if the tangential velocity boundary condition was 
set as a no-slip condition (VBC = -1), rather than the intermediate-slip condition (VBC = 0.5) that 
was used in this research, refer Section 2.4.3. This finding means that caution is required in 
evaluating detector response times with the FOS, where the detector is distant from the smoke 
source, and the smoke is required to travel along solid surfaces to reach the location of detection. 
The relative significance of the transit time error will need to be evaluated, by comparing the transit 
time for smoke to reach the detection location, with the time taken for the detector to activate, given 
the presence of smoke. 
In the simulation of salt water source plumes, at resolutions described by 20 < KBAR < 80, the 
computational model does not resolve the drift that is observed in the real experimental plume. 
The computational results show no drift in the trajectory of the plume, such that the peak 
concentration occurs on the centreline axis of the plume source. When this finding is considered in 
conjunction with the trajectory disagreements that were seen in the T-Series transitional flow 
simulations, it raises questions regarding the spatial distribution of pressures within the 
computational flow field. Further work is therefore required to determine why the computational 
plume trajectories do not agree with the experimental plume trajectories. 
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In the simulation of some C-Series experiments, the computations over predict the density of the 
fluid that is contained in the roller region, which is located underneath a spilling vent flow. The 
spilling vent flow, in these simulations, resembles the T-Series transitional flows; that is, a buoyant 
fluid that is discharged horizontally. The T-Series computational flow field contained some 
"numerical fluid behaviour", where artificial fluid flow was created purely by the numerical methods 
that were employed in the FDS, refer Section 9.1.2. If similar "numerical fluid behaviour" were 
occurring in the C-Series simulations, this would explain why the fluid ill the roller region has a 
higher density than expected. Further research is therefore required, to determine if the FDS 
requires fine grid resolutions in regions of the flow, where the fluid buoyancy and momentum are 
orientated in perpendicular directions. In the simulation of fire induced smoke flows, this would 
mean refining the computational grid in the turning regions of vent flows and spill plumes. 
9.2 Future Research 
Further simulations can be carried out of the salt water experiments that have been conducted in 
this research. To extend the transitional flow work that has been detailed in this document, 
simulations. can be conducted of theT-Series experiments, with uniform grid resolutions that have 
a characteristic dimension of less than 4mm. The results of these simulations can be directly 
compared to the results presented in this document. However, to utilise computational resources 
more sensibly in future transitional flow simulations, a non-uniform grid resolution should be used in 
these computations. The grid resolution, should be concentrated in the turning region of the plume 
(that is, close to the plane of the opening), and can be relaxed downstream in the turbulent region 
of the flow. To minimise the depth of the shear layer that forms on the perimeter of the spilling 
plume (and consequently, minimise the "numerical fluid behaviour"), the grid resolution should be 
compressed in the y and z directions. That is, across the width, and through the height of the 
plume. The objective of these simulations will be, to determine if the FDS hydrodynamic model can 
correctly predict the delayed onset of turbulent mixing on the upper boundary of the spilling plume. 
This would be an excellent measure of the hydrodynamic model performance. 
Further simulations can also be conducted, of the P-Series and C-Series fire similar flows. Again, 
finer, uniform grid resolution simulations can be conducted of these experiments, to extend the 
results that have been presented in this research. However, it seems that efforts may be better 
focussed in future work, in determining how a non-uniform grid resolution, should be distributed 
throughout the two compartments of the C-Series model. Previous research has already 
suggested a minimum grid resolution for the simulation of the fire plume. It seems likely however, 
that a refined grid resolution is also required along the ceiling of the compartments, to accurately 
capture the spread, and the fluid dynamics of the ceiling jet. There is also some indication, in this 
research, that the grid resolution may need to be refined in the turning region of the vent flow. 
Thus, further simulations can be conducted of the P-Series and C-Series salt water experiments, to 
investigate, which regions of the flow require fine grid resolution in the FDS. This work should be 
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accompanied by a description of why the fine resolution is required in each area, (i.e., resolution 
should be concentrated near the ceiling to accurately model thermal detector activation). Thus, 
compromises, in how the grid resolution should be distributed in simulations, can be correctly 
decided in the context of the issue that is being evaluated. Further research is also required (in the 
simulation of fire similar flows), to document the performance of the SGS models as a function of 
grid resolution. In particular, it seems desirable to determine the grid resolution conditions, in 
which it is preferable, to use one SGS model above another. 
The simulation of the salt water experiments from this research has provided a degree of 
verification for the hydrodynamic model in the FDS. However, the range over which this verification 
work is valid, is limited to the simulation of adiabatic, boussinesq flows. Thus further verification 
work is required for non-boussinesq flows that involve heat transfer. Therefore, the following 
experiments and simulations are suggested, for the next stage of the FDS verification. 
In simulating fire induced smoke flows within compartments, the FDS has the facility to 
approximate thermal detector activation times. The activation time is dependent upon the 
characteristics of the detection device, the local properties of the flow field, and the convective heat 
transfer model. in the FDS. Further salt water experiments would be useful in verifying the 
computed flow field of the ceiling jet, in particular, the fluid velocities. The simulation of these 
experiments would be useful in providing information on, grid resolution requirements, and the 
corresponding selection of the velocity boundary conditions, for ceiling jet flows. It is suggested 
that useful data could be obtained from experiments. where a salt water plume is discharged onto a 
flat, or inclined plate. Experimental measurements of the velocities in the ceiling jet should be 
measured, at different heights above the surface of the plate, and at different radial distances from 
the axis of the plume. Fluid velocities could be measured using a hot wire anemometer. Time 
averaged profiles of the fluid velocities in the ceiling jet (including the boundary layer), could then 
be plotted as a function of distance from the plume axis. A time dependent record of the fluid 
velocities at a point might also be useful, if the FDS can resolve intermittent structures in the ceiling 
jet. 
Another possible avenue for future FDS verification work, is to simulate unidirectional flow pass a 
cylinder, which is similar to the ceiling jet flow around the frangible bulb within a sprinkler head. A 
large amount of research has been done in the fluid mechanics field, on unidirectional flow past a 
cylinder, and the frequency with which eddies are generated in the wake of the flow. If it were 
possible to describe the FDS computational domain in cylindrical coordinates, such that a solid 
cylinder could be described into the model, the eddy frequency from the computational results 
could be compared to experimental data. The frequency of eddies, as a function of the Reynolds 
number, could then be used to measure the accuracy of the hydrodynamic model in these 
simulations. 
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Appendix 1 Profile Coordinates 
T-Series Profile Coordinates 
X XFinish ZFinish 
Profile 1 2.53 9.36 3.40 -63.36 
Profile 2 6.78 11.63 34.56 -46.80 
Profile 3 20.15 26.77 67.09 -21.87 
T01 Profile 4 27.72 51.03 106.67 15.97 
Profile 5 40.10 91.26 141.24 60.74 
Profile 6 41.78 131.54 172.98 108.64 
Profile 7 0.46 184.02 226.14 175.69 
Profile 8 0.49 241.10 257.86 241.38 
XStart ZStart XFlnlsh ZFinish 
Profile 1 5.03 10.27 6.04 -59.42 
Profile 2 10.67 13.30 35.59 -39.07 
Profile 3 20.46 25.42 75.64 -0.48 
T02 Profile 4 30.00 55.04 96.68 26.84 
Profile 5 36.71 84.69 129.05 66.39 
Profile 6 34.04 122.76 156.41 133.69 
Profile 7 1.09 183.71 187.26 176.45 
Profile 8 0.27 240.23 241.28 241.06 
XStart ZStart XFinish ZFinish 
Profile 1 3.33 9.21 4.59 -47.36 
Profile 2 5.35 14.50 24.12 -30.83 
Profile 3 15.72 28.88 58.28 3.86 
T03 Profile 4 22.34 52.38 82.13 25.05 
Profile 5 26.14 75.18 105.88 55.42 
Profile 6 20.85 121.68 136.54 107.28 
Profile 7 2.51 174.47 179.49 168.69 
Profile 8 0.52 232.15 186.52 232.73 
XStart ZStart XFinish ZFinish 
Profile 1 4.31 7.93 6.05 -96.32 
Profile 2 10.68 10.18 50.48 -71.61 
Profile 3 28.30 23.03 86.47 -47.56 
T04 Profile 4 35.75 48.05 129.60 -15.89 
Profile 5 50.28 77.65 198.44 34.83 
Profile 6 68.05 131.70 253.56 119.41 
Profile 7 0.15 170.60 261.70 166.10 
Profile 8 0.51 234.03 292.06 234.46 
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XStart .,.. XFinish ZFinish 
Profile 1 4.84 8.88 6.54 -80.65 
Profile 2 11.11 14.92 54.23 -53.70 
Profile 3 18.04 24.74 80.92 -36.43 
T05 Profile 4 25.47 45.93 118.10 -3.28 
Profile 5 29.18 77.04 152.40 43.65 
Profile 6 38.99 127.28 193.88 103.01 
Profile 7 0.06 184.54 225.48 169.61 
Profile 8 0.57 232.88 245.03 233.52 
• 
XStart ZStart XFinish ZFinish 
Profile 1 3.42 9.99 4.83 -66.81 
Profile 2 9.61 19.04 47.45 -42.14 
Profile 3 18.50 35.66 83.18 -18.09 
T06 Profile 4 28.51 69.74 129.35 31.06 
Profile 5 37.80 106.18 159.26 86.60 
Profile 6 34.21 149.54 187.32 131.71 
Profile 7 0.57 
I 
202.76 219.60 196.25 
Profile 8 0.57 241.74 248.65 243.40 
Xstart ZStart XFinlsh ZFlnish 
Profile 1 4.88 10.00 6.30 -59.21 
Profile 2 10.63 13.08 35.74 -39.20 
Profile 3 20.63 25.38 75.85 -0.71 
T07 Profile 4 29.72 55.37 96.55 26.99 
Profile 5 36.65 84.58 129.42 66.25 
Profile 6 34.09 122.98 156.42 113.96 
Profile 7 0.97 183.56 187.59 176.28 
Profile 8 0.40 240.32 241.20 240.95 
XStart ZStart XFlnlsh ZFinish 
Profile 1 4.96 10.29 5.95 -59.49 
Profile 2 10.68 13.35 35.89 -38.76 
I T08 Profile 3 20.58 25.60 75.70 -0.49 Profile 4 30.25 54.72 96.95 27.09 
Profile 5 37.04 84.62 128.87 66.20 
Profile 6 34.34 122.97 156.38 113.79 
Profile 7 1.06 183.56 187.32 176.79 
Profile 8 0.26 240.35 241.43 241.43 
XStart ZStart XFinlsh ZFinish 
Profile 1 4.84 10.30 5.77 -59.13 
Profile 2 10.62 13.40 35.33 -39.01 
Profile 3 20.65 25.76 75.55 -0.38 
T09 Profile 4 29.72 55.10 96.99 26.64 
Profile 5 36.61 84.44 129.15 66.76 
Profile 6 33.92 123.03 156.13 113.79 
Profile 7 1.07 184.07 187.25 176.23 
Profile 8 0.31 240.49 241.52 240.92 
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XStart ZStart XFinish ZFinlsh 
Profile 1 5.02 10.52 6.34 -59.79 
Profile 2 10.68 13.54 35.86 -38.76 
Profile 3 20.45 25.66 75.91 -0.25 
T10 Profile 4 29.93 55.30 96.96 27.05 
Profile 5 36.57 85.03 129.40 66.62 
Profile 6 33.76 122.49 156.12 114.04 
Profile 7 1.06 183.86 187.14 176.34 
Profile 8 0.01 240.13 241.57 241.41 
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P-Series Profile Coordinates 
XStart ZStart XFinish ZFinlsh 
Profile 1 -39.33 8.88 54 8.57 
Profile 2 -39.36 44.42 53.8 43.23 
Profile 3 -48.65 78.86 53.61 77.72 
P01 Profile 4 -57.91 113.16 54.34 113.17 
Profile 5 -67.12 147.31 54.15 147.46 
Profile 6 -76.3 181.32 53.95 181.63 
Profile 7 -85.44 215.19 53.76 215.68 
Profile 8 -94.56 239.28 53.62 239.92 
XStart I" XFinish ZFinish 
Profile 1 -39.44 9.18 54.18 8.79 
Profile 2 -39.37 43.88 54.09 43,59 
Profile 3 -48.59 78.47 53.99 78.26 
P02 Profile 4 -57.78 112.92 53.89 112.81 
Profile 5 -66.93 147.23 53.8 147.23 
Profile 6 -76.04 181.39 53.7 181.52 
Profile 7 -85.12 215.41 53.61 215.69 
Profile 8 -94.19 239.62 53.54 240.03 
XStart XFinish ZFinish 
Profile 1 -39.1 9.21 54.56 8.8 
Profile 2 -39.07 43.97 54.38 43.68 
Profile 3 -48.33 78.59 54.2 78.41 
P03 Profile 4 -57.54 113.04 54.03 112.98 
Profile 5 -66.71 147.31 53.85 147.41 
Profile 6 -75.83 181.41 53.68 181.68 
Profile 7 -84.9 215.33 53.5 215.8 
Profile 8 -93.97 239.44 53.38 240.08 
XStart ZStart XFlnlsh ZFlnish 
Profile 1 -39.19 9.19 54.39 8.7 
Profile 2 -39.14 43.88 54.26 43.49 
Profile 3 -48.39 78.46 54.14 78.16 
P04 Profile 4 -57.59 112.91 54.02 112.71 
Profile 5 -66.76 147.21 53.9 147.12 
Profile 6 -75.89 181.36 53.77 181.42 
Profile 7 -84.98 215.37 53.65 215.59 
Profile 8 -94.07 239.57 53.57 239.92 
ZStart XFi ish 
Profile 1 -39.38 9.17 54.33 8.62 
Profile 2 -39.39 43.84 54.15 43.38 
Profile 3 -48.72 78.43 53.98 78.04 
POS Profile 4 -58.01 112.88 53.81 112.57 
Profile 5 -67.26 147.2 53.64 146.99 
Profile 6 -76.48 181.38 53.46 181.29 
Profile 7 -84.74 215.44 53.29 215.49 
Profile 8 -93.91 239.68 53.17 239.84 
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XStart ZStart XFinish ZFinish· 
Profile 1 -39.7 8.83 53.92 8.96 
Profile 2 -39.54 43.63 53.91 43.87 
Profile 3 -48.67 78.36 53.9 78.66 
P06 Profile 4 -57.77 112.94 53.89 112.32 
Profile 5 -66.82 147.38 53.87 146.85 
Profile 6 -75.84 181.67 53.86 181.25 
Profile 7 -84.82 215.8 53.85 215.53 
Profile 8 -93.83 240.1 53.84 239.93 
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C-Series Profile Coordinates 
XStart ~3.60 XFinlsh I ZFinish Profile 1 300.48 300.10 203.17 
Profile 2 300.69 298.59 330.91 216.58 
Profile 3 300.90 332.56 362.61 240.75 
C01 Profile 4 385.85 332.64 385.74 270.72 
Profile 5 450.68 332.49 450.80 273.16 
Profile 6 550.97 332.75 551.56 252.41 
Profile 7 651.84 332.10 652.83 255.15 
Profile 8 751.55 332.33 752.85 261.55 
XStart XFinish ZFinish 
Profile 1 300.76 .264.23 300.92 203.63 
Profile 2 301.42 298.06 331.43 216.79 
Profile 3 301.60 332.70 364.60 241.93 
CO2 Profile 4 387.39 332.83 387.31 280.71 
Profile 5 452.65 332.72 452.76 263.96 
Profile 6 554.06 333.03 554.51 258.55 
Profile 7 655.15 333.34 656.01 254.03 
Profile 8 755.95 332.73 756.98 265.25 
XStart Z nish 
Profile 1 300.72 263.05 300.74 t63.32 
Profile 2 300.71 298.27 353.26 180.97 
Profile 3 300.70 333.42 390.25 200.31 
C03 Profile 4 422.50 332.62 422.77 257.66 
Profile 5 474.02 333.05 474.33 273.44 
Profile 6 550.52 332.77 550.95 273.14 
Profile 7 654.65 332.73 655.50 249.48 
Profile 8 749.44 332.59 750.37 260.18 
XStart ZStart XFinish ZFlnish 
Profile 1 300.80 263.11 300.89 162.22 
Profile 2 300.77 298.10 352.83 181.18 
Profile 3 300.74 333.01 390.26 200.55 
C04 Profile 4 422.09 332.08 422.65 208.83 
Profile 5 474.02 331.55 474.84 198.23 
Profile 6 550.80 332.09 551.98 194.06 
Profile 7 654.38 331.92 655.88 203.61 
Profile 8 749.75 331.69 751.60 204.06 
XStart ZStart XFinlsh ZFinish 
Profile 1 301.48 262.85 301.11 147.63 
Profile 2 300.60 298.01 362.89 160.71 
Profile 3 300.68 333.07 413.62 165.54 
COS Profile 4 421.76 333.33 422.23 167.41 
Profile 5 474.01 332.93 474.91 153.06 
Profile 6 551.35 332.77 552.79 158.04 
Profile 7 654.08 332.84 656.27 158.57 
Profile 8 748.66 332.84 751.37 169.19 
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XStart ZStart XFinish ZFinish 
Profile 1 301.31 262.84 301.39 137.57 
Profile 2 301.29 298.04 357.21 172.67 
Profile 3 301.27 333.16 389.84 200.28 
C06 Profile 4 421.96 332.06 422.46 227.89 
Profile 5 474.43 331.85 474.86 268.44 
Profile 6 551.27 331.96 551.92 262.95 
Profile 7 653.66 332.40 654.84 241.27 
Profile 8 748.78 331.83 750.11 250.53 
XStart 7.,., XFinish ZFinish 
Profile 1 300.82 263.21 301.18 153.53 
Profile 2 300.71 297.83 352.99 181.40 
Profile 3 300.59 333.32 390.14 200.00 
C07 Profile 4 423.14 332.67 423.95 195.70 
Profile 5 474.17 332.24 475.15 191.52 
Profile 6 551.25 332.98 552.50 187.54 
Profile 7 654.54 332.14 655.95 202.13 
Profile 8 749.37 332.12 751.04 202.89 
XStart ZStart XFinish ZFinlsh 
Profile 1 301.29 262.77 301.44 130.83 
Profile 2 301.48 298.19 362.67 159.73 
Profile 3 300.81 332.57 407.14 173.76 COS Profile 4 422.69 333.15 422.84 157.31 
Profile 5 473.64 332.49 474.31 145.65 
Profile 6 551.33 331.96 552.72 150.69 
Profile 7 654.82 331.55 657.09 158.63 
Profile 8 748.75 331.10 751.85 159.17 
XStart ! ZStart XFinish ZFlnish 
Profile 1 300.80 262.66 300.94 137.60 
Profile 2 300.76 298.46 357.35 173.06 
Profile 3 300.72 333.28 389.72 200.20 COg Profile 4 422.31 332.78 422.86 228.19 
Profile 5 474.10 332.95 474.55 267.81 
Profile 6 551.27 333.21 551.95 262.74 
Profile 7 653.74 332.65 654.96 240.79 
Profile 8 749.27 332.97 750.61 251.01 
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Appendix 2 Derivatives from Uncertainty Evaluation 
r-Series and P-Series Uncertainty 
i\p' = C . [G Flow -G B-Flow ] 
Drift G G Cal- B-Cal 
Where 
Such that 
Where 
a~p' = ( a i\p' J2 [0. 125(aGFlow J2 + 0.0025G;IOW] + 
a G Flow oR Flow 
( ai\p' J2[0.125(aGB-Flow J2 + 0.0025Gi_FlOW] + aGB_Flow aRB-Flow 
( a i\p. J2 [O.l25(aGCal J2 + 0.0025G~al] + a G Cal a RCal 
( ai\p· J2[0.125(aGB-Cal J2 + 0.0025Gi_cal] + [ai\p· J2 a~ 
aG B-Cal aRB-Cal ac Drift 
a i\p • [ C Drift ] 
a G Flow - G Cal-G B-Cal 
a i\p. _ C [ Gnaw -GB-Flow 1 
- Drift 2 
a G B-Cal (G Cal-G B-Cal ) 
[ 
-CDrift ] 
a G B-Flow = G Cal-G B-Cal 
a = [GFlow-GB-FIOW] 
aCDrift GCal-GB-Cal 
a i\p. = _ C . [GFlow -GB-Flow 1 
a G Drift ( )2 Cal G Cal-G B-Cal 
a = 2.282 x 10-7 R: -6.876x 10-5 R} +7.968 X 10-3 R;+0.6892 
oR; 
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C-Series Uncertainty 
t::..p' = C Drift [F ][ G Flow =G B-Flow 1 
GCal GB-Cal 
Where 
Such that 
Where 
2 
(j",p' ( Ot::..p· J2(o.12s(OGFIow J2 + o.002SG;IOW] + OGFlow oRFlow 
( Ot::..p· J2(o.12s(OG8-FIOW J2 + o.002SG~-FlowJ + oG 8-Flow oRB-Flow 
( ot::..
p
• J2(o.12s(OGcal J2 + o.002SG~al] + 
oGCal aReal 
( Ot::..p· J2[o.12s(OG8-COI J2 + o.002SG;_ca/] + OGB_Cal aRB_cal 
( · J2 ( .:2 (. J2 Ot::..p 2 Ot::..p 2 Ot::..p 2 (j+ (j +-- (j C FOIllhmlioll Fo oC Drift a FCalibrallon a Fo 
a Ap' _ C [Fcal][ 1 1 
- Drift-{) G Flow Fo G Cal -G 8-Cal 
a t::..p' = _ C [Fcal ][ 1 ] 
{) G B-Flow Drift Fo G Cal -G 8-Cal 
o Ap' = _ C . [FCaI][ GFlow -G8 - Flow ] 
oG Drift F { )2 
Cal 0 \ G Cal -G B-Cal 
a t::..p' = C . [Fcal][ GFlow -GB-Flow ] {)G Drifl F ( )2 B-Cal 0 G Cal-G B-Cal 
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o I:1p' = _ C . [Pcal/bralion][ 0 Flow -0 B-Flow ] 
~P Drift p 2 0 0 U 0 0 Cal- B-Cal 
o 0i = 2.282 X 1 0-7 R~ -6.876 X 10-5 RI~ +7.968 X 10-3 RI, +0.6892 oR. I 
I 
Scale Factor 
CDrift = 0 
AVG - D Decay I:1t 
Therefore 
BC Drift I:1tG AVG 
BDDecay = (0 AVG - DDeCayM r 
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Appendix 3 Salt Water Experimental Density Profiles 
T-Series Results 
Normalised Density Difference Profiles from experiment T01 
Normalised Density Difference Profiles from experiment T02 
Normalised Density Difference Profiles from experiment T03 
Normalised Density Difference Profiles from experiment T04 
Normalised Density Difference Profiles from experiment T05 
Normalised Density Difference Profiles from experiment T06 
Repeatability of experiment T02. 
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Appendix 5 Computational Density Profiles 
T-Series Simulations 
Simulations of experiment T01 - against scaled experimental profile. 
Simulations of experiment T02 - against scaled experimental profile. 
Simulations of experiment T03 - against scaled experimental profile. 
Simulations of experiment T04 - against scaled experimental profile. 
Simulations of experiment T05 - against scaled experimental profile. 
Simulations of experiment T06 - against scaled experimental profile. 
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P·Series Simulations 
Simulations of experiment P01 - against scaled experimental profile. 
Simulations of experiment P06 - against scaled experimental profile. 
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C-Series Simulations 
Simulations of experiment C01 with the Smagorinsky SGS model. 
Simulations of experiment C02 with the Smagorinsky SGS model. 
Simulations of experiment C03 with the Smagorinsky SGS model. 
Simulations of experiment C04 with the Smagorinsky SGS model. 
Simulations of experiment C05 with the Smagorinsky SGS model. 
Simulations of experiment C06 with the Smagorinsky SGS model. 
Simulations of experiment C07 with the Smagorinsky SGS model. 
Simulations of experiment COB with the Smagorinsky SGS model. 
Simulations of experiment C01 with the Constant Viscosity SGS model. 
Simulations of experiment C02 with the Constant Viscosity SGS model. 
Simulations of experiment C03 with the Constant Viscosity SGS model. 
Simulations of experiment C04 with the Constant Viscosity SGS model. 
Simulations of experiment C05 with the Constant Viscosity SGS model. 
Simulations of experiment C06 with the Constant Viscosity SGS model. 
Simulation$ of experiment C07 with the Constant Viscosity SGS model. 
Simulations of experiment COB with the Constant Viscosity SGS model. 
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T-Series - Smagorinsky Simulations 
Key 
NE = Euclidean Norm 
IPE = Euclidean Inner Product 
PCE = Euclidean Projection Coefficient 
NH = Hellinger Norm 
IPH = Hellinger Inner Product 
PCH = Hellinger Projection Coefficient 
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T·Series - Constant Viscosity Simulations 
Key 
NE = Euclidean Norm 
IPe = Euclidean Inner Product 
PCe = Euclidean Projection Coefficient 
NH = Hellinger Norm 
IPH = Hellinger Inner Product 
PCH = Hellinger Projection Coefficient 
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P·Series - Smagorinsky Simulations 
P-Series - Constant Viscosity Simulations 
Key 
Ne = Euclidean Norm 
IPe = Euclidean Inner Product 
PCE = Euclidean Projection Coefficient 
NH = Hellinger Norm 
IPH = Hellinger Inner Product 
PCH = Hellinger Projection Coefficient 
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Appendix 7 Spatial Uncertainty 
Spatial uncertainty of normalised density difference profiles for experiment T02. 
Spatial uncertainty of normalised density difference profilesfor experiment P01. 
Spatial uncertainty of normalised density difference profiles for experiment C01. 
Spatial uncertainty of normalised density difference profiles for experiment C03. 
Spatial uncertainty of normalised density difference profiles for experiment C04. 
Spatial uncertainty of normalised density difference profiles for experiment C05. 
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Appendix 8 Fortran Code for the Profile Program 
c 
c 
program profile 
parameter (idim=200) 
parameter (jdim=200) 
parameter (kdim=200) 
PARAMETER (NED=300) 
real x(O:idim),y(O:jdim) ,z(O:kdim) ,ss(101,9) ,qq(101,9) ,xjunk(18) 
real q(idim,idim) ,qdum(idim,idim) ,qe(1000,9) ,se(1000,9), 
qout( 101,18) 
INTEGER IB1 (NED) , IB2 (NBD) , JB1 (NBD) , JB2 (NED) , KB1 (NBD) , KB2 (NBD) 
character*20 sfile,efile,CHID,OUTFILE 
character*40 label 
COMMON/CTRANS/ C1(0:20,3) ,C2(0:20,3) ,C3(0:20,3) ,CC(20,3),PC(20,3) 
COMMON/ITRANS/ NOC(3) ,LU4,ITRAN(3),IDERIV(20,3) 
C Interpolation function 
C 
C 
c 
c 
c 
C 
C 
C 
C 
PP(P1) = 1.-P1 
RR (R1) = 1. -R1 
AFILL(A11,A21,A12,A22,P1,R1)= 
(PP(P1)*A11+P1*A21)*RR(R1)+(PP(P1)*A12+P1*A22)*R1 
LU5 = 5 
write(6,*) , Enter starting time for average (s):' 
read(5,*) tstart 
write(6,*) , Enter ending time for average (s):' 
read(5,*) tend 
PRINT*,' Enter Job ID String:' 
READ (*, , (A) ') CHID 
DO 293 1=1,30 
IF (CHID(I:I) .EQ.' ') THEN 
NCHAR = 1-1 
GOTO 194 
ENDIF 
293 END DO 
194 CONTINUE 
PRINT*,' Enter output file name:' 
READ (*, , (A) ') OUTFILE 
LU4 = 4 
OPEN (LU4,FILE=CHID(1:NCHAR)//' .smv',FORM='FORMATTED') 
READ(LU4,*) 
READ (LU4, '(315) ') IBAR,JBAR,KBAR 
READ(LU4,*) 
READ (LU4, '(6F12.5) ,) XBARO,XBAR,YBARO,YBAR,ZBARO,ZBAR 
DXI (XBAR-XBARO)/REAL(IBAR) 
DETA (YBAR-YBARO)/REAL(JBAR) 
DZETA (ZBAR-ZBARO)/REAL(KBAR) 
nxp IBAR+1 
nyp JBAR+1 
nzp KBAR+1 
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C 
C 
C 
C 
C 
C 
C 
c 
c 
c 
Compute transformation function 
6 
5 
9 
READ(LU4,*) 
READ(LU4,*) NOC (1) 
DO N=l,NOC(l) 
READ (LU4, *) IDERIV(N,l) ,CC(N,l) ,PC(N,l) 
ENDDO 
DO 6 I=O,IBAR 
READ (LU4, *) IDUM,X(I) 
CONTINUE 
READ(LU4,*) 
READ(LU4,*) NOC(2) 
DO N=l,NOC(2) 
READ(LU4,*) IDERIV(N,2) ,CC(N,2),PC(N,2) 
ENDDO 
DO 5 J=O,JBAR 
READ(LU4,*) JDUM,Y(J) 
CONTINUE 
READ(LU4,*) 
READ (LU4, *)NOC (3) 
DO N=l,NOC(3) 
READ(LU4,*) IDERIV(N,3) ,CC(N,3) ,PC(N,3) 
ENDDO 
DO 9.K=O,KBAR 
READ(LU4,*) KDUM, Z (K) 
ENDDO 
READ(LU4,*) 
READ(LU4,*) NB 
DO N=l,NB 
READ(LU4,*) 
ENDDO 
DO N=l,NB 
READ (LU4, I (6I5) ') IB1(N),IB2(N) ,JB1(N) ,JB2(N) ,KB1(N) ,KB2(N) 
ENDDO 
CALL SETGRID(X(l) ,X(NXP),Y(l),Y(NYP) ,Z(l) ,Z(NZP» 
write(6,*) , Enter slice file, CHID nn.sf' 
read (5, ' (a) ') sfile 
write(6,*) , Enter coordinates of shelf edge (mm) , 
read(5,*) xO,yO 
xO = xO/1000. 
yO = yO/1000. 
write(6,*) , Enter experimental file' 
read (5, , (a) ') efile 
iexp 0 
if (efile.ne. '0') iexp = 1 
open(20,file=sfile,form='unformatted') 
READ (20) 
READ (20) 
READ (20) 
READ (20) ISP1,ISP2,JSP1,JSP2,KSP1,KSP2 
if (isp1.eq.isp2) isp=l 
if (jspl.eq.jsp2) isp=2 
if (ksp1. eq. ksp2) iap=3 
c Compute simulated vertical averages 
c 
c 
c 
c 
isets == 0 
26 read(20,end=31) time 
if (isp. eq. 1) read (20, end=31) «qdum (j , k) , j ==1, nyp) , k=l, nzp) 
if (isp. eq. 2) read (20, end=31) «qdum (i, k) , i=l, nxp) , k=l, nzp) 
if (isp.eq.3) read(20,end=31) «qdum(i,j) ,i=l,nxp) ,j=l,nyp) 
if (time.lt.tstart) goto 26 
if (time.gt.tend) goto 31 
isets = isets + 1 
if (isp.eq.l) then 
do 29 k=l,nzp 
do 29 j=l,nyp 
29 q(j,k) ::: q(j,k) + qdum(j,k) 
endif 
if (isp.eq.2) then 
do 39 k=l,nzp 
do 39 i=l,nxp 
39 q(i,k) == q(i,k) + qdum(i,k) 
endif 
if (isp.eq.3) then 
do 49 j=l,nyp 
do 49 i:::l,nxp 
49 q ( i , j) == q ( i , j) + qdum (i , j ) 
endif 
30 goto26 
31 close(20) 
if (isp.eq.l) then 
do 33 k=l,nzp 
do 33 j=l,nyp 
q(j,k) (q(j,k)/real(isets») 
33 continue 
endif 
if (isp.eq.2) then 
do 43 k=l,nzp 
do 43 i=l,nxp 
q(i,k) = (q(i,k)/real(isets» 
43 continue 
endif 
if (isp.eq.3) then 
do 53 j=l,nyp 
do 53 i==l,nxp 
q(i,j) == (q(i,j)/real(isets» 
53 continue 
endif 
if (iexp.gt.O) then 
open(29,file=efile,form='FORMATTED') 
read(29,*) 
Ie ::: 0 
do 63 i=1,10000 
read (29, * , end=64) (xjunk (k) , k=l, 18) 
Ie == Ie + 1 
do 62 ip=l,9 
se(le,ip) xjunk(2* 1) 
qe(le,ip) = xjunk(2*ip) 
62 continue 
63 continue 
64 continue 
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c 
c 
c 
c 
c 
c 
endif 
iframe :: 0 
1 iframe = iframe + 1 
ifr = mod(iframe,4) 
write(6,*) , Enter starting (x,y): I 
read(S,*) xs,ys 
xs = xs/1000. 
ys = yS/1000. 
write(6,*) I Enter ending (x,y):' 
read(S,*) xf,yf 
if (xs.eq.x( .and. ys.eq.yf) goto 500 
xf xf/1000. 
yf yf/1000. 
xs xO + xs XBARO 
ys yO - ys ZBARO 
xf xO + xf XBARO 
yf yO yf ZBARO 
d1 = sqrt«xf-xs)**2+(yf-ys)**2)/rea1(100) 
dxx = (xf-xs)/rea1(100) 
dyy = (yf-ys)/rea1(100) 
if (isp.eq.1) then 
nt1= 2 
nt2= 3 
dx = (y(nyp-1)-y(0»/rea1(nyp-1) 
dy = (z(nzp-1)-z(0»/rea1(nzp-1) 
endif 
if (isp.eq.2) then 
nt1= 1 
nt2= 3 
dx = (x(nxp-1)-x(0»/rea1(nxp-1) 
dy = (z(nzp 1)-z(0»/rea1(nzp-1) 
endif 
if (isp.eq.3) then 
nt1= 1 
nt2= 2 
dx :: (x(nxp-1)-x(0}}/rea1(nxp-1) 
dy = (y(nyp-1)-y(0»/rea1(nyp 1) 
endif 
do 80 1=1,101 
xx = xs + dxx*(1-1) 
yy = ys + dyy*(1-1) 
ss(l,iframe) = d1*(1-1)*1000. 
xi ginv(xx,nt1)/dx + 0.5 
yj ginv(yy,nt2)/dy + 0.5 
i1 :: xi 
j1 :: yj 
qq(l,iframe} = AFILL(q(i1,j1) ,q(i1+1,j1) ,q(i1,j1+1) ,q(i1+1,j1+1), 
xi-il,yj 1) 
80 continue 
if (iexp.gt.O .and. xs.gt.xf) then 
sO :: se(l,iframe) 
sl :: se(le,iframe) 
do 71 l=l,le 
71 se(l,iframe) = ss(101,iframe) - (se(l,iframe)-sO) 
endif 
c 
c 
c 
c 
c 
C 
C 
C 
goto 1 
500 continue 
do iframe=l,9 
do i=l,101 
qout(i,2*iframe-1) 
qout(i,2*iframe ) 
enddo 
enddo 
ss(i,iframe) 
qq(i,iframe) 
open (15, file=OUTFILE, form=' formatted' , status=' replace' ) 
write(15,*) 'Distance, Profile 1,Distance,Profile 2,Distance, 'II 
· 'Profile 3,Distance,Profile 4,Distance,Profile 5,Distance, 'II 
· 'Profile 6,Distance,Profile 7,Distance,Profile 8,Distance, 'II 
· 'Profile 9' 
do i=l,101 
write(15,"(17(F10.4,','),F10.4)") (qout(i,j),j=l,18) 
enddo 
stop 
end 
SUBROUTINE SETGRID(XBARO,XBAR,YBARO,YBAR,ZBARO,ZBAR) 
C compute the polynomial transform function for the vertical coordinate 
C 
C 
C 
C 
C 
C 
PARAMETER (NDIM=20) 
DIMENSION A(NDIM,NDIM) ,X(NDIM,3) 
INTEGER ND(NDIM,3) 
COMMON/cTRANsl C1(0:20,3) ,C2(O:20,3) ,C3(O:20,3) ,CC(20,3) ,PC(20,3) 
COMMON/ITRANsl NOC(3),LU4,ITRAN(3) ,IDERIV(20,3) 
ITRAN(l) 0 
ITRAN (2) 0 
ITRAN(3) = 0 
DO IC=l,3 
DO N=2,NOC(IC)+1 
IF (IDERIV(N-1,IC) .GE.O) 
ITRAN(IC) = 1 
ND(l,IC) = 0 
IF (IC.EQ.1) THEN 
X(l,l) = XBAR - XBARO 
Cl(l,l) = XBAR - XBARO 
ENDIF 
IF (IC.EQ.2) THEN 
X(l,2) YBAR YBARO 
Cl(l,2) = YBAR - YBARO 
ENDIF 
IF (IC.EQ.3) THEN 
X(l,3) = ZBAR - ZBARO 
C1(l,3) = ZBAR - ZBARO 
ENDIF 
ND(N,IC) = IDERIV(N-1,IC) 
THEN 
IF (IC.EQ.1) CCN = CC(N-1,IC)-XBARO 
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C 
C 
C 
C 
C 
C 
C 
IF (IC.EQ.2) CCN = CC(N-1,IC)-YBARO 
IF (IC.EQ.3) CCN = CC(N-l,IC)-ZBARO 
IF (IC.EQ.l .AND. IDERIV(N-1,IC) .EQ.O) PCN 
IF (IC.EQ.2 .AND. IDERIV(N-l,IC) .EQ.O) PCN 
IF (IC.EQ.3 .AND. IDERIV(N-l,IC) .EQ.O) PCN 
X(N,IC) == CCN 
C1(N,IC) == PCN 
ELSE 
ITRAN(IC) == 2 
Cl(O,IC) = O . 
. C2( 0, IC) = O. 
IF (IC.EQ.l) Cl(N-l,IC) 
IF (IC.EQ.2) Cl(N-l,IC) 
IF (IC.EQ.3) Cl(N-l,IC) 
IF (IC.EQ.l) C2(N-l,IC) 
IF (IC.EQ.2) C2(N-l,IC) 
IF (IC.EQ.3) C2(N-l,IC) 
ENDIF 
ENDDO 
ENDDO 
DO IC==l,3 
IF (ITRAN(IC) .EQ.l) THEN 
DO K=l,NOC(IC)+1 
DO N==l,NOC(IC)+1 
COEF = IFAC(K,ND(N,IC)) 
IEXP == K-ND(N,IC) 
IF (IEXP.LT.O) A(N,K) O. 
CC(N-l,IC)-XBARO 
CC(N-l,IC)-YBARO 
CC(N-l,IC)-ZBARO 
PC(N-l,IC)-XBARO 
PC(N-1,IC)-YBARO 
PC(N-1,IC)-ZBARO 
IF (IEXP.EQ.O) A(N,K) COEF 
IF (IEXP.GT.O) A(N,K) COEF*X(N,IC)**IEXP 
END DO 
END DO 
CALL GAUSSJ(A,NOC(IC)+l,NDIM,Cl(1,IC) ,1,1) 
ENDIF 
ENDDO 
DO IC=l,3 
IF (ITRAN(IC) .EQ.2) THEN 
IF (IC.EQ.l) THEN 
Cl(NOC(l)+l,l) = XBAR-XBARO 
C2(NOC(1)+l,l) = XBAR-XBARO 
ENDIF 
IF (IC.EQ.2) THEN 
Cl(NOC(2)+l,2) YBAR-YBARO 
C2(NOC(2)+l,2) YBAR-YBARO 
ENDIF 
IF (IC. EQ . 2 ) THEN 
C1(NOC(3)+l,3) ZBAR-ZBARO 
C2(NOC(3)+l,3) = ZBAR-ZBARO 
ENDIF 
DO N=l,NOC(IC)+1 
PC(N-l,IC)-XBARO 
PC(N-l,IC)-YBARO 
PC(N-l,IC)-ZBARO 
C3(N,IC) = (C2(N,IC)-C2(N-l,IC))/(Cl(N,IC)-Cl(N-1,IC)) 
END DO 
ENDIF 
ENDDO 
RETURN 
C 
C 
C 
C 
C 
C 
C 
C 
END 
FUNCTION IFAC{II,N) 
IFAC = 1 
DO 10 I=II-N+1,II 
10 IFAC = IFAC*I 
RETURN 
END 
FUNCTION G{X,IC) 
C Vertical coordinate transform function 
C 
C 
C 
C 
C 
C 
C 
C 
COMMON/CTRANS/ C1{0:20,3),C2{O:20,3) ,C3{O:20,3),CC{20,3} ,PC(20,3) 
COMMON/ITRANS/ NOC(3),LU4,ITRAN(3) ,IDERIV{20,3) 
N = NOC (IC) 
IF {N.EQ.O} THEN 
G = X 
RETURN 
ENDIF 
IF (ITRAN{IC) .EQ.1) THEN 
G = O. 
DO I=l,NOC(IC)+l 
G = G + C1(I,IC}*X**I 
END DO 
ENDIF 
IF (ITRAN(IC) .EQ.2) THEN 
DO I=l,N+1 
IF (X.LT.C1(I,IC» GO TO 10 
END DO 
10 G = C2(I l,IC) + C3(I,IC)*(X-C1{I-1,IC» 
ENDIF 
RETURN 
END 
FUNCTION GP(X,IC) 
C Derivative of the vertical coordinate transform function 
C 
C 
C 
COMMON/CTRANS/ C1(0:20,3),C2(0:20,3) ,C3(0:20,3) ,CC(20,3) ,PC(20,3) 
COMMON/ITRANS/ NOC(3),LU4,ITRAN(3) ,IDERIV(20,3) 
N = NOC (IC) 
IF (N.EQ.O) THEN 
GP = 1. 
RETURN 
ENDIF 
IF (ITRAN{IC) .EQ.1) THEN 
GP = O. 
DO I=l,NOC(IC)+l 
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C 
C 
C 
C 
GP = GP + I*Cl(I,IC)*X**(I-l) 
END DO 
ENDIF 
IF (ITRAN(IC) .EQ.2) THEN 
DO I=l,N+l 
IF (X.LT.Cl(I,IC» GOTO 10 
END DO 
10 GP = C3(I,IC) 
ENDIF 
RETURN 
END~ 
FUNCTION GINV(Z/IC) 
C Find the computational coordinate ZETA which corresponds to Z 
C 
C 
C 
C 
C 
C 
C 
C 
C 
COMMON/CTRANS/ C1(0:20,3),C2(0:20,3) ,C3(0:20,3) ,CC(20,3) ,PC(20,3) 
COMMON/ITRANS/ NOC(3),LU4,ITRAN(3) ,IDERIV(20,3) 
GINV = Z 
N = NOC (IC) 
IF (N.EQ.O) RETURN 
IF (ITRAN(IC) .EQ.1) THEN 
DO IT=l,10 
GF = G(GINV,IC)-Z 
IF (ABS(GF) ~LT.0.002} GOTO 10 
GINV = GINV - GF/GP(GINV,IC} 
END DO 
10 CONTINUE 
ENDIF 
IF (ITRAN(IC) .EQ.2) THEN 
DO I=l,N+l 
II = I 
IF (Z.LE.C2(I,IC}) GOTO 20 
END DO 
20 GINV = C1(II-1,IC} + (Z-C2(II l,IC})/C3(II,IC) 
ENDIF 
RETURN 
END 
SUBROUTINE GAUSSJ(A,N,NP,B,M,MP) 
INTEGER M,MP,N,NP,NMAX 
REAL A(NP,NP) ,B(NP,MP} 
PARAMETER (NMAX=50) 
INTEGER I,ICOL,IROW,J,K,L,LL,INDXC(NMAX) ,INDXR(NMAX) , IPIV(NMAX) 
REAL BIG,DUM,PIVINV 
DO 11 J=l,N 
11 IPIV (J) = 0 
DO 22 I=l,N 
BIG = O. 
DO 13 J=l,N 
IF (IPIV(J) .NE.1) THEN 
DO 12 K=l, N 
IF (IPIV(K) .EQ.O) THEN 
IF (ABS(A(J,K)) .GE.BIG) THEN 
BIG = ABS(A(J,K)) 
IROW J 
ICOL = K 
ENDIF 
ELSE IF (IPIV(K) .GT.l) THEN 
PAUSE 'Singular matrix in gaussj' 
ENDIF 
12 ENDDO 
ENDIF 
13 ENDDO 
IPIV(ICOL) = IPIV(ICOL) + 1 
IF (IROW.NE.ICOL) THEN 
DO 14 L=l,N 
DUM = A (IROW, L) 
A(IROW, L) A(ICOL, L) 
A(ICOL,L) = DUM 
14 ENDDO 
DO 15 L=l, M 
DUM = B(IROW,L) 
B(IROW,L) B(ICOL,L) 
B(ICOL,L) = DUM 
15 ENDDO 
ENDIF 
INDXR(I) = IROW 
INDXC(I) ICOL 
IF (A(ICOL,ICOL) .EQ.O.) PAUSE 'Singular matrix in gaussj' 
PIVINV = 1.!A(ICOL,ICOL) 
A(ICOL,ICOL) 1. 
DO 16 L=l, N 
A(ICOL,L) A(ICOL,L)*PIVINV 
16 ENDDO 
DO 17 L=l,M 
B(ICOL,L) = B(ICOL,L)*PIVINV 
17 ENDDO 
DO 21 LL=l,N 
IF (LL.NE.ICOL) THEN 
DUM = A(LL,ICOL) 
A(LL,ICOL) = o. 
DO 18 L=l,N 
A(LL,L) = A(LL,L) - A(ICOL,L) * DUM 
18 ENDDO 
19 
DO 19 L=l,M 
B(LL,L) B(LL,L) 
ENDDO 
ENDIF 
21 ENDDO 
22 ENDDO 
DO 24 L=N,l, 1 
B (ICOL, L) *DUM 
IF (INDXR(L) .NE.INDXC(L)) THEN 
DO 23 K=l,N 
DUM = A(K,INDXR(L)) 
A(K,INDXR(L)) = A(K,INDXC(L)) 
A(K,INDXC(L)) = DUM 
23 ENDDO 
ENDIF 
24 ENDDO 
RETURN 
END 
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