In this paper, we propose a temporal fourth-order scheme for solving the 2-D first-order acoustic wave equations with perfectly matched layers in time domain. For the temporal discretization, we approximate the velocity at mid-points and the pressure at grid points, then expand the velocity and pressure by Taylor series and replace the high-order temporal derivatives by spatial derivatives. For the spatial discretization, we apply the Fourier pseudospectral method based on conventional and staggered-grid schemes. The dispersion and stability of the new scheme are analysed, and numerical simulations are presented to confirm the robustness and efficiency of the scheme. The new scheme is eventually applied for the wavefield modelling and reverse time migration in bilayered and heterogeneous media to further verify its accuracy and efficiency.
Taylor expansion. One can further develop higher-order temporal schemes by replacing high-order temporal derivatives by spatial derivatives (Dablain 1986; Chen 2007) . Another expansion method is the two-step explicit marching scheme, which extrapolates the wavefield by using the pseudo-differential technique that shifts implicitly high-order temporal derivatives to spatial ones (Soubaras 1996; Soubaras & Zhang 2008 ). This two-step method is highly accurate for homogeneous media, but it encounters difficulties in approximating the pseudo-differential operator involved when large velocity contrasts are present. Alternatively, the rapid expansion method proposed by Kosloff et al. (1989) can be used to obtain a more accurate time integration for the second-order wave equation. Similarly to Tal-Ezer et al. (1987) , Bessel functions and modified Chebyshev polynomials are incorporated in the method to expand the involved cosine operator so that it is highly accurate and numerically stable with large time steps.
All the aforementioned high-order methods, except for the Lax-Wendroff scheme, have been applied for reverse time migration (RTM), but most of them are constructed for the second-order acoustic wave equation. Compared with the second-order equation, the first-order acoustic wave system has a superior property for incorporating perfectly matched layers (PML) boundary conditions (Berenger 1994; Chew & Liu 1996; Collino & Tsogka 2001; Komatitsch & Martin 2007; ). Although some PML boundary conditions were developed for the second-order wave equation (Komatitsch & Tromp 2003) , high-order temporal derivatives are involved in their PML equations under the stretched coordinates, hence numerical treatments are usually rather technical and complicated. Another PML method, which was developed in Grote & Sim (2010) , is able to keep temporal derivatives only up to second order, but it introduces several auxiliary variables, which are non-physical and increase computational complexity greatly. On the contrary, many simple and effective PML boundary conditions have been developed for the first-order acoustic wave equations (Sacks et al. 1995; Drossaert & Giannopoulos 2007) , which will be the major focus of this work.
In this work, we propose a temporal fourth-order scheme for effectively solving the first-order acoustic wave equations. For the temporal discretization, we approximate the velocity at mid-points and the pressure at grid points, then expand the velocity and pressure by Taylor series and replace the high-order temporal derivatives by spatial derivatives. For the spatial discretization, we apply the PSM formulated on conventional and staggered grids. The PSM provides optimal spatial accuracy for a given grid size and its realization by fast Fourier transform (FFT) leads to high computational efficiency (Kosloff & Baysal 1982; Fornberg 1988) . To absorb spurious reflections caused by artificial boundaries, we incorporate the split PML technique in our numerical scheme. The dispersion and stability of this new scheme are analysed, and the scheme is eventually applied for wavefield modelling and RTM in bilayered and heterogeneous media.
F I R S T -O R D E R A C O U S T I C WAV E E Q UAT I O N S W I T H T E M P O R A L D I S C R E T I Z AT I O N
The acoustic wave propagating in a heterogeneous medium can be described by
where p and i V are, respectively, the acoustic pressure and a point source of volume injection (e.g. airguns), and v = √ κ/ρ is the velocity of wave propagating in the medium, with ρ being the density and κ the adiabatic compression modulus. By introducing a vector v for the particle velocity, we can write the second-order acoustic wave equation (1) as the following first-order system:
Using the split-field technique (e.g. Chew & Weedon 1994; Collino & Tsogka 2001) , we may split the pressure into two parts in a 2-D model, namely p = p x + p y , then we can further write eq. (2) as
where the source term ∂i V /∂t has been ignored for simplicity.
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Then the first-order system (3) can be expressed in a compact form with explicit first-order temporal derivatives:
where A and B are two matrices formed by spatial derivatives, multiplied by the reciprocal of the density ρ and the elastic coefficient κ, respectively:
The temporal derivatives in eq. (4) can be approximated by the central difference. To do so, we first expand the velocity v at mid-points t ± t/2 and pressure p at grid points t + t by Taylor series. Then we truncate the expansions up to the fourth order O( t 4 ), and apply eq. (4) and its second-and third-order time derivatives to obtain:
which lead to a temporal fourth-order semi-discrete scheme. It reduces to second order (Virieux 1986 ) when we remove the cubic terms in eq. (5). The remaining spatial derivatives can be discretized with PSM, which we will address in the next section.
C E N T R E D -A N D S TA G G E R E D -G R I D F O U R I E R P S E U D O S P E C T R A L D E R I VAT I V E S
As in Witte & Richards (1990) and Corrêa et al. (2002) , we define the first-order Fourier derivative of a function u(x), discretized over a finite grid of N points, by
where j = √ −1, and x i = i x, i = 0, 1, . . . , N − 1, with x being the sampling interval. The parameter k x in eq. (6) is the discrete wavenumber, given by k x = 2nπ/(N x) for some integer n. For an even N, we can choose −N/2 ≤ n < N/2, where n = −N/2 corresponds to the Nyquist wavenumber. For an odd N, we can choose −N/2 < n < N/2, and in this case the Nyquist wavenumber does not correspond to one of the grid points. The abbreviations DFT and DFT −1 in eq. (6) denote the forward and inverse discrete Fourier transforms, respectively.
The half-grid-spacing phase-shift of the standard Fourier derivative (6) gives the staggered-grid version of the first-order derivative of u(x) (Witte & Richards 1990 ):
where '±' denote the forward and backward differentiations. Compared with the conventional Fourier derivative (6), the staggered-grid Fourier pseudospectral differentiation (7) has an advantage of reducing ripple errors caused by phase jumps at the Nyquist wavenumber. A more detailed analysis for the staggered-grid Fourier pseudospectral method can be found in Corrêa et al. (2002) . The high-order derivatives at mid-points x i ± 1/2 can be calculated by simply changing the differentiation factor −jk x to (−jk x ) m in eq. (7):
for an odd m. When m is even, the mth derivatives at point x i should be calculated by recursively using the forward and backward derivative formula (7) alternatively m/2 times or simply by using the formula:
For the spatial discretization, we approximate the spatial derivatives in eq. (5) by appropriate Fourier derivatives defined above and obtain the following fully discrete scheme for the acoustic wave equations (4): 
where b is the buoyancy, which equals to the reciprocal of the density ρ. When handling the cubic terms in eq. (10), we have made an assumption that the buoyancy b and bulk module κ do not depend or depend weakly on space. This assumption allows us to move b and κ directly out of each Fourier derivative. It simplifies the numerical scheme at the expense of slightly losing accuracies around the locations where the material properties b and κ vary. Despite the assumption, the scheme is still sufficiently accurate when compared with the acoustic wave equation with constant density, which is frequently used in RTM and waveform inversion (Tarantola 1984; Zhang & Zhang 2009 ). Moreover, all the coefficients involved in the terms with the first-order spatial differentiation operators preserve most of the variable information on the material properties, so the treatments for those cubic terms do not affect the accuracy of the entire scheme much.
D I S P E R S I O N R E L AT I O N A N D S TA B I L I T Y C O N D I T I O N
In this section, we study the stability and dispersion relation of scheme (10). As the major interest of this work is to improve the temporal accuracy and stability, we shall not consider the spatial discretizations involved in scheme (10). Then by summing up the implicit split pressure p x and p y we can obtain the following semi-discrete fourth-order scheme:
After appropriate manipulations, we can eliminate two components v x and v y of the particle velocity and leave only pressure p in eq. (11) to obtain the following semi-discrete acoustic wave equation with temporal fourth-order accuracy:
Now we can readily derive the dispersion relation of eq. (12) by simply replacing the pressure p(t) by a homogeneous plane wave solution
where ω is the angular frequency, k x and k y are the wavenumbers in x-and y-directions, respectively, k = k 2 x + k 2 y , and v = √ κ/ρ is the acoustic velocity. Compared with the dispersion relation of the numerical scheme derived by Chen (2009) for the second-order acoustic wave equation, the relation (13) has an advantage in approximating the true velocity for relatively large wavenumbers. Let v = ω/k be the phase velocity, which is determined by eq. (13). Then the normalized phase velocity can be given by
where r = v t/ x is the CFL condition number. Fig. 1 shows the normalized phase velocities with different CFL condition numbers. All normalized phase velocities have about the same accuracy that approaches 1.0 in the region of low wavenumbers. However, it is important to observe that the phase velocities still preserve good accuracy for relatively large wavenumbers, especially for r = 0.3. For the larger CFL condition number r, the dispersion curves deviate very slowly from the exact value as the wavenumber increases.
Using the condition that sin 2 (ω t/2) ≤ 1, we deduce from eq. (13) the following stability condition for eq. (11):
Then we obtain the condition by solving the above inequality: For a model with the uniform grid spacing x = y, we have the Nyquist wavenumbers k x = k y = π/ x. Then using (16), we come to the following explicit stability condition:
This defines a stability region, which is about 2.45 times of that for the second-order PSM, namely r ≤ √ 2/π , and it is also much larger than that of the fourth-order scheme proposed by Chen (2009) . Therefore, we may use larger time steps in numerical simulations with the new scheme when spatial grid sizes are fixed.
P M L B O U N DA RY C O N D I T I O N S
As it is well known, boundary conditions are of great importance to seismic modelling. To accurately simulate seismic waves propagating in an infinite medium, we need to truncate the physical region by means of some damping layers to absorb spurious reflections caused by artificial boundaries. Exponential absorbing boundary conditions have proved to be easy to implement for the first-order acoustic wave equations, but the damping layers must be sufficiently wide to effectively absorb the outgoing waves (e.g. Cerjan et al. 1985) . On the other hand, the PML boundary conditions are more frequently used and allow narrower damping layers to eliminate spurious reflections. Moreover, the PMLs are very simple and easy to implement for the first-order wave equations.
Following the derivations in Collino & Tsogka (2001) , we incorporate the PML boundary conditions in eq. (4) by inserting some terms related to wavefields p, v and the attenuation matrix on the left-hand side of system (4):
where is a diagonal matrix with its diagonal entries ξ x and ξ y , which are attenuation factors and vanish in the non-PML regions. If we expand p and v in time by Taylor series up to the fourth order, as described in Section 2, we can rewrite eq. (18) as follows:
By dropping those cross-terms between A and (resp. B and ) in eq. (19), then moving those terms involving to the left-hand side, we obtain:
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These approximations are reasonable since the elements of vanish in the computational domain, and it does not have much effect on the temporal accuracy by dropping the cross-terms. Now we approximate v(t) by the average of its values at t − t/2 and t + t/2, and p(t + t/2) by the average of its values at t and t + t in eq. (20) to derive the fully discrete scheme with the staggered-grid Fourier derivatives:
where α i and β i (i = x, y) are given by
When ξ x and ξ y are chosen to be 0 in the PML regions, that is, α i = β i = 1, the fully discrete scheme (21) with PML boundary conditions reduces to scheme (10).
N U M E R I C A L E X P E R I M E N T S

Accuracy and convergence
In this section, we present some numerical examples to verify the accuracy of the new scheme (21) for solving the first-order acoustic wave equations (2). For this, we consider a bilayered medium with constant density and two different velocities, which are called model 1 and model 2 below for convenience. The velocity of the first layer is set to be 3000 m s −1 , while the velocities of the second layer are set to be 4000 m s −1 and 6000 m s −1 for models 1 and 2, respectively, where the latter case gives a larger velocity contrast. The computational grid is 256 × 256, with the grid spacings x = y = 10 m for both models. We use a Gaussian wavelet source s(t) = (t − t 0 ) exp[−π 2 f 2 0 (t − t 0 ) 2 ] in our simulations with central frequency f 0 = 20 Hz and time delay t 0 = 1.5 √ 6/(π f 0 ). To ensure that the evaluated phase velocity approximates the true velocity for large wavenumbers, we choose a reasonable time step t = 0.001s. Configurations of the source and receivers can be seen in Fig. 2 . The source is located in the upper layer with a distance of 500 m to the interface. Two receivers are placed in the upper and lower layers: the one in the upper layer is about 500 m away from the source in the horizontal direction; and the other in the lower layer has the same abscissa as the first one but is 500 m below the interface.
Waveforms at two receivers in two different models are shown in Fig. 3 , where the analytic solutions computed using the program codes by Diaz & Ezziani (2010) are plotted for comparisons. One may observe from these figures that the numerical solution matches well with the analytic solution, even at the peaks of the reflection and transmission events. We have used the parameter averaging technique developed by Moczo et al. (2002) to treat the discontinuity across the interface in the simulations, and seen that enlarging the velocity contrast across the medium interface does not cause more numerical errors: the maximum relative errors are respectively 0.58 per cent and 0.13 per cent at Figure 2 . Bilayered medium for models 1 and 2 with source and receiver configuration. The source is located in the upper layer with a distance of 500 m to the interface. Two receivers are placed, respectively, in the upper and lower layers, with one being 500 m away from the source in the horizontal direction and the other in the lower layer having the same abscissa as the first one but 500 m below the interface. points A and B for model 1, while the maximum relative error is still 0.58 per cent at point A, but increases only slightly at point B, about 0.1 per cent more, for model 2.
To better quantify the differences between two waveforms in Fig. 3 that we compared, we now use the locally normalized time-frequency (TF) envelope and phase misfit criteria (Kristeková et al. 2006 (Kristeková et al. , 2009 , denoted respectively by TFEM and TFPM:
where
A(t, f) and φ(t, f) are the envelope and phase of a signal, given by A(t, f) = |W(t, f)| and φ(t, f) = Arg[W(t, f)].
Here W(t, f) can be calculated by wavelet transforms (Kristeková et al. 2006 (Kristeková et al. , 2009 . The subscript 'r' indicates a reference signal, that is, the analytic solution involved in seismic modelling. Fig. 4 shows the TF envelope and phase misfits between the computed and analytic solutions at points A and B in models 1 and 2. We can see that the distribution of nonzero values of TFEM(t, f) in the (t, f) plane corresponds to the differences of two waveforms, and the differences are so small that we can not distinguish the two. However, we can easily recognize from the figure the locations where the envelope of the computed waveform is large or small when compared with that of the analytic solution. The misfits distribute basically around the peaks of the direct and reflected waves. The stronger the heterogeneity is, the larger the misfits are; see To measure the convergence of the proposed fourth-order scheme quantitatively, we use the following root mean square (rms) deviation E of the numerical solution p from the analytic solution p 0 (De Hoop 1960) :
where p(x i , y j , t k ) is the wavefield at grid point (x i , y j ) and time t k . We use three different time steps, that is, t = 0.0005, 0.001 and 0.002 s, to simulate the wavefields in the bilayered model 1. The number of grid points is taken to be 472 × 472, but with extra 20 grid points extended in both x-and y-directions as the PML boundary layer. In the rms deviation error measurement (23) numerical errors computed with three different time steps. We can observe from this figure that the errors decrease as t, which confirms clearly the convergence of the proposed scheme.
Stability and computational costs
In this section, we deliberately design a heterogeneous model containing a salt dome (see Fig. 6 ) to test the stability of the new fourth-order scheme. The velocity of the model ranges from 2500 m s −1 in the top layer to 6500 m s −1 in the bottom layer. The salt dome is upsurging from the bottom and going up to the second layer, with its property slightly assimilated with surrounding media. The model size is selected to be 11775 m × 5375 m and discretized by the cells of equal size 25 m × 25 m. For the sake of convenience in marking events on common shot gathers (CSGs), we denote by the notations L i the interfaces between layers; see Fig. 6 . Fig. 7 shows snapshots of the wavefield at various times calculated with different time steps. As in the previous simulations, a Gaussian wavelet is used here, but with a peak frequency of 25 Hz, which meets the requirement of at least 2 grid points per wavelength for the PSM in the low velocity layer. By calculations, we find the maximum time step for stability is 0.0042 s. So we choose a slightly smaller time step 0.0038 s, considering both the stability and the fact that the impact of the PML terms that were dropped in eq. (21) may not be negligible at the bottom layer with the largest velocity. The result is shown in Fig. 7(a) . In addition, we test the numerical effect with the maximum time step 0.0042 s, and the result is presented in Fig. 7(b) , from which we can see that the scheme becomes unstable at the bottom layer.
In these simulations, 20 grid points were added to the four sides of the model to absorb spurious reflections. Indeed, one can observe the superior boundary attenuation near the bottom boundary, as shown in Fig. 7(a) . The cross-terms dropped in eq. (10) seem to have little effect on the final numerical solution.
In Table 1 , we have also provided a comparison of the computational costs between the standard second-order scheme and the new fourth-order scheme with different time steps. Only three FFTs and four inverse fast Fourier transforms (IFFTs) are needed at each time step for the second-order scheme, whereas three FFTs and ten IFFTs are required for the fourth-order scheme. We can see that the computational time required by the second-order scheme is 29.37s, which is 1.83 times faster than that of the fourth-order scheme when computed with the same time step t = 0.001 s, approximating the theoretical speedup 1.86. The same has been observed when the fourth-order scheme is used with different time steps, especially the scheme with t = 0.0025 s is 1.35 times faster than the second-order scheme with t = 0.001 s. However, we have not compared the second-order scheme with the fourth-order one for larger time steps, since the stability condition is violated for the second-order scheme when the time step t = 0.0025 s is used. This indicates that the new fourth-order scheme can achieve better accuracy without losing its efficiency. Finally, we like to make a comparison between the memories of the classical second-order scheme and the new fourth-order scheme. We recall that N x and N y are the numbers of grid points in the x-and y-directions, respectively. It is easy to see that the fourth-order scheme needs a storage of 6N x N y for the wavefields and their Fourier derivatives, the same as the second-order scheme: four are used to store the wavefields and the other two to store one wavefield's Fourier transform and its corresponding spatial derivative. In comparisons, it requires only a storage of 3N x N y to compute wavefields directly from the second-order wave equation when an optimized memory configuration is applied. However, it is technically much more difficult for spatial discretizations when PML is used, since the original second-order equation becomes a coupled system of three differential equations with auxiliary variables (Grote & Sim 2010) .
Common shot gathers and reverse time migration
Sufficiently accurate waveform data pre-generated by numerical modelling is of great importance for acquisition configuration and RTM. A well-configured array can maximize the valid signals received for a specific event reflected from a geological structure. In Figs 8(a) and (b) we have shown two CSGs generated by our new scheme with the Ricker wavelet source s(t)
2 ] located at (0 m, 50 m) and (4925 m, 50 m), respectively, where the parameters f 0 and t 0 are set to be 15 Hz and 0.078 s. From these figures, we can see clear reflection and transmission waves which are perpendicular to the curved interfaces. Compared with other reflections, the one reflected by L 4m has a relatively larger amplitude because of the high impedance contrast between the two media across the interface. The reflections and multiples coupled with direct waves at long offsets interacting with each other make events in this area difficult to recognize, see the events at 3.0 s and the offset 6 km in Fig. 8(a) . We observe from Fig. 8(a) that all the physically interesting events, such as L 4r , L 5r and their intersections with the salt, are not well separated, except the event L 4m that can be clearly identified. By moving the source by 3925 m away from its first shot location to the centre one can separate those overlaid events in Fig. 8(a) ; see Fig. 8(b) . Because of the shielding effect of the salt dome, it is hard for receivers on the surface to detect the waveforms reflected by the subsalt structures. By increasing offsets along the dip direction, one can extract more detailed geological information, which is significant to geophysical exploration. Next, we compare the previous results obtained by the new method with the ones computed by the spatial fourth-order staggered-grid FDM. The synthetic seismograms generated by the FDM are shown in Figs 8(c) and (d). Clearly, numerical dispersion can be seen near the direct waves and the reflected waves, because there are only 3.3 points per wavelength for the FDM in the first layer of the media. However, this is enough for the staggered-grid Fourier PSM. Excessive dispersion may distort the multiples reflected within the layers, which are important for subsalt imaging.
The CSG data generated by the new temporal fourth-order scheme in Section 5 with the shot spacing of 50 m, the receiver spacing of 25 m and the maximum offset of 11 775 m, are applied next for a RTM. The migrated result is shown in Fig. 9 , from which we can see that the new scheme handles the complex velocity structure well and provides satisfactory delineations at the salt boundaries, especially for the steeply dipping salt flanks and the overturned salt edges. The step-like layered interfaces which are caused by using straight lines to approximate the curved interfaces are also imaged well.
The RTM with t = 0.001 s is also implemented. Before migration, we refine the CSGs with spline interpolation. By backpropagating the wavefields and convolving them with the interpolated wavefields, we finally obtain the migrated results, which are omitted here as it is very similar to that in Fig. 9 . On a cluster of four nodes, the new fourth-order scheme saves about 2.5 hr compared to the second-order scheme which takes about 10 hr. 
C O N C L U S I O N S
In this work, we have proposed a temporal fourth-order scheme for solving the first-order acoustic wave equations in 2-D media. The new scheme relaxes the stability condition and allows a larger time step, and is more efficient and accurate than the classical second-order scheme. To absorb the spurious reflections caused by the artificial boundaries, we incorporate the PML in the first-order equations. The PML attenuates the outgoing waves exponentially and reduces the folding effect of the Fourier transforms used for computing spatial derivatives essentially.
Numerical results for a bilayered model have shown the accuracy and convergence of the new fourth-order scheme. Compared with the standard second-order scheme, the proposed method has a larger stability region and requires less computational efforts when larger time steps are used. The wavefield modelling in heterogeneous media has also demonstrated the flexibility and robustness of the new scheme to handle complex media. The cross-terms that have been dropped in the derivation of the temporal scheme for the PML equations cause little effect on the final numerical accuracy of the scheme. Analyses on snapshots and seismograms at different source locations indicate that accurate wavefields generated by the new scheme can be used to guide the configuration of acquisition. Experiments for RTM have also demonstrated the efficiency and accuracy of the proposed scheme.
The proposed method can be naturally extended to three dimensions, by simply replacing the 2-D discrete Fourier transform by the 3-D one. The new method can also be accelerated. For instance, for the acceleration of modelling and the RTM, we can implement the algorithm on clusters or port the serial CPU codes to GPU or many-core architectures by simply replacing the FFTs by their counterparts.
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