This article studies separating invariants for the ring of multisymmetric polynomials in m sets of n variables over a field K with char(K) = 0 or char(K) > n. We prove that in order to obtain separating sets it is enough to consider polynomials that depend only on ⌊ n 2 ⌋ + 1 sets of these variables. This improves a general result by Domokos about separating invariants. In addition, for n ≤ 4 we explicitly give minimal separating sets (with respect to inclusion) for all m.
Introduction
Multisymmetric polynomials are the generalization of symmetric polynomials in n variables x 1 , . . . , x n to m ≥ 2 sets of n variables. They have been classically studied in characteristic 0 (see Schläfli [19] , Junker [13] , Weyl [21] , and for a historical overview see Domokos [4, Remark 2.6] ). In the setting of invariant theory symmetric polynomials appear as the elements of the invariant ring K[V ] Sn of the standard representation V = K n of the symmetric group S n , where K is a field. Multisymmetric polynomials form the invariant ring K[V m ] Sn , where the action of S n on V is extended to a diagonal action of S n on V m = V ⊕ . . . ⊕ V . The coordinate ring of V m is denoted by K[V m ] = K[ x(j) i | i = 1, . . . , n, j = 1, . . . , m], where x(j) i : V m → K sends (a 1 , . . . , a m ) ∈ V m to the i-th coordinate (a j ) i of a j . An obvious invariant inside K[V m ] is obtained for any m-tuple k = (k 1 , . . . , k m ) ∈ N m , where N is the set of all non-negative integers, by
(1.1) see Domokos [5, Theorem 2.5] . In the case of arbitrary characteristic upper bounds on the degrees of elements of minimal generating sets were studied by Fleischmann [12] , Vaccarino [20] , Domokos [5] , and a minimal generating set was explicitly described by Rydh [18] . While the set (1.3) of generating invariants can not be improved, it is often helpful to consider a set of separating invariants, which can be significantly smaller than (1.3) . In 2002 Derksen and Kemper [1] introduced the notion of separating invariants as a weaker concept than generating invariants. Given a subset S of an invariant ring K[W ] G , we say that elements u, v ∈ W can be separated by S if there exists an invariant f ∈ S with f (u) = f (v). The set S is called separating if any u, v ∈ W that can be separated by K[W ] G can also be separated by S. It is a well-known fact about the invariants of a finite group G that u, v can be separated by K[W ] G if and only if they are not in the same orbit (see [2, Section 2.4] ).
Since the introduction of the notion of separating invariants, many results were found where they behave better than generating invariants. Some properties of separating invariants can be found in the second volume of the book by Derksen and Kemper [2, Section 2.4]. Explicit separating sets and upper degree bounds of separating sets have been calculated for some group actions, see e.g. [3] , [6] , [8] , [9] , [10] , [11] , [14] , [15] , [16] .
In this paper we are interested in multi-homogeneous separating sets of K[V m ] Sn . One way to obtain them is by expanding a separating set of the form (1.2) for K[V m0 ] for some m 0 ≤ m. By this we mean the following. For a positive integer m 0 ≤ m and a set I ⊂ N m0 of m 0 -tuples we define its expansion to a set of m-tuples I [m] ⊂ N m by filling in zeros at all possible places. As an example, for I = {(2, 1)} we have I [3] = {(2, 1, 0), (2, 0, 1), (0, 2, 1)}. The formal definition is I [m] := (k 1 , . . . , k m ) ∈ N m | ∃ (j 1 , . . . , j m0 ) ∈ I and ∃ (i 1 , . . . , i m0 ) ∈ N m0 such that 1 ≤ i 1 < i 2 < . . . < i m0 ≤ m, k i l = j l for l = 1, . . . , m 0 , and k l = 0 for all l / ∈ {i 1 , . . . , i m0 } .
(1.4)
The idea of studying separating sets of vector invariants that depend only on a smaller number of variables was considered by Domokos [4] for an n-dimensional representation W of an arbitrary algebraic group G. Domokos showed that it is enough to consider a separating set of K[W m0 ] for m 0 = 2n, or for m 0 = n + 1 if G is reductive, and expand it to K[W m ] for m ≥ m 0 .
Our main theorem is a strengthening of this result in the case of multisymmetric polynomials to m 0 = ⌊ n 2 ⌋ + 1, where ⌊ n 2 ⌋ denotes the largest integer ≤ n 2 .
Then for all m ≥ m 0 the set S(
Let σ(n) denote the minimal number m 0 such that the expansion of any separating set S(I) with I ⊆ N m0 produces a separating set for K[V m ] Sn for all m ≥ m 0 . Then Theorem 1 can be rephrased as
In Theorem 2 in Section 6 we explicitly give minimal (w.r.t. inclusion) separating sets for n = 2, 3, 4. These sets also show that the upper bound (1.5) is exact for n ≤ 4. For n = 3 and K = C the algebra K[V m ] S3 was studied in details by Domokos and Puskás [7] . This paper is structured as follows. At first we need a few basic results about partitions of the set {1, . . . , n}, which are provided in Section 2. Then we study the transitions from n − 1 to n and from m − 1 and to m in Section 3. The lemmas from Section 3 will be applied in the proofs of Theorems 1 and 2 in Sections 4 and 6. In Section 5 we compare the asymptotic sizes of our multi-homogeneous separating set and the minimal genarating set.
Partitions of the set [n]
Recall that a partition A = {I 1 , . . . , I r } of [n] := {1, . . . , n} is a set of non-empty subsets of [n] with pairwise empty intersections such that I 1 ∪ . . . ∪ I r = [n]. For a partition A of [n] denote by G A the subgroup of G := S n that fixes the sets of A, i.e., G A := {σ ∈ S n | σ(I) = I for all I ∈ A}.
The intersection partition of two partitions A and B of [n] is
Note that ⊓ is an associative operation on the set of all partitions of [n]. For the corresponding subgroups we have
This equivalence relation defines a partition, denoted by Part(a), of the set [n]. In particular, | Part(a)| is the number of distinct coordinates a 1 , . . . , a n of a. The stabilizer of a under the S n -action on V is equal to the subgroup G Part(a) defined above:
Proof. By assumption, there exists σ ∈ S n such that σ(I) = I for all I ∈ A, but σ(J 1 ) = J 1 for some J 1 ∈ B. Hence there exists j ∈ J 1 such that σ(j) / ∈ J 1 . Since A is a partition, there exists I 1 ∈ A with j ∈ I 1 . Similarly, there exists J 2 ∈ B such that σ(j) ∈ J 2 . But also σ(j) ∈ σ(I 1 ) = I 1 , so we have
This shows |A ⊓ B| > |A|.
Next for a partition A of [n] we define
Clearly, if |A| ≥ ⌊ n 2 ⌋ + 1, then min(A) = 1. This will be used in the next lemma.
by Lemma 2.1. Proceeding like this, we see that
Lemmas for reduction
In this section we assume that n ≥ 2. To work with the case of n − 1 we will introduce the following notations. Denote by V = K n−1 the natural representation of S n−1 . For an m-tuple (k 1 , . . . , k m ) ∈ N m we define the S n−1 -invariant f k1,...,km :=
We assign to I ⊂ N m the set of invariants
So the superscript means "the n-th coordinate is missing".
To study the transitions from n − 1 to n and from m − 1 to m, we we will use the following conditions in the formulations of the next lemmas.
• p and q can not be separated by S(J).
Proof. Consider two vectors p = (a 1 , . . . , a m ) ∈ V m and q = (b 1 , . . . , b m ) ∈ V m that can not be separated by S(I). Take an element c ∈ K such that c = (a 1 ) i for 1 ≤ i ≤ n − 1. We extend the vectors a i and b i to vectors in V by adding c in the last coordinate. In this way we obtain
Then for all (k 1 , . . . , k m ) ∈ I we get
So p and q can not be separated by S(I). Since S(I) is separating, there exists an element σ ∈ S n such that σq = p. Comparing the first columns of p and q we see that σ must fix the n-th coordinate, because c = (a 1 ) i for all i. Hence σ(n) = n and σ can be considered as an element of S n−1 . Obviously, we have σ( q) = p. Proof. Delete the last column vector from p and q to obtain
The definition of the expansion implies that for all (k 1 , . . . , k m−1 ) ∈ I we have
Since S(I) is separating, there exists σ ∈ S n such that σq ′ = p ′ . Hence with c = σb m we obtain σq = (a 1 , . . . , a m−1 , c).
We will often apply Lemma 3.3 to replace q ∈ V m by σq. For this purpose we add the following trivial remark. • p and q are in the same S n -orbit;
do not change their validity when replacing p or q (or both) with σp or σq, respectively.
In the next two lemmas we will use the following notation. For an associative binary operation * on a set X and a 1 , . . . , a m ∈ X we write
Lemma 3.5. Assume that Conditions 3.1 hold and that there exist i, j ∈ {1, . . . , m} with i = j such that for the stabilizers in S n we have
Then p and q are in the same S n -orbit.
Proof. Without loss of generality we can assume that i = m − 1 and j = m. Furthermore, after applying Lemma 3.3 and Remark 3.4, we can assume that p = (a 1 , . . . , a m−1 , a m ) and q = (a 1 , . . . , a m−1 , c). Since S(I) is separating, then there exists σ ∈ S n such that σq ′ = p ′ . Then σc = a m and σ ∈ G a1 ∩ . . . ∩ G am−2 .
Consider the reduced vectors
Thus (3.3) implies σ ∈ G am−1 and σq = p follows.
Lemma 3.6. Assume that Conditions 3.1 hold and that there exists l ∈ {1, . . . , n} such that (a 1 ) l = (b 1 ) l , . . . , (a m ) l = (b m ) l . Then p and q are in the same S n -orbit.
Proof. By Remark 3.4 we can apply the transposition τ = (l, n) to both p and q and hence assume that l = n.
Deleting the n-th coordinate of every entry in p and q ∈ V m we obtain p and q ∈ V m . For any (k 1 , . . . , k m ) ∈ J we have:
..,km (p) − (a 1 ) k1 n · . . . · (a m ) km n Since p and q can not be separated by S(J) and since the n-th coordinates of the entries of p and q are the same, we obtain
Thus we have f ( p) = f ( q) for all f ∈ S(J). Since S(J) is separating, there exists a permutation σ ∈ S n−1 such that σ q = p. We can view σ as an element of S n with σ(n) = n. Then we get σq = p, because the n-th coordinates of the entries of q and p are the same.
Lemma 3.7. Assume that Conditions 3.1 hold and let A i denote the partitions
Proof. Without loss of generality we can assume that i = m − 1 and j = m. Furthermore, after applying Lemma 3.3 and Remark 3.4, we can assume that p = (a 1 , . . . , a m−1 , a m ) and q = (a 1 , . . . , a m−1 , c).
We consider the reduced vectors p ′ := (a 1 , . . . , a m−2 , a m ) and q ′ := (a 1 , . . . , a m−2 , c) ∈ V m−1 and conclude as in the proof of Lemma 3.5 that there exists a permutation σ ∈ S n such that σq ′ = p ′ . By (2.1) and (2.2) we have
Hence by (3.4) there exists a position l ∈ {1, . . . , n} such that σ(l) = l. But since σc = a m , this implies c l = (a m ) l and hence the l-th coordinates of the entries of p and q are the same. Lemma 3.6 concludes the proof.
Proof of Theorem 1
Proof of Theorem 1. We use induction on n. For n = 1 we have m 0 = 1 and I ⊆ N such that S(I) ⊆ K[x(1) 1 ] is separating. Consider p = (a 1 , . . . , a m ), q = (b 1 , . . . , b m ) ∈ V m that can not be separated by S(I [m] ). Then for all k 1 ∈ I and for all i ∈ {1, . . . , m} we obtain f k1 (a i ) = f 0,...,0,k1,0,...,0 (p) = f 0,...,0,k1,0,...,0 (q) = f k1 (b i ).
Since S(I) is separating, we get a i = b i for all i, thus p = q. Now assume that n ≥ 2. Since S(I) ⊂ K[V m0 ] Sn is separating, we know by Lemma 3.2 that S(I) is separating for the S n−1 -action on V m0 . Clearly,
so by induction on n we can use Theorem 1 for n − 1. It follows that S(I [m] ) is separating for the S n−1 -action on V m . We split the rest of the proof into two cases.
Case 1: Assume that there exists an i ∈ {1, . . . , m − 1} such that
Then the inclusion (3.3) is valid. It follows from Lemma 3.5 that p and q are in the same S n -orbit.
Case 2: Assume that for all i ∈ {1, . . . , m − 1} we have
We will only use these assumptions for i ≤ m − 2. Since
we can apply Lemma 2.2 to A 1 , . . . , A m−2 and obtain that
Then Lemma 3.7 concludes the proof.
Sizes of generating and separating sets
In this section we compare the asymptotic sizes of multi-homogeneous generating and separating sets when n is fixed and m tends In particular for n ≥ 3, we have
Proof. Since M m corresponds to the set of all m-tuples in N m with the sum of entries between 1 and n, we obtain
Let α k be the number of k-tuples in N k ≥1 with the sum of entries between 1 and n. Then we have
Hence for m > m 0 we get
From these formulas the result follows.
Minimal Separating Sets
This section deals with the question of minimality with respect to inclusion of a separating set of K[V m ] Sn among all separating sets of K[V m ] Sn . At first we show that the method of expansion behaves well in this regard. Then S(I [m] ) is also a minimal separating set.
Proof. For short, in this proof 0 t denotes the tuple (0, . . . , 0) of t zeros.
We need to show that for every f ∈ S(I [m] ) the set S(I [m] )\{f } is not separating. For such an f there exists an m 0 -tuple k = (k 1 , . . . , k m0 ) ∈ I and t 0 , . . . , t m0 ∈ N such that f = f k ′ where k ′ := (0 t0 , k 1 , 0 t1 , . . . , k m0 , 0 tm 0 ). (6.1)
We consider f k ∈ S(I). Since S(I) \ {f k } is not separating by assumption, there exist p = (a 1 , . . . , a m0 ) and q = (b 1 , . . . , b m0 ) ∈ V m0 such that p and q are not in the same S n -orbit, but satisfy g(p) = g(q) for all g ∈ S(I) \ {f k }. Then clearly, p ′ = (0 t0 , a 1 , 0 t1 , . . . , a l , 0 t l ) and q ′ = (0 t0 , b 1 , 0 t1 , . . . , b l , 0 t l ) ∈ V m are also not in the same S n -orbit.
For any f l ′ ∈ S(I [m] ) \ {f k ′ } there are two cases. If the m-tuple l ′ , which defines f l ′ , has a non-zero entry at a position where k ′ has a zero, then we have f l ′ (p ′ ) = 0 = f l ′ (q ′ ). In the other case l ′ is of the form l ′ = (0 t0 , l 1 , 0 t1 , . . . , l m0 , 0 tm 0 ), with l = (l 1 , . . . , l m0 ) ∈ I. Then we get
If l = k, we have f l ∈ S(I) \ {f k } and therefore
In [17, Theorem 2] minimal separating sets for m = 2 and n = 2, 3, 4 were constructed in characteristic 0. Remark 6.2. Theorem 1 and Theorem 2 of [17] remain true in the case of char(K) > n. The proofs are the same except that in the proof of Theorem 2 a new example is needed, namely to show that S \ {f 2,1 } is not separating, consider p = (3, 2, 1, −1, 1, −4, 4, −1), q = (3, 2, 1, −1, −1, 4, −4, 1).
Here we used the notation of the proof of Theorem 2 from [17] .
Using our previous results we extend this to m ≥ 3 in the following theorem. Note in particular, that for n = 4 and m ≥ 3 we can not simply take the expansion of a separating set for m = 2. Proof. The case m = 2 follows from [17, Theorem 2] together with Remark 6.2.
For n = 2 and n = 3 we can take m 0 = 2 in Theorem 1. Since S(I n,2 ) is separating, we have that S(I n,m ) is separating for all m ≥ 3 by Theorem 1. The minimality of S(I n,m ) follows from Lemma 6.1.
Assume n = 4. Let us show that S(I 4,3 ) is separating.
Consider p = (a 1 , a 2 , a 3 ) ∈ V 3 and q ∈ V 3 that can not be separated by S(I 4,3 ). If for some i = j with i, j ∈ {1, 2, 3} we have G ai ⊂ G aj , we can apply Lemma 3.5 to obtain that p and q are in the same S 4 -orbit. Hence we can assume that for all i = j we have G ai ⊂ G aj . Then in particular for all i ∈ {1, 2, 3} we have G ai = S 4 and G ai = {id}. The former means that not all coordinates of a i are equal, while the latter means that not all coordinates of a i are pairwise distinct. Therefore, for the corresponding partition A i := Part(a i ) we know that |A i | ∈ {2, 3} for all i. If min(A i ) = 1 for some i, then we can apply Lemma 3.7 to conclude that p and q are in the same S 4 -orbit. Thus the only remaning case is that for all i ∈ {1, 2, 3} we have |A i | = 2 and min(A i ) = 2. Then for each i the vector a i ∈ K 4 has exactly two pairs of distinct coordinates. After applying some permutation to p and q (see Remark 3.4) we can assume that
The four equations f 0,0,r (p) = f 0,0,r (q) with r = 1, . . . , 4 imply that there exists a permutation σ ∈ S 4 with σc = a 3 . If there exists l ∈ {1, . . . , 4} with c l = (a 3 ) l , then Lemma 3.6 shows that p and q are in the same S 4 -orbit. Hence we can assume that c l = (a 3 ) l for all l. Because of σc = a 3 we have
Since f 1,1,1 belongs to S(I 4,3 ), we obtain: 0 = f 1,1,1 (p) − f 1,1,1 (q) = λ 1 µ 1 (ν 1 − ν 2 ) + λ 1 µ 2 (ν 2 − ν 1 ) + λ 2 µ 1 (ν 2 − ν 1 ) + λ 2 µ 2 (ν 1 − ν 2 ) = (ν 1 − ν 2 )(µ 1 − µ 2 )(λ 1 − λ 2 ); a contradiction. This shows that S(I Here f 1,1,1 (p) = f 1,1,1 (q), but p and q can not be separated by S(I 4,3 ) \ {f 1,1,1 }. So the theorem is proven for n = 4 and m = 3.
Since for n = 4 we can take m 0 = 3 in Theorem 1, the set S(I 4,m ) is separating for all m ≥ 4. The minimality of S(I 4,m ) follows from Lemma 6.1.
Note that we can rewrite the generators of K[V m ] Sn in (1.1) using matrix notation. Namely, for any 1 ≤ j ≤ m let D j denote the diagonal matrix with entries x(j) 1 , . . . , x(j) n . Then f k1,...,km = tr(D k1 1 · · · D km m ). (6.4) Using this notation the minimal separating sets S(I n,m ) can be written as follows: 
