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In this paper we introduce a class of eigenvalues for a family of operators 
depending on a real parameter. For this class of eigenvalues we define a multiplicity 
concept which is the best in local bifurcation theory. In Part II we shall reduce the 
general situation to the one considered here. 0 1988 Academic P~CSS, IW. 
1. INTRODUCTION 
Let 17, V be two real Banach spaces and 
G:RxU-+V 
a nonlinear operator such that 
G(A, 0) = 0 (1.1) 
for 1 in a neighbourhood of I,. 
Our purpose in this paper is to look for nontrivial solutions to the 
equation 
G(A, u) = 0 (1.2) 
bifurcating from (A, U) = (&,, 0). For this, we need to assume that G(il, U) 
can be written as 
G(A, u) = L(l) IA + F(A, u), (1.3) 
where the following conditions on L(A) and F(A, U) are satisfied: 
HLl. L(A): U + V is a family of linear continuous operators between 
U and V such that the mapping 
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from R to L( U, V), is of class C k + ‘, k > 1. Here we denote by L( U, V) the 
space of the linear continuous operators between U and V. 
HL2. L(I,) is a Fredholm operator of index zero. 
HF. F(A, u) is a C*-mapping from a neighbourhood of (A,, 0) in 
R x U into V such that 
F(I, 0) =o, D,F(I, 0) = 0 (1.4) 
for A. near &. 
By the implicit function theorem, a necessary condition for the origin to 
be a bifurcation point of ( 1.2) is 
dim N(L(A,)) = n 3 1. (1.5) 
Krasnoselskij, in [8], gives a first general result related to the stated 
problem. 
If U = V, L(1) = I+ (A - A,) K, K is a compact operator and 
1, # 0 is a characteristic value of K of odd multiplicity; that is, if 
l/1, is an eigenvalue of K of odd algebraic multiplicity, then 
(0,O) is a bifurcation point of (1.2). 
Later, many authors looked for results in this direction. 
In [2], Crandall and Rabinowitz give the following result: 
If dim N(L(&)) = 1 and 
~‘(AJ(~(~(hJ)) @ W(hJ) = K (1.6) 
then (A, U) = (A,, 0) is a bifurcation point for (1.2). 
Here “prime” denotes derivation with respect to the parameter. Westreich 
extended this result in [12] by allowing dim N(L(I,)) to be an odd 
number. 
Suppose now UC V, dim N(L(I,)) = 1, and (1.6) holds, and let a(A) be 
the simple real eigenvalue of the perturbed operator L(A) for I near II,: 
WI 4(J) = a@) cm), O#W)E u, (1.7a) 
a(&) = 0, NU&)) = wnCd(hJl. (1.7b) 
Then, if d(&,) 4 R(L(I,)), condition (1.6) is equivalent to 
a’(&) # 0. (1.8) 
Hence, if G(A, U) = 0 represents the equilibrium solutions of 
du/dr = G( 1, u), (1.9) 
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(1.6) entails a change in the dimension of the unstable manifold of 
(A, u)= (&O) at A=&,. The same situation occurs when dim N(L(&)) is 
odd and (1.6) holds. In fact, condition (1.6) seems to be technical since 
Kielhofer [S] obtained the following result: 
Suppose dim N(L(&)) = 1, #(A,) 4 R(L(A,)), and 
a”‘(i,) = 0, j= O,..., m - 1, (l.lOa) 
lP’( 1,) # 0. (l.lOb) 
Then, if m is odd, (A,, 0) is a bifurcation point for (1.2). 
Independently and in this order of ideas, Magnus defined in [lo] a 
generalized multiplicity of L(I) at A = /1, and proved that odd multiplicity 
entails bifurcation. This result gives the preceding one of Krasnoselskij, as 
well as a global version extending the global theorem of Rabinowitz in 
[ 111. When U = V are finite-dimensional spaces, he shows that odd mul- 
tiplicity implies a change in the sign of det L(1) at 1= 1,. Roughly 
speaking, this change in the sign of det L(A) tells us that an odd number of 
eigenvalues of L(A) (counted with their algebraic multiplicities) are crossing 
the imaginary axis at ,J = I,. Hence, the stability of (1,O) as a stationary 
solution of (1.9) changes at 2 = 1,. 
In general situations, the Magnus concept of multiplicity, as it is 
explained in [lo], is far from transparent [ 10, p. 2561. 
Again independently, Ize in [4] introduced another generalized mul- 
tiplicity of L(1) at I,. As in the work of Magnus, odd multiplicity implies 
that the determinant of the linearized bifurcation equation changes its sign 
when it is evaluated along the trivial solution (1,O). So, as in [lo], the 
homotopy invariance of Brouwer’s degree entails bifurcation. 
Ize gave his concept of multiplicity after applying a Lyapunov-Schmidt 
reduction, so he needed to show the independence of his multiplicity con- 
cept on the choices of the projections used to reduce the original equation. 
More recently, Kielhgfer [6, 73 introduced the notion of a crossing num- 
ber of L(A) at II,,, proving that odd crossing numbers imply bifurcation. 
The crossing number is given by L(1) itself, therefore it is independent of 
any finite-dimensional reduction. But, except for the case when U= V are 
finite-dimensional spaces, Kielhofer did not show the relation between its 
crossing number and the generalized multiplicities of Ize and Magnus. 
Moreover, as in the case of Ize and Magnus, the explicit calculation of the 
crossing number can be very difficult. In fact, in the case of a simple eigen- 
value, he did not prove that the number m in (1.10) coincides with the 
generalized Magnus multiplicity [S, p. 420; 6, p. 1063. 
Briefly, except for the situations of Krasnoselskij [8], Crandall and 
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Rabinowitz [2] and Westreich [12], all these notions of multiplicity are 
not sufficiently transparent because: 
(i) They do not show which intrinsic properties of L(I) entail an 
odd or an even multiplicity. 
(ii) They are rather general but very difficult to be calculated in 
applications. 
(iii) Their relations are not sufficiently studied. 
Moreover, in all cases there are “particular” counterexamples when the 
multiplicity is an even number. We say “particular” because they consist in 
concrete equations. In this direction, the best multiplicity concept would be 
one that would enables us to prove the following optimal result: 
Odd multiplicity entails bifurcation and, if the multiplicity is 
even, it is possible to find F(A, u) such that the only solutions to 
(1.2) in a neighbourhood of (A,, 0) are the trivial ones. 
In this paper, under a suitable nondegeneracy condition extending (1.6) 
we define a concept of multiplicity depending only on L’(A,), L”(&),,.., 
L@‘(&), which is optimal in the above sense. 
Concretely, we say that A, is a k-generic eigenvalue of L(A) if HLl, HL2 
and the following relations are satisfied: 
& L”‘(~,)(N(L(~,))n...n7(L”-‘)(I,)))OR(L(~,))= V. (1.11) 
j=l 
If 
nj= dim L(j’(IZ,)(N(L(il,)) n ... n N(L(j-“(A,,))), (1.12) 
we shall call the number 
x = i jnj (1.13) 
j= 1 
the multiplicity of L(A) at A,. Under condition (1.1 1 ), we obtain in this 
paper the following results: 
(i) x is odd if and only if for all F(Iz, u) satisfying HF, (A, u) = 
(A,, 0) is a bifurcation point for (1.2). 
(ii) x coincides with the multiplicity defined by Magnus in [lo]. 
Therefore it is possible to give global results. Observe that in [lo] no 
reference to generic situations appears. 
(iii) The number m in (1.10) coincides with x, so the remark in 
[S, p. 4201 is proved assuming I, to be a k-generic eigenvalue of L(I). 
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We do not prove here that our multiplicity coincides with the crossing 
number (mod 2) defined by Kielhijfer in [6] and with the multiplicity 
defined by Ize in [4]. However, by (i), an odd crossing number or an odd 
Ize multiplicity forces x to be odd. All these multiplicity concepts always 
coincide in the finite-dimensional case (see [6]). 
Let us observe that when x is even our results tell us that it is necessary 
to go to the full equation (1.2) in order to obtain necessary conditions for 
bifurcation. In fact, as we shall see in the proof of (i) the terms of order 
three in u of F(;(n, U) are “bad terms” to obtain bifurcation. However, the 
second order terms of F(J, U) are “good terms” to obtain bifurcation (see 
C91). 
This paper is organized as follows: In Section 2 we define our mul- 
tiplicity and establish the main result, (i). In Section 3 we prove that our 
multiplicity coincides with the one defined by Magnus in [lo]. In Section 4 
we prove that the number m in (1.10) coincides with x. In Section 5 we 
prove the result in Section 2. Finally, in Section 6, we give some 
applications. 
In [3] the main result in this paper was communicated. 
2. CONCEPT OF MULTIPLICITY AND THE MAIN RESULT 
Hereafter, to simplify the notation, we shall denote 
L, = (l/j!) L(i)(&), j = O,..., k. (2.1) 
With this notation, Eq. (1.2) becomes 
L,u+(~-~,)L,u+...+(~-~,)kLkU+Rk(;l)U+F(~,U)=O, (2.2) 
where &(A) = 0((1- &)k + ‘) is a linear continuous operator. 
DEFINITION 2.1. We say that 1, is a k-generic eigenoalue of L(I), k > 1, 
zf the following conditions are satisfied: 
dim N(L(I,)) = n 3 1; 
6 WWo) n . ..nN(Lj+.))@R(L,)= I’. 
j=l 
(2.3) 
(2.4) 
Remark 2.1. In [2, 121, the condition (2.4) is substituted by 
L,(N(L,)) CD W,) = I’. (2.5) 
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Since L,, is a Fredholm operator of index zero, condition (2.5) entails 
NJ% n W,) = span COI, 
hence (2.4) is more general than (2.5). In fact, k-genericity implies (k + l)- 
genericity and the genericity of Crandall and Rabinowitz is our 
1-genericity. 
DEFINITION 2.2. If A, is a k-generic eigenvalue of L(A), we shall call the 
number 
X= i jnj, (2.6) 
j=l 
the multiplicity of L(I) at A,, where 
nj=dimLj(N(LO)n...nN(Lj-,)) 
for j= l,..., k. 
(2.7) 
Remark 2.2. Observe that 
x= i n,(mod2). (2.8) 
j= I 
j odd 
So, in particular, if A,, is a k-generic eigenvalue of L(1), k 2 2, and it is not 
a (k - 1)-generic eigenvalue of L(I), it is possible for dim N(L,) to be even 
and 1 odd. 
Now, with the above notations, we obtain the following result: 
THEOREM 2.1. The following conditions are equivalent: 
Cl x is an odd number; 
C2 For all F(1, u) satisfying HF, (A,, 0) is a bifurcation point of the 
equation (2.2). 
In following section, allowing A,, to be a k-generic eigenvalue of L(i), we 
shall prove that our concept of multiplicity is the same that defined by 
Magnus in [lo]. So, Cl 3 C2 follows from Theorem 2.2. in [lo] and our 
local bifurcation result admits a global version, too. For more details in 
this direction we refer to Section 4 in [lo]. 
However, as we shall see in Section 5, the proof we use for Cl + C2 is 
strongly dependent on (2.4) and gives us the key to show the optimality of 
this multiplicity, that is, for proving C2 =G- Cl. 
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3. COMPARISON WITH THE MAGNUS MULTIPLICITY 
In this section we prove that, under condition (1.11) (or (2.4)), the mul- 
tiplicity defined here and that defined by Magnus in [lo] coincide. First, 
we shall introduce the notation and definitions of Magnus for showing 
later the equivalence between both multiplicities. 
In order to use the same notation as Magnus, we suppose w.1.o.g. that 
i, = 0. Moreover, since L, is a Fredholm operator of index zero and the 
mapping A+ L(i) is smooth enough, we can define p[L; 01, which is a 
finite number because of condition (1.11). 
For that, given L(A), one constructs a series of families Ai in the 
following way: 
(i) A,(i) = L(A). 
(ii) If Ai has been constructed, we consider a projection 17, in U 
whose range is N(A,(O)). Then, A ~ ‘Ai ni converges in L( U, V) as I + 0. 
We put 
Ai+ ,(A) = A-‘A,(A)(ZZ,+ A(Z- ZZ,)), if A# 0 
Ai+ ,(O) =Ai(0) + lim A-‘Ai(A) 17, 
1 - 0 
and we set p[,!,; 0] =C,Eodim N(A,(O)) (in fact, in this case is a finite 
sum). 
Remark 3.1. It holds that 
Ai = riL(n) P,(A)-.. Pi- l(n), (3.1) 
where we put Pi(A) = ZZ, + A(Z- 17,). 
We shall need the following technical lemma: 
LEMMA 3.1. N(A,(O)) = N(L,) n *.. n N(L,) for i = O,..., k, where 
Li = (l/i!) L”‘(O). Moreover, Ai is an isomorphism if and only if 
LilN(Lg)n.. ~N(L,-I) 
is an isomorphism. 
Proof. We shall use the induction method: 
For i = 0 it is evident. Let us assume the result is true for i < j with j < k. 
Then, we have 
WA,(O)) = w%(O)), n,n,=n,, (z-zz,)z7,=o, (3.2) 
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for 1~ r G/C. In this case we can write 
PO(A)**‘Pj-l(A) 
=nqz-z7,)+nj-1z7o(z-z7,)+-~+nnj~,(z-z7j-,)+z7j-,, 
so by putting 
we obtain 
A@)=PL(L) P,(I)...Pj-,(I) 
=Lo(z-no)+L,zzo(z-nl)+~*~+Lj-,nj~,(z-nj-l) 
+ Ljnj- I+ O(l)* 
From this, it is easy to see that N(Ai(0))c N(A,- i(0)). Indeed, let 
u E N(A,(O)), then A,(O) u = 0, and because of condition (1.11) we get 
L,(Z- z7,) u = 0, 
L, II,(Z- n,) u = 0, 
. . . 
So, we deduce that niu = u for i <j- 1 and 
UEN(Aj-l(0))nN(&j). 
Moreover, if u E N( L,) n . . * nN(L,), then Z7,u=ufor i<j-1 and we have 
Aj(0)u=Lju=O, 
which shows the lemma. 
Now, we are able to show the following result: 
LEMMA 3.2. Under the above hypotheses and notations, we have the 
equality 
AL; 01 =x. 
Proof: It is well known from linear algebra that 
dim N(Ai(0)) = dim Lj+ rN(Ai(0)) + dim @‘(Ai( n N(L,+ 1)) 
=dim Li+,N(Ai(O))+dim N(A,+i(O)). 
505/71/l-6 
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Moreover, N(A,(O)) = span [0] for r 2 k. Then we have 
k-1 
p[L; 0] = 1 dim N(A,(O)) 
i=O 
k-1 k-l 
= 1 dim Li+,N(Ai(0))+ C dim N(A,+r(O)) 
i=O i=o 
= i dim L,N(A,- I(O)) + ‘2’ dim N(A;(O)) 
i= 1 i= I 
=dimL,N(L,)+2 i dimLiN(Ai~,(0))+k~ldimN(Ai(O)) 
i=2 i=2 
=...= i idimL,N(A,-r(O)) 
i= I 
= i idimLi(N(Lo)n...nN(L,_,)) 
i= I 
= x. 
4. DEGENERATE BIFURCATION AT A SIMPLE EIGENVALUE 
We shall assume in this section the following conditions are satisfied: 
UC v, NLo) = span C41, 4 4 R(Lo). (4.1) 
Then, we can consider a(A) the simple real eigenvalue of the perturbed 
operator L(1) for A near 1,: 
L(l) d(n) = 4) 4(n), O#$w)E u, (4.2a) 
fP(no) = 4, 4Jo) = 0, (4.2b) 
and we obtain the following result: 
LEMMA 4.1. If A., is a k-generic eigenvalue of L(A) and it is not a (k - l)- 
generic eigenvalue of L(A), then 
a”‘(l,) = 0, j=O, l,..., k- 1, dk’(Ao) # 0. (4.3) 
Proof Differentiating with respect to 1 in (4.2a) and putting ;1= A0 
yields 
i 
=o WI=0 
I, L”-“‘(lo) pqn,) = i j a”+“‘(A,) @“‘(no), (4.4) 
‘0 m=O m 
for each j= l,..., k. 
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For j = 1, (4.4) yields 
So, since 4 $ R(L,), we have 
L,q5=Ooa’(&)=O. 
Moreover, if L, 4 = 0, then LO&(&) = 0 and therefore 
c = constant. 
Thus, if L, d = 0, L, d’(I,) = 0 and (4.4) for j = 2 gives us 
L”( A,) $4 + L( A,) qY’( JO) = a”( A,) fj. 
Following the above argument recursively, we prove the lemma. 
Observe that this result tells us that, if x is the multiplicity of 1, as a 
k-generic eigenvalue of L(l), then 
a’“(&) = 0, j = o,..., 2 - 1) &‘(I,) # 0. 
Therefore, by using our Lemma 3.2, the remark of Kielhofer in [S, p. 4201 
is proved. 
5. PROOF OF THEOREM 2.1 
We proceed to prove the theorem in several steps. Steps A and B deal 
with a decomposition of U and V in direct sum of subspaces and a trans- 
formation of Eq. (2.2) to a system. Step C deals with some results in the 
finite-dimensional case. Finally, in step D, we end the proof of Theorem 2.1. 
by an application of a Lyapunov-Schmidt reduction using the results in 
step C. 
A. Decomposition of U, V. Let Z be a subspace in U such that 
U=N(L,)@Z (5-l) 
and consider Xi such that 
N(L,)n...nN(L,_,)=X,O(N(L,)n...nN(L,)) (5.2) 
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for i= l,..., k. Then, since A, is a k-generic eigenvalue of t(;l) and Lo is a 
Fredholm operator of index zero, we have 
u= & X;@Z 
i= I 
v= 6 L,(X,) 0 R(L,) 
i= I 
in such a way that 
L,: z + R(L,) 
Li: Xi + L,(X,), i = l,..., k 
are isomorphisms and 
x,c N(Li)t i<j. 
Let us consider now continuous projections 
along & L,(X,), 
i= I 
Qr: I’+ LV’,), along & Li( Xi) 0 R( L()), 
for r = l,..., k, and 
i= I 
i#r 
P,: u+ z, along & X,, 
I=1 
P,: u--+x,, along & X,OZ, 
i= I 
i#r 
for r = l,..., k. 
(5.3a) 
(5.3b) 
(5.4a) 
(5.4b) 
(5.5) 
(5.6a) 
(5.6b) 
(5.7a) 
(5.7b) 
B. Transformation of Eq. (2.2). To simplify the notation, we shall assume 
&, = 0. Then, calling 
z= Poll, xi = Pi& i = I,..., k (5.8) 
and using (5.5) we obtain that the equaton (2.2) can be written as 
L, z+ 2 x. + i I’L. ( i=, t) ,=, ,(z~~,xi)+R*(~)(z+~,Xi)+‘(‘~U)=O 
(5.9) 
OPTIMAL MULTIPLICITY, I 
or equivalently 
(~~~j~j)z+~~(~i~jL,)xi+R,(n)(z+~~xi)+F~~u)=o. 
Now, this equation is equivalent to the system 
k-l 
(Qo& + o(n)) Z + C Ai+l(QoLi+ I + o(n)) Xi 
i= I 
+o(ttk+')X,+Q$(~, U)=o, 
k-l 
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(5.10) 
(5.1 la) 
O(A) Z+A’(Q,L,+ O(A)) X,+ 1 Aj+‘(Q,Li+ I+ O(A)) Xi+ O(Akt ‘) xk 
i= I 
i#r 
+ QJ(k u) = 0, r = l,..., k - 1, (5.11b,) 
k-l 
O(A) 2-k Ak(QJk + O(i)) xk + C Js+‘(QkLi+ 1-k O(k)) xi 
i=l 
+Q,F(A, U)=o. (511c) 
We have written O(A) in the above equations to represent linear con- 
tinuous operators depending on I, whose explicit expression is not relevant. 
The equations in (5.11) can still be simplified by using the fact that 
Pi( Q;&) - ’ : Li(Xi) -, Xi 
are isomorphisms. In fact, we have that the system (5.11) amounts to a 
system of the form 
k-l 
(z+o(A))z+ 1 Ai+’ (~+o(n))xj+o(nk+‘)xk+&(n, u)=o, (5.12a) 
i= 1 
k-l 
O(1) z + nr(z+ O(A)) x, + 1 Ai+ yq + O(l)) xi 
i= 1 
i#r 
+O(~k+l)Xk+~~(~,u)=O, r = l,..., k - 1, (5.12b,) 
k-l 
where .I{ (i = l,..., k - 1, j = 0 ,..., k) stands for a linear continuous operator 
defined from Xi to Xj (to 2, if j = 0), which is not necessary to explain, the 
symbols O(A) are as above and Fi(l, U) (i= O,..., k) are given by 
Fi(A, u) = Pi(QiLi)-’ QJ(I, u). 
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C. Finite-Dimensional Results. Now, we state two kinds of results. 
When x is an odd number, we shall use the following result contained in 
[l, Theorem 7.11: 
LEMMA 5.1. Suppose 52 c R x Iw” is an open neighbourhood of (A,, 0), 
F: Q -+ Iw” 
F(k 0) = B,(I) u + F,(A v), 
where v E W, B,(A) is an n x n, C”, m > 2, matrix function of R, F, is a C” 
vector function of A, v 
f’,(A 0) = 0, D,F,(A, 0) = 0. 
If A0 E Iw is such that 
~(Bcd&J) = lo> 
det Be(A) changes ign at A= A,,, 
then (A,, 0) is a bifurcation point for the equation 
F(A, v)=O. 
When x is an even number, we obtain the following result: 
LEMMA 5.2. Suppose A,, is a k-generic eigenvalue of L(A), x is even and 
z = 0 in (5.12). Then we can choose functions F, ,..., & in such a way that 
system (5.12b,.), (5.12~) only has the solution (A, O,..., 0). 
Proof: System (5.12b,), (5.12~) with z= 0 can be written as 
I 
=o. (5.13) 
Calling B(I) the matrix in (5.13), then B(A) = Z+ O(A) is invertible for R 
near zero, so the system (5.13) is equivalent to 
(5.14) 
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Obviously, given functions dj: Xj + X,,j= l,..., k, then it is possible to 
find F,(A, xi) ,..., F,JA, xi) such that 
-B(l)-’ ; 
I Fk(n, xi) 
Thus, (5.14) is equivalent to 
1 jXj = dj (Xj), j = l,..., k. (5.15) 
To end the proof, let us choose 4, ,..., dk for which the equations (5.15) 
have only the solution xi = 0 for j = l,..., k. 
Since we are working in a finite-dimensional space, we can write the 
equations in coordinates. Let 
(Xj.1 V...Y Xj.n,) 
be the coordinates of xj, j= l,..., k. 
The set of integers K= {l,..., k} can be decomposed in three subsets: 
M={i~KIiiseven}, 
N=(i~KIiisoddandn~iseven}, 
S= {iEKIiisoddandniisodd}. 
Since x is even, it is obvious that the cardinal of S has to be even. So we 
can suppose that its elements are grouped by pairs. 
Now, we shall construct 4j(xj) for j in each case. 
1. Let j E M. Then, if we put 
(t = transposition), 
the equations for Xj are 
nix,,, =- xJr for r = l,..., n, 
and, since j is even, we have x~,~ = 0 for r = l,..., j. Hence, xi = 0, jE M. 
2. Let je N. Then nj is even and choosing 
4j(xj) = (X229 -x:1 P..., x:“,l OX;,- I)‘, 
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the equations for x, are 
PXi3’=X;tr+1, 
hi,,+, = -x;,, for r= l,..., n,-1. 
Thus, ,I’x~,~ .x~,~+ I = x,4,+, = -x$ and so xi = 0, j E N. 
3. Let j, i be a pair of elements of S, i>j. Then choosing 
di(Xi) = (x:, 9 - x:,,..., xi3,,, - 1, - $, - 2, $J’, 
djtxj) = txi27 -x:l 9...2 x;,j,- 19 -xz,t,-*, -X:Q)‘T 
the equations for xi, xi are 
AiXi3, = x;r + , ) AiXi,/ + , = -x;, for r = l,..., ni- 2, 
~iXi.,=X:,~,,,ixl.r+,= -x$ for r = l,..., ni - 2, 
A’xi,n, = Xj+n,> L’xi.lr, = - xj+,,,. 
As in case 2, we obtain 
(5.16) 
Xi,r = O, xi,y = 0 
for r = l,..., n, - 1 and q = l,..., ni - 1. Finally, from (5.16), we obtain 
;ltx. l.)l, x. 13, =x? = -;1i-ix4 M, 1,,1, 
and, since i-j is even, this relation yields 
Xi,,l, = 0, Xi.n, = 0. 
So, xi = 0, xi = 0 for each pair i, j E S. 
Hence, Lemma 5.2. is proved. 
D. End of the proof: Cl * C2. Let us call H(1, x, ,..., xk, z) the left- 
hand side of equation (5.12a). Then H defines a (?-mapping 
H:RxX,x . ..xx.xz-,z, 
which satisfies 
H(0 ,..., 0) = 0, D;H(O ,..., 0) = I, (the identity map in Z). 
So, by the implicit function theorem, there exist a neighbourhood B, of 
zero in Z, a neighbourhood B, of zero in 
lRxx,x...xx, 
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and a unique function 5 : B, --) BZ of class two such that 
H(k XI ,.--, xk, t(k x1 ,..., xk)) = 0, (A, XI ,..., Xk) E B,. 
Moreover, since H(I, O,..., 0) = 0 for I small enough, we obtain 
((2, o,..., 0) = 0 for 3, small enough. 
Furthermore, by differentiating the equation (5.12a), we get 
&,a%.., 0) = 0, i = l,..., k, 
DL.r,5(o,..., 0) = 0, i = l,..., k. 
Hence, by substituting 5 in the equations (5.12b,), (5.12c), we obtain the 
finite-dimensional system XI A@) i [ 1 +F=o, xk 
where 
We have 
det(A(1)) = +Jx( 1 + O(n)), 
so, we are able to apply Lemma 5.1. to obtain the result. 
C2 * Cl. Let us assume 1 even and let us prove that there exist FO, 
F , ,..., Fk in such a way that the only solution to (5.12) be the trivial one. 
For this, we shall construct a family of operators 
Mi(n): xi-b z, i = l,..., k 
in order to eliminate the variables xi in the equation (5.12a). Concretely we 
shall use the following result: 
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LEMMA 5.3. There exist Mi(A): Xi + Z, i= l,..., k, such that the follow- 
ing relations are satisfied: 
Ai+ lP,(Jy + O(A)) xi = kfi(A) /%‘(I+ O(A)) xj 
+ i Mj(~)/v+‘(Jj+O(R))xi, 
j=l 
i#i 
(5.17a) 
for i= l,..., k - 1, 
k-l 
P,,O(~k+‘)x&=it’f&(~) d”(l+o(n))x,+ c hfj(,?) o(lk+‘)x& (5.17b) 
j= I 
and 
MU) = o(n), i=l k. ,...> 
Proof Relations (5.17) can be written as 
The lemma follows from the invertibility of the matrix in this system. 
Now, if we “multiply” the equation (5.12b,) by M,(i) for each 
r = l,..., k- 1 and (5.12~) by M&(A), and we substract the sum of all them 
from the equation (5.12a), we obtain an equation such as the following 
one: 
z+O(A)z+Fo- i Mi(n)Fi(ll,U)=O. (5.18) 
i=l 
Now, choosing Fi, i = l,..., k, as in Lemma 5.2. and considering 
Fo= $ W(A) Pi, 
i= 1 
the equation (5.18) becomes 
z + O(A) z = 0. 
By substituting z=O in (5.12b,), (5.12~) we end the proof of the 
Theorem 2.1. 
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6. EXAMPLES 
EXAMPLE 6.1. We consider the following ordinary nonlinear 
Sturm-Liouville problem: 
Lou + f l’LjU +f(A, 24, u’, u”) = 0, 
j=l 
u(0) = U(7c) = 0; 
(6.la) 
(6.lb) 
This problem was studied by Kielhofer in [S], taking 
L,u = UN + u, (6.2a) 
Liu = a#’ + bju’ + cju, j= l,..., k (6.2b) 
and 
f(A, u, u’, u”) = O(P+ ‘)[ u, u’, u”], + (1 + o(A))[u, u’, ~“1~ (6.3) 
smooth enough. Here we denote by [u, u’, ~“1~ the terms of order i in 
(u, u’, u”). 
We shall consider the above operators defined on 
u= (uEC*(0,7r)/u(O)=u(n)=O} 
with values in V= C(0, rc). Then we have 
N( L,) = span [sin t], (6.4a) 
(6.4b) 
L,i sin t = (ci - aj) sin t + bj cos t, j = l,..., k, (6.5) 
and, by application of Theorem 2.1, we obtain the following result: 
THEOREM 6.1. Zf c, -a, # 0 or 
~,-a,=... =ch--l-ah-,=O, 
b,=... =bhpl =O, 
ch-ah#O, 
(6.6a) 
(6.6b) 
(6.6c) 
for 2 <h <k odd, then (A, u) = (0,O) is a bifurcation point for (6.1). 
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Let us observe that the linear part of (6.1) does not gives us any infor- 
mation if, for instance, 
and 
c, ---a, =o (6.7) 
h: + (c* - a# # 0. (6.8) 
In fact, if b, =0 and cl-a2#0, then L, sin t=O and 
span [ L2 sin t] @ R( L,,) = V. 
So, Theorem 2.1 tells us that there existsf(l, U, u’, u”) (a cubic polynomial 
in (u, u’, u”)) such that the only solutions to (6.1) near (A, U) = (0,O) are 
the trivial ones. However, the second order terms in (u, u’, u”) are “good 
terms” to obtain bifurcation (see [9] for details in this direction). 
Observe that, if bj= 0 for all j, then we obtain the same result as 
Kielhofer in [S] . But Kielhiifer needed to compute the eigenvalue pertur- 
bation. In this example this computation is very easy but in other 
situations it can be very difficult. 
EXAMPLE 6.2. Let us consider now the following nonlinear fourth order 
problem: 
Lou+ i A’L,u+f(A, u, u’, ZC, ZP, u”“) =o, (6.9a) 
i= I 
u’(0) = u’(n) = u”‘(0) = u’,‘(n) = 0, 
(6.9b) 
where 
L,u = u”” + 524” + 4u, 
Lju = up”” + b,u’” + cju” + dju’ + eju, 
(6.10a) 
(6.10b) 
and 
f( 1, 24, u’, u”, u”‘, u”“) 
= O(P + ‘)[u, u’, u”, u”‘, u”“], 
+ (1 + o(n))[u, u’, 24”, U”‘, U”“& (6.11) 
is smooth enough. Here we have denotes by [u, u’, u”, u”‘, ~““‘1~ the terms 
of order i in (u, u’, u”, u”‘, u”“). 
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We shall consider the above operators defined on 
u = {u E C4(0, n)/u’(O) = u’(n) = u”‘(0) =u”‘(7c) = O} 
with values in I/= C(0, n). Then 
IV(&) = span [cos 2, cos 2t] (6.12) 
and, since Lo is a selfadjoint operator, the Fredholm theory assures us that 
tdt=~~u(t)cos2tdt==O}. (6.13) 
We have 
Lj cos t = (aj - cj + e,j) cos t + (bj - dj) sen t, 
Lj COS 2t = ( 16q.j - 4~~ + e,i) COS 2t + ( 8qi - 2dj) sen 2t, 
for j = l,..., k. 
(6.14a) 
(6.14b) 
By application of Theorem 2.1, we obtain the following result related to 
problem (6.1): 
THEOREM 6.2. If any of the following conditions is satisfied, then 
(A, u) = (0,O) is a bifurcation point for (6.1). 
Cl. There exists p even, 2 <p < k, such that 
(a,-c,+e,)‘+(b,-d,)*#O, 
16a, - 4ci + ei = 8bi - 2d, = 0, ldi<p-1, 
(16a, - 4c, + eP)* + (8b, - 2d,)* # 0. 
C2. There exists q even, 2 <q < k such that 
(16a,-4c,+e,)2+(8b,-2d1)2#0, 
ai-ci+ei=b,-d,=O, lGi<q-1, 
(aq - c, + e,,)’ + (b, - d,)* # 0. 
C3. There exist p, q quch that 2 <p < k, 2 < q < k, p + q is odd and 
ai-ci+ei=bi-di=O, ldi<p-1, 
16a, - 4ci + e, = 86, - 2di = 0, l<idq-1, 
(ap - cp + ep)* + (b, - d,)’ # 0, 
(16a,-4c,+e,)*+(8b,-2d,)*#O. 
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ProoJ Suppose Cl is satisfied. Then 
L,cost=(a,-c,+e,)cost+(b,-d,)sent$R(L,), 
Li cos 2t = 0, l<i<p-1, 
L, cos 2t = (16a, - 4c, + eP) cos 2t + (8b, - 24,) sen 2t 4 R(L,) 
and 1 +p is odd. So, we obtain that the origin is a bifurcation point for 
(6.9). 
As in the first example, if the hypotheses in Theorem 6.2 are not fulfilled, 
it is necessary to go to the nonlinear terms in order to obtain bifurcation. 
Remark 6.1. Observe that the results in both examples are very similar 
although for that in the second one we have a two-dimensional nullspace. 
The technical tool of Kielhofer [S] cannot be applied to Example 2. 
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