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Abstract 
We consider a class of storage models with finite or infinite capacities where input processes 
are pure jump processes having state-dependent Leavy measures. Conditions under which such 
storage models are approximated by reflecting or sticky diffusions or more generally Markov 
processes with Levy generators having nondegenerate diffusion coefficients are given. 
Key words: Storage processes; reflecting or sticky Markov processes; state-dependent Levy 
measures 
1. Introduction 
Let us consider a storage model which has a finite or infinite capacity, and suppose 
that the storage level X(t) at time t behaves according to the following Skorohod 
equation: 
X(t) = X(0) - 
s 
* r(X(s))ds + A(t) - t(t), (1.1) 
0 
where X(t) takes values in the set [0, K] = {x; 0 I x I K} with K being the capacity 
(possibly K = co). The function r(a) is measurable, nonnegative and r(0) = 0. The 
process A(t) is an increasing pure jump process which is considered to be an input 
process to the storage. (Throughout the paper, “increasing” means “nondecreasing”.) 
t(t) is an increasing process with t(O) = 0, and increases only when X(t) is at K. Thus 
g(t) plays a role to prevent the process X(t) from being beyond (caused by jumps of 
A(t)) the capacity K. (t(t) is expressed as c(t) = 1, ~ t (X(s-) + AA(s) - K) where 
AA(s) = A(s) - A@-). (But this expression will not be used in the sequel.) Note that if 
K = co, t(t) does not appear in (1.1). Let N(ds du) be the random measure induced by 
A(t), and hence A(t) = ji 1, uN(dsdu) where U = {u; u > O}. In this paper we assume 
that N(ds du) has the compensator of the form fi(dsdu) = dsdv(u 1 X(s)), which 
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roughly speaking means that jumping rate and conditional distribution of jump sizes 
at time s depends on the state X(s). The measure dv(u 1 x) is a transition kernel and is 
called a Levy kernel. In the typical model for which A(t) is a compound Poisson 
process, dv(u 1 x) = 2 dF(u) where A is the intensity for the occurrence of jumps and 
F(u) is the distribution of jump sizes, and hence dv(u ( x) is not dependent on the state 
x (for this model, see Cinlar and Pinsky (1972)). 
The purpose of this paper is to give conditions on r( -) and dv(u 1 x) under which the 
process X(t) is approximated by other processes such as reflecting or sticky diffusions 
or more generally Markov processes with Levy generators having nondegenerate 
diffusion coefficients. To handle this problem in an appropriate way, it is convenient 
to consider a sequence of storage processes X,(t), n 2 1, instead of a single process 
X(t) (and hence all other quantities in (1.1) are also indexed by n). Our problem is then 
to find limit processes of X,(t) as n tends to infinity under suitable conditions. The 
approach for this depends on how we characterize the possible limit processes, say, 
Markov processes with Levy generators mentioned above. Here they are character- 
ized as semimartingales which are solutions of Skorohod equations, and then we seek 
conditions under which characteristics of X,(t) defined appropriately converge to 
those of the limit processes as semimartingales (see Jacod and Shiryaev, 1987, Section 
11.2a) for the definition of characteristics of semimartingales). Harrison and Lemoine 
(1981) considered a special case of our model where the capacity K is infinite, r,( .) is 
constant, and the Levy kernel dv,(u ( x) is not dependent on the state x except at 0. 
They showed that if the behavior of the Levy kernel at zero, say dv,(u IO), becomes 
different from that of the Levy kernel at a point other than 0 as n tends to infinity, the 
limit process of X,(t) is a sticky Brownian motion under suitable conditions. We will 
show that for our general model similar situation occurs and the limiting process will 
be reflecting or sticky according to the behavior of the Levy kernel at zero. In 
Harrison and Lemoine (1981), the storage model is constructed by a time change from 
the ordinal storage model in which the Levy kernel dv,(u I x) is not dependent on x, 
and hence the model is special and the discussion in Harrison and Lemoine (1981) 
cannot be directly applied to our general model. However, the behavior of the 
occupation time during which the storage process spends in the inside region, i.e., 
D = (0, K), plays an important role in our discussion as in Harrison and Lemoine (see 
Lemma 2), and to investigate the behavior of the content process and of the Levy 
measure obtained from the time change using this occupation time in D constitutes 
the main part of the proof of our results. A sticky Brownian motion also appears in 
Amir (1991) as the limit of “sticky” random walks which are obtained from ordinal 
random walks by a time change as in Harrison and Lemoine (1981). 
There are some general results which contain our model as a special case. For 
example, Grigelionis and Mikulevicius (1983) gives a very general limit theorem for 
semimartingales under boundary conditions of a general type. Jacod and Shiryaev 
(1987) also gives general limit theorems for semimartingales where conditions for 
convergence of processes are given in terms of characteristics of semimartingales. 
However the direct application of these results to our problem seems difficult owing to 
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some specific conditions in our model. Some examples of other references related to 
our work are Stroock and Varadhan (1971) in which diffusions with sticky boundaries 
appear as Iimit processes, and Negoro and Tsuchiya (1988) where a limit theorem is 
given for general Markov process with Levy generators like ours but without bound- 
aries. 
There are some other models to which we can apply our approach and obtain 
similar results. A typical model is an inventory model where input and output 
processes play roles contrary to the case of storage models. Markovian queueing 
models belong also to such a class. Thus it might have been better to consider 
somewhat more general models which include these models. But here we do not 
discuss our problem in such generality since the argument for this is more complicated 
although it is almost the same as in the case of storage models. To obtain the result of 
Lemma 2, which plays a basic rofe for the proof of our theorem, we depend on an 
argument based on the theory of local time for semimartingale. For this reason, we 
need that the limit of the process X,(t) has a nondegenerate continuous martingale 
part, i.e., nondegenerate diffusion part (see (A4)( **)), and this makes our models 
somewhat restrictive. 
We denote by D( [0, cc), Rd) the space of functionsf: [0, co) -+ Rd which are right 
continuous and admit left limits, and we endow this space with Skorohod topology 
(Jacod and Shiryaev, 1987, Section VI.1). All processes appearing in the sequel are 
assumed to be realized in D([O, co}, R ‘). We also denote by 4 and 5 the conver- 
gence in probability and in law, respectively, and fi stands for fto,*r. For any 
XED( [O, co), Rd), we define Ax(t) as Ax(t) = x(t) - x(t-). 
2. An outline of our approach with an example 
The conditions for our main result will be stated in the next section (see (AO)-(A7)). 
However, since they are rather technical in nature, using an example, we will, in this 
section, sketch briefly our approach to the main result. (This approach is common in 
some works. See, for example, Negoro and Tsuchiya, 1988; Kasahara and Watanabe, 
1986: Lipster and Shiryaev, 1989). This will explain the need for our assumptions. 
Let us consider a sequence of storage process ( m(t)> with infinite capacities which 
satisfy tbe following equation: 
I f 
m(t) = y,(O) - s r:( Y,(s)) ds + ss uN:(dsdu), n 2 1. 0 0 lJ 
Here r;(a) is a nonnegative, measurable function with r:(O) = 0, and Ni(dsdu) is 
an integer-valued random measure defined on [O, a) x U, U = {u, u > 01, whose 
compensator ti’:(dsdu) is given by 
fi,f,(ds du) = ds dv;(u 1 y,{s)), 
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where 
: 
A,” dF,O(u), x = 0, 
dv:(ulx) = A,‘dF,‘(u), 0 < x I b,, 
A:dF,2(u), x > b,, 
where #, > 0, i = 0, 1,2, and F:(u), i = 0, 1,2, are distribution functions. Thus, the 
input process j: jr, uNA(ds du) is, intuitively speaking, a compound Poisson process 
whose jumping rate and jump distribution are state-dependent (i.e., dependent on the 
state of the process Y.). I;( .) is also defined as 
r;(x) = 
r,‘, 0 < x I b,, 
r,2, b,<x. 
Now let us define X,(t) by X,(t) = Y,(nt)/&. W e are interested in the asymptotic 
behavior of the process X,. X,(t) satisfies the following equation: 
s f f X,(t) = X,(O) - ~n(XnW) ds + ss uN,,(ds da), 0 0 rJ 
where 
r,(x) = &rL(&x), 
N,,(ds du) = N;(n ds & du). 
Then N,,(ds du) has the compensator fi,,(ds du) = ds dv,(u 1 X,(s)) where 
1 
nn,” dF,O(&u) (E dvt(u)), x = 0, 
dv,(u ( x) = nA,’ dF&/‘%u) (= dv,l(U)), 0 < x < b&,/k 
nA,” dF:(,,,&u) (G dvj(u)), x > b,/&. 
We assume the following conditions: 
(Cl) (1) b&/%-r b (0 < b 5 co) 
(2) ~(i;~“udF~(u)-r~)~ui (Iail <oo), i= 1,2 
(C2) ;I: + ;li > 0 
s u2 dFf(u) --) $ > 0 U 
s cc sup u’dFA(u)+O as IM+co, i= 1,2 n M 
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(C3) P" = 
J 
udv,O(u) + p (0 -=z p 5 co) 
u 
2 s u’dFi(u)+O ifp<co. U 
Let us define functions a,(x) and a(x) by 
4(x) = u dv,@ Ix) - r,(x), 
Then (Cl) implies that a,(~,,) -+ a(x) if x, + x > 0 and x # b. That is, if we use the 
terminology defined in Notation in Section 3, (Cl) implies that 
an(.)= a(-) a.e. on D = {x;x >O}. (2.1) 
On the other hand, by assumption (C2), we can easily show that 
J “f(u) dvi(u) -P 0, i = 1,2 (2.2) 
for any bounded continuous function f on U which vanishes around 0. (This means 
that jumps of X,(t) becomes negligibly small as n tends to infinity.) Then this implies 
where dv(u ) -) is a zero measure. Next, it is easy to see that 
s 
u’dv;(a)+ 0: (-&a?) i= 1,2. 
O<U<& 
From this, we can show that there exists a sequence {E,> such that E, -+ 0 and 
s u2 dv;(u) --) ciz > 0, (2.4) O<UC&” 
lim lim 
s 
u’dv;(U) = 0, i = 1,2. 
E-0 n-cc E,<U<8 
(For proof, see Example 1 in Section 4.) That is, we have (A4)( *) and (A4)( ***) in 
Section 3 if we define a’( -) as a’(x) = crf l(0 < x I b) + &1(x > b). We now write 
X,(t) as follows: 
s 
f 
X,(t) = X,(O) + 1dXnb~bn(&(~))d~ 
0 
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s 
t 
+ l{o}(X,(s-))uN,(dsdu) + in 1 {oj Wd4 1 ds, 
0 
(2.5) 
where fi,,(dsdu) = N,(dsdtl) - fifi(dsdu) (see (5.1)). We first note that since we can 
easily show that assumption (A7) in Section 3 is satisfied, (Xn(t)] is tight. Let X(t) be 
any weak limit of {Xn(t)}. W e want to show that X(t) is a reflecting or sticky diffusion. 
To see this, we note that in view of (2.4), assumption (.%4)( **) is satisfied. (A4)( **) 
guarantees the following facts (a) and (b): 
(a) {h lF(X(s))ds = 0 f or all t and for any Bore1 set F c D with 9(F) = 0 (9 is the 
Lebesgue measure); 
(b) 
s 
’ l,(X,(s))ds 5 
s 
* lD(X(s)) ds in D( [0, co), R). 
0 0 
(For the proof, see Lemma 2.) With (a), (b) and (2.1), it is not hard to show that 
s 
* ldxn(4bn(Xn(4) ds 5 
0 s 
’ l.(X(s))a(X(s))ds. 
0 
Use of (a), (b) above and (2.4) ((A4)( *)) also makes it possible to show 
t 
ss 
MX,(s-WUdW~ t lD(X(s))a(X(s))dB(s), 
0 O<U<&” s 0 
where B(r) is a standard Brownian motion. To see the convergence of the fourth term 
on the right-hand side of (2.5), we write it as 
We note that the second equation of (2.4) ((A4)( a**)) implies that A,(t) 5 O(t) where 
O(t) is a null process. On the other hand, owing to the third relation in (C2), it holds 
that lim,, m lim supn supx > 0 j,, M u dv,(u 1 x) < co (see (A3)). This fact with (2.2) or 
(2.3) guarantees B,(t) 3 O(t). As for the process of the fifth term on the right-hand side 
of (2.5), we note that if p = 03, j: 1 (X,(s)) d s 2 O(t). This fact together with the fact that 
supn, x 2 0 l, u2 A udv,(u (x) < C (see (A7)) implies the convergence 
ljo)(X.(s-))uN,(ds du) 3 O(t). 
(Note that in this case, say p = CQ, Ji l(OJ(X(s))ds = 0 by (b) in this section.) When 
p < a, the above convergence also holds if we note the fact 
lim,+, 1, u 2 A u dv,(u ( 0) = 0 (see (A6)) which holds by assumption (C3). Now, by 
combining these facts, we come to the conclusion that if p = a, X(t) satisfies (RP) in 
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Section 3 with R = co, ~(dsd~~ = 0, and S(t) = 0 and that if p < co, X(t) satisfies (SP) 
in Section 3 with K = co, R(dsdu) = 0, and f(f) = 0. 
Remark 2.1. Suppose dvz(u) = d\),‘(u) (or dvz(u)). Since we know that 
1, udv,l(zd) -+ cc by assumption (C2), p = co. Thus, by our result above, the limit 
process X(t) is reflecting. For the limit process X(t) to be sticky, the behavior of the 
Levy measure at 0, say, dvt(u), must be different from that of Levy measure at the 
inside region, say, dv,(u ) x), x > 0. 
Remark 2.2. If (C2) does not hofd (for example, if &f = co), we may have the case 
where in (2.3), dv(tc 1 a) is not a zero measure. Hence, the limit process has jumps. 
Remark 2.3. For the limit process X(t), define T(U) = inf (1; X(t) > a). Assuming 
X(0) = 0, we can show that Er(a)/n -+ l/p as a + 0. Thus, p represents the rate of 
departure at the boundary 0. This remark seems to apply to the general case in our 
theorem; this is true at least when the limit process X(t) is a diffusion. See Freedman 
(1971, Section 2.7, p. 136) and Ikeda and Watanabe (1989, Section IV.7, p. 221). 
3. Basic result 
For every n 2 1, let (an, fi-“, P”; @“F) be a stochastic basis satisfying the usual 
conditions (see Jacod and Shiryaev, 1987, p. 3) and (X,(t), t 2 O> be an p:-adapted 
stochastic process satisfying the following Skorohod equation: 
f t 
X,(t) = X,,(O) - 
s 
r,(X,(s))ds + 
1s 
uN,,(ds du) - t,(t). (3.1) 
0 0 ll 
Here X,(t) takes values in [0, K] (possibly K = co), t,(t) is increasing with t,(O) = 0 
and satisfies 
Moreover, m(s) is a measurabIe function satisfying r,(x) > 0 for x > 0 and r,,(O) = 0, 
and N,(ds du) is an integer-valued random measure defined on [0, co) x U (Jacod and 
Shiryaev, 1987, Section 11.16) and its compensator fi,,(dsdu) is given by gn(dsdu) = 
dsdv,(u )X,(s)) where dv,(u ) .) is a transition kernel from (R+, @(R+)) --+ (U, B(U)), 
i.e., for each x E R’ = [0, co), dv,(. ( x) is a positive measure on (U, W(U)) such that 
v,(C (0) is &I(R+)-measurable for each CeB(U). 
With respect to Y,(S) and N,(dsdu) in (3.1), we make the following assumptions: 
(AO) When K is finite, we assume that 
s 
t 
liK)(X,(s))ds = 0 for all t 2 0. 
0 
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(This is assured when sup0 I x I K v,(U ( x) < oc) since r,(x) > 0 for all x > 0.) 
(Al) For each x E [0, K], 1, u dv,(u ) x) < co, and, for each t 2 0, 
f 
ss 
u dv,(u 1 X,,(s)) ds < co. 
0 cl 
(A2) Let 
%b) = s udv,(uIx)-r,,(x), xc[O,K]. u 
Then a,( .) -% a( s) a.e. on D where D = (0, K) and a( *) is a measurable function. 
(For the notation --+, w see below.) 
Notation. For measurable functions a,( a) and a(.) on R', we write a,(.) 2 a( .) 
a.e. on D (c.c. means continuously convergence) if and only if there exists a Bore1 set 
E c D with .9(E) = 0 (9 the Lebesgue measure) such that if XE D\E then 
a,(~,) + a(x) whenever x, -+ x as n + 00. 
(A3) For any bounded continuous function f defined on U which vanishes around 0, 
where dv(u\ .) is a transition kernel from (R+, B(R+)) to (U, 93(U)) satisfying 
~,u’~udv(u~x)<coforallx~(O,K].Moreover,foranyO<R<co, 
lim limsup 
M+m ” sup s 
u dv,(u ( x) = 0. 
O<XSRAK u’M 
(A4) There exist a measurable function Q on R+ and a sequence {E,, n 2 l> such 
that E, 1 0 and 
(*) 
s 
u2dv,(uI.)C’C-, 02( .) a.e. on D. 
O<U<&" 
Moreover, we have 
(**I inf 
s 
u2dv,,(uIx)>g>0 foralln; 
xED O<U<&” 
(***) n iii? lim sup sup 
s 
u’dv,(uIx) = 0 
XEC E.IUSE 
for any compact set C in R + 
(A5) Let P,, = f, u dv,(u ( 0). Then P,, + p as n -+ co where 0 < p 5 co. 
(A6) If 0 < p < cc in (A5), we assume 
lim 
s 
u2 A udv,(uIO) = 0. 
n-r, ” 
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(A7) For any 0 < R -=c co, there exists a constant C such that 
sup la,(x)1 5 C 
n,OixsR~K 
(note that x = 0 is excluded in sup), 
sup 
s 
u2 A udv,(uIx) i C. 
n,O<x<Rr\K L' 
Remark 3.1. (1) In general, condition (A4) is not easy to check, and some examples 
for which (A4) holds will be given in Section 3. We also remark here that the condition 
(A4)( ** ) was imposed to assure Lemma 2. As a result of this assumption, the limit 
process of X,(t) has the nondegenerate diffusion coefficient, and this restricts the scope 
of application, as was remarked in Introduction. 
(2) Assumption (A2) is concerned with the convergence of drift coefficients. Com- 
monly used assumption for this is the uniform convergence of a,( a) to a( .) on 
compact set (see, e.g., Negoro and Tsuchiya, 1988; Lipster and Stiryaev, 1989, Chapter 
10, Section 3, Theorem 1). This assumption is, however, sometimes restrictive in 
application as is seen in the example of Section 2. Our assumption is more weak and 
often convenient to use in application. However, as a compensation, we are required 
to impose (A4)( **) to deal with some technical difficulties caused by the weakness of 
assumption (A2). The same remark applies to (A3) and (A4)( *). 
We will define below two stochastic processes Y(t) and Z(t) which will be possible 
limit processes of X,(t). The process Y(t) is defined as a unique solution, if it exists, of 
the following Skorohod equation: 
(RP) Y(t) = Y(0) + 
s 
t a( Y(s)) ds + 
s 
’ o( Y(s)) dB(s) 
0 0 
f 
+ 
ss 
ufi(dsdu) + $(t) - 5(t); 
0 u 
Y(t) E [0, K] and 
s 
’ l,&Y(s))ds = 0 (aD = (0, K}); 
0 
$(t) is continuous and tj(t), t(t) are both increasing with tj(O) = ((0) and satisfy 
$0) = 1 1{o,(WM,W~ s 
4(t) = s ’ l~,$‘(WW). 0 
In the above equation, processes Y(t), B(t), rG/(t). t(t), and random measure N(dsdu) 
are defined on a stochastic basis (Q, F, P: Ft) satisfying usual conditions, B(t) is 
a standard Brownian motion, and N(ds du) is an integer-valued random measure with 
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its compensator being given by G(dsdu) = dsdv(u 1 Y(s)) where dv(u 1.) satisfies the 
condition in (A3). fl(ds du) is a martingale measure, i.e., N(dsdu) = N(dsdtl) - 
$(ds du). Functions a( a) and CJ( .) are those which appear in (A2) and (A4), and hence 
a’( .) 2 c( > 0. Similarly the process Z(t) is defined on a stochastic basis as the unique 
solution, if it exists, of the following Skorohod equation: 
t (SP) Z(t) = Z(0) + 
s 
1&(4)4Z(s))ds + 
s 
* ldz(4)4z(4)Ws) 
0 0 
f 
+ 
ss 
l,(Z(s-))ufl(ds du) + I&) - t(r); 
0 u 
s 
f 
Z(~)E [0, K] and $)(Z(s))ds = 0; 
0 
q(t), r(t) are both increasing with q(O) = [(“co) = 0 
and satisfy 
G(r) = P 
s 
’ $oj(Z(s))ds, o<p<oo, 
0 
F(t) = s t ljr<j(Z(s))d5”(s). 0 
Thus the process Y(t) behaves inside the region [0, K], i.e., in D = (0, K), as a Markov 
process having a Levy generator with nondegenerate diffusion coefficient (note that 
a’(x) 2 CC > 0: see condition (A4)( **)), and the boundary aD = (0, K} is reflecting in 
the sense that the occupation time of the process Y(t) at i3D is zero. On the other hand, 
althoug the behavior of the process Z(t) is the same as that of Y(t) in D, the boundary 
is sticky; more precisely, the point (01 is sticky, while the point {K > is reflecting. Why 
the process is sticky at (0) will be explained in Remark 6.1 in Section 6. It is also 
shown in Proposition 1 that the occupation time of the process Z(t) in D is strictly 
increasing, and this shows that the process Z(t) never remains at aD = (0, K} 
throughout an interval of positive length. 
Remark 3.2. For the representation of a sticky process as a semimartingale of the 
form of (SP), we follow Ikeda and Watanabe (1989, Section IV.7). 
We now state our theorem. 
Theorem 1. We assume that (AO)-(A7) are satisfied and the solutionsfor (RP) and (SP) 
are unique in the law sense. Then we have the following result: 
(a) ZfX,(O) 5 Y(0) and p = CC in (A5) (hence condition (A6) is excluded here), we have 
X,(t) 5 Y(t) in D([O, co), R’) where Y(t) is the solution of(RPJ. 
(b) If X,(O) 5 Z(0) and 0 < p < co in (A5), we have X,,(t) --f Z(t) in D([O, oo), R’) 
where Z(t) is the solution of(SP). 
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Regarding the uniqueness of the solutions for (RP) and (SP), we have the following 
proposition. According to this result, to establish the uniqueness of the solutions for 
(SP) it suffices to establish that of (RP). Unfortunately, it seems that only a little is 
known about the uniqueness problem for (RP) when the process Y(t) has infinitely 
many jumps for finite intervals (see Remark 3.3 below). 
Proposition 1. [f (RP) has a unique solution in the law sense, the same conclusion holds 
for (SP). 
Remark 3.3. The only fact which the author knows is the following: Suppose that 
independently of B(t), there exists a Poisson random measure p(dt du) such that 
Ep(dt du) = dt dn(u), 
s u’/(l + u’)n(du) < o=, R \ (0)
v(A ( x) = s ~A(C(U I x))n@) cl 
for a measurable function c(u 1 x). Then, under the following conditions (l)-(3), (RP) 
has a pathwise unique solution: 
(1) For any T > 0, there exists a constant KT such that 
Ia(x + lo2(x)l + 
s 
Ic(n I x)12n(du) I KT(l + 1x1’). 
O<u<l 
(2) sup c(u (x) < m. 
U>l,X~O 
(3) For any R > 0, there exists a constant K, such that 
Id.4 - 4y)12 + lat.4 - a(y + lc(ul4 - c(Uly)l*nW I: &lx - ~1’ 
for 0 I x, y I R. 
This result is due to Tanaka (1971). 
4. Examples 
Here we consider some examples. We will see that for these examples condition (A4) 
is satisfied. 
Example 1. This is a generalization of the example given in Section 2. Let us assume 
that the transition kernels dv,(u (x), x E [0, K], are represented by a finite number of 
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measures dv,(u ( 0) and dvf(u), i = 1, . . . , m, in the following way: 
dv,(ujx)=dvi(u), bi”_l<xlb~, i=1,2 ,..., m, 
where 0 = b;f < by < ‘.. < bz_ 1 < bi = K. We suppose that dvj(u), i = 1, . . . . m, sat- 
isfy the following conditions: 
(El) 
s 
udvj(u) < co, i = 1, . . . . m. 
u 
(E2) Let r,(x) = r; - 1 (x > O), for x E (b,:_ 1, b;], i = 1, . . ..m. Then 
1, u dvi(u) - Y: --f ai and bLv -+ bi for i = 1, . . . , as n + co. 
(E3) For any bounded continuous function f defined on U which vanishes 
around 0. 
s f(u) c-b%4 + ” s f(u) dvi(uh u 
where dv,(u) satisfies j, u2 A udvi(u) < 00, and 
lim limsup 
s 
udvj(u) = 0 
M+m n UZM 
for i = 1, . . . . m. Note that this condition implies that for any a > 0, 
s cc u dvf(u) + u dv,(u) (I 
as long as Vi( {~>) = 0. 
(E4) lim lim sup 
E-0 n 
u*dvi(u)-crf =O, i=l,..., m. 
In addition to these conditions (El)-(E4), if we assume (A5) and (A6), then we see 
that conditions (Al)-(A7) are satisfied by setting U(X) = ai, cr(x) = Ci for x E(bi- 1, bi], 
i = 1, . ..) m. Indeed it is trivial that (Al)-(A3) and (A7) are satisfied. (A4) is also 
checked without difficulty if we use the technique in Kasahara and Watanabe (1986, 
Lema 6.7). But we will show it for completeness and for convenience of the readers. Let 
Mx), k = 122, . ..> be continuous functions such that 1,(,,(x) I &(x) I IXtk+iJ(x) 
where K(k) = { x; x > l/k}, and let 
S,‘“’ =f s (h+ I(4 - dd4)u2 dvh(4, i=l U 
&= 2 s (~z+I(u) - ~z(u))u~~v~(u). i=l U 
Then by (E3), we have t,‘“’ -+ & as n -+ CC for each 1. Thus we can choose z(l) < 
r(2) < ..., so that 
I(,‘“’ - &I < 2-’ if y1 2 z(l). 
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Now define k(n) = j if and only if z(j) I II < r(j + 1). Since j < k(n) implies that 
n 2 r(j), 
(I”) < 2-j + ij for all j 5 k(n). 
Thus 
k 00 k @I 
C 55”’ I ~I (2-j + aj) < ~ 2-j + ~ 8,. 
j=l j=I j=I 
(Note that C,?=, Sj < co.) Hence we have 
k(n) 
lim lim sup C <I”’ = 0. 
1-m II j=l 
Then, since we have 
m k(n) 
= 1 1 rjn), 
i=l j=* 
we have 
lim lim sup f 
l-r, n i= 1 
u2dv;(u) = 0. (4.1) 
We also have 
s u”dvf(u)+ ~2, i = l,..., m, 0 < u < l/k(n) 
since 
s u 2 dv;(u) = s u2 dv:(u) - 0 < u < l/k(n) o<u< l/l s u2 dv;(u), [l/k(n)] < u <(l/l) 
and (4.1) holds. Now by taking F, = l/k(n), we see that condition (A4) is satisfied. 
As examples which satisfy (El))(E4), we consider the following cases. 
Case 1: Let F,(x), Gi(x), i = 1, . . , m, be distribution functions with F,(O) = G,(O) = 0 
satisfying the following conditions (a) and (b) for each i: 
(a) there exists a regular varying function tii( a) with index f satisfying 
s ~‘ndF~($~(n)u)-+ g.2 (>0) (E arbitrary) O<U<E 
as n-co. 
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(b) there exists a regular varying function <i( *) with index l/‘ai (1 < Cli < 2) satisfy- 
ing 
n(l - Gi(ti(n)u)) --t CiUal, u > 0, cj > 0. 
Now let us suppose that dvf(u), dvi(n), i = 1, . . . , m, are defined by 
dv~(u) = ~fdFi(1Cli(n)U) + 11~ dGi(&ji(n)n). 
dv,(u) = ajCiu --i- 1 du, (4.2) 
and that LA/n + 1 and PA/n + 1. Then conditions (El)-(E4) are satisfied. To see this, let 
us check, for example, condition (E4). We have 
hrir lim sup 
is 
u2 dv;(u) - oi’ 
” o<u<e 
I lim lim sup 
E-0 n is 
a*(Af/n)ndFi($i(n)U) - 0: 
O<U<& 
+ liiy lim sup 
s 
n2(CLk/‘n)ndGi(Si(n)n) n O<U<& 
-+O 
by condition (a) and Breiman (1968, Chapter 9, Section 11, Proposition 9.35). Other 
conditions ((El)-(E3)) are also checked similarly. Now consider equation (RP) with 
U(X) = ai, CT(X) = Gi, and dv(n) X) = dvi(u) for bi_i < x I bi, i = 1,2, . . . . m, where 
dvi(u) is defined by (4.2). For m = 1, it is known that (RP) has a unique solution 
(Lipster and Shiryaev (1989, Chapter 10)). For m 2 2, however, whether (RP) has 
a unique solution or not seems to be unknown. In any case, if (RP) has a unique 
solution for m 2 1, by Theorem 1 and Proposition 1, X,(t) 5 Y(t) in D([O, co), R’) 
when p = cc, and X,(t) 5 Z(t) when 0 < p < co. 
Case 2 (An extension of Harrison-Lemoine model): For each i = 1, 2, . . ..m. let 
{F:(u), n 2 l} be a sequence of distribution functions with Ff(0) = 0, and let dvi(u) be 
defined by dvi(u) = 1: dFi(u). We assume the following: 
(E5) s m u* dvf(u) --$ c$ > 0, i=l , . . ..m. 0 
(E6) 
s 
u2 dvj(u) --+ 0 for any E > 0, i = 1, . . . , m. 
U>E 
Then it is easy to check that conditions (E3) and (E4) are satisfied with dvi(u) = 0. 
Thus if conditions (A5) and (A6) are satisfied (e.g., as in Harrison and Lemoine, 198 l), 
define dv,(u (0) = Y,, dF,l(u) for any sequence { yn, n 2 l} of positive numbers such that 
in j,” 1* dF,‘(u) + P, X,(t) 5 Y(t) or Z(t) in D([O, co), R’) according as p = a or 
0 <p < cc where in (RP) and (SP) ( ) a x an 0 x are defined as in Case 1. The limit d ( ) 
process Y(t) is a reflecting diffusion on [0, K], while the limit process Z(t) is 
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a diffusion on [IO, K] with {K} being reflecting and {0} being sticky. It only remains to 
show the uniqueness in the law sense of the solution of (RP) for our case. However, 
this follows without difficulty using the technique of time change (Ikeda and 
Watanabe, 1989, Chapter IV, 4.2 in Section 4), and we omit the details. 
Example 2. Let the transition kernel dv,(u ( x) be of the form dv,(u ( x) = A,,(x) dF,,(u) 
for XE(O, K], where F,(U) is a distribution function. We assume the following: 
(E7) n,(x) is written as A,(x) = cn(x)&, and let dG”(u) = &dF,(u). Then for a non- 
negative measurable function c(x), a,( .) --+ “‘. r?(a) a.e. on D, and (El), (E3) and (E4) 
are satisfied for d?,(u) instead of dvA(u) with dv,(u) = d;(u) and 0: = rr2 > 0. More- 
over, we suppose that o:(x) 2 r > 0. 
Define dv(u] x) = Z(x)dG(u) and F(X) = (c?(x)) ‘jz Then from the discussion in . 
Example 1 it is clear that conditions (A3) and (A4) are satisfied. Hence if we assume 
that the remaining conditions (Al), (A2), (A5)-(A7) and the uniqueness for the solution 
of (RP) hold, then we have the conclusion of Theorem 1. The model in Harrison and 
Lemoine (1981) is also a special case of this example, i.e., i,(x) = 3,, for all x > 0. 
Remark 4.1. Example 2 shows that in Theorem 1 if dv,(u 1 x) = o,(x) dv”,(u) and G,( .) 
and d;,,(u) satisfy the conditions in Example 2, then (A3) and (A4) are satisfied. 
5. Lemmas 
In this section some lemmas are given for proving our result. Since we have that 
ji liK)(X,(s))ds = 0 for all t 2 0, f t ^ 
E ss lil<r(X~(s-))“N,(dsdu) = E ss lj,cI(Xn($)uMdsd4 0 u 0 cl 
= 0, 
which means that JA 1, LK}(Xn(s-))uN,(d s u 1s a null process. Hence we can write d ) 
X,(t) as 
X,(t) = X,(O) + 
s 
’ ldXn(4MX,(d)ds 
0 
I 
+ 
ss 
lD(X,(s-))&,,(dsdu) 
0 O<U<E” 
t 
+ 
ss 
li,(X,(s-))ufi”(dsdu) 
0 U>E” f + ss l{o)Wn(~-_)WAs du) 0 (I 
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s f + Pn ljolGW)W - MO, 0 
:= X,(O) + A,(t) + M?! (0 + Mn2@) + fv.fw + cp&) - 5,(t), 
where A,(t), M,‘(t), M:(t), M:(t), and p”(t) are obviously defined. 
(5.1) 
Lemma 1. Let d”(t) = (X,(t), A,(t), M,‘(t), A4,2(t), M:(t), q,(t), t,(t)). We assume that 
{Xn(0)} is tight in R1 and (A7) holds with R = co. Then we haue thefollowingfucts: 
(i) {d”(t)) is tight in D([O, oo), R ‘). 
(ii) Assume (A5) and (A6), and let X(t) be any weak limit of {X,,(t)}. Then X(t) is 
a semimartingale. 
Proof. (i) Put Z,(t) = X,(O) + A,(t) + M,‘(t) + M:(t) + M,f (t). Then X,(t) satisfies 
the following Skorohod equation: 
X,(0 = Z,(t) + G(t) - W), 
where qn(t) and t,,(t) are both increasing with qn(0) = 5,(O) = 0, and 
s 1 cpt&) = l(o) (Xrz(4) dvn(s)> 0 
5,(t) = lir<}(XnWd5,(S). 
It is known that X,(t), q,(t) and t,(t) are solved uniquely as functionals of Z,( .) and 
these functionals (defined on D([O, co), RI)) are continuous in the Skorohod topology 
(Liptser and Shiryaev, 1989, Theorem 1, Chapter 10; Tanaka, 1979). Hence, to see 
the tightness of {.&(t)} it suffices to show the tightness of (39,,(t)) 
= {(A,(t), M,‘(t), M:(t), M:(t))} in D([O, oo), R4). To this end we will show that the 
following conditions (A) and (B) for tightness hold (Ethier and Kurtz, 1986, Theorem 
7.2, p. 128; Jacod and Shiryaev, 1987, Theorem 4.5, p. 320)): 
(A) For each t, 
lim sup P(191n(t)l > k) = 0. 
k-+m ” 
(B) Let S/ be the set of all pGI:-stopping times bounded by N. Then for any q > 0, 
lim lim sup 
e10 n 
sup P(lBfi(T) - %(Vl 2 V) = 0. 
S,TES,N:SIT~SS+ 
To see (A) and (B), it suffices to show that (A) and (B) hold for each component of 
B,,(t). But the arguments to prove (A) and (B) for these components are similar, and 
hence we will show, for example, that (B) holds for &f:(t). Let $ [0, K] + R1 be 
a function such that $(e) is twice continuously differentiable, +(x) = 1 if x 2 q2, 
$‘(x) 2 0 for all XE [0, K], and Ii/(O) = 0. Let f(x) = $(x2). Then putting 
m,(t) = M:(t) - M:(s), t 2 s, and applying Ito’s formula (Lipster and Shiryaev, 1989, 
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p. 185), we have 
ti(%(Q2) =f@%(t)) 
f zz 
ss 
{fh&) + ul(O < 24 < bJ~dXn(~-))) 
ll 
-f(m&)) -f’h(4bl@ < u < &,)lD(Xn(Z-))j~“(dzdu) 
+ martingale 
= Z,(t) + martingale, 
where Z,(t) is obviously defined. Then in view of (A7) with R = co, we have, for all 
sufficiently large n, 
t 
ILtWl 5 c 
ss 
u 2 dv,(u ( X,(z)) dz 
O<U<l 
I C’(t - s). 
where C’ is a constant not depending on n. Hence 
N%?(T) - m,“(S)1 2 q) 
I E$((m,2(T) - m,2(s))2) I C’(T- S), 
and (B) holds for M:(t). 
(ii) Let d(t) = (X(t), A(t), M,(t), M,(t), M3(t), q(t), r(t)) be any weak limit of 
{.&(t)) in D([O, co), R’). Then to see the assertion of (ii), it suffices to show that (1) 
A(t), q(t), t(t) are processes of bounded variation, (II) M,(t) is a (continuous) local 
martingale, (III) M,(t) is a semimartingale, and (IV) MS(t) is a null process. 
(I) That q(t) and t(t) are both increasing is trivial. To see that A(t) is of bounded 
variation write A,(t) as 
f 
An(t) = 
s 
l~(X,(s))(a,(X,(s)))+ ds - ’ ~,(xn(s))(~n(xnb)))- ds 
0 s 0 
:= A,‘(t) - A;(t), 
where A,‘(t), A:(t) are obviously defined. ((a)* represent the positive and negative 
parts of a,) Then we can show the tightness of {(A;(t), AZ(t)} in D([O, co), R2) in the 
same way as for (A,(t)}. Thus A(t) = A,(t) - A2(t) where (A,(t), A,(t)) is a weak limit 
of {(A:(t), A:(t)))). S’ mce A,(t), A,(t) are increasing, A(t) is of bounded variation. 
(II) Since IAM,,?( I E,, M(t) is a local (continuous) martingale by the result of 
Jacod and Shiryaev (1987, Proposition 1.17). 
(III) We write M:(t) as 
t 
M,“(t) = 
ss 
lD(X,(s-)h&(dsdu) 
0 &“lUil 
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:= a,‘(t) + c&t) - a;(t). 
Since {(a,‘(t), a:(t), a:(t))} is tight in D( [0, co), R3) as in the case of (&‘,(t)), 
M,(t) = am + aX2(t) - a3(t) where (N,(L), q(t), ~(~(t)) is a weak limit of 
((a,‘(t), a:(t), a,3(t))3. Th en since CI~ (t) is a local martingale as in (II) above and u,(t), 
x3(t) are both increasing, M,(t) is a semimartingale. (Note that as shown later, M2(t) is 
a martingale.) 
(IV) We write M:(t) as 
M;(t) = l(o~(Xn(s-_))u~“;,(dsdu) f + ss 0 Ukl l(o,(X,(s-))uN,(dsdu) - 1~o~Wn(s-)b&(ds W 
: = Pn’ (9 + Bn’ (t) - Pn” (0
Then to see that M,(t) is a null process, it suffices to show that /l,!(t)5 O(t), 
B?(t) 5 O(t), and p:(t) 5 O(t) in D([O, a), R1) where O(t) = 0 for all t 2 0. When 
0 < p < 00 in (A5), this is easy to show. Indeed, for each t 2 0, 
1~o@,(s-)b2 dv,(u IO)ds 
in view of (A6), and this implies /&f(t) 5 O(t) in D([O, co), R ‘). Similarly by (A6), 
P:(t) 5 O(t) in D([O, a), R’). To show /&f(t) 5 O(t) in D([O, CD), RI), it suffices to note 
the following Lenglart inequality (Jacod and Shiryaev, 1987, p. 25): For arbitrary 
E, 9 > 0, we have 
lio,(X,(s-))uN,(dsdu) > E 
Next let us consider the case p = r3 in (A5). We have already shown that 
{q,(t)) = {p,, 1: 1 ;oi(X,(s))ds} is tight in D( [0, x), R’). Thus p = co in (AS) implies 
1: l~o~(X,(s)) ds 5 O(t) in D( [0, E), R ‘). Then using this last fact and using (A7) we can 
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show that p,‘(t) 2 O(t), Pi(t) 3 O(t), and p,“(t) 3 O(t) in D([O, co), R’) in the same way 
as in the case of 0 < p < co. 
Finally, we note that in proving (I)-(IV), we can take the o-field generated by &‘(t) 
as the common filtration, although we have not entered into a detailed discussion. 
Lemma 2. Assume (AO), (A4)( **), (A5), (A6), and (A7) with R = co. Set 
O,(t) = 
s 
’ ldXn(s)) ds. 
0 
Then thefollowing (i) and (ii) hold: 
(9 Let (d(t), e(t)) = (X(t), A(t), M,(t), M,(t), M3(t), q(t), 5(t), e(t)) be any weak 
limit of {(4(t), k(t))} in D( [0, a), R *). Then 
s 
f 
O(t) = 1,(X(s)) ds, 
0 
and, for any Bore1 set F in R 1 such that S(F) = 0 (3 is the Lebesque measure) and 
F = (0, Kl, 
I 
t 
lF(X(s))ds = 0. 
0 
(ii) O(t) is strictly increasing with probability one. 
Remark 5.1. Just as in the case of (cc4,(t)}, we can show the tightness of {a&(t), d,(t))} 
in D([O, cc), R’). 
Proof of Lemma 2. (i) In Lemma 1 it was shown that X(t) is a semimartingale and is 
written as 
X(t) = X(0) + A(t) + M,(t) + M,(t) + q(t) - 4(t). 
Note that MS(t) = O(t) (see (IV)) in the proof of (ii) of Lemma 1). 
Thus X(t) has a local time L: with respect to (MI + M;)(t) (see Jacod, 1979, p. 
188), where M,’ is the continuous martingale part of Mz: 
s 
t 
1,WW<M1 + M;)(S) = 
0 s 
L,x dx 
l? 
for every Bore1 set B in R’. Therefore for any Bore1 set F with 3’(F) = 0 (9 is the 
Lebesgue measure), 
s 
* 
l,(X(s))d(M, + M;>(s) = 0. (5.2) 
0 
But, since (M,‘, M,f’“)(t) = 0, n 2 1, by a conventional argument we can show that 
(MI, MS)(t) = 0. Hence (5.2) implies 
s ’ MX(s))d<Ml>(s) = 0. 0 (5.2*) 
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We will show that (M, ) (t) is absolutely continuous with respect to 8 and hence there 
exists a measurable process H such that (M,)(t) = li H(s) de(s). Since 
u2 dvn(u I X,(4) d&(4> 
1 
in view of (A7), 
<Ml! >(r) - CM,’ >(s) 5 c@“(t) - Q,(s)). 
Then, again by a conventional argument, we can show, by letting n tend to infinity in 
the above inequality, that 
<M,>(r) - CM, >(s) 2 C(d(t) - O(s)), 
which implies d(M, ) 4 de. Thus by (5.2*) 
s 
f 
lF(X(S))H(S) de = 0. 
0 
Since I-l(t) 2 CI for all t in view of (A4)( **), we have 
s * lF(X(S))d8(S) = 0. 0 
Then this implies that 
f 
e(t) = 
s 
1,(X(s)) ds 
0 
(5.3) 
and 1: liK,(X(s))ds = 0. To see this, let 8(t) = t - O(t). Then we will show that 8(t) 
does not increase when X(t)E(O, K]. Indeed, suppose that X(t)e(O, K] and 
AX(t) = 0. Then X(t)ED([O, co), R’) implies that there exists an E > 0 such that 
X,(S)E(O, K] for all SE [t - E, t + E] and for all sufficiently large n. Hence 
j:‘: l:oj(X,(s))ds = f 0 or all sufficiently large n. Letting II tend to infinity and noting 
(AO), i.e., li llK)(Xn(s)) = 0 for all t 2 0, we have that 6(t + E) - &t - E) = 0, which 
implies that 8(t) does not increase when X(t)e(O, K] and AX(t) = 0, i.e., 
s t o= l(o,K](x(s))l(AX(s) = o)db). 0 
But, since 8(t) is absolutely continuous and .Z(s; AX(s) # 0) = 0, the above equality 
implies our desired fact: 
s t o= $0, KIW(S)) d&s). 0 
Since 6(t) is increasing and D c (0, K], the above equality (5.4) implies 
0 = 
1 
’ l.(X(s))d&s). 
0 
(5.4) 
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Hence 
s f 1,(X(s)) ds = ’ 1,(X(s)) d&s) 0 s 0 
= B(t) - s ’ 1{o,q@(WW~) 0 
= 0(t) (by (5.3)). 
Moreover, by (5.4) 
(5.5) 
s t s f $0, K~(X(S)) ds = ldX(s)JWs) + ’ 1{Kj(WNWs) 0 0 s 0 
= s(t) (by (5.3) and (5.5)). (5.6) 
Thus by (5.5) and (5.6) we have that j’ 1 o jkl 1(X(s) ds = 0 for all t 2 0. Moreover, by (5.3) 
and (5.6), for any Bore1 set F such that 9(F) = 0 and F c (0, K], we have 
s ’ ’ o= l,W(s))l(o, ,#(s))ds = lr(X(s)) ds. 0 s 0 
(ii) To show that H(t) is strictly increasing with probability one, we suppose this is 
not true. Then there exist rl and r2 with 0 I r1 < r2 such that if we set A = ((0; 
@r,) - 0(r,) = 0}, then P(A) > 0. We will show that this leads to a contradiction. 
The case p = co in (A5): In this case, we have shown that jh l(Oj(Xn(s))ds 5 O(t) in 
D([O, co), R ‘) (see the proof in (IV) of (ii) in Lemma 1). We may assume that with 
probability one, Jb lio)(X,(s))ds + 0 and 0,(t) -+ o(t) for each t 2 0. Then by letting 
n tend to infinity in the equality below 
s 
r2 
s 
r2 
rz -rl = ldx,(s))ds + 1 {oi (X,(s)) ds. (5.7) 
rl II 
we have that r2 - rl = 0 a.s. on A, a contradiction. 
The case 0 -=c p < cc in (A5): Let Z(t) = Z(t) - Z(r,) where Z(t) = A(t) + 
M,(t) + M,(t), G(t) = q(t) - cp(r,), and f(r) = c(t) - q(r,). Then X(t), t 2 rl satisfies 
the following Skorohod equation: 
X(t) = X(r,) + z”(t) + f@(t) - f(t), t 2 rl, (5.8) 
s 
f 
4(t) = ~~o~(X(W43s)> 
II 
with @(t) and E(t) being increasing and Q(O) = F(O) = 0. We will show that on the set 
A, Z(r) = Z(r,) for all tE[r,, rz]. To this end, since Z(t) = A(t) + M,(t) + M,(t) 
(M3(t) is a null process), it suffices to show that 
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(4 sup IA,(t) - Ah-l)l~ 0,
r,etsr2 
(‘4 sup IM!@) - M,‘(rl)lz 0,
rl <t 2 r* 
(c) sup IMz(t) - M,2(r,)J 4 0. 
II 5 t I r2 
For (a), we have 
p2 sup IA,(t) - A,(r,)l I 
s 
l~(X,(s))la,(X,(4)l ds 
i-1 < t 5 rz rl 
5 WkJ - fUr,l) (by (A7)) 
I: C(e(r,) - O(rl)) = 0 on A. 
The proof of(b) and (c) can be given by using (A6) just as in the proof of Pi(t) 5 O(t), 
b:(t) 5 O(t) and P:(t) 5 O(t) in D([O, co), R1) in (IV) of (ii) of Lemma 1. Since the 
solution of the Skorohod equation (5.8) is unique and z”(t) = O(rl < t I r2) on A, 
X(t) = X(r,), q(t) = 0, and f(“(t) = O(r, I t i r2) on A. But, since 1: ljo)(X,(s))ds-+ 
s:, l{o}(X(s))d b 0 d s y i an pn + ~(0 < p < GO), e(t) = 0 (rl I t I r2) implies 
P 
s 
rz 
ljo)(X(s))ds = 0. 
PI 
Then letting n tend to infinity in (5.7), we have that r2 - rl = 0 on A. Again this is 
a contradiction. 
6. Proof of Theorem 1 
By the usual cutoff method (see, e.g., Stroock and Varadhan, 1979, Section 11.1) we 
may and do assume that condition (A7) is satisfied with R = co. Therefore, by Lemma 
1, {X,,(t)} is tight. Let us show that any weak limit of {X,} satisfies (RP) in the case 
p = co in (A5) and (SP) in the case 0 < p < CC in (A5). Let (dn(t), Q,(t)) and (d(t), O(t)) 
be as in Lemmas 1 and 2. In (IV) of (ii) in the proof of Lemma 1, we have proved 
MS(t) = 0 for all t. Hence, to prove Theorem 1, it suffices to show the following (i) and 
(ii) hold: 
(i) On an appropriate stochastic basis there exist an integer-valued random 
measure N(ds du) with the compensator fi (ds du) = ds dv(u 1 X(s)) and a Brownian 
motion B(t) such that 
s t X,(t) = ln(X(s)b(X(s))ds + * ldX(s)b(X(s)) Ws) 0 s 0 f + ss lD(X(s-))uN(ds du), 0 u 
where X,(t) = A(t) + M,(t) + M,(t). 
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(ii) q(t) and t(t) are both increasing with q(O) = ((0) = 0. q(t) increases only when 
X(t) = 0 and c(t) increases only when X(t) = K, i.e., 
I 
f 
dt) = ~~~#WWP(~)~ 
0 
The process X(t) is reflecting at {K >, i.e., si l{Ki(X(s))ds = 0 for any t. If p = 00 in 
(A$ si ljo)(X(s))ds = 0 for any t, and if 0 < p < GO in (A$ then q(t) satisfies 
cp(t) = P s ’ l{o$W)Ws. 0 
In proving these facts, we may assume the almost sure convergence of (d,,(t), O,(t)) 
to (d(t), O(t)) in D( [0, co), R 8). 
(i): To see (i), it suffices to show that for any f~ Ci, where C’i is the set of twice 
continuously differentiable functions with compact support, the process M/(t) defined 
below is a martingale (Karoui and Lepeltier, 1977): 
M,(t) =S(X,W) -f(O) - s ‘f’(X,(S))l,(X(s))a(X(s))ds 0 
- ; j-‘f”(X,(~))l~(X(~))~*(X(~))d~ 
0 * - 1s o u tf(Xl(S) + lD(X(S))4 -f(X,(S)) 
-~‘(XIWDGW)~) Mu I X(s)). 
According to Ito’s formula, the processes M;(t), n 2 1, defined below are martingales: 
M;(t) =f(X,‘(t)) -f(O) - s * f’(X,‘(s))l,(X,(s))a,(X,(s))ds 0 f - ss o Li IfW,‘(4 + lD(Xn(S)b) -f(X,‘(S)) 
-f’(X,‘(s))l,(X,(s))u} dvn(u I Xn(S))ds 
(:=fW,‘@)) -f(O) - VnlW - KfW)r 
where X,l (t) = A,(t) + M,‘(t) + M,f (t) and V,‘(t), V,‘(t) are obviously defined. We will 
show that for each t, 
v,’ (t) + s ’ f’(X, (4) ldX(s)MX(4) ds a.s. 0 (6.1) 
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and 
s 
* f”(x,(4)ldX(s)b2(X(s))ds 
0 
+ 
ss 
: u u-(X,(s) +  1,(X(4)4 -ml(s)) 
-f’(X,(s))l,(X(s))u}dv(u)X(s))ds a.s. 
To see (6.1), note that 
K,‘(r) = 
s 
* 7(x,! (s)bn(xn(s)) d%(4 
0 
I 
WI 
= f’(x,‘(K ‘(s))h(Xn(K l(s))) ds> 
0 
and that 
(6.2) 
Is 
m 
f’@i(K ‘(s)))~,(X”(e,~(s)))la~(X(~~‘(s)))ds 
0 
s Mf) IC la,X(Q- ‘(s)))ds (by (A7)) 0 
u-w) 
= C 
s 
ladx(4) dW 
0 
= 0 (by Lemma 2) (CID = (0, K}). 
Since F’(t) is strictly increasing and continuous in t, it holds that for a.e.s., 
&‘(s)ED(X):= {t 2 0, P(AX(t) # 0) = O> and F’(S) E 0(X,). Therefore, since 
0;‘(s) +  ~-I(S) for all S, x,(e;l(~))+ x(0-‘(~)) and X,l(e;‘(s))--, X,(0-‘(s)) for 
a.e.s. We also note that, since j,“-‘@) lF(X(s))d8(s) = 0 for any Bore1 set F c D with 
Z’(F) = 0 by Lemma 2,s: lF(X(B- ‘(s)))ds = 0 for all t 2 0. Thus by (A2) (and (A7)) 
and Lemma 2 we have 
s 
&(0 
f’(Xn’(enr(s)))~,(X,(83s)))l,(X(~-r(s)))ds 
0 
-s 
e(t) 
fvw-~(s))b(x(ws)))idx(ws)))ds 
0 
= 
s 
* f’(X,(s)b(X(s))1dX(s))ds> 
0 
and we have shown (6.1). 
To see (6.2), we write V:(t), as in the case of V,!(t), as 
o.(t) 
v?(t) = 
s s 
h(X,‘(K l(s)), ~)dv,(uIX,(e,‘(s)))ds 
0 O<U<&. 
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MO 
+ s s NX,‘(K ’ (s)), u) dvn(u I Xn(K l (s))) ds 0 u 2 F, 
(:= Z,‘(t) + z,“(t)) 
where h(x, u) =f(x + u) -f(x) -f’( x u and Z:(t), i = 1,2, are obviously defined. As ) 
for the process Z,‘(t), we have 
II k(t) s s 2 0 ” jf”(X;(en-l(S))) -f”(X,‘(8,‘(S)) + 6ul(O < u -=z En))1 
x u2 dv,(u ( X,(0, l(s)) ds 
-+O a.s. 
where 0 < 6 < 1. The last convergence is due to (A7) and uniform continuity off”( *) 
on any compact set. Further we can show, as in the case of V,‘(t), by using (A4) and 
Lemma 2 that 
1 R(t) 
2 0 s 
f”(X; (e; r(s)) 
s 
U2 dv,(u ( X,(0; l(s))) ds 
O<U<&” 
--, i j’ f”(X,(s))a2(X(s)) l,_,(X(s))ds := C(t) a.s. 
0 
Thus we have shown that Z,‘(t) + C(t) a.s. for each t. 
By using a similar argument and taking into consideration conditions (A3) and 
(A4)( ***), we can also show that 
f 
Z,“(t) -+ 
ss 
h(X,(s), lD(X(s))u) dv(u ( X(s)) ds a.s. (6.3) 
0 u 
To see this, let E(U) be a continuous function such that 0 I E(U) 5 1, E(U) = 1 if 
E s u _< l/a (E is an arbitrary number less than l), and E(U) = 0 for all sufficiently small 
and large u. We note that by the last condition in (A3) and (A4)( ***), 
%.@) 
li_i lim sup is s (1 - E(U))h(x,l(e;l(s)), u) *dv,(u) x,(e; ‘(s)))ds = 0. n 0 E. s u 
Thus to see (6.3) it suffices to show that 
s(u)h(X1(OP1(s)), u)dv(u(X(K1(s)))ds a.s. (6.4) 
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We have shown that with probability one for a.e.s. X,(f?;‘(s))-+ X(0-‘(s)) and 
X(0_i(s))~F~ for any Bore1 set F c D with T(F) = 0. Thus by (A3) for a.e.s 
s 
g(u)dv,(ulX,(B,‘(s))~ s(U)dv(nIX(6-i(s))). 
cl s u 
for any bounded continuous function g(u) defined on U which vanishes around 0. It is 
also easy to show that for a.e.s. k,(u) = ~(u)h(Xi(Q; i(s)), u) is continuously conver- 
gent to k(u) := &(u)h(X, (e-‘(s)), u). Thus by Kallenberg (1975 p. 94, Section A, 7.33, 
for a.e.s., 
s 
Uu)dv& I XrdK ‘(4)) + WWu I X,(@-‘(4))> 
u s u 
which implies, in view of (A7), (6.4). 
(ii) Most of the assertions of (ii) were proved already. Indeed, the fact that 
S’ o ljr<)(X(s))ds = 0 for any t follows from (i) of Lemma 2. When p = cc in (A5), we 
know that jk l{a)(X,(s))d s 5 O(t) in D([O, co), R’) (see the proof of (IV) of (ii) in 
Lemma 1). On the other hand, by Lemma 2, 
s * f l(el(Xn(s)ds = t - 1,(X,(s)) ds 0 1 0 
t f 
9 
t 
-,t- 
s 
l,(X(s))ds = t - 
s 
lD(X(s)) ds - 
0 s 
$)(X(s))ds 
0 0 
= 
s 
’ l(e)(X(s))ds. 
0 
Hence, s: l{a)(X(s)ds = 0 for any t if p = cc in (A5). The above convergence also 
implies that if 0 < p < co in (AS), q(t) = p ih l{e)(X(s))ds. 
Finally, it is a direct consequence of the continuity property of solutions of the 
Skorohod equation (5.1) (Lipster and Shiryaev, 1989, Theorem 1, Chapter 10 and 
Tanaka, 1991), that q(t) increases only when X(t) = 0 and t(t) increases only when 
X(t) = K. 
Proof of Proposition 1. The main technique is taken from Ikeda and Watanabe (1989, 
Theorem 7.2, (3”)). That is, as in the case of sticky Brownian motions, we use the time 
change technique to show the result of Proposition 1. Let Y(t) be the solution of (RP). 
Define a process U(t) by 
U(t) = t + (llp)$(Q 
Then the inverse process U-‘(t) = inf {s; U(s) 2 t) is continuous, strictly increasing 
and satisfies 
U-‘(t) = t - l/pll/(U-i(t)).’ (6.5) 
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Set Z(t) = Y(U-l(t)), J(t) = $&-l(t)), f(t) = 5(fJ-l(t)), 
s 
f f 
w(t) = 4 Y(s)) dB(s) + 
ss 
u&ds du), 
0 0 u 
and q(t) = W(U- l(t)). Then 
i 
u-‘(t) 
z(t) = Z(0) + a(Y(s))ds + 6’(t) + q(t) - c(t). 
161 
Jo 
We note that 
f u-‘(t) = 
s 
1&(s)) ds. 
0 
Indeed, since t = j”i lD( Y(s)) ds, 
J 
u-‘(t) u- ‘(t) = 1dW) ds 
0 
f’ 1 
= 1 l,(Z(s))ds - L r f (Y(U-‘(s))d$(U-‘(s)) (use (6.5)) 
Jo P JO 
J ’ l,(Z(s))ds - ; J 
W’(l) 
= 1dW)diG) 
0 
o 
f = J l&(4) ds. 0 
Thus, we have 
J 
l.-‘(t) 
a(Y(s))ds = 
0 s 
’ ldz(s)MZ(s)) ds. 
0 
Next we will show that on a probability space which is an extension of (Q, 9, P, Ft), 
there exist a Brownian motion B”(t) and an integer-valued random measure N’(ds du) 
such that the compensator $‘(ds du) is given by i’(dsdu) = dsdv(u 1 Z(s)) and t t 
l?(t) = J b(z(W(Z(WB”(4 + JJ lD(Z(s -))uN”‘(ds du). 0 0 u 
To see this it suffices to show that for any f~ Ci, 
A?,(t) :=f( ti(t)) -f( b?(O)) - ; 
s 
’ f”( @(s))lD(Z(s))gz(Z(s))ds 
0 
-JJ ; ” ifv%> + 1D(Z(S))4 -f@‘(4) 
-.~‘(@WD(Z(~)~~ dv u I Z(s)) 
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is a martingale (Karoui and Lepeltier, 1977). But this follows at once if we note that 
M,(t) =fW’(O) -fWV) - ; j’ f”(Ws))~“(Y(s))ds 
0 f - ss o u U-VW + u) -f(Ws)) -f’(W))uldv(uI W)ds 
is a martingale and hence A?,(t) = Mf(U-r(t)) is again a martingale as the time 
change of M,(t). Thus we have shown that Z(t) satisfies 
s 
f 
Z(t) = Z(0) + ldz(s))@(s))ds 
0 t f + s MW)W(WB”(s) + ss l,(Z(s-))uN”‘(ds du) 0 0 u 
Moreover it is easy to see that the following hold: 
s f +q(.W)ds = 0, 0 
$0) = s ’ l~o@(s))d&(s), 0 
Thus Z(t) is a solution of (SP) and we have shown the existence of the solution of (SP). 
To show the uniqueness of the solution of (SP), let Z(t) be a solution of (SP), and we 
set A(t) = {L l,(Z(s))ds. Then using the same argument as we used in the proof of 
Lemma 2, we can show that A(t) is strictly increasing with probability one. Thus the 
inverse process A-‘( ) t is continuous. Set Y(t) = Z(A-l(t)), +(t) = $(A-l(t)), 
t(t) = c$((A- l(t)). Then in the same way as before, we can show that there exist 
a Brownian motion B(t) and an integer-valued random measure N’(ds du) such that 
the compensator s’(ds du) is given by I?‘(ds du) = ds dv(u) Y(s)) and f 
Y(t) = Y(0) + s a(Y(s))ds + 0 s f o(Y(s)) dW 0 
f 
+ 
ss 
&(dsdu) + $(t) - t(t). 
0 u 
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Moreover it is easy to see that 
s 
’ l&Y(s))ds = 0 (8D = (0, K}) 
0 
and 
5(t) = s ’ l{~#‘(WS(s). 0 
Since 
s A-‘(t) A-‘(t) = t + 1 {oj (Z(s)) ds 0 
= t + (l/p)@(t) (:= U(t)). 
Thus Z(t) = Y(A(t)) = Y&-‘(t)), and this implies the uniqueness of the solution of 
(SP) since the solution of (RP) is unique. 
Remark 6.1. Here we show that Z(t) is sticky at 0. To see this, let Z(0) = 0. Then we 
can show that for all t > 0, 1: lic)(Z(s))ds > 0. Indeed, suppose this is not true. Then 
there exists a to > 0 such that if A = {o; j: l(o)(Z(s))ds = 0}, then P(A) > 0. Now 
consider (SP) on 0 I t I to. Then (SP) has the unique solution Z(t) = 0, 
G(t) = t(t) = 0, 0 I t I to on A. But then s: lio)(Z(s))ds = to on A, a contradiction. 
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