How do working memory and perception interact with each other? Recent theories of working memory suggest that they are closely linked, and in fact share certain brain mechanisms. We used a sequential motion imitation task in combination with EEG and ERP techniques for a direct, online examination of memory load's influence on the processing of visual stimuli. Using a paradigm in which subjects tried to reproduce random motion sequences from memory, we found a systematic decrease in ERP amplitude with each additional motion segment that was viewed and memorized for later imitation. Highfrequency (N20 Hz) oscillatory activity exhibited a similar positiondependent decrease. When trials were sorted according to the accuracy of subsequent imitation, the amplitude of the ERPs during stimulus presentation correlated with behavioral performance: the larger the amplitude, the more accurate the subsequent imitation. These findings imply that visual processing of sequential stimuli is not uniform. Rather, earlier information elicits stronger neural activity. We discuss possible explanations for this observation, among them competition for attention between memory and perception and encoding of serial order by means of differential activation strengths.
Introduction
The interplay between working memory and visual perception has been the subject of considerable debate. Even though working memory has received much interest from researchers in psychology and cognitive neuroscience, remarkably little is known about the mechanisms on which it depends, or about the factors that set its limits. At the theoretical level, two general classes of models posit different interactions between memory and perception. One approach conceptualizes working memory as a set of specialized buffers for the storage of information (Baddeley, 2003) , which are controlled by an attention-based structure, the central executive. The multi-component, modular model emphasizes limited amounts of activation and temporal decay in the buffers as the sources of capacity limitations in working memory (Baddeley and Logie, 1999) . Physiological demonstrations of activity in the prefrontal cortex (PFC) during the memory retention period have led to the identification of the PFC as the neural substrate for the proposed storage buffers (Goldman-Rakic, 1987; Postle, 2006 ). An alternative view treats working memory not as a separate module, but as an emergent property, which harnesses existing neural mechanisms specialized for sensory perception and long-term memory representations (Cowan, 1999 (Cowan, , 2000 Jonides et al., 2005; Pasternak and Greenlee, 2005; Postle, 2006) . By this account, after the visual stimulus has disappeared from sight, visuospatial working memory is achieved by prolonged activations, via attention, of the same occipital and parietal regions that are thought to mediate visual perception (Druzgal and D'Esposito, 2001; Postle et al., 2003; Todd and Marois, 2004; Vogel and Machizawa, 2004) . In the "embedded-process", or "emergent property" framework, the prefrontal cortex does not provide the actual substrate for memory storage, but rather mediates attentional control of the sensory reactivation process (Curtis and D'Esposito, 2003; Lebedev et al., 2004; Postle, 2005) . Consequently, this approach emphasizes attentional control as a limiting factor in working memory capacity (Cowan, 1999 (Cowan, , 2000 .
Attempts to choose between these theoretical accounts have produced mixed results. The key issues that distinguish the two accounts are (i) the degree to which short-term storage of visual information overlaps with early stages of visual processing, and (ii) whether memory's capacity limit is dictated by some limit on attentional selection of visual input. Several groups used visual search paradigms in conjunction with a working memory task, measuring the degree to which the content of working memory affects search efficiency. Woodman et al. (2001) found no detrimental effect on visual search when subjects had to concurrently remember a visual object. More recently, however, they found that, when some location in space had to be remembered, the slope of the function relating reaction time to search array size increased, indicating reduced search efficiency (Woodman and Luck, 2004) . A similar result was reported by Oh and Kim (2004) . Olivers et al. (2006) explored the relation between the content of working memory and the items in the search array and reported that loading working memory with information increased interference from singleton distractors (see also Lavie and de Fockert, 2005) , especially when those distractors were identical to, or shared features with, the remembered material. This is inconsistent with studies by Downing and Dodds (2004) and Woodman and Luck (2007) , which found no such interference effects. A second line of inquiry examined how perceptual processing is affected by a concurrent working memory task. Awh and colleagues, using functional imaging (Awh et al., 1999) , ERPs (Awh et al., 2000) and behavioral measures (Awh et al., 1998) , showed that remembering spatial locations has the same perceptual consequences as spatial attention, i.e., increased sensitivity to visual stimuli at those locations, as measured by BOLD signal changes, ERP amplitude and reaction times. Theeuwes et al. (2005) demonstrated the same principle using eye movements: remembering a location caused the subjects' gaze to deviate, just as if they were directing their attention towards that location. Downing (2000) showed that, when subjects remembered a face at one of two locations, perceptual judgments about stimuli subsequently shown in that location were faster than in the other location. In the verbal domain, Shulman and Greenberg (1971) observed a perceptual deficit, as measured by response time, in recognizing a digit while remembering a list of consonants, a deficit that depended on list length. Fougnie and Marois (2006) used a dual-task study that joined multiple object tracking and working memory. Somewhat in contradiction with other studies, they found that, although the two tasks interfered with each other, working memory capacity cannot be explained solely by limits on attention, and working memory likely involves its own distinct, capacity-limited subprocesses.
We believe one useful approach, which has not been used so far, is to directly measure neural responses to visual stimuli at the Note that, while viewing and reproducing the stimulus, the disc did not leave a trace, so subjects only saw its instantaneous position; the dashed lines are for illustration purposes. (B) Behavioral results. Segment orientation error is plotted against segment serial position. Error bars are within-subject SEM (Loftus and Masson, 1994) . (C) ERPs at the midline electrode locations for the memory condition, time-locked to the onset of the disc's appearance on the display. Vertical dashed lines indicate the onset of individual motion segments. The 4.75 s for which ERPs are displayed corresponds to the period during which subjects viewed the stimulus models. same time they are being loaded into working memory, rather than use indirect measures, such as visual search, or task-irrelevant stimuli, like those used in the spatial memory studies. We also sought to use a single-task paradigm, which would eliminate the complexities and added cost of handling two tasks at the same time (Olivers et al., 2006; Lavie et al., 2004) . We reasoned this could be achieved by means of a procedure in which items of visual information are presented sequentially, so that subjects have to keep early items in working memory while continuing to encode each subsequently presented item. Under these conditions, perceptual responses can be gauged in the presence of a steadily increasing load on working memory. By recording neural responses to the presentation of each additional item, we could measure the consequences of the growth in the amount of stored information. Scalp EEG recordings provide a good basis for such an analysis: first, they provide excellent temporal resolution, which is essential for evaluating differences between responses to closely spaced stimuli. Second, ERP and EEG markers provide valuable information about visual perception: ERP amplitude is known to correlate with attentive visual processing (Hillyard and Münte, 1984; Hillyard et al., 1998; Luck et al., 2000; Awh et al., 2000) , as does activity in the high-frequency (beta and gamma) bands of the EEG (Gruber et al., 1999; Müller et al., 2000; Tallon-Baudry et al., 2005) . Thus, we used those electrophysiological markers to track changes in subjects' processing of incoming visual motion information while they were attempting to hold previously seen motion in working memory.
We recorded scalp EEG from human adults who performed a sequential imitation task (Agam et al., 2005; Agam et al., 2007) . Fig. 1A shows a schematic diagram of the experimental paradigm. On each trial, subjects viewed a moving disc whose trajectory comprised five randomly oriented, connected linear segments. Then, several seconds later, subjects used a stylus and a graphic tablet to reproduce the trajectory from memory (see also Supplementary video clips). We focused on the period during which subjects were viewing the moving disc, the idea being that, as the disc progresses, there is more that the subject has to hold in memory of what he or she has already seen, so we would be measuring responses to the disc's motion under conditions of varying load in working memory.
Methods

Subjects and procedure
Seventeen right-handed subjects (8 male, 9 female, age range 18-26) participated after providing written informed consent. Each of the observers performed between 200 and 240 trials of the imitation task (memory condition). Each motion stimulus was generated by the steady movement of a yellow disc (1°visual angle in diameter) against a black background on a computer screen, which subjects viewed from a distance of 57 cm. Each model comprised a novel set of five directed motion segments, each 1.1°v isual angle long, whose orientations varied quasi-randomly. To ensure proper perceptual processing of the individual motion segments, the angular difference between the orientations of each two adjacent segments was between 30 and 150°. The moving disc took 525 ms to traverse each segment; successive segments were separated by a 225 ms pause, in which the disc remained stationary. The inter-segment pause was meant to prevent perceptual smoothing of the trajectory due to abrupt changes in motion direction (Sekuler et al., 2003; Brown and Voth, 1937) . Subjects had to knit together the directed components in their mind's eye and hold the trajectory in memory for 3.75 s. They then tried to reproduce it with a stylus on a graphic tablet (Wacom, Vancouver, WA). The accuracy of the imitation was assessed by an automatic segmentation algorithm (Agam et al., 2005) , which used temporal and spatial criteria to decompose the imitation into individual segments. After segmentation, the orientation of each reproduced segment was compared to the orientation of the corresponding segment in the stimulus model. The absolute difference between orientations provided the principal measure of error in imitation (see Agam et al., 2005 Agam et al., , 2007 for discussions of alternative measures).
All seventeen subjects also performed a control task, meant to help us distinguish between effects of memory load and visionrelated effects, such as adaptation. In the control condition, stimuli were visually identical to those in the imitation task. For nine subjects, on one third of 240 trials (which were subsequently excluded from the analysis), the speed of the disc through one of the five motion segments changed relative to the normal speed by up to 25%. Subjects had to indicate whether such a speed change happened on a given trial. The eight remaining subjects performed a different control task: at the onset of every one of 100 trials, an arrow pointed in a random direction.
Subjects were asked to count on how many, out of 15 segments, the direction of motion matched the direction of the arrow. Only the first five segments, which were visually identical to the stimuli in the memory condition, were included in the analysis. In both control tasks, subjects did not have to remember and imitate the seen motion sequence, but only to make a perceptual judgment.
Since there were more trials in the memory condition than in the control condition, memory trials were randomly excluded from analysis, until the number of trials was equal in both conditions for each subject. Although this procedure decreased the signal-to-noise ratio in the memory data, it ensured that any effects seen in the memory, but not in the control condition were not due to a difference in noise levels. For the analysis in Fig. 4 , which pertains to the memory condition only, no trials were excluded.
Electrophysiological recordings and analysis
We recorded from 129 electrode sites at 250 Hz using an Electrical Geodesics (Eugene, OR) system. Data were cleaned of bad channels, re-referenced to the grand average and reduced to a montage comprising 27 standard electrode locations, two vertical, bipolar channels above and below each eye and one horizontal, bipolar eye channel, using BESA (MEGIS Software GmbH, Munich). Data were then averaged and analyzed using MATLAB (The Mathworks, Natick, MA). Blink and eye movement artifacts were eliminated by rejecting epochs in which the difference between the maximum and minimum voltage at any channel exceeded 70 μV. Data were notch-filtered at 60 Hz and high-pass filtered at 1 Hz. For ERP analysis, an additional low-pass filter was applied at 20 Hz. To calculate the energy of the ERP signal, the ERP trace at each electrode was squared, summed across the entire 750 ms duration of the segment and divided by the sample rate then log-transformed (natural log) to correct for non-normality due to lower bounding at zero. For EEG analysis, energy spectra were computed using a 512-point (Hann-windowed) Fourier transform on each segment. Oscillatory energy was summed across evenly spaced points within each frequency band (0.1 octave frequency steps), divided by the number of FFT points and by the sample rate, and log-transformed.
Results
As explained earlier, to score the accuracy of subjects' reproductions in the memory condition, we defined the error for each segment as the absolute difference in orientation between the reproduced segment and the corresponding segment in the stimulus. Behaviorally, the results demonstrated a pronounced primacy effect and a modest, one-item recency effect (Fig. 1B) , confirming previous findings with this paradigm (Agam et al., 2005) . Fig. 1C shows event-related potentials (ERPs) at five midline electrode locations, time-locked to stimulus disc's appearance, and encompassing the entire 4.75-second period in which subjects viewed the stimulus disc during the memory task. As is clear from the figure, every motion segment elicits a distinct electrical signature at a fixed delay from its onset. To examine changes across successive segments, we superimposed traces corresponding to individual segments and tested the averaged ERPs and energy spectra for differences between segments in the memory and control conditions. As can be appreciated from Fig. 1C , the ERP associated with the first segment is quite different from the other segments' ERPs, making a direct comparison difficult, particularly when selecting specific components of the ERP for comparison. This may be due to the onset of the disc's motion, which not only entails an abrupt change in the visual scene, but also a change in context and in the subject's arousal level. Such attentional transients are also known to be accompanied by a strong decrease in oscillatory activity, particularly in the alpha band (Klimesch, 1996) . Another reason for the difference between the first segment and others could be that each ERP lasts longer than its respective segment and extends into the next one. The first segment, during which working memory is "empty", would not be contaminated by such residual effects. In any case, when all five segments were included in the analysis, both conditions produced highly significant differences between segments in both time and frequency, in which the first segment was clearly an outlier. To obtain more meaningful observations related to the effects of memory load per se, we excluded the first segment from further analysis and focused on segments 2 through 5.
Analysis of segment-by-segment ERPs focused on epochs of interest identified by visual inspection of the data: We identified the notable peaks in the data and focused our analysis on short intervals encompassing those peaks. Such subjective choices of time bins may seem arbitrary, but note how different the ERPs to motion segments (Fig. 1C) are from the "standard" ERPs that are typically elicited by a brief flash of a static stimulus (as Fig. 1C shows, the ERP to the appearance of the static disc at time 0 actually resembles a typical visual ERP.) The non-standard form of the ERPs to the moving stimulus means that we could not rely on well-characterized components such as N1, P1, etc., found with more common visual stimuli (see Luck, 2005 for a review of ERP components) and had to resort to our own choice of time epochs. The large frontal peak may be likened to the frontal P3a component. However, the P3a is known to be elicited by unexpected, task irrelevant stimuli (Squires et al., 1975; Polich and Comerchero, 2003) , which makes us think it represents something else here. We shall therefore avoid using "standard" notations for the ERP peaks.
The ERPs around identified peaks were averaged and subjected to a repeated measures ANOVA with factor segment. Fig. 2 demonstrates the segment-by-segment differences between ERPs in the memory and control conditions at five midline electrode locations. The memory condition produced widely distributed differences between successive segments of the trajectory. Specifically, as each successive segment was seen, ERP amplitude decreased. These effects were widely distributed, but largest at frontal and central locations. We found very little difference between segments in the perceptual control condition, indicating that differences among segments in the memory condition are not caused by visual processes alone, but arise from the requirement to encode and maintain successive components of the seen trajectory in working memory. Note that our failure to reliably reject the null hypothesis in the control condition does not, by any means, imply that nothing is happening in that condition (Loftus, 1996) ; in fact, the data show a certain downward trend in ERP amplitude. But the weak control result, coupled with the clear significance in the memory condition, does show that memory load has a much stronger effect on the ERPs than merely the repeated motion or the passage of time.
When examining the ERP traces in Fig. 2A , one gets a sense that the ERPs in the memory condition decrease in a multiplicative fashion. Consider, for example, electrode Fz: it looks as if each segment, throughout the entire 750 ms, is a reduced version of its predecessor. This phenomenon has been termed "gain control" and described by Hillyard et al. (1998) -in the context of attentional modulation -as "an amplitude change without any modification of waveform". With our data, these changes are difficult to assess by simply choosing visible peaks as some parts of the ERPs, particularly the early and late parts of segments, have moderate slopes. To provide, along with the ERP traces, a measure that reflects changes in the ERP amplitude but does not depend on a specific, subjective choice of time bins, we calculated the sum of the squared samples in each segment's ERP for the entire duration of each segment. This is a measure that is akin to the energy of the ERP trace and reflects how much the ERP deviates from zero or from a "resting" state. In using this measure, we sacrifice some temporal resolution for a more compact, component-independent representation of the ERP. We emphasize that this measure has not been used before as an index of visual processing and is not meant to replace the analysis of peaks in the raw waveforms, but only to complement it as a more compact indicator, which seems appropriate given the multiplicative nature of the differences between segments in our data.
The right column in Fig. 2A shows the energy plots for each electrode, which clearly show significant decreases in amplitude in the memory, but not the control, condition. Of the midline electrodes, Oz showed an interaction between condition and serial position (p b 0.005). In addition, we calculated the mean energy of the averaged ERP signal across the entire scalp, measured at 27 electrode locations (Fig. 2B) . This whole-head measure provides a useful, compact index of the amplitude effects. Even though position was a significant factor in the control condition (p b 0.03, one-way ANOVA), energy did not decrease consistently and in fact increased at the fifth segment. Conversely, in the memory condition, the ERPs decreased monotonically and highly significantly (p b 0.0001) in energy. A two-way ANOVA confirmed an interaction between factors condition and serial position (p b 0.05).
Although more speculative than ERP measures, there is growing evidence that high-frequency (N20 Hz) oscillatory activity is correlated with visual processing. To complement the ERP analysis and obtain more information about the differential processing of motion segments in our imitation task, we examined changes in oscillatory activity across time, while subjects were viewing the stimulus models. To that end, we divided the frequency spectrum into four standard frequency bands: theta, 4-8 Hz; alpha, 8-13 Hz; beta, 13-30 Hz; and gamma, 30-58 Hz (Hwang et al., 2005; Sederberg et al., 2006) , and calculated the total energy within each of the frequency bands (see Methods). Changes in oscillatory energy during the presentation of segments 2-5 were assessed at each electrode location using a repeatedmeasures ANOVA with factor segment for each frequency band.
High-frequency oscillations in the EEG demonstrated serialposition-dependent effects analogous to those seen with ERPs. Significant differences between segments were widespread and were observed considerably more in the memory condition. As Fig.  3A shows, segmentwise differences in the EEG reveal a loss of energy in the high frequencies (beta and gamma bands) as a function of serial position. In addition to comparing oscillatory activity in individual electrodes, we calculated the mean energy across the entire scalp (27 locations) in each of the frequency bands. Fig. 3B shows the mean energy in each band as a function of segment serial position. A one-way ANOVA with factor segment yielded a significant result only in the beta and gamma bands (p b 0.0001 for both) in the memory (but not the control) condition. A two-way ANOVA indicated a significant interaction between condition and serial position in the beta and gamma bands (p b 0.015, p b 0.01, respectively). Do our findings have any bearing on subjects' actual performance in the memory task? To find out, we sorted trials in the memory condition according to the accuracy of the imitation on each trial. Orientation errors were averaged across all five segments, and trials were binned into four quartiles according to the size of the mean error. Therefore, for each subject we had four equally populous groups of trials, representing four different levels of performance (Fig. 4A, p b 0 .01, one-way ANOVA with factor mean segment error). To examine whether the ERP generated during encoding can predict the quality of subsequent imitation, we compared the ERPs in each of the four groups. Fig. 4B shows the energy of the ERPs across the entire scalp, for individual segments (left) and averaged across segments 1 to 5 (right) in each group. The amplitude of the ERPs associated with viewing stimulus segments was positively correlated with subsequent performance: the larger the ERP amplitude, the more accurately subjects then reproduce the motion stimulus. When considering the dynamics of the ERPs across serial positions within each group (Fig. 4B, left) , an interesting pattern can be seen: in all four datasets, ERP amplitude decreased significantly (p b 0.005 in all sets, ANOVA with factor segment); later segments were less effective in eliciting ERPs than earlier ones. We did not observe a similar correspondence with behavioral performance in the frequency data, possibly because of the higher noise levels in each group of trials.
An issue that must be addressed with our results is the possible contamination of the data by eye movements. Subjects were required to track the moving disc and were more likely to move their eyes during the later part of the trajectory as the disc moved further away from its starting point. Eye movements have a very strong effect on EEG signals and must be considered in any study using that technique. Several factors convince us that eye movements cannot account for our results: (1) effects are robustly seen in both anterior and posterior electrodes, whereas eye artifacts are mostly restricted to anterior sites; (2) we do not know of any reported impact of eye movements on high-frequency oscillations; (3) it is unlikely that eye movement patterns differ between the memory and control conditions; and (4) the correlation between ERP amplitude and success in imitation is difficult to explain by means of differences in eye movement patterns. To provide an estimate of how much eye movements may have affected our data, we include result from an eye-tracking study carried out in our laboratory (Maryott and Sekuler, unpublished observations, see Appendix) using a task identical to our memory condition. Data from six subjects show that, on average, the eyes move about the length of a segment while viewing each stimulus segment. The small difference between segments (maximum 3 pixels) and the fact that there was no statistically significant difference (p N 0.5) suggest that eye movements did not have a strong influence on our current results.
Discussion
The results reported here provide evidence that working memory load modulates neural responses to visual motion stimuli. As more segments had to be held in memory, ERP amplitude decreased. The same pattern was observed for high-frequency oscillations.
Using a perceptual control task with identical stimuli, we demonstrated that the observed drop in amplitude is indeed due to the requirement to remember the motion sequences.
One important question is what the ERPs represent: do they really index perception? One could argue that the differences between the ERPs within the memory condition reflect purely memory-related processes such as storage and rehearsal and are not perception-related. If that were the case, then we would expect a qualitative difference between the waveforms for the memory and control conditions as the control does not involve working memory. What we see, however, is that the major peaks happen exactly at the same time in the control as they do in the memory condition, therefore our results are unlikely to be exclusively related to memory processes. That is not to say that working memory does not modulate the ERPs: it does, but seems to affect slow-wave activity, which was not analyzed here. Numerous studies have found slow-wave ERP markers that are modulated by memory load (Vogel and Machizawa, 2004; Löw et al., 1999; Ruchkin et al., 1990) or by the type of information being remembered (Bosch et al., 2001; Rolke et al., 2000; Mecklinger and Pfeifer, 1996; Mecklinger, 1998) . We intentionally filtered out that aspect of the ERPs (using a 1 Hz high-pass filter) in order to examine interactions with perception-related processes.
We shall now outline some possible explanations for our results. First, the decrease in ERP amplitude with successive segments suggests that processing of the disc's motion becomes less and less effective as more of the trajectory's segments have to be held in working memory; it seems that early motion segments benefit from increased attention compared to later ones, whose processing is shared with the rehearsal of early segments. Selective visual attention has been robustly linked to changes in ERP amplitude. Many studies (Hillyard and Münte, 1984; Hillyard et al., 1998; Luck et al., 2000; Awh et al., 2000) found that attended stimuli elicit larger ERPs than ignored ones. Such a correlation between attention and ERP amplitude may indicate that working memory "competes" for attention with the perceptual processing of successive visual stimuli. This is further supported by a drop in high-frequency oscillatory activity, which has also been shown to correlate with attention, as shown by EEG (Gruber et al., 1999; Müller et al., 2000) , intracranial EEG (Tallon-Baudry et al., 2005) , MEG (Sokolov et al., 1999) and monkey single-unit (Womelsdorf et al., 2006) experiments. All those studies found increases in highfrequency activity when stimuli within the receptive field of a neuron, or in the case of EEG and MEG, in the contralateral visual field, were attended compared to when they were ignored.
This proposed competition for processing resources has some interesting implications: without resorting to temporal decay or storage buffer size, competition provides a simple explanation of why working memory is so severely limited in capacity. Working memory capacity limitations, at least in the nonverbal domain, could arise from a tradeoff between the processing of incoming visual information and the need to keep remembered visual material active. Furthermore, competition for attention can account for the primacy effect, i.e., the better recall of early items (Fig. 1B) , as an outcome of the uneven distribution of attentional resources available to encode successive motion segments, so that earlier segments benefit from more robust encoding (Sederberg et al., 2006) . Our findings do not correlate with the recency effect (Fig.  1B) : the electrophysiological effects did not flatten out at the fifth segment. We have suggested previously (Agam et al., 2005) that the recency effect results from interference during retrieval, which might explain the lack of correlated data during encoding. Finally, we showed that ERP amplitude during presentation of a stimulus model is a good predictor of the accuracy of subsequent imitation. If larger ERP amplitude indeed represents elevated attention, then this predictive relationship could indicate that if a subject is able to maintain a sufficiently high attention level early on in the sequence, as seen for the two high-performance bins, the drop in attention would not be as consequential and the probability of good recall would increase.
The idea that working memory capacity is a derivative of a more general limit on attention has been proposed previously in various forms (Cowan, 1999 (Cowan, , 2000 Kane et al., 2001; Postle, 2006; Jonides et al., 2005) . Although the results of the present study agree with such a hypothesis, they are not dispositive. The rival multi-component model could, in principle, accommodate our data, by assuming that working memory does indeed comprise of "stand-alone", specialized buffers, but controlling the content of those buffers pulls attention away from perceptual processing. However, if that is the case, then the multi-component model could benefit from the inclusion of an explicit connection between the so-called "central executive" -the main attentional construct -and the "crystallized systems"-sensory representations and long-term memory stores (Baddeley, 2003) . In other words, the "central executive" should also describe what is called "selective attention" in other contexts. That way, the multicomponent model could more successfully account for interactions between attention-driven sensory processing and working memory maintenance.
An alternative explanation is one that postulates an encoding mechanism at play rather than a consequence of limited resources. For example, some models for the representation of serial order in memory (Grossberg, 1978; Page and Norris, 1998; Farrell and Lewandowsky, 2002; Bullock and Rhodes, 2003; Botvinick and Plaut, 2006) assume an activation strength-based code: in the most simple implementation, the internal representations of all the items in a sequence are activated, prior to the beginning of recall, at differential strengths which are ordered by the serial position of each item: the strongest item is most activated, and activation strength decreases monotonically, with the last item most weakly activated, thus providing an implicit code for serial order. How such a "primacy gradient" could be constructed, however, has been unclear. Our results, although too coarse in spatial resolution to provide a detailed account of such a mechanism, may reflect the construction of an activation strength gradient while the sequence is being seen and encoded. Arbib et al. (2006) proposed an attention-based mechanism that arranges the representations of action in a sequence in descending order of activity strength. On the other, strength-based encoding may in fact not be a mechanism per se but an implicit consequence of limitations on processing serial information with equivalent reliability across successive items, as proposed above.
We used a control condition to rule out low-level visual effects, such as sensory adaptation. One could still argue, though, that what we observed is indeed adaptation: a reasonable argument would be that since in the memory condition ERP amplitude is larger early on in the motion sequence relative to the control condition (Fig. 2B) , the visual system adapts more strongly. While this does imply an interaction between memory and perception, it is different from the attention-based explanation. Some points, however, argue against adaptation: As seen in Fig. 2B , the total ERP energy for segment 5 is smaller in the memory condition than in the control condition (p b 0.055, t-test), arguing against convergence to the same physiological state. This is also mostly true when examining each individual electrode ( Fig. 2A) . Similarly, EEG activity in the beta and gamma bands (Fig. 3B) begins at the same level and drops precipitously in the memory condition to a much lower final level than the control condition. Furthermore, Fig. 4B shows that, for the top three quartiles of performance, amplitude is similar for the second segment, but does not fall off to the same final level.
In conclusion, we report a unique observation related to the encoding of sequential stimuli. More research needs to be carried out to fully understand why the amplitude of neural responses to stimuli drops throughout the sequence and what kind of process is reflected by this phenomenon. One direction we are currently taking is repeating each stimulus model multiple times, so that subjects become more familiar with the model after each presentation (see also Agam et al., 2007) . Studying how serial position amplitude effects are modulated by familiarity may provide useful clues as to what causes these effects. If the amplitude effects are due to decreased attention, then the competition for attention between memory and perception might be resolved through model repetition. On the other hand, if the amplitude effects reflect a more elaborate encoding mechanism, then they should persist following learning.
