Abstract-Geospatial events continue to plague both wireless and wireline communication networks. The immediate effect of a large scale geospatial event is generally complete or partial loss of situational awareness caused by a lack of communications and media availability in the affected area, effectively isolating many people affected. Significant challenges have been reported by emergency responders, victims, and other involved persons immediately following the recent U.S. tornados and the earthquakes worldwide. Riots and protests can also act as geospatial events that stress communications resources in a geographic area.
INTRODUCTION
During a disaster, communications systems can be devastated. When this occurs, a communications "black hole" is created at the center of the disaster. This causes a significant lack of situational awareness immediately that extends throughout the geographic impact zone. The network infrastructure that remains becomes stressed from a flood of users trying to communicate. This is the basic description of a geospatial event in a network. Events of this nature are not limited to small or large geographic areas. In addition, the network becomes "mission critical" for survivors and responders.
[1] and [2] discuss the criticality of the communications following a disaster.
Typically network designers separate topology from geography. In this work we develop optimization models to add nodes to a network topology that eliminate the geographic vulnerabilities, protecting the network from geospatial events.
We develop models based on Integer Linear Programming (ILP) and Particle Swarm Optimization (PSO) to optimize networks for both point-to-point and all-terminal applications. To demonstrate the flexibility and applicability of both approaches, we use simple wireless propagation link models as well as more complex link models that include obstructions like buildings and other terrain features.
Both the ILP based approach and the PSO based approach were successful in mitigating geographic vulnerabilities found in our test networks. We use a geographic vulnerability function V(N,E,r) that was developed in [3] and is defined in Appendix 1 to evaluate our solutions and participate in the objective function of the PSO approach. Since the V(N,E,r) is non-linear, the ILP approach is only an approximation. The PSO approach can use V(N,E,r) as the objective providing a more direct solution. Another important difference between the two approaches is that the ILP approach can augment the network with multiple nodes concurrently, whereas the PSO approach adds one node at a time.
A. Motivation
During the Japan (Tohoku) Earthquake, millions of telephone lines were damaged. Wireless communications were poor in the affected areas in Japan. In many cases, texting, social media, and Skype were the only form of communications for survivors [4] [5] . During the May 21, 2011 tornado in the U.S, phone communications to the city of Joplin were largely cutoff after the devastating storm cut a 6.5 mile long and one-half mile wide path through the town. Interestingly enough, as storm chasers broadcasted live from the tornado's path, people that lived hundreds of miles away were able to understand the scope of the disaster better than people living in the middle of the tornado's path that had no phone or television service [6] . The immediate lack of situational awareness caused survivors to use whatever means available, which frequently included texting, Twitter, and Facebook, to communicate their situation to the outside world. Since voice communications is typically prioritized for emergency response personnel during disasters [7] , any connection (even text) to the network becomes vital for survivors. Another concern are secondary events that are related to the original event but not necessarily predictable.
Examples are secondary flooding after the initial event, movement of fires (forest, structure), earthquake aftershocks, structure collapse/explosions (from natural gas leaks, structure instability).
What these disasters bring to light is the need for communications networks that are resilient to geospatial events. It is our contention that communications networks should not be vulnerable to geospatial failures.
B. Contributions
In [3] , Geographic Vulnerability is defined as follows DEFINITION 1 (GEOGRAPHIC VULNERABILITY). A Geographic Vulnerability is the geographic area of a network that if attacked can cause significant impact to the function of the entire network.
DEFINITION 2 (GEOSPATIAL EVENT). A Geospatial Event is an event that can cause a geographic vulnerability.

DEFINITION 3 (THREAT RADIUS).
The Threat Radius is the physical radius of a geospatial event that is used to define the geographic vulnerability. Figure 1 shows an example of geographic vulnerabilities in a 20 node network. Note that when multiple nodes need to be disabled concurrently, the vulnerable area is the intersection of the threat radius around those nodes [3] . With this in mind, we try to accomplish the following with this work:
• Develop an Integer Linear Program (ILP) that augments a network by selecting locations to add nodes to a network which approximates the minimization of the geographic vulnerability V(N,E,r) of that network. This applies both to point-to-point demands as well as point-to-any (all-terminal) demands. For point-to-point demands we create paths that are physically diverse from a line between the source and destination (s,t). New nodes are added (with a new node cost) that lower the diversity cost of the path. The all-terminal model is similar, using spanning trees as opposed to paths.
• Develop a particle swarm optimization (PSO) approach to select a location to add a single node that minimizes the geographic vulnerability V(N,E,r) for the point-topoint case and the all-terminal case. Because PSO is used, non-linear objective functions can be employed. The objective function used is V(N,E,r) as described in Appendix 1.
• Test both approaches (ILP and PSO) with networks of various sizes (15 nodes to 50 nodes) and multiple link models, allowing our approaches to be used in wireless networks as well as wired networks. In addition, we include obstructions in the link models.
Section II considers existing survivable network design techniques. Section III describes our methods to solve the geographic vulnerability problem. Finally, we present our results and conclusions.
II. RELATED WORK
There have been significant recent advances in the assessment of geographically correlated failures and network design related to geographically correlated vulnerabilities.
Gardner and Beard [3] developed geographic vulnerability assessment methods as discussed in Appendix 1. Naumayer and Modiano [10] completed work that models disasters as line segments or disks and calculates worst case network link cuts based on the line (or disk) intersecting with the links. Our work considers geographically correlated node failures as opposed to geographically correlated link failures.
Sen, Murthy, and Banerjee in [13] construct region disjoint paths between a source and destination. Their work has some similarities to our work. The regions in their work are predetermined. Li, Wang, and Jiang [12] expand on the work in [13] in two areas. First, they consider multiple regions as opposed to one. Second, they augment the network by adding link capacity to ensure all traffic can withstand multiple region failures. Instead of predetermining regions, they assume regions are centered at each node. Our work designs the network assuming the region can be centered anywhere in the network. Also, we augment our network with new node locations as opposed to finding region disjoint paths within existing nodes.
In [11] , Cetinkaya, Broyles, Dandekar, Srinivasan, and Sterbenz have taken a different approach and developed a simulation platform that is capable of locating geographic vulnerabilities in networks. Their framework is capable of modeling both malicious and non-malicious attacks, disasters, and wireless challenges.
III. GEOSPATIAL NETWORK DESIGN
Our goal with this work is to find approaches that augment networks to reduce or eliminate geographic vulnerabilities or to Minimize V(N,E,r). In Appendix 1, V(N,E,r) is defined as the Geographic Vulnerability of a network with nodes N, links E, and threat radius r. The solution is more complex because V(N,E,r) is a nonlinear function. We chose two approaches. The first approach an Integer Linear Program (ILP) to approximate the minimization of V(N,E,r). We use the ILP approach to provision two paths from the source to the destination (pointto-point case). If the two paths are physically separated by at least the threat radius, the effect is to reduce V(N,E,r) as shown in Figure 2 . Both solutions are feasible. But, path 2 reduces V(N,E,r) more than path 1 due to nodes 10 and 15.
Next, we use a PSO approach which allows us to minimize the V(N,E,r) as our objective function. PSO particles move across the network space using the PSO algorithm, testing the objective at each particle location as they move. The particle location that minimizes the objective function the most is added as a new node.
A. Integer Linear Program (ILP) Based Approach
The ILP formulation is based on the premise that the program is executed two times with opposite weighting each time, creating two diverse paths (point-to-point) or two diverse spanning trees (all-terminal). Since calculating geographic vulnerability V(N,E,r) is an inherently non-linear problem, we use weights that make it more costly for the diverse paths or diverse spanning trees to be geographically close together. The "geographic space" in which the network resides is weighted to push Path 1 or Spanning Tree 1 to a specific geographic area. The weights are then changed to push Path 2 or Spanning Tree 2 to the opposite geographic area. Possible new nodes are selected from a grid pattern with a "new node" cost to improve a poorly weighted path.
By ensuring that two paths exist through the network on opposite sides of the network, vulnerabilities located anywhere in the network can be mitigated. A single path may not mitigate the vulnerability, if it is located in the same area as the path is weighted toward as shown in Figure 2 . The same rational applies for using spanning trees located in different physical areas of the network. Path 1 or Path 2 (Spanning Tree 1 or 2) may then be chosen to augment the network.
Spanning trees are used in the all-terminal case ensuring that all nodes can communicate with all other nodes. We chose nodes with the lowest geographic diversity cost to serve as root nodes. This prevents poor root node choice from adding significant diversity cost to the optimization. Since, we are concerned only with connectivity, any spanning tree will suffice. Figure 3 shows the node weights for an example point-topoint case.
The weighting scheme is based on the perpendicular distance from a line across the geographic space that includes the source and destination nodes (s,t). For Path 1, the weights are normalized at zero on the furthest edge perpendicular to the source-destination line and grow toward the opposite side of the geographic space. For Path 2, the weights are reversed with zero being normalized to the opposite corner and growing the other direction. The effect is that Paths 1 and 2 would form on opposite sides of the network space geographically.
For the all-terminal example shown in Figure 4 , the weighting scheme is based on an interior/exterior concept. For Spanning Tree 1, the weights start at the center at zero and grow toward the exterior of the space based on the distance from the center of the space. The weighting scheme for Spanning Tree 2 will have the furthest point in the space starting at zero and growing toward the center. Spanning Tree 1 will tend to form in the center of the network space and Spanning Tree 2 will tend to form on the edge of the graph providing diversity between the two trees.
Equation (2) shows the calculation of the geographic diversity cost W. α is a constant used to scale the weights exponentially. d is the distance from the (s,t) line (sourcedestination) or from the center for the all-terminal case. The ILP approach uses a node-link formulation as described in [14] that includes all nodes and links (existing and potential). The formulation follows. Equation (4) is the balance equation for a node-link formulation [14] . Equation (5) sets v n to the units of flow passing through node n. In the point-to-point model, the total flow is '1', v n is either '1' or '0'. Equation (6) is modified to create a spanning tree. A root node is chosen by finding the least weighted existing node. This node is the source for one unit of traffic to every other node. Equations (6) and (7) serve the same function as (4) and (5) . One interesting note is that in the All-Terminal model, v n represents the number of other nodes accessed through that node. A busy node is penalized more than a less busy node. For the point-to-point case, Equation (8) 
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B. Swarm Optimization
This work uses the Full Particle Swarm Optimization (PSO) model as described in [15] to choose nodes to add to the network to improve the network resilience to geographic failures. The PSO formulation is based on the objective of minimizing the geographic vulnerability function V(N,E,r). P particles are placed in the network physical space. Each particle represents a potential location to add as a node. A grid pattern is used in this work to spread the starting points for possible solutions. Other particle starting patterns (like random) could easily be used. The size of P is also configurable. Equation (9) is the PSO position equation. x ij (t) is the current particle location with particle i representing a possible solution in dimension j. This is considered a two dimensional problem, with the dimensions in the x and y directions. x ij (t+1) is the next position. v ij (t+1) is the next velocity. t is the iteration number. (9) Equation (10) is the PSO velocity equation. y ij (t) is the particle i best position (based on the objective) in dimension j from the start till the current time t. ǔ j (t) is the global (all particles) best position in dimension j. c 1 
Finally, (11) shows how y i (t+1) is calculated. Generally, for a
given particle if f(x i (t+1)) = V(N,E,r) is a better solution than f(y i (t)), then the new personal best y i (t+1) is set to x i (t+1). In addition, if the best y i (t+1) is better than ǔ j (t) then ǔ j (t) = y i (t+1).
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To compute f(x i (t+1)) = V(N,E,r) in a network of N nodes:
1. Convert location of particle x i (t+1) to new node 2. Add node to the set of nodes N 3. Generate set of links E based on set of nodes N. 4. Compute V(N,E,r) as described in Appendix 1.
These stopping parameters halt PSO movement.
A geographic vulnerability threshold is reached. 2. Maximum iterations are reached.
C. Link Generation Techniques
To demonstrate the model usage in realistic scenarios, we tested different wireless link generation models that could include terrain obstructions. Two basic models were used to generate links.
Free Space Loss (FSL). Friis's Law is used to
determine if sufficient power is available at the receiving node [16] .
2. ITU-R Pedestrian Model with Obstructions. Equation (12) shows the ITU-R Pedestrian Model [16] . A 6 dB loss is added if the path crosses obstructions. 49 log 30 log 40 10 10 
IV. RESULTS
To evaluate the methods in this paper, we have selected 9 different randomly generated networks, three 15 node (A1 -A3), three 25 node (B1 -B3), and three 50 node (C1 -C3) networks. In networks A1-A3, we assumed no obstructions and the free space loss (FSL) link model. For networks B1-B3 and C1-C3, we chose to include obstructions and used the ITU- R Pedestrian Model to calculate loss. All networks are assumed to occupy a 10 km x 10 km space. The configuration parameters are shown in Table I .
The ILP parameters needed to add nodes to a network are strongly dependant on the topology of that individual network. For the point-to-point case C was set to 1.0 and α was set to 0.5 for networks A (1-3) and B(1-3) . For network C(1-3), α was varied from 0.25 and 1.0 till nodes were added to the solution. The same approach was used for the all-terminal case. In the high weight option, α ranges from 0.5 to 0.75. C remained 1.0. In the low weight option, C ranges from 2.0 to 5.0. The PSO approach used acceleration constants of c1 and c2 of 0.1 for all cases. Stopping parameters of 16 iterations and V(N,E,r) = 0.03 were used for all tests.
In Tables II and III , we see the geographic vulnerability V (N,E,r) of the A, B, and C networks with no augmentation, augmentation with the ILP approach, and augmentation with the PSO approach. It is interesting to note that the ILP approach can add multiple nodes. This occurs frequently because one node (in the predetermined location) may not sufficiently reduce the diversity cost to bring that solution into feasibility. Since the diversity cost is an approximation of V(N,E,r), nodes can be added that reduce the diversity cost but do not improve V(N,E,r). The ILP approach can be weighted such that nodes are cheap and many new nodes are brought into feasibility or such that nodes are expensive. This will create varying values of V(N,E,r).
The PSO approach has the ability to find the optimum solution, but since it is based partially on random movement, it is possible to find a good solution but not the "best" solution. The all-terminal scenario presents interesting challenges because normally there are multiple unrelated vulnerabilities in the network that need to be mitigated. Figure 5 shows Network A1 (the point-to-point scenario). The source node is 2 and the destination node is 5. Figure 5(a) shows the geographic vulnerabilities in this network for the 2-5 pair. It is clear why the vulnerabilities are centered on nodes 10, 11&1, and 11&4. The vulnerability radius used is 2.
A. Network A1 -Point-to-Point Scenario
In Figure 5 (b), the path formed by weighting the network to reduce the diversity cost to the right of the line from 2-5. The cost of a new node is C = 1 and α = 0.5. Node 43 is added which eliminates the vulnerabilities caused by node 10, 11&4, 11&1, but leaves a smaller vulnerability caused by nodes 11&6. Figure 5(c) shows the 4 initial swarm particle locations. The particle movement is shown. The vulnerability (0.028) was found and the movement stopped after a threshold of (0.03) was reached as shown in Figure 5(d) . Figure 6 shows a 25 node example (Network B1) for the all terminal case. In Figure 6 (a), we see the connectivity generated by the ITU-R Pedestrian Model with a random set of obstructions as shown.
B. Network B1 -All-Terminal Case
Each obstruction exterior wall contributes 6bB to a path. The non-optimized network in Figure 6 (a) shows significant vulnerabilities in 4 areas of the network with a vulnerability radius of 2.
Figures 6(b) and 6(c) show the ILP (spanning tree) approach with edge weighting (as opposed to center weighting). The vulnerability (0.090) after the addition of nodes 37 and 48 is shaded in Figure 6 (c). As we can see, the new nodes eliminated most of the vulnerabilities. Typically, spanning trees on the edge produce better diversity from clusters of nodes in the center of the space. Addition diversity weighting added 4 nodes and removed all vulnerabilities as noted in Table III . The PSO approach is shown in Figure 6 (d) and 6(e). As shown in Figure 6 (d), swarm movement did not find a good enough solution to stop based on the solution found (0.082). All 16 iterations were used before stopping. It is interesting to note that the PSO method found a "better" solution than the ILP approach with less nodes added. Figure 7 shows a 50 node example (Network C1) for the allterminal case. In Figure 7 (a), we see the connectivity generated by the ITU-R Pedestrian Model with random obstructions. The non-optimized network in Figure 7 
C. Network C1 -All-Terminal Case
V. SUMMARY AND OBSERVATIONS
The goal of this work was to develop methods to identify and mitigate geographic vulnerabilities in networks. Two scenarios were considered.
The point-to-point scenario looks at providing geographic diversity between two paths on a given demand. The all-terminal scenario seeks to develop network configurations to protect the connectivity of all nodes in the network from geographic impacts. Two approaches were used. The first is an ILP approach that used a geographic weighting scheme to encourage path 1 to locate in a different geographic area of the network than path 2 and spanning tree 1 (allterminal) from spanning tree 2. The second was a PSO approach that incorporated V(N,E,r) as the "non-linear" objective. This was used for both the point-to-point and allterminal scenarios.
Since V (N,E,r) is non-linear, the ILP approach cannot use that function directly. Thus the ILP method produces results that approximate minimizing V(n,e,r). The weight parameters in the ILP approach are strongly topology dependant. A small increase in the diversity weight can cause several nodes to be added drastically reducing V(n,e,r). More research needs to be done to study the effect that the weight parameters have on solutions with different topologies.
The PSO approach adds one node at a time as it attempts to minimize V(N,E,r) directly.
This can produce optimal solutions. However, PSO is a heuristic and therefore it is possible to not locate the optimal solution. In our problem, generally we are looking for "good" solutions not necessarily "optimum" solutions to produce low or zero geographic vulnerability. Given that assumption, the PSO approach seems to produce good solutions in most cases.
The disadvantage of the PSO approach over the ILP approach is the complexity of the PSO approach. In this work, we solved all problems using Matlab [18] (with lp_solve [17] for ILP) installed on a Windows XP desktop computer. V(N,E,r) in the worst case calculates a shortest path calculation (point-to-point) or Eigenvalue decomposition (all-terminal), a maximum of 2 N times, where N is the number of nodes. We are currently working on methods to reduce the complexity of the geographic evaluation function. In this work, the ILP approach calculation averaged approximately 1.0 seconds for the 15, 25, and 50 node problems.
The PSO approach averaged 25.0 seconds for the 15 node problems, 172.0 seconds for the 25 node problems and 1500 seconds for the 50 node problems. The ILP approach has clear advantages in this regard.
There are several areas of promising research related to this work. First, we believe that an algorithm can be designed that optimizes the ILP weights to provide the best possible solution in a reasonable time frame. In addition, we plan to expand the ILP approach to include multiple grid configurations and different weighting schemes. The expansion of the PSO approach could include different numbers of particles, various acceleration constants, and different initial particle locations designs. 
