Abstract:A genetic algorithm (GA)-based sliding mode controller is proposed to improve the voltage stability of a power system with a static var compensator. The proposed controller is examined for improving the load bus voltage, which changes under different demanding powers, and its performance for transient analysis is compared with the ZieglerNichols proportional-integral (ZNPI), Lyapunov-based sliding mode control (LASMC), and GA-based proportionalintegral-derivative (GAPID) controllers. The dynamic equations, consisting of a 2-bus nonlinear system, are converted to a mathematical description of sliding mode techniques. The optimum values of the sliding mode controller and proportional-integral-derivative (PID) coefficients that are required are calculated using the GA technique. Output voltage performances are obtained based on the demanding powers, which are at a constant variation. In this process, sliding mode, ZNPI, GAPID, and LASMC controllers are preferred in order to control the system. The results show that the GA sliding mode controller method is more effective than the ZNPI, GAPID, and LASMC controllers in voltage stability enhancement.
Introduction
Power transmission lines with the newly constructed systems enforce the bound of usage of the capacity. Because of usage of the lines at high capacities and permanent varying demanded powers, the voltages on the load bus are urgent. One of the most important reasons for these voltages is reactive power demands. In order to correspond with these demands, controllers with static var compensators (SVCs) are used. Some of these controllers are neuro-fuzzy SVCs [1, 2] , fuzzy-proportional-integral-derivative (PID) controllers [3, 4] , nonlinear and H ∞ controls [5, 6] , adaptive controls [7] and intelligent controllers [8] , fuzzy logic [9, 10] optimal predictive controllers [11] , and nonlinear and nonlinear robust controllers [12, 13] .
Transmission lines including SVCs have nonlinear characteristics. The control of nonlinear systems is provided by either linearizing the systems or using a nonlinear control technique, such as sliding mode control (SMC).
There are 2 phases in SMC, reaching and sliding. Introducing a proper sliding surface is an important step in the design of sliding mode controllers. Thus, tracking errors and output deviations will be decreased to a satisfactory level in practical applications [14] [15] [16] .
SMC consists of a switching control structure. Ideally, the switching rate is infinite. However, in practical systems, this rate is lower due to the physical limitations of the switching. In practical systems, fast switching rates cause chattering. In order to decrease the chattering level, switching functions, such as saturation functions, sigmoid functions, relay functions, hyperbolic functions, and hysteresis saturation functions, are used [16] [17] [18] [19] [20] .
The coefficients of the SMC can be calculated by techniques such as Lyapunov stability or the genetic algorithm (GA) [21] . In this paper, the GA is applied for the automatic design of a SMC system and PID controller. In this GA-based approach, the GA is applied to determine the parameter set, consisting of the positive constants λ , ρ , and K --C R + .
The first person to propose the fundamental principles of the GA was Holland [22, 23] . It is a kind of stochastic optimization algorithm that is used in order to find the global or local optimum of a function [24] . This function may include more than one variable. The GA differs from other search techniques by using some concepts such as natural selection, mutation, and evolution. The GA uses a direct analogy of such natural evolution to do global optimization in order to solve highly complex problems [25] .
There are a few studies that contain SMC of a system including 2 buses with a SVC. In this paper, a satisfactory controller, incorporated in the system, is developed using the SMC technique to increase system stability. The reachability and sliding mode phases could be seen by the designed SMC technique by providing the stability conditions. The proposed SVC controller test results are compared with traditional Ziegler-Nichols proportional-integral (ZNPI), GA-based proportional-integral-derivative (GAPID), and Lyapunov-based SMC (LASMC) controllers and are presented. This paper is divided into 8 sections. In section 1, we provide the background information about flexible alternating current transmission system devices, SMC and the GA. In section 2, we explain the details of the system model. In section 3, we describe the design of the proportional-integral (PI) controller, of which the coefficients are determined by the Ziegler-Nichols method. In section 4, SMC for the system and the mathematical model are obtained. In section 5, the GA method is given. In section 6, we discuss the simulation results. Finally, section 7 gives the voltage stability of the SVC, which is analyzed by the SMC method and compared to the voltage response of the conventional ZNPI, GAPID, and LASMC controllers. The simulation results show that the sliding mode controller method is more effective than the ZNPI, GAPID, and LASMC controllers.
System model
A model consisting of a generator and a 2-bus SVC system is demonstrated in Figure 1 . In this model, the SVC is connected to the load bus.
Bsvc Figure 1 . The 2-bus SVC system [2] .
The model can be written as follows [2, 6] :
where δ (t) is the power angle of the generator, ω (t) is the rotor speed of the generator, P m is the mechanical input power, P e (t) is the active electrical power delivered by the generator, D G is the damping constant, M is the inertia constant, and X is the reactance of the transmission line constant, respectively.
Considering the reactive power load, demand is directly proportional to the active power demand, and the steady-state load demand can be modeled through parameter P d , i.e. Q d = kP d ; this parameter is used here to carry out the studies of voltage collapse. The SVC-operated capacitive mode figures out the compensation effect for the power system stability. To simplify the stability analysis, the resistance and line susceptance are neglected (R = 0, B L = 0), P m = P d [26] .
The configuration of the SVC is displayed in Figure 2 . It is made up of a fixed capacitor in shunt with a thyristor-controlled inductor. The susceptance of the inductor is controllable through controlling the firing angle of the thyristor with pulse-width modulation control signals. B L (t) is the susceptance of the inductor in SVC, α is the firing angle, and B SV C is the full susceptance of the SVC.
Control
The SVC model is given below [12] : 
ZNPI controller design
PI controller parameters are determined by the closed-loop Ziegler-Nichols tuning formula method [27] [28] [29] .
We calculate the PI controller parameters using the constants k u and t u , which are obtained via the Ziegler-Nichols closed-loop oscillation method: t u = 5 s and k u = 12. From Table 1 , the proportional gain and integral time coefficients are obtained as follows: P = 6, I = 1.44.
SMC
The usage of SMC has increased recently to control high-degree nonlinear systems.
The control rules in the SMC comprise 2 separate stages, as shown in Figure 3 . The first stage conducts the state trajectory to the sliding surface. The second stage is the converging of the system output to the desired output, based on the desired dynamics [30] . Therefore, as the sliding surface becomes stable (i.e. lim t→∞ e (t) = 0), the error will vanish asymptotically as time goes to infinity [31] .
The dynamic equation for the nonlinear system is given below, where (f (x ) and b(x ) denote the uncertain nonlinear functions with known uncertainty and d(t) is the disturbance that enters the system):
The error state vector can be shown in the equation indicated below by assigning the desirable state vector
First, it is required to define an appropriate sliding surface in the state space in the design of the SMC. This sliding surface, also named the switching function, is indicated as below:
where n is the order of the uncontrolled system and λ is a positive coefficient in the real numbers set.
Second, it is needed to designate the control law to conduct the system to the selected sliding surface. The control law comprises 2 parts, the equivalent control u eq (t) and switching control u sw (t), as shown in this equation:
u(t) =u eq (t)+u sw (t). (7) equivalent Control In Figure 4 , the error e (t) can be defined in terms of the physical plant parameters as:
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where x 3ref (t) is the command signal and x 3 (t) is the measured output signal.
When a sliding surface like Eq. (9) is chosen, it can be written as the following equations:
When a constant-proportional reachability rule like Eq. (11) is chosen, the following equations can be written:
Here, the derivatives of the disturbance and the control input signal are considered as 0. Moreover, because of the closeness of x 2 to 0:
is obtained. By considering Eq. (13), u(t) can be written as in Eq. (14):
In proving and evaluating the stable convergence property of nonlinear controllers such as SMC, the most frequently referred approach is the Lyapunov stability analysis [14, 31] .
The following equations can be written for the analysis of Lyapunov stability. The Lyapunov function can be chosen as:
The stability is guaranteed since the derivative of the Lyapunov function is a negative definite [16] .
By taking the stability conditions into account, and if ρ is expressed as a function of the other state variables:
Using the second Lyapunov method, it is possible to investigate the stability of linear or nonlinear systems without knowing the solution in the time domain.
Let n be constant, if lim t→∞ y(t) = nis provided, then the systems is said to be stable.
In practical systems, the chattering problem is caused by uncontrolled infinity switching. Chattering means the high frequency oscillations. In this study, the tansig(.) function is used instead of the signum(.) function, as suggested in the literature [16] [17] [18] [19] [20] . In that case, the switching control is written as:
GA
A GA works with a population of binary strings. The binary strings consist of coding parameters that have to be found or defined. The string structure is called a chromosome. A chromosome includes some qualifications about the parameters. In binary coding, each parameter is coded using a binary substring of j bits 
A GA consists of 3 basic operations: selection, crossover, and mutation. These operators constitute the core of the GA with powerful searching ability. The general concept of the GA is that a collection of potential solutions to a problem is created by taking random numbers from a chosen distribution and then using the crossover and mutation operators to generate new potential solutions. In the following paragraphs, the concepts about the GA are given:
Population size: This is a free parameter that scans the search spaces against the time required to compute the next generation.
Selection: The selection operator chooses individuals from the current population to generate a mating pool. The chosen chromosomes are called parents. This operator also chooses the chromosomes that will be eliminated from the current population in order to replace new offspring, instead of eliminated chromosomes. The roulette wheel mechanism is the most useful selection technique.
Crossover: The crossover operation is an original unique feature of the GA in the evolutionary algorithm. It allows the crossing over to occur between selected chromosomes at any point of genes and produces new phenotypes around and between the values of the parents' phenotypes. It also provides the production of new children.
Parent 101| 00110011| 000011010111010000111
Parent 101011111111| 10001000| 010111110010
Child 1 10110001000000011010111010000111 Child 2 10101111111100110011010111110010 Mutation: The role of the mutation operation is to imitate the mutation phenomenon, just like in biology. The mutation phenomenon occurs at one point of the gene on the chromosome. This operator alters the chromosome structure and physical properties. Where w is the number of samples of the input and output and e (k) is the error function. In order to solve the design problem of the sliding mode controller, the cost function should be minimized. When the cost function converges to the minimum, the parameters converges to the optimum.
Fitness value: The fitness of the member is determined by minimizing the cost function. The members that will survive in the population are determined by their fitness value. The fitness function is a standard used to evaluate the performance of each chromosome.
Stop criterion: The stop criterion is set as the maximum number of generations defined by the user, or maximum time to be spent for an algorithm, etc., simply using the trial and error method based on the convergence of process of the sliding mode parameters. When the stop criterion occurs, the GA is terminated and the optimum parameters and the stop criterion are obtained according to the population size. Figure 5 illustrates a flowchart of the GA implementation. At the beginning, the GA operates on a number of possible solutions (chromosomes), called a population, and initializes some parameters, just like population size M, genetic evolution generation N, cross-probability P c , and mutation-probability P m . The chromosomes are candidate solutions to the problem. Next, the performance function is evaluated. The fitness function of the GA is determined. The fitness value of each individual is calculated. After that, the stop criterion is checked to see whether it occurs or not. If it does not occur based on the fitness of each individual, a group of the best chromosomes is selected through the selection mechanism. Next, the genetic operators, crossover, and mutation are applied to this surviving population in order to improve the next generation solution. The process goes on until the cost function converges to the minimum or another stop criterion occurs [25, 32] . A GA is used in this study so as to adjust the optimal sliding mode parameters used in the control inputs, λ, ρ, and K. The block diagram of the SMC system is exhibited in Figure 6 . Before implementing the GA to the SMC system, the cost function should be obtained because the design of the cost function is directly related to the performance of the GA. The cost function is given below:
In the search space, when the cost function is a minimum value, the SMC parameters will be optimum. The GA will be yielded to find the minimum point of the cost function, and at this point the parameters will have been found [34, 35] . Figure 6 . SMC parameter optimization diagram [36] .
Optimization is carried out under the Matlab 7.1 environment (gatool). The GA parameters are: population size of 50, genetic evolutional generation of 200, crossover function is scattered, and mutation function is gauss. The parameters are obtained as λ = 34, ρ = 12, and K = 61 using these GA parameters.
Like the GA-based sliding mode controller (GASMC) design, as described above, step by step, the GAPID is designed by the same steps. The PID coefficients are obtained using the GA. These coefficients are: P = 17.57, I = 71.16, and D = 7.88.
In this study, the optimal coefficients of the SMC and PID controllers are obtained using the GA. Controllers provide high-performance optimal coefficients. The best way to see that is after a disturbance step change, when the system is stabilized as soon as possible.
Controller optimization (or 'tuning') means the adjustment of the controller to a given process. The controller parameters have to be selected such that the most favorable control action of the control loop is achieved, under the given operating conditions. However, this optimum action can be defined in different ways, e.g., as rapid attainment of the setpoint with a small overshoot, or a somewhat longer stabilization time with no overshoot [37] . It is well known that heuristic algorithms based on computational or swarm intelligence are successfully performed to determine the coefficients of the optimization problems more than the analytical solution techniques. Therefore, the GA, which is the heuristic algorithm, is utilized to predict the coefficients of the PID controller and SMC in this study [24, 25] .
Simulation results
Simulink is implemented in 2 different forms. The first form is the sliding mode performances (ability of the output to track the input, the reachability, and the sliding phases) of the nonlinear system. The second form is the behaviors of the bus voltage.
The sliding mode performances, the ability of the output to track the input, which is given in Figure 7 , are the sliding phases, which are given in Figures 8 and 9 . The response given in Figure 7 is obtained under 1.2-pu fixed demanded power.
In order to attain the test tracking of the system, different square-wave command trajectories that correspond to 0.2-1.2 pu are applied to the SMC system. Figure 7 shows that power system with the GASMC controller tracks the output voltage reference voltage with a small error. It is found that there are only amplitude errors in the phase of the reference entry change.
As shown in Figure 7 , the input reference voltage value decreases abruptly to a value of 0 pu beyond 40 s. As a result, a highly nonlinear electrical power system with a SVC structure (for a 0 pu input voltage) is expected to show unstable behavior. Hence, this result causes chattering. The sliding mode coefficients can be obtained using Eq. (16) with Lyapunov stability analysis. When K = 20 and λ = 5, the system becomes stable for ρ > 19.5643. The reachability and sliding phases are obtained as in Figure 8 , by considering parameters λ = 5, ρ = 20, and K = 20.
The parameters are obtained as λ = 34, ρ = 12, and K = 61, using these GA parameters. The reachability and sliding mode phases are obtained like in Figure 9 . Moreover, the results of the simulations as shown in Figures 7 and 9-15 are obtained using the GA parameters. The sliding surface variations s (t) during the control are illustrated in Figure 10 for the GASMC system. This means that the sliding mode is in the reaching surface up to 0.0002 s, and then arrives at the sliding surface in Figure 9 .
In the first study, the output voltage responses and the associated control efforts for the proposed controller and conventional ZNPI, LASMC, and GAPID controllers are illustrated in Figures 11a and 11b , and 12a and 12b. The output voltage for the 1.2-pu constant demand power is illustrated in Figures 11a and  11b .
The performance of the proposed GA SMC is much better than those achieved by the conventional ZNPI, GAPID, and LASMC controllers, such that much smaller overshoot, much smaller rise time, and much smaller settling time in magnitude are obtained from the proposed controller. The GA sliding mode controller effort is smaller in magnitude in the transient condition and settles down in 3 s. In the second study, simulation studies are carried out according to the constant variation of the demand power in Table 2 . At each operating point, the generator terminal voltage is maintained at 1.0 pu.
In Figures 12a and 12b , the control variable susceptance variation and variation of the output voltages are given. The variation of voltage error for the GASMC is given in Figure 13 , the variation of the state variables is given in Figure 14 , and the switch control output signal is given in Figure 15 . Moreover, the results of the simulation are obtained according to the variation in Table 2 . The performance parameters obtained according to the results of the simulations are given in Table 3 , where the maximum overshoot, rise, settling time, and steady-state error for 2 different controllers are given.
As shown in Figures 11a-12a , as the time goes to infinity, a response curve of the output voltage using the GASMC rapidly goes to a constant value of 1 pu. This result in Figures 11a-12a shows a stable system in terms of Lyapunov. In addition, at different times in the face of the disturbance (increased power demands of their cases) to get stable output voltages very quickly leads to optimal coefficients in the SMC controls. In Figure 12a , the output voltage curve shows that ZNPI and GAPID controllers are not able to prevent the voltage share against the changing demand power points. Furthermore, the ZNPI control is needed to have the overshoot and settling time in order to get the system voltage to rise towards 1.0 pu. However, the GASMC gives better results than the ZNPI and GAPID controllers. The voltage error is illustrated in Figure 13 for the GASMC controller. The error is about ± 0.000281 at the steady state. There is a voltage collapse over a known power in the uncontrolled systems. An increasing demand power level causes the system to increase the susceptance value.
The variation of the state variables in the GASMC is shown in Figure 14 . The variables show the variation, like 0.2 pu < x 1 < 0.8 pu, x 2 ∼ = 0 and x 3 = 1.0 pu, respectively.
Variations of the switching control, u sw (t) during the operation are illustrated in Figure 15 . 
Conclusion
In this paper, using different methods, we try to control the SVC for the enhancement of voltage stability. The sliding mode controller developed for the SVC is designed using the GA. Output voltage simulations show that the ZNPI, LASMC, GAPID, and GASMC controller methods delay the collapse. The ZNPI and GAPID controllers are not sufficient since the settling time is very long. The GA SMC shows the best performance in terms of the performance criteria (maximum overshoot, best rise and settling time, and steady-state error) as shown in Table 3 . Table 1 . Ziegler-Nichols tuning formula [27] . 
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