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ABSTRACT
We derive a new variational formula for the Re´nyi family of divergences,Rα(Q‖P ), generalizing the
classical Donsker-Varadhan variational formula for the Kullback-Leibler divergence. The objective
functional in this new variational representation is expressed in terms of expectations under Q and
P , and hence can be estimated using samples from the two distributions. We illustrate the utility of
such a variational formula by constructing neural-network estimators for the Re´nyi divergences.
Keywords Re´nyi divergence, variational formula, neural network estimator
1 Introduction
Information-theoretic divergences are widely used to quantify the notion of ‘distance’ between probability measures
Q, P ; commonly used examples include the Kullback-Leibler divergence (i.e., KL-divergence or relative entropy),
f -divergences, and Re´nyi divergences. The computation and estimation of divergences is important in many appli-
cations, including independent component analysis [1], medical image registration [2], feature selection [3], genomic
clusterting [4], the information bottleneck method [5], independence testing [6], as well as in the analysis and design
of generative adversarial networks (GANs) [7, 8, 9, 10, 11].
Estimation of divergences is known to be a difficult problem [12, 13]. Likelihood ratio methods such as those in
[14] are known to work best in low dimensions. However, recent work has shown that variational representations of
divergences can be used to construct statistical estimators for the KL-divergence [15], and more general f -divergences
[16, 17, 18], that scale well with dimension.
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In this work we develop a new variational characterization for the family of Re´nyi-divergences,Rα(Q‖P ), and study
its use for statistical estimation. Specifically, we will prove
Rα(Q‖P ) (1)
= sup
g∈Mb(Ω)
{
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]}
,
where α ∈ R, α 6= 0, 1, andMb(Ω) denotes the set of bounded measurable real-valued functions on Ω; see Theorem
1 below. We also prove a version of (1) where the supremum is taken over all measurable functions. This is useful
in the construction of statistical estimators and allows us to obtain a formula for the optimizer; see Theorem 2 and
Section 4. Eq. (1) can be viewed as an extension of the well-known Donsker-Varadhan variational formula [19, 20],
R(Q‖P ) = sup
g∈Mb(Ω)
{
EQ[g]− log
[∫
egdP
]}
, (2)
for the relative entropy, R(Q‖P ), to the full family of Re´nyi divergences. In particular, (2) is (formally) the α → 1
limit of (1).
Note that the objective functionals in both optimization problems (1) and (2) depend on Q and P only through the
expectation of certain functions of g. As a result, the objective functionals can be estimated in a straightforward
manner using only samples from Q and P . This property was key in the use of Eq. (2) for the statistical estimation
of KL-divergence and applications to GANs in [15]. We will similarly take advantage of this property to construct
statistical estimators for the Re´nyi divergences; see Section 4.
2 Background on Re´nyi Divergences
The family of Re´nyi divergences, first introduced by Re´nyi in [21], provide means of quantifying the discrepancy
between two probability measures Q and P on a measurable space (Ω,M) that is especially sensitive to the relative
tail behavior of the distributions. The Renyi divergence of order α ∈ (0,∞), α 6= 1, between Q and P , denoted
Rα(Q‖P ), can be defined as follows: Let ν be a sigma-finite positive measure with dQ = qdν and dP = pdν. Then
Rα(Q‖P ) (3)
=
 1α(α−1) log
[∫
p>0
qαp1−αdν
]
if 0 < α < 1 or
α > 1 and Q≪ P
+∞ if α > 1 and Q 6≪ P.
Such a ν always exists (e.g., ν = Q + P ) and it can be shown that the definition (3) does not depend on the choice
of ν. The Rα satisfy the following divergence property: Rα(Q‖P ) ≥ 0 with equality if and only if Q = P . In this
sense, the Re´nyi divergences provide a notion of ‘distance’ between probability measures. Note, however, that Re´nyi
divergences are not symmetric, but rather they satisfy
Rα(Q‖P ) = R1−α(P‖Q), α ∈ (0, 1). (4)
Eq. (4) is used to extend the definition of Rα(Q‖P ) to α < 0. Re´nyi divergences are connected to the KL-divergence,
R(Q‖P ), through the following limiting formulas:
lim
α→1−
Rα(Q‖P ) = R(Q‖P ) (5)
and if R(Q‖P ) =∞ or if Rβ(Q‖P ) <∞ for some β > 1 then
lim
α→1+
Rα(Q‖P ) = R(Q‖P ). (6)
See [22] for a detailed discussion of Re´nyi divergences and proofs of these (andmany other) properties. Note, however,
that our definition of the Re´nyi divergences is related to theirs byDα(·‖·) = αRα(·‖·). Explicit formulas for the Re´nyi
divergence between members of many common parametric families can be found in [23]. Re´nyi divergences are also
connected with the family of f -divergences; see [24].
3 Variational Formulas for the Re´nyi Divergences
The aim of this paper is to derive variational characterizations of the Re´nyi divergences that generalize the Donsker-
Varadhan variational formula (2). Our main result is the following:
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Theorem 1 (Re´nyi-Donsker-Varadhan Variational Formula) Let P,Q be probability measures on (Ω,M) and
α ∈ R, α 6= 0, 1. Then
Rα(Q‖P ) (7)
= sup
g∈Mb(Ω)
{
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]}
.
If (Ω,M) is a metric space with the Borel sigma algebra then one can replaceMb(Ω) in (7) with Cb(Ω), the space
of bounded continuous functions on Ω, or with Lipb(Ω), the space of bounded Lipschitz functions on Ω.
Note that functions in Lipb(Ω) can have arbitrarily large (but finite) Lipschitz constants. The proof of Theorem 1 can
be found in Section 5.
Remark 1 Formally taking α → 1 in Eq. (7), one recovers the Donsker-Varadhan variational formula, Eq. (2). Simi-
larly, taking α→ 0 and reindexing g → −g one obtains the Donsker-Varadhan variational formula for R(P‖Q).
An obvious consequence of Eq. (7) is that any g ∈ Mb(Ω) provides a lower bound on the Re´nyi divergences as
follows:
Rα(Q‖P )
≥
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]
. (8)
With appropriate conventions regarding possible infinities, this can be extended to unbounded functions and hence the
variational formula (7) holds whenMb(Ω) is replaced byM(Ω), the set of all real-valued measurable functions on
(Ω,M). We also obtain a formula for the optimizer.
Theorem 2 Let P,Q be probability measures on (Ω,M) and α ∈ R, α 6= 0, 1. Then
Rα(Q‖P ) (9)
= sup
g∈M(Ω)
{
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]}
,
where we interpret∞−∞ ≡ −∞ and −∞ +∞ ≡ −∞. On a metric space with the Borel sigma algebra, Eq. (9)
holds with M(Ω) replaced by either C(Ω), the space of continuous functions on Ω, or by Lip(Ω), the space of
Lipschitz functions on Ω. If Q ≪ P , dQ/dP > 0, and (dQ/dP )α ∈ L1(P ) then the supremum in (9) achieved at
g∗ = log(dQ/dP ).
The proof of Theorem 2 can also be found in Section 5.
Remark 2 If the optimizer, g∗, of (9) exists then one can replaceM(Ω) in (9) with any collection of functions that
is known a priori to contain g∗. This is especially useful when working with parametric families; see [18] for further
discussion of this idea in the context of f -divergences.
4 Estimation of Re´nyi Divergences
The estimation of divergences in high dimensions is a difficult but important problem, e.g., for independence testing
[6] and the development of GANs [7, 8, 9, 10, 11]. Likelihood-ratio methods for estimating divergences are known
to be effective primarily in low-dimensions (see [14] as well as Figure 1 in [15] and further references therein). In
contrast, variational methods for KL and f -divergences have proven effective in a range of high-dimensional systems
[15, 18]. In this section we demonstrate that the variational characterizations (7) and (9) similarly lead to effective
estimators for Re´nyi divergences. We mirror the approach in [15], which used the Donsker-Varadhan variational
formula to estimate KL-based mutual information between high-dimensional distributions. It should be noted that
high-dimensional problems still pose a considerable challenge in general; this is due in part to the problem of sampling
rare events. However, existingMonte Carlo methods for sampling rare events (see, e.g., [25, 26, 27]) are still applicable
here.
The estimators for Re´nyi divergences are constructed by solving the optimization problem in either Theorem 1 or
Theorem 2 via stochastic gradient descent (SGD). More specifically, first note that the objective functionals in Eq. (7)
and Eq. (9) do not involve the likelihood ratio dQ/dP , unlike the formula in the definition of the Re´nyi divergences (3).
3
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Rather, (7) and (9) depend onQ and P only through the expectation of certain functions of g. This allows the objective
functionals to be estimated in a straightforward manner using only samples from Q and P . Once a parametrization
of the function space has been chosen (e.g., neural networks), the optimum can then be searched for via any SGD
algorithm. The exact optimizer g∗ = log(dQ/dP ) is generally unbounded and so Theorem 2, which optimizes over
unbounded functions, is especially useful in this context.
4.1 Example: Estimating Re´nyi-Based Mutual Information
Here we demonstrate the utility of (7) and (9) by estimating the Re´nyi mutual information,
(Re´nyi-MI) Rα(P(X,Y )‖PX × PY ) , (10)
between random variables X and Y ; this should be compared with [15], which used the Donsker-Varadhan varia-
tional formula to estimate KL mutual information, and [18] which considered f -divergences. (Mutual information is
typically defined in terms of the KL-divergence, but one can consider many alternative divergences; see, e.g., [28]).
We parameterized the function space via a neural network family g = gθ , θ ∈ Θ, with ReLU activation functions;
Theorem 2 implies that one does not need to impose boundedness on the family gθ. The expectations were estimated
using i.i.d. samples from P(X,Y ) and PX × PY and we used the AdamOptimizer [29], an adaptive learning-rate SGD
algorithm, to search for the optimum. In Figure 1 we show the results of estimating the Re´nyi-MI where α = 1/2 and
X and Y are correlated 20-dimensional Gaussians with component-wise correlation ρ.
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Figure 1: Estimation of Re´nyi-based mutual information (10) with α = 1/2 between 20-dimensional correlated
Gaussians with component-wise correlation ρ. We used a fully-connected neural network with one hidden layer of
256 nodes and training was performed with a minibatch size of 1000. We show the Re´nyi-MI as a function of ρ after
10000 steps of SGD and averaged over 20 runs. The inset shows the relative error for a single run with ρ = 0.5, as a
function of the number of SGD iterations. Computations were done in TensorFlow.
4.2 Example: Estimating General Re´nyi Divergences
More generally, the technique described above can be used to estimate Rα(Q‖P ) for any Q and P , provided only
that one has i.i.d. samples from both distributions. The ability to estimate such divergences is a key tool in the
development of Re´nyi-based GANs [11]. Here we illustrate this ability by estimating the Re´nyi divergence between
two distributions of the form Beta(a, b)20 × Exp(λ). We again parameterize the function space by a neural network
and optimize via SGD, as described in Section 4.1. In Figure 2 we show the results of estimating the Re´nyi divergence,
as a function of α.
4
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Figure 2: Estimation of Rα(Q‖P ) as a function of α between two distributions of the form Beta(a, b)
20 × Exp(λ)
(aq = 2, bq = 3, λq = 1, ap = 3, bp = 5, λp = 2, ). We used a fully-connected neural network with two hidden layers,
consisting of 512 and 16 nodes respectively, and training was performed with a minibatch size of 1000. We show the
Re´nyi divergence estimates after 100000 steps of SGD and averaged over 20 runs. The inset shows the relative error
for a single run with α = 0.75, as a function of the number of SGD iterations. Computations were done in TensorFlow.
5 Proofs of the Re´nyi-Donsker-Varadhan Variational Formulas
The starting point for the proof of Theorem 1 is the following variational formula, proven in [30]: Let P be a proba-
bility measure on (Ω,M), g ∈Mb(Ω), and α > 0, α 6= 1. Then
1
α
log
[∫
eαgdP
]
(11)
=sup
Q
{
1
α− 1
log
[∫
e(α−1)gdQ
]
−Rα(Q‖P )
}
,
where the optimization is over all probability measures, Q, on (Ω,M). (Let γ = α, β = α − 1 in Eq. (1.3) of [30]).
Though Eq. (11) is not a Legendre transform, it is still in some sense a ‘dual’ version of (7); this is reminiscent of
the duality between the Donsker-Varadhan variational formula (2) and the Gibbs variational principle (see Proposition
1.4.2 in [20]). Eq. (11) was previously used in [30, 31, 32] to derive uncertainty quantification bounds on risk-sensitive
quantities (e.g., rare events or large deviations estimates) and in [33] to derive PAC-Bayesian bounds.
In fact, we will not require the full strength of (11). We will only need the following bound for α > 0, α 6= 1:
1
α− 1
log
[∫
e(α−1)gdQ
]
≤
1
α
log
[∫
eαgdP
]
+Rα(Q‖P ) . (12)
To keep our argument self-contained, we include a proof of Eq. (12) below (our proof is adapted from the proof of (11)
found in Section 4 of [30]).
Proof 1 (Proof of Eq. (12)) We separate the proof into two cases.
1) α > 1: If Q 6≪ P the result is trivial (see Eq. (3)), so assume Q ≪ P . For g ∈ Mb(Ω) we can use Ho¨lder’s
inequality with conjugate exponents α/(α− 1) and α to obtain
1
α− 1
log
∫
e(α−1)gdQ (13)
≤
1
α− 1
log
[(∫
(e(α−1)g)
α
α−1 dP
)α−1
α
(∫ (
dQ
dP
)α
dP
) 1
α
]
=
1
α
log
∫
eαgdP +
1
α(α− 1)
log
∫
(dQ/dP )αdP.
In this case, the definition (3) implies Rα(Q‖P ) =
1
α(α−1) log
∫
(dQ/dP )αdP and so we have proven the claimed
bound (12).
5
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2) α ∈ (0, 1): Let dP = pdν, dQ = qdν as in the definition (3) and define h = e−gq. We have
Rα(Q‖P ) =
1
α(α − 1)
log
∫
qαp1−αdν (14)
=
1
α(α − 1)
log
∫
p,q>0
(h/p)α−1e(α−1)gdQ .
Using Ho¨lder’s inequality for the measure e(α−1)gdQ, the conjugate exponents 1/α and 1/(1− α), and the functions
1 and 1q,p>0(h/p)
α−1 we find ∫
q,p>0
(h/p)α−1e(α−1)gdQ (15)
≤
(∫
e(α−1)gdQ
)α(∫
q,p>0
(h/p)−1e(α−1)gdQ
)1−α
=
(∫
e(α−1)gdQ
)α(∫
q,p>0
eαgdP
)1−α
≤
(∫
e(α−1)gdQ
)α(∫
eαgdP
)1−α
.
Taking the logarithm of both sides, dividing by α(α− 1) (which is negative), and using Eq. (14) we arrive at
Rα(Q‖P ) ≥
1
α− 1
log
∫
e(α−1)gdQ−
1
α
log
∫
eαgdP . (16)
This implies the claimed bound (12) and completes the proof.
We now use Eq. (12) to derive the variational formula (7). The argument is inspired by the proof of the Donsker-
Varadhan variational formula from Appendix C.2 in [20].
Proof 2 (Proof of Theorem 1) If one can show Eq. (7) for all α > 1 and all P,Q, then, using Eq. (4) and reindexing
g → −g in the supremum, one find that Eq. (7) also holds for all α < 0. So we only need to consider the cases
α ∈ (0, 1) and α > 1.
Eq. (12) immediately implies
Rα(Q‖P ) (17)
≥ sup
g∈Mb(Ω)
{
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]}
≡R˜α(Q‖P ). (18)
We separate the proof of the reverse inequality into three cases.
1) α > 1 and Q 6≪ P : We will show R˜α(Q‖P ) = ∞, which will prove the desired inequality. To do this, take a
measurable set A with P (A) = 0 but Q(A) 6= 0 and define gn = n1A. The definition (18) implies
R˜α(Q‖P ) (19)
≥
1
α− 1
log
∫
e(α−1)gndQ −
1
α
log
∫
eαgndP
=
1
α− 1
log
[
e(α−1)nQ(A) +Q(Ac)
]
−
1
α
logP (Ac). (20)
The lower bound goes to +∞ as n→∞ (here it is key that α > 1) and therefore we have the claimed result.
2) α > 1 and Q≪ P : In this case we can take ν = P in Eq. (3) and write
Rα(Q‖P ) =
1
α(α − 1)
log
[∫
(dQ/dP )αdP
]
. (21)
Define
fn,m(x) = x11/m<x<n + n1x≥n + 1/m1x≤1/m (22)
6
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and gn,m = log(fn,m(dQ/dP )). These are bounded and so Eq. (18) implies
R˜α(Q‖P ) (23)
≥
1
α− 1
log
∫
e(α−1)gn,mdQ−
1
α
log
∫
eαgn,mdP
=
1
α− 1
log
∫
fn,m(dQ/dP )
(α−1) dQ
dP
dP
−
1
α
log
∫
fn,m(dQ/dP )
αdP.
Define fn(x) = x1x<n + n1x≥n. Using the dominated convergence theorem to takem→∞, we find
R˜α(Q‖P ) (24)
≥
1
α− 1
log
∫
fn(dQ/dP )
(α−1) dQ
dP
dP
−
1
α
log
∫
fn(dQ/dP )
αdP
≥
1
α(α − 1)
log
∫
fn(dQ/dP )
αdP .
To obtain the last line we used xfn(x)
α−1 ≥ fn(x)
α.
We have 0 ≤ fn(dQ/dP )ր dQ/dP as n→∞, and so the monotone convergence theorem implies
R˜α(Q‖P ) ≥
1
α(α − 1)
log
∫
(dQ/dP )αdP (25)
=Rα(Q‖P ).
This proves the claimed result for case 2.
3) α ∈ (0, 1): In this case definition (3) becomes
Rα(Q‖P ) =
1
α(α− 1)
log
[∫
p>0
qαp1−αdν
]
, (26)
where ν is any sigma-finite positive measure for which dQ = qdν and dP = pdν. Define fn,m(x) via Eq. (22) and let
gn,m = log(fn,m(q/p)), where q/p is defined to be 0 if q = 0 and +∞ if p = 0 and q 6= 0. gn,m are bounded, hence
(18) implies
R˜α(Q‖P ) (27)
≥−
1
1− α
log
∫
e(α−1)gn,mdQ−
1
α
log
∫
eαgn,mdP
=−
1
1− α
log
∫
fn,m(q/p)
α−1qdν
−
1
α
log
∫
fn,m(q/p)
αpdν.
We can take n→∞ using the dominated convergence theorem (here it is critical that α ∈ (0, 1)) to find
R˜α(Q‖P ) (28)
≥−
1
1− α
log
∫
1
max(1/m, q/p)1−α
qdν
−
1
α
log
∫
max(1/m, q/p)αpdν
≥−
1
1− α
log
∫
q>0,p>0
qαp1−αdν
−
1
α
log
∫
p>0
max(1/m, q/p)αpdν.
7
A PREPRINT - JULY 9, 2020
(Note that the second term is always finite.) The dominated convergence theorem can be used on the second term to
obtain
R˜α(Q‖P ) (29)
≥−
1
1− α
log
∫
p>0
qαp1−αdν −
1
α
log
∫
p>0
qαp1−αdν
=
1
α(α− 1)
log
∫
p>0
qαp1−αdν = Rα(Q‖P ).
Therefore the claim is proven in case 3, and the proof of Eq. (7) is complete.
Now suppose (Ω,M) is a metric space with the Borel sigma algebra. Define the probability measure µ = (P +Q)/2
and let g ∈ Mb(Ω). Lusin’s theorem (see, e.g., Appendix D in [34]) implies that for all n ∈ Z
+ there exists a closed
set Fn ⊂ Ω such that µ(F
c
n) < 1/n and g|Fn is continuous. By the Tietze Extension Theorem (see, e.g., Theorem 4.16
in [35]) there exists gn ∈ Cb(Ω) with ‖gn‖∞ ≤ ‖g‖∞ and gn = g on Fn. Therefore
|
∫
e(α−1)gndQ−
∫
e(α−1)gdQ| (30)
≤(‖e(α−1)gn‖∞ + ‖e
(α−1)g‖∞)Q(F
c
n)
≤4e|α−1|‖g‖∞/n→ 0
as n→∞. Similarly, we have limn→∞
∫
eαgndP =
∫
eαgdP . Hence
sup
g∈Cb(Ω)
{
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]}
(31)
≥ lim
n→∞
(
1
α− 1
log
[∫
e(α−1)gndQ
]
−
1
α
log
[∫
eαgndP
])
=
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]
.
g ∈Mb(Ω) was arbitrary and so we have proven
sup
g∈Cb(Ω)
{
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]}
(32)
≥ sup
g∈Mb(Ω)
{
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]}
.
The reverse inequality is trivial. Therefore we have shown that one can replaceMb(Ω) with Cb(Ω) in Eq. (7). To
see that one can further replace Cb(Ω) with Lipb(Ω), use the fact that every g ∈ Cb(Ω) is the pointwise limit of
Lipschitz functions, gn, with ‖gn‖∞ ≤ ‖g‖∞ (see Box 1.5 on page 6 of [36]). The result then follows from a similar
computation to the above, this time using the dominated convergence theorem.
Next we prove Theorem 2, which extends the variational formula to unbounded functions.
Proof 3 (Proof of Theorem 2) We need to show that
Rα(Q‖P ) (33)
≥
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]
for all g ∈M(Ω). The equality (9) then follows by combining Eq. (33) with Theorem 1.
To prove the bound (33) we start by fixing g ∈M(Ω) and defining the truncated functions
gn,m = −n1g<−n + g1−n≤g≤m +m1g>m. (34)
These are bounded and so Theorem 1 implies
Rα(Q‖P ) (35)
≥
1
α− 1
log
[∫
e(α−1)gn,mdQ
]
−
1
α
log
[∫
eαgn,mdP
]
.
8
A PREPRINT - JULY 9, 2020
We now consider three cases, based on the value of α.
1) α > 1: If
∫
eαgdP = ∞ then Eq. (33) is trivial (this is true even if
∫
e(α−1)gdQ = ∞, due to our convention
that∞−∞ = −∞), so suppose
∫
eαgdP < ∞. When α > 1, Eq. (35) involves integrals of the form
∫
ecgn,mdµ
where c > 0 and µ is a probability measure. We have limn→∞ e
cgn,m = ecgm where gm ≡ g1g≤m + m1g>m and
ecgn,m ≤ ecm for all n. Therefore the dominated convergence theorem implies
lim
n→∞
∫
ecgn,mdµ =
∫
ecgmdµ. (36)
We have 0 ≤ ecgm ր ecg asm→∞ and hence the monotone convergence theorem yields
lim
m→∞
lim
n→∞
∫
ecgn,mdµ = lim
m→∞
∫
ecgmdµ =
∫
ecgdµ. (37)
Therefore we can take the iterated limit of Eq. (35) to obtain
Rα(Q‖P ) (38)
≥
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]
(note that we are in the sub-case where the second term is finite, and so this is true even if
∫
e(α−1)gdQ = ∞). This
proves the claim in case 1.
2) α < 0: Use Eq. (4) and then apply the result of case 1 to the function −g to arrive at Eq. (33).
3) 0 < α < 1: If either
∫
e(α−1)gdQ = ∞ or
∫
eαgdP = ∞ then the bound (33) is again trivial, so suppose they
are both finite. For c ∈ R we can bound ecgn,n ≤ 1 + ecg and limn→∞ e
cgn,n = ecg. Therefore the dominated
convergence theorem implies that
Rα(Q‖P ) (39)
≥ lim
n→∞
(
1
α− 1
log
[∫
e(α−1)gn,ndQ
]
−
1
α
log
[∫
eαgn,ndP
])
=
1
α− 1
log
[∫
e(α−1)gdQ
]
−
1
α
log
[∫
eαgdP
]
.
This proves Eq. (33) in case 3 and thus completes the proof of Eq. (9).
If X is a metric space then we already know from Theorem 1 that one can restrict the supremum to Lipb(Ω) without
changing its value. Combined with Eq. (9), this implies that the value is unchanged if one restricts to any set of
functions between Lipb(Ω) andM(Ω); in particular, one can restrict to C(Ω) or to Lip(Ω).
If Q≪ P , dQ/dP > 0, and (dQ/dP )α ∈ L1(P ) then we also have P ≪ Q. By taking ν = P in (3) (and for α < 0,
using the definition (4)) we find
Rα(Q‖P ) =
1
α(α− 1)
log
∫
(dQ/dP )
α
dP. (40)
Letting g∗ = log dQ/dP , it is straightforward to show by direct calculation that
1
α− 1
log
[∫
e(α−1)g
∗
dQ
]
−
1
α
log
[∫
eαg
∗
dP
]
(41)
=
1
α(α − 1)
log
∫
(dQ/dP )α dP.
Therefore g∗ is an optimizer. This completes the proof.
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