Abstract. In their celebrated 1991 paper on the inverse eigenvalue problem for nonnegative matrices, Boyle and Handelman conjectured that if A is an (n+1)×(n+1) nonnegative matrix whose nonzero eigenvalues are:
To date the status of this conjecture is that Ambikkumar and Drury (1997) showed that the conjecture is true when 2(r + 1) ≥ (n + 1), while Koltracht, Neumann, and Xiao (1993) showed that the conjecture is true when n ≤ 4 and when the spectrum of A is real. They also showed that the conjecture is asymptotically true with the dimension.
Here we prove a slightly stronger inequality than in ( * ), from which it follows that the Boyle-Handelman conjecture is true. Actually, we do not start from the assumption that the λ i 's are eigenvalues of a nonnegative matrix, but that λ 1 
Introduction
Suppose that A is a nonnegative matrix of size n + 1 and spectral radius 1. Ashley [2] , Keilson and Styan [7] , Vermes [7, pp. 457-458] , and Fiedler [4] and that if an equality occurs for some x > 1, then χ A (x) = x n+1 −1 as polynomials. In their celebrated paper [3] , Boyle and Handelman make the following conjecture: Suppose further that A has a nonzero spectrum of size r + 1 ≥ 1. Then, (1.2) χ A (x) ≤ x n+1 − x n−r , for all x ≥ 1.
If 1 = λ 0 , λ 1 , . . . , λ n are the eigenvalues of A ordered by decreasing modulus, then (1.2) can be restated as
In this paper, we shall refer to (1.2) as the conjecture of Boyle and Handelman. Notice that λ 0 , . . . , λ r form the nonzero spectrum of A. As explained in [3, p. 312] , the minimal possible size of a matrix A with nonzero spectrum of size r + 1 is unbounded in terms of r. Therefore the bound conjectured by Boyle and Handelman is in some cases a big improvement over the known bound in (1.1).
For the sake of completeness it should be mentioned that in their celebrated paper, Boyle and Handelman make a very important contribution to the inverse eigenvalue problem for nonnegative matrices. They show that if a set of nonzero numbers satisfies some of the most obvious properties that the eigenvalues of nonnegative matrices must satisfy, see assumptions (a) and (b) in Theorem 1.1, then the set can be augmented by a sufficient number of 0's so that there exists a nonnegative matrix whose spectrum is the augmented set.
Returning to the Boyle-Handelman conjecture, Ambikkumar and Drury [1] proved (1.2) in the case where 2(r + 1) ≥ n + 1. A well-known necessary condition for λ 0 , . . . , λ r to be a nonzero spectrum of a nonnegative matrix A is that the quantities
Suppose that the complex numbers 1 = λ 0 , . . . , λ r ordered by decreasing modulus satisfy (1.4). Koltracht, Neumann, and Xiao [8] prove that (1.3) is true in the following three cases: (i) if n + 1 ≤ 5, (ii) if all λ i are real, and (iii) the bound in (1.3) is true in an asymptotic sense; i.e., there exists a sequence c r such that c r r ∼ 9r 2 /16 (hence c r → 1 as r → ∞) and such that (1.3) holds for all x ≥ c r . Even though this asymptotic result may look very close to proving the conjecture, it should be noted that the sides of the inequality (1.3) vary significantly in the interval 1 ≤ x ≤ c r , so there is still a true gap.
In this paper we will prove the following theorem: Our methods, as in [8] , involve the Newton Identities. These identities give us information on how the polynomial n i=0 (x − λ i ) varies as we vary the traces S k . This provides a natural proof in the case of what we call "initially positive" polynomials. In the complementary case, violation of (1.5) seems more unlikely, and we concentrate our efforts into turning this intuition to a proof.
Finally, let us mention that in [5] a stronger result than Theorem 1.1 was conjectured. Namely, Theorem 1.1 is believed to be true if only we assume in (b) that S k ≥ 0, for k ≤ n. Our methods in this paper fall short for proving this conjecture. However, we still prove:
Furthermore, if an equality occurs for any such x, then both sides agree as polynomials in x.
This theorem improves the main result in [5, Theorem 1.4], which shows that the above inequality holds for x ≥ 6.75.
Newton Identities
Our proof will be based on the well-known Newton Identities. Let ξ 1 , . . . , ξ n be indeterminates. We define the following indeterminates:
The Newton Identities relate the s k 's with the σ k 's, for 1 ≤ k ≤ n, in the following way: For every power series (or a polynomial)
i to be the truncation at degree r. We then have (2.3)
Denote this polynomial by P n (t, s) and view it as a function of the indeterminates s = (s 1 , . . . , s n ). It is also true that as a power series in t, We will now give a formula for the s-derivatives of P n (t, s).
Lemma 2.1.
3. Proof of Theorems 1.1 and 1.2
We begin by reformulating Theorem 1.1 by the removal of the root λ 0 = 1 and by the change of variable τ = 1/x. Then Theorem 1.1 reads:
Furthermore, if an equality occurs for some 0 < τ ≤ 1, then there is an equality for all τ and both sides of the inequality are equal as polynomials.
Remark 3.2. This is slightly stronger than Theorem 1.1, because the second assertion applies also to τ = 1, which was excluded there.
To prove our results we shall require the following notion:
In what follows, we shall understand an inequality v ≤ w between two vectors v = (v i ) and w = (w i ) to mean v i ≤ w i for all i. In addition, for every scalar c, v = c means that v i = c for all i, and v + c means the vector (v i + c). Let us now prove the following lemma: Lemma 3.4. Suppose that P r (t, S) is initially positive at t = τ ≥ 0, and that 
Moreover, since P r (t, S) is initially positive at t = τ , then all partial derivatives of P r (τ, s) with respect to the ρ i are nonnegative. Expanding P r (τ, s) as a Taylor series with center at ρ = 0 shows that F (ρ) := P r (τ, s) is a polynomial function in the ρ i with nonnegative coefficients. It follows that
This proves (3.2) and the monotonicity claim. Suppose now that there is an equality in (3.2). If S i > −1, for some i ≤ r, we shall connect the point S (i.e. ρ = 0) with the point S −1 := (−1, . . . , −1) (i.e. ρ = S + 1 ≥ 0) by a straight line segment. Computing the directional derivative of F (ρ) in the direction S + 1 ≥ 0 in the box 0 ≤ ρ ≤ S + 1 yields the nonnegative quantity j ∂F/∂ρ j (S j + 1). Moreover, this directional derivative must be strictly positive at ρ = S + 1, since S i + 1 > 0 for some i and since P r (t, −1, . . . , −1) is strictly initially positive at t = τ . This shows that F (S + 1) must be strictly greater than F (0), leading to a contradiction. As a consequence, we must obtain that S = −1, and an equality in (3.2) holds if and only if both sides agree as polynomials in t.
Corollary 3.5. Theorem 3.1 is correct for any point t = τ where P n (t, S) is initially positive.
To prove Theorem 3.1 we need to study the case where P n (t, s) is not initially positive at some point. Intuitively speaking, the fact that some P r (τ, S) < 0 makes the violation of (3.1) less likely to happen. This, in a sense, will be the idea behind the rest of the proof.
Lemma 3.6. Suppose that P n (t, S) is not initially positive at
Proof. Let d be the integer such that P d (τ, S) < 0, and P r (τ, S) ≥ 0 for all r < d. Such an integer certainly exists since P 0 (τ, S) = 1. Define a polynomial function:
Thus F (1) − F (0) = F (c), for some 0 < c < 1. By (3.4), the initial positiveness at τ of P r (t, S), for r < d, and the monotonicity property of Lemma 3.4, we have
Canceling
This proves part (a). To prove part (b), we look more carefully at (3.5) to deduce that
which implies (b), since
Using this lemma, we can prove the following proposition.
Proposition 3.7. Let us now assume that
, e := exp(1).
An immediate corollary to Proposition 3.7 and Lemma 3.6 is the following:
Proof of Proposition 3.7. For τ = 1 the proposition is trivially true. So we assume from now on that 0 ≤ τ < 1. Notice that then P n (τ, S) > 0 since the numbers 1 − λ i τ are either positive, or come in complex conjugate pairs. Continuing, we compute log as an absolutely convergent power series. Therefore,
Exponentiating, this completes the proof of the proposition.
Let us pause shortly to see what we can obtain from the above proof under the weaker assumption that S j ≥ −1, for 1 ≤ j ≤ n only. Theorem 3.9. Suppose that S j ≥ −1, for 1 ≤ j ≤ n, and that P n (t, S) =
An equality at 0 < τ ≤ 1/ n+1 √ 2n + 2 occurs if and only if both sides are equal as polynomials.
Proof. The case n = 0 is trivial. So from here on, let us assume that n > 0. If P n (t, S) is initially positive at t = τ , we complete the proof by Lemma 3.4. Otherwise, we argue as follows. We compute the difference
. As in the proof of Proposition 3.7, we obtain that
The inequality itself is obtained by Lemma 3.6(a). We must next show that D > 0. By the assumption that all |λ i | ≤ 1 and the traces S j ≥ −n for all j, we have
We will have D > 0 if we can show that 2τ n+1 ≤ 1 − τ . Since the left-hand side is increasing in τ and the right-hand side is decreasing, it is enough to inspect this last inequality for τ = 1/ n+1 √ 2n + 2. This amounts to 1/(2m) ≤ (1 − 1/m) m for m = n + 1. But this is indeed true for m ≥ 2, since it is true for m = 2, and since the left-hand side is decreasing in m, while the right-hand side is increasing. We continue with the proof of Theorem 3.1. We shall require the following lemma, which is an exercise in calculus and so its proof is omitted.
Lemma 3.11. The function
The next lemma is the key feature needed to complete the proof. 
, for all 0 < τ < 1.
Proof. The Möbius transformation z → −z/(1 − z) maps the open unit disc bijectively onto the domain
We are ready now to prove Theorem 3.1.
Proof of Theorem 3.1. For τ = 0, the inequality (3.1) is trivial. So assume that 0 < τ ≤ 1. If P n (t, S) is initially positive at τ , then the theorem is true at τ . So for the remainder of the proof, we will assume that P n (t, S) is not initially positive at τ . Let θ = (1 − 1/e) and α = θ 2/(n+1) . We will show that (3.10)
If τ ≤ α, we know that this is true by Corollary 3.8. Therefore we will assume that τ > α.
Next, we will show that n j=1
Suppose that this is not the case. Then we have
We have used here Lemma 3.11, the inequality that e x ≥ 1 + x, and the fact that α n+1 = θ 2 > 1/e. But now, Lemma 3.6(b) implies that P n (t, S) is in fact initially positive at t = τ , contrary to our assumption. Now we are in the case where n j=1
We apply Proposition 3.7 to deduce that (3.11)
(
We have by the Lagrange Theorem and by Lemma 3.12 that for some α < c < τ,
Suppose by contradiction that P n (τ, S) ≥ 1 + τ + · · · + τ n . Combining this with (3.11) and (3.12) we obtain (3.13) 2 − 1 e
. Equation (3.13) can be rewritten as (3.14)
2 − 1 e F (τ ) < F(α).
We claim now that F (t) is monotonically decreasing in t ∈ [α, 1]. To see this, we calculate the logarithmic derivative
By Lemma 3.12 this is less than or equal to n/(2t) − n/(2α) ≤ 0. Consequently, (3.14) implies that
To arrive at a contradiction, we will show that (3.15) cannot be true. This is smaller than (2 − 1/e)(n + 1) ≈ 1.632(n + 1), so (3.15) is violated for n ≥ 14. The cases 0 ≤ n ≤ 13 can be tested by explicit calculations and likewise violate (3.15). Alternatively, one can show that the expression F (α)/(n + 1) is decreasing as a function of n as n grows and thus avoid the separate treatment for n ≤ 13. The proof is complete. Theorem 1.1 has the following corollary in which, in particular, the nonzero entries of a positive semidefinite matrix can be viewed as a limit of the nonzero parts of the spectra of nonnegative matrices of larger size. It would be interesting if one could find an independent proof. Proof. We first note that as H is positive semidefinite, its 2×2 principal submatrices have nonnegative determinants, and hence a maximal entry in modulus in H must occur on the diagonal of H. As the diagonal entries of H are nonnegative, such a maximal entry must equal 1. Next, again using the fact that H is positive semidefinite, it follows, according to 
