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Abstract
In 2012, Diem introduced a new figure of merit for cryptographic se-
quences called expansion complexity. In this paper, we slightly modify this
notion to obtain the so-called irreducible-expansion complexity which is
more suitable for certain applications. We analyze both, the classical and
the modified expansion complexity. Moreover, we also study the expan-
sion complexity of the explicit inversive congruential generator.
Key words and phases: pseudorandom sequence, expansion complexity, in-
versive generator
1 Introduction
Sequences over finite fields which are generated by a short linear recurrence
relation are considered cryptographically weak. This observation leads to the
notion of linear complexity profile of sequences, which is an infinite sequence
of nondecreasing integers such that the Nth term is the length of a shortest
linear recurrence relation which generates the first N elements of the sequence.
The linear complexity profile is a measure for the unpredictability of a sequence
and thus its suitability in cryptography. A sequence with small Nth linear
complexity (for a sufficiently large N) is disastrous for cryptographic applica-
tions. We recommend the interested reader to consult the survey of Meidl and
Winterhof [4] and previous articles by Niederreiter [6] and Winterhof [7].
Xing and Lam [8] gave a general construction of infinite sequences over finite
fields with optimal linear complexity. The construction is based on functional
expansion into expansion series. Diem [3] showed that this type of sequence can
be efficiently computed from a relatively short subsequence. This observation
leads to the expansion complexity. For the connection between the linear and
expansion complexity we refer to the recent paper [5].
In this paper we study the properties of this figure of merit for sequences over
finite fields. In Section 2 we slightly modify the notion of expansion complexity
to obtain the so-called i(rreducible)-expansion complexity which is more suitable
for certain applications. We analyze the properties of both the classical and the
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modified expansion complexity. Then we study the expansion complexity of
the explicit inversive congruential generator in Section 3. We prove that this
sequence has optimal expansion complexity and we give a lower bound on the
expansion complexity if the sequence is randomly shifted. We finish the paper
with a summary of the results in Section 4.
2 Expansion sequences and expansion complex-
ity
For a sequence S = (si)∞i=0 over the finite field Fq of q elements, we define the
generating function G(x) of S by
G(x) =
∞∑
i=0
six
i,
viewed as a formal power series over Fq.
A sequence S is called an expansion sequence if its generating function sat-
isfies an algebraic equation
h(x,G(x)) = 0 (1)
for some nonzero h(x, y) ∈ Fq[x, y]. Clearly, the polynomials h(x, y) ∈ Fq[x, y]
satisfying (1) form an ideal in Fq[x, y]. This ideal is called the defining ideal
and it is a principal ideal generated by an irreducible polynomial, see [3, Propo-
sition 4].
Expansion sequences can be efficiently computed from a relatively short
subsequence via the generating polynomial of its defining ideal [3, Section 5].
Proposition 1. Let S be an expansion sequence and let h(x, y) be the gener-
ating polynomial of its defining ideal. The sequence S is uniquely determined
by h(x, y) and its initial sequence of length (deg h)2. Moreover, h(x, y) can be
computed in polynomial time (in log q · deg h) from an initial sequence of length
(deg h)2.
Based on Proposition 1, Diem [3] defined the Nth expansion complexity
in the following way. For a positive integer N , the N th expansion complexity
EN = EN (S) is EN = 0 if s0 = . . . = sN−1 = 0 and otherwise the least total
degree of a nonzero polynomial h(x, y) ∈ Fq[x, y] with
h(x,G(x)) ≡ 0 mod xN . (2)
Note that EN depends only on the first N terms of S. However, small expansion
complexity does not imply high predictability in the sense of Proposition 1.
Example 1. Let S be a sequence over the finite field Fp (p ≥ 3) with initial
segment S = 000001 . . . and generating function G(x) ≡ x5 mod x6. Then its
6th expansion complexity is E2(S) = 2 realized by the polynomial h(x, y) = x·y.
However, the first 4 elements do not determine the whole initial segment with
length 6.
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In order to achieve the predictability of sequences in terms of Proposition 1,
one needs to require that the polynomial h(x, y) satisfying (2) is irreducible.
This observation leads to the i(rreducible)-expansion complexity of a sequence.
Accordingly, for a positive integer N , the N th i-expansion complexity E∗N =
E∗N (S) is E∗N = 0 if s0 = . . . = sN−1 = 0 and otherwise the least total degree
of an irreducible polynomial h(x, y) ∈ Fq[x, y] with (2).
Example 2. Let S be the sequence in Example 1. Then its 6th i-expansion
complexity is E∗6 (S) = 5 realized by the polynomial h(x, y) = y − x5.
Clearly, for any sequence S we have
E∗N (S) ≤ E∗N+1(S)
and
EN (S) ≤ E∗N (S) ≤ max{1, N − 1}. (3)
The second inequality immediately gives a bound on the expansion complexity.
In the following theorem we give a stronger bound.
Theorem 1. For any sequence S, the expansion complexity EN (S) satisfies the
following inequality: (
EN (S) + 1
2
)
≤ N. (4)
Proof. With an integer d, consider the set of monomials
M(d) = {xiyj |i+ j ≤ d}
of size #M(d) =
(
d+2
2
)
. For each monomial in that set, xiyj ∈ M(d), we
substitute y = G(x) and reduce it modulo xN to obtain a polynomial of degree
at most N − 1. The set of all polynomials of degree less than N is a vector
space over Fq of dimension N . Each of the evaluations of the monomials in
M(d) gives a polynomial in that space and there are
(
d+2
2
)
of these monomials,
which means that they are linearly dependent if there are more than N . Now we
put d = EN (S)− 1. If (4) were not satisfied, then the argument just presented
leads to a contradiction.
It follows from (4) that EN (S) ≤
√
2N . On the other hand, for the i-
expansion complexity, we have E∗N (S) ≥
√
2N for almost all sequences, it as
will be shown in Theorem 2 below.
Let µq be the uniform probability measure on Fq which assigns the measure
1/q to each element of Fq. Let F
∞
q be the sequence space over Fq and let µ
∞
q be
the complete product probability measure on F∞q induced by µq. We say that
a property of sequences S ∈ F∞q holds µ∞q -almost everywhere if it holds for a
set of sequences S of µ∞q -measure 1. We may view such a property as a typical
property of a random sequence over Fq.
Theorem 2. We have
lim inf
N→∞
E∗N (S)√
2N
≥ 1 µ∞q -almost everywhere.
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We remark, that Theorem 2 is the corrected form of [5, Theorem 4].
Proof. First we fix ε with 0 < ε < 1 and we put
bN = ⌊(1− ε)
√
2N⌋ for N = 1, 2, . . . .
Then bN ≥ 1 for all sufficiently large N . For such N put
AN = {S ∈ F∞q : E∗N (S) ≤ bN}.
Since E∗N (S) depends only on the first N terms of S, the measure µ∞q (AN ) is
given by
µ∞q (AN ) = q
−N ·#{S ∈ FNq : E∗N (S) ≤ bN}. (5)
An irreducible polynomial with degree d can define at most d expansion se-
quences (see [3, p. 332]). Moreover, if two irreducible polynomials are constant
multiples of each other, they define the same sequences.
Let a polynomial f(x, y) of degree d be called normalized if in the coefficient
vector (a0, a1, . . . , ad) of the homogeneous part with degree d of f , i.e.,
a0x
d + a1x
d−1y + · · ·+ adyd,
the first nonzero element is 1.
Let I2(d) be the number of normalized irreducible polynomials (with two
variables) in Fq[x, y] of total degree d. Then by [2] we have
I2(d) =
1
q − 1q
(d+22 ) +O
(
q(
d+1
2 )
)
.
Thus
{S ∈ FNq : E∗N (S) ≤ bN} ≤
bN∑
d=1
d · I2(d)≪
bN∑
d=1
d · q(d+22 )−1 ≪ bNq(
bN+2
2 )−1. (6)
Thus it follows from (5) and (6) that µ∞q (AN ) ≤ q−δN for some positive δ and
for all sufficiently large N . Therefore
∑∞
N=1 µ
∞
q (AN ) < ∞. Then the Borel-
Cantelli lemma (see [1, Lemma 3.14]) shows that the set of all S ∈ F∞q for which
S ∈ AN for infinitely many N has µ∞q -measure 0. In other words, µ∞q -almost
everywhere we have S ∈ AN for at most finitely many N . It follows then from
the definition of AN that µ
∞
q -almost everywhere we have
E∗N (S) > bN > (1− ε)
√
2N − 1
for all sufficiently large N . Therefore µ∞q -almost everywhere,
lim inf
N→∞
E∗N (S)√
2N
≥ 1− ε.
By applying this for ε = 1/r with r = 1, 2, . . . and noting that the intersection
of countably many sets of µ∞q -measure 1 has again µ
∞
q -measure 1, we obtain
the result of the theorem.
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We finish this section showing that, for sequences having maximal expansion
complexity, we have E∗N (S) = EN (S).
Theorem 3. If the sequence S has maximal expansion complexity, i.e. if for
d ≥ 1, we have
EN (S) = d whenever
(
d+ 1
2
)
≤ N <
(
d+ 2
2
)
,
then
E∗N (S) = d′ whenever
(
d′ + 1
2
)
+ 2 ≤ N <
(
d′ + 2
2
)
,
for d′ ≥ 6.
Proof. Let d ≥ 6 and assume that (d+1
2
)
+ 2 ≤ N . We will show that if a
polynomial h(x, y) satisfies the congruence (2) with total degree equal to d =
EN (S), then it must be irreducible. We proceed proving the result by assuming
the opposite, that is h(x, y) = h1(x, y)h2(x, y) and d1 = deg h1(x, y) and d2 =
deg h2(x, y) positive. Then h(x, y) satisfies (2) if and only if for nonnegative
integers N1, N2 with N = N1 +N2,
h1(x,G(x)) ≡ 0 mod xN1 , h2(x,G(x)) ≡ 0 mod xN2 .
Without loss of generality, we may suppose that N1 and N2 are positive integers.
We also suppose that EN1(S) = d1 and EN2(S) = d2 Applying Theorem 1, we
obtain (
d1 + d2 + 1
2
)
≤ N1 +N2 <
(
d1 + 2
2
)
+
(
d2 + 2
2
)
.
This implies by simple manipulation that
(d1 − 1)(d2 − 1) ≤ 2.
If the last inequality holds, then either d1 = 1, or d2 = 1 by the assumption
d1+d2 = d ≥ 6. If d1 = 1, then N1 ≤ 2 and, applying again Theorem 1, implies(
d2 + 2
2
)
− 2 ≤ N2 <
(
d2 + 2
2
)
i.e. (
d+ 1
2
)
≤ N <
(
d+ 1
2
)
+ 2,
a contradiction. We proceed similarly in the case d2 = 1.
3 Expansion complexity of the explicit inversive
congruential generator
The explicit inversive congruential generator is defined in a prime field Fp (p ≥
3) by
sn = n
p−2 mod p for n = 0, 1 . . . . (7)
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Clearly, this is a purely periodic sequence with least period length p. We show
that its expansion complexity is maximal in terms of Theorem 1.
Theorem 4. The explicit inversive generator S = (sn) defined in (7) has max-
imal expansion complexity for all N = 2, . . . , p− 1, i.e. we have
EN (S) = d whenever
(
d+ 1
2
)
≤ N <
(
d+ 2
2
)
. (8)
By (3) and Theorem 3, this result gives a lower bound for E∗N (S) for N ≤
p− 1 which is in line with the asymptotic regime in Theorem 2.
Proof. By Theorem 1, we have EN (S) ≤ d if N is in the range (8). Thus it
suffices to prove the lower bound EN (S) ≥ d for such N . As the Nth expansion
complexity EN (S) is a nondecreasing function of N , it is enough to prove the
result for integers N having the form N =
(
d+1
2
)
with some positive integer d.
We remark that the derivative G′(x) of the generating function G(x) of S
satisfies
G′(x) =
(
∞∑
n=0
np−2xn
)′
=
∑
0≤n<∞
p∤n+1
xn =
1
1− x − x
p−1 1
1− xp . (9)
Now we prove the theorem by induction on d. For d = 2 (N = 3) the asser-
tion follows from straightforward computation. Next, we prove the theorem by
contradiction. Assume that there is a d > 2 that does not satisfy the assertion.
Let d be the smallest such integer. Then EN−d(S) = . . . = EN (S) = d− 1 with
N =
(
d+1
2
)
.
By recursion, we construct nonzero polynomials fi(x, y) ∈ Fp[x, y] (i =
0, 1 . . . , d− 1) of total degree d− 1 such that
fi(x,G(x)) ≡ 0 mod xN−i (10)
and
fi(x, y) does not contain the terms x
d−1−ℓyℓ, 0 ≤ ℓ < i. (11)
By assumption EN (S) = d − 1, thus there is a nonzero polynomial f(x, y) ∈
Fp[x, y] of total degree d− 1 such that
f(x,G(x)) ≡ 0 mod xN . (12)
Put f0(x, y) = f(x, y). Now suppose that fi(x, y) has been constructed for some
0 ≤ i ≤ d− 2. To construct the polynomial fi+1(x, y), we take the derivative of
(10) with respect to x:
∂fi
∂x
(x,G(x)) +
∂fi
∂y
(x,G(x))G′(x) ≡ 0 mod xN−i−1. (13)
As
G′(x) ≡ 1
1− x mod x
p−1
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by (9), we obtain
(1− x)
(
∂fi
∂x
(x,G(x)) +
∂fi
∂y
(x,G(x))G′(x)
)
≡
(1− x)∂fi
∂x
(x,G(x)) +
∂fi
∂y
(x,G(x)) ≡ 0 mod xN−i−1.
Put
gi(x, y) = (1 − x)∂fi
∂x
(x, y) +
∂fi
∂y
(x, y) ∈ Fp[x, y].
Observe, that gi(x, y) and fi(x, y) have the same total degree. Indeed, if the
total degree of gi(x, y) were strictly less than the total degree of fi(x, y), then
we get a polynomial of total degree at mos d− 2 satisfying (10) (with i replaced
by i+ 1), hence EN−i−1(S) ≤ d− 2, a contradiction. Moreover, the monomials
of degree d− 1 that appear in gi(x, y) must involve x and appear in fi(x, y). If
fi(x, y) = cgi(x, y) for some nonzero c ∈ Fp, then
fi(x, y) ≡ cℓ ∂
ℓfi
∂ℓy
(x, y) mod 1− x for all ℓ ≥ 0.
In particular, (1− x) divides fi(x, y), so taking fi(x, y)/(1− x), we get a poly-
nomial with total degree d− 2 satisfying (10), thus EN−i(S) ≤ d− 2, a contra-
diction.
So, there must exist a nonzero linear combination fi+1(x, y) of fi(x, y) and
gi(x, y) satisfying (10) (with i replaced by i + 1) and (11). If the total degree
of fi+1(x, y) were less than or equal to d − 2, then EN−i−1(S) ≤ d − 2, a
contradiction.
Finally, observe that if we construct gd−1(x, y) as above, then it does not
contain the terms xd−1−ℓyℓ, ℓ = 0, . . . d − 2, by construction, and also that it
does not contain the term yd−1. Thus, the total degree of gd−1(x, y) is at most
d − 2. Moreover, it follows from (10) for i = d − 1, by the same argument as
above, that
gd−1(x,G(x)) ≡ 0 mod xN−d,
thus EN−d(S) ≤ d− 2, a contradiction.
As a corollary, we obtain, for many different shifts of the explicit inversive
generator, a good lower bound on the expansion complexity.
Corollary 2. For any d > 0 and all values of 1 ≤ m < p but for (d − 1)2 · (d
2
)
choices, the shifted explicit inversive generator S ′ = (sn+m) satisfies,
EN (S ′) = d if
(
d+ 1
2
)
≤ N < min
{(
d+ 2
2
)
, p
}
.
Proof. We fix the value N =
(
d+1
2
)
and take again the set of monomials
M(d− 1) = {xiyj|i+ j ≤ d− 1}.
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Then we define the polynomial G(x,m) =
∑p−1
i=0 (i+m)
p−2xi in the variables m
and x. For each monomial in M(d), we can substitute y = G(x,m) and reduce
it modulo xN to obtain a polynomial of degree at most N − 1 in the variable
x. The set of all polynomials of degree in the variable x less than N is a vector
space over the field of rational functions in the variablem of dimension N . Each
of the evaluations of the monomials gives a polynomial in that space, which can
be seen as a vector of length N .
All of the vectors can be written as rows of a matrix and EN (S ′) = d if
and only if the determinant of this matrix is different from 0. Multiply all
the elements of this matrix by
∏d−1
i=0 (m + i)
d−1 and reduce them using that
(m + i)p = (m + i), so the result is a matrix whose entries are polynomials in
the variablem and of degree less than (d−1)2. The determinant is a polynomial
of degree at most (d−1)2 ·#M(d−1), which is not the zero polynomial because
the determinant is different from zero for m = 0. The number of roots of
the determinant is at most (d − 1)2 ·#M(d − 1), and this remark finishes the
proof.
4 Conclusions
In this paper, we have studied the expansion complexity and a slight modifi-
cation of this measure called i-expansion complexity. For the expansion com-
plexity, we have found an upper bound which answers positively to a conjecture
posed by Me´rai, Niederreiter, and Winterhof [5].
Regarding the i-expansion complexity, Theorem 2 shows that its behavior is
different and it is expected that the i-expansion is a stronger measure than the
expansion complexity. However, if the expansion complexity of the sequence is
maximal, then by Theorem 3, the i-expansion complexity is essentially equal to
the expansion complexity.
For the explicit inversive generator, we have shown that the expansion com-
plexity and the i-expansion complexity are maximal. Even if the sequence is
shifted randomly, it is expected that the expansion complexity is quite large.
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