Abstract. We use ℓinSolos (i.e. a typed process calculus based on the calculus of solos) in order to express computational processes generated by SℓPCF − , namely a simple programming language conceived in order to program only linear functions. We define a faithful translation of SℓPCF − on ℓinSolos which make us able to process redexes of SℓPCF − in a parallel way. Afterward, we prove that a suitable observational equivalence between processes is correct w.r.t the operational semantics of SℓPCF − , via our interpretation.
Introduction
Harold Abelson, Gerald Jay and Julie Sussman, in their famous book "Structure and Interpretation of Computer Programs" [1, Ch.1] state:
"We are about to study the idea of a computational process. Computational processes are abstract beings that inhabit computers. As they evolve, processes manipulate other abstract things called data. The evolution of a process is directed by a pattern of rules called a program. People create programs to direct processes. In effect, we conjure the spirits of the computer with our spells."
In the first chapter, they introduce a programming language and a simple way to describe the dynamical becoming of the evaluation of applications of programs to inputs. The dynamic of process evolution is represented by sequences of programs related by means of rewriting rules. Fingerprints of λ-calculus pervade the book and, indeed, we are interested in a model of processes conjured by a typed λ-calculus. Unfortunately, λ-calculus lacks a satisfactory description of interaction between processes cooperating, competing and synchronizing between themselves. To overcome such limitations, many calculi have been proposed which focus on dynamical aspects of computation with particular regards for interaction, see for instance [8, 15, 24] . Such calculi are more intensional than λ-calculus, which instead focuses on functional aspects of computation. Although a main motivation for the comparison between lambda and process calculi has been to study the expressiveness of process calculi, another worthy motivation is to study theories induced by equivalences in the world of processes conjured by programs, see [16, 17, 22] . The main results presented in this paper are set in the latter research-line.
The interaction is the key idea behind the introduction of game semantics for programming language [2, 11] , more precisely interaction between a program and the environment (where the program itself is intended to be executed). A seminal work exploring correspondences between process-calculi and game semantics has been presented in [10] , where Hyland-Ong strategies are represented by processes of an appropriately sorted polyadic π-calculus. More recently, such result has been improved by introducing an elaborate type discipline for the π-calculus in [4] , where the use of linear modalities [12, 13] is crucial. A game-independent process-based language for game strategies has been formalized, where strategies are normalized processes. Programs of PCF can be directly interpreted on such processes in a fully abstract way.
Our purpose is to deepen and advance such explorations by proposing a process-model, namely a syntactical model, built on a suitable process-calculus, inducing a corresponding semantics for a typed λ-calculus..
We are convinced that a key aspect of such explorations is linearity in many respects, moreover linearity make analysis simpler and clearer. Accordingly, we tackle the construction of a process-model for SℓPCF − , namely a simple programming language conceived in order to program "linear" functions between coherence spaces. The least full sub-category of coherence spaces, including the infinite flat domain (representing natural numbers) and the coherence spaces representing linear functions between domains in the model itself (by avoiding the use of exponential domain constructors) forms a fully abstract model for such programming language [20] . In order to build a process model for SℓPCF − , we introduce ℓinSolos, namely a process calculus based on a typed calculus of Solos [14] . The calculus of Solos is a modification of the asynchronous π-calculus where explicit causal dependency is forbidden by avoiding prefixes and binding guards. We give an encoding of SℓPCF − in ℓinSolos which respects the operational equivalence between programs, i.e. it does not equate operationally different programs.
We note that the semantic nature of strategies in [4, 10] is explicitly reflected by the use of an infinitary syntax for the π-processes, on which no parallel reductions can be performed. Since we want to study processes induced by programs, our interpretation is actually given on finite processes. Moreover, we introduce some simplifications in the linear typing discipline. Hence, we break with the classical game theoretical approaches, for an other classical computer-scientist approach: translation of programs (finite terms) of a language in finite terms of an other language.
A translation of a calculus into another calculus is faithful whenever a reduction in the source calculus can be mimicked by some reductions in the target calculus. The encodings given in [10, 4] impose deterministic reduction strategies, so they are not faithful. This means that, there are programs M, N translated, respectively, by processes P, Q such that M → β N, but P cannot be process-reduced to Q (although P and Q are observationally equivalents). ℓinSolos make us able to simulate the reduction of all redexes of SℓPCF − , giving us a faithful encoding. Thus, no evaluation strategy is determined in advance.
There are several motivations behind this paper. From a programming language point of view we provide a tool for study both parallel evaluation strategies and equivalence of programs. From a process calculi point of view we give a fine representation of a sequential language where the redexes can be actually reduced in parallel. From a game-semantics point of view, we suggest a parallel description of strategies by avoiding useless causality.
The results of this paper are the starting points for many further developments. We are characterizing the relevant contexts of ℓinSolos (i.e. contexts that are able to separate processes corresponding to different programs) in order to tackle the full abstraction of our syntactical model. We are working on a characterization of processes corresponding to the interpretation of programs, by adapting the proof-nets correctness criterion. We are already able to extend our results on the pair SℓPCF and ℓinSolos at price of some additional technicalities due to pairing-projections codifications. However, we plan to explore processlanguages inducing similar results for language more complex languages as PCF [21] or StPCF [19] . We plan to interpret processes directly on linear coherence spaces, following techniques developed for proof-nets and proof-structures. We plan to define a new kind of game semantics with a more flexible structure, where useless sequentialization is relaxed. Moreover, we want to explore the application of the Levy's optimality theory to the evaluation of programs inside the ℓinSolos. In particular, to tackle the relations between such theory with the notion of operational linearity.
Outline of the paper. In Section 2, we recall SℓPCF − i.e. a linear programming language. In Section 3, we present ℓinSolos, i.e. a process language based on the calculus of Solos. In Section 4, we formalize a faithful translation of SℓPCF − into ℓinSolos. In Section 5, we prove the correctness of the obtained process-model.
A Semantically Linear Programming Language

SℓPCF
− is the fragment of the language SℓPCF presented [20] avoiding the use of which? . We remark that SℓPCF − is a Turing-complete syntactical restriction of PCF [21] and it is fully abstract with respect to the model of linear function between coherence spaces considered in [20] (as noted just in page 104 of [20] , just before the Theorem 4). Hence SℓPCF − is denotationally linear. Truth-values of SℓPCF − are coded on integers (zero codes "true" while any other numeral stands for "false"). The set Ì of types is defined as follows, σ, τ ::= ι | (σ ⊸ τ ) where ι is the only ground type (i.e. natural numbers) and σ, τ, ... are meta-variables ranging over types. As customary ⊸ associates to right. Hence
It is easy to see that all types τ have the shape τ 1 ⊸ ... ⊸ τ n ⊸ ι, for some type τ 1 , ..., τ n where n ≥ 0. Let Var σ , SVar σ be numerable sets of variables of type σ. The set of ground variables is Var ι , the set of high-order variables is HVar = σ,τ ∈Ì Var σ⊸τ , and the whole set of variables is Var = Var ι ∪HVar∪SVar. Letters x σ range over variables Note that only high-order variables are subject to syntactical constraints. Except for the ℓif construction typed by an additive rule doing an implicit contraction, high-order variables are treated linearly. Ground and stable variables belong to distinct kinds only for sake of simplicity. Their free use implies that SℓPCF − is not syntactically linear (in the sense of [20] ). Sometimes types will be omitted when they are clear from the context or uninteresting (note that given types of all variables of a term M, there is a unique σ such that M σ ). Sometimes, parentheses are omitted, always by respecting the following conventions: application associates to the left and application binds more tightly than abstraction, i.e. Clearly, we are using n in place of succ(· · · (succ(0)) · · · ) where succ is applied n-times to 0. Let P = {M ι ∈ SℓPCF | FV(M ι ) = ∅} be the set of programs and let N = {0, . . . , n, . . .} be the set of numerals.
Definition 2. We denote ; the firing (without any context-closure) of one of the following rules:
We call redex each term or sub-term having the shape of a left-hand side of rules defined above. We denote → Sℓ the contextual closure of ;. Moreover, we denote → * Sℓ the reflexive and transitive closure of → Sℓ . Let M ∈ P; we write M ⇓ n when M → * Sℓ n according to lazy leftmost strategy 3 .
We remark that ; β formalizes a call-by-name parameter passing in case of an high-order argument. On the other hand, ; ι formalize a call-by-value parameter passing, namely the reduction can fire only when the argument is a numeral. As done in [5] , it is easy to prove properties as subject-reduction, post-position of δ-rules in a sequence of reductions, the confluence and a standardization theorem.
Let [ σ ] be a special constant of type σ. The set of σ-context Ctx σ is generated by the following grammar: 
We put
By using Ω σ it is possible to define approximants of a fix-point µ̥.M σ as follows, 
A Linear Calculus of Solos
ℓinSolos is a typed calculus of solos [14] extended for an explicit constants treatment. In this calculus we give the possibility to communicate names as well as ground values (i.e. integers). Since, ℓinSolos is conceived in order to model SℓPCF, some notations of the previous Section are overloaded. We use two sets of names, Q for question-names and A for answer-names. Letters p, q, u, v, w, f, g, . . . range over question-names and a, b, c, . . . range over answer-names. For sake of simplicity, when useful we use κ to denote all kinds of names. We write κ for a (possible empty) finite sequence κ 1 , . . . , κ n of names and | κ| for its length. In order to treat ground information we use a set of variables Var ranged over by x, y, z, . . .. Last, we use a set H of process variables ranged over by ̥. ℓinSolos is based on three syntactical categories.
We assume that P contains exactly one free question-name, as a constraint on rec̥.P construction.
The Solos calculus has been introduced in [14] as a simplification of the asynchronous π-calculus replacing prefixes by solos (not binding actions) and maintaining the restriction as unique binder 4 . The name q is the subject and p, a are the objects of both solos q p, a and q p, a . Parallel composition of processes P Q is as usual, commutative, associative and it has the termination 0 as neutral element. The restriction (νκ S )P limits the scope of the name κ to P. Here S is a syntactical type annotation, that will be formalized ahead in this section. We avoid the type annotations when they are clear from the context or uninteresting. We denote with FN(P) the set of free names of P, defined in the standard way. ℓinSolos extends the Solos Calculus, in order to manipulate also ground entities and recursion. Expressions are build on numerals, ground variables, successor and predecessor. The ground-output process a E will be used to send numerals. The ground-input process a(x).(s; P) consists of a prefix a(x) that both binds the occurrences of the ground variable x in its body P, and freezes the solo s (by forbidding its interaction). The solo will be unfrozen only after a reduction involving the corresponding prefix, while reductions in the body P are allowed, even if a value on a has not been received yet. The set of ground free variables GFV(P) of a process P is defined as expected. We remark that the ground-prefix is the only binder acting on variables. The prefix allows the control of causal dependencies needed for modelling a call-by-value parameter passing policy on ground values. The asynchronous ground-driven sum ⌊P E ⊕ Q⌋ is used to model the conditional. It acts like P, if E evaluates to 0, while it acts like Q, if E is evaluated to a numeral different from 0. We denote ̥ q a hold-place for a process, namely a process variable bringing the free question name q with it. Last, the recursion rec̥.P binds all the free occurrences of the process variable ̥ in P. We remark that as a syntactical constraint, it is assumed that P contains exactly one free question-name. The set of free process variables FPV(P) is P defined as expected. The substitution of a process P to a process hold-place ̥ q will be done by an high-order process-substitution.
Linearity for process calculi has already been studied in [4, 12, 13, 25] , mainly to ensure properties like determinism and strong normalization. A bounded name occurs exactly once in "input" and exactly once in "output". The main idea is to use a very elementary form of typing for names in processes, namely action modalities ranged over ǫ: + is the output modality, − is the input modality and is the neutral modality (meaning the use of a name in both input and output mode). Each name can possess a unique modality in a process. A duality operation (denoted by an over-line) is defined on modalities as follows + = − and − = +. Remark that is undefined. A partial match operator ⊙ on modalities is defined as + ⊙ − = − ⊙ + = .
Sorting [18] together with an action modality are ingredients to indicate possible usages of names in ℓinSolos. We denoteι the atomic sorting for name delivering ground data, i.e. the sort related to answer-names. Since we want model a programming language, following [2, 11] , our sortings will ask questions and will receive an unique answer. Thus, composite sortings are defined by [ φ,ι] , where φ is a list (possibly empty) of composite sortings. Composite sortings are associated to question-names. The sorting shape respects straightforwardly SℓPCF type. Sorting (denoted with S) and channel types (denoted with α) are generated by the following grammars:
Channel Type. α ::= S ǫ Sorting and (non-neutral) modalities are straightforwardly related to the game-theoretic notions of arenas and player/opponent of game semantics as formalized in [4, 10] . If φ is a composite sorting then φ ǫ is a question type whileι ǫ is an answer type. A dual of a type α = S ǫ , is defined by α = S ǫ . Differently to systems presented in [4, 12, 13, 25] our modalities do not occur inside sorting, for sake of simplicity.
In order to define our typing system we need two kinds of environments, respectively bringing type-information of free names and process variables in a process. An action type is a set of pairs name plus channel type, in which each name appears at most once. It ranges over A, B, . . . and, as usual, A, v : α denotes the action type A ⊎ {(v : α)}. We define an extension of the match operator ⊙ to action types. Intuitively, the operation performs the union of action types and it manages the match of the names that appear in both action types. More formally,
It is easy to show that ⊙ is a partial commutative associative operator. We write j(A, B) when A ⊙ B is defined. A process environments is a set of pairs process variables plus question-type, in which each variable appears at most once. It is denoted by Γ and we apply to it conventions alike that introduced for action types. Valid typing judgments have the shape Γ ⊢ P ⊲ A where Γ is a process environment, P is a process and A is an action type.
Definition 5. A typing judgment is valid when it is conclusion of a derivation respecting the typing rules in Table 2 .
We allow weakening and contraction on process environments, while we treat linearly action types. The rules (z), (in) , (out) and (go) impose correct modalities on our typing. The key rules are (par) and (gi) that check composability of subprocesses, ensuring the linearity policy. In (gi) we choose that the solo frozen by the ground prefix has to be an output. The only further rule composing different subprocesses is (sum) which is managed in an additive way. Rules (res) and (w) manage neutral names. Process environments bring the type information of process variables, then (pv) and (rec) impose the use of ̥ by respecting the chosen type. In (rec) we allow rec-abstraction of a process variable ̥, on a process having q as unique free name. Given a process P, a slice of P is the process obtained from P by replacing to each summation construct one of its branches. Intuitively a slice should be thought as a possible evolution of the process. Linearity guarantees that for each slices, names are used exactly once in input or in output way.
Proposition 6 (Linearity
-ǫ ∈ {+, −} implies that κ occurs exactly once in all slices of P, -ǫ = implies that κ occurs either zero times or twice in all slices of P, -ǫ = if and only if Γ ⊢ (νκ S )P ⊲ A, -̥ ∈ Γ implies that Γ, ̥ : φ ⊢ P ⊲ A, -Γ = Γ ′ , ̥ : φ and ̥ ∈ FPV(P) imply that Γ ′ ⊢ P ⊲ A.
ℓinSolos Reductions and Congruences
We need three different substitutions: ground substitution, name substitution and process substitution. We denote P[ n/ x] the expected substitution of integers to variables in a process P. Recall that the ground-prefix is the only variable binder of ℓinSolos and note that no free variable can be captured in such substitution. We denote P[ κ/ κ ′ ] the expected substitution of names to names in a process, in a capture-free way. Last, process substitution is a straightforward adaptation of high-order π-calculus substitution [24] . The process substitution of a process P in another process to all occurrences of ̥ is defined as follows, s{P/̥} = s, Table 3 . Operational Semantics of ℓinSolos.
Definition 7. The structural congruence ≡ between expressions and processes is the least congruence containing α-equivalences on variables, names and process-variable, and satisfying the following laws
a(x).(s; ⌊P E ⊕ Q⌋) ≡ ⌊a(x).(s; P) E ⊕ a(x).(s; Q)⌋ if x ∈ GFV(E).
(νκ) a(x).(s; P) ≡ a(x).(s; (νκ)P) if κ ∈ {a} ∪ FN(s) Q a(x).(s; P) ≡ a(x).(s; Q P) if x ∈ GFV(Q) a(x). s; b(y).(s
The structural congruence axioms presented above deserve some explanation. Rules in (1) are the usual axioms dealing with the evaluation of ground expressions. Rules in (2) are the usual structural rules of π-calculus, plus the rule dealing with recursion. Rules in (3) are the structural rules dealing with the sum. They impose the distributive property of the sum with respect to parallel composition, restriction and ground input prefix. These laws allow us to derive congruences like P ≡ ⌊P E ⊕ P⌋. Similar laws were introduced in [3] . Rules in (4) are the structural rules dealing with our ground prefix, which is not as the usual input-prefix. Such rules leave untouched the solo s of the prefix a(x).(s; P) and they formalize that the body P is in parallel with the prefix itself, taking care only to the potential occurrences of x. The implicit causality of the calculus of solos, together with rules in (4) will give us the possibility to mimic all reduction strategies of SℓPCF inside our ℓinSolos. Definition 8. We endow ℓinSolos of a reduction relation → , namely the least relation → satisfying the rules of Table 3 . As usual, we define → * to be the reflexive transitive closure of → .
The rules describing the interaction between solos is a simplification (valid only under our linear constraints) of a more general rule 5 presented in [14] which exploit the unification in a very clever way. Some example can help the reader, (νp)(q p, p, a q p 0 , p 1 , b R ) cannot be reduced.
Proof. Proof details are in Appendix A.
⊓ ⊔ Linearity implies that the reduction in our calculus is confluent.
Since we are interested in the extensional behavior of terms, we define a Morris like contextual equivalence as basic equality over processes.
Definition 11 (Observability). Let Γ ⊢ P ⊲ a :ι + . We use Γ ⊢ P ⇓ a n to denote that P → * P ′ ≡ (ν κ)(a E P ′′ ) where E → n and a ∈ κ.
A relation ∼ = is a typed congruence when ≡⊆ ∼ = and it is a typed equality closed under typed contexts. Moreover, Γ ⊢ P ∼ = Q ⊲ A is an abbreviation for Γ ⊢ P ⊲ A, Γ ⊢ Q ⊲ A and P ∼ = Q. We use ρ to denote a total function from the set of ground variables to the set of numerals. Given a process P, we denote Pρ to be the process obtained applying the substitution ρ to ground free variables of P.
Definition 12. ∼ =E is the maximum typed congruence on processes such that, Γ ⊢ P ∼ =E Q ⊲ A and Γ ⊢ Pρ ⇓ a n imply Γ ⊢ Qρ ⇓ a n , for all ρ.
Following [9, 25] , we can prove that ∼ =E is consistent (i.e. does not equate all process), it is reduction closed, it is maximally consistent (i.e. the only typed congruence which strictly includes ∼ =E is not consistent) and it equates all insensitive processes (i.e. processes that does not produce any observation) with the same type. 5 We note θ total endo-functions on Q ∪ A such that κ = θ(κ) for finitely many names κ. We use Dom(θ) = {κ|θ(κ) = κ} and Ran(θ) = {θ(κ)|κ = θ(κ)}. Let { v = w} be the smallest equivalence relation on Q ∪ A relating each vi with wi and let us assume a name substitution θ agrees with the equivalence ϕ if for every v, w, vϕw iff θ(v) = θ(w). The general rule presented in [14] is
To light the notation, from now on, we do not annotate type explicitly on processes and we denote q(q1, . . . , qn, a) P = (νq1, . . . , qn, a)(q q1, . . . , qn, a P). Table 4 . Translation of SℓPCF − on ℓinSolos.
Processing Programs
The encoding of SℓPCF into ℓinSolos is an adaptation of the encoding presented by Hyland and Ong in [10] . First of all, types can be translated in sortings as follows,
. Before to formalize the translation of programs, we give some hints. Let M be a SℓPCF term such that Γ ⊢ M : σ 1 ⊸ . . . ⊸ σ n ⊸ ι where (n ≥ 0). Encoding exploits overloads of symbols for variables of SℓPCF and symbols for names and variables of ℓinSolos. The interpretation of M is given on a process P such that GFV(P) = FV(M) ∩ Var ι , SFV(P) = FV(M) ∩ SVar and FN(P) = (FV(M) ∩ HVar) ∪ {q} where q is a fresh name, called accessname. Channel type of free names of P, but the access-name, is obtained by translating the type of corresponding variable in M in a sorting together with positive modality. Channel type of the access-name is the translation of the type of M together with a negative modality. The sorting associate to process variables is obtained by translating the type of corresponding stable variable. More formal details are in Lemma 14. If M is closed then P contains a unique free name, namely the access-name q typed by negative modality and the sorting [ σ 1 , . . . σ n ,ι] corresponding to the type of M. The translation of M can be questioned by the solo q p 1 , ..., p n , a communicating a list of n question-names p 1 , ..., p n where processes mimicking "actual arguments" can be questioned in its turn by P, and an answer-name a where P can communicate the computation result.
Definition 13. We denote by M q the process encoding a program Γ ⊢ M : σ on the access-name q. The recursive definition of the translation from SℓPCF − to ℓinSolos is given in Table 4 .
We use the ground-prefix in order to model the causal dependency needed in order to respect call-by-value computations. As instances, we remark that q ǫ (a ǫ )a ǫ n is an abbreviation for (νaι ǫ )(q ǫ a ǫ a ǫ n ) and the translation of pred ι⊸ι is an abbreviation for (νq
(q a ǫ (νaι)(q a a pred(x) )) .
Lemma 14 (Typing soundness
Proof. By induction on the derivation of Γ ⊢ M : σ.
⊓ ⊔
We say that a translation from a calculus to another is faithful whenever each reduction on the first calculus can be mimicked by some reductions in the second one. We can prove that our translation is faithful, more precisely
Proof.
The other case is similar to the previous one.
Ground substitution and stable substitution does not present particular problems with respect to faithful translation.
Proof. 1. By induction on the derivation of Γ ⊢ M : σ.
To mimic substitutions of programs to high order variables, we need to use the ground prefix together with its structural rules.
Proof. 1. The proof is by induction on the derivation of Γ ⊢ M : τ . In case of ground λ-abstraction, we need only to use the structural rule P a(x).(q κ ; Q) ≡ a(x).(q κ ; P Q) providing that x ∈ GFV(P). In case of ℓif, it is necessary to use also the distributive laws for the sum. All further cases are straightforward.
Our translation is better than a mapping from language on another language, our translation actually maps a calculus (i.e. SℓPCF − with → Sℓ -reduction) into another calculus (i.e ℓinSolos with → -reduction).
Proof. Note that → is closed under all context, by Table 3 . Thus, the proof follows by previous lemmas.
The result established by Theorem 19 is very strong and it overcomes the traditional encodings from programs to processes [24] : in our encoding no reduction strategy is determined in advance.
Proof. Note that → ⊆ ∼ =E, since the Lemma 10. Thus, the proof follows by Definition 12. ⊓ ⊔
Soundness and correctness
An interpretation is said to be adequate when M ∼ =E n and M ⇓ n are logically equivalent for any program M, numeral n. Actually, we prove a stronger form of adequacy result, namely that M → * Sℓ n, M → * n and M ∼ =E n are logically equivalent, for any program M and numeral n.
In order to complete the proof of adequacy for our interpretation, we straightforward adapt the Tait's computability argument likewise to that done in [19, 21] for denotational semantics. In the following, we use X to denote a generic variables of SℓPCF − (ground, high-order or stable variable of SℓPCF − ).
Definition 21. The "computability predicate" is defined by the following cases. 
Comp(M) if and only if
The proof is an adaptation of the proof given by Plotkin in [21] .
Proof. Proof details are in Appendix, page 17.
⊓ ⊔
Corollary 24 (Strong adequacy). Let M be a program and n be a numeral.
Consequently, ℓinSolos give us a syntactical model where we can study the operational equivalence between SℓPCF-programs. 
Theorem 25 (Correctness
). If M σ q ∼ =E N σ then M ≈ σ N. Proof. Let B ⊢ M : σ and B ⊢ N : σ such that M q ∼ =E N q . If C[ σ ] is
A Proof of Subject Reduction Theorem
In this Appendix, we prove the Theorem 9 in page 10 together with some instrumental properties.
Lemma 26 (Substitution lemma).
Proof. By induction on the derivation of Γ, ̥ :
Proof. The proof is as usual by induction on the derivation of P ≡ Q. We develop some cases.
-P = (P 1 P 2 ) and Γ ⊢ P ⊲ A and Q = (P 2 P 1 ). We conclude Γ ⊢ Q ⊲ A by commutativity of ⊙. -P = (P 1 P 2 ) P 3 and Γ ⊢ P ⊲ A and Q = P 1 (P 2 P 3 ). We conclude Γ ⊢ Q ⊲ A by associativity of ⊙. -P = (νκ)(P 1 P 2 ) and Γ ⊢ P ⊲ A and Q = P 1 (νκ)P 2 . It is evident that Γ ⊢ Q ⊲ A.
-P = rec̥.P 1 , Γ ⊢ P ⊲ A and Q = P 1 {rec̥.P 1 /̥}. By Lemma 26 we have 
and Π is a derivation of the typing judgment for Γ ⊢ R⊲D. By Equation (1) Proof. The proof is by induction on the derivation of the judgment P → Q. Let us develop a few cases.
-Case P = (νu 1 , . . . , u n , b)(q p 1 , . . . , p n , a q p Proof. Following the pattern of [19, 21] , the proof is done by induction on the "untyped syntax shape" of M.
-M = 0 or M = n. The only possible type is ι, so the proof is obvious.
-M = X . Let σ = τ 1 ⊸ · · · ⊸ τ m ⊸ ι, where m ∈ AE. Let P Sℓ n. -M = succ. Clearly, ι ⊸ ι is the only possible type. Let P ι be a closed term such that Comp(P ι ). It is easy to check that succ(P ι ) q ∼ =E m q implies P ι q ∼ =E m − 1 q . Since Comp(P ι ) means that P ι q ∼ =E n q implies P ι → * Sℓ n, the proof follows by Definition 2.
-M = pred. Similar to the previous case. 
