We address existence and Ulam-Hyers and Ulam-Hyers-Mittag-Leffler stability of fractional nonlinear multiple time-delays systems with respect to two parameters' weighted norm, which provides a foundation to study iterative learning control problem for this system. Secondly, we design PID-type learning laws to generate sequences of output trajectories to tracking the desired trajectory.
Introduction
Fractional differential equations have been used to deal with many problems from physics, engineering, and other fields. For some basic results in the theory of fractional differential equations, one can read the monographs [1] [2] [3] or the survey [4] and reference therein. Recently, considerable attention has been given to the control and stability of fractional differential equations; one can refer to via Ulam's type stability concepts and the references therein. We also note that there are some contributions on Mittag-Leffler stability of fractional order systems and stabilization [26] [27] [28] [29] . We remark that there are some difference between the concept of Mittag-Leffler stability and Ulam-Hyers-Mittag-Leffler stability. The concept of Mittag-Leffler stability of solution follows the idea of stability of zero solution for the classical ODEs and gives an estimate inequality for the norm of solution via Mittag-Leffler function. The concept of Ulam-Hyers-Mittag-Leffler stability follows the idea of Ulam-Hyers stability of functional equations and gives an approximate relation via small parameter and Mittag-Leffler function between the solution of equations and the solution of inequalities, which is a special case of Ulam-Hyers-Rassias stability. That is, we try to find a solution of approximate inequalities close to the solution of the original equations in the sense of Ulam-Hyers-Mittag-Leffler stability. The main idea for this concept will provide an approach to find the explicit solution. However, there are only few works on existence and Ulam's type stability for the nonlinear fractional time-delays differential equations.
Iterative learning control has become a popular strategy in the intelligent control community since it was proposed by Uchiyama [30] and developed by Arimoto et al. [31] . Recently, iterative learning control problems of P-type, D-type, I-type, or their combination schemes have been widely applied to various types of repetitive or batch dynamical systems (see, e.g., [32] [33] [34] [35] [36] [37] [38] ). The problem on designing an ILC for uncertain plants with time-delays has not been fully investigated, and only a limited number of the results are available so far (see, e.g., [39] [40] [41] ). However, most of the existing literatures focus on iterative learning control of the nonlinear fractional differential system without time-delays, especially multiple time-delays. Note that PID-type ILC learning algorithm is one of the popular updating laws. The advantage of PID-type ILC learning algorithm is simple and very easy to be realized in tracking problem. The disadvantage of PID-type ILC is that the error characterization for the signal is not the best 2 Discrete Dynamics in Nature and Society and there is not a uniform method to design the weighting coefficients.
Delay systems are widely used to model dynamical systems in many scientific and engineering areas, for example, biology, climatology, and economy. Comparing with systems with single delay, systems with multidelay are more realistic models in the interacting complex systems. In fact, dynamics of multifeedback systems are representative examples of the multidelay systems.
Motivated by [15, 42] , we firstly discuss existence, Ulam-Hyers stability, and Ulam-Hyers-Mittag-Leffler stability of solutions to fractional order nonlinear Cauchy problems with multiple time-delays of the form:
where is a positive constant; 0+ is the Caputo fractional derivative of order with the lower limit zero; ∈ ([0, ], R); 1 , . . . , , 1 , . . . , are positive constant timedelays; ( ) ∈ R; is the initial continuous function of the
Secondly, we turn to study PID-type ILC learning algorithm of the following fractional order nonlinear system with output equation:
( 0+ ) ( ) = ( , ( ) , ( − 1 ) , . . . , ( − )) + ( , ( ) , ( − 1 ) , . . . , ( − )) ( ) ,
where denotes the th learning iteration; ( ) ∈ R and ( ) ∈ R are the states and control input and output of the system, respectively; is the initial continuous function of the system in ∈ [− , 0]; , , and are given continuous functions in [0, ]; and : [0, ] × R → R is a continuous function.
The rest of the paper is organized as follows. Section 2 collects some notations and preparation results. Section 3 presents existence and uniqueness of solutions and shows Ulam-Hyers stability and Ulam-Hyers-Mittag-Leffler stability of solutions by using Picard operator method. Section 4 presents convergence result for PID-type ILC updating law. Section 5 gives two illustrative examples.
Preliminaries
Denote fl ([− , ], R) as the Banach space of continuous functions from [− , ] → R endowed with the ( , )-norm
Definition 1 (see [2] ). The Riemann-Liouville fractional integrals + are defined by
and the Riemann-Liouville fractional derivatives + are defined by
where Γ(⋅) is Gamma function.
Definition 2 (see [2] ). The Caputo derivative of order for a function : [ , ∞) → can be written as
Definition 3 (see [43] ). Let ( , ) be a metric space. An : → is a Picard operator if there exists * ∈ such that (i) = * , where = { ∈ : ( ) = } is the fixed point set of ; (ii) the sequence ( ( 0 )) ∈ converges to * for all 0 ∈ . Lemma 4 (see [43] ). Let ( , , ≤) be an ordered metric space and : → be an increasing Picard operator ( = * ). Then, for ∈ , ≤ ( ) implies ≤ * .
The following Gronwall inequalities will be used in the sequel. 
then
Lemma 6 (see [44, 
Remark 7 (see [44] ). Under the hypothesis of Lemma 6, let ( ) be a nondecreasing function on [0, ). Then we have ( ) ≤ ( ) ( Γ( ) ).
By [45, Lemma 2.12], one can adopt the similar idea to prove the following result. 
Then
where is a positive number and [ ] denotes the integer part of .
Proof. For completeness we supply the proofs. Denote
Case 1.
If [ ] = 0 then = 2 . Obviously, 
Hence, we get
Furthermore, we can get
The proof is finished.
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Existence and Stability Results
We introduce the following assumptions:
( 3 ) Suppose the following inequalities hold:
where = ( + 1) + ( + 1).
Proof. Define an operator : → ( := ([− , ], R)) as follows:
Next, we show that defined in (19) is a contraction mapping on with respect to the previous ( , )-norm ‖⋅‖ , .
For all ∈ [− , 0] and ( ), ( ) ∈ , we have ‖ ( )( ) − ( )( )‖ = 0. This yields that ‖ ( ) − ( )‖ , = 0.
For any ∈ [0, ] and , ∈ , according to ( 2 ), we have
Let
Therefore, (20) can be written as
Consider (⋅) defined in (21); we have
Substituting (23) into (22), using Lemma 8, we can obtain
This implies that
where is defined in ( 3 ). Due to ( 3 ), we can derive that is a contraction via the ( , )-norm ‖ ⋅ ‖ , on . The rest of the proof follows from the Banach contraction principle.
Let > 0. Consider (1) and the following inequality:
Definition 10. Equation (1) is Ulam-Hyers stable if there existŝ > 0 such that for each > 0 and for each solution ∈ of the inequality (26) there exists a solution ∈ of (1) with
Remark 11. A function ∈ is a solution of inequality (26) if and only if there exists a function ∈ (which depend on ) such that
(ii) 0, ( ) = ( , ( ), ( − 1 ), . . . , ( − )) + ( , ( ), ( − 1 ), . . . , ( − )) ( ) + ( ), ∈ [0, ], 0 < < 1.
Theorem 12. Assume that ( 1 ), ( 2 ), and ( 3 ) are satisfied; then (1) is Ulam-Hyers stable.
Proof. Let ∈ ([− , ], R) be a solution of inequality (26) and ( ) be a solution of
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which can be turned to
where ∈ (which depend on ).
According to Remark 11, one has
Therefore,
Now multiplying by the fact − on both side of the above inequalities, one can derive that
So, we obtain
Furthermore, according to ( 3 ), combined with the fact of | ( ) − ( )| = 0, ∈ [− , 0], we can get
wherê=
Therefore, (1) is Ulam-Hyers stable.
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Consider problem (1) with 0, ( ) − ( , ( ) , ( − 1 ) , . . . , ( − )) − ( , ( ) , ( − 1 ) , . . . , ( − )) ( )
where is the Mittag-Leffler function [2] defined by
Definition 13 ([46] ). Equation (1) is Ulam-Hyers-Mittag-Leffler stable with respect to ( ) if there exists > 0 such that for each > 0 and for each solution ∈ to (38) , there exists a solution ∈ to (1) with (ii) 0, ( ) = ( , ( ), ( − 1 ), . . . , ( − )) + ( , ( ), ( − 1 ), . . . , ( − )) ( ) + ( ), ∈ [0, ], 0 < < 1.
Theorem 15. Assume that ( 1 ), ( 2 ), and ( 3 ) are satisfied; then (1) is Ulam-Hyers-Mittag-Leffler stable.
Proof. Let ∈ be a solution to (38) and ∈ be the unique solution of the following problem: 
Obviously, 
On the other hand, from [47, Remark 2] via Remark 14, we can know that satisfied the following inequality:
Then, for ∈ [0, ], according to ( 2 ), we have 
where ∈ ([− , ], R + ).
Next, we verify that is a Picard operator. In fact, for all ∈ [0, ] and arbitrary , ∈ ([− , ], R + ), it follows the proof in Theorem 9; one can show that is a contraction via the ( , )-norm on ([− , ], R + ) due to ( 3 ).
Applying the Banach contraction principle to , we derive that is a Picard operator and = { * }. Then, we have * = 0, for ∈ [− , 0] and * ( ) = ( ) + Γ ( ) (∫ 0 ( − ) −1 * ( )
We go on to verify that the solution * is increasing. Now, 
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where = (( ( + 1) + ( + 1)) ). In particular, if ( ) = | ( ) − ( )|, from (44), ≤ and applying the Lemma 4, we obtain ≤ * , where is a Picard and an increasing operator. As a result, we know
Thus, (2) is Ulam-Hyers-Mittag-Leffler stable.
Remark 16. One can find that we use Gronwall's inequality method to derive asymptotic stability of the corresponding systems instead of using the Lyapunov direct method in [28, 29] . We do not need to assume that Lyapunov function satisfies some certain condition, for example, [28, Theorem 5, (12)- (13) ]. Next, note that ( ) ≤ 1 if ≤ 0; then the definition of Mittag-Leffler stability can be turned to stability of zero solutions. However, the concept of Ulam-Hyers-Mittag-Leffler is more general since ( ) is not necessarily less than 1 on the whole interval [− , ].
PID-Type ILC
In this section, we consider the open-loop and close-loop PID-type ILC updating laws of fractional order nonlinear system with multiple time-delays (2) via ( , )-weighted norm ‖ ⋅ ‖ , .
Open-Loop Case.
For system (2) , consider the open-loop PID-type ILC updating law with initial state learning:
where and ( = 1, 2, 3) are unknown parameters to be determined.
For the sake of brevity, the following notations will be used:
( ) = ( , ( ) , ( − 1 ) , . . . , ( − )) , ( ) = ( , ( ) , ( − 1 ) , . . . , ( − )) , ( ) = ( , ( )) . 
and is a desired control.
In this section, we imposed the following assumptions on the class of system described by (2) .
( 4 ) The function is continuous and differentiable for all and with partial derivatives and . For the constant , = 1, 2, set
The function ( , ( ), ( − 1 ), . . . , ( − )) is uniformly bounded on [0, ]; that is, there exists > 0 such that | ( , ( ), ( − 1 ), . . . , ( − ))| ≤ for any ∈ [0, ].
Theorem 17. Assume that ( 1 )-( 5 ) hold. If
then the nonlinear fractional multiple time-delays differential system (2) with the open-loop PID-type ILC updating law (51) guarantees that tends to as → ∞ in the sense of ( , )norm for all ∈ [0, ], where ( ) is the desired initial state on [− , 0] and ( ) is the desired output trajectory.
Proof. Note that
where ( ) lies in the segment with end point ( ) and
In what follows, we show that ‖ ‖ , → 0 as → ∞ for a.e. ∈ [0, ]. By using mean value theorem we have 
Now we turn to give an estimation for the upper bound of Δ . One has
Repeating the same procedure in Theorem 9, we can get
where , are defined in ( 6 ). Using Lemma 5, we get
where = ( + 1) + ( + 1). We know 
Combining with (64) and Lemma 8, we can get
Multiplying − on both sides of (66) and taking the maximum value on [0, ], we can get +1 ,
There exists a sufficiently large such that is very small and using (56) and (60) we can derive lim →∞ ‖ ‖ , = 0. The proof is completed.
Closed-Loop Case.
For system (2) , consider the closeloop PID-type ILC updating law with initial state learning:
Theorem 18. Assume that ( 1 )-( 5 ) hold. If
then the nonlinear multiple time-delays system (2) with the close-loop PID-type ILC updating law (69) guarantees that tends to as → ∞ in the sense of , -norm for all ∈ [0, ], where ( ) is the desired initial state on [− , 0] and ( ) is the desired output trajectory.
where ( ) lies in the segment with end points ( ) and
Then, one has
where = max{| 1 |, | 2 |}. Multiplying − on both sides of (77) and taking ,norm, we can derive
There exists a sufficiently large such that̂is very small and using (71) and (75) we can derive lim →∞ ‖ ‖ , = 0. This completes the proof of Theorem 18.
Examples
In this section, we give two examples to illustrate our results above. Example 1. Let = 1/2, = 1/8, = 1/12, = 2, = 1, and = 0.2. We consider the following nonlinear fractional multiple time-delays differential equations 
where = 26.9701, 1/2 = 1.3447.
Example 2. Let = 1/2, = 1/8, = 1/12, = 2, = 1, and = 0.2. We consider the following nonlinear fractional multiple time-delays differential equations 
Obviously, 0 = 0.9 < 1 and 1 = 0.048 < 1. All the conditions of Theorem 17 are satisfied.
Next, consider problem (83) and the close-loop PID-type ILC updating law with initial state learning: Figure 1(a) . Figure 1(b) shows the supremum norm of the tracking error in each iteration and the 100th error is 0.0979.
Conclusions
This paper is twofold: in the first part we show the existence and uniqueness result and present Ulam-Hyers and Ulam-Hyers-Mittag-Leffler stability results for fractional nonlinear
