Abstract. This paper presents a convex optimization perspective towards the task of tuning the regularization trade-off with validation and cross-validation criteria in the context of kernel machines. We focus on the problem of tuning the regularization trade-off in the context of Least Squares Support Vector Machines (LSSVMs) for function approximation and classification. By adopting an additive regularization trade-off scheme, the task of tuning the regularization trade-off with respect to a validation and cross-validation criterion can be written as a convex optimization problem. The solution of this problem then contains both the optimal regularization constants with respect to the model selection criterion at hand, and the corresponding training solution. We refer to such formulations as the fusion of training with model selection. The major tool to accomplish this task is found in the primal-dual derivations as occuring in convex optimization theory. The paper advances the discussion by relating the additive regularization trade-off scheme with the classical Tikhonov scheme. Motivations are given for the usefulness of the former scheme. Furthermore, it is illustrated how to restrict the additive trade-off scheme towards the solution path corresponding with a Tikhonov scheme while retaining convexity of the overall problem of fusion of model selection and training. We relate such a scheme with an ensemble learning problem and with stability of learning machines. The approach is illustrated on a number of artificial and benchmark datasets relating the proposed method with the classical practice of tuning the Tikhonov scheme with a cross-validation measure.
Introduction
Regularization has a rich history which dates back to the theory of inverseill-posed and ill-conditioned problems (Ivanov, 1976; Tikhonov & Arsenin, 1977; Morozov, 1984) . Hoerl and Kennard (1970) have suggested a method of combatting multicollinearity, called ridge regression. The relation between both is discussed amongst others in Bertero, Poggio & Torre (1988) , and Hastie, Tibshirani & Friedman et al., (2001) . Nonparametric approaches for observational data relying on similar penalized cost functions include splines (Schumaker, 1981; Wahba, 1990) , multilayer perceptrons (Bishop, 1995; MacKay, 1992) , regularization networks (Poggio & Girosi, Suykens, & 1990) , support vector machines (SVMs) (Vapnik, 1998) and least squares support vector machines (LSSVMs) (Suykens & Vandewalle et al., 1999; Suykens et al., 2002b Suykens et al., , 2003 . The latter two are characterized by primal-dual optimization formulations with use of a positive definite kernel and their solution follows from convex programs. Standard SVMs lead to solving convex quadratic programming problems while LS-SVMs for classification and regression lead to solving a set of linear equations. Other primal-dual LS-SVM formulations have been given for kernel principal component analysis, kernel canonical correlation analysis, kernel partial least squares, recurrent networks and optimal control (Suykens et al., 2002b) . Advantages of adopting the primal-dual optimization point of view characterizing (LS-)SVM are found amongst others in the flexibility of incorporating additional terms (as the bias term) and additional constraints. The relations between LS-SVMs and related methods as SVMs (Vapnik, 1998) , Gaussian Processes (MacKay, 1998) and others are discussed extensively in Suykens et al. (2002b) .
The relative importance between the smoothness of the solution and the norm of the residuals in the cost function involves a tuning parameter, usually called the regularization constant. The determination of regularization constants is important in order to achieve good generalization performance with the trained model and is an important problem in statistics and learning theory (Hastie, Tibshirani & Friedman et al., 2001; Vapnik, 1998; Suykens et al., 2003) . Several methods have been proposed including validation (Val) and cross-validation (CV) (Stone, 1974; Burman, 1989) , generalized cross validation (Golub, Heath & Wahba et al., 1979) , Akaike information criteria (Akaike, 1973) , Mallows C p (Mallows, 1973) , minimum description length (Rissanen, 1978) , bias-variance trade-off (Hoerl & Kennard, 1970) , L-curve methods (Hansen, 1992) and many others. For classification problems in pattern recognition, the Receiver Operating Characteristic (ROC) curve has been proposed for model selection (Hanley & McNeil, 1982) . In the context of non-Gaussian noise models and outliers, robust counterparts have been presented in De Brabanter et al. (2002 . Translation of a priori knowledge (e.g. norm of the solution, norm of the residuals or the noise variance) into an appropriate regularization constant has been described respectively as the secular equation (Golub & Van Loan, 1989) , in Morozov's discrepancy principle (Morozov, 1984) and Pelckmans et al. (2003) . In the specific context of kernel machines (Vapnik, 1998) amongst others Chapelle and Vapnik (2000) proposed criteria with bounds on the generalization error based on geometrical concepts (VC bounds, optimal margin and support vector span (Schölkopf & Smola, 2002) ) to determine the regularization constant. A bound based on the leave-one-out cross-validation error was introduced in (Kearns, 1997) . Bounds on the generalization error with analysis of the approximation and sample error were investigated in Cucker and Smale (2002) . Efficient methods for calculating the leave-one-out cross-validation criterion for some kernel algorithms based on the matrix inversion lemma were described in Craven and Whaba (1979) and by Van Gestel (2002); and Cawley and Talbot (2003) for LS-SVMs specifically. In general, the optimization of criteria for determination of unknown regularization constants often leads to non-convex optimization (or even non-smooth) and computationally intensive schemes (depending on the model selection scheme). In Chapelle et al., (2002) the determination of the tuning parameter is done via solving alternating convex problems. Related research can be found in the literature about learning the kernel (see e.g. Herrmann & Bousquet, 2003; Lanckriet et al., 2004) . This paper takes an optimization point of view (Boyd & Vandenberghe, 2004) : we tackle the problem of searching the regularization constant resulting in the optimal model selection criterion. Conceptually, the optimization of the regularization constant can be considered in view of different hierarchical levels (as is also the case in classical approaches) (see Figure 1) : on the first level of training, the solution to the LS-SVM follows from a set of linear equations. At this level regularization constants are considered to be fixed. On the second level of model selection, one optimizes over the regularization Figure 1 . Comparison between the classical Tikhonov regularization scheme and the additive regularization trade-off scheme: Conceptually, training and validation levels are different in both schemes. Computationally, fusion of the training and validation levels results in a single constrained optimization problem. In the case of the additive regularization trade-off this problem becomes a convex problem after fusion.
constants and picks the model with optimal performance. From a computational point of view, the model selection problem can be cast as a constrained optimization problem: model selection amounts to minimizing the validation measure subject to the fact that the training equations hold exactly. This principle is called in this paper the fusion of training and validation levels.
An additive regularization trade-off scheme is proposed in this paper which penalizes the regularization term in a different way with respect to the loss function. In a classical Tikhonov regularization scheme the regularization constant enters in a multiplicative way with respect to the error variables, while in the proposed additive regularization trade-off scheme the regularization constants enter in an additive way with respect to the error variables. For this additive regularization trade-off scheme the fusion of the training and validation level leads to solving a convex optimization problem. Both the model parameters and hyperparameters follow as the solution to this problem. Note that also in methods of Bayesian inference one divides the unknowns into parameters and hyperparameters at different hierarchical levels (MacKay, 1992) , but this usually leads to non-convex problems and computationally intensive algorithms (e.g. Gibbs sampling and even in the case of approximate solutions). The additive regularization trade-off inherits most properties of the well-known Tikhonov regularization scheme, but differs in the parameterization of the regularization constants. The classical Tikhonov trade-off scheme can be written as a special case. One regularization constant per data point is used which hereby directly influences the distribution of the residuals in the cost function. However, in this case one should carefully prevent data snooping (Schölkopf & Smola, 2002, p. 128) because of the fact that one has a regularization constant per data point. Therefor, special attention is paid on limiting the degrees of freedom in the additive regularization scheme. Different restriction schemes are studied (an overview is shown in Table 1 ).
The described framework is explained for the use of a single validation set as well as in the context of cross-validation. In order to restrict the degrees of freedom in the cross- Table 1 . Overview of the methods used to constrain the regularization constants c in the additive regularization trade-off setting. The basic formulation (8) and (9) has N degrees of freedom, which can cause overfitting on the validation set (data snooping). ( 70) validation scheme with additive regularization trade-off, a coupling over the different folds is taken. Straightforward calculation results in a set of linear equations with a number of unknowns (and number of equations) that is proportional to the product of the size of the dataset with the number of folds. It turns out that by exploiting the primaldual properties, one can further reduce the complexity of the problem to solving a set of linear equations with size proportional to the number of data-points. At this point, it may be interesting to point out the main differences of the proposed method with the literature on learning the kernel (see e.g. Lanckriet et al., 2004) where one proceeds with a model selection criterion based on a statistical bound using training performance and a measure of complexity in terms of the kernel matrix. This method essentially differs from ours by still considering a given complexity control constant and optimizing with respect to training performance. This paper is organized as follows. Section 2 discusses ridge regression in feature space with primal-dual LS-SVM formulations. The notion of fusion is explained. The additive regularization trade-off is discussed in Section 3. In Section 4, the problem of leakage of information from the validation data to the estimated model parameters is discussed. Ways to prevent this phenomenon are given, including a method with ensemble interpretation. Section 5 extends the framework to a cross-validation setting. Section 6 illustrates the methods on synthetic and real-life data sets. Appendix A discusses the classification case. In Appendix B, it is shown how to recover and to approximate the classical Tikhonov regularization within the additive regularization framework. 
Constraining
5 Tikhonov regularization c = (γ −1 − 1) α s.t. γ ≥ 0 E q .
LS-SVM regressors and fusion of training and validation

Ridge regression in feature space
A validation set is assumed to originate from the same underlying function f perturbed with i.i.d. noise with exactly the same properties as the training set. The data points of a validation set are indexed by j = 1, . . . , n and denoted as
The cost function for the training of the Least Squares Support Vector Machine model f (x) = w T ϕ(x) + b in the primal space, where ϕ(·) : R d → R n h denotes the potentially infinite dimensional feature map, is given by Suykens et al., (2002) 
The solution corresponds to a form of ridge regression (Saunders, Gammerman & Vovk 1998) , regularization networks (Poggio & Girosi, 1990 ), Gaussian Processes (MacKay, 1990 and Kriging (Cressie, 1990) . The formulation includes a bias term as in most standard SVM formulations, which is usually not the case in the other methods. Note that the regularization constant γ appears here as in the classical Tikhonov regularization trade-off scheme (Tikhonov & Arsenin, 1977) . For the corresponding case of classification, see Appendix A. Remark that most ideas of this paper in principle can carry over to other problems as kernel PCA, kernel CCA and kernel PLS, for which primal-dual optimization formulations are available within the context of the class of LS-SVM modelling approaches, see e.g. (Suykens et al., 2002) . The Lagrangian of the constrained optimization problem becomes
By taking the conditions for optimality ∂L γ /∂w = 0, ∂L γ /∂b = 0, ∂L γ /∂e i = 0, ∂L γ /∂α i = 0, and application of the kernel trick
The dual problem is given by the following set of linear equations 0 1
where
For the choice of the kernel K (·, ·), see e.g. (Genton, 2001; Chapelle & Vapnik, 2000) . Typical examples are the use of a linear kernel
2 ) where σ denotes the bandwidth of the kernel.
Fusion of training with validation
Determination of the optimal value γ with respect to the validation performance of this model can be written as
The determination of γ becomes a nonconvex optimization problem (which is often even non-smooth in the related case of cross-validation methods).
However, one may view this optimization problem also in a somewhat different way, as we will explain now step-by-step. The estimation of the LS-SVM regressor on the training data for a fixed value γ is given as (2)
which results in solving a set of linear equations for the dual problem (2) after elimination of w and e. Tuning the regularization parameter by using a validation criterion amounts to minimizing e.g. the following cost on a validation set
with (α,b) the dual solution to (4). (5) Using the conditions for optimality (2), one can rewrite (5) as
Hence, the training and validation stage are conceptually viewed at different levels, but computationally one can obtain fusion of training and validation levels (see Figure 1 ) by taking the training equations as hard constraints to the objective of the validation cost function.
Remark 2.1. This fusion problem of LS-SVM regression on training data with the validation level is non-convex. Indeed, when eliminating the unknowns α and b, one arrives at the optimization problem (3). This is due to the fact that one works with classical Tikhonov regularization in this scheme. The motivation for the following sections is to remedy this in such a way that the fusion will lead to a convex optimization problem. A key ingredient to achieve this is to consider an alternative parameterization the regularization trade-off for penalizing the loss function with respect to the regularization term.
LS-SVMs with additive regularization trade-off
Training conditions for optimality
A different way of formulating the trade-off between the norm of the residuals and the regularization term is investigated now for the model
Instead of taking the regularization constant γ in a multiplicative way, i. 
Here c denotes the vector of regularization constants for the additive regularization trade-off. Remark that the size of this vector c equals the number of data points N. In the following section we will discuss how one can restrict the degrees of freedom of the regularization trade-off. 
Proof: The Lagrangian of this constrained optimization problem becomes
The conditions for optimality w.r.t. w, b, e i , α i for the training become
This results in the dual linear system (9) after eliminating the variables w and e.
The resulting model is evaluated at a validation point 
Remark 3.1. The fixed matrix I N is a consequence of the regularization term as classical and provides (numerical) stability to the linear system. The regularization is then traded by a proper choice of c ∈ R N . The classical Tikhonov regularization scheme can be related to this scheme as elaborated in Appendix B . The model training with AReg and the classical scheme (1) correspond when c = 0 N and γ = 1. Following Eq. (70), one obtains a solution without regularization when α = c or e → 0 N . According to Appendix B.2, the AReg scheme is equivalent to the case of weighted least squares SVMs (Suykens et al., 2002a) when the constraints (76) are satisfied for all i = 1, . . . , N .
Remark 3.2. The following intuitive grasp may be connected to the additive trade-off scheme (e i − c i ) with loss function : R → R + . Assume a distribution of residuals
The constants c may be chosen such that the observed datapoints may better satisfy this distribution. Consider e.g. the case of outliers occurring at samples 1, 2 and 10. Then it makes sense to give the constants c 1 , c 2 and c 10 large values such that (e i − c i ) correspond most likely into the expected nominal distribution p(e) of the other residuals.
Fusion of training and validation levels
The fusion argument is now applied to the LS-SVM regressor with additive regularization trade-off. The estimation of the LS-SVM regressor on the training data for a fixed value c is given as (9)
which results in solving a set of linear equations (9) after elimination of the primal variables w and e. Tuning the regularization parameter c by using a validation criterion amounts to minimizing e.g. the following cost on a training and validation set
with (α,b) the dual solution to (13). (14) Using the conditions for optimality (9), one can rewrite (14) as one optimization problem from which both regularization constants and the corresponding training solution follows at once.
Lemma 3.2 (Fusion of training with AReg and validation) Both the optimal constants c with respect to a validation criterion in (14) as well as the corresponding training solution (α, b) follow from the constrained least squares problem
Proof: This result follows readily from the necessity and sufficiency of the conditions for optimality (11) (Karush-Kuhn-Tucker conditions). Figure 1 gives a schematical representation of the fusion argument. Note again that the conditions for optimality were exploited in order to guide the interaction between training and validation strictly through the regularization constants. 
with c = ( α + b − y) − α following from the conditions for optimality (11) . This optimization problem can be solved analytically as follows. Let
with multiplier ρ ∈ R. One can derive an analytical formula for the optimal Lagrange multiplier ρ by taking the conditions for optimallity with respect to a and ρ:
denotes the pseudoinverse of M. Substituting this formulation into the first condition gives an analytical expression for the unknownsα,b as well asĉ.
Remark 3.3. The disadvantage of this formulation is that the size of the validation set is required to be significantly larger than the size of the training set (n N). Figure 2 illustrates the cases of n smaller and larger than N and its consequences.
Link with ensemble methods
In order to avoid the effect of data snooping (Schölkopf & Smola, 2002) or leakage of information from the validation data to the model training, it is crucial to further restrict (either explicitly or implicitly) the degrees of freedom of the regularization constants. This section elaborates on a method based on convex hulls of the Tikhonov constraint (see Appendix B) . Consider again the model (7) f
but the training criterion (8) will now be restricted such that c ∈ S c ⊂ R N .
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Restriction to a convex set
A first approach is to take the set S c such that the corresponding solution space of α, b (say S α,b ) has nice (convex) properties. To do so, the solutions α, b are required to be a convex combination of m ≥ 2 solutions α (k) , b (k) (referred to as (Tikhonov) nodes) corresponding with m prefixed tuning parameters in the Tikhonov regularization scheme, γ (k) ≥ 0 for all k = 1, . . . , m (see Appendix B).
The m nodes are found as the solutions to the following independent sets of linear equations (2.1) for all k = 1, . . . , m: (21) referred to as the Tikhonov nodes (see Figure 6 . (A)). Formally, the convex solution set S
is considered (Rockafeller, 1970 , Boyd & Vandenberghe, 2004 : (Tikhonov Ensemble model) . Consider the class of models (20) with unknowns (α, b) restricted by the following convex set spanned by a number of m Tikhonov nodes:
This is called the ensemble model spanned by the given m Tikhonov nodes.
Proposition 4.1 (Link Tikhonov ensemble model and AReg). Given the solutions to m different Tikhonov nodes (21), every solution
is a solution to the (more general) LS-SVM regressor with AReg (9 ) 
This results into a further intuitive grasp of the additive regularization trade-off scheme (see also Remark 3.1): the additive regularization trade-off scheme enables one to work with convex combinations of solutions corresponding with atomic models (Tikhonov nodes). can be written explicitly as
which is again a convex set.
Hence, a finite number of Tikhonov node solutions span a convex set, over which one aims at finding the global optimum for the hyperparameters. This is possible thanks to the additive regularization trade-off re-parameterization of the regularization constants. In classical Tikhonov regularization and e.g. using Generalized Cross-Validation (Golub, Heath & Wahba 1979) for model selection one has to explore over a range of regularization constants (either with e.g. grid search or local line search approaches) without guarantees for finding the global optimum and often with non-smooth surfaces to be optimized (though for classical schemes this can be made numerically efficient up to a certain extent as explained in Appendix B).
Remark 4.1. In practice (see Section 6), m = 2 can be taken where γ (1) and γ (2) are two rough guesses of the regularization constant γ in (2). The generalization performance can improve when increasing m at the expense of a higher computational cost, see Figure  6 .(B). A good rule of thumb is to take initial guesses as the inverse of the noise variance of the output data .
Fusion of the training and the validation
The same argument as in Section 3.2 is followed: the general solution for fusion of LS-SVMs with additive regularization trade-off and validation is described by (22) and (21). However, by application of the previous reasoning, the optimal solution according to
and (21) and constraints of (15) hold (25) is to be found. Equivalently
s.t. constraints of (15) 
. . , m and can be solved as a convex problem. Figure 3(A) shows the solutions of α for varying γ in (2) between two boundary values and for varying λ between the same extrema. The evolution of the corresponding predictors is given in Figure 3 methods. Given these precomputed nodes, the regularization parameters can be found by solving (22) and (21) holds (27) Figure 4 . Schematical illustration of the ensemble interpretation explained in Section 4 and A.4. In the first layer one computes the solutions of a finite number of Tikhonov nodes, in the second layer, the optimal (convex) combination of the nodes is determined by optimizing the validation performance of the nodes. A major difference with classical ensemble methods is that the additive regularization trade-off provides a global optimality principle and one can recover the additive regularization constants c i from α (m) , b (m) and λ (m) .
which is equivalent to (Perrone & Cooper, 1993; Bishop, 1995; Breiman, 1996) Figure 4 . A main difference of this interpretation and the classical literature on ensemble methods is that a global optimality principle holds for the final model of the ensemble: once λ (l) for all l = 1, . . . , m are known, one can recover the corresponding regularization constants c i for which the ensemble model is globally optimal according to that criterion.
This can be solved efficiently as a QP problem or constrained linear least squares problem (when omitting the inequality constraint). Note that this implementation is closely related to the point of view of ensemble methods
Remark 4.2. Other validation criteria can be considered. Examples in the case of classification are found in Appendix A.5. However, convexity is not preserved in general when other model selection criteria are considered.
Remark 4.3. The goal of this section was to propose a way of restricting the degrees of freedom of the additive regularization constants. Appendix B considers the problem of recovering the classical Tikhonov scheme within the context of the additive regularization trade-off framework (see Figures 5 and 6(A) ). This exploration shows that the argument of fusion of the training equations with a simple validation criterion may be approached efficiently with techniques of convex optimization and the adoption of the additive regularization trade-off scheme. It is illustrated how one may restrict the degrees of freedom of the regularization scheme itself in order to increase the generalization performance. We proceed by considering the more powerful model selection scheme of cross-validation. 
Fusion of training and cross-validation levels within the additive regularization framework
In order to avoid the non-trivial process of dividing valuable data into a separate training and validation set, Cross-Validation (CV) (Stone, 1974) has been introduced. The following is based on the L-fold CV (where Leave-One-Out CV is a special case with L = N). The data D are repeatedly divided into a training set T l and a correspond-
In the following, N (l) denotes the number of training points and n (l) the number of validation points of the lth fold. Figure 7 illustrates this repeated training and validation process.
Training and validation set evaluation per fold
Straightforward application of the fusion of training and validation of the regression model l) in the lth fold results in the following constrained optimization problem problem (compare with (8)):
where the shorthand notation i ∈ T l is employed to denote that the ith data point belongs to the lth fold for the training and only the index of the data point is used in the notation. After construction of the Lagrangian and taking the conditions for optimality, one obtains The validation errors are computed as follows:
where the shorthand notation j ∈ V l is employed to denote that the jth data point belongs to the validation set in the lth fold. Similar as in Section 3.2, one obtains
Note that each point is used for validation only once, hence we can write e 
Simultaneous training and validation of all folds
All L training and validation steps can be solved simultaneously but independently by stacking them into a block diagonal linear system. For notational convenience, the indicator matrix I [S 1 , S 2 ] is introduced denoting a sparse matrix with (i, j)th entry 1 if S 1 (i) = S 2 ( j) and 0 otherwise for sets S 1 and S 2 , e.g.: As argued in Section 3.2 and Figure 2 , in each fold the number of validation data may not be smaller than the number of training data when using the cost function v(l) . To avoid this difficulty in the cross-validation setting, there is an opportunity to restrict in a natural way the degrees of freedom of the additive regularization constants c (l) for all l = 1, . . . , N (l) . As in classical cross-validation practice, the additive regularization constants should be held constant over the different folds, i.e.
This reduces the freedom of the regularization constants from (L − 1)N to N. Embedding this in a single linear system results in the following set of (N + 1)L linear equations for the (N + 1)L + N variables.
. . .
where empty entries indicate zeros. Different optimality criteria can be considered to choose a 'best' solution to this under-determined linear system. For notational convenience, the bias term b is left out below. A simple criterion is to minimize the sum of squared training and validation residuals as motivated in previous section
The dual solution is characterized as follows
Lemma 5.1 (Dual solution of cross-validation based tuning) The dual solution to (36) is given by
with Lagrange multipliers
. . , L: From this formulation, one can obtain the global model by averaging the individual models from the different folds:
Proof: The Lagrangian corresponding to (36) using (34) and the equality e
Taking the conditions for optimality of (39) 
and
By elimination of ν (l) , one obtains the dual linear system (37) with A CV defined as 
We refer to this model as to AReg LS-SVM (CV), which works with additive regularization trade-off in a cross-validation setting (see Figure 8 ).
Remark 5.1. The complexity of this implementation becomes O((L N )
2 l) where 0 < l L N is the number of iteration steps in the conjugate gradient algorithm for solving the set of linear equations.
Alternative formulation with fast algorithm
It turns out that a similar result can be obtained without computing explicitly the solutions α primal formulation:
One can view the cross-validation based learning strategy explained in the previous subsection as a multi-criterion optimization problem 00
Note that the b-term is not regularized, as common e.g. in ridge regression (Hoerl & Kennard, 1970) , SVMs (Vapnik, 1998) and LS-SVMs (Suykens et al., 2002) . A Pareto optimal solution can be found to this (Boyd & Vandenberghe, 2004) . The scalarization technique with weights 1 N = (1, . . . , 1) T ∈ R L in the objective function is used, as no fold can be favored a priori in general. The following cost criterion is considered:
where the normalization terms 1 2(L−1) appear for notational convenience in the following.
Furthermore, the criterion (43) 2 . This states that at least the average of different folds should perform optimal. Lateron the individual folds will be optimized with respect to their respective validation cost. This motivates the following cost function, obtained after elimination of the individual error terms e
The dual characterization of the solution is given by the following Lemma.
Lemma 5.2 (Dual characterization of CV based LS-SVMs). Let the matrix CV
where V l ,V l is the kernel matrix between elements of the validation set of the lth fold
The dual solution to (43) is then given by
with Lagrange multipliers α ∈ R 
N . One can obtain an expression for the individual models of the different folds such that the lth model can be evaluated in point x
and can be evaluated in a new point x
Proof: The Lagrangian of the constrained optimization problem (44) becomes 
From (50(b)) one can recover the model used in the training equations (44). Suppose one wants to evaluate the kth data-point during training, then
This leads to the dual linear system (46).
Algorithm 5.1. (Fast cross-validation based learning). The fusion of the training equations (46) and the validation set of equations (47) results in the following constrained optimization problem in the unknowns α, b,ē and e
such that
Note that the drawback of using this fast method is that an extra tuning parameter ξ appears. (52) is given. Consider the more intuitive choice of the objective function e Tē + e v T e v . One can see that the residuals e i and e v i , ∀i = 1, . . . , N are strongly correlated with each other as they estimate the same quantity (the true error of the ith observation). In order to take into account this cross-correlation, a generalized least squares argument can be used (Sen & Srivastave, 1990) . To avoid building the correlation matrix of size 2N × 2N explicitly, a different route is taken. The correlation structure ofē and e v is described by (52) is related to the α-stability of the learning machine f as defined amongst others in (Bousquet & Elisseeff, 2002; Schölkopf & Smola, 2002) . Here, one works in a leave-one-out setting (L = N). The criterion bounds the following difference:
Remark 5.2. A motivation for the cost function
ē T e v T ē e v = ē TēēT e v e v Tē e v T e v .(53)
Consider the correlation matrix associated with the 2-norm ofē andē
Note that the notation α D is used here instead of the common notation α, in order to avoid confusion with support values α i in the model. As such, optimizing the following constrained optimization leads to an optimal α-stable machine:
s.t. constraints of (52) holds. (56)
Remark 5.4. Via ordinary least squares (52) can be solved in O(lN 2 ) where 0 < l N is the number of iteration steps in the conjugate gradient algorithm.
Experimental results
In this section, applications of the proposed method of additive regularization with fusion of training and validation levels for regression as well as classification problems are reported. The RBF kernel was used, except for the first linear experiment. As the focus of this paper is not on optimal kernel design, the bandwidth was held constant over the experiments of a task once it was tuned.
Regression benchmark studies
In order to test the performance of the proposed methods, a few classical benchmark studies were examined. The benchmarked algorithms are:
• LS-SVM according to (2) with Tikhonov regularization parameter γ determined by minimizing the validation cost. One third of the available dataset is reserved for validation purposes; • LS-SVM according to (2) with Tikhonov regularization parameter γ set by minimizing the 10-fold cross-validation cost. The total dataset was used for computing the crossvalidation cost; • AReg LS-SVM with the tuning parameter λ found by minimizing the convex validation cost as in (28) according with the ensemble interpretation with two Tikhonov nodes (m = 2, γ (1) = 1, γ (2) = 400). Again one third of the dataset was reserved for validation purposes; • AReg LS-SVM with the additive regularization constants c found by minimizing the 10-fold cross-validation cost function as in (37). As the size of the resulting set of linear equations grows with NL, this full implementation was only tractable when the number of training and validation points is relatively small. The total dataset was used for computing the cross-validation cost; • Fast algorithm of AReg LS-SVM based on the 10-fold cross-validation procedure as described in (52). The total dataset was used for computing the cross-validation cost.
The final model performance criterion was computed on an a priori fixed test-set using a model computed on the complete dataset with the regularization trade-off tuned as described above.
At first, two toy examples have been studied. The first dataset is a linear regression problem. 30 training points were generated in a two dimensional input space with Gaussian noise (y = 2x 1 + 5x 2 + e where e ∼ N (0, 3)). According to the same distribution, 20 points were generated as validation data. 500 independent noise free data points were generated from the known underlying function in order to have a good criterion of the final performance. For the cross-validation based tuning algorithms, all 50 data-points were used. The second dataset (sinc) consists of data generated from y = sinc(x) + e where e ∼ N (0, 0.3). The number of generated data of the training, validation and the noise free test set are 30, 20 and 500, respectively. The experiments were repeated 1000 times. Numerical results (Table 2 ) are expressed in terms of the average mean square error of the estimated regressor on the test set (Mean(MSE)) and the standard deviation of the MSE (Std(MSE)). This latter dataset was used to conduct a related experiment: the generalization performance is plotted with respect to the number of Tikhonov nodes as explained in Section 4 (solid line) of and a line search using m evaluations (dashed line). Both methods have the same computational cost for a fixed number of nodes respectively evaluations, while the AReg case outperforms the classical line-search. Figure 6(B) shows the average performances after repeating the experiment 1000 times.
In addition, two regression benchmark studies from the UCI Machine Learning Repository were studied, respectively the Abalone data (100 times a different division in training, validation and test set with N = 700, n = 500, n test = 2977) and the Boston housing dataset (1000 times a different division in training, validation and test set with N = 220, n = 120, n test = 166). In the first case, the full implementation of AReg LS-SVM (CV) was based on 4-fold CV. The average computation times on a PIV, 2 GHz linux pc in cpu seconds (Matlab's cputime) are given. Note that the computational cost of the classical tuning procedure is mostly due to the computation of the singular value decomposition. The mean performance and the standard deviation were expressed in Mean Square Error (MSE) on the test set.
Although the setup of the experiments was rather to illustrate the speedup of the methods with respect to speed and variance of the solution, the results show also an increased performance in the case of the first two experiments using the full implementation of AReg LS-SVM based on 10-fold cross-validation. According to the Wilcoxon Rank Sum test, the test set performance is even significantly better using the AReg (CV) LS-SVM for the first two toy examples (with confidence level 99%). While efficient numerical computations of the classical criteria can be done based on the singular value decomposition of the kernel matrix (O(N 3 )), (see Appendix B), fusion of LS-SVMs with additive regularization and (cross-)validation results at much lower computational costs (see Remarks 3.3.1, 4.3.3, 5.2.1 and 5.3.3). Furthermore, the fusion-argument results Table 2 .
Results of numerical experiments on regression benchmark datasets with the Tikhonov regularization based LS-SVMs (tuned for γ using validation (Val) and cross-validation (CV)) and the LSSVMs with additiveregularization trade-off (AReg) (tuned for λ with validation and cross-validation). For the latter, results are given based on the full implementation (37) and the fast implementation (52). Results of two artificial datasets (a two-dimensional linear function and the sinc function) are given. The size of the training, validation and noise free test set were 30, 20, 500, respectively. Cross-validation based tuning procedures were provided with the joint training-validation dataset. Data generation, training and testing were repeated 1000 times. Performance is measured in average mean squared error (Mean(MSE)) and standard deviation (Std(MSE)) of the predictions on the test set which is fixed a priori in the different randomizations. Additionally, the techniques were compared on two benchmark data sets from the UCI Machine Learning Repository, the Abalone data (N = 700, n = 500, n test = 2977 and d = 7) and the Boston housing dataset (N = 220, n = 120, n test = 166, d = 11). Data division in training and validation set, tuning, training and testing were repeated respectively 100 and 1000 times. The results show also an increased performance in the case of the first two experiments using the full implementation of AReg LS-SVM based on 10-fold cross-validation. According to the Wilcoxon Rank Sum test, the test set performance is even significantly better using the AReg (CV) LS-SVM for the first two toy examples. here in a global optimum (at least with the respect to the parametrization of the regularization constants according to the additive regularization trade-off), while the classical tuning methods do not guarantee global optimality.
Classification benchmark studies
Although the methods are explained in the framework of regression, they can be applied to classification problems in a similar fashion as explained in Appendix A. Table 3 reports results of benchmark studies on different datasets using the following methods: Table 3 . Results of numerical experiments on different classification benchmark datasets comparing the standard Tikhonov regularization based LS-SVMs and the LS-SVM based on the additive regularization tradeoff scheme (AReg) (both tuned using the 2-norm on the validation residuals, the number of misclassifications (mis) of the validation data and the area under the curve of the ROC curve based on the validation data (ROC)). The results using the fast implementation of AReg LS-SVM based on 10-fold cross-validation (see Appendix A.6) are also reported. The performance is expressed as the percentage of correctly classified (PCC) test data. The first data set are the Ripley data. Other classification benchmark sets are the UCI Machine Learning Repository Pima Indians Diabetes Database (Pima) with N = 768, d = 7 and Liver-disorders Database (BUPA) with N = 345, d = 6. The division in 2/3 training and 1/3 validation set is 1000 times randomized. Finally, the UCI Adult Database (N = 6000, n = 26561, n test = 16281) is used to illustrate the computational benefit in the case of large scale data. The fast implementation of the cross-validation based AReg LS-SVM used only the 6000 data-points. This experiment was only repeated once. • LS-SVM classifier based on (57) with minimizing the 2-norm of the validation residuals, the number of misclassifications (mis) of the validation data and the area under the curve of the ROC curve based on the validation data (ROC); • AReg LS-SVM classifier according to (63)(64) with m = 2, γ (1) = 1, γ (2) = 20.
The same criteria as in the previous item were taken: minimizing the 2-norm on the validation residuals (leading to one single set of linear equations), the number of misclassifications (mis) (66) of the validation data and the area under the curve of the ROC curve based on the validation data (ROC) (Section A.5); • Fast implementation of AReg LS-SVM based on 10-fold cross-validation (see Appendix A.6) using an 2-norm on the validation data.
In the case of a validation performance, one third of the dataset was reserved for validation purposes, while cross-validation used the complete dataset. The final model performance criterion was computed on an a priori fixed test-set using a model computed on the complete dataset with the regularization trade-off tuned as described above.
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At first, the performance on the classical synthetic dataset (Ripley, 1996) is studied. The training data (250 points) are repeatedly divided into a disjoint training set of size 150 and a validation set of size 100. The misclassification rate and area under the curve (ROC) criterion lead to non-convex optimization problems. The fast AReg LS-SVM based on 10-fold CV uses all 250 data points. The synthetic test set of 1000 points is used to compare the different classifiers trained on all 250 data points with γ (λ) tuned as described above. The test set performance is expressed in the average percentage correctly classified data (Mean(PCC)) and standard deviation (Std(PCC)) of the 1000 randomizations.
Except for this toy example, the classifiers are also benchmarked using data sets of the UCI Machine Learning Repository:
• Pima Indians Diabetes Database (Pima) with N = 325, n = 187 and n test = 256; • Liver-disorders Database (BUPA) with N = 155, n = 76 and n test = 115.
The experiment was repeated 1000 times. For aims of comparisons, the (average) computation time on a PIV, 2GHz linux pc in cpu seconds (Matlab's cputime) is given for the cases where the algorithmical complexity exceeds the computational overhead.
Special attention was paid to the larger scale Adult Database benchmark set for which a separate test set (16281 instances) was available. From the training set of 32561 instances, 6000 were used for training and the others for validation purpose. The fast implementation of the cross-validation based AReg LS-SVM used only this 6000 points. Experiments suggest that (the ratio of) performances do not change significantly in this case using a larger chunk of data during training.
The main conclusion one can draw from these examples is that the methods speed up considerably using AReg while the good performance remains preserved. Although no preference can be concluded from the experiments, it is clear that the choice of the norm used in validation has some importance.
Conclusions
While literature on model selection often focuses on the derivation, implementation or approximation of a suitable model selection criterion for a fixed model with given hyper-parameters, this paper considered the optimization of the regularization constants in LS-SVM regressors and classifiers. By introducing a different parameterization of the regularization trade-off, called the additive regularization trade-off, fusion of training and validation (or cross-validation) levels can be formulated as convex problems or even linear systems which result in the hyper-parameters and the corresponding training parameters at once. Computationally efficient implementations have been given together with methods to restrict the degrees of freedom. The latter has also led to a relation with ensemble methods. Simulation results indicate comparable results over the classical schemes that are based on classical Tikhonov regularization schemes, while global optimality is guaranteed and efficient state-of-the-art convex optimization algorithms can be employed. Within the use of an additive regularization trade-off scheme the global optimality of the model parameters and hyperparameters is also guaranteed as it follows from a convex problem. Further extensions and applications of this framework can be studied including e.g. the construction of stable kernel machines, the design of hierarchical kernel machines, extensions to input selection and the study of fusion in the case of unsupervised learning problems and links with robust statistics.
Appendix A: Classification
A.1. LS-SVM for classification
The framework of this paper applies equally well to pattern recognition tasks. In the case of a classification problem, the output data y i , y Suykens et al., 1999 Suykens et al., , 2002 
This formulation corresponds to a form of kernel Fisher discriminant analysis. (The well-known formulation of the Support Vector Machine classifier (Vapnik, 1998) has the following primal problem: min w,b,e i J γ (w, e) = 1 2 
where y(i, j) = y i y j K (x i , x j ). As such, the model is evaluated in a new point
Again, the optimization of the regularization constant γ may become a non-convex optimization problem w.r.t. the validation errors.
A.2. Additive regularization trade-off
Additive regularization for LS-SVM classifiers (corresponding to a form of kernel Fisher discriminant analysis) for the model
is given by
Remark that the number of regularization constants c i equals the number of data points N. After taking the Lagrangian, the conditions for optimality w.r.t. w, b, e i , α i for the training can be written in a set of dual linear equations:
The residual y
can be written as
where v y denotes the matrix with as (i, j)th element y i y
A.3. Fusion of training and validation
After combination of the training (60) and the validation constraints (61), one obtains
Depending on the appropriate definition of optimality, different schemes to find the 'best' solution to this underdetermined set of equations can be considered. Similar to Section 3.2, one can solve this underdetermined set of equation using a least squares loss on the training errors e = α + c and on the validation errors e v .
A.4. Ensemble interpretation, convex combinations of Tikhonov node solutions
Similar to Section 4, the degrees of freedom of the regularization constants can be restricted while preserving the convexity property. Application of the arguments for multiple nodes m can be applied as in Section 4.1 using the 2-norm classification criterion. Similar to Algorithm 4.1, this can be solved from an ensemble point of view:
1. (First layer): compute the Tikhonov node solutions corresponding to γ (k) for all k = 1, . . . , m
2. (Second layer): optimize the regularization constants
A.5. Other validation criteria in view of the ensemble interpretation
Validation of a classifier typically involves measuring the performance in terms of the number of misclassifications on a validation set. One can translate this using an indicator function I(·) on the residuals defined as 
The ensemble point of view as explained in Section 4 is appropriate to solve this optimization problem: only the second step needs to be adapted. The drawback is that the minimization becomes non-convex (multiple local minima) and one should use a more costly line search algorithm. This algorithm is efficient compared to classical practice as the number of training steps (m) is small compared to the number of evaluations of the validation set (or the evaluations of the cost function). In a similar way the area under the Receiver Operating Characteristic (ROC) curve (Hanley & McNeil, 1982) can be used as performance measure for binary classifiers.
A.6. Fusion of training and cross-validation levels for the classifier
A similar methodology as outlined in Section 5 applies. We report here only the fast implementation related to Subsection 5. 
This can be solved e.g. in least squares sense as follows 
B.1. Relation to standard LS-SVMs
The relation between the classical ridge regression with Tikhonov regularization and the additive regularization trade-off formulation (9) is investigated here. The solution α of the AReg LS-SVM (9) is equal to a solution α of the LS-SVM (1) provided that c = (γ −1 − 1) α s.t. γ ≥ 0 (70) meaning that the vectors α and c need to be collinear. We refer to this (non-convex) constraint as the Tikhonov constraint within the context of the additive regularization framework. The training conditions (9) together with this quadratic constraint in α, c, λ would lead in fact to a non-convex optimization problem (see Figure 5) . Then, one may be interested in trying to recover the Tikhonov regularization constant γ in (1) from c (or λ, α (1) and α (2) ) obtained from (21). As both solution sets of α do not coincide over the entire range of possible regularization constants, a good thing to do is to obtain a value γ that leads to a solution ( f γ ) which optimally approximates the solution related to c ( f c ). For notational convenience, the bias term b is omitted here from the following criterion: 
which results in a non-convex optimization problem. The singular value decomposition of can be used to make this optimization more efficient. The regression case of the LS-SVM of Eq. (1) without bias term b is considered without loss of generality. Consider the Singular Value Decomposition (SVD) (Golub & Van Loan, 1989) of the kernel matrix = U T SU with U, S ∈ R N ×N , U orthonormal (U T U = I ) and S diagonal matrices (note here that is a symmetric, square and positive definite matrix). The elements S ii for all i = 1, . . . , N of the diagonal matrix S are called the singular values. Consider the training equations (2) for given γ :
A well-known result is that ( 
B.2 Relation to weighted LS-SVMs
Consider the weighted LS-SVM as described in (Suykens et al., 2002a) where a weighting term γ i ≥ 0 is considered per datapoint. Given model (7), observations {(x i , y i )}
N i=1
and fixed regularization constants = (γ 1 , . . . , γ N )
T ∈ R N , the weighted cost function becomes 
