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Abstract
The formation of low mass stars has been modelled in detail for several decades
and in the last 30 years infrared and submillimetre telescopes have observed protostellar
sources and discovered faint, embedded protostars, outflows, jets and discs. The first
hydrostatic core (FHSC), the first stable pressure–supported object to form during the
star formation process, was first predicted in 1969 but has not been definitively observed.
Specific criteria are required to distinguish it from other faint pre– and protostellar objects
observationally. In this thesis, we develop synthetic observations of the early stages of star
formation to help determine how to identify the FHSC in nature.
We present synthetic spectral energy distributions (SEDs) from 3-D radiation hy-
drodynamical simulations of collapsing pre–stellar cores for a variety of initial conditions.
Variations in the initial rotation rate, radius and mass lead to differences in the location
of the SED peak and far–infrared flux. We then attempt to fit the SEDs of 15 candidate
FHSCswithmodel SEDs. This showed that the SED can provide an insight into the nature
of these sources and enable sources that are probably more evolved to be ruled out.
Next, we produced spectral line observations for CO, HCO+, CS and SO, calculated
from radiation (magneto)hydrodynamical models, chemical modelling and Monte Carlo
radiative transfer. Many common molecules are strongly depleted except for in the inner
few10s ofAU , after the formation of the FHSC.HCO+ (1−0) andSO (87−76) spectra show
variations which may allow a candidate FHSC to be distinguished from a more evolved
object. It may also be possible to detect the rotation of the outflow in CO (4−3) and (3−2)
lines for nearby (∼ 150 pc) sources.
Lastly, we applied the chemical model to a large–scale simulation of cluster forma-
tion. This showed, again, that the abundances of most species are depleted with respect
to abundances in the interstellar medium and are only released into the gas phase in small
scale regions where protostars are forming. This work also highlighted the importance of
considering the initial conditions carefully because the physical history has a substantial
effect on the calculated abundances in the outer, low density regions.
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Can you bind the chains of the Pleiades
or loosen the cords of Orion?
Can you bring out the constellations in their season?
Can you guide the bear with her cubs?
Do you know the laws of the heavens?
Can you regulate their authority over the earth?
— Job 38:31-33 (ISV)

2Chapter 1
Introduction
1.1 Introduction to the thesis
One of themost awesome achievements ofmodern science is to be able to observe the pro-
cesses associated with the birth of stars and planets. We can now appreciate that we live
in a dynamic universe of turbulent gas clouds, sleek protostellar jets and dusty accretion
discs sculpted by many interacting physical processes. And yet, as vast as the universe
– or even just our Galaxy – is, it is mostly empty space. Molecular clouds are generally
little denser than the best laboratory vacuums here on Earth (Zitzwitz and Neff 1995) and
these must somehow produce stars that are dense enough to fuse hydrogen.
Themajority of stars in our galaxy are classed as "lowmass", that is they are nomore
than a few solarmasses. The theory of how these stars form is reasonablywell established
and technological advances over the last few decades have enabled us to glimpse very
young protostars inside their natal clouds and to observe protoplanetary discs where new
solar systems are forming. At the same time, developments in computing technology are
continually allowing ever more complex simulations and it has been possible to explore
the roles played by various physical processes in forming stars.
A dual approach of theory and observation is essential in astrophysics. The science
can only be as good as the observations. While models are brought in to explain observed
phenomena, theory must also be verified by observing nature, otherwise it remains no
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more than a hypothesis. In order to verify theory, we first need to develop predictions
and determine what observations are required to test them. This is the sticking point of
an early stageof star formationknownas thefirst hydrostatic core (FHSC). So far it has been
unclear what the distinctive characteristics of this object might be, therefore it has been
very difficult for observers to know what exactly to look for. We aim to develop a better
understanding of the observational characteristics of this early phase of star formation to
assist with the search for the FHSC in nature.
1.2 An overview of star formation
Star formation occurs in molecular clouds, vast cool regions of dusty gas where hydrogen
is primarily in molecular form. Molecular clouds range in size from ∼ 0.1 pc to ∼ 100 pc
and their density is anywhere between∼ 10−24 g cm−3 (∼ 1 atom cm−3) to∼ 10−18 g cm−3
(∼ 106 cm−3) in the densest regions (Ward-Thompson and Whitworth 2011). They are
composed of approximately 70 per cent by mass molecular hydrogen and 28 per cent
helium. All other elements, the "metals", make up the remainder, and dust comprises∼ 1
per cent of the mass. The dust grains are sub–micron in size and are composed of silicates
and carbon. The small fraction of the cloud composed ofmetals is nevertheless significant.
The density is sufficiently high that simple gas–phase chemical reactions can occur, as can
chemical reactions which take place on the surface of dust grains such as the formation
of H2 and CO. In more diffuse regions of the interstellar medium (ISM), molecules are
destroyed by UV photons via photodissociation reactions but within dense clouds the gas
is well shielded from UV radiation and molecules, often including complex molecules,
survive.
These molecules and the dust grains may only make up a few per cent of the cloud
mass but they provide the dominant mechanisms responsible for the temperature of the
gas. Key cooling processes include thermal emission by dust grains and line emission
fromCOmolecules. Similarly, molecular clouds are heated by ionisation caused by cosmic
rays andUV photons as well as thermal heating of dust grains by the interstellar radiation
field (ISRF). Starless denser regions are cooler because the optical depth is greater and they
are shielded from the ISRF. In cooler regions the thermal pressure is lower and therefore
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the mass that can be supported against gravitational collapse decreases. The cooler and
denser parts of a cloud may then become unstable to collapse and fragmentation. And so
the process of forming a star begins.
Molecular clouds may fragment and form dense cores if the mass within a region
exceeds the upper limit that can be pressure supported. For a region of uniform density
ρ0 to be stable against gravitational collapse its diameter must be greater than the Jeans
length, λJ (Jeans 1928):
λJ =
√
piv2s
Gρ0
, (1.1)
where vs is the sound speed and G is the gravitational constant. This can also be written
as limit on the maximum mass that can be thermally supported and this is known as the
Jeans mass,MJ:
MJ = 2.92
v2s
G3/2ρ
1/2
0
. (1.2)
The sound speed in an ideal gas is
vs =
γRT
µ
, (1.3)
where γ is the adiabatic index, R is the gas constant and T is the gas temperature. The
cloud mass that is stable against collapse (MJ) therefore strongly depends upon the tem-
perature and is inversely proportional to the average density of the gas. The outcome
of this is that as an unstable cloud collapses, it may also fragment further as the Jeans
mass decreases with the increasing density. This process is thought to produce the sub–
parsec scale cold, dense cores with temperatures ∼ 10 K and densities of ∼ 10−19 g cm−3
(∼ 3× 104 cm−3, Ward-Thompson and Whitworth 2011).
It is these dense cores which collapse to form individual (or perhaps binary or mul-
tiple) stars, a process first outlined in detail by Larson (1969), following his 1-D numerical
calculations of a collapsing uniform density sphere. The first stage of this collapse, the
"first collapse", occurs isothermally and the gas is approximately in free–fall. The density
is . 10−13 g cm−3, therefore the opacity is low and the thermal energy generated by the
collapse can be freely radiated away. The density increases at the centre of the core, rising
from ∼ 10−19 g cm−3 to ∼ 10−13 g cm−3 over the course of a few 104 years. The free–fall
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time tff ∝ 1/√ρ which means that the collapse quickens as the density increases and the
density becomes increasingly sharply peaked at the centre of the core.
When the central density exceeds ∼ 10−13 g cm−3 the gas becomes optically thick
to infrared radiation and the collapse becomes approximately adiabatic. The temperature
and pressure rapidly increase with the increasing density and a small core reaches hy-
drostatic equilibrium in the very centre where the pressure is high enough to stop further
gravitational collapse. This object is known as the first hydrostatic core (FHSC) and has a
mass of≈ 0.01 M and is a few AU in radius. Due to the sharp peak in the density distri-
bution, the rest of the dense core outside of this inner adiabatic region is still collapsing
in isothermal free–fall after the FHSC has formed. A shock front forms at the edge of the
FHSC where the infalling gas reaches the stable FHSC.
The FHSC proceeds to grow in mass as it accretes this infalling material. As the
density increases, the pressure and temperature continue to rise. When the temperature
reaches∼ 2000Kmolecular hydrogenbegins todissociate. This is an endothermic process,
which causes the adiabatic index to drop and so the pressure support is reduced. The
centre of the FHSC becomes unstable to gravitational collapse once again and undergoes
a "second collapse" until most of the molecular hydrogen has dissociated. The second
collapse is far quicker than the first collapse, lasting just a few years, because the density
is so much higher. The pressure of the now atomic hydrogen gas increases quickly with
the density, giving rise to a stable hydrostatic object, the "second core" or "stellar core".
This object is much more compact than the FHSC, with a radius of ≈ 2 R and central
density of 10−2 g cm−3 (Larson 1969). The second collapse occurs only in the very centre
of the FHSC where the density is highest. The free–fall time is therefore much shorter in
that central region than in the rest of the former FHSC and in the few years over which
the second collapse takes place, the majority of the FHSC changes little. After stellar core
formation, the remnants of the FHSC are gradually accreted as well as the remainder of
the infalling envelope. Rotationwill slow this accretion and lead to the formation of a disc
(Bate 1998; Saigo et al. 2008).
This stellar core is the newly–formed protostar. With a central temperature of
∼ 104 K it is far too cool for nuclear fusion to begin and it must undergo much further
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accretion and gravitational contraction in the protostellar phase before it becomes a main
sequence hydrogen–burning star. To start with the protostar is still deeply embedded
within the cloud core which is still too optically thick for the new protostar to be seen
directly but, as it continues accreting and the protostellar outflow clears a cavity, the pro-
tostar will gradually become exposed.
1.3 Observing early star formation
Observing pre– and protostellar sources presents a significant challenge since these are
intrinsically very faint and cool so they do not emit at visible wavelengths. We also need
to relate the theoretically predicted stages to what is observed. In this section I will sum-
marise the key observational methods employed in the detection of protostellar sources
including candidate FHSCs.
Withinmolecular clouds there are particularly dense regions which are categorised
somewhat unoriginally as "dense cores". These are observed as dark clouds, or "BokGlob-
ules" (Bok and Reilly 1947), in optical in silhouette due to their high optical depths and
the extinction of background stars or nebulosity. Dense cores can also be observed in sub-
millimetre or radio emission produced by the cold dust and embedded young protostars
are only observable at far-infrared wavelengths. NH3 (ammonia) emission is often used
to trace these high density regions (e.g. Benson and Myers 1989). Many dense cores do
contain infrared sources (e.g. Yun and Clemens 1990), which indicates the presence of
a protostar, but others are "starless". It is possible to estimate the evolutionary stage of
starless cores in further detail by measuring the deuterium fractionation and N2H+ and
N2D+ column densities, for example (Crapsi et al. 2005). Starless cores that are thought to
be gravitationally bound are called "pre–stellar cores" and these correspond to the dense
coreswhich collapse to form a protostar in the theoreticalmodels, although observed star-
less cores have, naturally, more complex morphology. Pre–stellar cores in the Ophiuchus
molecular cloud, for example, are observed to have masses of 0.5 - 10 M and to be 2000
- 4000 AU across (Ward-Thompson and Whitworth 2011). Optically thin tracers such as
C18O (2 − 1) or H13CO+ (1 − 0) are useful but suffer from significant depletion of the
source chemical species at high densities so species like NH3 and N2H+ tend to be used
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Figure 1.1: Characteristic SEDs of the YSO classes. For class 0 the protostar is obscured by the dense envelope
and the SED is similar to that of a cool blackbody. For classes I - III the SED is a combination of the warm
blackbody emission of the protostar and cool dust emission from the envelope and disc. The contribution of
the dust emission decreases for higher classes, which is assumed to be due to the dispersal of the envelope.
Figure: Persson (2014)
as well for observing pre-stellar cores (di Francesco et al. 2007).
Froman observational perspective, the stage after the contracting starless pre-stellar
core is the class 0 young stellar object (YSO, or class 0 protostar). A class 0 YSO is a proto-
star which is embedded in a thick infalling envelope and is usually observed to drive an
outflow. The significant increase in infrared sensitivity that came with the Spitzer Space
Telescope led to detections of faint protostars in what were previously starless cores (e.g.
Young et al. 2004; Kauffmann et al. 2005). These may be classed as Very Low Luminos-
ity Objects (VeLLOs), which are sources with internal luminosity Lint < 0.1 L, and are
thought be low mass class 0 protostars. Class I protostars are still embedded within an
envelope but the envelope is typicallymuch lessmassive than for class 0 sources and there
is often a large circumstellar disc through which most of the accretion proceeds. The disc
remains for class II, or T Tauri, protostars after most of the envelope has essentially disap-
peared (White et al. 2007).
Spectral energy distributions (SEDs) are commonly used to distinguish protostars
of different evolutionary stages. The SED is constructed by measuring the brightness of
a source at several different frequencies, a technique known as photometry. A blackbody
spectrum can be fitted to the SED to provide an insight into the characteristic temperature
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of the source. The SED deviates from a blackbody curve when the source has two ormore
components at different temperatures. An example of this is a protostar with a dusty
disc. There will be a component of the SED that peaks in the near infrared caused by the
protostar itself and another component from the dust emission from the cooler disc which
peaks in the far infrared. The protostellar and dust contributions to the SED are shown
clearly in Fig. 1.1. Differences in the dust properties can also affect the shape of the SED
and may give an indication of dust grain sizes.
The morphologies of YSO SEDs are used to sort them into classes thought to cor-
respond to evolutionary stages, as originally described by Lada and Wilking (1984) and
Lada (1987) for classes I – III. Class 0 was added later by Andre et al. (1993) following the
discovery of even fainter sources that appeared to be less evolved than class I. The char-
acteristic SEDs of the four classes of protostars are shown in Fig. 1.1 and we now describe
their classification. The characteristic SED of class 0 protostars is featureless and can be
fitted with a greybody (modified blackbody) spectrum which peaks at λ > 100 µm (An-
dre et al. 1993). The SEDs of class I protostars peak at slightly shorter wavelengths and
most of the emission is still from the dusty envelope but there is an additional "bump" at
shorter wavelengths of emission from the protostar itself. At class II the component of the
SED caused by the protostar is brightest and peaks around 2µm and there is significant
emission at far infrared wavelengths from the dusty disc and envelope. After this stage
the protostar emission dominates the SED and class III protostars do not have significant
disc emission.
The sequence of YSO observational classes is primarily due to the gradual brighten-
ing of the protostar as it evolves and to the clearing of the envelope. However, this classi-
fication is also affected by the viewing inclination if the protostar has a thick circumstellar
disc. To address this issue, large sets of synthetic protostar SEDs have been constructed
from analytical models with various combinations of protostar, disc and envelope masses
and viewing inclinationswhich can be fitted to protostar observations to aid identification
(Robitaille et al. 2006; Robitaille et al. 2007; Robitaille 2017). Observationally, the FHSC is
expected to have characteristics between the starless core and class 0 protostar stages and
a very low intrinsic luminosity.
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Figure 1.2: (a) The inverse P Cygni line profile taken to be indicative of infalling motions observed in an opti-
cally thick transition. (b) Schematic of the formation of this line profile. The infalling gas absorbs frequencies
redshifted with respect to the rest frequency. (c) An example of a line profile showing blue asymmetry. The
central dip is due to self–absorption. (d) Schematic showing the origin of blue asymmetry. The infalling
envelope on the observer’s near side is more optically thick at redshifted frequencies. Blueshifted emission
originates from the deeper, warmer region so is brighter than the redshifted emission.
Observing the kinematics of a protostellar source provides additional information
that can help elucidate its nature. To determine whether a dense core is forming a pro-
tostar we can look for evidence of infall. The detection of an "inverse P Cygni" profile is
normally taken as evidence of an infalling envelope. A schematic of the line morphol-
ogy is shown in Fig. 1.2 (a) and its characteristics are a blueshifted emission peak and a
redshifted absorption dip. These features may be observed in optically thick transitions
where the emission from the far side of the envelope is blueshifted as it falls towards the
observer and emission from the near side of the envelope is redshifted as it falls away
from the observer. The nearside infalling gas is seen in front of the warmer central core,
which means it is likely to be seen as absorption against the continuum emission from the
warmer central regions (see Fig. 1.2 (b)). Additionally, because the line is optically thick
it suffers from self–absorption and the observed blueshifted emission originates closer to
the centre where the temperature is higher and the observed redshifted emission origi-
nates further out in the envelopewhere the temperature is lower. The blueshifted emission
is thus brighter than the redshifted emission resulting in the "blue asymmetry" or "blue
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bulge", as shown in in Figs. 1.2 (c) and (d). For an optically thin line, the line profile would
be symmetrical because absorption effects are far less significant.
Of course, infall is never the only motion within the star–forming cloud core. All
such cores rotate, which also affects the spectral line morphology. A rotating object will
also produce a double–peaked spectral line when viewed at a nonzero inclination relative
to the rotation axis, because this also gives positive and negative line of sight velocities.
It is useful to map the line properties spatially, for example by constructing a centroid
velocity map, in order to distinguish the different motions (e.g. Adelson and Leung 1988).
The "blue bulge" (Walker et al. 1994; Narayanan et al. 1998; Narayanan and Walker 1998)
is taken to be a reliable signature of infall even for a rotating core. If the motion is purely
rotational, the red– and blueshifted emission will be separated by the rotation axis. In the
case of infall, the blueshifted emission will extend across the rotation axis forming a "blue
bulge". In the first moment map (intensity–weighted mean velocity) a central blue spot
may also indicate infall (Mayen-Gĳon et al. 2014; Estalella et al. 2019). Spectral lines are
also subject to thermal broadening of a few hundred m s−1 due to the thermal motions
of the gas particles and turbulent broadening of 0.1–0.2 km s−1 due to turbulent motions
within the cloud.
Continuum imaging allows us to see the structure of the source, however at the
wavelengths of these sources the angular resolution tends to be low due to the Rayleigh
criterion, which states that theminimum resolvable angular separation, θ, is related to the
wavelength, λ, and the aperture, D:
θ = 1.22
(
λ
D
)
. (1.4)
The aperture required to resolve sources expected to be pre– or protostellar, which are of-
ten fractions of an arcsecond in size, is larger thanmost existing telescopes so these sources
are usually unresolved. For this reason it is necessary to employ interferometry to gain
an acceptable angular resolution at submillimetre wavelengths. Interferometry involves
combining the signal from an array of individual dishes separated by finite distances or
baselines. An interference pattern is produced due to the small differences in path length
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for each dish. The contrast between interferences fringes or visibilities for a set of baselines
can be reconstructed into an image. The combined signal from each pair of dishes pro-
vides information on the brightness on a particular scale with larger baselines providing
information on smaller scale structures. To ensure the image is reconstructed accurately,
observations should be collected for the full range of baselines up to the largest required
otherwise there will be information missing on some spatial scales. This means single–
dish observations are often combined with the interferometric data to include emission
from scales larger than that recoverable by the smallest baseline the array can offer.
A crucial step forward in observing star formation has been the completion of the
Atacama LargeMillimeter/submillimeter Array (ALMA). Astronomers are now exploiting the
unprecedented submillimetre sensitivity and resolution, for example to detect fragmen-
tation in starless cores (e.g. Dunham et al. 2016), to image disc structures (e.g. Dipierro
et al. 2018), to probe the inner regions of outflows (e.g. Lee et al. 2018) and to detect the
chemical differentiation of structures associated with protostars (e.g. Oya et al. 2018).
1.4 The development of the theory of low mass star formation
The calculations of Larson (1969) established the key stages in the collapse of a dense cloud
core and predicted the existence of the first and second hydrostatic cores for the first time.
Thesewere 1-D spherically–symmetricmodelswith simple assumptions for the initial con-
ditions and boundary conditions. The FHSC formed with radius 4 AU and 0.01 M and
lasted a few hundred years. The stellar core initially had r ∼ 1.3 R,M ∼ 1.5× 10−3 M ,
central density ρcen ∼ 0.02 g cm−3 and temperature T ≈ 2000 K. Since the process by
which a protostar is formed was first described, much work has been undertaken to hone
the details of the nature of these objects and how the process might vary under different
conditions. Computer models have been extended to two and three spatial dimensions
and are capable of increasingly high resolution. More physical processes such as radiative
transfer and magnetism can now be included to investigate their effects. The properties
of the FHSC were first determined from (comparatively) simple 1-D calculations. Since
then some of these properties have been shown to vary greatly with the initial conditions
and/or the physics considered. In this section we will review the properties of the FHSC
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and associated structures predicted by theoreticalmodellingwith reference to the relevant
developments in the models.
1-D hydrodynamical calculations are useful for exploring how the collapse varies
under a wide range of initial conditions and for ascertaining the effect of various approxi-
mations. Vaytet et al. (2012) performed 1-D multigroup radiation hydrodynamical calcu-
lations where the frequencies are binned into five and twelve groups. This allowed them
to perform frequency–dependent radiative transfer calculationswhich could be compared
to the results of grey radiative transfer treatments for the collapse of 1 M cloud cores. The
overall properties of the FHSC produced were very similar to the grey simulation but the
radius, temperature andmass of the FHSCwere slightly lower in the grey simulation. The
authors also compared the FHSC formed from 0.1 M and 10 M cloud cores and found
no significant differences in the FHSC properties. The FHSC had radius r = 7 AU and
mass 0.02 M .
Bhandare et al. (2018) performed 1-D hydrodynamical simulations to investigate
how the collapse and FHSC formation process varies with initial cloudmass by repeating
calculations for initial masses of 0.1 - 100 M . Unlike the results of Vaytet et al. (2012), the
FHSC properties did vary with the cloud mass. The radius and mass of the FHSC were
found to increase with initial cloud mass for initial masses up to 8-10 M , beyond which
point the FHSC mass and radius actually decreased with increasing initial cloud mass.
The lifetime of the FHSC decreased with initial cloud mass. The FHSC lifetime exceeded
100 years only for initial cloud mass < 10 M and for the higher mass clouds (' 20 M )
the lifetime was of the order of years and the authors predict that the FHSC stage does
not occur for collapsing higher mass cores because the ram pressure of infalling material
exceeds the thermal pressure.
The first 3-D calculations were performed by Bate (1998) using a barotropic equa-
tion of state. This work exploited the smoothed particle hydrodynamics (SPH) method
and revealed that, if the initial cloud core is rotating moderately quickly, the FHSC takes
the form of a rotationally supported disc. This disc structure may be susceptible to non-
axisymmetric instabilities and develops spiral arms which transport angular momentum
outwards. This eventually allows the second collapse to occur in the very centre. In this
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calculation, the FHSC formed with r ≈ 7 AU and 0.01 M .
Saigo et al. (2008) further investigated the effect of rotation ratewith 3-D grid–based
calculations, also using a barotropic equation of state. Their work showed that there are
three distinct types of FHSC evolution: spherical–type, disc–type and fragment–type. The
spherical–type evolution occurs for the slowest rotating cloud cores with a rotation rate
given by ΩC0tff < 0.01, where ΩC0 is the initial angular velocity. In these cases, a spherical
FHSC of r ≈ 1 AU is produced that lasts a few hundred years. Amoderately rotating core
of 0.01 < ΩC0tff < 0.05 gives rise to a centrifugally supported FHSC of r ≈ 10 AU and has
a lifetime of> 1000 years. This is similar to what was seen in the results of Bate (1998). At
the highest rotation rates (ΩC0tff > 0.05) the FHSC has a radius& 15 AUwhich fragments
into self–gravitating components.
Bate (2010) implemented a realistic equation of state and radiative transfer to per-
form 3-D calculations that followed the collapse to after the formation of the stellar core.
Whereas with a barotropic equation of state the temperature is set by the density of the
gas, here therewas substantial heating of the disc by the energy released as the stellar core
formed. Despite not including magnetic fields, this produced a thermally–driven bipolar
outflow which extended to 50 AU in 50 years and which may assist the formation of the
magnetically–launched outflow. The effect of different initial rotation rates was studied
next (Bate 2011). The evolution of the FHSC was found to be similar to using a barotropic
equation of state but the lifetime was a factor of 1.5 - 3 longer. For example, the lifetime
of the FHSC produced in a core with initial β = 0.01, where β is the ratio of rotational
energy to gravitational potential energy, was around 3000 years. The faster rotating cores
formed discs, as seen by Saigo et al. (2008), of up to 100 AU in radius. These developed
spiral arms and, with β = 0.09, fragmented.
While increased rotation rate appears to increase the lifetime of the FHSC from a
few hundred to a few thousand years, Tomida et al. (2010a) showed that very low mass
cloud cores of 0.1 M form FHSCs that last > 104 years. In these cases, the accretion rate
is very lowwhich causes the evolution of the FHSC to proceed more slowly. This result is
consistent with the later results of Bhandare et al. (2018), discussed above, which explored
the effects of a larger range of initial cloud core masses.
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A major step in the development of our understanding of early star formation was
the application of magnetohydrodynamics (MHD) to the problem. Outflows are formed
due to a combination of rotation and magnetic fields therefore at least two spatial dimen-
sions are required to model this effect and it is much more computationally demanding
than earlier simulations.
Axisymmetric MHD calculations were presented by Tomisaka (2002) with a mag-
netic field initially parallel to the rotation axis of the cloud. This showed that a
magnetically–supported pseudo–disc forms, within which the FHSC forms and second
collapse occurs, and a bipolar outflow is launched from the FHSC. In 3-D MHD calcu-
lations, Banerjee and Pudritz (2006) showed that the outflow reaches 600 AU from the
disc during the lifetime of the FHSC and is launched by magnetic pressure. A faster jet
is launched from the second core due to the magnetocentrifugal force. The same effect
was reported by Machida et al. (2008). The FHSC outflow and second core jet have very
distinct velocities of 5 km s−1 and 30 km s−1 respectively.
The RMHD simulations of Tomida et al. (2010b) implementedMHD alongside real-
istic thermal evolution. As shown for RHDonly simulations, the FHSChad a larger radius
and longer lifetime than the pure MHD case with a barotropic equation of state. The out-
flow reached ∼ 100 AU and had a temperature of ∼ 30 K. Other RMHD simulations also
produced pseudo–discs and outflows of 100 AU (Commerçon et al. 2010)
The implementation of MHD in SPH codes is more difficult than in grid codes. The
first (barotropic) SPMHDmodels of the cloud collapse presented in Price et al. (2012) pro-
duced collimated jets from the FHSCwith speeds of up to∼ 7 km s−1. Bate et al. (2014) ex-
tended thiswork by including radiative transfer. The resulting outflowswere 1 - 2.5 km s−1
and were broader with decreasing magnetic field. The authors point out that the outflow
rotates and its tangential velocity is similar to the vertical velocity, which has implications
for its observational detection.
Lewis and Bate (2017) experimented with changing the relative inclinations of the
magnetic field and rotation axis and changing the magnetic field strength. Differences in
inclination gave rise to a warped pseudo–disc and outflow velocities were between 2 and
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8 km s−1. A relative inclination between the magnetic field and rotation axis somewhat
disrupted the outflow. With θ < 45◦ between the two, a collimated jet formed as well as
the broad outflow but at higher inclinations just a very weak broad outflow developed.
For the weaker magnetic field, µ = 20, no outflow formed. This work illustrates that the
FHSC will not necessarily be accompanied by an outflow.
The MHD models discussed so far are restricted to ideal MHD. In the ideal MHD
limit, matter is essentially fixed tomagnetic field lines and themagnetic torques are highly
effective at removing angular momentum from the collapsing core. A problem arose that
inMHDmodels disc formationwas highly suppressed,which is at oddswith observations
in which discs are seen to be ubiquitous. This became known as the "magnetic braking
catastrophe" (Allen et al. 2003; Mellon and Li 2008; Hennebelle and Fromang 2008). The
effect is reduced if the magnetic field and rotation axis are misaligned (Hennebelle and
Ciardi 2009) however the formation of symmetrical discs and bipolar outflows, which are
observed in nature, is also affected by the misalignment so misalignment alone does not
solve this problem.
In reality, the gas is not completely tied tomagnetic field lines because nonideal pro-
cesses come into play. The molecular gas is weakly ionised and is therefore composed of
both neutral molecules and charged particles (ions and electrons) which may interact via
collisions. The charged particles (the plasma) are tied to the magnetic field lines, which
provide support against gravitational collapse. Ambipolar diffusion arises because the
neutral particles are decoupled from the charged particles. Neutral particles move un-
hindered by the magnetic field resulting in an ion–neutral drift. Ion–electron drift causes
Ohmic resistivity or dissipation, which weakens the magnetic field. Ambipolar diffusion
andOhmic dissipationwork to reduce themagnetic field strength in the centre of the core
which reduces the efficiency of angular momentum transport. The Hall effect, caused by
ion–electron drift, also transports angular momentum but is not dissipative.
Tomida et al. (2013) performed RMHD simulations with Ohmic dissipation and
found that where previously no disc formed, with Ohmic dissipation included a small
disc with r < 0.35 AU formed around the stellar core. When Ohmic dissipation and
ambipolar diffusion are included together a ∼ 5 AU rotationally supported disc formed
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before the stellar core (Tomida et al. 2015; Tsukamoto et al. 2015), partially resolving the
magnetic braking catastrophe. With all three nonidealMHDprocesses, the Hall effect has
been found to suppress or enhance disc formation depending on the relative orientation
of the magnetic field and rotation vector (Wardle and Koenigl 1993). For example, even
in a strong magnetic field, a disc of 13 AU formed when the magnetic field and rotation
vectorswere anti–aligned (Wurster et al. 2016) and a two–component outflow is produced.
At lower ionisation rates a slow (∼ 4 km s−1) conical outflow forms rather than the faster
(14 km s−1) bipolar outflow (Wurster et al. 2018).
The initial properties of the second (stellar) core predicted by Larson (1969) are:
M = 1.3× 10−3 M , r = 1.3 R, T = 2000 K and ρ = 0.02 g cm−3. The calculations of
Vaytet et al. (2013) of 0.1 M , 1 M and 10 M coreswith frequency–dependent and grey
radiative transfer supported the idea that the properties of the stellar core are universal.
The structure of the stellar core was also found to be unaffected by the initial magnetic
field strength following the 3-D MHD calculations of Bate et al. (2014).
In summary, the mass of the FHSC is expected to be 0.01 M initially, but this
increases as it evolves, and its radiusmay be a fewAUor itmay take the formof a discwith
radius 10-100 AU depending on the rotation andmagnetic field. The lifetime is anywhere
between a few hundred to a few thousand years, depending on themass of the cloud core,
the rotation rate andmagnetic field strength and orientation. The FHSCmay drive a slow,
broad outflow of a few km s−1 which is very different to the faster protostellar jets.
1.5 Chemical modelling of star–forming cores
Calculating the chemical reactions that take place as a core evolves is computationally
demanding. To make such studies feasible, the approach usually involves reducing the
number of spatial dimensions, calculating the chemistry by post–processing hydrody-
namical simulations or empirical approximations of the physical conditions. It is possible
to include "live" chemistry within hydrodynamical models but this can only currently be
achieved with a reduced chemical network, which in turn relies on the results obtained
from large network calculations to determine which reactions need to be included. This
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approach is more useful for assessing the effect of feedback from the chemistry rather
than calculating the chemical abundances. Here we review prior work on modelling the
chemical evolution of a collapsing cloud core and during the FHSC stage, focussing on
the calculation of abundances rather than the thermal feedback.
Aikawa et al. (2008) took a 1-D RHD physical model of a collapsing core and calcu-
lated the chemical abundances taking account of gas phase, gas–grain and grain surface
reactions. Initially, most species were depleted in the cold, dense core. CO sublimation
was found to begin a few hundred years before the formation of the FHSC and the sub-
limation radius extended to ∼ 100 AU during the FHSC phase. Large organic molecules
formed on the surface of dust grains at 20-40K andwere released into the gas phase. Com-
paring the abundances in an isolated core exposed to the full UV radiation of the ISRF and
an embedded core, the CO2 abundance was enhanced in the isolated core and CH4 and
H2CO abundances were higher in the embedded core.
Extending the chemistry calculations to two spatial dimensions allowedvanWeeren
et al. (2009) to compare the abundances in the disc and envelope. This model calculated
the chemical abundances at 700 locations from a 2-D model using gas–grain and grain
surface reactions. This showed a region of sublimation in the centre, as seen by Aikawa
et al. (2008), and freeze–out in the disc. In the envelope, the density decreased with time
and so the freeze–out rate decreased which resulted in higher gas phase abundances of
species with low binding energy. Grain surface reactions were found to be important for
CH3OH, CO2, H2O and H2CO and CO abundances may be overestimated if these are not
included.
With chemical abundances calculated for tracer particles taken from 3-DRHDmod-
els, Furuya et al. (2012) showed that gas phase abundances in the inner envelope and
outer layers of the FHSCwhere T . 500 K are mainly determined by sublimation. Where
T > 500 K abundant molecules such as H2CO are destroyed and simple molecules are re-
formed. Large organicmoleculeswere found to be associatedwith the FHSCat r < 10AU .
Modelling only gas–phase and gas–grain reactions and excluding grain surface
greatly simplifies the calculation and is less computationally expensive so van Weeren et
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al. (2009) tested the effects of removing the grain surface reactions to determinewhether it
is necessary to include themwhenmodelling the collapse of a pre–stellar core. The abun-
dances of CO, CS, SO, HCN and HNC better matched observations without grain surface
reactions but N2H+, H2CO and CH3OHmatched observations well from the model with
grain surface reactions. The abundances of HCO+ calculated with andwithout grain sur-
face reactions were similar, indicating that HCO+ is not strongly affected by grain surface
chemistry.
Another study of the chemical evolution in 3-D looked specifically at which compo-
nents of the core were traced by different species and used a full gas–grain network. The
results of Hincelin et al. (2016) include that CN, HCO+, N2H+ and H2CN trace the enve-
lope and that NH3, N2H+ andHCO+ may help distinguish the pseudo-disc and disc. The
abundanceswere generally higher in the outflows ofmore highlymagnetised cores which
may allow some distinction between models with different magnetic field strengths.
Dzyurkevich et al. (2016) used a reduced network ofmainlyH-C-O gas–grain chem-
istry to calculate abundances of 56 species at the same time as calculating the dynamical
evolution of the collapse of a dense core, experimenting with different dust grain size
distributions. Thus showed that the chemistry should be calculated dynamically to ob-
tain gas and ice phase abundances of CO, rather than post–processing a single snapshot
because the latter resulted in CO abundances an order or magnitude lower. For mean
grain sizes > 1µm the gas–dust interaction timescales increased which strongly affects
the relative gas and ice phase abundances.
Priestley et al. (2018) developed empirical models of the evolution of the collapse of
a core from various numerical calculations, which enabled them to compare the chemical
evolution in different hydrodynamical models. Overall, models with higher gas densities
led to abundances that were more depleted because the freeze–out rates were higher. The
model that included ambipolar diffusion collapsed more slowly and had higher densities
at larger radii. The CO and HCN abundances were less sharply depleted towards the
centre than for the ideal MHD and non–magnetised models.
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1.6 Observations of candidate first hydrostatic cores
This key stage of star formation is still yet to be observed definitively. The observational
search for the FHSC has, however, produced several “candidate FHSCs”. A low luminos-
ity source (. 0.1 L) is usually designated a candidate FHSC if it is faint or undetected
at wavelengths λ < 70µm and no outflow faster than 10 km s−1 is observed. Here we
briefly summarise the nature of eight candidate FHSC reported in the literature that will
be discussed further and compared with the theoretical results in this thesis.
1.6.1 B1-bN and B1-bS
B1-bNandB1-bS are twoFHSC candidates in the Perseusmolecular cloud thought to com-
prise a wide binary system that were first identified via their SEDs (Pezzuto et al. 2012).
Further observations revealed two central compact objects on the scale of 100 AU, signifi-
cant CO depletion and CO outflows of a few km s−1 associated with both sources (Hirano
and Liu 2014). Interferometric observations with the IRAM Plateau de Bure interferometer
of methanol showed that the outflows were up to 1300 AU for B1-bN and 3300 AU for B1-
bS and allowed the masses of the sources to be estimated at∼ 0.36M within 250 AU each
(Hirano and Liu 2014). B1-bN/bS shows evidence of chemical segregation in combined
NOrthern Extended Millimeter Array (NOEMA) and IRAM 30 m telescope observations:
a rotating pseudo–disc was detected in NH2D, the infalling envelope was detected in
CO isotopologues and the outflows were detected in H2CO (formaldehyde) and CH3OH
(methanol) (Fuente et al. 2017).
1.6.2 CB17 MMS1
Within the CB17 Bok globule, the source CB17-MMS was discovered (Chen et al. 2012).
This has faint dust continuum emission and was not detected in Spitzer images at λ <
70 µm. There is tentative evidence of an outflow of∼ 2.5 km s−1 and this source is thought
to be ∼ 0.035 M and ≤ 0.04 L.
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1.6.3 Per-Bolo 58
Per-Bolo 58 was identified in the Perseus molecular cloud (Hatchell et al. 2005; Enoch et
al. 2006; Enoch et al. 2010; Schnee et al. 2010). Unusually for a FHSC candidate, there is a
detection at 24µm. Despite this, Enoch et al. (2010) were able to fit model SEDs of FHSCs
to the data. The observed SEDwas also fitted by a protostarwith a high inclination but the
authors qualify this by adding that "if Per-Bolo 58 is a true protostar then it is one of the
lowest luminosity embedded protostars known". Outflows extending for several thou-
sand AU and a with maximum velocity of ∼ 7 km s−1 have been detected in SMA obser-
vations at the source (Dunham et al. 2011). Combined Array for Research in Millimeter–wave
Astronomy (CARMA) observations of N2H+, C18O and others have lead to the conclusion
that Per-Bolo 58 is undergoing a turbulent and magnetised collapse and that it lies close
to larger scale filamentary structures whose accretion flows may contribute to the spectra
(Maureira et al. 2017b).
1.6.4 Chamaeleon-MMS1
Cha-MMS1, located in the Chamaeleon I cloud (Reipurth et al. 1996), is another well–
studied candidate FHSC 1. There are faint detections of Cha-MMS1 at 24µm and 70µm
and it is thought to have formed a compact central object, no older than the very beginning
of the FHSC stage (Belloche et al. 2006). From Atacama Pathfinder Experiment (APEX) and
Mopra Radio Telescope observations Tsitali et al. (2013) find an infall velocity profile that is
consistent with theoretical predictions of the FHSC phase and, like Belloche et al. (2006),
do not detect an outflow although there could be an unresolved compact outflow. Aus-
tralia Telescope Compact Array (ATCA) observations with a resolution of∼ 1000 AU still did
not reveal an outflow, which is surprising considering Cha-MMS1 was also measured to
be rotating much faster than the average for such cores (rotational to gravitational poten-
tial energy ratio of β = 0.07 (Väisälä et al. 2014) compared to the typical value of β = 0.02
(Goodmanet al. 1993)) and the regionhas been found tobe significantlymagnetised (Whit-
tet et al. 1994; Haikala et al. 2005).
1. Cha-MMS1 is listed as CHAI-04 in Dunham et al. (2016)
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1.6.5 L1451-mm
A compact object was found in CARMA and SMA CO (2 − 1) observations of the dense
core L1451-mm (Pineda et al. 2011). The CO (2 − 1) emission takes the form of red– and
blueshifted lobes of around 1100 AU in extent. The authors interpret this as an outflow,
albeit "the weakest outflow found so far", but the inclination of the system is not known.
The direction of this outflow is perpendicular to the velocity gradient measured in NH3,
N2H+ and NH2D lines, which is consistent with a rotating central object and outflow.
With a higher resolution of ∼ 210 AU , Tobin et al. (2015b) confirmed the detection of the
compact COoutflow. Infall signatures, including an inverse PCygni profile inHCN (1−0)
and a double–peaked profile with blue asymmetry in N2H+, were reported by Maureira
et al. (2017a) who also note they find no evidence of a more extended outflow on larger
scales.
1.6.6 Ophiuchus A N6 and SM1
Two sources in the nearby Ophiuchus star forming region have recently been identified
as possible FHSCs: N6 and SM1N (Friesen et al. 2018). A compact continuum source
of ∼ 100 AU was detected at N6 in Atacama Large Millimeter/Submillimeter Array (ALMA)
observations with a mass of 0.025M estimated from the total continuum flux. The mass
of SM1N was estimated to be 0.03 M but the authors were not able to determine its
structure. Both sources appear to have CO (2− 1) emission of a few km s−1 and spanning
a few hundred AU associated with them but there is no clear outflow structure.
1.6.7 PACS Bright Red Sources
Among the sources observed in theHerschelOrion Protostars Survey (HOPS)were a num-
ber or sources thatwere very faint at 24 µmwith the flux ratio 70µm to 24µm> 1.65 (Stutz
et al. 2013). These are known as PACS Bright Red Sources (for the PACS instrument on
the Herschel telescope). Of these sources, no outflow was detected in the CO (1 − 0) ob-
servations of Tobin et al. (2016b) for HOPS 398, 401, 402 and 404. These sources could,
however, contain outflows of less than 2 km s−1 which is below the sensitivity of the ob-
servations. These sources differ from most Class 0 objects because they were undetected
at wavelengths shorter than 70µm and had no detectable outflows.
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Visibility amplitude profiles of these sources at 2.9 mm are presented in Tobin et
al. (2015a). HOPS 401, 402 and 404 were found to have flat visibility amplitudes which
were reproduced by models with either an unresolved compact central source or an en-
velope with a very steep density profile. Both scenarios require large amounts of mass
within a few thousand AU and this is consistent with the FHSC structures (discs of less
than few hundred AU within a dense envelope).
1.7 Synthetic observations
The creation of synthetic observations is essential to compare theoretical models with ob-
servations effectively. For example, the measured values of some properties such as the
velocity of the outflow may be different to the absolute values predicted by the model
because emission from the fastest part of the outflow might not be observable. As dis-
cussed above, to identify an FHSC in nature we need to know how to distinguish it from
more evolved but faint, young protostars. There have been various attempts to solve this
problem by simulating observations to predict the observational properties of the FHSC.
Saigo and Tomisaka (2011) produced synthetic SEDs at various stages throughout
the first core phase. Their results show that the SED peak shifts to shorter wavelengths
as the FHSC evolves, from λ ' 200µm early on to λ ' 80µm late in the first core phase.
They plotted their SEDs along with that of a VeLLO and found that the FHSC has a lower
luminosity and is much dimmer at λ . 100µm.
Commerçon et al. (2012a) produced synthetic SEDs for the evolution of a rotating
FHSC from a radiation magnetohydrodynamical model. The SED peaks did not change
after FHSC formation and they were not able to distinguish the FHSC from the stellar
core from the SEDs. Like Saigo and Tomisaka (2011), they found the SED peak to be at
λ ' 200µm early in the FHSC phase. Commerçon et al. (2012a) also found that SEDs can-
not be used to distinguish between magnetised and non-magnetised cases but the mid–
to far–infra red flux can distinguish between a starless core and a FHSC. They also suggest
that chemical analysis may be useful for differentiating between the FHSC and stellar core
because at the higher temperatures near the stellar core dust grains have evaporated so
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species such as C and Si enter the gas phase. Commerçon et al. (2012b) subsequently cal-
culated synthetic ALMA dust emission maps which showed that ALMAwould be able to
resolve a fragmenting FHSC but could not reveal any difference between an FHSC and a
stellar core. The authors also report that there were distinctive morphological differences
between magnetised and non-magnetised models which were observable in the contin-
uum in only ∼18 min integration time and in bands 3 and 4 (centred on 100 GHz and
144 GHz respectively).
Tomisaka and Tomida (2011) simulated CS line emission before and after FHSC for-
mation using a fixed CS abundance and found the blue asymmetry characteristic of infall,
signatures of a rotating outflow and that the linewidth increases after FHSC formation.
The uniformCS abundance is not realistic because the cold, dense nature of the dense core
in all but the central few tens of AU leads to significant depletion of gas–phase species (see
Chapter 4). The line brightness and morphology is likely to change if depletion is taken
into account.
Harsono et al. (2015) produced synthetic observations for snapshots from the col-
lapse of a molecular cloud with the aim of identifying observables to distinguish a rota-
tionally supported disc from a rotating infalling envelopewith a pseudo-disc. They found
that the disc and pseudo–disc can be distinguished in continuum emission albeit with a
spatial resolution of ∼14 AU and for systems at low inclination. At high inclination the
disc and pseudo-disc show similar shapes in the continuum images. In contrast to Com-
merçon et al. 2012b, they suggest that features are most easily seen at 450µm (∼660 GHz).
As well as continuum images, Harsono et al. (2015) simulated rotational lines of
CO isotopologues. A depleted CO abundance was used where Tdust < 25 K. The disc
displays a velocity gradient in the same direction as the disc structure visible in the con-
tinuum images caused by the rotational motion whereas the pseudo-disc has a velocity
gradient perpendicular to the disc structure, due to infalling gas. At high inclinations,
however, the velocity gradient in the pseudo-disc case changes to be aligned with the disc
structure as the line emissions are affected by the rotational motion of the pseudo-disc
when observed at these angles. Position–velocity (PV) diagrams were constructed in the
direction of the velocity gradients. The PVmap is symmetric for infall dominated systems
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but the emission peaks are offset when there is rotation and these showed this rotation
signature even in the case of the pseudo-disc. With regard to CO isotopologues, C18O
was best for distinguishing the disc and pseudo disc but C17O better showed rotation.
The shape of the C17O PV maps could also be mistakenly interpreted as rotational mo-
tion when cut perpendicular to the orientation of the pseudo-disc. This indicates that to
identify a rotationally supported disc, spatially and spectrally resolved observations of
both C17O and C18O lines are required in combination with continuum emission maps to
confirm the orientation of the disc structure.
As early as 2001, Rawlings and Yates (2001) performed hydrodynamical, chemical
and frequency–dependent radiative transfer simulations tomodel the line profiles of star–
forming cores, focussing on tracers of infall kinematics. They conclude that the models
need to be source–specific because the line profiles are very sensitive to differences in
depletion, for example. The authors recommend the following strategy for interpreting
infall line profiles: the density and temperature profile should be estimated from con-
tinuum observations first, then the infall motions can be semi–empirically determined,
next chemical abundances can be calculated and lastly, radiative transfer modelling can
be performed to predict line profiles.
Lee et al. (2004) also predicted line profiles for an infalling pre–stellar core using
a 1-D model, with no grain surface reactions. They suggest that HCN could distinguish
FHSCs and Class 0 sources because its abundance increases rapidly during the transition
between the two stages. As was discussed in Section 1.5, when calculating abundances
in a star–forming core the chemical evolution that takes place during its collapse should
be taken into account. Nevertheless, Lee et al. (2004) conclude that CO and HCO+ can be
approximated satisfactorily with a simple drop function.
1.8 Objectives and outline
Aswe have seen, the FHSC is an important stage in the formation of lowmass stars. While
the initial properties of the stellar coremay not depend on FHSCproperties, the properties
of the FHSC determine the properties of the outflow and disc and/or pseudo–disc, which
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may then affect the envelope structure and accretion rates. The outer regions of the FHSC
may form the early protoplanetary disc and this sets the initial physical and chemical
conditions of the disc, which may have implications for planet formation.
There are still not enough constraints on the observational properties of the FHSC
to be able to distinguish it from other faint protostellar sources. We aim to develop fur-
ther predictions for the observational characteristics of the early stages of low mass star
formation to assist the identification of the FHSC in nature for the first time.
We describe themethods and codes used in this thesis in Chapter 2. In Chapter 3we
calculate a set of SEDs for various FHSCproperties and examine the results of fitting these
to the observed SEDs of candidate FHSCs. In Chapter 4 we post–process hydrodynamical
simulations with an open–source chemical solver to perform a pseudo–time–dependent
chemical calculation. The chemical abundances are then used to simulate molecular line
observations. In Chapter 5, we apply the chemical solver to a model of star cluster forma-
tion and in Chapter 6 we provide a summary of the main conclusions.
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Chapter 2
Method
2.1 Introduction
The simulation of observations necessitates the use of several different codes to model
the various physical and chemical processes. We begin with radiation (magneto) hydro-
dynamical modelling of the collapse of a molecular cloud core and the method used to
perform these calculations is presented in Section 2.2. The radiative transfer implemented
in the former method is frequency–independent and so we employ a Monte Carlo radia-
tive transfer technique to simulate the continuum and molecular line emission, which is
detailed in Section 2.3. We quantitatively compare the synthetic spectral energy distri-
butions with observations and describe the method used in Section 2.4. Chemical cal-
culations were performed to obtain abundances from which to model the molecular line
spectra. In Section 2.5 we detail the method for calculating chemical abundances.
2.2 Hydrodynamical modelling
2.2.1 Smoothed particle hydrodynamics
Toperform thehydrodynamicalmodellingweuse sphng (Bate et al. 1995; Bate 1995)which
employs the smoothed particle hydrodynamics (SPH) method. The SPH approach in-
volves modelling a fluid as a set of particles without requiring a grid. Particles represent
elements of fluid with equal masses and so there are more particles in regions of higher
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density, which naturally results in higher spatial resolution in regions of higher density.
This property makes SPH an ideal technique for modelling star formation since length
scales vary by up to 10 orders of magnitude and the density varies by up to 20 orders of
magnitude.
The Lagrangian equations of radiation hydrodynamics with gravity are
Dρ
Dt
= −ρ∇ · v, (2.1)
Dv
Dt
= −1
ρ
∇p−∇Φ + χρ
c
F, (2.2)
ρ
D
Dt
(
E
ρ
)
= −∇ · F−∇v : P+ 4piκpρB − cκEρE, (2.3)
ρ
Du
Dt
= −p∇ · v − 4piκρB + cκρE, (2.4)
∇2Φ = 4piGρ, (2.5)
whereD/Dt ≡ ∂/∂t+v ·∇ is the convective derivative, ρ is the density, v is the velocity, p
is the gas pressure, Φ is the gravitational potential, χ is the opacity, F is the radiative flux
which is discussed in Section 2.2.3, E, is the radiation energy density, P is the radiation
pressure tensor, κ is the opacity, B is the Planck function B = (σB/pi)T 4g , c is the speed of
light, u is the specific energy of the gas and G is the gravitational constant.
The values of properties such as density at the position of each particle are found by
interpolating values from neighbouring particles combined with a weighting, or kernel,
function. A quantity known as the smoothing length, h, determines which particles con-
tribute to the evaluation of the function at a given point. The spatial resolution depends
upon the number of SPHparticles in a given region, andhence the density. The smoothing
length should then change with the density to ensure that a similar number of neighbour-
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ing particles contribute to calculations in all regions. Since the density also depends upon
the smoothing length the two equations must be solved iteratively, as follows.
The density at a point or particle, a, is calculated through summation of the masses
of neighbouring particles, b, weighted with the kernel function,W :
ρ(ra) =
∑
b
mbW (ra − rb, ha), (2.6)
where ra−rb is the separation between particles a and b. The smoothing length of particle
a is
ha = η
(
ma
ρa
) 1
n
. (2.7)
Here η is a dimensionless, constant scaling parameter and n is the number of dimensions.
For our three–dimensional calculations η = 1.2 and n = 3.
Early SPH codes used a Gaussian kernel, however this has the disadvantage that all
particles contribute to the values at everypoint, even ifwith a very smallweighting. Spline
functions are normally used since these can be chosen to have a value of zero beyond a
particular radius and have continuous first and second derivatives as required. The kernel
function employed is the cubic spline, or M4 kernel, (Price 2012):
W (r, h) =
1
pih3

1− 32q2 + 34q3, 0 ≤ q < 1;
1
4(2− q)3, 1 ≤ q < 2;
0. q ≥ 2;
(2.8)
for q = |ra − rb|/h.
In order to simulate shocks, artificial viscosity, Πab, is required to ensure that the
bulk motion is converted to thermal energy after gas passes though a shock front and is
given by Equation 2.9:
Πab =

−αcabµab+βµ2ab
ρab
vab · rab < 0;
0 vab · rab > 0;
where µab =
hvab · rab
r2ab + η
2
. (2.9)
The artificial viscosity is controlled via two parameters, α and β, and the parameter η2
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is selected to prevent singularities while being small enough to stop the viscous term in
high density regions being smoothed too much (Monaghan 1992). For the cloud collapse
simulations we use the variable artificial viscosity of Morris and Monaghan (1997) where
αv ranges from 0.1 and 1.0 and βv = 2αv. cab is the average sound speed at a and b and
ρab is the average of the two densities.
The hydrodynamical equations are written using derivatives of the kernel, ∇W
(Monaghan 1992; Price 2012). For example, the momentum equation for particle a (c.f.
Equation 2.2) with constant smoothing length (ignoring gravity and radiation pressure)
is written as
dva
dt
= −
∑
b
mb
(
pb
ρ2b
+
pa
ρ2a
+ Πab
)
∇aWab, (2.10)
where p is the pressure, determined from the equation of state which is described later.
The equations are integrated for each particle via a second order Runge–Kutta-
Fehlberg integrator (Fehlberg 1969) and the particles are moved accordingly. Individual
timesteps are used and are calculated for each particle for each step (Bate et al. 1995). The
timestep depends upon the sound speed (and hence the density and coordinates), viscos-
ity and force terms (Monaghan 1992). Alternatively, the timestep can be set via a tolerance
on the change in the particle’s velocity, acceleration, internal energy and smoothing length
if this timestep is smaller than the former.
Two different models for radiation hydrodynamics are used in this thesis. First in
2.2.3 we outline the flux–limited diffusion method which is incorporated into sphng as
described in Whitehouse et al. (2005) and Whitehouse and Bate (2006) and in 2.2.4, the
inclusion of various physical processes of the interstellar medium as presented in Bate
and Keto (2015).
2.2.2 Magnetohydrodynamics
IdealMHD is incorporated into sphng using the formalism of Price andMonaghan (2005).
Magnetism is modelled by evolving the induction equation
D
Dt
(
B
ρ
)
=
(
B
ρ
· ∇
)
v, (2.11)
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whereB is the magnetic field, and adding the corresponding magnetic terms to Equation
2.2:
Dv
Dt
=
1
ρ
∇
(
P +
1
2
B2
µ0
− BB
µ0
)
−∇φ+ κF
c
. (2.12)
Divergence cleaning is implemented to ensure ∇ ·B = 0 (Tricco and Price 2012) and the
artificial resistivity of Tricco and Price (2013) is used.
2.2.3 Radiation hydrodynamics: Flux limited diffusion
The transfer of energy by radiation is included in the hydrodynamical model by evolving
the radiation energy density (Equation 2.3) and including terms for radiative feedback to
the momentum and energy equations (Equations 2.2 and 2.4). The flux–limited diffusion
(FLD) approximation allows radiative transfer to be calculated efficiently at the same time
as the hydrodynamics. FLD assumes that the radiation field is isotropic and that the flux
is proportional to the gradient of the radiation energy. A “flux–limiter” is implemented to
avoid the problem of the flux tending to infinity in optically thin regions (e.g. Whitehouse
et al. 2005).
In the FLD approximation, the Planck function is integrated over all frequencies so
the flux is written as
F = − c
3κRρ
∇E, (2.13)
with a frequency–independent grey opacity, κR the Rosselandmean opacity andE = aT 4r .
Here, c is light speed, a = 4σB/c, σB is the Stefan–Boltzmann constant and Tr is the radia-
tion temperature. This gives the correct flux in regions that are highly optically thick but
in optically thin regions κRρ→ 0 and the flux becomes unphysically large. Equation 2.13
can be written in the form of a diffusion equation (Levermore and Pomraning 1981) with
a dimensionless function known as the flux limiter which is adjusted to prevent the flux
becoming infinite. The flux becomes
F = −D∇E, (2.14)
where the diffusion constant is
D =
cλ
κRρ
. (2.15)
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The flux limiter of Levermore and Pomraning (1981) is used and is given by
λ(R) =
2 +R
6 + 3R+R2
, (2.16)
where R = |∇E|/(κRρE).
2.2.4 Radiation hydrodynamics: ISM heating and cooling processes
Dust and gas temperatures are only well coupled at higher densities (> 105 cm−3) (Burke
and Hollenbach 1983; Goldsmith 2001; Glover and Clark 2012b). The FLD method out-
lined in 2.2.3 workswell for the high density ISMwhere the dominant coolingmechanism
is dust emission and the dust and gas temperatures are well–coupled by collisions. In the
diffuse ISM, however, gas and dust temperaturesmay differ and other heating and cooling
mechanisms become important.
The second method of radiation hydrodynamics employed here is that of Bate and
Keto (2015), which was specifically designed for modelling the radiation hydrodynamics
of the low density ISM. Extra terms are added to the thermal energy and radiation en-
ergy equations for cosmic ray heating, heating due to the photoelectric effect, dust grain
heating, the thermal interaction of gas and dust via collisions, cooling due to atomic and
molecular line emission and electron recombination emission. Gas, dust and radiation
temperatures are evolved separately and separate dust and gas mean opacities are used.
Dust grains cool more effectively than gas but are also subject to heating by the interstellar
radiation field (ISRF).
In the cold neutral medium, atomic fine structure emission from oxygen and car-
bon are the major coolants. At higher densities (nH & 103 cm−3) cooling by CO emission
becomes more important than by C+. A simple chemical model is used to calculate abun-
dances of C+, C and CO so that fine structure cooling of C+ and CO line cooling can be
calculated. The chemical model requires the calculation of the visual extinction of the
ISRF which is found from the column density, as follows. The mean visual extinction is
〈exp(−Av)〉 = 1
4pi
∫
exp(−Av)dΩ, (2.17)
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where Av = ΣQv (V ). Σ is the column density in g cm−2 and Qv (V ) is the absorption
efficiency, calculated for light with awavelength of 550 nm. Wemake use of the calculated
mean visual extinction later in the chemical calculations as well.
The electron abundance is estimated through a simple parameterization for the cal-
culation of electron recombination cooling.
2.2.5 Equation of State
The pressure is determined through the ideal gas equation of state:
p =
TgRρ
µg
. (2.18)
Tg is the gas temperature, R is the gas constant and the mean molecular mass of the gas
µg = 2.38 for the molecular gas. The gas temperature is related to the specific internal
energy, u, and the specific heat capacity, cv, via Tg = u/cv. The heat capacity of Black
and Bodenheimer (1975) includes the dissociation of molecular hydrogen, the ionisation
of hydrogen and helium and the variation in the mean molecular mass with temperature.
The ionisation fractions of hydrogen and helium are calculated using the Saha equation.
2.3 Frequency–dependent radiative transfer modelling
The emission and transport of radiation must also be modelled in order to investigate
observational properties of objects generated in the hydrodynamical simulations. Firstly,
thermal emission can be simulated to calculate the luminosity and to generate continuum
images and spectral energy distributions (SEDs). Secondly, spectral line emission from
variousmolecular species can bemodelled, taking into account themotion of the emitting
gas and the opacity of the surrounding material at those particular wavelengths. These
calculations are not performed in the SPHcode because the radiative transfermethodused
there is frequency–independent. Instead we use torus , a grid–based radiative transfer
code which uses a Monte Carlo method to generate photons in a simulated astrophysical
object and model their transport to an “observer” (Harries 2000).
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2.3.1 Monte Carlo radiative transfer
The transport of radiation is described by the following equations, which must be inte-
grated to the edge of the grid to determine the radiation reaching an observer:
dIν
dτν
= −Iν + Sν , (2.19)
dτν = κνds. (2.20)
Iν is the specific intensity, τν is the optical depth for a specific frequency ν, κν is the ab-
sorption coefficient, ds is the path length element and the source function,
Sν = jν/κν , (2.21)
is the ratio of the emission coefficient to the absorption coefficient. The Monte Carlo
method involves calculating the probabilities of photon absorption, emission and scatter-
ing events and sampling the radiation with a large number of photon packets and follow-
ing their randomwalks through the grid. torus can calculate temperatures via a radiative
equilibrium calculation but this is not necessary here because the gas and dust tempera-
tures are obtained from the SPH models and there are no point sources of radiation (i.e.
stars). A detailed description of the features and operation of torus is given in Harries
et al. (2019).
The Monte Carlo approach employed by torus to calculate the transfer of radiation
has the following steps for each photon packet:
1. The grid cell locations for a photon packet of dust continuum emission are found by
sampling the probability density function of dust emissivities and then a random
direction is assigned to the photon packet.
2. The frequency of the photon packet is determined by sampling randomly from the
emission spectrum. For dust continuum emisson, this is the Planck function for the
temperature of the grid cell.
3. The photon packet is propagated for a random optical depth. The distance travelled
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therefore depends on the opacity.
4. A random number is compared with the albedo to determine whether the photon
packet is absorbed or scattered after this distance.
5. If the photon is absorbed, another photon is emitted at that same location with a
new random direction and a frequency obtained from sampling the emissivity at
that location. If the photon is scattered, the frequency remains unchanged and the
new direction is found from a Mie scattering phase matrix.
6. The photon packet is propagated for another random optical depth and so on, until
it leaves the grid.
The observer is placed at some distance outside of the grid. Photon packets arriving
at this observer from a predefined direction are collected to construct an image or other
observation.
2.3.2 SPH particle mapping and the grid
An adaptive mesh refinement (AMR) method is used in torus so that regions with den-
sities spanning several orders of magnitude can all be adequately modelled. The AMR
grid is created starting with a parent cell. If the mass contained within the cell, range of
densities or range of velocities exceeds some predefined criteria the cell is divided. Each
cell is divided recursively until the criteria are met. Here, SPH simulations are used so it
is necessary to map the quantities stored as SPH particles onto the grid. The method for
this is described in Rundle et al. (2010) and Harries et al. (2019), and tests of the accuracy
of the method were presented in Acreman et al. (2010b) and Acreman et al. (2010a). As
discussed in Section 2.2, SPH particles are assigned a smoothing length, h, which is used
to determine the distance over which the particles contributes to calculations of, for ex-
ample, density and acceleration. When the particles are translated onto a grid, this means
that particles outside a grid cell may contribute to the value of a quantity within it so it
becomes necessary to use a smoothing kernel function to calculate the contribution of each
particle to a point in a grid cell. The smoothing length of this function must be chosen
to include particles within a sufficiently large region while retaining computational effi-
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ciency. This is achieved by searching first of all within a defined maximum h then only
searching formore distant particleswhen no particles are foundwithin the region defined
by the first value of h.
2.3.3 Dust continuum and SEDs
To calculate dust opacities we need to specify the dust grain properties. The distribution
of grain sizes is set via the ISM power law size distribution function (Mathis et al. 1977)
n(a) ∝ a−q, (2.22)
with n(a) the number of particles of size a. Mathis et al. (1977) find q to be in the range
3.3 < q < 3.6 for various substances including graphite and silicates and so we take the
accepted ISM value of q = 3.5. The range of dust grain sizes for the distribution was
amin = 0.001µm to amax = 1.0µm, unless otherwise stated. The albedo and scattering
properties are also determined by the grain type, for which we use the silicate grain type
of Draine and Lee (1984).
SEDs are calculated following the method outlined in Section 2.3.1 except that each
time a photon packet is absorbed or scattered the probability of its reaching the observer
is calculated. The flux, weighted by this probability, is added to the observed SED. This
approach is far more efficient than recording only photon packets that are scattered or
emitted in the direction of the observer.
2.3.4 Molecular spectra
For calculating molecular line spectra the molecular abundances must first be known.
There are three ways to set the abundance in torus. Firstly, the abundance relative to H2
can be set to a uniform value across the whole grid. Secondly, a "drop model" can be
used to set normal and depleted abundance values which are selected for each grid cell
depending on its temperature and density. This is a simple way to approximate the effect
of freeze–out of species such as CO. Thirdly, chemical abundances can be read in from
the SPH particles if the hydrodynamical model has been post–processedwith a chemistry
model as described later in Section 2.5.
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The relative fractional level populations of the species are calculated via a statistical
equilibrium calculation, using the rate coefficients of collision and Einstein coefficients
taken from the LAMDA database of Schöier et al. (2005). We assume LTE because the
density in the simulated collapsing cloud is higher than the critical density for the species
and transitions considered. Next, the line emissivities and opacities can be found, which
enables torus to calculate the optical depths through the object for that particular transi-
tion.
The synthetic molecular line observations are produced by ray tracing rather than
the Monte Carlo method used for SEDs and continuum images. The ray trace begins at
the location of the observer and progresses through the grid until the far side is reached.
At each point the intensity Iν is updated (Harries et al. 2019):
Inewν = I
old
ν + Sν
(
1− e−dτν
)
e−dτtotal , (2.23)
where dτν is given by Equation 2.20. The source function is calculated from Equation 2.21
but the emission and absorption coefficients are multiplied by a line profile function φν
centred on the rest frequency, ν0. The line profile is given by
φν =
c
vturbν0
√
pi
exp
(
−∆v
2
v2turb
)
, (2.24)
where v2turb is found calculated from the thermal and non–thermal turbulent components
of the gas velocity and∆v is the equivalent velocity needed toDoppler shift ν0 to ν (Rundle
et al. 2010). The final intensity values in each direction are assembled for each frequency
bin to create a data cube.
2.4 SED photometry and fitting
After producing synthetic SEDs with TORUS as outlined above, we need to compare the
model SEDs quantitatively with those of observed FHSC candidates. It is necessary to
simulate photometry from the model SEDs in order to properly compare them with ob-
servations, which record the flux received in a particular bandpass of finite width. The
sensitivity of the instrument is not constant over the frequency range of the bandpass and
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this must also be accounted for. The method for performing the synthetic photometry
will first be described, followed by the fitting method.
2.4.1 Simulated Photometry
We calculated the monochromatic fluxes for each instrument by folding the model SEDs
with the instrument response functions1 and redistributing the flux over the assumed SED
shape following themethod of Robitaille et al. (2007)whichwe nowdescribe. Information
on the assumed SED for each instrument were taken from Mayne et al. (2012) and the
Spanish Virtual Observatory ( 2019).
For an instrument such as Spitzer IRAC which assumes a flat SED (νFν ∝ constant)
and measures the electron “count” in photon units (e−photon−1):
Fν0 [quoted] =
∫
Fν [model](ν0/ν)R(ν)dν∫
(ν0/ν)2R(ν)dν
. (2.25)
Here Fν [model] refers to the raw model flux, R(ν) is the spectral response function of the
instrument and ν0 is calculated from the central wavelength of the filter (ν0 = c/λ0). For
other instruments such as Spitzer MIPS which measure the electron “count” in units of
energy (e−/unit energy) and assume a 10 000 K blackbody spectrum:
Fν0 [quoted] =
∫
Fν [model]R(ν)dν∫
(ν/ν0)2R(ν)dν
. (2.26)
To implement Equations 2.25 and 2.26 we first need to extract the model values
within the instrument bandpass. Sometimes the nearest model point to the edge of the
band, as defined by the shortest or longest wavelength given in the spectral response func-
tion, is just outside of the band. If onlymodel valueswithin the bandwere used, wewould
not be integrating over the whole band and this leads to differences of ∼ 1 per cent in the
quoted flux. To resolve this, we interpolate the model flux values at the edges of the band
to ensure the flux is integrated over the full width of the band. This is achieved by lin-
1. Response functions were taken from the Spanish Virtual Observatory’s Filter Profile Service http://
svo2.cab.inta-csic.es/theory/fps3/( 2012; 2013), http://www.adamgginsburg.com/filters/bolocam_
passband.txt, http://www.eaobservatory.org/jcmt/instrumentation/continuum/scuba-2/filters/
and https://astro.uni-bonn.de/~bertoldi/projects/mambo/manuals.html.
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ear interpolation of the model values either side of these wavelengths. The value of the
response function at each of the model wavelengths is found by linear interpolation and
the integration is then performed using the trapezoidal rule. The trapezoidal rule is still
valid when used with the unequally spaced wavelength points in the model SEDs, unlike
alternative methods such as Simpson’s Rule. This integration was tested with half the
total number of model points and the difference in the calculated flux was found to be
< 1 per cent for λ ≥ 70µm and < 5 per cent for λ = 24µm. The similarity shows that the
trapezoidal rule is sufficiently accurate for this integration. There is a larger difference at
24µm because there are fewer data points within the filter bandpass and the model SEDs
are affected by Monte Carlo noise at these shorter wavelengths (because there are fewer
shorter wavelength photon packets). An additional advantage of integrating the flux over
a bandpass is that the Monte Carlo noise that is present at the shorter wavelengths is
averaged out.
This method is used for each model SED, however not all model SEDs have values
for λ < 20µm because the fluxes become very small (. 1× 10−6 Jy) at short wavelengths
for somemodels. For instrument bandpasses for which there is no data in themodel SED,
a value of zero is set for the flux. This is only the case for observations at λ < 20µm.
In cases where the model only covers part of an instrument bandpass we perform the
integration over the range of wavelengths available. The missing fluxes are mostly orders
of magnitude smaller and would therefore make only a negligible contribution to the
total flux. Nevertheless, we note which photometry values have been calculated from an
incomplete set of wavelengths.
Results from this photometry procedure were compared with those obtained from
the photometry routine of the SED fitting tool of Mayne et al. (2012). Photometry for nine
instruments was performed for a model SED with both codes and the resulting fluxes
differed by < 3.5 per cent. These percentage differences were all smaller than the typical
observational uncertainties and so we consider this method of synthetic photometry to be
reliable.
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2.4.2 χ2 fitting
Observed SEDs were compared to the complete set of model SEDs following a similar
method to that of Robitaille et al. (2007). We selected the models with the smallest χ2 -
per-point for the observed SED, where
χ2 =
1
N
N∑
i=1
(
Fobs,i − Fmod,i
σi
)2
. (2.27)
Fobs,i and Fmod,i are the observed and model fluxes respectively for each wavelength, σ is
the uncertainty in the observed flux andN is the number of observedwavelengths. Where
possible, all observed SED points are included in the χ2 calculation. In the cases where
there is a detection at a shorter wavelength than available in a givenmodel SED themodel
SED is discarded because the model flux would be many orders of magnitude lower than
required to provide a good fit to the observation. This only affects observations at λ <
24µm.
For observations where there are upper limits (Ui), models with Fmod,i < Ui are
assigned a χ2 contribution of zero. For models with Fmod,i > Ui, the χ2 contribution is
χ2 = −2 log (1− confidence), (2.28)
where the confidence is found from the stated observational uncertainty (Robitaille et
al. 2007). Where this is not reported we assume a 2σ upper limit and hence a confidence
of 0.9545. This treatment of the upper limits is not strictly statistically accurate but a better
method would require more complete data. Non–detections are reported in the literature
as an upper limit with an uncertainty, whereas it would be more helpful in this case to
use the actual measured flux and uncertainty, as argued byMayne et al. (2012). Literature
reports of upper limits provide no information on where the flux lies between zero and
the detection limit so we cannot make any assumptions andmust take the probability dis-
tribution of the “true” flux value to be constant below the quoted upper limit. The upper
limit itself has an associated uncertainty, which means that there is a finite probability
that the “true” flux value may lie above the quoted upper limit. A 5σ upper limit is a
“harder” upper limit than a 2σ upper limit: the “true” flux is less likely to be greater than
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the quoted upper limit. Equation 2.28 accounts for this by giving a higher χ2 weighting
to models exceeding the upper limit when the confidence in the upper limit is greater.
However, this still does not distinguish between a model value which exceeds the upper
limit only slightly and a value which is much greater than the upper limit.
Themodel SEDsmust be scaled to allow for differences in the masses and distances
of the sources and so each model SED is multiplied by constant values to minimise its χ2.
It is then these final χ2 values that are compared to determine the best fittingmodels. The
scaling is discussed in detail in Chapter 3.4.2. We do not consider reddening because this
effect is negligible at thewavelengths of the colddust emissionof pre-stellar cores. It is also
unnecessary to take into account background emission because this is effectively removed
when the background subtraction is performed as part of the photometry procedurewhen
processing the observations.
2.5 Chemical modelling
2.5.1 Overview
Chemical abundances were calculated by post–processing the hydrodynamical simula-
tions. In the ISM and pre–stellar cores, the densities and temperatures are very low
which means that reaction timescales are long and equilibrium chemistry is not appli-
cable. Chemical equilibrium is reached when the Gibbs free energy is minimised and
this requires that all forward and back reactions are able to occur, which is only possi-
ble when the temperature is high enough for activation barriers to be overcome (usually
T > 1000 K, Hincelin et al. 2016). Modelling chemical reactions in this regime therefore
requires a chemical kinetics approach.
The kinetics approach involves calculating the rates of all of the chemical reactions.
These equations may be functions of temperature, visual extinction, or cosmic ray ionisa-
tion rate, depending on the type of reaction, and the details of how the rates are calculated
can be found in Section 2.5.2. The reaction rates are multiplied by the abundances of the
reactants to give the rate of change of the chemical abundances. For each chemical species,
the rate of change of abundance is calculated by adding together the rates of production
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and destruction of that species from every reaction in which it is involved. This gives a
set of ordinary differential equations which must be solved for a prescribed timestep to
calculate new abundances.
In this section, we describe the chemical solver used here (Section 2.5.3), the chemi-
cal network (Section 2.5.2) and the implementation of the chemistry from the SPHmodel.
2.5.2 Chemical network
Different types of chemical reactions become relevant in different environments. For ex-
ample, in regionswhere there is a highUVflux, such as near a protostar, photodissociation
reactions will be dominant. Therefore, an appropriate chemical network should be found
for the conditions to be modelled.
In this work, the KIDA 2011 network of gas–phase and grain charge transfer reac-
tions is used (Wakelam et al. 2012). This network is designed for calculating ISM chem-
istry and contains reactions for the temperature range 10 - 800 K, although it has only been
tested up to 300 K. The temperature in the hydrodynamical models only exceeds 300 K
within the FHSC itself at r . 3 AU at the time of stellar core formation and only exceeds
800 K within 1 AU. These scales are unobservable due to the high densities (see Chapter
3) and so this network is appropriate to use here.
We combine the gas–phase KIDA 2011 network (Wakelam et al. 2012), including
grain charge transfer reactions, with gas–grain reactions from the network of Reboussin
et al. (2014) which was based on that of Garrod et al. (2007). This includes adsorption
reactions and both thermal desorption reactions and desorption induced by cosmic rays.
The KIDA 2011 network was chosen over the 2014 network because it better matches the
observed abundances of a greater number of species that we wished to model (with the
exception of SO) (Wakelam et al. 2015). This gives a gas–grain network of 7009 reactions
and 651 chemical species, where species frozen out onto the grain surface are counted sep-
arately. We neglect grain surface reactions, and therefore also desorption via exothermic
surface reactions, to simplify the calculations and because they are much less significant
for the simplermolecules considered here. The exception is the formation ofH2, forwhich
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Table 2.1: Formulae for calcualting gas–phase reaction rate coefficients. α, β and γ are coefficients taken from
a chemical network. ζ is the cosmic ray ionisation rate (unit s−1), Av (in magnitudes) is the visual extinction
and T (K) is the gas temperature.
Reaction Type Formula ID number
in network
Cosmic ray ionisation k = αζ 1
Photodissociation k = αeγAv 2
Modified Arrhenius k(T ) = α(T/300)βe−γ/T 3
Ion polar 1 k(T ) = αβ(0.62 + 0.4767γ(300/T )0.5) 4
Ion polar 2 k(T ) = αβ(1 + 0.0967γ(300/T )0.5 + γ
2
10.526
300
T ) 5
we use the parameterization of theKIDA2011 network. InAppendixAwe compare abun-
dances calculated with the KIDA 2014 network and find no significant differences that
would affect the modelling in this thesis.
2.5.2.1 Reaction equations
The formulae for calculating rates of the gas–phase reactions from the coefficients pro-
vided by the chemical network are summarised in Table 2.1. It is also possible to formu-
late gas–grain and grain surface reactions such that they can be implemented in a similar
manner to the gas–phase reactions (Hasegawa et al. 1992). For this, the adsorbed species
are treated as separate species with their own abundances and we detail the method for
including gas–grain reactions in the following two sections.
Ionisation by cosmic rays and cosmic ray induced far ultra-violet (FUV) photons is
calculated via Equation 1 in Table 2.1. This assumes a cosmic ray ionisation rate of ζCR =
1.3× 10−17 s−1.
Photodissociation reactions occur on the absorption of a photon. The rate is found
using equation 2 in table 2.1. The coefficient α in the network used here is calculated for
theDraine (1978) ISRF. The visual extinction takes into account the attenuation of the ISRF
by dust continuum absorption and is obtained from the SPH output from calculating the
column density to the edge of the cloud.
2.5. CHEMICAL MODELLING 43
2.5.2.2 Adsorption onto grain surface
Adsorption reactions result in the “freeze-out” of species onto the surface of dust grains.
The rate of adsorption of a species onto the grain surface is
kads(i) = σd〈v(i)〉nd, (2.29)
where σd is the cross–section of the dust grain and nd is the dust grain number density
(e.g. Hasegawa et al. 1992). We assume a grain radius of a = 0.1µm and a dust-to-gas
mass ratio of 1:100. 〈v(i)〉 is the mean thermal velocity of the species:
〈v(i)〉 =
√
8kBT
piµ(i)mp
, (2.30)
where kB is the Boltzmann constant, T is the gas temperature, µ(i) is the reduced mass of
species i andmp is the proton mass. Here we approximate µ(i)mp to the molecular mass.
We implement the rate equationwith kromeusing the formalismofHasegawa et al. (1992),
multiplying by the species number density at runtime.
2.5.2.3 Thermal desorption
Ices are deposited on the surface of dust grains with a layered onion–like structure. Ther-
mal desorption does not therefore occur at a single temperature because, in addition to
the simple solid phase, molecules such as CO may be adsorbed onto the H2O ice sur-
face, trapped in pores in the H2O ice or adsorbed onto other ices Collings et al. (2004)
and Collings and McCoustra (2012). Some desorption may occur as molecular species
with lower desorption temperatures are released into the gas phase (e.g. Muñoz Caro
et al. 2010). "Volcano desorption" occurs as the crystal structure of H2O ice changes and
molecules trapped in pores in the ice are released (Smith et al. 1997). After the desorption
temperature of the pure solid phase molecule has been reached, molecules may remain
bound to H2O ice and are released at a higher temperature when the H2O ice sublimates
(Collings and McCoustra 2012).
For this work, we do not treat grain surface structures or chemistry and so we as-
sume that thermal desorption occurs at a single temperature. The rate of thermal desorp-
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tion of a species (i) from the grain surface back to the gas–phase is given by
kdes(i) = ν0(i) exp
(
−ED(i)
Tg
)
, (2.31)
where ED(i) is the desorption energy of species i (in Kelvin2) and Tg is the temperature
of the dust grain. The values of desorption energy for an H2O ice grain surface were
taken from the Kinetic Database for Astronomy (KIDA)3 (Wakelam et al. 2012; Wakelam
et al. 2015). The characteristic vibration frequency for the adsorbed species i is
ν0(i) =
√
2nsED(i)
pi2m(i)
, (2.32)
where ns is the surface density of binding sites (we use 1.5× 1015 cm−2 following Re-
boussin et al. 2014) andm(i) is the mass of species i in grams.
2.5.2.4 Cosmic ray desorption
The temperature of a dust grain is raised after it is hit by a cosmic ray and this can also
lead to desorption of grain surface species. A cosmic ray is assumed to transfer 0.4MeV to
a dust grain, which heats the 0.1µm grain to a peak temperature of 70 K (Leger et al. 1985).
The rate of cosmic ray desorption is given by the desorption rate for a grain temperature
of 70 K scaled by the fraction of time the grain spends at 70 K, f(70 K) (Hasegawa and
Herbst 1993):
kCR(i) = f(70 K)kdes(i, 70 K). (2.33)
f(70 K) is found from the ratio of the timescale for the cooling by evaporation of volatiles
to the time between cosmic ray hits causing the heating to 70 K. For a cosmic ray ionisation
rate of ζ = 1.3× 10−17 s−1, f(70 K) ≈ 10−5 s/106 yr ≈ 3.16×10−19 (Reboussin et al. 2014).
2.5.2.5 H2 formation
The formation of molecular hydrogen takes place on the surface of dust grains. The ap-
proximation of the KIDA 2011 network is used which considers H2 formation to be a two–
2. Strictly speaking this value is ED/kB
3. http://kida.obs.u-bordeaux1.fr/
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stage process. First, atomic hydrogen is adsorbed with the following rate:
kH,acc = pia
2
√
8kBT
pimH
nd. (2.34)
With the grain radius a = 0.1 µm, Equation 2.34 becomes
kH,acc = 7.92× 10−5
√
Tgas
300.0
nd. (2.35)
The number density of dust grains, nd, is set from the dust–to–gas ratio and the total gas
density, which is provided in the call to krome. This avoids any issues caused by the
number density of dust grains in the calculation varying during the iteration.
The second step considers the reaction of hydrogen atoms on the dust grain to pro-
duce H2. The molecular hydrogen is then assumed to be immediately released into the
gas phase. The rate equation for this process is
kH2,form =
ν0 exp (−Eb/kBT )
Nsnd
, (2.36)
where ν0 is defined in Equation 2.32withED/kB = 450K,Eb is the surface binding energy
and Ns is the number of binding sites per grain. Taking Eb/kB = 225 K and Ns = 106
Equation 2.36 becomes
kH2,form =
8.64× 106
nd
exp (−225.0/Tgas) . (2.37)
2.5.3 The chemical solver and implementation from SPH models
The chemical calculations were performed using krome (Grassi et al. 2014), which is a
publicly available code for solving the kinetic equations of non–equilibrium gas–phase
chemistry and is basedon thedlsodes solver (Hindmarsh 1983). kromeuses aPython script
to generate the Fortran routines for a given network file that contains the list of reactions
and their rates or equations for calculating the rate. This script produces an equation for
the rate of change of each chemical species using the reaction rate coefficients from the
network and the number densities from the initial abundances or the previous iteration.
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This provides the set of ordinary differential equations to be passed to the solver when
krome is run.
These rate equations for first–order reactions such as photo-dissociation for chemi-
cal species i take the form
Ri = kini, (2.38)
and for second–order reactions the reaction rate Rij is
Rij = kijninj . (2.39)
Here, ki and kij are the rate coefficients, calculated according to the type of reaction as
described in Section 2.5.2.1, and ni and nj are the number densities of species i and j
respectively.
There are a number of types of reaction already provided with krome but we input
the equations in Section 2.5.2.1 separately as “user” equations to be certain that they are
correct for the network. The KIDA network is formatted differently to that required by
krome. Themain difference is that the KIDA network contains a set of coefficients for each
reaction and a number specifying the formula that should be used for calculating the rate
whereas thekromenetwork requires the rates, or the formulae for calculating them. Before
running krome to generate the Fortran subroutineswemust first reformat the network and
pre–calculate the rates as far as possible. krome is compiled as a library so that the solver
and other chemistry related functions can be easily be called from a simple 0-D code to
evolve initial abundances or from a code handling SPH files.
Several quantities must be passed to krome to evolve the chemical abundances.
Firstly, the initial number density (or mass fraction) of each species. The gas density is
also required if mass fractions are used. The gas temperature, visual extinction and cos-
mic ray ionisation ratemust also be set when krome is called. The UV flux is accounted for
in the rate coefficients given by the chemical network as will be discussion in Section 2.5.2.
In the sphng output, each particle has a certain density, temperature and visual
extinction among other values so it is straightforward to call krome for each particle. The
2.5. CHEMICAL MODELLING 47
visual extinction, Av, and dust temperature, Tdust, are set in krome for each particle so
that they are available for use in the rate equations. The loop over all particles for calling
the chemical solver was parallelised using openmp and MPI, for which the particles were
simply distributed over several compute nodes.
We calculate pseudo–time–dependent chemistry as a post–process by running
krome for all SPH particles in subsequent dump files and using the chemical abundances
calculated for the previous dump as the initial abundances for the next. First initial
abundances are assigned to every particle. These may be elemental abundances or pre–
calculated abundances. Next, the new values of ρ, Tgas, Tdust and Av are obtained from
the next timestep from the hydrodynamical model and the new chemical abundances are
calculated for the time between current and previous timesteps.
It is not always necessary to calculate the chemical abundances for every hydro-
dynamical timestep when there are only small changes in temperature and density. For
this reason, we can set a minimum chemistry timestep. For the cloud collapse models the
minimum chemistry timestep is set relative to the local free–fall time
δt =
1
3
tff , (2.40)
where the free–fall time is defined as
tff =
√
3pi
32Gρ
. (2.41)
The chemistry timesteps therefore become shorter as the maximum density increases.
The chemical model fails to converge where ρ & 10−10 g cm−3. This value is ex-
ceededmidway through the FHSC phase only within 2-3 AU of the centre, or within 8 AU
near midplane of the disc in the RHDmodel. To handle this, if the chemistry fails to con-
verge for a particle, the chemistry timestep for that particle is halved. If the chemistry
does converge with this smaller timestep krome is called a second time for that particle
with the same half–timestep such that the chemistry is evolved for the same net timestep.
If the chemistry does not converge with the smaller timestep, the previous abundances
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are retained and the number of times the particle has failed to converge is recorded. If a
particle has failed to converge five times or if ρ > 10−10 g cm−3 the chemistry calculation
is skipped and the current abundances are retained. All unconverged particles lie inside
the FHSC and, for the RHDmodel, comprise only 1.7 per cent of the total mass during the
FHSC stage and 2.8 per cent of the total mass after stellar core formation. These values
are very similar for the MHD model. Since we are interested in modelling observational
properties, the chemistry of the centre of the FHSC is inconsequential because the FHSC
is extremely optically thick and submillimetre emission from this region would be repro-
cessed before reaching the observer.
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Chapter 3
Modelling SEDs of candidate first
hydrostatic cores
This chapter, except for Sections 3.4.5 and 3.4.6, form the basis of the paper ’What can the
SEDs of first hydrostatic core candidates reveal about their nature?’ (Young et al., 2018,
MNRAS, 474, 800-823). The results described in Sections 3.4 and the related paragraphs
of the Discussion (Section 3.5) differ slightly from the paper as we changed the criterion
for selecting model SEDs.
3.1 Introduction
A commonly usedmethod for classifying pre– and protostellar sources is tomeasure their
SEDs and compare them to model SEDs generated from simple analytical models of the
protostar, disc and envelope. Synthetic observations of the FHSC produced so far have
not provided a clear picture of how to distinguish the FHSC from a starless core or a
very young protostar using just its SED. SEDs can be produced from existing survey data
therefore it would be useful to be able to use this to select targets for further observations.
In this chapter we explore the differences in the SED of FHSCs at various evolution-
ary stages andwith different properties with the aim of determiningwhether the SED can
shed light on the nature of FHSC candidates. As far as we are aware, there have been no
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Figure 3.1: Temperature profiles during the collapse of initially static cores computed using the RHD1model
with initial temperatures 7K, 10K and 15K, and for the RHD2 model. Snapshots are plotted when the
central density is 1× 10−12 g cm−3, 5× 10−11 g cm−3, 1× 10−9 g cm−3 and 1× 10−4 g cm−3 in each panel.
The temperature rises significantly only in the central ∼ 10AU and at r > 200AU the temperature does not
change significantly throughout the FHSC and the second collapse stages. For the RHD2 model, note the
increase in temperature at radii > 800AUwhere there is less extinction of the ISRF.
other attempts to fit synthetic SEDs to particular observations of candidate FHSCs. Ro-
bitaille et al. (2007) produced a large set of synthetic protostar SEDs to create a fitting tool
based on a χ2 fitting method that observers can use to help interpret their observed SEDs.
Here we adopt a similar systematic method to fit the SEDs of five candidates reported in
the literature, five newly identified FHSC candidates in Serpens South and five candidates
recently identified inOrionwithmodel SEDs to testwhether the SED can place constraints
on their properties therefore help to better target sources designated as FHSC candidates
for further observation.
3.2 Method
Weperformed 3-D radiation hydrodynamical (RHD) simulations of the collapse ofmolec-
ular cloud cores to stellar core formation. These simulations are similar to those of
Bate (2011) and Bate et al. (2014) and were performed for cores of different initial masses,
rotation rates and radii. A few calculations were performed with magnetic fields, mod-
elled with ideal magnetohydrodynamics (MHD). We also investigated the effect of an al-
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ternative method of radiative transfer within the RHDmodel and of varying the external
radiation field. Snapshots from thesemodelswere used as input for frequency–dependent
radiative transfer modelling to produce synthetic SEDs. In the radiative transfer code we
varied the dust grain properties and the viewing inclination.
3.2.1 Hydrodynamical models
Throughout this paper, we refer to theRHDmethoddeveloped byWhitehouse et al. (2005)
andWhitehouse and Bate (2006) as RHD1 (see Section 2.2.3). Thismodel treatsmatter and
radiation temperatures separately and performs radiative transfer using the flux–limited
diffusion approximation. In these simulations the initial temperature is uniform and the
boundary temperature is set equal to the initial temperature. As the core collapses and
evolves, the central regions heat faster than the outer regions giving rise to the evolution in
temperature profile shown in Fig. 3.1 for a non-rotating case. The majority of the infalling
envelope remains cold throughout the FHSC phase.
We repeated calculations with the RHD model developed by Bate and Keto (2015)
(hereafter RHD2, see Section 2.2.4) to compare the resulting SEDs from this more physical
model with the simpler RHD1 model. In the RHD2 model, the initial gas and dust tem-
peratures are the equilibrium temperatures calculated from the ISM heating and cooling
processes. Initially, the temperature is lowest at the centre of the core due to extinction
of the ISRF. Fig. 3.1 (lower right) shows the temperature profiles during the subsequent
evolution of the core. As core collapse progresses, the centre heats up and warms the
inner regions but a cold region remains between the internally heated central region and
the outer regions of the core at r & 800 AU which are heated by the ISRF.
3.2.1.1 Initial conditions
The simulations startwith a Bonnor-Ebert sphere forwhich the critical ratio of central den-
sity to density at the outer boundary is 14.1:1. A Bonnor-Ebert sphere has a density profile
calculated for a self–gravitating fluid sphere in hydrostatic equilibrium and at pressure
equilibrium with the outer boundary, which in this case is the ISM. We use an unstable
density ratio of 15.1. Unless otherwise stated, the initial mass was 1 M and the initial
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Table 3.1: A summary of the radiation hydrodynamical models performed. The parameters used in the
hydrodynamical simulations to investigate the effect of changing the initial temperature, incident ISRF, mass,
initial rotation, initial radius and magnetic field strength on the SED are listed in the respective rows. (a)
The incident ISRF is changed by adding an additional boundary of molecular gas, expressed in terms of the
column density of molecular hydrogen. (b) The MHD models employ the radiative transfer treatment of
RHD2.
Parameter Values tested Values of fixed parameters
Temperature
7 K
RHD1 1 M 4700 AU β = 010 K
15 K
ISRFa
none
RHD2 1 M 4700 AU β = 0
1× 1020 cm−2
2× 1020 cm−2
5× 1020 cm−2
1× 1021 cm−2
5× 1021 cm−2
Mass
0.5 M 3700 AU
RHD2 β = 01 M 4700 AU
2 M 5900 AU
5 M 8000 AU
Rotation
β = 0 RHD1
(10 K)
&
RHD2
1 M 4700 AU
β = 0.01
β = 0.05
β = 0.09
Radius
2000 AU
RHD2 1 M β = 0
6000 AU
10 000 AU
11 400 AU
Magnetic Fieldb µ = 5 RHD2 1 M 4700 AU β = 0.005µ = 20
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radius was 7.0× 1016 cm (0.023 pc, 4680 AU). These calculations were performed with a
resolution ranging from 2.6× 105 to 5× 105 SPH particles.
Wemodelled the collapseof amolecular cloudcoreunderdifferent initial conditions
to investigate differences in the SEDs. To explore the effects of initial temperature, we
used RHD1 with uniform initial temperatures of 7 K, 10 K and 15 K and RHD2 for a non–
rotating 1 M core. We also varied the column density at the boundary in RHD2 to alter
the intensity of the ISRF.
To investigate the effects of mass we modelled the collapse of non-rotating cores
of masses 0.5 M , 1 M , 2 M and 5 M , and radii of 5.56× 1016 cm (3700 AU),
7.0× 1016 cm (4700 AU), 8.82× 1016 cm (5900 AU) and 12.0× 1016 cm (8000 AU) respec-
tively. The radii were chosen to maintain a constant initial central density of
ρmax = 1.38× 10−18 g cm−3. This better reflects conditions in the interstellarmedium than
keeping a constant radius, sincemoremassivemolecular cloud cores have larger radii (e.g.
Larson 1981). RHD2 was used for these calculations.
To investigate the effects of rotation we modelled the collapse of 1 M cores with
RHD2 for different initial rotation rates. The initial angular velocity is set through the
ratio of rotational energy to gravitational potential energy β = Erot/Egrav. Here we used
the values β = 0, 0.01, 0.05 and 0.09. These simulations were also repeated with RHD1
with a uniform initial temperature of 10 K for the comparison with observations and this
is described in greater detail in Section 3.4.1.
We also performed collapse simulations of non-rotating 1 M cores with different
initial radii, but with the same ratio of central density to density at the outer boundary
of 15.1:1, as for the other simulations. Thus, these cores have different mean densities.
The additional initial radii chosen were 3.0× 1016 cm (2000 AU), 9.0× 1016 cm (6000 AU),
11.0× 1016 cm (7400 AU), 15.0× 1016 cm (10 000 AU) and 17.0× 1016 cm (11 400 AU). The
central density of the cores then ranged from 1.1× 10−16 g cm−3 for the smallest core to
5.9× 10−19 g cm−3 for the 17.0× 1016 cm core. RHD2 was used for these calculations.
Lastly,weperformed radiationmagnetohydrodynamical (RMHD) simulations. The
simulations use a similarmethod to those of Bate et al. (2014), but herewe use the radiative
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transfer and ISRF treatment of Bate andKeto (2015). The RMHDsimulations had an initial
rotation corresponding to β = 0.005 because rotation is necessary for the formation of an
outflow. The initial mass-to-flux ratios usedwere µ = 5 and µ = 20, with a total core mass
of 1 M and initial radius of 7.0× 1016 cm. These simulations used a resolution of 106
SPH particles.
A summary of the hydrodynamical models is shown in Table 3.1.
3.2.1.2 Core collapse and FHSC evolution
The evolution of the collapsing core occurs in four stages: first collapse, FHSC phase,
second collapse and stellar core formation. The evolution of the maximum density and
temperature for cases computed using both RHD1 and RHD2 are shown in Fig.
At ∼2000 K (central density of ∼10−7 g cm−3), molecular hydrogen begins to disso-
ciate and the second collapse begins. The stellar core is formed after second collapse at a
central density of ∼10−3 g cm−3 but its temperature and density continue to rise rapidly.
We selected snapshots representing the major phases in FHSC formation and evo-
lution from the RHD simulations for SEDmodelling. These are defined by the maximum
density, as shown in Fig. 3.3, and give six snapshots (a to f): before FHSC formation; early-,
mid- and late-FHSC phase; and two during second collapse. For some figures, we also
show the snapshot just after the formation of the second (stellar) core at ρmax =10−2 g cm−3
(snapshot g).
3.2.2 Modelling SEDs
Synthetic SEDswere created from the RHDmodels using torus for snapshots of the entire
molecular core, including the FHSC and infalling envelope. We altered the dust grain size,
dust grain type and inclination of the core relative to the observer to investigate the effects
on the SEDs. The range of dust grain sizes used for calculating the grain size distribution
with Equation 2.22 was amin = 0.001µm to amax = 1.0µm. We then altered the maximum
(amax) in the range 0.5µm to 1000µm in separate simulations. SEDs were simulated for
two different grain types: the silicate grain of Draine and Lee (1984) and the amorphous
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Figure 3.2: Evolution of the maximum temperature and density of the core for RHD1 models with uniform
initial temperatures of 7K and 10K, and for the RHD2model. For the RHD2models, prior to the formation of
the first core, the gas temperature is highest in the outer regions due to heating from the ISRF so we plot both
the evolution of themaximum temperature, RHD2, and the temperature at the centre of the core, RHD2(cen).
The core collapse proceeds fastest under the RHD2 model and an increase in initial temperature slows the
collapse due to the additional thermal pressure. In each case, the FHSC forms and collapses at similar values
of maximum density.
29 30 31 32 33 34 35 36 37 38
Time (103  years)
10-16
10-14
10-12
10-10
10-8
10-6
10-4
10-2
D
e
n
si
ty
 (
g
 c
m
−3
)
a) 10−12
b) 5×10−11
c) 10−9
d) 10−8
e) 10−6
f) 10−4
g) 10−2
Figure 3.3: Evolution of the maximum density of a collapsing 1 M core with initial rotation β = 0.09 from
the RHD2 model. The values of the maximum density used to select each snapshot for simulating SEDs are
indicated in g cm−3. Snapshot (a) occurs just before FHSC formation and snapshot (d) is taken just before the
onset of second collapse.
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Figure 3.4: Synthetic images of the non-rotating FHSC from RHD2 at four commonly observed wavelengths.
The images are each 1.1′′ across which corresponds to 286AU at 260 pc. The 70µm flux is emitted only in the
warm central regions. The 450µm and 850µm images are dominated by emission from close to the FHSC,
since the lower opacity allows radiation from deeper inside the core to escape, but there is also a significant
contribution from emission from the cold envelope. The 70µm and 160µm images are affected by Monte
Carlo noise because the emission from the envelope is very low.
carbon grain type of Zubko et al. (1996).
For all model SEDs, a distance of 260 pc was used because this was the best estimate
of the distance to the Serpens South molecular cloud (Straizys et al. 2003), the region in
which the new candidate FHSCs are located, at the time of simulating the SEDs. Rescaling
for a different distance is straightforward andwe exploit this when fitting to observations.
3.3 Results I: SED variation with core properties
In this section we describe the effects of various initial conditions and parameters on the
evolution of the SED. These simulations were performed with no rotation, no magnetic
field, a total core mass of 1 M and an initial radius of 7× 1016 cm (4700 AU) using the
RHD2 model unless otherwise stated. The SEDs were produced for a distance of 260 pc
and an inclination of 0°, with silicate type dust grains following the size distribution of
q = 3.5 between amin = 0.001µm and amax = 1.0µm unless otherwise stated. SEDs are
plotted with a flux scale cut off approximately an order of magnitude below the typical
observational sensitivity of Spitzer at 24µm.
3.3.1 Interpreting the SED
As is the case for many astrophysical objects, flux from a dense core is not emitted from a
single “photosphere” at all wavelengths. It is useful to estimate where most of the flux at
the observed wavelengths is emitted in order to understand the results in the following
sections. The opacity depends upon the density and temperature of the dust, as well as
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Figure 3.5: Radial average intensity profiles for the images of a non-rotating FHSC from RHD2 shown in
Fig. 3.4 at four commonly observed wavelengths. The flux intensity profiles are normalised to the intensity
in the centre of the FHSC image at each wavelength. The flux peaks more sharply at longer wavelengths
because more of the observed flux was emitted from deeper within the core. There is also more emission
from the cold envelope at the longer wavelengths.
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Figure 3.6: Synthetic images of the rotating FHSC from RHD1 with initial temperature of 10K and initial
rotation corresponding to β = 0.05 at fourwavelengthswith i =0° (face on) images above and i =90° images
below. The images are each 1.1′′ across which corresponds to 286AU at 260 pc and logarithmic scaling was
used. Longer wavelengths allow us to see deeper into the core and distinguish smaller scale structures. At
i = 90° the observed 70µm flux is emitted in the optically thin regions above and below the disc and the disc
itself appears dark. The 70µm and 160µm images have a poorer resolution because most of the emission is
coming from > 20AU from the centre where the AMR grid resolution is coarser.
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the dust properties such as grain size and composition and the wavelength of the incident
radiation. The density and temperature vary by several orders of magnitude and silicate
dust grains sublimate at ∼1500 K, causing the opacity to vary significantly as a function
of radius and time.
The observed flux will be dominated by radiation from the smallest radii it can
“escape” from, i.e. the photosphere. Masunaga et al. (1998) andOmukai (2007) discuss the
locations of the photospheres in a pre-stellar core at different wavelengths in detail based
on optical depth calculations. We produced synthetic images at the commonly observed
wavelengths of 70µm, 160µm, 450µm and 850µm from a calculation of a non-rotating,
and hence spherically-symmetric, early FHSC using RHD2. These objects are very faint
at 24µm so we did not produce images for that wavelength. The images shown in Fig. 3.4
show which structures are observed at each wavelength and, hence, which parts of the
object contribute to the SED at each wavelength. We see in Figs. 3.4 and 3.5 that the 70µm
flux is emitted in the central regions of the core but the flux does not peak as sharply at
the centre as for longer wavelengths. The opacity is higher at 70µm and flux emitted from
the very centre is obscured. Consequently, the FHSC is not directly visible at wavelengths
shorter than ∼800µm since it lies beneath the effective photospheres. The total flux at
850µm is dominated by emission from the cold envelope but, since the opacity is low, the
smaller structures in the warmer regions are distinguishable and the non-rotating source
in Fig. 3.4 appearsmore compact. In reality, rotational structures are ubiquitous sowe also
present synthetic images of an FHSC from the model with initial rotation β = 0.05 using
RHD1 and a uniform initial temperature of 10 K in Fig. 3.6. This calculation produces a
rotationally unstable FHSCwhich goes bar-unstable and develops trailing spiral arms (c.f.
Bate 1998). With rotation, the optical depth is reduced along the axial direction (i = 0°),
which means that the observed flux is emitted from closer to the FHSC boundary than
for the non-rotating core and we can see the central spiral morphology. At i = 90° the hot
central core is completely obscured at 70µm and the observed flux at this wavelength is
emitted in the lower density regions above and below the disc. At longer wavelengths the
opacity decreases and a more compact structure is observed.
In summary, for all observedwavelengths the total flux is dominated by the regions
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Figure 3.7: SED evolution for the collapse of cores of initial temperatures 7K, 10K and 15K and for the RHD2
model (initial temperatures determined from exposure to the ISRF) with an additional boundary column
density of 5× 1021 cm−2, 5× 1020 cm−2, and an unattenuated ISRF. SEDs are from snapshots where the
central density is 1.4× 10−18 g cm−3 (the initial conditions, blue dotted lines), 1× 10−12 g cm−3 (blue dashed
lines), 5× 10−11 g cm−3 (solid black lines), 1× 10−9 g cm−3 (dashed black lines), 1× 10−4 g cm−3 (red dotted
lines) and 1× 10−2 g cm−3 (red dashed lines). The SEDs show less evolution for awarmer initial temperature
because the initial SED is already brighter. Similarly, the RHD2 SEDs show less evolution with increased
exposure to the ISRF.
surrounding the FHSC. It is therefore the temperature structure of this warm region out-
side the FHSC and the wider envelope that affects the shape of the SEDwhich means that
temperature differences within the FHSC are to a large extent irrelevant. This is what
we consider in the following sections when comparing differences between SEDs of cores
formed under different initial conditions.
3.3.2 Initial core temperature and external radiation
The temperature structure of the core changes as the object evolves and this directly affects
the flux at each wavelength reaching an observer. We investigate the SED evolution first
with cloud cores of uniform initial temperatures of 7 K, 10 K and 15 K using the RHD1
model and secondly, with a cloud core subjected to an interstellar radiation field (ISRF).
We also compared the SED evolution of cores exposed to different ISRF intensities.
Fig. 3.7 shows the evolution of the SEDas core collapseprogresses fromfirst collapse
(ρmax =10−12 g cm−3), through the FHSC stage, to second collapse (ρmax =10−4 g cm−3)
with the RHD1 model for the three values of initial temperature, as well as for the RHD2
model. For a higher initial temperature the SED is brighter and peaks at a shorter wave-
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Figure 3.9: SEDs for the initial conditions (top) and at ρmax = 10−9 g cm−3 for non-rotating protostellar cores
with different column densities at the boundary to reduce the ISRF, defined by the column number density
of molecular hydrogen (cm−2) shown in the legend.
3.3. RESULTS I: SED VARIATION WITH CORE PROPERTIES 61
length early on in the collapse. As the core evolves and the FHSC forms the SED peak
shifts to shorter wavelengths (Fig. 3.7, top row). For the cores with higher initial temper-
atures, there is less variation in the SED as the object evolves and we see that for an initial
temperature of 15 K (Fig. 3.7, lower left panel) the SEDs are identical throughout, even to
second collapse. This result indicates that, for warmer pre-stellar molecular cloud cores,
no information can be gained from the SED as to its evolutionary state.
The differences in SED evolution between the cores with different initial temper-
atures suggests there must be differences in their radial temperature profiles. From the
radial temperature profiles shown in Fig. 3.1 we can see that the FHSC has not heated gas
beyond a radius of about 300 AU above its initial temperature in the 7 K case whichmeans
that the envelope remains colder than that of the 15 K core even to the second collapse
phase when the central temperature quickly rises by several thousand Kelvin. The higher
temperature of the envelope in the 15 K case leads to increased emission from larger radii
and the photospheres will then be at a larger radii, where there is less heating from the
FHSC. This effect is stronger at shorter wavelengths since the low density gas is still opti-
cally thin for λ > 700µm. For a higher initial temperature, the regions probed by shorter
wavelengths will therefore have a smaller temperature variation as the core evolves. Be-
cause of this and because much of the material is initially hotter, the SED displays less
evolution.
There is also a difference in the shape of the FHSC SED for different initial temper-
atures. The SEDs of the warmer cores are closer to a single–temperature blackbody curve
whereas the SEDs of the 7 K case become steeper at shorter wavelengths and flatter to
longer wavelengths as the core evolves. Omukai (2007) also report SEDs of this shape and
explain that it is due to the interplay of increasing optical depth with decreasing wave-
length and decreasing temperature at larger radii. The photospheres of the cooler cores
are nearer the FHSCwhere there is a steeper temperature gradient (see Fig. 3.1). The pho-
tospheres for different wavelengths will be at a spread of radii in all cases but when the
envelope is cooler the set of observed wavelengths samples the region nearer the centre
and so will sample a broader range of temperatures. The larger the differences in tem-
peratures sampled by each wavelength, the less the SED will resemble that of a single
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Figure 3.10: (a) SEDs for collapsing pre-stellar cores of different initial masses for snapshots when
ρmax = 10× 10−9 g cm−3. (b) SEDs of different mass FHSCs scaled to fit the 5 M FHSC by minimising
χ2 for points λ > 700µm. Higher mass cores are more luminous, as expected, but darker at 70µm compared
to 160µm.
temperature blackbody. We therefore expect the SEDs of colder cores to show the most
evolution because the temperature contrast is greater and this contrast increases as the
FHSC develops.
A uniform initial temperature is unrealistic (see e.g. Ward-Thompson et al. 2002;
Nielbock et al. 2012; Roy et al. 2014); therefore we now consider a core exposed to the
ISRF and use its equilibrium temperature profile as the initial temperature conditions.
The SED evolution with the RHD2 model is presented in Fig. 3.7 (bottom row).
The RHD2 SEDs display a smaller increase in flux at shorter wavelengths as the core
evolves than the RHD1 SEDs. The RHD2 SED of the early FHSC stage peaks at a shorter
wavelength compared to those of the 7 K and 10 K RHD1 cores due to the heating of
3.3. RESULTS I: SED VARIATION WITH CORE PROPERTIES 63
101
102
103
T 
(K
)
0.5 M⊙
1 M⊙
2 M⊙
5 M⊙
100 101 102 103
r (au)
10-18
10-16
10-14
10-12
10-10
D
en
si
ty
 (g
 c
m
−3
)
Figure 3.11: Radial profiles of the dust temperature and density for cores of differentmasses during the FHSC
phase when ρmax = 10× 10−9 g cm−3. The FHSC extends to similar radii in all cases, as shown by the change
in the slope of the density profile at ∼ 1× 1014 cm.
dust by the ISRF at r > 2700 AU to more than 10 K, as shown in Fig. 3.1 (lower right).
This region contains around a third of the total mass, which means that the ISRF heats a
greater proportion of the core than the FHSC does during its lifetime. The FHSC heating
only makes a significant difference to the SED later on when the region surrounding the
FHSC (20 . r . 30 AU) is heated to > 20 K. The SED is dominated by flux from the
ISRF-heated region through to second collapse phase so we do not see the strong pro-
gression to shorter wavelengths as the core evolves that was the case for the cold RHD1
SEDs, as well as for the SEDs of Saigo and Tomisaka (2011), Commerçon et al. (2012a) and
Young and Evans (2005). There is an increase in flux at 70µm and 160µm, while the flux
at longer wavelengths remains nearly constant and this could be useful for estimating the
evolutionary stage of a source, even though the SEDs of the FHSC phase do not appear to
be clearly distinct from those of the first and second collapse stages.
In the RHD1 models, gas and dust are assumed to have the same temperature, but
using RHD2 the gas and dust temperatures may differ substantially. Dust emission is
the main source of continuum emission and so the dust temperatures calculated in the
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RHD2 model are used to produce the SEDs. The dust and gas temperatures only diverge
significantly in the low density region at the edge of the core where they are not well
coupled. We find there is, however, a significant difference in the SEDs if we use the gas
temperature rather than the dust temperature because of this difference in the outer parts
of the core. For detailed SED modelling it is therefore important to model the outer dust
temperatures well. Given the differences in SED evolution between the RHD1 and RHD2
models, it appears beneficial to model the core collapse with the more physical radiative
transfer method.
The ISRF incident on the protostellar core was varied by adding an additional col-
umndensity ofmolecularmaterial (gas anddust) at the boundary. This additional density
is not included in the SED calculations so its only effect is to reduce the external radiation
incident on the cloud core. In an observational study of dense cores, Kim et al. (2016)
report that there is a temperature increase of 3-6 K between the central and outer regions
of the core with the central temperature being 7-8 K. The temperature profiles in Fig. 3.8
show that the initial conditions of all of the RHD2 models fall within these ranges.
The SED evolution with RHD2 with boundary column density values of
5× 1020 cm−2 and 5× 1021 cm−2 of molecular hydrogen is shown in Fig. 3.7 (bottom row).
For the initial conditions (t = 0), λmax shifts to longerwavelengths for increased boundary
density, as shown by Fig. 3.9, because heating from the ISRF is attenuated leading to lower
dust temperatures in the outer regions of the core (see Fig. 3.8). However, once collapse
begins, the increasingly dense central core becomes the dominant heat source and so there
is much less of a difference between the SEDs of FHSCs frommodels with different values
of the boundary column density after FHSC formation. We do also see greater evolution
of the SED with a reduced ISRF because the infrared flux is less dominated by emission
from the outer regions and is more sensitive to internal temperature changes.
In all cases except for the core with a uniform initial temperature of 15 K, the SED
peak shifts to shorterwavelengths and the total flux increases as the temperature increases
in the central core. The SED begins to deviate from that of a blackbody because the enve-
lope remains cold as the centre heats up. This change in the SED shape may allow more
evolved cores to be distinguished from starless cores. However, protostellar cores with
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initial temperatures of& 15 K or exposed to a strong ISRF are not expected to showmuch
evolution so it is unlikely much information about the central object can be obtained from
the SED. In this section we have studied only spherically–symmetric cases. These conclu-
sions do not necessarily hold for rotating protostellar cores and we explore those cases
further in Section 3.3.4.
3.3.3 Mass
The total luminosity of a dense core should be greater for a larger core mass but the fluxes
at different wavelengths will not necessarily scale equally. We therefore simulated the
collapse of 0.5 M , 1 M , 2 M and 5 M cores to investigate the variation in SED shape
with mass and to determine how to scale model SEDs to observations. The initial radii
were increased along with the mass so as to retain a constant initial central density of
ρmax = 1.38× 10−18 g cm−3. The initial radii ranged from 3700 AU for 0.5 M to 8000 AU
for 5 M . These simulations were performed with the RHD2 model.
The SEDs of cores of different masses in Fig. 3.10 (a) show that increasing the total
mass of the protostellar core results in an overall increase in flux, as expected, because
there is more radiating material.
To compare the differences in SEDs further we scaled the SEDs of cores of different
masses to the SEDof the 5 M core (Fig. 3.10, b). Flux atwavelengthsλ > 700µmdepends
upon the mass, temperature and dust emissivity of the source. Here, the dust properties
are the same for each case and the temperatures are very similar, which means the effects
of these factors on the flux at λ > 700µm are negligible and we can consider the flux here
as being proportional only to the mass. To implement the scaling, we therefore multi-
plied each SED by a scale factor which was increased until the χ2 value for wavelengths
λ > 700µm was minimised.
When the SEDs are scaled in this way it is apparent that the lower mass cores are
brighter at wavelengths λ < 200µm compared to longer wavelengths, an effect also found
by Tomida et al. (2010a). We see from the density profile in Fig. 3.11 that in each case the
FHSC has the same radius and that the density only deviates towards the boundary so
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we would expect a similar flux at λ < 100µm from the hot FHSC. However, the radiation
from the FHSC is absorbed by the cooler surrounding gas and most of the observed flux
is emitted by the cooler gas further out. For cores of a greater total mass, the FHSC is
surrounded by a more massive envelope which leads to disproportionately more longer
wavelength emission and increased absorption of shorter wavelengths by the envelope.
The same effect was later noted by Stamer and Inutsuka (2018), who argue that the obser-
vation of low mass FHSCs should be easier for this reason and because their lifetimes are
longer.
The collapse occursmuchmore quickly for themoremassive cores. For the 0.5 M
core, the ρmax = 10−9 g cm−3 snapshot is taken at 35 600 yr and for the 5 M core it ismuch
sooner at 25 700 yr. Since the collapse of the 5 M core happensmuchmore quickly, there
is less time for the heat to disperse, leading to the hotter central temperature. Despite this,
there is not much more infrared flux for the more massive cores because the SED is still
dominated by emission from the cooler dust in the envelope.
When comparing to observations, it is useful to be able to scale synthetic SEDs since
the sources will have various masses and distances, which may not be known precisely.
We find the SED of an FHSC does vary with mass so there will be limits to scaling syn-
thetic SEDs of a core of one mass to observations of a source of a different mass. This is
considered further in Section 3.4.2.
3.3.4 Initial rotation
Differing initial rotation rates give rise to various structures. In the non-rotating case the
FHSC is spherically symmetric but becomes increasingly oblate with faster rotation. For
faster rotation rates, theFHSCmaybedynamically rotationallyunstable, developing spiral
arms and perhaps fragmenting (e.g. Bate 1998, 2011; Saigo and Tomisaka 2006). If these
structures lead to differences in the SED then this would provide a probe for the internal
structures of pre-stellar cores without requiring high resolution imaging.
Dense cores are observed to have typical rotation rates corresponding to β = 0.02
(Goodman et al. 1993) and range between ∼ 10−4 and 0.07 (Caselli et al. 2002). We sim-
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Figure 3.12: Snapshots of the column density for RHD2 simulations with initial rotation β = 0.01 (top row),
β = 0.05 (middle row) and β = 0.09 (bottom row). These are some of the snapshots from which SEDs were
simulated. The maximum density, ρmax in each panel is 5× 10−11 g cm−3, 10−9 g cm−3, 10−8 g cm−3 and
10−6 g cm−3 from left to right. The FHSC is an oblate spheroid in the β = 0.01 simulation. The faster rotating
cores form spiral arms and fragments. The two inner fragments formed in the β = 0.09 simulation fall back
together before the onset of second collapse. At t = 0 the peak column density is < 0.1 g cm−2.
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Figure 3.13: SEDs for collapsing pre-stellar cores with different initial rotation rates for snapshots from the
RHD2model when ρmax = 10−9 g cm−3. Rotation rate is defined via β = Erot/Egrav. At faster rotation rates,
the core is brighter in the far infrared when viewed face-on. At 90° the SEDs of cores with different rotation
rates are very similar. The peak of the SED of the β = 0.09 FHSC is at a slightly longer wavelength because
the fragmented FHSC lies within a disc so the opacity perpendicular to the rotation axis is greater than the
opacity in the non-rotating case.
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Figure 3.14: Radial density profiles of the core of initial rotation β = 0.09 at snapshots from the RHD2model
when themaximumdensity is 1× 10−12 g cm−3 (black), 5× 10−11 g cm−3 (blue),1× 10−9 g cm−3 (green) and
1× 10−6 g cm−3 (red). Dashed lines show the vertical radial profile (i.e. along the rotation axis) and solid
lines show the horizontal radial profile. There is a greater density in the horizontal direction, that is in the
plane of the disc structure, and this difference increases as the object evolves. This difference in the density
profiles in the horizontal and vertical directions is responsible for the difference between SEDs at different
inclinations. The spike in the density is due the presence of a fragment and the gaps in the vertical profiles
are where there are insufficient particles to calculate an average density.
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Figure 3.15: The evolution of SEDs for the collapse of 1 M non-rotating pre-stellar cores with initial radii
of 2000AU, 6000AU and 10 000AU from left to right. The SEDs are calculated from snapshots at values of
maximum density of 1× 10−12 g cm−3 (first collapse, solid lines), 1× 10−8 g cm−3 (late FHSC stage, dashed
lines) and 1× 10−4 g cm−3 (second collapse, dotted lines). There is less variation of the SEDas the core evolves
for cores with larger initial radii. For an initial radius of 10 000AU the second collapse SED is observationally
indistinguishable from the SED of the early FHSC.
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ulated SEDs for β = 0, 0.01, 0.05 and 0.09 to cover the range of observed values, noting
that for β < 0.01 the structure is similar to that of a non-rotating (β = 0) core. The SEDs
in this section were simulated using RHD2 but we also produced SEDs for rotating cores
with RHD1with an initial temperature of Tinitial = 10 K for comparisonwith observations.
The column density snapshots from the RHD2 simulations in Fig. 3.12 show the structure
in each case. The β = 0 case is spherically-symmetric, the β = 0.01 case gives an oblate
FHSC, β = 0.05 forms spiral arms and a small fragment before stellar core formation, and
β = 0.09 forms spiral arms than fragments into three FHSCs, two of which merge before
stellar core formation.
The initial rotation rate affects the shape of the SED as the object evolves. From
Fig. 3.13 we see that the higher rotation rate leads to an SED with a peak at a shorter
wavelength and a shallower slope to shorter wavelengths, at low inclinations (face on).
With a faster rotating core there is less obscuring material between the core and observer
at low inclinations. This is illustrated by plotting the radial density profiles along the
rotation axis andperpendicular to the rotation axis, as shown in Fig. 3.14. At radii less than
1000 AU there is a clear difference in density at positions in the parallel and perpendicular
directions due to the presence of a disc. This difference increases as the object evolves and
more gas accretes onto the disc. As shown in Section 3.3.1, flux at λ < 100µm is emitted
by the warm dust surrounding the FHSC. A lower density outside this region will reduce
the opacity and therefore more flux will reach the observer. Hence at faster rotation rates,
with a more oblate structure, the SED will peak at shorter wavelengths and there will be
more flux at λ < 100µm and detectable flux even at 24µm in many cases, when viewed at
low inclinations (face-on), as we see in Fig. 3.13 (top).
The reverse is true for observations at high inclinations. The density increases per-
pendicular to the rotation axis as the disc structure forms, the opacity increases, and less
radiation from the regions heated by the FHSC reaches the observer. This results in much
less evolution of the SED. Beyond β = 0.05 the pattern is different because the FHSC frag-
ments. The flux reaching an observer will therefore also depend on the location of the
fragments because the structure is not axisymmetric.
The SEDs of cores with different rotation rates do have different properties, so it is
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Figure 3.16: Radial density and temperature profiles during the collapse of 1 M non-rotating pre-stellar
cores with initial radii of 2000AU, 6000AU and 10 000AU for snapshots when the maximum density was
10−12 g cm−3 (solid black lines), 5× 10−11 g cm−3 (blue dashed lines), 1× 10−8 g cm−3 (black dot-dashed
line) and 10−4 g cm−3 (red dotted lines). The differences in the temperature structures and the extent of the
envelopes give rise to differences in their SEDs as seen in Fig. 3.15.
possible for an SED toprovide some information as to the structure of the central regions of
a collapsing pre-stellar core. At high inclinations the SEDs of cores with different rotation
rates are very similar. In addition, the edge-on SEDs are very similar to those of less
evolved cores in the first collapse or early FHSC phase. This means that any differences
due to rotation may be difficult to interpret when the inclination is not known. SEDs
would need to be combined with other forms of observation to infer the structure.
3.3.5 Initial radius
Cores of different initial radii but equal masses will necessarily have different density
structures, which in turn will affect the temperature and opacity. The simulations for
exploring the effects of varying the initial radius were performed using the RHD2 model
for 1 M cores, with heating from the ISRF.
It is clear from the SEDs of evolving cores with different initial radii shown in
Fig. 3.15 that there is much more variation as the object evolves for the core with the
smallest initial radius. As for the case of an initial radius of rini = 4700 AU shown in Sec-
tion 3.3.2, the SEDs of the core of rini = 6000 au do not show much evolution, with just a
small increase in flux between 50µm and 300µm and no significant difference between the
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SEDs of late FHSC and second collapse stages. When the initial radius is increased fur-
ther there is even less variation of the SEDwith age of the core. As the initial radius of the
core increases, it becomes less unstable to gravitational collapse so the collapse progresses
mores slowly. The core of radius rini = 11 400 AU did not collapse.
The radial density and temperature profiles of each core are shown in Fig. 3.16
and we find that the FHSC has the same radius in each case, as was reported by
Vaytet and Haugbølle (2017). The first collapse SED is coldest for the smallest core. The
smallest core is more dense so the ISRF is attenuated more strongly and does not heat the
core as deeply as it does for the larger cores. The effect of this is apparent in Fig. 3.16 as
the temperature falls more sharply near the boundary of the smaller core and the core has
a lower minimum temperature. A greater fraction of the mass of the smaller core is cold,
giving rise to a colder SED during the early FHSC stage for a smaller core.
The smallest core also has a brighter andmore sharply peaked second collapse SED.
In all cases, the FHSC heats the envelope out to ∼ 700 AU so for a smaller core, a larger
fraction of the total mass is heated, leading to a warmer SED.
For larger cores we find that the evolution of the central object is almost completely
obscured. Unless the core is rotating sufficiently to reduce the opacity significantly along
the rotation axis, the application of SEDs to determine the evolutionary state of pre-stellar
cores is limited to smaller cores.
3.3.6 Magnetic field
We performed MHD simulations of the collapse of a 1 M core with the radiative trans-
fer treatment of RHD2 (see Section 3.2.1). These simulations use β = 0.005 and initial
mass-to-flux ratios of µ = 5 and µ = 20, aligned with the rotation axis. Some observed
FHSC candidates have substantial short wavelength emission (λ < 100µm), and we won-
dered whether a magnetically-driven outflow from an FHSC core may be able to boost
the observed short wavelength emission compared to that produced by an unmagnetised
model. The magnetic field in the µ = 20 case was too weak to produce an outflow and
so we produced SEDs from snapshots from the µ = 5 simulation in which an outflow
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Figure 3.17: Evolution of the SED at three inclinations for a collapsing 1 M core with theMHDmodel with
initial rotation β = 0.005 and µ = 5. The SEDs were calculated from snapshots when the maximum density
was 10−12 g cm−3, 5× 10−11 g cm−3, 1× 10−9 g cm−3 and 10−4 g cm−3 from right to left. The SED evolution
from the non-rotating RHD2 model are shown in pink in the i = 0° panel. The SED becomes bluer and
brighter as the object evolves, however the presence of an outflow does not lead to any additional increase in
infrared flux.
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Figure 3.18: Density slice (left) and vertical velocity, vz , slice (right) for the MHD snapshot used to produce
an SED during the second collapse phase when the central density was 10−4 g cm−3 (at 30 960 yr). The initial
rotation was β = 0.005 and the initial mass-to-flux ratio was µ = 5. At this stage, the outflow has not
penetrated far into the cloud and we see that this does not reduce the density along the direction of the
outflow and the infall motions are still much greater than outflow motions. Since the outflow affects only a
small proportion of the core, the SED is similar to those of non-MHD simulations. The former FHSC extends
to a radius of ∼ 7AU in this snapshot.
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develops late on in the FHSC phase (c.f. Bate et al. 2014).
The SED evolution with the MHD simulation is displayed in Fig. 3.17 and in the
i = 0° panel we also plot the SED evolution for RHD2 with β = 0. We see that the SED
from the MHD model is initially colder, as was the case with the RHD2 model with the
additional boundary column density, but subsequent SEDs are very similar. It is apparent
that the presence of an outflow does not increase the flux at short wavelengths. Although
the outflow contains a central region of reduced density, the outflow at this early stage is
still sufficiently dense to absorb much of the flux from the core. Commerçon et al. (2012a)
also report this effect: looking along the outflowof amagnetised FHSC therewasnoflux at
λ < 30µm. The vertical density slice through the core and the vertical velocities of the gas
during the second collapse phase are shown in Fig. 3.18. These figures show that during
the FHSC and second collapse phases, the outflow is still small so only a small proportion
of the core is influenced by the outflowand themajority of the envelope structure is similar
to the purely hydrodynamical case. It is, therefore, not surprising that the SEDs are similar
for models with and without magnetic fields.
Lewis et al. (2015) and Lewis and Bate (2017) performed MHD simulations for a
wide range of initial magnetic fieldmagnitudes and orientationswhich all produced early
protostellar outflows with velocities of < 8 km s−1. Such slow outflows extended to less
than 100 AU from the protostar before the stellar core forms (Fig. 3.18; Bate et al. 2014).
Since both we and Commerçon et al. (2012a) find that MHD models of FHSCs do not
produce SEDs that are significantly different to RHD models, we did not explore SED
variation with magnetic field further.
3.3.7 Dust grain properties
There is currently significant uncertainty as to the nature of interstellar dust grains. These
grains are usually assumed to be no larger than 1µm, however there have been several
suggestions that there may be significant grain growth in dense regions of the ISM (e.g.
Ormel et al. 2009; Butler and Tan 2009). Draine (2006) points out that there are regional
differences in the wavelength dependence of interstellar extinction which suggests that
the grain size distribution in the ISM does vary.
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Figure 3.19: SEDs for a non-rotating FHSC with different maximum dust grain sizes (amax) using the RHD2
model. Top: silicate grain model. Bottom: amorphous carbon grain model.
Table 3.2: Parameters used to produce a range of model SEDs for both the RHD1, with initial temperature
10K, and RHD2 models. The maximum density ρmax is used to select specific evolutionary stages as shown
in Fig. 3.3. β is the initial ratio of rotational energy to gravitational potential energy and amax is themaximum
dust grain size. The combinations of parameters give a total of 1440 synthetic SEDs, noting that β = 0 only
has one possible inclination.
RHDModel β ρmax (g cm−3) Inclination amax (µm) Grain Type
RHD1 (10K) 0 10−12 0° 1 silicates
RHD2 0.01 5× 10−11 45° 10 graphite
0.05 10−9 90° 100
0.09 10−8 200
10−6 500
10−4 1000
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Zubko et al. (2004) compared a variety of interstellar dust models to observational
constraints and found that any linear combination of polycyclic aromatic hydrocarbon
(PAH) molecules, silicate and amorphous carbon or graphite grains provide good fits
to observational constraints. Here we simulate SEDs first with silicate grains and then
with amorphous carbon grains. PAH molecules only provide a significant contribution
to thermal emission for λ < 40µm (Zubko et al. 2004), which would only affect the 24µm
observational data points, for which there is little flux for these cool objects.
We assumed a maximum grain size amax = 1µm when simulating the SEDs in the
previous sections but in this section we present results for when this maximum grain size
is varied.
Decreasing amax to below 1µm has no effect on the SED, a result that is supported
by the finding of Miyake and Nakagawa (1993) that opacities for amax < 10µm are the
same as for a distribution of just submicrometre dust particles. The top panel of Fig. 3.19
shows the effect on the SED of increasing themaximumdust grain size. For particles with
10µm . amax . 500µm there is a very small decrease in flux at 50µm . λ . 100µm
but the flux at λ > 200µm substantially increases for amax & 100µm. For amax & 500µm,
there is a small increase in flux for λ < 70µm and, again, a substantial increase in flux at
λ > 200µm. Increasing amax has the effect of increasing the millimetre dust opacity, as
long as amax . 1 mm (D’Alessio et al. 2001), which could explain the increased flux at the
longer wavelengths with the larger grains. At the same time, for grain sizes over 10µm
the albedo, ων , increases quickly from 0 to∼ 0.9 for 1 cm grains (D’Alessio et al. 2001) and
so there is an additional contribution from scattered light when there are larger grains
present. For larger amax, the opacity is reduced for λ . 100µm (Miyake and Nakagawa
1993), which allows more flux from the core to reach the observer.
Varying the minimum dust grain size, amin, between 0.001µm and 0.05µm with
amax fixed at 1µm had no effect on the SED. Draine (2006) points out that for a grain size
distribution of p = 3.5most of themass is contained in the large grains and so the numbers
of large grains is affected little by amin.
The results presented so far use silicate dust grains and next we compare these with
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SEDs simulated with the amorphous carbon grain model of Zubko et al. (1996), shown in
Fig. 3.19 (bottom). Compared to the SED produced using silicate grain properties with
amax = 1µm, the flux drops off less steeply either side of the peakwith amorphous carbon
with the result that there is more flux at both the shortest and longest detectable wave-
lengths. For amax = 10µm, the flux at λ < 100µm decreases. Flux at λ > 100µm increases
significantly for grains of amax = 100µm and larger, with the λ < 100µm flux returning
to similar values as for amax = 1µm when amax > 500µm.
The SED is very sensitive to grain size in the presence of large dust grains. The
exact composition and size distribution of dust grains in pre-stellar cores is still largely
unknown, thereforewe consider a range ofmaximumsizes of both silicate and amorphous
carbon grains when comparing to observed SEDs.
3.4 Results II: Comparison to observations
In this section we describe the set of model SEDs we have produced to compare to the
observations of several FHSC candidates and the method used for estimating the mass in
each case. We then discuss the FHSC candidates that we attempt to fit and the results of
fitting models to those observed SEDs. We define the model SEDs with χ2 < χ2min + 1 as
providing a “good” fit to give an indication of the variety of models providing a similar
quality of fit to the best fitting model. We then look for consistencies among those best
fitting models.
We divide the SED fitting results into three parts: in Section 3.4.3 are candidate FH-
SCs from the literature; in Section 3.4.4 are newly identified candidates in Serpens South;
and in Section 3.4.5 are “PACS bright red sources” from theHerschelOrion Protostars Sur-
vey (HOPS). Note that the former twowere published in Young et al. (2018) but the HOPS
SED fits have not previously been published.
3.4.1 Selection of models
Simulations were performed for both RHD1 and RHD2 for four different initial rotation
rates. Both RHD1 and RHD2 models were included to ascertain whether the more com-
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plex treatment of radiative transfer would provide better fits to observations. For RHD1,
a uniform initial temperature of 10 K was used. Fig. 3.3 shows the evolution of the maxi-
mumdensity fromfirst to second collapse. The FHSCphase lasts from∼ 4× 10−12 g cm−3
to∼ 5× 10−8 g cm−3, but may commence at a higher maximum density for lower rotation
rates. Six snapshots (a to f) were selected from each RHDmodel as indicated in Fig. 3.3 to
allow comparison of the SED as the core evolves and also between SEDs of different cores
at similar evolutionary stages.
Dust properties vary across different regions so we chose to simulate SEDs for a
selection of different properties. Model SEDs which use amorphous carbon grains peak
at longer wavelengths than the equivalent SED using silicate grains, which more closely
matches the locations of some of the observed SED peaks. We chose the smallest value
of amax = 1µm because reducing it below 1um had no effect and current observations
indicate a maximum interstellar grain size of at least 1µm. We included SEDmodels with
dust grains amax > 1µm to try to reproduce the “wider” SED of SerpS-MM22 and the
infrared–bright SEDs of Per-Bolo 58 and Chamaeleon-MMS1.
The range of parameters for which we simulated SEDs is outlined in Table 3.2 and
this gives a total of 1440 synthetic SEDs which we compared with observations.
3.4.2 Scaling model SEDs
The difference between SEDs of varying mass cores described in 3.3.3 indicates that there
are restrictions to using scaled SEDs to fit observations. To assess the validity of using
scaled SEDs we applied the χ2 fitting method to scale the SEDs of 0.5 M , 1 M and
2 M cores during FHSC phase to the SED of a 5 M core also during FHSC phase. The
monochromatic fluxes derived from the model SEDs of different mass cores at the wave-
lengths of the Serpens South observations (except 24µm) weremultiplied by an increasing
scale factor until the χ2 value was minimised. The scaled monochromatic fluxes are plot-
tedwith themonochromatic fluxes of the 5 M SED in Fig. 3.20. The average errors of the
observations of eight sources at these wavelengths are plotted with the synthetic 5 M
fluxes.
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Figure 3.21: Scale factors necessary to scale the
1 M SED to the SEDs of three cores of different
masses. Here we assume the same values of frac-
tional uncertainty as for Fig. 3.20. A linear fit is
calculated and plotted alongside.
The flux varies most between the different mass FHSCs at 70µm. At this point the
scaled 2 M SED lies just outside the observational uncertainty, indicating that a mass
difference of up to a factor of ∼ 2 is indistinguishable observationally when scaled. From
this we conclude that it is acceptable to scale 1 M SEDs to fit observations of different
sources as long as the mass of the object lies in the range 0.5 M . M . 2 M . Models
fitted with scale factors outside this range must be treated with caution, particularly at
λ . 100µm.
There is also a distance contribution to the scaling factor which follows the inverse
square relation for luminosity and distance. The distance contribution for the scaling of
the SEDs simulated at a distance of 260 pc to observations can be estimated using
scaling factor =
(
260 pc
D
)2
(3.1)
where D is the distance to the source. The scale factor will be > 1 for sources close than
260 pc and < 1 for sources further than 260 pc.
The approximate distance to observed FHSC candidates is usually known. It is
therefore possible to separate the mass and distance contributions to the scale factor. The
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Figure 3.22: B1-bN (left) and B1-bS (right); arrows denote upper limits. Observational data fromHirano and
Liu (2014) and Pezzuto et al. (2012). B1-bN: 27 model SEDs provided good fits. The best fitting model was
from RHD1, β = 0.09, early FHSC, silicate grains, amax = 10µm and i = 90°. B1-bS: eight models provided
good fits. The best fitting model was from RHD2, β = 0.05, early FHSC phase, silicate grains, amax = 1µm
and i = 90°. Solid black line shows the best fitting model for each source and the other well fitting models
are plotted in grey.
model SEDs used for fitting to observations are all from 1 M cores and Equation 3.1 will
give the contribution of the distance to the scaling factor. Dividing the scale factor by this
distance contribution will then provide the approximate contribution from the mass.
An estimate of the relation betweenmass and scale factorwas obtained from scaling
the 1 M SED to SEDs of three different values of core mass. The optimum scale factors
for each value ofmass are fitted by a linear relation of scale factor = 0.7M+0.3 as shown in
Fig. 3.21. It is the mass obtained from this relation that needs to lie in the range 0.5 M .
M . 2 M for the fitting to be robust. There are often large uncertainties in the distance
measurement so these mass values are only very approximate. We also note that it would
be difficult to compare these values to observational estimates of core masses, which may
include material contained within a smaller or larger radius.
3.4.3 Results of the SED fitting of literature FHSC candidates
Weattempt tofitmodel SEDs to the observedSEDsof B1-bNandB1-bS (Pezzuto et al. 2012;
Hirano and Liu 2014), Per-Bolo 58 (Hatchell et al. 2005; Enoch et al. 2006; Schnee et al. 2010;
Enoch et al. 2010), Chamaeleon-MMS1 (Belloche et al. 2006; Tsitali et al. 2013; Väisälä et
al. 2014) and CB17-MMS (Chen et al. 2012). These sources were described in Chapter 1,
Section 1.6, where further details can be found. Per-Bolo 58 and Chamaeleon-MMS1 are
brighter in the infrared than the other FHSC candidates while their SEDs peak at longer
wavelengths. The B1-b sources and CB17-MMS are undetected at 24µm and 70µm.
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Figure 3.23: Per-Bolo 58; arrows denote upper limits. Observational data from Enoch et al. (2010). Just three
model SEDs provided good fits. The best fitting model was from RHD2, β = 0.09, second collapse, silicate
grains, amax = 200µm and i = 90°.
3.4.3.1 B1-bN and B1-bS
We attempted to fit the SEDs of FHSC B1-bN and B1-bS candidates using the photometry
presented by Pezzuto et al. (2012) and Hirano and Liu (2014) 1. These sources are thought
to comprise a wide binary system and there is no evidence that either source contains
multiple components (Tobin et al. 2016a). The SEDs and best fitting models are shown in
Fig. 3.22.
Theminimumχ2 value obtained for fitting the SEDofB1-bNwas 0.21 and 27models
satisfiedχ2 < χ2min+1. Nearly all of thesewere fromRHD1models andwith silicate grains
of amax = 1µm. There was a preference for rotating, highly inclined models and SEDs of
the first collapse or early FHSC stage. The optimum scale factor was 5.0 which gives a
mass of ∼ 5.5 M at the distance of 235 pc (Pezzuto et al. 2012) and the effective dust
opacity at 850µm of the best fitting model was 4.0× 10−3 cm2 g−1. B1-bN therefore looks
to be a rotating young FHSC viewed at a high inclination, but is likely to be more massive
than the 1 M cores used in our simulations.
B1-bS was well fitted by 8 model SEDs and the best fitting model has a χ2 of 0.65.
All of the best fitting models were from the RHD2 β = 0.05 or β = 0.09 simulations.
They were snapshots mainly from the FHSC phase all with grains of a maximum size of
amax = 1µm or 10µm. The optimum scale factor was∼6 which gives a mass of∼ 6.6 M
at 235 pc and the 850µm dust opacity was 3.9× 10−3 cm2 g−1. Like B1-bN, B1-bS appears
1. We use the 70µm colour corrected Herschel PACS fluxes from Hirano and Liu (2014) and discard the
SPIRE fluxes because the beam sizes are larger than the separation between the sources.
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to be a rotating FHSC located in a more massive core than those used in our simulations.
Slow molecular outflows have been detected for B1-bN and B1-bS (Hirano and Liu
2014; Gerin et al. 2015) and evidence of pseudo-disc rotation has been reported for B1-bS
(Fuente et al. 2017) which are consistent with the sources being FHSCs. The B1-bS outflow
is more extended, indicating that B1-bS could be more evolved. In Section 3.3.6 we find
the SED does not change when there is an outflow from an FHSC so we would expect
the results of the SED fitting to be similar had we included MHD models with outflows.
I-Hsiu Li et al. (2017) find no evidence for grain growth in this core which would rule out
the 10µm model SEDs. They suggest that an alternative explanation for this SED shape
(in the 800µm to 8 mm range) is that the temperature or density increases towards the
centre of the core. This is consistent with the structure of the FHSC and envelope that we
model here and the corresponding SED appears to fit the fluxes well with a maximum
grain size of 1µm.
3.4.3.2 Per-Bolo 58
Next, we attempted to fit the SED FHSC candidate Per-Bolo 58 in the Perseus molecular
cloud (Hatchell et al. 2005; Enoch et al. 2006; Enoch et al. 2010; Schnee et al. 2010) and
the results are shown in Fig. 3.23. The optimum scale factor was 0.75, giving a mass of
0.6 M at 260 pc (Enoch et al. 2010) and the 850µm dust opacity was 4.0× 10−2 cm2 g−1.
Per-Bolo 58 was fitted well by just three models, two from RHD1 and one from RHD2,
and the minimum χ2 value was 0.67. These were fast rotating cores at high inclination,
in FHSC or second collapse phase. All three used silicate grains of amax = 200µm, which
was necessary to reproduce the combination of a peak between 200µm and 300µm and
detectable flux at 24µm and 700µm.
Enoch et al. (2010) used a distribution of dust grains with amax = 0.5µm and were
able to produce an SED of this shapewith either awide outflow or a cavity in the envelope
to allow the 24µm to escape. As our models have shown, the outflow from an FHSC is
unlikely to reduce the opacity to this extent. Similarly, we do not expect a cavity to be
formed since in the lifetime of the FHSC the slow molecular outflow only reaches the
innermost regions of the envelope. A slow bipolar outflowwas discovered by Dunham et
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Figure 3.24: Chamaeleon-MMS1. Observational data from Väisälä et al. (2014). After SED fits which did
not use all six data points were discarded, two models provided good fits. The best fitting model was from
RHD2, β = 0.09, late FHSC, silicate grains, amax = 100µm and i = 90°.
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Figure 3.25: CB17-MMS; arrows denote upper limits. Observational data from Chen et al. (2012). 54 models
provided good fits. The best fitting model was from RHD1, β = 0, first collapse stage with silicate grains of
amax = 10µm.
al. (2011) with properties that may be consistent with those of either FHSCs or protostars.
Sincewe canonly reproduce the SEDshapewith very largedust grains, this source is likely
to be an FHSConly if such grains are present in collapsing pre-stellar cores. It is likely then
that Per-Bolo 58 is more evolved than an FHSC. Another possibility is that the source is an
unresolved multiple system, however this is ruled out by the multiplicity survey of Tobin
et al. (2016a). Alternatively, Per-Bolo 58 could well be a very young protostar, perhaps not
long after stellar core formation, with a disc and viewed edge-on such that much of the
emission from the protostar is reprocessed.
3.4.3.3 Chamaeleon-MMS1
The results of the SED fitting for Chamaeleon-MMS1 using the monochromatic fluxes
presented in Väisälä et al. (2014) and Tsitali et al. 2013 are presented in Fig. 3.24. The
lowest χ2 value is 3.4 and only two models fall within χ2 < χ2min + 1. The optimum scale
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factor was 1.3, giving a mass of 0.3 M at 160 pc (Väisälä et al. 2014) and the dust opacity
at 850µmwas 7.0× 10−3 cm2 g−1. Thesemodelswere both fromRHD2 andwith β = 0.09.
Both used silicate grains of amax = 100µm. Cha-MMS1 was not well fitted by the FHSC
models here, which means that it is likely to be more evolved.
Väisälä et al. (2014) attempted to fit the SED of Cha-MMS1 using the protostar SED
fitting tool of Robitaille et al. (2006) and Robitaille et al. (2007). The failure to produce a
good fit led them to conclude that Cha-MMS1 is more likely to be a second (stellar) core,
that is newly formed and accreting, and this is consistent with the results of our fitting
which point to an object at least as evolved as a late FHSC. Väisälä et al. (2014) also derive
the ratio of rotational to gravitation energy to be β = 0.07, which is consistent with the
fast rotation rates we find. The only models that produce an acceptable fit include large
(amax = 100µm ) dust grains to fit the near straight slope between 24µm and 160µm. It
maybe that amore evolvedobjectwith adisc has an SEDof a similar shapewhile assuming
only smaller grains as was suggested for Per-Bolo 58.
3.4.3.4 CB17-MMS
From its SED, shown in Fig. 3.25, CB17-MMS (Chen et al. 2012) looks cooler and younger
than the previous two sources, with a peak between ∼ 150µm and ∼ 250µm. The min-
imum χ2 value was 0.44 and 54 models provided similar quality fits. All of these best
fitting models were from RHD1 and more than half of them used silicate dust grains.
Faster rotation rates are favoured at i = 90°, although non-rotating and slower rotating
cores at lower inclinations are also among the best fitting models. There is a preference
for snapshots from first collapse and early FHSC stages. The optimum scale factor was
∼ 0.8 for the models using silicate grains and ∼ 0.3 for those using carbon grains. This
gives a mass of < 0.6 M at 250 pc. The smaller scale factor leads to a mass contribution
below the range studied here. The dust opacity at 850µm of the best fitting model was
3.9× 10−3 cm2 g−1.
The SEDfitting appears strongly constrained by the 450µmupper limit, which leads
to a poorer fit of the 100µm and 160µm detections. The fitting results indicate that CB17-
MMS is indeed likely to be an FHSC but could be an even younger collapsing pre-stellar
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corewithout a central object although the 100µm detectionwouldmost likely indicate the
former. The model SED scaling indicates a low mass object and, as we show in Section
3.4.2, the SEDsof lowermass cores are relatively brighter atwavelengths< 200µm and this
could explainwhy the source is detected at 100µm but not at 450µm. Kinematic datawith
a high spatial resolution would determine whether there is a disc and thus whether this
is a more evolved, rotating object viewed edge-on or a symmetrical collapsing pre-stellar
core. Chen et al. (2012) present CO observations which may show evidence of a slow
outflow. If this is correct, the collapsing core models can be ruled out and CB17-MMS
remains a likely FHSC.
3.4.4 Results of the SED fitting of Serpens South FHSC candidates
We also attempt to fit the SEDs of five newly identified FHSC candidates. These are com-
pact submillimetre, infrared–faint sources in Serpens South, a region discovered in the
observations of Gutermuth et al. (2008) with the Spitzer Space Telescope. Further obser-
vations (e.g. Maury et al. 2011; Könyves et al. 2015; Nakamura et al. 2011; Kirk et al. 2013)
have revealed Serpens South to be a dense filamentary cloud, with a large number of pro-
tostars and a high star formation rate (SFR) of 23 M /Myr, which makes Serpens South
a promising place to look for FHSC candidates. Four of the sources, Aqu-MM2, SerpS-
MM22, SerpS-MM19 and Aqu-MM1 are listed in Maury et al. (2011). The fifth source,
HGBS J182941.1-021339, we refer to as K242, after its identification in the catalogue of
Könyves et al. (2015).
The SEDs of the Serpens South FHSC candidates are constructed from 24µm Spitzer
MIPS 1, 70µm and 160µm (Herschel PACS), 250µm (Herschel SPIRE) and 450µm and
850µm (SCUBA-2) fluxes. The observations, data reduction and monochromatic fluxes
are detailed in Appendix A of Young et al. (2018). The objects are all faint at 24µm, with
only SerpS-MM22 detected. B1-bN, CB17-MMS, SerpS-MM19 and K242 are also unde-
tected at 70µm. While the four other candidates have SEDs similar to those of cold gas
clumps, SerpS-MM22 is unusual in that it is brighter than the others in the infrared while
the SED peak is still around 200µm.
At the time the SED fitting was performed, there was some uncertainty as to the
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distance of Serpens South, ranging from 225± 55 pc derived by Straizys et al. (2003) to the
commonly adopted value of 260 pc (Gutermuth et al. 2008; Bontemps et al. 2010; Maury et
al. 2011; Könyves et al. 2015) and themore recent suggestion that it is physically associated
with Serpens Main at 415 ± 5 pc (Dzib et al. 2010). The most up-to-date measurement is
now 436.0 ± 9.2 pc (Ortiz-León et al. 2017). While fitting the observations, we scale the
model SEDs and discuss the results considering both distances of 260 pc and 430 pc. The
results of the SED fitting of these sources is in Fig. 3.26.
3.4.4.1 Aqu-MM2
For Aqu-MM2, the minimum χ2 was 4.29 and three models fitted well from FHSC stage
and second collapse. These were from the RHD2 model, were rotating quickly and had
silicate grains of amax = 10µm.
The optimum scale factor of the best fitting model was 4.1 from which we estimate
the mass contribution to be 5 M at 260 pc or 15 M at 430 pc. The 850µm dust opacity
was 3.9× 10−3 cm2 g−1. The best fitting model SEDs have been scaled beyond a factor
of two which means the models are likely to be brighter at 70µm than a similar source
of a higher mass. Given that the scaled low-mass model SEDs were not quite able to fit
the 70µm point along with the other photometric observations, we are unable to place
strong constraints on this source. However, it seems likely that Aqu-MM2 is at least as
evolved as an FHSC and is rotating, therefore a resolved observation would be likely to
show rotational structures.
An outflow has been observed at this source (Dunham et al. 2014) with a maximum
velocity of 9 km s−1, which is faster than expected from an FHSC. It looks likely that Aqu-
MM2 is more evolved than an FHSC and, if so, this demonstrates an overlap in the SED
properties of some FHSCs and protostars.
3.4.4.2 SerpS-MM22
SerpS-MM22 is detected at all of the observed wavelengths and is brighter at 24µm and
70µm than the other sources even though the peak still appears to lie between 200µm and
300µm, which suggests that it is unlikely to be an FHSC. The smallest χ2 value was 4.02
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Figure 3.26: FHSC candidates from observations of the Serpens South region (see Appendix A of Young et
al. (2018)); arrows denote upper limits. The best fitting model SEDs are plotted in black and the other model
SEDs with χ2 < χ2min + 1 are plotted in grey. The best fitting model SEDs are: (Aqu-MM2) RHD2, β = 0.05,
silicate grains, amax = 10µm, i =0°, early FHSC. (SerpS-MM22) RHD2, β = 0.09, carbon grains, amax =
10µm, i =0° FHSC. (SerpS-MM19) RHD2, β = 0.0, silicate grains, amax = 10µm, i =0° and late FHSC. (Aqu-
MM1) RHD2, β = 0.05, carbon grains, amax = 1µm, i =90°, early FHSC. (K242) RHD1, β = 0.01, carbon
grains, amax = 1µm, i =90°, early FHSC.
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and 32 models fell within χ2 < χ2min + 1.
Since none of themodels could replicate the broad shape of the SEDof SerpS-MM22
and none came close to fitting the 24µm flux it would not be meaningful to draw conclu-
sions regarding the properties of the source. As expected, there was little consistency
among the “best fitting” models, except that most were from RHD2 and all but one used
grains of amax < 100µm. Given the variation of properties among the best fitting models
and the poor quality of the fits, we are not able to constrain the nature of this source, but
it is likely to be at least as evolved as an FHSC, and may have a stellar core.
3.4.4.3 SerpS-MM19
SerpS-MM19 isundetected at 24µm and 70µmbut thepeak is between 150µm and 200µm.
This source is fitted reasonably well by our models with a minimum χ2 of 0.19 and 66
model SED are defined as providing good fits. The optimum scale factor of the best fit-
tingmodel is 1.2, which gives a mass of 1.3 M at 260 pc or 4.2 M at 430 pc. The 850µm
dust opacity of this model was 4.0× 10−3 cm2 g−1. All of the best fitting models are from
the RHD2 model and used silicate dust grains with amax = 1µm or amax = 10µm. The
best fitting models favour a more slowly rotating core but there is no consistency for evo-
lutionary stage or inclination.
3.4.4.4 Aqu-MM1
For Aqu-MM1 the minimum χ2 value was 0.07 and 230 models fell within χ2 < χ2min + 1.
This large number of models is probably due to the large uncertainty of the 70µm point.
With such a large number of models with similarly good fits, there is little consistency
among the properties of the selectedmodels andwe are unable to place constraints on the
nature of this source.
3.4.4.5 K242
For K242, the smallest χ2 value was 0.01 and 119 models fitted well. There was a strong
preference for the RHD1 model and for amorphous carbon grains. For all 119 models,
amax = 1µm or amax = 10µm. The optimum scale factor was 0.35 which gives a mass of
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<0.3 M at 260 pc or 0.9 M at 430 pc. The 850µm dust opacity was 1.3 cm2 g−1. There
was also a clear preference for models from the first collapse and FHSC stages, which
indicates that this source is likely to be a FHSC in a low mass core.
3.4.5 Results of the SED fitting of PACS Bright Red sources
Five sources have been identified as extremely young Class 0 protostars from the set of
PACS Bright Red sources found in the Herschel Orion Protostar Survey (HOPs, Stutz et
al. 2013) and may be FHSCs. These sources lie at ∼ 450 pc (Menten et al. 2007; Hirota
et al. 2007; Sandstrom et al. 2007) in the Orion molecular clouds and for more detail see
Section 1.6.7. The SEDs were taken from the HOPS data set from the Infrared Science
Archive 2 (Furlan et al. 2016). We use the HOPs identifiers below and the corresponding
identifiers from Stutz et al. (2013) are also given in brackets. The observed SEDs and the
best fitting model SEDs are shown in Fig. 3.27.
3.4.5.1 HOPS 398 (082005)
Theminimum χ2 value was 0.1 and 13 models are considered good fits. These had a scale
factor of 5.0 which suggests a core mass of 18 M at a distance of 420 pc. This is outside
the range for which the fitting is reliable so these results are only tentative. All selected
model SEDs were taken from the FHSC phase or later and most used silicate dust grains
of amax = 10µm.
3.4.5.2 HOPS 399 (082012)
The minimum χ2 was 3.9 and the next lowest χ2 was 31.6. It is apparent that this best
fitting model SEDs is unable to fit all of the observed fluxes. The scale factor of the best
fittingmodel was 6.0, corresponding to amass of 22M which is also outside of the range
studied. The best fitting model is fast rotating FHSC at low inclination. This source is
much brighter than a core containing an FHSC is expected to be. In addition, none of the
model FHSC SEDs fitted well which indicates that HOPS 399 is likely to be more evolved.
A fast outflow of > 10 km s−1 has been discovered at HOPS 399 (Tobin et al. 2016b)
and is thought to have an inclination of 50°, which is less than the value of 76° obtained
2. http://irsa.ipac.caltech.edu/data/Herschel/HOPS/overview.html
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Figure 3.27: Best fitting model SEDs for the five “extreme class 0” HOPS sources (Stutz et al. 2013). These
SEDs were constructed using photometry from Furlan et al. (2016). Arrows denote upper limits and the
best–fitting models were plotted in black.
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from the SED fitting of Furlan et al. (2016). With this inclination, the extinction caused by
the disc will be less than previously thought suggesting the source could be fainter and
younger. We can rule out the possibility that it is younger because of the presence of a
fast outflow so perhaps HOPS 399 is particularly deeply embedded. The detection of this
extended outflow confirms the results of our SED fitting which suggested that HOPS 399
ismore evolved than an FHSC. Tobin et al. (2015a) found the visibility profile of HOPS 399
to be consistent with that of a more evolved protostar with a disc which further supports
the decision to rule it out as a FHSC candidate.
3.4.5.3 HOPS 401 (091015)
HOPS 401 was fitted well by 11 model SEDs from late FHSC and second collapse phases
withmoderate rotation (β = 0.01–0.05) and inclination≤ 45°. All models used dust grains
with amax = 1µm or amax = 10µm. The minimum χ2 was 0.22 and the scale factor was
0.8 which gives an approximate core mass of 1.3 M, which is well within the range for
producing robust results. HOPS 401 is therefore a fair FHSC candidate.
3.4.5.4 HOPS 402 (091016)
HOPS 402 was fitted well by 31 model SEDs and the minimum χ2 was 0.21. There is
a clear preference for a moderate rotation rate with nearly half of these selected models
taken from the β = 0.05 model. All the selected models used grains with amax = 1µm or
amax = 10µm and most were from late FHSC or second collapse stages. The scale factor
of 1.0 corresponds to a core mass of 3.3 M. This mass is> 2 M and is therefore beyond
the upper limit for which the fitting is robust so we only tentatively suggest that HOPS
402 may be a FHSC with moderate rotation but could also be slightly more evolved.
3.4.5.5 HOPS 404 (097002)
HOPS 404 was also fitted well by 7 model SEDs and had a minimum χ2 value of 0.37.
These all have moderate rotation rates with β = 0.01 or β = 0.05 and an inclination of 0°
or 45°. The selectedmodels have silicate or amorphous carbon dust grainswithmaximum
size 10µm or 1µm. Most models are from late FHSC stage but two were from the second
collapse stage. The scale factors of the best fitting models vary from 1.04 to 3.85 which
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Figure 3.28: SEDs of selected FHSC candidates fitted exclusively with RHD2 model SEDs. Arrows denote
upper limits and the best–fitting models are plotted in black.
correspond to a core mass of 3.4 to 14 M. The fitting indicates that HOPS 404 may be
a FHSC but the estimated mass is above the range for which the fitting is robust so this
result should be treated with caution.
3.4.6 Fitting with RHD2 SEDs only
The sources B1-bN, CB17-MMS and K242, were fitted best by RHD1 SEDs so we tried
performing the fitting again using only the RHD2 SEDs to see if it was possible to obtain
a good fit from the more physical model. These results are presented in Fig. 3.28.
We were not able to obtain a good fit for CB17-MMS with only RHD2 model SEDs
because the SEDs were too “warm”: a lower envelope temperature is required to repro-
duce the position of the SED peak and submillimetre brightness. B1-bN was only fitted
well by RHD2 SEDs with a maximum grain size of 200µm, which is probably unrealistic.
For K242 we obtained reasonable fits with RHD2 SEDs. The properties derived from this
fitting are very similar to those from the RHD1 fits except that the RHD2 fits require the
source to be younger. For such young objects, the heating of the envelope by the ISRF has
a significant effect on the submillimetre flux and is likely to cause variation between the
SEDs of similar sources in different environments.
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3.5 Discussion
We have performed 3-D RHD simulations of the collapse of pre-stellar cores with a range
of properties and then modelled the SEDs of these FHSCs and their envelopes using a
radiative transfer code. The properties of the FHSCs themselves are very similar, the only
real variation being in the increase in radius and oblateness with rotation. These simula-
tions have shown that differences in the core properties lead to variations in the SED and
that these variations are due to differences in the temperature structure and morphology
of the collapsing envelope rather than the FHSC itself.
Many properties have similar effects on the SED, for example a higher mass, lower
ISRF exposure, slower rotation and higher inclination all lead to a steeper drop in flux in
the far-infrared. Differences in the initial rotation rate and core radius (with a constant
mass and Bonnor-Ebert density profile) gave rise to the greatest SED variation. Many
factorshavea significant effect on theSEDbutonlymodelswith faster rotation canproduce
detectable flux at 24µm. This may be a property that can be constrainedwith the SED and
can also be verified through molecular line observations. We find a shift of the SED peak
to shorter wavelengths and an increase in far infrared flux as the FHSC evolves, which is
consistent with the findings of others, including Omukai (2007) and Tomida et al. 2010a.
We also find, however, this effect is considerably reduced by a higher initial temperature or
a larger initial radius, to the extent that for Tinit = 15 K or rinit = 1.5× 1017 cm (10 000 AU)
there is no SED evolution.
Boss and Yorke (1995) simulated SEDs based on the hydrodynamical calculations of
Boss (1993). These are 3-Dmodels of the collapse of dense core with amaximum radius of
50 AUwith a resolution of 1 AU. Themaximum temperature at the time forwhich the SED
is calculated is ∼190 K. A two–component grain model was used, comprising refractory
species (silicates and graphites) and ices and the distance was assumed to be 100 pc. The
SED features a “warm shoulder” shortwards of 100µm in the face-on direction, due to
the warm FHSC. We do not find this warm shoulder in the SEDs in this paper and the
SEDs of Boss and Yorke (1995) are also more sharply peaked. Their simulations only
extend to 50 AU therefore there will be significant flux missing at all wavelengths (see
the radial intensity profiles in Fig. 3.5). The SED is more sharply peaked because there
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is less emission from the cold envelope. This also results in a relatively brighter SED at
λ < 100µm. With a much smaller envelope, there is far less extinction of the warm core.
This results, again, in a brighter SED at short wavelengths.
The protostellar SEDs of Young and Evans (2005) were calculated from analytical
models of a protostar, disc and envelope. The FHSC initially has a radius of 5 AU and
its radius is decreased over a 100 year period until it has a radius of 3 R representing
the protostar. The disc is only present after the protostar (effectively, the second core) has
formed. Thismodel cannot take into account the subtleties of the small–scale structures as
well as our SPHmodel does. In particular, the disc structure forms early on and obscures
the FHSC. Only the first panel in Fig. 8 of Young and Evans (2005) corresponds to the
FHSCphase and this SEDpeaks at∼ 250µm. After this, there is predicted to be detectable
emission from the protostar at 1–10µm. The assumeddistance herewas 140 pc as opposed
to our distance of 260 pc, which will cause the SEDs to be brighter. During the second
collapse, the stellar core forms in the centre of the former FHSC so it is not realistic to
simply model the formation of the stellar core as a shrinking FHSC because much of the
former FHSC will be left behind. It is therefore likely that these models underestimate
the extinction of the flux emitted by the FHSC and the newly formed stellar core, which
is still deeply embedded in the remnants of the FHSC before the disc forms.
In Section 3.3.7 we described how changing the maximum dust grain size shifted
the SEDpeak by up to 200µm and can cause the object to appear nearly an order ofmagni-
tude brighter at submillimetre wavelengths. The choice of dust grain model can therefore
have a significant impact on SED modelling. We chose to include models with very large
grains in our selection for fitting to observations because it appears to be the only way to
reproduce both the 70µm flux and a peak at λ > 200µm that we see in several observa-
tions of FHSC candidates. There is evidence for dust grains in densemolecular cores with
amax > 1.5µm from coreshine observations (Steinacker et al. 2015), of micron sized grains
in the ISM from detectors on solar system spacecraft (e.g. Gruen et al. 1994; Sterken et al.
2014) and of ∼ 40µm sized Earth–impacting meteoroids (e.g. Baggaley 2000). Ormel et
al. (2009) suggests that if molecular cloud lifetimes are lengthened by long–term support
mechanisms, dust aggregates of ∼ 100µm may be produced. From measurements of the
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spectral index of the millimetre dust opacity, Ricci et al. (2010) also argue that millimetre–
sized grains may already exist in class 0 YSOs so it is perhaps not unreasonable to expect
grain sizes of over 10µm in pre-stellar cores although we note that there are also proto-
stellar cores for which there is no evidence of grain growth (e.g. I-Hsiu Li et al. 2017).
The sources that were fitted best by our model SEDs, except Per-Bolo 58, were fitted well
exclusively by models with amax = 1µm or amax = 10µm, possibly indicating that the
remainder would be better fitted by models with a different combination of other param-
eters rather than with very large grains. The alternative is that sources best fit by models
with large grains aremore evolved but embedded objects. Indeed, the SEDs of Per-Bolo 58
and Cha-MMS1 appear similar to the SEDs of more evolved objects, most likely accreting
stellar cores, as shown by Young and Evans (2005) and Dunham et al. (2010).
We set out to ascertain whether an SED is useful for constraining the nature of these
sources by fitting the model SEDs to observations. We note that the set of models covers
a limited range of parameters: for example, we show in 3.4.2 that these models are less
likely to be valid for sources outside a mass range of 0.5 . M . 2 M and we only use
an initial radius of 7× 1016 cm. We note that some of the χ2 values are very small because
there are a large number of free parameters compared to the number of data points and
many of the data points have large error bars or are only upper limits. This does not,
however, present a problem because we use the χ2 values to compare the relative quality
of fits of differentmodel SEDs to the data rather thanperforming formalχ2 fitting. Despite
similarities in the SEDs of some models, such as between inclined, rotating FHSCs and
young cores in first collapse phase, we find it is possible to constrain the nature of the
sources in somecases. Somesources arebetter constrained thanothers. Noneof ourmodel
SEDs fitted Aqu-MM2 and SerpS-MM22 well. These sources are more luminous than
the other Serpens South candidates and, even at the close distance, the models required
scaling beyond the range of masses for which the SEDs are valid. It is possible that these
sources could be fitted by using a combination of parameterswe have not considered here,
such as a different radius, greater mass and a fast rotation rate. It is more likely, however,
that Aqu-MM2 and SerpS-MM22 are more evolved young protostars, especially given the
bolometric luminosities of 0.95 L and 0.2 L (Maury et al. 2011). The estimated masses
of the PBRs were nearly all > 2 M , higher than the range of masses considered here,
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and only HOPS 401 remains a strong FHSC candidate based on this SED fitting since its
best–fitting models are exclusively from the FHSC phase and its mass is estimated to be
≈ 1.3 M .
The results of fitting models for K242 and HOPS 401 provided some insight into
their nature because there was a high level of consistency among the properties of the
best fittingmodels. Interestingly, where therewas a strong preference formodels from the
early FHSC phase, no models were selected for the earlier first collapse stage, suggesting
that these two stages are observationally distinguishable. After first collapse the 160µm
flux rises quickly relative to the longerwavelengths and the peak shifts. The cold, dimfirst
collapse SEDs could not be reproduced by amore evolved object, even at high inclination,
meaning that it does seem possible to differentiate between empty “starless” cores and
cores containing anFHSC. Similarly, Commerçon et al. (2012a) suggest that a starless cores
and an FHSC are distinguishable at far-infrared wavelengths. CB17-MMS was fitted by
both first collapse SEDs and SEDs frommore evolved cores at high inclination, so there is
some level of degeneracy between those parameters. However, we can see from Fig. 3.25
that none of themodels is able to fit the 160µm flux and the other data points concurrently
and the location of the SEDpeak is notwell constrained. This is likely to explain the spread
of best fitting models, since the location of the peak is different for very young pre-stellar
cores and more evolved cores at high inclination.
On the other hand, it is more difficult to distinguish between an FHSC and more
evolved object observationally. Where the SED fitting shows a strong preference for the
late FHSC stage, for example HOPS 401, second collapse SEDs also provide good fits.
Differences in the SED are caused by changes in the temperature structure and opacity
of the envelope and infalling material. These changes are more significant between first
collapse and FHSC formation as the object transitions from the isothermal to adiabatic
phase. Second collapse takes place far quicker than the first and, although the temperature
rises quickly, it does so primarily within the radius of the FHSC. The SED only allows
observers to probe down to the region surrounding the FHSC. This region is slow to heat
and so there are unlikely to be significant differences between the SEDs of the FHSC,
second collapse and early stellar core phases.
3.5. DISCUSSION 97
Aqu-MM1andK242werewell fittedbymodel FHSCSEDsandhadcorrespondingly
lowχ2 values. More than 200models provided good fits for Aqu-MM1 and, consequently,
there was no consistency among them. Even though it is not possible to further constrain
the properties of this source it remains a good FHSC candidates. In such cases, this SED
fitting is useful for indicating which sources are promising FHSC candidates and which
can be rejected. The dust grain size distribution strongly affects the shape of the SED.
Because of this, maximum grain size was perhaps the most consistently fitted property.
Models with amax > 10µm were only among the best fitting models for Per-Bolo 58 and
Cha-MMS 1. This supports the idea that large dust grains are unlikely to be present in the
envelopes of pre–stellar cores. It is possible that grain growth is occurring in Per-Bolo 58
and Cha-MMS 1 or both sources could be more evolved objects.
Omukai (2007) suggests that the optical depth is reduced enough in the vertical
direction of a rotating core that FHSC radiation may be visible at low inclinations. How-
ever, like Saigo and Tomisaka (2011), we find that the FHSC heats the region immediately
surrounding it and that it is from this region that most of the observed radiation is emit-
ted. Even for a core with a higher rotation rate viewed face-on the FHSC is unlikely to be
directly visible at wavelengths < 850µm.
Currently, a detection at 70µm is used to distinguish protostellar (class 0) sources
from starless cores after radiative transfer modelling showed that the 70µm flux is pro-
portional to the internal luminosity (Dunham et al. 2008) and from previous attempts to
model FHSC SEDs. With a realistic density structure, we find that the FHSC is obscured
which significantly reduces the 70µmflux (see also Saigo andTomisaka 2011; Commerçon
et al. 2012a). The 70µm flux is highly dependent upon the structure of the centre of the
core and the extent of the envelope. With a photometric sensitivity of a few mJy at 70µm,
Herschelmay be able to detect some FHSCs, depending on the geometry of the FHSC and
its envelope but others will be too faint.
RHD2 includes a more physical treatment of radiation than RHD1 and we do see
a strong preference for SEDs produced from the RHD2 model in the SED fitting, which
indicates that themore realistic temperature structure provides a better fit to observations.
Only three of the FHSC candidates here, B1-bN, CB17-MMS and K242, were fitted best
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by RHD1 SEDs and these are the only sources to have SED peaks at λ > 250µm. The
SEDs produced from RHD2 models all peaked at shorter wavelengths than this, except
when large dust grains were used, due to heating from the ISRF. We attempted to fit these
three sources with only RHD2 SEDs but were only able to obtain a good fit for K242. It is
interesting to note that K242 appears to lie outside themain filament (see Fig. A1 of Young
et al. (2018)), whichmeans the ISRF and extinction could be different for this source. When
the incident ISRFwas reduced, the SED peaked at a longerwavelength. This suggests that
the preference for RHD1 SEDs could simply be due to local differences in the ISRF andwe
have not includedmodel SEDs of cores with different levels of exposure to the ISRF in the
fitting procedure. It should be possible to distinguish amore evolved corewith an initially
low temperature from a less evolved core with an initially higher temperature because the
temperature structure will be different, as shown in Section 3.3.2. When the FHSC forms,
the temperature inmuchof the envelope remains unchanged. The emission from the inner
envelope, which makes a significant contribution to the SED, from the more evolved core
will still be less bright than from the same region of the less evolved but initially warmer
core for most of the lifetime of the FHSC, leading to a difference in the shape of the SED.
Finally, the selection of the best fitting SEDs is sensitive to small differences in the
observed fluxes. Consequently, any errors in the observation could lead to a different
interpretation of the properties of the core, although these are not expected to affect the
possibility of distinguishing starless cores and FHSCs.
3.6 Conclusion
We have produced RHD simulations of the collapse of pre-stellar cores with different ini-
tial properties. Snapshots from these models at the key stages of FHSC formation and
evolution were then used to simulate SEDs using a 3D radiative transfer code. We com-
pared the SEDs of cores at different stages in their evolution and of cores with different
properties. Secondly, we fitted the observed SEDs of several FHSC candidates withmodel
SEDs from a set of 1440.
Differences in the temperature structure of the core affect the shape of the SED even
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though the FHSC itself is not observable directly at wavelengths< 850µm. Most notably,
fast rotation leads to significant flux at 24µm during FHSC phase and so FHSC candidates
with observed flux at this wavelength should not necessarily be ruled out. If the core is
initially warmer (e.g. 15 K) or initially less compact (e.g. rini = 1.5× 1017 cm) we find no
evolution of the SED as the core evolves, which means a younger core could appear more
evolved.
Some of the FHSC candidates were fitted well by just a small number of model
SEDs with consistent properties, which allowed us to make suggestions as to their na-
ture. We found that the SED may be used to distinguish between cores undergoing first
collapse and cores containing an FHSC but not between the FHSC and second collapse
stages. Although FHSC SEDs may appear featureless, they can nonetheless be useful in
characterising sources and ruling out candidates that are probably more evolved.
Of the FHSC candidates that we have fitted with model SEDs, B1-bN, CB17-MMS,
Aqu-MM1, K242 and HOPS 401 are most likely to be FHSCs. Aqu-MM2 is likely to be
rotating and at a low inclination. SerpS-MM19 may be more evolved than an FHSC but is
probably rotatingmoderately quickly and oriented at a high inclination. Aqu-MM1 is also
likely to have a high rotation rate and to have an edge-on inclination andCB17-MMS could
be an FHSC embedded in an edge-on disc. From our results, we consider Chamaeleon-
MMS1 and Per-Bolo 58 to be more evolved and they have probably undergone stellar core
formation.
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Chapter 4
Synthetic molecular line
observations of the first hydrostatic
core from chemical calculations
This chapter, except for Sections 4.3.2 and 4.5.5, form the basis of the paper ’Synthetic
molecular line observations of thefirst hydrostatic core fromchemical calculations’ (Young
et al., 2019, MNRAS, 487, 2853–2873).
4.1 Introduction
In Chapter 3we showed that SEDfitting can shed light on the likely nature of FHSC candi-
dates and is useful for indicating which sources warrant further observation in the search
for the FHSC. Nevertheless, we still require spatially resolved observations and kinematic
data for further insight into the evolutionary stage of these objects. In this chapter we
simulate molecular line observations of the FHSC from hydrodynamical models with the
aim of predicting distinguishing characteristics of the FHSC stage that may be inferred
from high resolution observations, in particular with ALMA.
Modellingmolecular line emission requires some assumption of the chemical abun-
dance of the species in question. It is inaccurate to assume a constant abundance because
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many species are significantly depleted in pre–stellar cores due to high rates of freeze–out
at the high densities and low temperatures. One better alternativewould be to use a “drop
model”, for which the abundance is assumed to be constant except in regions where the
temperature and density are within a specified range, in which case a lower “depleted”
abundance is used. This approach works well for simple structures like analytical disc
models but the temperature and density structures that develop as the FHSC forms and
evolves are more complex. The depletion is also time–dependent, which is not accounted
for with a drop model. Furthermore, abundances of species like HCO+ depend upon
chemical reactions and the availability of reactants rather than upon the temperature and
density directly. For these reasons, we opt to model the chemical evolution and use the
calculated chemical abundances to model spectral lines.
Here we first outline the choice of hydrodynamical models, the implementation
of the chemical model and the radiative transfer calculations used to produce synthetic
molecular line observations. We then present the results of the chemical modelling and
the synthetic observations, which we compare with observations and with previous the-
oretical work.
4.2 Hydrodynamical models
There are several steps involvedwith simulatingmolecular line observations. First, we run
R(M)HDmodels of the FHSC formation and evolution. Second, we post–process these hy-
drodynamical models to calculate the chemical abundances for each position throughout
the simulation to obtain pseudo–time–dependent chemistry. Third, we select snapshots
from thehydrodynamical + chemicalmodels anduse thephysical conditions and chemical
abundances for the frequency–dependent radiative transfer calculations, which produce
the spectral cubes. We then process the data cubes to produce spectra andmoment maps.
CASA was used to simulate ALMA observations.
Two key types of structure associated with the FHSC are nonaxisymmetric disc
structures (e.g. spiral arms) and outflows. Magnetic fields are required to drive outflows
(e.g. Bate et al. 2014; Lewis et al. 2015) but the magnetic braking effect of ideal MHD sup-
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presses the formation of rotational structures (e.g. Bate et al. 2014). For this reasonwe per-
formed two simulations: firstly a radiation hydrodynamical model, whichwewill refer to
as the RHDmodel, to examine rotational structures and secondly a radiation magnetohy-
drodynamical model, which we will refer to as the MHDmodel, to simulate observations
of the outflow.
Both simulations start with a dense core that is modelled as a 1 M Bonnor-
Ebert sphere of radius 7× 1016 cm (∼ 4700 AU), central density 8.34× 10−18 g cm−3 using
3.5× 106 SPH particles. The density contrast between the central and outer regions of the
core was 15.1.
For the RHD model an initial uniform rotation of Ω = 2.02× 10−13 rad s−1 was
used, which gives a rotational to gravitational energy ratio β = 0.02, to produce an FHSC
with non-axisymmetric features.
For the MHD model, we place the Bonnor-Ebert sphere in a warm, low density,
cubic ambient medium of side length 2.8× 1017 cm. The ratio of the density of the outer
regions of the core and the ambient medium (the box) was 30:1, similar to the models of
Bate et al. (2014). The initial mass–to–flux ratio is µ = 5, Ω = 3.44× 10−13 rad s−1 and
β = 0.05. An outflow is launched from the FHSC and this extends to ∼ 150 AU by the
time the stellar core forms.
4.3 Chemical modelling
4.3.1 Method and initial conditions
Chemistry calculations were performed using krome (Grassi et al. 2014), as described in
Section 2.5. We include gas–phase and gas–grain reaction. Adsorption and desorption
reactions are included by considering the frozen–out species as separate specieswith their
own abundances.
Wecalculate the chemical abundances bypost–processing theSPHsimulations. The
total mass density, gas temperature, dust temperature and extinction for each particle are
provided by the SPH calculation for each timestep. krome is called for each SPH particle
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Table 4.1: Elemental abundances used for the calculation of initial ISM abundances. Theseweremostly taken
from Reboussin et al. (2014) and references therein and are very similar to the initial abundances of Hincelin
et al. (2016) except for S+. We use the higher S+ abundance from the latter work. a) Wakelam and Herbst
(2008), b) Jenkins (2009), c) Hincelin et al. (2011) d) Graedel et al. (1982).
Element Abundance (nj/nH)
H2 0.5
He 9× 10−2 a
N 6.2× 10−5 b
O 1.4× 10−4 c
C+ 1.7× 10−4 b
S+ 8× 10−8 d
Si+ 8× 10−9 d
Fe+ 3× 10−9 d
Na+ 2× 10−9 d
Mg+ 7× 10−9 d
P+ 2× 10−10 d
Cl+ 1× 10−9 d
and the chemistry is evolved for a time equal to the difference between the current and
previous hydrodynamical outputs.
First we calculate the chemical evolution for dense, cold ISM conditions: T = 10 K,
ρ = 4× 10−18 g cm−3 (nH2 = 106 cm−3), Av = 20 and cosmic ray ionisation rate
ζ = 1.3× 10−17 s−1. The elemental abundances given in Table 4.1 which were taken from
Reboussin et al. (2014) and Hincelin et al. (2016). The dust grain abundance is calculated
assuming a dust-to-gas ratio of 0.01 and that all dust grains have a negative charge initially.
The initial electron abundance is found from the difference between the number density
of cations and that of negatively charged grains such that the gas and dust have no net
charge.
The chemical abundances were evolved under the above conditions and most
closelymatched thoseobserved in thedense coresTMC-1andL134N (AgúndezandWake-
lam 2013) at t = 1.2× 105 years. These abundances are therefore taken as the initial values
and assigned to every SPH particle in the simulated dense core. Next, the chemistry was
evolved for each particle in the initial Bonnor-Ebert sphere under their individual density,
temperature and extinction values for 60 000 years, which is approximately the free–fall
time of the core, to calculate the initial chemical abundances throughout the simulated
dense core.
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From this point, the new values of ρ, Tgas, Tdust and Av are provided by the SPH
model for the next timestep and the chemical abundances calculated for the time be-
tween the current and previous timesteps. For the first ∼ 30 000 years, during the first
collapse, the physical conditions change slowly so it is unnecessary to calculate chem-
ical abundances after every hydrodynamical timestep. After each chemistry timestep,
the next minimum chemistry timestep is set relative to the local free-fall time: δt = 13 tff ,
where tff =
√
3pi/32Gρ. The chemistry timesteps therefore decrease as the maximum
density increases. During the first collapse stage the chemistry timestep decreases from
δt ≈ 8000 years to a few hundred years. During FHSC phase, the chemistry timestep is
∼20–80 years.
We note that the very centre of the core is ∼ 7 K initially which means that the
network was extrapolated below its minimum temperature of 10 K. In the central regions
of the core the visual extinction of the ISRF becomes very large so a cap of Av = 86 is
implemented. This leads to effectively zero rates for reactions driven by UV photons for
these regions.
4.3.2 Timestepping
The initial dense core is modelled as a Bonnor–Ebert sphere heated by the ISRF. The den-
sity, temperature and visual extinction throughout the core differ from the values used to
calculate the initial chemical abundances so the chemistry should be allowed to evolve for
the initial dense core conditions for some time before the collapse commences. This is in
addition to the time of 120 kyr for which the chemistry in was evolved in 0-D under fixed
dense ISM conditions for producing initial abundances to assign to particles in the initial
dense core.
The formation mechanism and lifetime of dense cores is uncertain so it is not clear
how long the chemistry should be evolved for in the dense core before it collapses. Pre-
vious similar work has assumed various values for this initial chemistry timestep. For
example, the initial dense core used by Hincelin et al. (2016) has a uniform density
(3.97× 10−18 g cm−3) and temperature (11 K) and the chemistry is initially evolved for
600 kyr; Dzyurkevich et al. (2016) evolved the chemistry for a total time of 600 kyr; Furuya
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Figure 4.1: Abundance profiles of selected species for 30 550 years (solid lines) and 33 540 years (dashed lines)
after the onset of the cloud collapse (central density 10−12 g cm−3 and 5× 10−11 g cm−3) after the chemistry
has been allowed to evolve under the initial conditions for 10 kyr (black lines), 40 kyr (red lines) and 100 kyr
(blue lines).
et al. (2012) evolve the chemistry in 0-D for 100 kyr then for a further 160 kyr in the core
(which is the sound crossing time of the core); van Weeren et al. (2009) also evolve the
chemistry in 0-D for 100 kyr but then for 300 kyr in core; and Aikawa et al. (2008) evolved
the chemistry for 106 years in the core.
As explained earlier in Section 4.3.1, wefirst evolve the chemistry in 0-D for 1.2× 105
years, at which time it best matched abundances measured observationally for two dense
cores. To assess the most representative length of this initial chemical timestep we mod-
elled the evolution of the chemical abundances from low resolution SPH models with
initial chemical timesteps of 10, 40 and 100 kyr. These were 1M Bonnor-Ebert clouds
with an initial rotation rate corresponding to β = 0.05.
Fig. 4.1 shows the abundance profiles for six selected species for 30 550 years after
the onset of collapse (ρcen = 10−12 g cm−3, just before FHSC formation) and for 33 540 years
after the onset of collapse (ρcen = 5× 10−11 g cm−3, during the FHSC stage) for the three
different initial chemistry timesteps. We can see that the abundances of the low density
gas tracers HCO+, NH3 and N2H+ are identical at r < 1000 AU , which indicates that
the initial chemistry timestep, or age of the core, is less important for these on the scale of
the FHSC structures. However, the difference in abundances of HCO+, NH3 and N2H+
due to the age of the core will become significant for observations that are sensitive to
emission on larger scales. The abundance of CO is identical out to a radius of 1000 AU,
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Figure 4.2: Abundance profiles of selected species after 33 540 years after the onset of cloud collapse (central
density 5× 10−11 g cm−3) after evolving the chemistry for every hydrodynamical timestep (black), evolving
the chemistry for a maximum timestep of δt = 1
3
tff (red) and evolving the chemistry for this timestep only
(blue). See text for further explanation.
beyond which we see that there is more CO in the gas phase for cores with shorter initial
chemistry timesteps since there has been less time for the CO to freeze out. For CS and
SO, the dense gas tracers, there is some difference in abundances for r & 100 AU with
abundances in the infalling envelope being higher for shorter initial chemistry timesteps,
even after FHSC formation.
Within the FHSC itself the temperature quickly exceeds 100 K and the desorption
timescales become extremely short so the extent to which species are initially frozen out
becomes insignificant and the abundances do not depend on the initial timestep. The
regions of the envelope where there is some difference in abundances are 10-100 times
less dense that the outer regions of the FHSC and the CS abundances are more than four
orders of magnitude lower than in the FHSC and more than six for SO. The differences
in abundance due to the initial chemistry timestep are therefore insignificant compared
to the abundances in the much denser regions near the FHSC, which is where most of
the observable emission from the these species originates. The choice of initial chemistry
timestep appears, therefore, to matter little when calculating chemical abundances from
which to simulate observations. We finally choose to evolve the chemistry for 60 000 years
in the initial core because this is approximately its free–fall time.
In Chapter 2.5.3 we discussed how it is not always necessary to evolve the chem-
istry for every hydrodynamical timestep. In Fig. 4.2 we show the difference in abundance
4.3. CHEMICAL MODELLING 107
profiles during the FHSC stage after evolving the chemistry with different timesteps for
a total of 33 540 years after the onset of collapse. First, we evolve the chemistry for every
hydrodynamical output file which gives a maximum timestep of 5660 years early in col-
lapse and a minimum of 22 years after FHSC formation. Secondly we set the minimum
chemistry timestep relative to the local free–fall time, which gives chemistry timesteps of
8500 years during the first collapse and 22 years after FHSC formation when every hy-
drodynamical output is used. Finally we evolve the chemistry for an equivalent length of
time for just the snapshot taken at 33 540 years, i.e. for 33 540 years plus the initial 60 000
years.
For all species shown, the abundance profiles are very similar after the chemistry
was evolved for every hydrodynamical file (Fig. 4.2, black lines) and when the timestep
was set via the free–fall time (red lines). The exception to this is the peak abundance of CS
which is ∼ 1000 times higher in the latter case, although the abundance in the two cases
only divergeswithin r < 4AU.Differences in chemical abundances deepwithin the FHSC
will not affect the spectrum because it is optically thick. The abundance profile for when
the chemistry was evolved for just the 33 540 year snapshot (blue lines) is very similar
for CO and N2H+ but differs for the other species considered. CS and SO are frozen out
to a greater degree in the envelope because the chemistry has been evolved for longer at
the higher density. During the first collapse the density in this region was lower so the
adsorption rates were lower at this time. The abundances of HCO+ and NH3 between 3
and 10 AU are much higher too, which shows that it is important to consider the physical
history for these species too.
In summary, the choice of initial chemistry timestep is only significant if CS or SO
emission from large (100-1000s AU ) scales is to be considered. For CO and N2H+ after
FHSC formation it is unnecessary to calculate the evolution of chemical abundances as
the cloud collapses and is sufficient to calculate abundances only for the snapshot of in-
terest. Otherwise, the chemical history is important and the chemically evolution should
be modelled fully. Taking a maximum chemistry timestep of δt = 13 tff is sufficient for
obtaining chemical abundances.
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4.4 Radiative transfer
We took snapshots from the chemical post–processing of the hydrodynamical models to
synthesize the line emission of selected molecular species with torus, as described in
Section 2.3. First the adaptive mesh refinement (AMR) grid is populated from the SPH
particles following the method described by Rundle et al. (2010). The SPH particles were
mapped onto the cubical AMR grid of side length 6× 1015 cm (400 AU) and mass reso-
lution of 1027 g per grid cell for the radiative transfer modelling, with the exception of
the HCO+ models. The density and temperature are low enough outside this region that
the contribution to the spectrum is negligible relative to the contribution from the in-
ner few 10s of AU. There is, however, a significant contribution from the envelope to the
HCO+(1 − 0) spectrum, therefore a larger grid of 8× 1016 cm (5350 AU) with a coarser
mass resolution (1028 g per cell) was used for this transition.
The level populations were calculated assuming local thermodynamic equilibrium
(LTE) and are calculated iteratively from the radiation incident on each cell. This is a valid
assumption here because the density in the simulated collapsing cloud is higher than the
critical density for the species and transitions considered. AMonte Carlo method is used
to follow the emission and absorption of continuum and line photon packets through the
model to an observer. A turbulent line broadening of 0.1 km s−1 is applied. A position-
position-velocity (PPV) FITS image cube is produced for an observer at 150 pc. The PPV
cubes have a side length of 370 AU and 81 channels from −4 km s−1 to 4 km s−1, giving a
channel width of 0.1 km s−1.
The silicate dust grain type of Draine and Lee (1984) with a power law distribution
of grain sizes between 0.1µm and 1µm of n(a) ∝ a−q with q = 3.5 (Mathis et al. 1977) was
used to calculate the dust extinction, continuum emission for the continuum images, and
the continuum contribution to the spectra.
4.4.1 Processing image files
The PPV cubes generated straight from torus are noise–free so it is sufficient to perform
the continuumsubtractionwith just one line–free channel. Integrated intensitymapswere
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constructed from the continuum–subtracted PPV cubes by summing the channels as fol-
lows, where ∆v is the channel width:
I =
n∑
v=1
Iv∆v. (4.1)
Spectra were calculated by averaging pixels within a 0.35 arcsec diameter aperture
for CS and SO, andwithin a 0.67 arcsec aperture for CO andHCO+ for which the emission
is more extended.
ALMA observations were simulated from the PPV cubes using the simalma routine
in CASA (McMullin et al. 2007). Channels corresponding to −4.0 km s−1 to −3.5 km s−1
and 3.5 km s−1 to 4.0 km s−1 for which there was no line emission were averaged and sub-
tracted from all channels to remove the continuum emission.
Position–velocity diagramswere constructed for COPPV cubes to examine rotation.
ThePVcutswere takenperpendicular to the rotationaxis, through themidplaneof thedisc
or pseudo–disc. The brightness of each velocity channel at each position was calculated
by adding the intensity of pixels within ± 0.15 arcsec above and below this centre line.
4.5 Results
4.5.1 Morphology and velocity structure of the hydrodynamical models.
The evolution of the maximum density and central temperature are presented in Fig. 4.3.
Initially the temperature is lowest at the centre of the core and the temperature remains
≈ 15 K at the edge throughout the simulation due to heating by the ISRF. It is therefore
more useful to compare the central temperature rather than maximum temperature. The
FHSC forms after 29 500 years in the RHDmodel and after 30 700 years in theMHDmodel.
The FHSC is deemed to have formed when the rapid increase in central density and tem-
perature that occurs during first collapse ceases and the density and temperature continue
increasing at a slower rate (just after point (a) in Fig. 4.3). The FHSC lasts for 3500 years
in the RHD model and for 1300 years in the MHD model. The lifetime is shorter in the
MHDmodel becausemagnetic braking slows the rotation such that the rotational support
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Figure 4.6: Velocity structure at snapshot (d) (late FHSC). Left panels: RHD model. Cross-section of the
velocity component approaching an observer viewing the system edge–on, vy , in themidplane (top) showing
a rotationally supported disc; vy , as viewed edge–on (centre); the vertical component of the velocity, vz ,
(bottom). Arrows show the direction of the net velocity. Right panels: As above but for theMHDmodel. The
key features are the rotating pseudo-disc and outflow. The highest velocities are due to infall within±20AU.
is reduced.
We take snapshots from the hydrodynamicalmodels at selected times to allow com-
parison of the synthetic observations for different evolutionary stages. These are taken
at the following values of the central density: (a)10−12 g cm−3, (b) 5× 10−11 g cm−3, (c)
10−9 g cm−3, (d) 10−8 g cm−3, (g) 10−2 g cm−3 (these are the same values as used in Chap-
ter 3). Snapshot (a) is taken just before FHSC formation, (b), (c) and (d) are during the
FHSC stage and (g) is taken just after the formation of the stellar core. Density and tem-
perature profiles for four key evolutionary stages are presented in Fig. 4.4. It is important
to note that the temperature remains< 100Kat r > 10AUeven at snapshot (g), i.e. shortly
after stellar core formation, and T < 300 K at r > 4 AU (see Fig. 4.4) which means the
chemical network is valid for observable size scales.
The morphology of the RHD and MHD models is shown in Fig. 4.5. In the RHD
model (upper two panels), the FHSC has the form of a rotationally supported disc which
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increases in radius from∼ 20 AU to∼ 35 AU (c.f. Bate 1998, 2011). Late in the FHSC stage,
after 32 000 years, a spiral instability develops. The disc is also apparent in the diagrams
of the velocity structure shown in Fig. 4.6, upper panels, aswell as the infall perpendicular
to the plane of the disc. After second collapse and the formation of the second (stellar)
core, the disc and spiral structures persist.
In the MHD model, the FHSC forms after 30 700 years. The cloud core is initially
rotating quickly in this model but the rotation is significantly reduced by magnetic brak-
ing and the FHSC is not rotationally supported. A pseudo-disc forms around the FHSC,
comprised of gas with infalling, rotating motions (see Fig. 4.6). An outflow is launched
around 400 years after FHSC formation, the structure of which is shown in Fig. 4.5, lower
panels, and the lower panels of Fig. 4.6. Outflow velocities reach 0.5 km s−1 to 1.0 km s−1
at distances of 20 to 150 AU from the midplane. Infall continues through the pseudo–disc
at |v| ≤ 0.5 km s−1 and also vertically within r < 10 AUwith velocities exceeding 1 km s−1.
The line–of–sight rotational velocities in the outflow and pseudo–disc are similar to the
outflow and infall velocities which means that all of these regions must be considered to
understand the nature of the spectra.
Infall velocities reach∼ 3 km s−1 in theRHDmodel but are lower in theMHDmodel
due to additional magnetic pressure and remain< 1.5 km s−1 after stellar core formation.
4.5.2 Chemical evolution
Chemical abundances as a function of radius for the RHD case are shown in Figs. 4.7 and
4.8. From here onwe refer to chemical abundances relative to the abundance of molecular
hydrogen. Other specieswith high abundances not shown here include CCH,HCN,HNC
and H2O. Some interesting species such as methanol and formaldehyde form primarily
through grain surface reactions and so we cannot calculate realistic abundances for these.
The abundances beyond 100 AU remain mostly unchanged throughout FHSC phase and
stellar core formation because the temperature and density change very little. However,
for nearly all the species shown, there is a dramatic change at r . 30 AU when the FHSC
forms and the gas–phase abundances increase quickly. We note that the abundances of
the species discussed here are also high at large radii in the envelope and surrounding
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Figure 4.7: Average abundances of selected species calculated for the RHDmodel perpendicular to the rota-
tion axis for snapshots a–g taken as the FHSC forms and evolves (see Fig. 4.3).
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Figure 4.8: Same as for Fig. 4.7 but in the vertical direction (parallel to the rotation axis).
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Figure 4.9: Average abundances of selected species from the MHDmodel perpendicular to the rotation axis.
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Figure 4.10: Same as for Fig. 4.9 in the vertical direction.
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Figure 4.11: Mass weighted average abundances (relative to nH2 ) of selected species from the MHD model,
viewed at i = 90◦. From left to right, the snapshots are of the first collapse (a), early FHSC (b), late FHSC (d),
and just after stellar core formation (g).
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molecular cloud. However, if we select transitions that are excited at the higher tempera-
tures of the warm core then it is only the abundances towards the centre of the cloud core
that matter for observations.
The abundance of CS peaks sharply within a radius of a few AU, indicating that
it traces the warmest region at the centre of the FHSC. The peak abundance increases
significantly during the FHSC stage so we may expect to see CS lines brighten as the core
evolves. CN traces a similar region but its central abundance increases later than CS.
The abundance of H2CN increases rapidly within the FHSC and becomes 4–5 orders of
magnitude higher than in the surrounding envelope, which may provide an indication of
the FHSC.
OCS, SO and CO trace the FHSC but to different radii. In the RHD model, these
species trace regions within ∼ 15, 20 and 30 AU respectively in the disc plane. For these
species, the peak abundance does not change after the FHSC forms but the radius within
which the abundance is high increases as the disc warms up. For example, CO desorbs
fromdust grains as soon as the FHSC forms and the size of the disc traced by CO increases
from∼ 15 AU to∼ 30 AU in the first half of the FHSCphase. OCS follows the same pattern
but traces the disc to a smaller (< 15 AU) radius.
Abundances in theMHDmodel (Figures 4.9, 4.10 and 4.11) are similar except in the
vertical direction after the outflow is launched. HCO+ and CO are abundant out to larger
radii in the vertical direction than the horizontal due to the outflow. SO still appears to
trace the central core well since the abundance decreases by several orders of magnitude
at 10 AU even in the direction of the outflow. In the MHDmodel, the peak abundance of
SO increases by a factor of 10 during FHSC stage.
The abundance ofHCO+ is lowest in the centre of the core after FHSC formation and
increases with radius. There is a region of enhanced HCO+ abundance within a shell at
∼10 - 50 AU. The abundance of HCO+ is lower in the outflow than surrounding envelope
and lower still in the pseudo–disc. HCO+ is therefore likely to trace the inner envelope
structure, but not the disc or pseudo–disc.
The abundance of NH3 peaks within the FHSC in the MHD model and to a lesser
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Figure 4.12: Mass weighted average abundance relative to nH2 for snapshot (d), late FHSC for CO, SO, CS
and HCO+ respectively. CO and CS trace the spiral structure of the FHSC and CS traces just the central few
AU. The HCO+ abundance is lower in the spiral arms than in the envelope.
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extent also in the RHDmodel. NH3 is depleted to a radius of∼100AUwithin the pseudo–
disc and within the outflow. In the RHD model, NH3 is depleted within the spiral arms
but the abundance is high within a radius of r . 30 AU and is high in the envelope.
Abundances of the other species herepeak sharply in the centre, except for SOwhich
traces out to 8 AU above the midplane and COwhich traces out to 20 AU. At this distance,
CO should trace the base of the outflow but SO is more likely to trace the infall close to
the centre of the core.
The chemical abundances within and close to the FHSC are very different to the
abundances in the centre of the pre-stellar core before FHSC formation because many
species desorp from the dust grains with the rapid increase in temperature. For both
models, the species that show significant evolution in abundance during the FHSC stage
are CS, NH3 and SO. The abundance of OCS in the centre of the core decreases during
FHSC stage in the MHD model.
For all species considered here, clues to the evolutionary stage of the core are likely
to be given by changes in envelope structures revealed by certain species rather than by
changes in chemical abundances alone. Murillo et al. (2018) conclude fromobservations of
twoClass 0 protostars that temperature is a key factor in driving the chemical composition
of a protostellar envelope. Since the temperature structures are similar, it is likely that
the kinematics rather than the chemical abundances will prove a better diagnostic of the
FHSC.
4.5.3 Synthetic observations
In this section we present synthetic observations of CO (4−3) (461.041 GHz), SO (87−76)
(340.714 GHz), CS (8 − 7) (391.847 GHz) and HCO+ (1 − 0) (89.198 GHz). These species
were chosen because they are expected to have high enough abundances to be detectable
and to trace different structures. CS also shows a significant change in abundance as the
FHSC grows. CN, NH3 and N2H+ are also likely to trace FHSC structures. However, at
the moment we are unable to compute the hyperfine structure lines necessary to model
the emission from these molecules.
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Figure 4.13: 230 GHz (1.3mm) continuum image for snapshot (d) from the RHDmodel. At millimetre wave-
lengths the continuum emission is brightest in the centre of the FHSC only and the spiral features are faint.
The brightness scale has been capped at 18.0 Jy arcsec−2 but the maximum intensity is 20.2 Jy arcsec−2.
4.5.3.1 Continuum
The 230 GHz continuum image of the late FHSC from the RHD model is presented in
Fig. 4.13 to allow comparison with line observations. The continuum emission here is
tracing the denser regions such that the centre of the FHSC appears bright and the spiral
structures are only visible within 20 AU.
4.5.3.2 CO
From Fig. 4.12 it is clear that CO traces the region containing the spiral structures in the
RHD model. The integrated intensity maps for a snapshot late in the FHSC stage for
both the RHD and MHD models are shown in Fig. 4.14. The CO (4 − 3) line appears to
trace the rotational structures present in the RHD model in the face–on direction. The
CO (4 − 3) emission reveals two spiral arms but the emission traces the lower density
region rather than the spiral features seen in the column density and dust continuum
emission (Fig. 4.13).
There are significant absorption features in the integrated intensity maps where
the FHSC continuum emission is absorbed by cooler gas in front of it. This effect is oc-
casionally seen in observations of Class 0 protostars (e.g. Ohashi et al. 2014). The FHSC
is smaller in the MHD model so a smaller region is seen in absorption. The FHSC re-
mains axisymmetric in the MHDmodel and the integrated intensity map shows a 50 AU
diameter disc–like structure.
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Figure 4.14: Top: CO (4 − 3) integrated intensity map for late FHSC in the RHD model, after subtracting
continuum emission. Bottom: As above but for the MHD model.
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Figure 4.15: Spectra for CO (4− 3) (solid lines) and CO (3− 2) (dotted lines) at i = 0◦ (face-on) during late
FHSC stage (d) of theMHDmodel. Each panel covers an area of 0.08×0.08 arcsec2. The outflow has recently
been launched and is apparent from the double peak.
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When viewed side–on (inclination i = 90◦) the dense inner envelope is bright in
emission for the RHDmodel. The outflow structure of the MHDmodel is apparent in the
CO (4− 3) emission. The CO abundance varies by less than an order of magnitude across
the inner region which it traces, indicating that the outflow structure in Fig. 4.14, bottom
right, is not caused by an increased CO abundance in the outflow. The brighter structures
are where the velocities are higher because emission at the higher velocities (> 1 km s−1)
suffers much less from self–absorption.
The spectra of the late FHSC snapshot from the MHDmodel in Fig. 4.15 reveal the
kinematics that could be detected at i = 0◦. The spectrum for each panel was calculated
simply by summing the intensities for each pixel in the area of the image covered by the
panel. The CO (4− 3) spectra are brighter, more sharply peaked and have deeper absorp-
tion features than the CO (3−2) spectra. The line profiles for the snapshot just after stellar
core formation are very similar, only slightly brighter.
At i = 0◦ we are looking down the direction of the outflow. The double–peaked
spectra in the four central panels are indicative of the blue– and redshifted components
with velocities of ∼ 1 km s−1. Self–absorption at low velocities also contributes to the
central dip. There is a second absorption feature at∼ 1 km s−1 which is caused by infalling
gas directly in front of the FHSC (see Fig. 4.14, lower right). Outside of the central four
panels, the spectra peak at∼ 0.7 km s−1. The redshifted emission from the far side outflow
is brighter than the emission from the approaching part of the outflow, which causes
this asymmetry in the spectra. The nearside emission is self–absorbed because the gas
in the outflow, through which the emission propagates, is moving at similar velocities to
the emitting gas and this is not the case for the far side emission. The effect of the near
side infalling gas on the redshifted outflow CO emission is negligible because the CO
abundance is very low in the envelope.
To examine the observable kinematics further we plot the position–velocity cuts for
three snapshots during FHSC stages (b,c,d) and shortly after stellar core formation (g) in
Fig. 4.16 for both the RHD and MHD models. These were constructed from the i = 90◦
velocity cubes as described in Section 4.4.1.
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Figure 4.16: Position–velocity diagrams for CO (4 − 3) for a series of snapshots of the FHSC (b, c, d) and
newly formed stellar core (g) viewed at i = 90◦ inclination. The intensity was summed over an 0.3 arcsec
slice centered on the plane of the disc. Dashed lines show the Keplerian rotation profile for a 0.03 M central
protostar.
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Figure 4.17: Spectra averaged over a central 0.67 arcsec diameter aperture for RHD model (top) and MHD
model (bottom). Solid lines: i = 0◦, dashed lines: i = 90◦. Letters refer to evolutionary stage as defined in
Section 4.5.1.
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The RHD PV diagrams show the characteristics of a rotating infalling structure.
The broad absorption feature at ∼ 1 − 2 km s−1 indicates infalling gas and the velocity
increases towards positive offsets because of the contribution of rotation. CO is frozen out
just outwards of the spiral shocks at r & 40 AU. The extent of the emission increases as the
temperature increases andCOdesorbs at increasing radii. There is blueshifted emission to
the right hand, receding, side of the object because the gas on the far side has a component
in the direction of the observer as it spirals towards the disc. This emission is not self–
absorbed due to the velocity difference between the emitting gas and the gas in the disc
and near–side envelope through which it passes.
The PV diagram for the MHD model appears to be closer to a Keplerian rotation
profile, although this is misleading because there is no rotationally supported disc and
gas is spiralling inward through the pseudo–disc. CO is frozen out at r & 20 AU so there
is no emission beyond ±0.2 arcsec.
Earlier in the FHSC stage (snapshots b and c) absorption occurs at negative veloc-
ities. For snapshot (c), this is likely to be due to absorption in the young outflow. By
snapshot (d) absorption occurs only at v & 0.4 km s−1 and is restricted to a very narrow
region of< 0.04 arcsec. The nature of the CO (4− 3) absorption feature could provide an
indication of the evolutionary stage.
From the evolution of the spectra averaged within a 0.35 arcsec circle shown in
Fig. 4.17, the difference between the RHD and MHD models is even more apparent. The
disc in the RHDmodel is seen almost entirely in absorption against the continuum. Early
in the FHSC stage (b) the absorption and emission features are similar in magnitude in
the RHDmodel. The brightness of the emission changes little through to when the stellar
core forms but the depth of absorption increases by up to a factor of 3. There is no disc in
the MHD model and much of the emission is from the outflow. At (b) the line is entirely
in absorption at i = 0◦. The development of the outflow leads to the emission brightening
as gas–phase CO is present in high abundance in a more extended region.
At i = 90◦ a double–peaked rotation signature is not seen in the RHD model due
to the strong absorption at positive velocities by infalling material. The rotating outflow
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Figure 4.18: SO (87 − 76) integrated intensity maps for the RHD model. We do not show the MHD model
because the scale of the emission would be too small to resolve.
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Figure 4.19: Evolution of the SO (87 − 76) line profile in the MHD model for RHD model (top) and MHD
model (bottom). Each spectrum is averaged over pixels within a central 0.35 arcsec (53 AU) diameter circular
beam. Solid lines: i = 0◦, dashed lines: i = 90◦.
produces adouble–peaked spectrum in theMHDmodel, however,whichmaybemistaken
for a rotating disc (Fig. 4.17, bottom panel, dashed lines).
Our models assume a turbulent velocity of 0.1 km s−1 and we note that a higher
value will result in less self–absorption at the systematic velocity of the FHSC as well as
slightly broader line widths.
4.5.3.3 SO
The abundance of SO is ∼ 1× 10−9 within r < 20 AU in the RHD model and within
r < 10 AU in the MHD model and drops off rapidly outside this region, meaning it is
a tracer of the FHSC only in the RHD model (Fig. 4.12) and of the FHSC and very inner
envelope in the MHD model (Fig. 4.11). At a distance of 150 pc, the region traced in
the MHD model is only 0.13 arcsec across so the object will not be well resolved. The
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abundance of SO is lower in the outer parts of the spiral arms of the RHDmodel, although
SO traces the inner spiral well (Fig. 4.12). In Fig. 4.18, the integrated intensity plots reveal
significant absorption as seen in CO, which actually traces out the central spiral structure.
Emission is limited to a pair of spiral arms at r ∼ 20 AU. At i = 90◦, we see a "hamburger"
structure with emission from above and below the midplane.
SO (87 − 76) spectra for the MHD model are shown in Fig. 4.19. The line bright-
ens considerably during the early FHSC stage as the temperature increases quickly in the
central few AU and SO traces an increasing radius. The region traced by SO incorporates
only a small section of the outflow where the outflow velocities are < 0.5 km s−1. In the
same region, the infall and rotation velocities are ∼ 1 km s−1.
The spectra show a clear evolution during FHSC stage. At snapshot (b) the emission
is undetectable and the line is symmetrical in absorption. By snapshot (c) the outflow has
launched and the line is asymmetrical since it is affected by self–absorption by outflowing
gas, giving rise to a redshifted peak. From snapshot (d) there is an absorption feature
against the continuum. This becomes less pronounced after the stellar core formation
because the density distribution becomes more sharply peaked. The peak becomes more
symmetrical as emission from the outflow brightens.
At i = 90◦, the emission peaks at ± 1.2 km s−1 and the blueshifted peak is brighter,
as expected for an infalling, rotating structure. The central absorption dip is skewed to
positive velocities due to absorption by infalling material (with a positive recession veloc-
ity). The infall velocity is lower here than in the vertical direction due to the added effect
of rotation.
Without an outflow, the spectra for the RHD model are quite different. There is a
very strong absorption feature from 1.5 to 2.5 km s−1. After stage (c) this does not deepen
although the emission peak brightens between snapshots (c) and (d). The i = 90◦ spectra
do not display the characteristic double peak. Looking at the integrated intensity images
in Fig. 4.18 we can see that the disc is seen nearly entirely in absorption. Rotation speeds
are low above and below the disc where the emission originates and emission at higher
velocities is less bright than the low velocity emission from nearer the centre.
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Figure 4.20: Spectra for CS (8−7) obtained from a 0.35 arcsec aperture from the RHDmodel (top) andMHD
model (bottom). Solid lines i = 0◦; dashed lines i = 90◦.
4.5.3.4 CS
The average CS abundance for the late FHSC of the RHD model is presented in the final
panel of Fig. 4.12. The abundance peaks at a few 10−8 within r < 10 AU in a symmetri-
cal distribution and is several orders of magnitude lower elsewhere. We therefore do not
expect CS to be useful for tracing rotational structures. The emission will not be well re-
solved sowe consider only the spectra obtained from the total emissionwithin a 0.35 arcsec
aperture centred on the FHSC.
Fig. 4.20 shows the spectra for CS (8 − 7). CS is extremely depleted towards the
centre of the cloud core prior to FHSC formation and the abundance soon after formation
is still too low to be detectable.
In the MHD model, at i = 0◦ from snapshot (c) onwards, a sharp peak develops
around the CS (8− 7) line centre and this brightens considerably between the FHSC and
stellar core stages. There is an absorption feature at ∼ 1 km s−1. At the frequency of the
CS (8−7) transition (391.8 GHz), the envelope is optically thin andmost of the continuum
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emission originates within the FHSC or from the very inner envelope near to the FHSC.
The optically thin gas directly in front of the FHSC is infallingwith a velocity of∼ 1 km s−1
and absorbs the continuum emission. The peaks of the spectra are symmetrical and show
no evidence of the outflow. The CS (8− 7) line brightens between during and beyond the
FHSC stage.
At stage (c), mid–FHSC stage, we see symmetrical absorption features around the
central peak. The outflow has launched by then with a velocity < 1 km s−1. The gas is
still relatively dense and therefore absorbs radiation from the FHSC, but does so pre-
dominantly at blueshifted frequencies since this gas is approaching the observer. Within
. 5 AU from the centre, the gas is infalling at a similar speed to the outflow, which creates
the redshifted absorption feature.
At i = 90◦, the CS (8−7) line is double–peaked because of the rotation of the FHSC.
The emission is fainter due to the increased optical depth caused by the disc structure such
that the emission comes from a slightly larger radius where the temperatures are a little
lower. The central dip is deepened by absorption and is skewed to positive velocities due
to infall as discussed above.
Spectra from the RHDmodel showonly absorption at i = 0◦ and little asymmetry at
i = 90◦. Absorption at increasing velocities as the FHSC evolves indicates the increasing
infall velocities. In the ideal MHDmodel, the additional support from the magnetic field
reduces infall speeds so the spectra reveal a narrower velocity range.
4.5.3.5 HCO+
The abundance ofHCO+ is highest in the regions of the lowest density and it is depleted in
the FHSC and disc (Fig. 4.12). The integrated intensity map for the RHDmodel (Fig. 4.21,
top left) shows an asymmetrical ring with a central hole. This feature is commonly ob-
served in HCO+ near protostellar sources, albeit on scales of 100s AU rather than 10s AU
(e.g. Jørgensen et al. 2013). Only the inner envelope at r ∼ 30–50 AU is warm enough
to produce significant HCO+ (1− 0) emission and within the disc the HCO+ emission is
much fainter, primarily due to depletion at r . 15 AU (see Figs. 4.7 - 4.11). At i = 90◦,
the approaching (left) side is visibly brighter in both models. This is a well known phe-
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Figure 4.21: HCO+ (1− 0) Integrated intensity for snapshot (d). Middle: RHDmodel; Bottom: MHDmodel
nomenon for rotating, infalling envelopes observed in an optically thin line.
The emission in the MHD model also has the appearance of a disc and a smaller
region is traced. What we see is not just the pseudo–disc but also the conical outflow from
above. At i = 90◦, the emission is also less extended than in the RHD model, despite
the presence of an outflow. Here the HCO+ line traces the pseudo–disc and outflow and
there are brighter structures in the outflow like those seen in the CO emission. The spectra
for both models are double–peaked at i = 0◦. For the RHD model this is due to the
combination of infall motions and the self–absorption dip at low velocities. The spectra
for the MHD model have similar features but the infall speeds are lower. The emission
from the outflow at i = 0◦ in the MHD model at ∼ −0.5 km s−1 reduces the depth of the
dip between the central and blue shifted peaks from snapshot (c) onwards.
Before FHSC formation there is no central emission peak at the line centre. This
central peak brightens as the core evolves and, from late in the FHSC stage, it is brighter
than the blueshifted peak. This is true for both RHD and MHD models and provides a
130
CHAPTER 4. SYNTHETIC MOLECULAR LINE OBSERVATIONS OF THE FIRST
HYDROSTATIC CORE FROM CHEMICAL CALCULATIONS
4 3 2 1 0 1 2 3 4
Velocity [km/s]
0.00
0.02
0.04
0.06
0.08
0.10
In
te
ns
ity
 [J
y 
ar
cs
ec
−2
] HCO+  (1−0) a
b
c
d
g
3 2 1 0 1 2 3
Velocity [km/s]
0.01
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
In
te
ns
ity
 [J
y 
ar
cs
ec
−2
] HCO+  (1−0) a
b
c
d
g
Figure 4.22: HCO+ (1 − 0) spectra for RHD model (top) and MHD model (bottom) within a 0.67 arcsec
aperture. N.B. These use a grid of 5350 AU rather than the 400 AU grid used for the other species.
possible indication of the presence of an FHSC. The relative strengths of the line centre
and red– and blueshifted peaks do depend on the aperture over which the spectra are
averaged. The HCO+ abundance is extremely low in the centre so this emission at the line
centre is not simply coming from the FHSC. In the RHD model, the HCO+ abundance
increases within a shell between ∼ 20-30 AU (c.f. Figs. 4.7 and 4.8). This coincides with
the outer regions of the disc–shaped FHSC, which strongly suggests that we are seeing
the build up of material in the midplane. This feature is weaker in the MHD model (c.f.
Figs. 4.9 and 4.10), whichmakes sense because gas is infalling along the midplane, i.e. the
radial velocity = 0 for i = 0, but no disc forms so the density is lower.
4.5.4 Detectability with ALMA
In this section we examine the observability of features identified in the previous section
by simulating ALMA observations. For all synthetic ALMA observations we assume a re-
alistic precipitable water vapour (pwv) = 0.8 mm, unless otherwise stated, and use Briggs
weighting. Simulated ALMA integrated intensity maps are presented in Fig. 4.23 and
spectra in Figs. 4.24 and 4.25.
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Figure 4.23: Synthetic ALMAobservations of snapshot (d) of the RHDmodel in the face–on direction all with
pwv = 0.8: CO (3 − 2) 4h total time, ALMA out16 configuration giving 0.08 × 0.1 arcsec beam; CO (4 − 3),
ALMA out14 configuration giving 0.11 × 0.09 arcsec beam, 8h total integration; SO (87 − 76), ALMA out14
configuration giving 0.15× 0.12 arcsec beam, 8h total time.
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Figure 4.24: Synthetic ALMA observations of the MHD model snapshot (d) in CO (4 − 3). Left: face–on
direction, total integration time of 8 hours, pwv = 0.8mmand 0.1×0.09 arcsec beam. Each panel is 0.12 arcsec
across. Right: Red and blue contours show integrated intensity in the edge–on direction from 0 km s−1 to
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The asymmetric CO (4− 3) emission is discernible after a total on source time of 8
hours with the out14 configuration (beam size 0.11×0.09 arcsec) (Fig. 4.23, centre panel).
The absorption at the centre is very prominent and certainly detectable with a shorter
integration. No additional detail is gained by using a smaller beam due to the increased
noise. The CO (3 − 2) line (Fig. 4.23, left panel) is brighter and it is possible to obtain
a similar level of detail with the out16 configuration (0.1 × 0.08 arcsec beam) with a far
shorter 4 hour integration. Emission from the spiral arms clearly traces the asymmetric
central region where the CO is seen in absorption. The CO (3 − 2) line is more likely
to be contaminated by the foreground cloud so it is encouraging that the detection of
nonaxisymmetric structure is achievable in the higher (4 − 3) transition. SO (87 − 76)
is also detectable (Fig. 4.23, right panel) and traces the spiral arms clearly with a total
integration of 8 hours and the out14 configuration (0.09× 0.1 arcsec beam).
The CO (4−3) spectrum in Fig. 4.15 showed a double–peaked feature, characteristic
of the outflow, andwefind that it should be possible to detect thiswithALMA. In Fig. 4.24,
top, the panels each cover a larger area due to the lower resolution of the convolved image
but the feature is present in the central panels after a total on source time of 8 hours. A
high resolution of∼ 0.1 arcsec is needed to detect the double–peak, otherwise it is hidden
by low velocity emission from the pseudo–disc.
Many of the observed candidate FHSCs have accompanying detections of slow out-
flows. In Section 4.5.3.2 we showed that CO emission should trace the inner regions of the
outflow. However, in the simulated ALMA observation in Fig. 4.24, bottom panel, there
is no clear outflow structure either in the continuum or CO (4− 3) line emission. The line
emission reveals red– and blueshifted lobes, indicative of the rotation of the outflow. The
rotation velocities are comparable to, or higher than, the outflow velocities. Even at low
inclinations, the outflow motions were not detectable but rotation should be observable
with ALMA with a 6 hour integration.
The SO (87 − 76) transition revealed a shift in the line centre and the development
of an absorption feature between snapshots (c) and (d). This difference is still clear in
the simulated ALMA observation (Fig. 4.25, upper panel) and may provide a method
for distinguishing a source midway through FHSC stage from a more evolved object. In
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Figure 4.25: Synthetic ALMA spectra of the MHDmodel in the face–on direction. Top: SO (87− 76), 8 hours
total integration, out14 configuration. It is possible to distinguish spectra early and late in FHSC stage at i = 0◦
as the outflow develops. Bottom: MHDmodel HCO+ (1-0), 8 hours total integration, 0.21×0.25 arcsec beam.
As the FHSC grows emission increases at the line centre and becomes brighter than the blue peak and this is
still discernible in the synthetic interferometric spectra.
HCO+ too (Fig. 4.25, lower panel), the difference between the spectra of snapshots (b) and
(c) is clear although somewhat more subtle.
CS emission was found to be indistinguishable from noise even with an 8 hour
integration with pwv = 0.5 mm for both the (8 − 7) and (2 − 1) transitions from the
MHD model. The CS (8 − 7) line only became detectable for the last snapshot (g) with
excellent observing conditions of pwv= 0.2 mm and an 8 hour integration with the out20
configuration.
4.5.5 Disc accretion feedback
So far we have calculated the chemical abundances until only shortly after the formation
of the stellar core and have found that there is little change in the chemical abundances in
the envelope because the temperature structure at r & 200AU remains largely unchanged.
After the stellar core forms, thermal feedback will alter the temperature of the envelope.
Although the intrinsic luminosity of the protostar will be low for some time, accretion
luminosity is expected to be significant.
We now extend the RHD simulation for a few hundred years beyond stellar core
formation to allow the temperatures in the envelope to rise so we can explore whether
there is a difference in the chemistry of the envelope and over what timescales this might
occur. To extend the calculations significantly beyond stellar core formation, we need to
use sink particles because the particle timesteps become very small at high densities (Bate
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Figure 4.26: Evolution of the density and temperature profiles after stellar core formation from the disc
accretion feedback model. Snapshots are taken shortly after the formation of the stellar core (g) and at 50,
150 and 250 years later. Black lines: horizontally averaged profiles. Red lines: vertically averaged profiles.
1995). A sink particles is inserted after the stellar core has formed, when the maximum
density exceeds 0.1 g cm−3, and gas within 0.1 AU of the sink particle is accreted. The
accretion luminosity is the dominant source of heating at this early stage and to model
this we use the disc accretion feedback model of Jones and Bate (2018). For this, a sub—
grid model is implemented in which the sink particle represents a protostar and a disc
with gas accreting through the disc onto the star. The disc has an outer accretion radius
of 0.1 AU and an inner radius of 0.02 AU . For the first ten years after sink formation the
accretion rate is very high as the remnants of the FHSC fall onto the stellar core. After
this, the accretion rate becomes more steady and the accretion luminosity is calculated
assuming an initial accretion rate of 10−6 M year−1 and is added as a source term into
the flux–limited diffusion equations for gas particles surrounding the protostellar sink
particle.
Fig. 4.26 shows the evolution of the density and temperature profiles after the for-
mation of the stellar core with this disc accretion feedback model. The central density
decreases quickly after stellar core formation as the gas is accreted onto the protostar. At
r > 10 AU the density profile in the disc plane changes little but in the vertical direction
the density increases as material in the envelope falls inwards. The temperature increases
substantially over the 250 years out to r = 1000 AU and the radius at which T > 25 K, the
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Figure 4.27: Abundance profiles perpendicular to the rotation axis with the stellar feedback model for snap-
shots taken at stellar core formation (snapshot g) and 50, 150 and 250 years later.
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Figure 4.28: Abundance profiles parallel to the rotation axis with the stellar feedback model for snapshots
taken at stellar core formation (snapshot g) and 50, 150 and 250 years later.
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approximate sublimation temperature of CO, increases from ∼ 60 AU to ∼ 150 AU .
The abundance profiles for snapshot ‘g’ (stellar core formation), and 50, 150 and 250
years later are presented in Figs. 4.27 and 4.28. The rapid increase of temperature results
in the sublimation radius of many species increasing quickly too in the space of just 250
years. In this time, the extent of the disc traced by CO, SO and OCS doubles. CS, CN and
H2CN were previously only present in significant abundances in the centre of the FHSC
but are present within a region of tens of AU after 250 years. The change in the abundance
profile of CS is particularly interesting because during the FHSC stage we found that CS
traced too small a region to be spatially resolvable. In this short time, CS now traces the
inner disc and envelope to r . 30 AU .
These rapid changes in the abundance profiles are likely to cause the spectra of ex-
tremely young protostars to be distinct from the spectra of FHSCs, which offers some hope
for distinguishing between the two stages observationally. We note that the accretion rate
soon after stellar core formation is uncertain and the value we use for the initial accretion
rate may be rather conservative. A higher accretion rate will produce a higher accretion
luminosity and the gas temperatures will increase even faster.
4.6 Discussion
4.6.1 Chemical abundances
Abundances of chemical species that form primarily on the surface of dust grains are
highlyunderestimated and sowedonot simulate observations for them. Wenowcompare
the abundances of several species presented in this paper with observed values, bearing
in mind that the observed values were measured for dense starless cores. We will later
compare our chemical abundances to the results of other simulations in 4.6.5.
The calculated initial abundance of CO is 1× 10−4 which is similar to the mea-
suredCOabundances in TMC-1 (1.7× 10−4) andL134N (8.7× 10−5) (Agúndez andWake-
lam 2013; Dickens et al. 2000). As the core collapses and the density increases, the CO
freezes out and the abundance is lower than in TMC-1 and L134N, which is to be ex-
pected as the density exceeds that of L134N (nH2 ≈ 2× 104 cm−3 which corresponds to
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8× 10−20 g cm−3, Dickens et al. 2000) and TMC-1 (nH2 ≈ 8× 104 cm−3 which corresponds
to 3× 10−20 g cm−3, Pratap et al. 1997).
The initial abundance of HCO+ is 7× 10−9 which is similar to the measured abun-
dance of 7.9× 10−9 in L134N (Dickens et al. 2000) and a little lower than the value of
9.3× 10−9 found for TMC-1 (Pratap et al. 1997). The calculated HCO+ abundance is close
to the observational values than that of CO.
The initial abundance of CS (2× 10−8) is an order of magnitude greater than that
observed in TMC-1 (Pratap et al. 1997) and the KIDA network overestimates the CS abun-
dance for t<106 years. CS freezes out in the collapsing dense core and only exceeds 10−10
in the central few AU. Observations of the FHSC candidate Cha-MMS1 (Tsitali et al. 2013)
find a CS abundance of 2.5× 10−9 at a radius of 8000 AU, which is consistent with our
calculations if extrapolated to this radius.
The SO abundance is significantly lower by ∼ 4 orders of magnitude initially than
observed in TMC-1 and L134N. The initial abundance of NH3 is initially ten times lower
than observed in TMC-1 and L134N and reaches a few 10−9 in the core.
4.6.2 Spatially resolved structures
The spiral structure that develops in the RHDmodel should easily be spatially resolved in
dust continuum observations. Indeed, there are now several examples of such structures
observed in discs (e.g. Grady et al. 2013; Pérez et al. 2016; Stolker et al. 2016). We can exam-
ine whether the rotational or outflow structures are more prominent in line observations
than the continuum after modelling the chemical evolution and the line emission.
The spiral structure remains more easily observed in continuum emission on scales
of ∼ 20 AU. This is, in part, because the lines of species that trace the FHSC are seen in
absorption against the continuum across most of the FHSC. SO (87 − 76), CO (3− 2) and
CO (4−3)dohowever trace the spiral structure on scales of 50-60AUwhere the continuum
emission is much fainter.
While HCO+ and CO emission traces the outflow, the extent is very small at a rep-
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resentative distance of 150 pc. HCO+ emission is also very faint. Any structure will be
difficult to distinguish from noise even with an on source time of 8 hours.
Observations of CO (4−3) and SO (87−76) lines could be used to supplement con-
tinuum observations of rotating candidate FHSCs at low inclinations to provide evidence
of rotational structures. For the MHD model here, it looks unlikely that the outflow will
be detectable in HCO+ line emission maps. The outflow is not well defined in the simu-
lated ALMA integrated intensity map, but red and blue lobes are just detectable within 8
hours in CO (4− 3) (see Fig. 4.24, right panel).
4.6.3 Kinematics
Currently, the outflow velocity is one of the factors considered when classifying a faint,
young source as a candidate FHSC. FHSC outflows are expected to be wide and to have
velocities of a few km s−1 (e.g. Tomisaka 2002; Machida et al. 2008; Bate et al. 2014; Lewis
and Bate 2017; Wurster et al. 2018). Some sources identified as candidate FHSCs have
later been reclassifiedwhen further observations revealed a collimatedoutflow, faster than
∼ 10 km s−1 once inclination effects were considered (e.g. Per-Bolo 58, Dunham et al. 2006,
and B1-bS, Gerin et al. 2015). During the relatively short lifetime of the FHSC, the extent of
the outflow is only a few 100 AU and infall velocities are comparable to outflow velocities
so it is questionable whether the FHSC outflow would be detectable.
Of the species considered here, only CO spectra clearly show the signature of the
outflow. This is because the CO abundance is much higher in the outflow out to ∼ 30 AU
above themidplane than in the envelope. However, the outflow velocities are so slow that
once we consider a moderate inclination the outflow velocity component becomes negli-
gible in comparison to the rotational and, in reality, turbulent motions. The contribution
of the outflow to the HCO+(1−0) spectrum is less clear. This line is optically thin and still
dominated by infall due to the higher relative abundance in the envelope than the denser
central regions.
The different chemical species trace infall on different scales. Infall is apparent in
the optically thick lines as redshifted absorption against the continuum. Species such as
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CS and SO trace regions within the FHSC and a few AU above the midplane and reveal
infall onto the FHSC. As expected, HCO+ traces larger scale infall onto the disc.
Most of these species display the double–peaked rotation signature in the spectra
viewed from edge–on. This is not true of SO, CS or CO from the RHDmodel, however. In
bothCOand SO the disc is seen in absorption. SO traces a smaller radius thanCObutmost
of the central part of the disc is optically thick. The SO emission comes from essentially a
narrow ring offset from the midplane. The resulting spectrum is then missing the double
peak. The same is true for CS but on a smaller scale. We emphasize that the rotation
signatures appear to be stronger for the MHD model which does not have a rotationally
supported disc but has a rotating outflow.
4.6.4 Observing with ALMA
Many species thatmay in theory distinguish features associatedwith the FHSC, including
CS, are likely to be too faint to detect, even with ALMA. Temperatures are still very low
in much of the object so abundances of ISM species are depleted with respect to the sur-
rounding envelope. In addition, outflow and disc structures are still relatively compact
(100s and 10s ofAU respectively). Efforts to identify an FHSC should therefore concentrate
on just the most abundant species.
Although these structures are still compact, the resolution is a less important con-
sideration thanminimising the noise. We find the optimum resolution is 0.08 to 0.1 arcsec
for detecting rotational structures at 150 pc. With a synthesized beam of 0.1 arcsec, the
largest recoverable scale is ∼ 1.5 arcsec which means that emission from the inner enve-
lope should be acceptably recovered. Observations were synthesized here with a realistic
value for pwv= 0.8. Forworse observing conditions, the FHSC structures are very likely to
be indistinguishable from noise. In order to detect the outflow spatially in CO, pwv≤ 0.5
is necessary. An on source time of 8 hours is required for the lines modelled here. Only
CO (3− 2) is feasible with a shorter, 4 hour, integration.
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4.6.5 Comparison to other work
There have been only a few prior attempts to model chemistry of collapsing dense cores
that we know of, some from analytical density and temperature structures and some from
hydrodynamical models. We compare to the following work, where possible, since not
every paper includes every chemical species. Aikawa et al. (2008) calculated chemical
abundances for a 1-D frequency–dependent radiation hydrodynamical model of a col-
lapsing core. The chemical calculations included gas–phase and grain surface reactions
and assumed lowmetal elemental abundances. vanWeeren et al. (2009) performed similar
calculations but from 2-D hydrodynamical models, allowing the effects of a disc structure
to be explored. The chemical evolution was followed for 700 tracer particles by calcu-
lating gas–phase, gas–grain and grain surface reactions. Furuya et al. (2012) used a 3-D
RMHD model of a collapsing 1 M cloud, calculating chemistry for 105 tracer particles.
Gas–phase and grain surface reactions were included. Hincelin et al. (2016) specifically
set out to look for chemical differences between different components of the core in 3-D.
They performed several RMHD simulations of a collapsing 1 M cloud and calculated
the chemical evolution of 106 tracer particles with gas–phase and grain surface reactions.
Dzyurkevich et al. (2016) used a reduced network of mainly gas–grain H-C-O chemistry
to calculate abundances at the same time as calculating the dynamical evolution of the
collapse of a dense core. Maret et al. (2013) attempted to model the chemistry and two
line profiles to compare to two observed pre–stellar cores. They took an analytical density
profile which did not vary in time since they did not seek to model a collapsing core but
these results are useful to compare with the abundances in the envelope here. The chem-
ical model included gas–phase and gas–grain reactions. We note that the above papers
quote abundances relative to the total density of hydrogen nuclei and we account for this
in the comparison.
The highest abundances of CO that we obtained during the collapse of the pre–
stellar core are approximately a factor of 2 higher than those reported by Furuya et
al. (2012), which used a≈ 50 per cent lower elemental C+ abundance. The envelope abun-
dance of COwas a few×10−7 which is similar to the values ofHincelin et al. (2016), Furuya
et al. (2012) and to the abundance from the fiducial single sized dust grain model (S1) of
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Dzyurkevich et al. (2016) at ∼ 2000 AU.
In the envelope, we find an HCO+ abundance of a few ×10−9, which is similar to
that of vanWeeren et al. (2009) andDzyurkevich et al. (2016) at∼ 6000 AU in their models.
This abundance is a little higher than that found for similar radii byMaret et al. (2013) and
Aikawa et al. (2008).
Abundances of CS in the FHSC and envelope have previously been calculated to
be a few ×10−11 (Hincelin et al. 2016; van Weeren et al. 2009) or as high as 10−8 (Aikawa
et al. 2008). Between these regions CS is very highly depleted. We find the abundance in
the centre to be a few ×10−9 and a few ×10−12 in the outer envelope.
The abundance of NH3 is lower than the central values of a few 10−6 to a few 10−5
reported by others (Aikawa et al. 2008; van Weeren et al. 2009; Hincelin et al. 2016). The
initial abundance of N2H+ agrees well with the envelope abundances of van Weeren et
al. (2009) and Hincelin et al. (2016). The abundance in the centre is a few 10−20 as was
found by Hincelin et al. (2016) but we find the abundance in the disc and pseudo–disc to
be far lower than the abundances they report for those regions.
Synthetic CS spectra were presented by Tomisaka and Tomida (2011) and these are
qualitatively very different to those here, but their models assumed a constant CS abun-
dance of 4× 10−9 throughout whereas we expect CS to be depleted as the pre–stellar core
collapses. It is not returned to the gas phase in the envelope until some time after the
protostar has formed (see also Aikawa et al. 2008 for a study of the chemical changes that
occur as the protostellar core warms up). We find that the CS sublimation radius extends
to ∼ 10–15 AU in the MHDmodel (Figs. 4.7 and 4.8) so does not trace the gas kinematics.
In the RHD model, the CS sublimation radius extends to 20–30 AU (Figs. 4.9 and 4.10)
because the FHSC is larger due to the greater rotational support. In addition, because of
the freeze–out, the CS (8−7) emission is faint, and likely to be undetectable during much
of the FHSC phase.
Hincelin et al. (2016) find that species such as CS and HCO+ may be useful for
distinguishing the envelope from the outflow and pseudo–disc. We also find a difference
in abundance between the envelope and these components but for CS the spectrum is still
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dominated by the central few AU where the abundance of CS and temperature are much
higher. For HCO+, the decrease in abundance in the disc and outflow is offset by the
enhanced density and temperature such that the outflow and pseudo–disc are brighter
than the envelope in emissionmaps. We agree with their conclusion that the chemistry of
the envelope alone cannot distinguish between FHSC formationmodels. The temperature
profile of the envelope changes very little and changes in the composition of the envelope
are likely to occur only on longer timescales. Nevertheless, the spectra are very sensitive
to the distribution of chemical species so chemical evolution should certainly be taken into
account when simulating molecular line observations.
4.6.6 Determining evolutionary stage
The main objective of modelling the chemistry and synthetic observations of the FHSC is
to determine how to distinguish it from "empty" pre–stellar cores and from very young
protostars. The abundances of CS and SO are extremely low before FHSC formation and
the SO (87 − 76) line becomes detectable midway through the FHSC stage. CS (8 − 7)
remains undetectable with 8 hours integration with ALMA throughout FHSC stage and
will still be close to the detection limit after soon after stellar core formation, even in the
best observing conditions. A detection of CS at subarcsecond scales would preclude a
source from being an FHSC.
We saw in Section 4.5.5 that after the stellar cores forms thermal feedback from
accretion warms the inner envelope and disc such that CO, CS and SO trace regions up to
100 AU , 250 years after stellar core formation. CS emission from the infalling envelope is
therefore very likely to be detectable and perhaps even spatially resolved at this stage in
contrast to the faint CS emission from the small region close to the FHSC. This strengthens
the case for CS as an indicator of an object more evolved than the FHSC, althoughwe note
that there was some variation in peak abundance of CS as calculated with the KIDA 2011
and KIDA 2014 networks (see Sections 2.5.2 and Appendix A).
Changes in the shape of the SO (87 − 76) spectrum at low inclinations when the
outflow is launched should be detectable with ALMA. The central peak of HCO+ (1 −
0) becomes brighter than the blueshifted peak late in the FHSC stage, offering another
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possible indicator of evolutionary stage.
Factors other than age cause considerable variation in the properties of the spec-
tra. For this reason, it is probably not possible to provide generic criteria to distinguish
an FHSC from a stellar core. The positive identification of the FHSC is going to require
specific modelling of individual sources based on observationally derived morphology,
magnetic field and dust properties to determine the spectra expected from those specific
conditions.
4.6.7 Comparison to observations of candidate FHSCs
There are a few published observations of candidate FHSCs with better than 1000 AU
resolution. We now consider whether these sources are genuinely in the FHSC stage in
light of this work and also from the SED fitting of Chapter 3.
CS (2 − 1) and CS (5 − 4) transitions have been detected at the FHSC candidate
Chamaeleon-MMS1 (Tsitali et al. 2013). We do not expect there to be detectable CS emis-
sion from the FHSC and what is detected here is mostly emission from the surrounding
envelope since the beam size (24.9 arcsec) is much larger than our models. It would be
informative to obtain interferometric observations of CS emission with a smaller beam
to determine its source. The abundance of CS increases quickly within r < 50 AU af-
ter stellar core formation, during which time the extent of the outflow would not have
increased significantly. The stellar core outflow is expected to launch very quickly after
stellar core formation unless the magnetic field is weak or misaligned. While it is unlikely
that Cha-MMS1 is an FHSC, it is also unlikely to have evolved far beyond stellar core for-
mation. Further observations suggest rotational motions and an absence of shocks, which
also points to it being a very young object. The results of previous SED fitting indicated
too that Cha-MMS1 ismore likely to be a very young protostar than an FHSC (see Chapter
3).
Another candidate is L1451-mm where a slow, poorly collimated outflow was de-
tected in CO (2−1) (Pineda et al. 2011; Tobin et al. 2015a). We find that CO should indeed
trace the outflow although in the synthetic observations the velocity channels trace the ro-
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tational motions of the outflow. The observed CO extends for several hundred AU which
is a far larger region than we would expect, unless the lifetime of the FHSC is longer than
expected.
Two candidate FHSCs in Ophiuchus presented by Friesen et al. (2018) are also con-
sistent with the results here. Blue– and redshifted CO (2 − 1) emission was detected at
SM1N without a clear outflow morphology. This is what we find from simulated ALMA
observations: the FHSCoutflowhas a small extent andonce the imagewas convolvedwith
the ALMA beam and noise was added we did not see a clear outflow structure. N6-mm
also appears to have a compact and broad outflow. No absorption against the continuum
was observed at either source but this is not expected in CO from the MHD model.
The SED of CB17-MMS1 is consistentwith a young FHSC. There is also a rather con-
fusing structure seen inCO (2−1) emission thought to be associatedwith the source (Chen
et al. 2012). If this is tracing an outflow then the extent is probably too great for an FHSC
since we expect only the central part of the outflow to be detectable where temperatures
are high enough for CO to desorb from dust grains.
B1-bN is another FHSC candidate that has been observed several times now. Previ-
ous SED modelling indicated that the source is consistent with an FHSC but only if it has
a substantial disc and is viewed at a near side–on inclination (see Chapter 3, Young et al.
2018). An outflow has been detected in CO (2−1) (Hirano and Liu 2014), H2CO (202−101)
and several CH3OH (3− 2) lines (Gerin et al. 2015). This outflow is thought to extend to
≈ 1000 AU (see Table 3 of Gerin et al. 2015). We find that CO only traces the inner few 10s
of AU of the outflow and H2CO and CH3OH are unlikely to trace a much more extended
region than CO. Therefore it is difficult to explain this observation as an FHSC outflow
with such a large extent. Gerin et al. (2015) also point out that the outflow is not aligned
with themagnetic fieldwhichmeans it is possible that the source is a slightlymore evolved
object but with a shorter and less well collimated outflow than might be expected for its
age.
In Chapter 3 we concluded that the candidate FHSC Per-Bolo 58 is unlikely to be a
true FHSC based on the results of the SED fitting. It remains a puzzling source, however,
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and has been observed several times. As mentioned previously, a slow bipolar outflow
with a charactersitic velocity of 2.9 km s−1 was discovered byDunhamet al. (2011) and this
has a clear jet–like morphology. The detection of these clear jet–like lobes in 12CO (2 −
1) indicates that the outflow must have a reasonably high inclination and therefore the
outflow velocity will be higher once deprojected, and probably faster than that expected
for a FHSC. Furthermore, in our model CO traced only the base of the outflow and the
observed Per-Bolo 58 outflow extends > 1000 AU .
4.6.8 Limitations
The chemical network used here omitted grain–surface reactions and we therefore ex-
cluded species known to be governed by surface reactions. Species such as formaldehyde
and methanol are very likely to be good tracers of the outflow so it is worth modelling
observations of these in future. The chemical network we have used is valid between 10-
800 K and is extrapolated in the inner 1 AU after late FHSC stage. While this is unlikely to
affect the results here which concern larger scales, the calculated abundances in the centre
of the FHSC may be different when additional reactions and correct rates are considered.
In this chapter we used two extreme models: one which forms a disc and another
which forms an outflow and pseudo–disc. Other initial conditions will result in a com-
bination of these structures, which may alter the spectral features. Specific modelling is
therefore required to compare with particular sources in detail.
4.7 Conclusions
We have presented synthetic CO, CS, SO and HCO+ observations produced from hydro-
dynamical and chemical modelling of the formation and evolution of the first hydrostatic
core. We showed that rotational structures should be detectable by ALMA in CO (4 − 3)
and SO (87 − 76) transitions in realistic observing conditions. CO emission did not re-
veal the outflowmorphology in simulated ALMAmaps but red and blue lobes caused by
rotation, rather than outflowing motions, were detectable.
Regarding determining the evolutionary stage, we find changes in SO and HCO+
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spectra as the FHSC develops when viewed at a low inclination. We find that CS is unde-
tectable during the FHSC stage with a reasonable integration time and observing condi-
tions with ALMA. This means that candidate FHSCs with CS detections on subarcsecond
scales (i.e. without significant contribution from the envelope) are unlikely to be FHSCs;
they are likely to be more evolved.
FHSC structures are still very compact and most chemical species are frozen out in
much of the inner envelope. Although chemical evolution alone is unlikely to provide a
diagnostic of the FHSC, synthetic molecular line observations should account for chem-
ical evolution. Using constant spatial abundances is likely to lead to incorrect synthetic
observations.
Finally,we compare these resultswith selected candidate FHSCs. We rule outB1-bN
due to the detection of an outflow which extends ∼1000 AU. Cha-MMS1 is more likely to
be a very youngprotostar butwe cannot rule it out completely because there is no reported
detection of an outflowand existing observations resolve regions no smaller than 1000AU.
L1451-mm is unlikely to be in FHSC stage because the extent of the observed outflow is
greater than we would expect. Similarly, if the observed CO emission near CB17-MMS1
is tracing an outflow driven by the source then it is too extended to be driven by an FHSC.
This leaves Oph A SM1N and N6-mm as the most promising sources to follow up.
Identifying the FHSC in nature will require interferometric observations of lines
such as CO (4− 3) and SO (87 − 76) with a spatial resolution ∼ 0.05 arcsec and a velocity
resolution of 0.2 km s−1 to detect structures on the scale of a few 10s AU. Detection of these
lines should be achievable within an 8 hour integration with ALMA.
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Chapter 5
Chemical modelling of star cluster
formation
5.1 Introduction
In this chapter we apply the chemical calculations developed in Chapter 4 to a larger scale
model of the formation of a stellar cluster. Previously, the chemical calculations were lim-
ited to single collapsing cores but we are now able to investigate the chemical abundances
in the wider context of the surrounding molecular cloud. We also compare the chemical
abundances calculated with krome to those found from the simple chemical model em-
ployed in the RHD code of Bate andKeto (2015), whichwas used for the 1 M coremodels
and for the 500 M cluster formation discussed in this chapter.
5.2 Method
We follow a similar approach to post–processing the hydrodynamical simulation as pre-
sented in Chapter 4. The hydrodynamical model we use here was the calculation pre-
sented in Bate (2019), using the solar metallicity opacities. This calculation follows the
collapse of a molecular cloud under self–gravity and includes radiative transfer and the
diffuse ISM model of Bate and Keto (2015). Included in the latter is a simple chemical
model which computes abundances of C, C+ and gas–phase CO, including CO depletion
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(Keto and Caselli 2008) to allow accurate calculation of cooling rates. A model for the
formation and dissociation of molecular hydrogen (Glover et al. 2010) is also included for
calculating heating rates.
The abundances of atomic carbon, CO and C+ are calculated using the following
two equations (Keto and Caselli 2008; Glover and Clark 2012a; Bate and Keto 2015):
CO
C+
=
6× 10−16nH2
1.4× 10−11G0 exp(−3.2Av) , (5.1)
C
C+
=
6× 10−16nH2
2.1× 10−10G0 exp(−2.6Av) . (5.2)
Here G0 is the ISRF in units of the Habing flux (Habing 1968) and we use G0 = 1. The
visual extinction is calculated with Equation 2.17.
The initial spherical cloud is formed of 500 M of molecular gas and has a ra-
dius of 0.404 pc (83 300 AU ) giving a uniform initial density of 1.2× 10−19 g cm−3
(nH ∼ 6× 104 cm−3). An initial turbulent velocity field was applied and the initial tem-
perature is set so that the cloud is in equilibrium with the ISRF, as for the RHD2 model
of Chapter 3 and the RHDmodel of Chapter 4. The calculations are described in detail in
Bate (2019).
This cluster calculation used 3.5× 107 SPH particles. The memory of regular com-
pute nodes is exceeded if we require an array storing abundances of 679 chemical species
for each particle. To avoid this issuewe divide the cluster into eight parts. Since the chem-
ical calculation for each particle is independent of the other particles, the post–processing
of each part of the model can be undertaken separately. This process follows the same
method as used in Chapter 4: the chemical solver krome is called for each particle and
the abundances are updated accordingly. The separate parts of the model are then later
merged together.
This model makes use of sink particles, which were inserted when the density ex-
ceeded 10−5 g cm−3. This occurs during the second collapse, before the stellar core forms.
Any gas particle within racc = 0.5 au of a sink particle is accreted if it is bound and it
has insufficient specific angular momentum to form a circular orbit at racc from the sink
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particle. Sink particles within 0.03 au of each other are merged and there is no radiative
feedback from the sink particles.
The main difference here is that we start with a whole molecular cloud rather than
an isolated dense core, which means that a different initial timestep should be used.
The initial abundances used to set each SPH particle initially are identical to those used
for the dense cores in Chapter 4, calculated for dense ISM conditions with T = 10 K,
ρ = 4× 10−18 g cm−3 and Av = 20. The chemistry was evolved for 1000 yrs for the ini-
tial uniform sphere. After this, the minimum chemistry timestep was 700 yrs. As for
the 1 M core calculations, this means that not every SPH dump file is used because the
temperature and density tend to change slowly between consecutive files.
5.3 Results and discussion
As the cloud collapses, dense filaments begin to form due the turbulent velocity field
that was applied initially. Dense cores form primarily in the centre of the cloud and also
along the dense filaments. The development of these structures can be seen in the column
density figures in the top row of Fig. 5.1. The dense cores which continue collapsing form
protostars which are represented by sink particles, shown as white circles in the figure.
The protostars interact gravitationally which causes some of them to be flung away from
their birthplaces into less dense regions of the cloud.
We first discuss the distribution of chemical abundances in the collapsing cloud
and then compare the abundances calculated by post–processing the hydrodynamical
calculation with krome to the abundances calculated in the hydrodynamical model for
determining cooling rates.
5.3.1 Chemical abundances in the molecular cloud
In Fig. 5.1 we present the column density, gas temperature, dust temperature and abun-
dances of CO, SO, HCO+ and CS for a 0.6 pc×0.4 pc region at the centre of the molecular
cloud for snapshots taken at 148 400, 190 300 and 227 900 yrs after the start of the simu-
lation. The temperatures are lower in the higher density regions due to efficient cooling
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Figure 5.1: Rows 1–3: Column density and mass–weighted average gas temperature and dust temperature
from the RHD calculation. Rows 3–6: mass–weighted average abundances of CO, SO,HCO+ andCS for three
snapshots calculatedwith krome . Protostars (sink particles) are plotted as white circles and each panel spans
0.6× 0.4 pc.
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Figure 5.2: Column density and mass–weighted dust temperature and selected chemical abundances of a
zoomed–in region of the cluster showing the increased abundances on small scales close to the protostars
due to desorption. 1000 AU ' 0.005 pc, sink particles are plotted as white circles.
by dust grains. The exception to this is on small scales of ∼ 100 au near to the protostars
where gravitational contraction heats the gas. In the regions of lower density we can see
that the dust temperatures tend to be lower than the gas temperatures because dust cools
more efficiently than gas and the two components are less well coupled at lower densities.
The abundance of CO in the gas phase decreases as the density increases through-
out the simulation since the adsorption rate increases with increasing density. In the re-
gions where stars form, the CO abundance is at least 1000 times lower than in the wider
molecular cloud. As we saw in Chapter 4, CO desorbs rapidly when the dust temper-
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ature Tdust & 25 K which is reached shortly before FHSC formation. In each snapshot
of CO there are some dense cores where CO is being desorbed but have yet to reach the
density required for a sink particle and towards the centre of the cluster larger regions of
gas–phase CO are forming where the density of protostars is higher. However, it is still
noticeable that the CO abundance is highest only in very small scale regions at this early
stage and abundances remain low for most of the centre of the cluster.
We see depletion of HCO+, SO and CS in the dense filaments as well. The abun-
dance of HCO+ is highest in the cloud outside of these filaments. CS, however, is de-
pleted relative to its initial calculated ISM abundance of nCS/nH = 8.5× 10−9 in most of
the region shown and the abundance decreases throughout the calculation, except near
to protostars.
We present a zoomed–in region of the cluster in Fig. 5.2 to show the chemical
changes on the smaller scales where protostars have formed. This region spans approxi-
mately 3000 AU× 3000 AU and contains four sink particles within filaments of dense gas.
Two of the protostars have large discs of diameters 100–200 AU . As we also saw in Chap-
ter 4, once the FHSC forms, the temperature is high enough for all species to be rapidly
desorbed but only within r < 100 au of the centre of the FHSC. The gas–phase abundance
of CO is high out to r ≈ 300 AU of the sink particles with discs and the SO abundance is
high out to r ≈ 100 AU . CS desorbs later at higher temperatures and we only see high
CS abundances near to the protostars with large discs. We found previously that after
the formation of the stellar core, gas–phase CS was present in significant quantities only
within a few AU of the centre of core. HCO+ is destroyed at high densities and so its
abundance near the protostars is even lower than in the nearby dense filaments.
HCO+ is commonly used to trace dense gas because, as we see here in Fig. 5.2, it
does not suffer from significant depletion, except within the dense filaments. CO, SO and
CS are still significantly depleted in this dense part of the cloud and their abundances will
not increase without radiative feedback from the protostars.
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Figure 5.3: Phase diagrams of gas temperature versus density at 227 900 yrs (the end of the hydrodynamical
calculation). Left column: abundances from the simple chemical model implemented in the RHD calcula-
tion of Bate (2019) (solar metallicity) for each value of temperature and density. Right column: abundances
calculated with krome . The phase diagram for frozen–out CO is included in Fig. 5.4.
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Figure 5.4: Phase diagrams of gas temperature versus density at 227 900 yrs (the end of the hydrodynamical
calculation) as for Fig. 5.3 but for species from the krome model only. CO (gr) refers to CO frozen out onto
dust grains.
log
 (n
CO
(gr
)/n
H)
log (nH)log (nH)
z
0 5 10 15
0
5
10
-10
-8
-6
-4
C
O
z
0 5 10 15
0
5
10
-10
-8
-6
-4
C
O
D
U
ST
log
 (n
CO
/n H
)CO 
log
 (T
du
st 
[K
])
 2
 1
CO (gr)
log
 (T
du
st 
[K
])
 2
 1
Figure 5.5: Phase diagrams of dust temperature versus density at 227 900 yrs (the end of the hydrodynamical
calculation) as for gas–phase CO and CO frozen out onto dust grains, CO (gr).
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5.3.2 Comparison with the abundances from the RHDmodel
Simple carbon chemistry was implemented in the RHD model for more accurate calcu-
lation of cooling rates since CO is a major coolant in the ISM and the gas cooling rate
therefore depends on the abundance of CO. This model does not treat the desorption of
CO after it has frozen out. We compare the abundances of atomic carbon, C+ and CO
obtained from this simple model with the abundances obtained from post–processing the
hydrodynamical simulation with krome. Fig 5.3 shows phase diagrams of density versus
gas temperature and abundances relative to total hydrogen for the RHD calculation on
the left and from the krome chemistry calculation on the right for atomic carbon, C+ and
gas–phase CO.
The desorption of CO results in much higher abundances at nH & 106 cm−3 in the
krome model. In the krome model, there is a clear change at ≈ 25 K above which CO is
completely in gas phase at densities nH & 106 cm−3. Below this temperature, the rate of
adsorption is higher and we see in Fig. 5.4 that CO is frozen out here. At nH & 1010 cm−3
and T > 300 K there is an increased abundance of atomic carbon which we do not see in
the simple chemical model.
In the regions of intermediate density nH = 103–106 cm−3 the abundance of atomic
carbon is similar for both models. The abundance of C+ decreases slightly less quickly
with density in the krome chemistry calculation. The abundance of CO relative to hy-
drogen is ∼ 10−5 over most of this density range in the krome chemistry model but in
the simple model, the abundance reaches ∼ 10−4 where nH = 103–104 cm−3. Where the
temperatures are high enough for CO to sublimate, the CO reacts to form other molecules
such as HCO+.
HCO+ is formed primarily by the reaction of CO with H+3 (Lee et al. 2004) and this
explains the distribution seen in Fig. 5.4. HCO+ is found in the regions where nH ≈ 104–
109 cm−3 and CO is abundant in the gas–phase. In the denser regions, charged species
are depleted so there is negligible H+3 available and so HCO+ is also depleted.
SO and CS, being heavier molecules, desorb at higher temperatures than CO and
we see that the gas–phase abundances of these species are only significant in the warm,
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high density regions. At number densities of nH ≈ 104–109 cm−3 gas–phase CS is present
in low abundance but the abundance of SO is much lower. Sulfur preferentially forms
SO over CS (Lee et al. 2004) but at temperatures . 100 K H2O, which is a main source of
oxygen, is frozen out. Without oxygen available, the CS remains.
Towards the edge of the cloud where nH . 103 cm−3, the carbon is almost entirely
ionised in the simple chemical model. This is expected because there is less extinction
of the ISRF so photoionisation and photodissociation reaction rates are high. The abun-
dances of C+ and atomic carbon are lower in the krome chemical model. This may be
partly because additional chemical reactions are possible and the carbon is contained in
free radicals and other molecules as well as being in the form of C+. However, the low
abundance of C+ is more likely to be a result of the initial conditions aswe consider below.
In this very low density region we also find a much lower abundance of CO in the
krome model. Fig. 5.4, top left panel, shows that CO in the low density regions is frozen
out. In these regions the gas temperature is over 100 K but the dust temperature stays
below 20 K. The thermal desorption rate is set from the dust temperature whereas the
adsorption rate is related to the gas temperature (c.f. Equations 2.31 and 2.29). The CO
freezes out early in the simulationwhen the chemistry is evolved for the initial conditions,
i.e. the uniform density cloud. As the hydrodynamical model evolves, the molecular
cloud expands outwards and density of the outer regions decreases and the gas temper-
ature there rises due to heating by the ISRF. The gas and dust temperatures are poorly
coupled at these very low densities so, while the gas heats up, the dust stays cold and the
CO does not sublimate even with the high gas temperatures. Cosmic rays can heat dust
grains which causes CO to desorb but the timescale for this process is much longer than
the length of the simulation so the total CO desorption by both mechanisms remains neg-
ligible. In Fig. 5.5, we plot phase diagrams for gas–phase CO and frozen out CO, "CO (gr)",
with respect to the dust temperature rather than the gas temperature. These confirm that
the CO evaporates as expected for grain temperatures& 25 K. In addition, there is a slope
between nH ∼ 106 cm−3 and ∼ 1011 cm−3 because the rate of adsorption increases with
both density and gas temperature. The chemical model assumes that all CO is desorbed
at 25 K so the abundance of COmay be overestimated because some CO remains trapped
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in the ice mantle at higher temperatures.
The chemical abundances calculated for the low density region near the edge of the
cloud are probably not realistic because in nature these regionswould not have been dense
enough in the past for CO (and other species) to freeze out. In this region, the molecular
cloudmeets the diffuse ISM andwewould therefore expect the chemical abundances here
to be similar to those of the ISM.
5.4 Conclusion
In this chapter we have presented the results of post–processing a hydrodynamical model
of star cluster formation with the chemical model that was used in Chapter 4. This has
provided an insight into how the chemical abundances evolve on scales larger than the
1 M dense coresmodelled previously. The outcomeofmodelling awhole cluster empha-
sises the results from Chapter 4 that within a star–forming cloud most species are highly
depletedwith respect to ISMabundances exceptwithin the inner envelope near the FHSC.
Comparing the simple chemical model with the results of the chemical post–
processing with krome, we find that the abundances of atomic carbon are similar but,
at first inspection, the abundance of C+ may be overestimated by the simple model. In
the krome model, however, gas–phase species freeze out in the molecular cloud and do
not sublimate when the edge of the cloud expands and warms up because the dust tem-
perature remains low. This will reduce the amount of carbon in the gas phase which is
almost certainly the cause of the low C+ abundance.
Time–dependent chemistry can capture effects that are missed by equilibrium ap-
proximations but the dependence on the physical history can substantially affect the calcu-
lated abundances in unexpected ways. For this kind of chemical modelling, the physical
initial conditions need to be considered carefully to understand and mitigate any unreal-
istic results.
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Chapter 6
Conclusion
6.1 Summary
The earliest stages of star formation are difficult to observe. The evolutionary sequence of
very young sources is often not clear and the parent cloud, the structure of the envelope
and orientation of the disc are among factors which have a significant effect on the appear-
ance of a protostellar source. Theoretical work can explain the mechanisms of low mass
star formation reasonably well but the problem of how to verify the predicted stages ob-
servationally still requires more attention. Synthetic observations can be produced from
theoretical models to help us understand how the predicted properties of an object trans-
late into specific observables. The development of the FHSC is an important stage first
predicted fifty years ago but the FHSC has never been firmly identified in nature. For
this to be possible, more specific criteria are needed to show how to distinguish the FHSC
from more evolved objects.
In this thesis we have predicted a variety of observational characteristics of the
FHSC. In particular we have considered how to distinguish the FHSC from other faint,
young objects to help determine the best way to target candidate FHSCs and to provide
synthetic observations to compare these sources with. These synthetic observations were
all produced fromhydrodynamicalmodels of the collapse of a 1 M dense corewhichpro-
vide a realistic density and temperature structure that does not depend on any assumed
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analytical density distribution.
In Chapter 3 we studied how the SED varies with the properties of the FHSC and
as the FHSC evolves. We expect more shorter wavelength emission (λ < 100 µm) to be
detected for sources that are at lower inclinations, rotating more quickly or in lower mass
cores. We did find that several properties had similar effects on the SED, for example
rotating sources viewed edge–on may look younger because more of the shorter wave-
length radiation is reprocessed in the disc and envelope. We then fitted the SEDs of 15
candidate FHSCs from a set of 1440 synthetic SEDs produced from hydrodynamical and
radiative transfer models with various properties. This showed that SEDs can provide
an insight into the properties of these sources, even accounting for the degeneracy of the
SEDs of some models with different properties. The SED fitting is helpful for choosing
which sources to target in future observations because it can indicate whether a source
is likely to have evolved beyond the FHSC stage. Some sources such as B1-bN were fit-
ted well by FHSC SEDs but have extended outflows which means they are actually more
evolved. SED fitting is a useful first step in identifying FHSCs in nature but it is limited
and needs to be used alongside kinematic data.
The next step was to produce synthetic molecular line observations. In Chapter 4
we post–processed an RHD and an RMHD simulation to calculate chemical abundances
as the FHSC forms and evolves. The abundances of most species are strongly depleted
throughout the collapse of the pre–stellar core except close to the centre, near to the FHSC.
Only the central few 10s of AU are traced by CO and SO and these will show up the disc
and inner envelope. HCO+ emission is expected to trace the infalling, rotating inner enve-
lope. However, this emission may be too faint to be detectable in a reasonable integration
time with even the superior sensitivity of ALMA. CS is depleted in all but the central few
AU and is unlikely to be detectable at dense core scales until late in the FHSC stage.
The presence of a slow outflow is often used to argue that a protostellar source
may be a FHSC rather than a more evolved object. Since CO only traces the inner few
AU of the outflow and is frozen out elsewhere we do not expect CO emission to trace
the FHSC outflow motions. The outflow gas motions are too slow to be distinguishable
from the turbulent motion of foreground gas at all but the lowest inclinations and will
160 CHAPTER 6. CONCLUSION
be challenging to detect even at a face–on orientation. Rotational motions of the outflow
may however be detectable and we showed that red and blue lobes of CO (4−3) emission
could be detected with ALMA.
With these results, we rule out candidate FHSCs that havedetectedoutflows extend-
ing a few hundred AU or more and recommend that ALMA observations with a spatial
resolution of ∼ 0.05 arcsec, a velocity resolution of 0.2 km s−1 and an 8 hour integration
are required to detect FHSC structures in CO or SO line emission.
In Chapter 5, we applied the chemistry calculations to a model of the formation of
a star cluster from a high density (∼ 6× 104 cm−3)500 M cloud. We found that most
species are depleted compared to ISM abundances throughout much of the cloud and
are only released back into the gas–phase in small regions near to where protostars are
forming or have formed. The chemical abundances calculated for the outer parts of the
cloud are not likely to be realistic because many species remain frozen out due to the
uniform initial density of the cloud.
6.2 Future directions
As we mentioned in Chapter 4, the physical properties of pre–stellar objects such as the
rotation, mass andmagnetic field strength vary and it is not possible to give generic obser-
vational criteria for the positive identification of a FHSC. Now we are able to determine
which are the strongest candidates, we can start to construct tailoredmodels for individual
candidate FHSCs based on their observationally–derived properties. ALMAobservations
of Cha-MMS1 with subarcsecond resolution are currently scheduled and these will pro-
vide suitable observational data to compare with bespoke models.
Most of the FHSC candidates that we fitted with model SEDs in this thesis are un-
fortunately too distant for high resolution observations since they will be considerably
fainter than the synthetic observations, which were calculated for a distance of 260 pc and
150 pc for the SEDs and molecular lines respectively, and the angular sizes will be very
small. We need to continue searching for nearby FHSC candidates at distances . 250 pc,
such as in the Taurus and Ophiuchus molecular clouds, and preferably in the Southern
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sky so they are observable with ALMA. This is where the SED fitting will continue to
prove useful to pick out sources that are more likely to contain a FHSC. This may involve
finding existing photometry from catalogues of protostars which usually include several
unclassified sources or sources loosely classified as Class 0 that could be less evolved.
In this thesis, we only model line emission for four chemical species. Many
molecules have now been detected in star–forming regions and several of these are com-
monly used to trace gas structures and dynamics. It would be interesting to see whether
N2H+ traces the envelopewhere other species are frozen out, since thismay reveal outflow
as well as infall motions. Formaldehyde and methanol are often found to trace outflows.
Both species form primarily through chemical reactions on the surface of dust grains and
we would need to repeat the chemical calculations with a full gas–grain network to pre-
dict their abundances. If grain surface reactions enable these species to form in the out-
flow then line emission from the outflow may be detectable to a greater extent than we,
somewhat pessimistically, predicted. N2H+ and methanol produce spectra with hyper-
fine structure lines, which we were not able to model. A next step would be to implement
the calculation of hyperfine lines in torus using a method of Keto and Rybicki (2010), for
example.
We have shown that our chemical calculations with krome can be used to study
chemical evolutiononmolecular cloud scales. However,more thought needs to begiven to
the initial conditions, particularly at the surface of the cloud. Abetterway should be found
to initialise the chemical abundances to avoid unrealistic depletion towards the edge of
the cloud. An improved strategy could be to wait for the cloud to evolve slightly to amore
physical density and temperature profile before evolving the chemistry. Alternatively,
the abundances could be initialised from a 1-D rather than a 0-D model so that the initial
abundances depend on the radius.
As observations are becoming more sensitive, it is becoming clear that there are a
number of pre– or proto–stellar sources that do not fit in the current protostellar classifi-
cation schemes. PACS Bright Red sources like those fitted in Chapter 3 have high enough
luminosities that they must contain protostars but are faint or undetected at 24µm. On
the other hand, sources such as Per-Bolo 58 have a very low luminosity but have extended
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outflows, with velocities higher than would be expected for an FHSC. It is currently diffi-
cult to explain what these sources are: perhaps they are deeply embedded protostars or
they could be very lowmass objects. Future work could explore the likely nature of these
sources.
The appearance of protostellar objects is largely affected by the extinction of fore-
ground gas anddust and the contribution of radiation from the surrounding parent cloud.
We could sample protostars formed in the cluster simulation and model the radiative
transfer to help understand how the SEDs and spectra are affected by the position of the
protostar within the cloud and by turbulent foreground gas. It is possible to choose the
temperature and luminosity of the star represented by sink particles with torus which
would allowmany combinations of protostar luminosities and locations in the cloud to be
tested. We could also compare the spectra of these “embedded” protostars with the spec-
tra calculated for the individual dense cores to show how contamination from foreground
cloud motions may affect observations.
Another possibility is that these protostars may have disrupted outflows or very
weak outflows due to misalignment of the rotation axis and magnetic field. Such sources
would differ from the canonical protostar, disc and outflow structure for which the vast
majority of synthetic observations are produced. A disrupted outflow may increase the
density above the protostar, causing an increase in extinction. This scenario could be
tested by performing frequency–dependent radiative transfer modelling with torus on
MHDmodels which exhibit these features (e.g. Lewis et al. 2015).
6.3 Outlook
Since the full operation of ALMA began in 2014, protostars and protoplanetary discs have
been observed with high resolutions which has revealed structures and kinematics on
unprecedented size scales. The detection of the faint, compact structures associated with
the FHSCwill be challenging but, for relatively close sources, should nowbewithin reach,
thanks to ALMA. Fifty years after the FHSC was first predicted, and following decades
of theoretical modelling and technological progress, we have reached the point where it
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should be possible to detect and characterise it in nature.
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Appendix A
Comparison of chemical abundances
to the KIDA 2014 network
We performed the chemical calculations again for the MHDmodel of Chapter 4 with the
gas phase reactions from KIDA 2014 network (Wakelam et al. 2015) to examine how the
results might differ. The gas–grain reactions which were added to the KIDA network
separately remain unchanged. Figs. A.1 and A.2 show the resulting abundance profiles
averaged in the plane of the disc and the rotation axis respectively.
The abundance profiles are mostly very similar with the 2011 and 2014 KIDA net-
works because it is the gas–grain reactions which drive the abundances outside of the
FHSC. The snapshot taken during the first collapse (a) shows higher central abundances
for CO and HCO+. This is simply because the desorption of these species happens very
quickly at this stage so the abundances increase rapidly and the exact abundance is sen-
sitive to the exact moment it is measured. For CO, the peak abundance in the FHSC is
slightly lower early in the FHSC stage but reaches∼ 1× 10−4 by late in the FHSC stage, as
it did with the KIDA 2011 network. The sublimation radius extends to 20 AU in the plane
of the disc, as before. The SO abundance is slightly higher deep within the FHSC but the
profiles are very similar. The abundances profiles of HCO+ are very similar for both net-
works. With the 2014 network, the CS abundance may be nearly an order of magnitude
higher deep within the FHSC (r . 3 AU). Comparing all of the molecular profiles shown
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Figure A.1: Average abundances of selected species from theMHDmodel perpendicular to the rotation axis,
calculated using the KIDA 2014 chemical network.
in Figs. 4.9 and 4.10 with those in Figs. A.1 and A.2, only OCS has substantially different
abundances over a wide range of radii.
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Figure A.2: Average abundances of selected species from the MHD model parallel to the rotation axis, cal-
culated using the KIDA 2014 chemical network.
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