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Abstract
Recently, Lu and Hurvich [Y. Lu, C. Hurvich, On the complexity of the preconditioned conjugate
gradient algorithm for solving toeplitz systems with a Fisher–Hartwig singularity, SIAM J. Matrix Anal.
Appl. 27 (2005) 638–653] used the preconditioned conjugate gradient method with the optimal circulant
preconditioner proposed in Chan [T. Chan, An optimal circulant preconditioner for Toeplitz systems, SIAM
J. Sci. Statist. Comput. 9 (1988) 766–771] for solving the Toeplitz system Tn(f )x = b where the generating
function f is given by
f (ω) = |1 − e−iω|−2dh(ω)
with d ∈
(
− 12 , 12
)
\{0}. The function h(ω) is positive continuous on [−π, π ] and differentiable on
[−π, π ]\{0}. In this paper, we will use the superoptimal circulant preconditioner proposed by Tyrtyshnikov
[E. Tyrtyshnikov, Optimal and superoptimal circulant preconditioners, SIAM J. Matrix Anal. Appl. 13 (1992)
459–473] to solve the same problem when 0 < d < 1/2. Our convergence analysis shows that the number of
iterations is bounded by O(log3 n) and therefore the complexity of our algorithm is O(n log4 n). We notice
that the numerical performance of superoptimal preconditioner is almost the same as that of the optimal
preconditioner.
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1. Introduction
In this paper, we use the preconditioned conjugate gradient (PCG) method [13] to solve the
Toeplitz system with a Fisher–Hartwig singularity. The PCG algorithm has been a popular and
effective iterative method for solving Hermitian positive definite Toeplitz systems Tnx = b since
1986 [20]. It is well known that Toeplitz systems arise in a variety of applications in science and
engineering [6,10,14,16,19]. We recall that the n-by-n Toeplitz matrix is defined by the following
form:
Tn =
⎡
⎢⎢⎢⎢⎢⎢⎣
t0 t−1 · · · t2−n t1−n
t1 t0 t−1 · · · t2−n
... t1 t0
.
.
.
...
tn−2 · · · . . . . . . t−1
tn−1 tn−2 · · · t1 t0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where the entries (in this paper) are assumed to be given by
tk = 12π
∫ π
−π
f (ω)e−ikω dω, i = √−1,
for k = 0,±1,±2, . . . The function f is called the generating function of Tn. The complexity
of the PCG algorithm with some suitable preconditioners, for instance, the optimal circulant
preconditioner [8] and superoptimal circulant preconditioner [21], is known to be O(n log n) for
Toeplitz systems where the generating function f (ω) is positive continuous on [−π, π ], see
[5,7,14,19].
Recently Lu and Hurvich [17] considered to use the PCG method with the optimal pre-
conditioner for solving Tn(f )x = b where the generating function f (ω) satisfies the following
assumption:
Assumption 1 [12,17]. The generating function f is given by
f (ω) = |1 − e−iω|−2dh(ω), ω ∈ [−π, π ],
where d ∈
(
− 12 , 12
)
\{0} and h(ω) is even positive continuous on [−π, π ] and differentiable on
[−π, π ]\{0}. Also logh is Riemann integrable on [−π, π ], i.e.,∫ π
−π
∣∣∣∣h′(ω)h(ω)
∣∣∣∣ dω < ∞,
and there exists a c ∈ (0,∞) such that
|h′(ω)|  c|ω|−1, ω ∈ [−π, π ]\{0}.
Moreover, h(ω) is assumed to be in B11
⋂
L∞ and all conditions for h(ω) are also applied to 1h(ω) .
We recall that the Besov space B11 includes all functions g such that g ∈ L1 and∫ π
−π
1
s2
∫ π
−π
|g(ω + s) − 2g(ω) + g(ω − s)| dω ds < ∞.
Under Assumption 1,Tn(f ) is symmetric positive definite and has a Fisher–Hartwig singularity
caused by the term
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|1 − e−iω|−2d
in the generating function f such that the condition number of Tn approaches to ∞ as n increases,
see [12]. Lu and Hurvich [17] showed that the complexity of the PCG method for solving Tnx = b
without any preconditioning grows asymptotically as n1+|d| log n. With the optimal circulant
preconditioner cF (Tn) which is defined to be the minimizer of ‖Tn − Wn‖F where ‖ · ‖F is the
Frobenius norm and Wn runs over all circulant matrices, the complexity of the PCG algorithm is
O(n log3 n).
In 1992, Tyrtyshnikov [21] proposed another circulant preconditioner tF (Tn) called superop-
timal circulant preconditioner which is defined to be the minimizer of ‖In − W−1n Tn‖F where
Wn runs over all nonsingular circulant matrices. The convergence analysis of the PCG method
with the preconditioner tF (Tn) was given in [2,5] for some well-conditioned Toeplitz systems.
Recently this preconditioner has been found to be a good approximation in signal processing
when there exists a noise [1].
Let F denote the Fourier matrix whose entries are given by
(F )j,k = 1√
n
e2π i(j−1)(k−1)/n, i ≡ √−1, 0  j, k  n − 1.
Then we have the following lemma:
Lemma 1 [4,15]. For any matrix An ∈ Cn×n, the optimal circulant preconditioner cF (An) is
uniquely determined by An and is given by
cF (An) ≡ F ∗δ(FAnF ∗)F,
where δ(E) denotes the diagonal matrix whose diagonal is the same as the diagonal of the cor-
responding matrix E. The superoptimal circulant preconditioner tF (An) is uniquely determined
by An and is given by
tF (An) ≡ cF (AnA∗n)cF (A∗n)−1
when An and cF (An) are invertible.
In this paper, we will use the superoptimal circulant preconditioner tF (Tn) for solvingTn(f )x =
b where the generating function f satisfies Assumption 1 with 0 < d < 12 . We remark that the
range of d for the general setting of our problem should be in (−1/2, 1/2)\{0}. However, due to
some technical analysis we used, we can only solve the problem with d > 0 in this paper. We will
consider the case of d < 0 in our future work hopefully. Our convergence analysis for the case of
d > 0 shows that the number of iterations is bounded by O(log3 n) and therefore the complexity
of our algorithm isO(n log4 n) for each iteration requiresO(n log n) operations. We notice that the
numerical performance of superoptimal preconditioner is almost the same as that of the optimal
preconditioner.
The outline of the paper is as follows. In Section 2, we give a spectral analysis. We will estimate
the largest and the smallest eigenvalues respectively and then give the condition number of the
preconditioned system. In Section 3, some numerical tests are given to show the effectiveness of
our preconditioner and finally some tedious proofs will be given in the Appendix.
2. Spectral analysis
In this section, we will give a spectral analysis of the condition number of the preconditioned
system. We begin with the estimate of the largest eigenvalue.
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2.1. The largest eigenvalue of t−1F (Tn)Tn
To estimate the eigenvalues of the superoptimal preconditioned matrices, the following facts
are important. If Tn is a symmetric positive definite matrix, we then have
c−1F (Tn)Tn = F ∗δ−1(FTnF ∗)FTn
≈ δ− 12 (FTnF ∗)(FTnF ∗)δ− 12 (FTnF ∗)
:=M,
t−1F (Tn)Tn = cF (Tn)c−1F (T 2n )Tn
= F ∗δ(FTnF ∗)δ−1(FT 2n F ∗)FTn
≈ δ(FTnF ∗)δ−1(FT 2n F ∗)FTnF ∗
≈
(
δ(FTnF
∗)δ−1(FT 2n F ∗)
) 1
2
(FTnF
∗)(δ(FTnF ∗)δ−1(FT 2n F ∗))
1
2
:=N
= (δ2(FTnF ∗)δ−1(FT 2n F ∗))
1
2 M(δ2(FTnF
∗)δ−1(FT 2n F ∗))
1
2 . (1)
Here, we use the notation A ≈ B if the matrices A and B are similar and we have used the fact
that the diagonal entries of δ(FTnF ∗) and δ(FT 2n F ∗) are positive so that the square roots of
them are well-defined. We obtain the following lemma concerned with the spectra of optimal and
superoptimal preconditioned matrices.
Lemma 2 [9]. Let An be a symmetric positive definite matrix. For the preconditioners cF (An)
and tF (An), we have
λmax(t
−1
F (An)An)  λmax(c
−1
F (An)An),
and
λmin(t
−1
F (An)An)  λmin(c
−1
F (An)An),
where λmax(·) and λmin(·) denote the largest and smallest eigenvalues respectively.
When the generating function of Tn satisfies Assumption 1, it has been proved in [17] that
λmin(c
−1
F (Tn)Tn)  C1 · log−2n, λmax(c−1F (Tn)Tn)  C2 · log2n. (2)
Here and in the remaining part of this paper, we use C1, C2 and C to denote positive constants
which are independent of n and may be different from line to line. By Lemma 2 and (2), we obtain
the following bound immediately on the largest eigenvalue of the superoptimal preconditioned
matrix
λmax(t
−1
F (Tn)Tn) = O(log2n). (3)
2.2. The smallest eigenvalue of t−1F (Tn)Tn
The idea to estimate the smallest eigenvalue of t−1F (Tn)Tn is to give a lower bound for the eigen-
values of δ2(FTnF ∗)δ−1(FT 2n F ∗). This can be achieved by analyzing δ(FTnF ∗) and δ(FT 2n F ∗)
separately.
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We first introduce some notations that will be used throughout this paper. We will use
E(JX,kJX,j ) to denote the (k, j)th entry of the matrix FTnF ∗. Simple calculation shows that
E(JX,kJX,j ) =
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ,
where ωk = 2πkn and
Dn(x) ≡ 1√
2πn
n−1∑
j=0
e−ixj .
In particular, we denote the kth diagonal entry of FTnF ∗ by E(In,k). It is worth pointing out that
these notations come from the frequency domain analysis of a time series. The notation E(In,k)
represents the expected value of the periodogram of a time series and E(JX,kJX,j ) gives the
covariance of the corresponding discrete Fourier transform. A time series with spectral density
function satisfying Assumption 1 is said to have long range dependence. Recently, the time series
with long range dependence have been considered by several authors [17,18]. Our estimates on
the eigenvalues of δ(FTnF ∗) and δ(FT 2n F ∗) are inspired by the studies in this area. We are now
ready to give the estimates. For simplicity, in the remainder of this paper, we assume the matrix
size n is odd. Similar results can be obtained when n is even.
2.2.1. The eigenvalues of δ(FTnF ∗)
Lemma 3. The eigenvalues of δ(FTnF ∗) satisfy
λk(δ(FTnF
∗)) = E(In,k) ∼
⎧⎨
⎩
n2d , k = 0;
n2dk−2d , k = 1, . . . , n−12 ;
n2d(n − k)−2d , k = n+12 , . . . , n − 1.
Here, we have used the notion of asymptotic equivalence: a(n) ∼ b(n) if and only if there exist
two positive universal constants C1 and C2 such that uniformly
C2b(n)  a(n)  C1b(n).
Proof. We know from [11] that
E(In,0) = C0n2d ,
where C0 is a finite positive constant independent of n. Under Assumption 1, it follows from
Lemma 2 in [18] that there exist two positive constants C1 and C2 such that for all integers
1  k  n−12 ,
C2 
E(In,k)
fn,k
 C1,
where fn,k = |2sin(ωk2 )|−2dhn,k with hn,k = h(ωk) and ωk = 2πkn . We therefore have
E(In,k) ∼
(
k
n
)−2d
,
for 1  k  n−12 . If
n+1
2  k  n − 1, then 1  n − k  n−12 . Thus we have
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E(In,k) =
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωk − λ) dλ
=
∫ π
−π
f (λ)Dn(ωn−k − λ)Dn(ωn−k − λ) dλ
= E(In,n−k) ∼ fn,n−k
∼
(
n − k
n
)−2d
. 
2.2.2. The eigenvalues of δ(FT 2n F ∗)
Note that
(FT 2n (f )F
∗)k,k =
n−1∑
j=0
|E(JX,kJX,j )|2 =
n−1∑
j=0
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
.
We will give detailed estimates of the terms in the right hand side with 0 < d < 12 .
Lemma 4. If f (x) satisfies Assumption 1 and 0 < d < 12 , we then have
(a) For 1  |j | < k  n−12 ,
|E(JX,kJX,j )| =
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣Cn2d |j |−2d · log(4πk)k . (4)
For 1  |k| < j  n−12 ,
|E(JX,j JX,k)| =
∣∣∣∣
∫ π
−π
f (λ)Dn(ωj − λ)Dn(ωk − λ) dλ
∣∣∣∣  Cn2d |k|−2d · log(4πj)j , (5)
where ωk = 2πkn , ωj = 2πjn , and C is a positive constant independent of n.
(b) For k = 1, . . . , n−12 ,
|E(JX,kJX,0)| =
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ω0 − λ) dλ
∣∣∣∣ = O(n2dk−1). (6)
Remark 1. One should notice that the absolute values in the indices |j | and |k| are necessary for
the proof of Lemma 5 below.
The proof of Lemma 4 is tedious and we therefore put it into the Appendix. Notice
that in Lemma 4, the indexes of |E(JX,kJX,j )| are in the set of {1, 2, . . . , n−12 }. The follow-
ing lemma will be used to extend our estimates of |E(JX,kJX,j )| to the indexes in the set of
{n+12 , . . . , n − 1}.
Lemma 5. We have∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣ =
∣∣∣∣
∫ π
−π
f (λ)Dn(ω−k − λ)Dn(ωn−j − λ) dλ
∣∣∣∣
(7)
for k, j = 0, . . . , n − 1.
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Proof. Since ω−n+j = −2π + ωj , we have Dn(ωj − λ) = Dn(ω−n+j − λ). Thus,∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣=
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ω−n+j − λ) dλ
∣∣∣∣
=
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωn−j + λ) dλ
∣∣∣∣
=
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk + λ)Dn(ωn−j − λ) dλ
∣∣∣∣
=
∣∣∣∣
∫ π
−π
f (λ)Dn(ω−k − λ)Dn(ωn−j − λ) dλ
∣∣∣∣ ,
where the last equality holds since Dn(x) = Dn(−x). 
With Lemmas 4 and 5, we now estimate the eigenvalues of δ(FT 2n F ∗).
Theorem 1. If f (x) satisfies Assumption 1 and 0 < d < 12 , then
(FT 2n (f )F
∗)k,k =
⎧⎪⎨
⎪⎩
O(n4d), k = 0;
O(n4dk−4d log2n), 1  k  n−12 ;
O(n4d(n − k)−4d log2n), n+12  k  n − 1.
The proof of Theorem 1 is also given in the Appendix.
2.2.3. The main estimate on the smallest eigenvalue
Combining the bounds for the diagonal entries of the matrices FTn(f )F ∗ and FT 2n (f )F ∗, we
get the following theorem.
Theorem 2. If f (x) satisfies Assumption 1 and 0 < d < 12 , then the smallest eigenvalue of
superoptimal preconditioned matrix satisfies
λmin[t−1F (Tn(f ))Tn(f )]  Clog−4n (8)
for all n large enough, where C is a positive constant independent of n.
Proof. We first show that by Theorem 1,
λmin[δ2(FTnF ∗)δ−1(FT 2n F ∗)]  C1(log−2n). (9)
When k = 0, we have
λ0[δ2(FTnF ∗)δ−1(FnT 2n F ∗n )] 
C2n4d
O(n4d)
 C1. (10)
When 1  k  n−12 , we have
λk[δ2(FTnF ∗)δ−1(FT 2n F ∗)] 
C2n4dk−4d
O(n4dk−4d log2n)
 C1log−2n. (11)
When n+12  k  n − 1, we have
λk[δ2(FTnF ∗)δ−1(FT 2n F ∗)] 
C2n4d(n − k)−4d
O(n4d(n − k)−4d log2n)  C1log
−2n. (12)
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By (10)–(12), we obtain (9). Thus by (1), (2) and (9),
λmin(N) λmin(M) · λmin[δ2(FTnF ∗)δ−1(FT 2n F ∗)]
 Clog−2n · log−2n = Clog−4n. 
2.3. Bound for the complexity of the PCG algorithm
From (3) and (8), we know the condition number of superoptimal preconditioned matrix
satisfies
κ[t−1F (Tn)Tn] = κ[t−1/2F (Tn)Tnt−1/2F (Tn)] = O
(
log2 n
log−4 n
)
= O(log6 n).
Therefore, the number of iterations in the PCG algorithm is bounded by O(log3 n) [13]. Since
each iteration needs O(n log n) operations by using the FFT [6,14,19], the total complexity of the
PCG algorithm is O(n log4 n).
3. Numerical tests
In this section, we verify our results by testing the following problem.
Problem 1 [3]. The generating function is given by
f (ω) = σ
2
s
2π
∣∣∣2 sin (ω2
)∣∣∣−2d , −π  ω  π.
Then we obtain
tk = σ
2
s (1 − 2d)(k + d)
(d)(1 − d)(k − d + 1) , k = 0, 1, 2, . . .
Also, we choose b = (t1, t2, . . . , tn)T as the right-hand side of Tnx = b.
All the experiments were performed in MATLAB. We used the MATLAB-provided M-file
“pcg” to solve the system. In our tests, the zero vector is the initial guess and the stopping criterion
is ‖rj‖2/‖r0‖2 < 10−10 where rj is the residual after the j th iteration. We choose σ 2s = 0.27,
d = 0.37, 0.49 and 0.499.
We give the number of iterations for convergence in Tables 1–3. In the tables n is the matrix
size.
Table 1
Number of iterations for PCG algorithm with different preconditioners when d = 0.37
n 28 29 210 211 212 213 214 215 216 217 218 219 220
I 40 51 65 81 104 130 168 214 274 352 456 580 753
cF (Tn) 8 8 9 9 10 10 10 12 12 12 13 13 13
tF (Tn) 9 9 9 10 10 10 11 12 12 12 13 13 13
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Table 2
Number of iterations for PCG algorithm with different preconditioners when d = 0.49
n 28 29 210 211 212 213 214 215 216 217 218 219 220
I 52 71 94 128 173 240 325 460 628 874 1221 1665 2367
cF (Tn) 8 9 9 9 9 10 11 11 12 12 12 13 13
tF (Tn) 8 8 8 10 10 11 11 11 11 12 12 13 13
Table 3
Number of iterations for PCG algorithm with different preconditioners when d = 0.499
n 28 29 210 211 212 213 214 215 216 217 218 219 220
I 51 68 93 123 167 232 320 439 605 852 1209 1660 2330
cF (Tn) 7 8 8 8 9 9 10 11 11 11 11 12 12
tF (Tn) 8 8 8 10 10 10 11 11 11 12 12 12 12
4. Appendix: Proofs of Lemma 4 and Theorem 1
We need the following two lemmas in order to prove Lemma 4.
Lemma 6 [18]. Let z /= w be two real numbers in [0, π ] such that 0 < z + w < π and g(w; s)
be a function defined on [0, π ] × [0, π ]. Assume that
(1) For all 0  w  π, the function s → g(w; s) is differentiable on (0, π)\{w} and admits
left and right derivative at 0 and π;
(2) There exist constants cg < ∞ and cg′ < ∞ such that
|g(w; s)|  cg(|s − w|−2d + |s + w|−2d), 0  s, w  π,
|g′s(w; s)|  cg′ |s − w|−1−2d , s ∈ (0, π)\{w},
where g′s(w; s) is the partial derivative of g(w; s) with respect to s.
Then there exists a constant c < ∞ such that∫ π
0
|(g(w; s) − g(w; z))n(z; s)| ds  c |z − w|
−2d + (z + w)−2d
z + w [1 + log(1 + n(z + w))],
where n(z; s) = Hn(s + z)Hn(s − z) with Hn(x) ≡ ∑ns=1 eisx = √2πneixDn(x).
Lemma 7 [18]. (1) The off-diagonal entry of Toeplitz matrix satisfies
|tk|  C · |k|2d−1,
where k = ±1,±2, . . . , and C > 0 is a positive constant independent of n.
(2) For all x, y ∈ R,∫ π
−π
Hn(x + w)Hn(y − w) dw = 2πHn(x + y).
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(3) For 0 < x  β with 0 < β < 2π,
|Hn(x)|  c(β)/x,
where c(β) is a positive constant depending on β only.
(4) For x /= 2kπ, k = 0,±1,±2, . . . ,
Hn(x) =
n∑
j=1
eijx = ei(n+1)x/2 · sin(nx/2)
sin(x/2)
.
Proof of Lemma 4(a). The proof of Lemma 4(a) is divided into the following three steps.
(i) We first show the following equality:∫ π
0
n
(
λ; ωk − ωj
2
)
dλ = 0. (13)
As we know,∫ π
0
n
(
λ; ωk − ωj
2
)
dλ =
∫ π
0
Hn
(
ωk − ωj
2
+ λ
)
Hn
(
ωk − ωj
2
− λ
)
dλ
= −
∫ −π
0
Hn
(
ωk − ωj
2
− λ
)
Hn
(
ωk − ωj
2
+ λ
)
dλ
=
∫ 0
−π
Hn
(
ωk − ωj
2
+ λ
)
Hn
(
ωk − ωj
2
− λ
)
dλ.
Thus by Lemma 7,∫ π
0
n
(
λ; ωk − ωj
2
)
dλ =
∫ π
0
Hn
(
ωk − ωj
2
+ λ
)
Hn
(
ωk − ωj
2
− λ
)
dλ
= 1
2
∫ π
−π
Hn
(
ωk − ωj
2
+ λ
)
Hn
(
ωk − ωj
2
− λ
)
dλ
= 1
2
· 2π · Hn(ωk − ωj ) = 0.
(ii) We now show the following equality:
2πn
ei(ωj−ωk)
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
=
∫ π
0
g
(
ωk + ωj
2
; λ
)
n
(
λ; ωk − ωj
2
)
dλ, (14)
where g(x; y) = f (y + x) + f (y − x), for any x, y ∈ R. Just note that
LHS = 2πneiωk−iωj
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
=
∫ π
−π
f (λ)Hn(ωk − λ)Hn(ωj − λ) dλ
=
∫ π
−π
f (λ)Hn(ωk − λ)Hn(λ − ωj ) dλ
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=
∫ π− ωk+ωj2
−π− ωk+ωj2
f
(
ωk + ωj
2
+ λ
)
Hn
(
ωk − ωj
2
− λ
)
Hn
(
ωk − ωj
2
+ λ
)
dλ
=
∫ π
−π
f
(
ωk + ωj
2
+ λ
)
n
(
λ; ωk − ωj
2
)
dλ
=
∫ 0
−π
+
∫ π
0
f
(
ωk + ωj
2
+ λ
)
n
(
λ; ωk − ωj
2
)
dλ
=
∫ π
0
(
f
(
ωk + ωj
2
+ λ
)
+ f
(
ωk + ωj
2
− λ
))
n
(
λ; ωk − ωj
2
)
dλ
=
∫ π
0
(
f
(
λ + ωk + ωj
2
)
+ f
(
λ − ωk + ωj
2
))
n
(
λ; ωk − ωj
2
)
dλ
= RHS.
(iii) By using (13), (14) and Lemma 6, we show (4)∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
= 1
2πn
∣∣∣∣
∫ π
0
g
(
ωk + ωj
2
; λ
)
n
(
λ; ωk − ωj
2
)
dλ
∣∣∣∣
= 1
2πn
∣∣∣∣
∫ π
0
(
g
(
ωk + ωj
2
; λ
)
− g
(
ωk + ωj
2
; ωk − ωj
2
))
n
(
λ; ωk − ωj
2
)
dλ
∣∣∣∣
 1
2πn
∫ π
0
∣∣∣∣g
(
ωk + ωj
2
; λ
)
− g
(
ωk + ωj
2
; ωk − ωj
2
)∣∣∣∣
∣∣∣∣n
(
λ; ωk − ωj
2
)∣∣∣∣ dλ
= 1
2πn
∫ π
0
∣∣∣∣g
(
ωk + ωj
2
; λ
)
− g
(
ωk + ωj
2
; ωk − ωj
2
)∣∣∣∣
∣∣∣∣n
(
ωk − ωj
2
; λ
)∣∣∣∣ dλ

c(|ωj |−2d + ω−2dk )
2πnωk
(1 + log(1 + nωk))
= Cn2d |j |−2d log(4πk)
k
,
where the last inequality holds since ωk+ωj2 /= ωk−ωj2 , ωk+ωj2 + ωk−ωj2 = ωk ∈ (0, π), and ωk+ωj2 ,
ωk−ωj
2 ∈ [0, π ]. Moreover, interchanging k and j , we obtain for 1  |k| < j  n−12 ,∣∣∣∣
∫ π
−π
f (λ)Dn(ωj − λ)Dn(ωk − λ) dλ
∣∣∣∣  Cn2d |k|−2d log(4πj)j . 
Proof of Lemma 4(b). Note that by Lemma 7 and the fact of t0
∑n−1
u=0 eiωku = 0,∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ω0 − λ) dλ
∣∣∣∣= 12πn
∣∣∣∣∣∣
∫ π
−π
f (λ)
⎛
⎝n−1∑
p=0
ei(ωk−λ)p
⎞
⎠
⎛
⎝n−1∑
q=0
eiλq
⎞
⎠dλ
∣∣∣∣∣∣
= 1
n
∣∣∣∣∣∣
n−1∑
q=0
n−1∑
p=0
eiωkp · tp−q
∣∣∣∣∣∣
546 S.-W. Vong et al. / / Linear Algebra and its Applications 428 (2008) 535–549
= 1
n
∣∣∣∣∣∣
n−1∑
u=1
tu
⎛
⎝n−u−1∑
v=0
eivωk +
n−u∑
v=1
e−ivωk
⎞
⎠
∣∣∣∣∣∣
= 1
n
∣∣∣∣∣∣
n−1∑
u=1
tu
(
e−iωkHn−u(ωk) + Hn−u(ωk)
)∣∣∣∣∣∣
 1
n
n−1∑
u=1
|tu| · 2|Hn−u(ωk)|
= O
⎛
⎝ 1
n
n−1∑
u=1
u2d−1 · |ωk |−1
⎞
⎠
= O(n2dk−1). 
We remark that here we used the fact that the series involved has the same order as the
corresponding integral (in the above case, it is the integral ∫ n−121 x2d−1dx). A similar technique is
also used in the following proof.
Proof of Theorem 1. The proof of Theorem 1 is divided into the following three steps.
(i) For k = 0, we have from (6),
(FT 2n (f )F
∗)0,0 =
n−1∑
j=0
∣∣∣∣
∫ π
−π
f (λ)Dn(ω0 − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
=
⎛
⎝(n−1)/2∑
j=1
+
n−1∑
j=(n+1)/2
⎞
⎠∣∣∣∣
∫ π
−π
f (λ)Dn(ω0 − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
+ E2(In,0)
= 2
(n−1)/2∑
j=1
∣∣∣∣
∫ π
−π
f (λ)Dn(ω0 − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
+ E2(In,0)
=
(n−1)/2∑
j=1
O(n4dj−2) + C0n4d = O(n4d).
(ii) For 1  k  n−12 , we have
(FT 2n (f )F
∗)k,k =
n−1∑
j=0
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
=
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ω0 − λ) dλ
∣∣∣∣
2
+
⎛
⎝ k∑
j=1
+
(n−1)/2∑
j=k+1
⎞
⎠∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
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+
⎛
⎝ n−k−1∑
j=(n+1)/2
+
n−1∑
j=n−k
⎞
⎠∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
:=A1 + A2 + A3 + A4 + A5.
Now, we estimate Ai (i = 1, 2, 3, 4, 5) term by term. From (6), we have
A1 =
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ω0 − λ) dλ
∣∣∣∣
2
= O(n4dk−2).
When k = 1, then
A2 = E2(In,k)  Cn4dk−4d .
When 1 < k  n−12 , we have by (4),
A2 =
k−1∑
j=1
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
+ E2(In,k)

k−1∑
j=1
Cn4dj−4d log
2(4πk)
k2
+ E2(In,k)
 Cn4dk−2log2n
k−1∑
j=1
j−4d + Cn4dk−4d
= O(n4dk−4d log2n).
Thus, for 1  k  n−12 ,
A2 = O(n4dk−4d log2n).
We have by (5),
A3 =
(n−1)/2∑
j=k+1
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
2

(n−1)/2∑
j=k+1
Cn4dk−4d log
2(4πj)
j2
= Cn4dk−4d
(n−1)/2∑
j=k+1
log2(4πj)
j2
= O
(
n4dk−4d log2n
)
.
We also have by (5) and (7),
A4 =
n−k−1∑
j=(n+1)/2
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
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=
n−k−1∑
j=(n+1)/2
∣∣∣∣
∫ π
−π
f (λ)Dn(ω−k − λ)Dn(ωn−j − λ) dλ
∣∣∣∣
2
=
(n−1)/2∑
j=k+1
∣∣∣∣
∫ π
−π
f (λ)Dn(ω−k − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
= O(n4dk−4d log2n).
We finally have by (4) and (7),
A5 =
n−1∑
j=n−k
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
=
n−1∑
j=n−k
∣∣∣∣
∫ π
−π
f (λ)Dn(ω−k − λ)Dn(ωn−j − λ) dλ
∣∣∣∣
2
=
k∑
j=1
∣∣∣∣
∫ π
−π
f (λ)Dn(ω−k − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
= O(n4dk−4d log2n).
Thus, for 1  k  n−12 ,
(FT 2n (f )F
∗)k,k = O(n4dk−4d log2n).
(iii) For n+12  k  n − 1, we have 1  n − k  n−12 and then by Lemma 5,
(FT 2n (f )F
∗)k,k =
n−1∑
j=0
∣∣∣∣
∫ π
−π
f (λ)Dn(ωk − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
=
n−1∑
j=0
∣∣∣∣
∫ π
−π
f (λ)Dn(ωn−k − λ)Dn(ωn−j − λ) dλ
∣∣∣∣
2
=
∣∣∣∣
∫ π
−π
f (λ)Dn(ωn−k − λ)Dn(ω0 − λ) dλ
∣∣∣∣
2
+
n−1∑
j=1
∣∣∣∣
∫ π
−π
f (λ)Dn(ωn−k − λ)Dn(ωj − λ) dλ
∣∣∣∣
2
= O(n4d(n − k)−2) + O(n4d(n − k)−4d log2n)
= O(n4d(n − k)−4d log2n). 
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