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A new proof of a Paley-Wiener type theorem for the Jacobi transform*) 
by 
T.H. Koornwinder 
ABSTRACT 
A new integral representation for Jacobi functions is derived, containing 
the Mehler-Dirichlet formula for Legendre functions as a special case. 
As a result, the Fourier-Jacobi transform, which generalizes the Mehler-
Fok transform, can be factorized as the product of two Weyl type fractional 
integral transforms and a Fourier-cosine transform. There follow new short 
proofs of a Paley-Wiener type theorem and the inversion formula for the 
Jacobi transform. By analytic continuation these results hold for all 
complex values of the parameters. 
*) This paper is not for review; it is meant for publication in a journal. 

I. INTRODUCTION 
Jacobi functions ~A(t) of order (a,8) are the 
differential operator (~(t))-1(d/dt)(~(t)d/dt), 
eigenfunctions of the 
~(t) = (et-e-t)2a+l(et+e-t)2S+l' such that ~A(O) = I, I 
~X (O) = 0. The 
Jacobi transform 
which generalizes the Mehler-Fok transform, was studied by TITCHMARSH 
[23,§4.17], OLEVSKII [21], BRAAKSMA and MEULENBELD [2], FLENSTED-JENSEN 
[9], [11,§2 and §12] and FLENSTED-JENSEN and KOORNWINDER [12]. Some papers 
by CHEBLI [3J, [4], [5] deal with a larger class of integral transforms 
which includes the Jacobi transform. An even more general class was con-
sidered by BRAAKSMA and.DE SNOO [24]. 
in the present paper short proofs will be given of a Paley-Wiener 
type theorem and the inversion formula for the Jacobi transform. The L2-
theory, i.e. the Plancherel theorem, is then an easy consequence. These 
results were earlier obtained by FLENSTED-JENSEN [9], [11,§2] and by 
CHEBLI [SJ. However, to prove the Paley-Wiener theorem these two authors 
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needed the L -theory, which can be obtained as a corollary of the Weyl-
Stone-Titchmarsh-Kodaira theorem about the spectral decomposition of a 
singular Sturm-Liouville operator (cf. for instance DUNFORD and SCHWARTZ 
[6,Chap.13,§5]). The proofs presented here exploit the properties of 
Jacobi functions as hypergeometric functions and no general theorem needs 
to be invoked. Furthermore, it turns out that the Paley-Wiener theorem, 
which was proved by FLENSTED-JENSEN [11,§2] for real a,8, a> -I, holds 
for all complex values of a ands. 
The key formula in this paper is a generalized Mehler formula 
-1 
= TI 2 
rt j cos AS A(s,t) ds, 
0 
where for Re a> Re 8 > -½ A(s,t) is given as an integral of elementary 
functions. Substituting (1.2) in (I.I) we can write the Jacobi transform 
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fA as the Fourier-cosine transform of F(f), where the mapping F consists 
of two successive Weyl type fractional integral transforms. Thus the 
Jacobi transform is factorized as the product of three integral transforms 
with elementary kernels and the Paley-Wiener theorem follows from the map-
ping properties of these elementary transforms. 
For certain discrete values of a and S the mapping F has a geometric 
and group-theoretic interpretation as a Radon transform on rank one sym-
metric spaces (cf. HELGASON [16,Chap.l,2]). For integer or half integer 
values of a and S such that a~ S ~-½a similar interpretation was given 
by FLENSTED-JENSEN [10] on certain pseudo-Riemannian symmetric spaces. A 
large class of integral transforms for which the corresponding mapping F 
is positive was examined by CHEBLI [SJ. Finally, FLENSTED-JENSEN and 
RAGOZIN [13] wrote a note on the analogue of (1.2) for spherical functions 
on non-compact symmetric spaces of arbitrary rank. 
In section 2 of this paper some properties and formulas for Jacobi 
functions are given. Section 3 contains the proof of the Paley-Wiener 
theorem for all complex a and S. Formula (1.2) is the only result on 
Jacobi functions which is needed there. In section 4 the inversion formula 
is derived by using the Paley-Wiener theorem, some estimates for Jacobi 
functions and a formula for Jacobi functions of the second kind which is 
dual to (1.2). The paper concludes with some remarks, in particular about 
the Plancherel theorem and about Paley-Wiener type theorems for the Hankel 
transform and for Jacobi series. 
Notation. This is mainly similar to the notation used in [12]. For reasons 
of elegance and in order to avoid singularities if a=-1,-2, •.. , some 
constant factors have been changed. If no confusion is possible the indi-
ces a,S denoting the order may be deleted. 
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2. JACOBI FUNCTIONS 
Consider for a,8,A EC and O < t < 00 the differential equation 
(2. 1) 
where p =a+ 8 + 1 and 
(2.2) A () ( t -t)2a+l( t -t)28+1 o t = e -e e +e • 
a,8 
By substituting z = -(sinh t/ in (2.1) a hypergeometric differential 
equation is obtained (cf.[7,2.1(1)]) with parameters ½(p+iA), ½(p-iA), a+ 1. 
Hence, if a I- -1 ,-2,-3, ..• then the function 
is the solution of (2.1) which satisfies ~A (O) = 1 , ~;co)= 0. Here the 
hypergeometric function F(a,b;c;z) denotes the unique analytic continuation 
for z i [l, 00 ) of the power series 
00 (a) (b) 
n n n 
z ' I 
n=O (c)n n! I z I < 1. 
Note that (r(a+l))-l~(a,B)(t) is an entire function of a,8 and A (also for 
A 
a=-1 ,-2, ... ). 
For A I- -i,-2i,-3i, •.• another solution of (2.1) (cf.[7,2.9(9)]) is 
given by the function 
(2.4) ,._(a,8)( ) ( t -t)iA-p "'A t = e -e 
• F(½(-a+8+1-iA), ½(a+8+1-iA); 1 - iA; -(sinh t)-2). 
This solution is characterized by the property that <PA(t) = e(iA-p)t(l+o(I)) 
fort ➔ 00 • The functions ~A (t) and <PA(t) are called Jacobi functions of 
the first and second kind, respectively. 
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tity 
where 
(2.6) 
Using [7,2.10(2) and 2.10(5)] we obtain for non-integer;\ the iden-
2a+S+l r(½i;\) r(½(l+i;\)) 
ca,S(;\) = r(½(a+S+l+i;\)) r(½(a-S+l+i;\)) • 
Note that for real ;\,a,S c(;\) = c(-;\). 
It follows easily from (2.1) and the definitions of <PA(t), ~A(t), 8(t) 
and c(;\) that 
<P <-L-½\t) = cos ;\t A 
(2.7) 
8 I I (t) = 
-b-2 
and 
<P(a,a)(t) 
= 
<P (a,-½) (2t) 
2;\ A 
(2.8) 
8 (t) = 8 I (2t) 
a,a a,-2 
, 
iH 
e 
c_ 1 _ 1 (;\) = 1, 
2' ~ 
~(a,a)(t) = ~~a,-½)(2t), 
2;\ /\ 
The first two formulas of (2.8) can also be interpreted as quadratic trans-
formations for hypergeometric functions, cf. [7,2.11(2) and 2.11(26)]. 
Application of [7,2.8(20) and 2.8(27)] gives the differentiation for-
mulas 
(2.9) 
and 
dcp (a' S) ( t) 
(r(a+l))-l _A.........,. __ = 
dt 
cp(a+l,S+l)(t) 
A 
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(2.10) (r(a+2))-] d rl(sinh 2t)- 1.6. (t)<P(a+l,S+l\t)l = dt a+l,S+I A J 
Next we derive some useful integration formulas for Jacobi functions. 
It follows from Bateman's integral [7,2.4(2)] and the identity 
(2. 1 I) c-a-b F(a,b;c;z) = (1-z) F(c-a,c-b;c;z) 
(cf.[7,2.1(23)]) that for y > O, Reµ> O, Rec> 0 
(2.12) -1 c+µ-1 a+b-c+µ (r(c+µ)) y (l+y) F(a+µ,b+µ;c+µ;-y) = 
I Jy c-1 a+b-c µ-1 
- ----,----,---,-..,.... x (l+x) F(a,b;c;-x)(y-x) dx. 
- r(c)r(µ) 0 
It follows from ASKEY and FITCH [1,(2.10)] that for x > 0, Reµ> 0, 
Re b > 0 
(2.13) -b -1 r(b)x F(a,b;c;-x ) = 
f(b+ -b- -1 -1 fco 
= f(µ)) x y ~(a,b+µ;c;-y )(y-x)µ dy. 
Translating (2.12) and (2.13) in terms of Jacobi functions we obtain 
(2.14) 
23µ+lsinh 2t fat ( S) I 
r(a+l)f(µ) .6.a,S(s)¢Aa, (s)(cosh 2t-cosh 2s)µ- ds, 
where t > O, Reµ> O, Re a> -1, and 
(2.15) 
I ( ) 23µ+] (c~,o(-A))- ~,a,S (s) = -----,----,--,~ ~ µ A ca+µ,S+µ(-A)f(µ) 
• f00~}a+µ,!3+µ)(t)(cosh 2t-cosh 2s)µ- 1sinh 2t dt, 
s 
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wheres> 0, Reµ> 0, Im A> -Re(a+B+1). 
The integrals (2.14) and (2.15) connect Jacobi functions of order 
(a,B) with functions of order (a-B-½,-½) and Jacobi functions of order 
(a-B-½,a-B-½) with functions of order(-½,-½). Hence, by (2.7),(2.8), 
(2.14) and (2.15) we conclude that for Re a> Re B > -½ 
(2.16) (f(a+1))- 1~(t)~A(t) = TI-i J: cos AS A(s,t) ds 
and 
(2.17) eiAs = (c(-A))-1 J00 ~A(t) A(s,t) dt 
s 
Im A> 0, 
where the kernel is given by 
(2.18) 2Ja+S/
2sinh 2t 
Aa,B(s,t) = f(a-B)f(B+i) 
• Jt (cosh 2t-cosh 2w)B-½(cosh w-cosh s)a-B-1sinh w dw. 
s 
By substituting T = (cosh t-cosh w)/(cosh t - cosh s) in (2.18) and using 
Euler's integral [7,2.1(10)] we obtain 
(2.19) 
a-1 cosh t-cosh s 
•(cosh t-cosh s) 2F(½+B,½-B;a+½; 2cosh t ). 
Combination of (2.19) and (2.11) gives 
(2.20) A 0 (s,t) = 2a+2B+S/2(r(a+½))-1sinh 2t(cosh t)B-a 
a,µ 
a- 1 cosh t-cosh s 
•(cosh 2t-cosh 2s) 2F(a+B,a-B;a+½; 2cosh t ). 
Note that for 0 ~ s < t the argument of the hypergeometric functions in 
(2.19) and (2.20) has its value between 0 and½- Hence these hypergeometric 
functions are bounded functions ins and t. By analytic continuation with 
respect to a and Band by using the expressions (2.19) or (2.20) for the 
kernel it follows that formula (2.16) is valid for Re a>-½ and formula 
(2.17) holds if Re a>-½, Im A> O. It is clear from (2.19) and (2.20) 
that A 0 (s,t) > 0 if O ~ s < t, a>-½ and Isl ~ max(½,a). 
a, J.J 
From (2.16) and (2.20) we have the integral representation 
(2.21) ~(a,B)(t) = 2-a+3/2 r(~+l) 
A r(a+½)r(½) (sinh t) 2a(cosh t)a+B 
fot a-1 cosh t-cosh s cos AS(cosh 2t-cosh 2s) 2F(a+B,a-B;a+½; 2cosh t )ds, 
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valid for Re a>-½. In view of (2.9) formula (2.21) in the case of order 
(a+l,8+1) gives in integral representation for d~~a,B)(t)/dt. This last 
integral can be rewritten by using integration by parts and by [7,2.8(27)]. 
Thus we obtain the integral representation 
(2.22) 
d~(a,B)(t) 
A = _2-a+3/2 r(a+l) 
dt r(a+})r(½) 
ft a-1 2 1 +B sin AS sinh s(cosh 2t-cosh 2s) 2 (sinh t) a+ (cosh t)a 0 
cosh t-cosh s 
•F(a+0 +1,a- 0 -1,•N+ 12 ,• ------)ds 
J.J J.J "" • 2cosh t ' 
which is also valid for Re a>-½. 
We shall need some estimates which are essentially due to FLENSTED-
JENSEN [9,Theorem 2],[11,§2], but which will be stated here for all a,B EC. 
The proof of lemma 2.3 below is different from the proof given in [9]. 
LEMMA 2.1. For each a,B EC and 8 > 0 there exists a positive constant K 
such that for all t ~ o and all A EC with Im A~ 0 
-(Im A+Re p)t 
e 
LEMMA 2.2. For each a,B EC there exists a positive constant K such that 
if A EC, Im A~ 0 and A is outside arbitrary small neighborhoods of the 
poles of (c 0 (-A))-l then 
a, J.J 
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Lennna 2.1 follows by extending the proof of [9,Lennna 7] to the case 
of complex a ands. Lennna 2.2 follows from (2.6) and Stirling's formula. 
LEMMA 2.3. For each a,S EC and for each non-negative integer n there 
exists a positive constant K such that for all t ~ 0 and all A EC 
where k = 0 if Re a>-½ and k =[½-Rea] if Re a$-½. 
Proof. Consider first the case that n = 0 and Re a> -1 2. It follows from 
(2.21) that 
(a S) (!Im Aj0 +Re(a-S))t l<t>A' (t)l$const. e 
rt 1 
• (sinh t cosh t)-2Re a j0 (cosh 2t-cosh 2s)Re a- 2 ds 
(!Im Al+Re(a-S))t~(Re a,Re a)(t). 
= const. e ~a 
Applying [7,2.10(7)] we have the estimate 
(Re a Re a) · -(2Re a+l)t 
<t> ' (t) $ const.(l+t) e 0 
By combining the last two equalities the lennna is proved for n = O. The es-
timate in the case that n = 1, Re a>-½ and IAI < 1 follows from (2.9) and 
. (a+l S+l) I I the estimate for </>A ' (t). If n = 1, Re a>-½ and A ~ 1 then we con-
clude from (2.22) that 
1:t </>~a,S)(t)I $ const.(l+IAl)e(jim Al+Re(a-S))t </>6Re a,Re a)(t) $ 
$ const.(I+jAj)(l+t) e(IIm Al-Re p)t_ 
The .case that n = 0, 1 and Re a $ -½ follows by complete induction with 
respect to k =[_½-Rea], where formulas (2.9) and (2.10) are used. Finally 
we prove the case that n=2,3, .•. by complete induction with respect ton 
using the formula 
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2 2 -1 dn-2 ( ) 
-(p +A )(r(a+1)) n-2 ¢ a,S (t) + dt A 
2 2 -1 dn-2 j ( ) ] 
+ l(p +A )(f(a+2)) n-2 L(pcosh 2t + a - S)¢Aa+l,S+ 1 (t) 
dt 
This formula follows by differentiating the formula 
which is a consequence of (2.1) and (2.9). D 
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3. A PALEY-WIENER TYPE THEOREM 
CX) 
Let c0 be the class of all even infinitely differentiable functions 
on JR with compact support. Let H be the class of even, entire, rapidly de-
creasing functions of exponential type, i.e., g EH if and only if g is an 
even and entire analytic function on C and there exist positive constants 
A and K (n=0,1,2, ... ) such that for all A EC and for all n=0,1,2, ••. 
n 
(3. 1) 
Let for f E c000 and Re a> -1 the Fourier-Jacobi transform f ➔ fA be a,S 
defined by 
(3.2) I000 f(t)¢(a,S)(t)6 (t)dt. A a,S 
A Clearly f 0 (\) is analytic in a,S,\ EC with Re a> -1. Substitution of a,µ 
(2.10) in (3.2) and repeated integration by parts gives 
(3.3) = (-1 )n JooO f( I ~ \nr(t \ 
24nr(a+n+I) \ sinh 2t dt) ) } 
• ¢(a+n,S+n)(t)6 (t)dt 
A a+n,S+n n=O, I , 2, . • • • 
A 
This formula defines the analytic continuation of fa,S(\) for Re a> -n-1. 
A Hence f 0 (\) is an entire function of a,S,A. a,µ 
If a= S =-½then (3.2) reduces to the Fourier-cosine transform 
(3.4) f(t)cos At dt. 
THEOREM 3.1. (Paley and Wiener). The Fourier-cosine transform is a bi-
00 jection from c0 onto H. 
For a proof see for instance HORMANDER [17,Theorem 1.7.7]. In this 
section we shall generalize theorem 3.1 to general complex values of a 
and s. 
1 1 
00 
Let for f E cO and Re a>-½ the mapping f + F 0 (f) be defined by a,µ 
(3. 5) (F 0 (f))(s) = J00 f(t)A 0 (s,t)dt , a,µ a,µ 
s 
s > o. 
Note that (F 0 (f))(s) is analytic in a and s. In particular, if a,µ 
Re a> Re S >-½then by (2.18) we have 
(3.6) (F O (f))(s) a,µ 
= 23a+3/2 Joo [ l 
r (a-S) s r (S+D 
Joo s-1 w f(t)(cosh 2t-cosh 2w) 2d(cosh 2t)] 
a-S-1 
• (cash w-cosh s) d(cosh w). 
00 
-1 Combining (2.16), (3.2) and (3.5) we obtain that for f E co and Re a > 
fA S(A) I Joo (3. 7) = (2/rr) 2 0 a, 
This means that the Jacobi 
transform of F 0 (f). a,µ 
(F S(f))(s) cos AS ds. 
a, 
transform of order (a,S) off is the cosine 
To analyze the transform F f3 consider the Weyl fractional integral 
a, oo 
transform Wµ which is for a E lR, g E c0 ([a, 00)) and Reµ> 0 defined by 
(3 .8) -I Joo µ-I (Wµ< g)Xy) = (r (µ)) g(x)(x-y) dx 
y 
00 
2 
(cf.[8,Chap.13]). Here c0 ([a, 00)) denotes the class of infinitely differenti-
able functions on the interval [a, 00 ) (right differentiable in a) with com-
pact support. Repeated integration by parts in (3.8) gives 
(3. 9) n Joo { n \ -1 d +n-1 (Cl\(g))(y) = r\ 2n) \n g(x) ;<x-y)µ dx, 
µ y dx 
n=O, I , 2, • • • • 
By (3.8) and (3.9) (W (g))(y) is defined as an entire function inµ, con-µ 
tinuous in (µ,y) EC x [a, 00 ). Clearly, the function W (g) has also compact 
µ 00 
support and, since (W (g))' = W (g') we conclude that W (g) E cO([a, 00)). µ µ µ 
It is an easy exercise to prove that w0 = id W (g) = -g' W O W = W . ' -1 ' µ V µ+v 
In particular, W o W =id= W O W. This proves the following theorem. µ -µ -µ µ 
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THEOREM 3.2. For all a E 1R and µ E a: the mapping W , defined by (3.9), 
00 µ 
1,s bijective from c0 ([a, 00)) onto itself. 
00 
Let us next define for f E c0 , Reµ> O, o > 0, s ~ 0 
(3.10) (W0 (f))(s) µ = (f(µ))-I f00 f(t)(cosh at - cash os)µ-ld(cosh at). 
s 
Again we can extend (W0 (f))(s) to an entire function ofµ by µ 
(3.11) (W0 (f)) (s) µ . 
(-l)n Joo ( dn \ 
= (µ+n) ,d(cosh ot)n f(t)} 
s 
µ+n-1 
• (cash at - cash as) d(cosh at), 
n=O, I , 2, ••• Reµ> -n. 
00 00 
Let f(t) = g(cosh at). Then f E c0 if and only if g E c0 ([1, 00)). Hence it 
follows from theorem 3.2 that for eachµ E ~ the mapping W0 is bijective 
from c000 onto itself. The inverse mapping of w0 is W0 • App~ying this re-µ -µ 
sult to (3.6) we obtain 
00 
COROLLARY 3.3. If f E c0 th~n (Fa,S(f»(s) has an analytic continuation to 
an entire function in a and 8 which is given by 
(3.12) F 0 (f) a,.., 
00 
For all a,8 Ea: the mapping F is bijective from c0 onto itself. The in-a,8 
verse mapping is given by 
(3. I 3) f = 2-3a-3/2(lJ2 o WI o F o(f). 
~s-~ 8-a a,.., 
Combination of Theorem 3.1, corollary 3.3 and formula (3.7) gives the 
Paley-Wiener type theorem for the Jacobi-transform. 
THEOREM 3.4. 
onto H. 
For all a,8 EC the mapping f + fA is bijective from c000 a,8 
4. THE INVERSION FORMULA 
It is well-known that the inversion formula for the cosine transform 
1.s given by 
( 4. 1) f(t) - (2/n)j J00 f~ 1 _ 1 (\) COS At d\, 
0 2' 2 
where f E Ce and f~ 1 _ 1 (\) is defined by (3.4). Substituting cos At= 
i\ t -i\ t 2 ' 2 • • • • 
= ½e +je and changing the path of 1.ntegrat1.on 1.n (4.1) we also 
have 
(4.2) f(t) -1 = (2n) 2 
in+00 
r 
J 
where n 1.s an arbitrary real number. In this section we shall generalize 
(4.1) and (4.2) to inversion formulas for the Jacobi transform. 
(4.3) 
Let for g EH, t > 0 and a,S EC 
V 
g s<t) a, 
-1 
= (2n) 2 
in-oo 
13 
-1 
where n 2 0, n > -Re(a+S+l), n .> -Re(a-S+l), i.e., (c 6 (-\)) is a regu-a, 
lar function of\ for Im\ 2 n. Let for g EH A be a positive constant 
such that the estimates (3.1) hold and choose o > 0. Then by lemmas 2.1 
and 2.2 there is a positive constant K such that for all t 2 o and all 
\ E «: with Im\ 2 0 and A outside arbitrary small neighborhoods of the poles 
-1 
of (c 6 (-\)) we have a, 
(4.4) 
It follows that the integral 1.n (4.3) absolutely converges and that its 
value does not depend on the choice of n. In particular, if jRe SI < Re(a+l) 
then we can put n = 0 in (4.3) and by (2.5) we obtain 
V ✓2 roo g(\)¢(a,S)(t) (4.5) g s<t) Jo 
\ 
= C s(\)c s(-\)d\. a, r(a+l) 
a, a, 
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LEMMA 4.1. Let Re a>-½ I V oo and jRe S < Re(a+1). If g EH then ga,S E c0 
V /\ 
and (g a) a= g. 
a,µ a,µ 
V Proof. It follows from (4.3) and (4.4) by letting n ➔ 00 that g aCt) = 0 
V a,µ 
if t > A. It is clear from (4.5) that g a is even. The estimates from lem-
a,µ 
mas 2.2 and 2.3 and formula (3.1) show that 
jge>,/\dn <P~a,S)(t))(c a(A)c a(-;\))-11 :::; 
dtn A a,µ a,µ 
:::; const.(1+t)e-(Re p)t(1+;\)-2 , 
V co 
uniformly if ;\,t ~ O. Hence, by (4.5), ga,S E cO. To prove the second part 
of the theorem observe that for n > 0 ands> 0 
V (F a(g a))(s) = 
a,µ a,µ 
in+co I g(;\)¢;a,S)(t)(ca,S(-;\))-1d;\ = 
in-00 
-1 
= (2rr) 2 
in+oo 
I 
in-00 
where the interchanging of integrals is allowed by F~bini's theorem, in 
view of (4.4) and the estimate 
I I pt a- 1 A a(s,t) :::; const.e (t-s) 2 
a,µ t > s > o, 
which is evident from (2.20). Inserting (2.17) we find that 
V (F (g ))(s) 
a, S a, S 
-1 (2TT) 2 ir~ g(A)eiAsdA. 
in-oo 
By inverting this formula it follows that 
THEOREM 4.2. 
V 
and f = g O • a,µ 
00 Let a,B EC. Then f E c0 and g = fA if and only if g a,B E H 
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A V Proof. In view of theorem 3.4 it is sufficient to prove that (f 0 ) 0 (t)=f(t) 
00 a,µ a,µ 
if f E c0 , t > 0 and a,B E C. By theorem 4. 1 this is true for Re a > -L 
jRe Bl < Re(a+I). By (3.3) and (4.3) (fA 0 )v 0 (t) is an entire function of a,µ a,µ 
a and B, Hence the theorem follows by analytic continuation. D 
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5. SOME REMARKS 
-1 Remark 1. Suppose that (ca,S(-A)) has N poles A1,A 2 , ... ,AN such that 
Im A > 0. Then a formula similar to (4.5) can be derived with additional 
n (a,S) (a,S) 
terms of the type c g(A )¢A (t), n=l,2, ... ,N (cf. FLENSTED-JENSEN 
[11,§2]). Complicat:ons ari:e ii some pole of (c S(-A))-J is not simple 
a, -1 
or lies on the real axis or coincides with a pole of (c S(A)) . 
a, 
co - I Remark 2. Let f E c0 and g EH. Suppose for convenience that (ca,S(-A)) 
has no poles for_Im A~ 0, i.e., jRe SI < Re(a+I). Then it is clear from 
(3.2) afid (4.5) that 
Here Fubini's theorem is used together with the estimates of lerrnnas2.2 and 
co 
2.3 and formula (3.1). It follows by theorem 4.2 that for f 1, f 2 E c0 
( 5. l ) 
Remark 3. For real a and S, isl < a+I, formula (5.1) implies Parseval's 
formula 
rco 
(5.2) J0 f 1(t)f2(t)6(t)dt = 
co co 2 
where f 1,f2 E c0 . Hence, since c0 is dense in L (6) and His dense in 
L2(jc(A) 1-2), the Jacobi transform can be extended to an isometric mapping 
from L2 (6) onto L2(jc(A) 1-2). This gives an alternative proof for the 
-] Plancherel theorem obtained by FLENSTED-JENSEN [9,Prop.3]. If (c(-A)) 
has poles for Im A> 0 then a discrete spectrum must be added (cf. [11,§2]). 
Remark 4. A Paley-Wiener type theorem for the Hankel transform can be pro-
ved by similar methods as in section 3. Let J (t) be a solution of the 
-1 a 
differential equation d'(t)+(2a+l)t u'(t)+u(t) 0, a# -1 ,-2, ... , such 
that J (O) = 1,J'(O) = 0. Then J (t) = 2ar(a+l)t-aJ (t), where J (t) is a 
a a a a a 
Bessel function. If Re a>-! then it follows from the Poisson integral 
representation 
J (t) = 
Cl 
that 
(5.3) 
f(a.+l) 
! 
'lf 2 r<a.+D 
00 
cos As(t -s ) 2 ds. Jot 2 2 a- 1 
Define for f E c0 and Re a.> -1 the Hankel transform by 
(5.4) 
Then 
(5.5) = (2/'lf) ½ f000 cos AS ds l 2a.+½r (a.+D 
• f00 f(t)(t 2-s2)a.-½d(t2) , 
s 
Re a. > -½. 
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Formula (5.5) is analogous to (3.6) and (3.7) and it can be used in a simi-
lar way. 
Remark 5. For certain discrete values of a. and S Jacobi functions are the 
spherical functions on non-compact symmetric spaces of rank one. In this 
context many formulas and results of [9] and the present paper were earlier 
obtained. Formula (3.7) corresponds to HELGASON [15,(9)]. The function 
e-ps(F 0 (f))(s) has a geometric interpretation as a Radon transform, where 
Cl,µ 
f is a radial function on the symmetric space (cf. HELGASON [16,Chap.l,2]). 
The Paley-Wiener theorem for the spherical Fourier transform on non-compact 
symmetric spaces of rank one was first proved by HELGASON [15]. 
REMARK 6. Formulas (2.16) and (2.18) generalize the classical Mehler-
Dirichlet formula (cf.MEHLER [20]) 
P (cos 8) = 2½ Je cos{v+½)cp dcp, 
v 'IT O (cos cp-cos 8) 2 
where P (x) is a Legendre function. These formulas can also be obtained 
V 
18 
from the Laplace type integral representation 
(5.6) 2r(a+I) fl ITT ·,,, .A = --~--'--- lcosh t+sinh t rei~li -p 
TT½f(a-S)f(S+½) Q Q 
• (I-r2)a-S-lr2S+l(sin lj;) 28dr dlj; , t > O, Re a> Re S 
[ ( ) ]) . . . . h ilj; s ix (cf. [18,(4)], 9, 3.5 by substituting first cosh t+sin t re = e e 
and next cosh w = cos x cosh t. A general method of transforming integrals 
of type (5.6) into integrals of type (2.16) is discussed in [19,§5]. 
Remark 7. Let R(a,S)(x) = 
n 
Jacobi polynomial. Then 
R(a,S)(cos8) = F(-n,n+a+S+l;a+l;sin2 ½e) 
n 
Analogous to (2.16), (2.18) and (2.19 we obtain 
(5. 7) R(a,S)(cos 8) 
n TT 2 f(a-S)r(s+D 
where P(<;:t,S)(x) 
n 
is a 
(a,S) ('') 
= ¢( 2 S J)' 2i8 • n+a+ + i 
re s-1 J</J 
· JO (cos lj;-cos 8) 2 sin ½l/J dlj; 0 cos(n+½(a+S+l))</i 
> _1 
2 
Re a> Re S > -1 
2 ' 
0 < 8 < TT, 
(5.8) R(a,S)(cos 8) 
n 
Ie cos ½8-cos 1¢ • 0 cos(n+½(a+S+l))¢ F(½+s,½-S;a+½; 2 )d¢, 2cos 28 
Re a>-½, 0 < 8 < TT. 
Quadratic transformation of the hypergeometric function in (5.8) by means 
of [7,2.11(22)] gives another integral representation for R(a,S)(cos 8), 
n 
which was independently obtained by GASPER [14] in a quite different way. 
00 
Remark 8. Suppose that f is an even C -function on (-TT,TT) with compact 
support. If f is expanded in a Fourier-Jacobi series with respect to 
R(a,S)(cos 8)(a>S>-½) then the Fourier coefficients are given by 
n 
(5.9) 
n=O, 1,2, .... 
Substitution of (5.7) in (5.9) gives 
(5.10) 2
a-2f3-3/2 
fA(n) = --,-------
. ! 
TT 2 r Ca-s) r (B+D 
TT 
j·TT cos(n+½(a+S+l))¢ d¢ 
0 
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. f 
TT 
(cos ½¢-cos ½iJ;)a-S-ld(cos ½iJ;) f 
8=ij; 
s-1 f(8)(cos ij;-cos 8) 2 d(cos 8). 
ij;=¢ 
In the same way as 1n section 3 we can write 
(5. 11) fA(n) = I: cos(n+½(a+S+l))¢ (F(f))(¢)d¢, 
where the mapping F 1s a bijection from the class of even C00-functions on 
(-TT,TT) with compact support onto itself. Then the function fA is well-de-
fined and analytic for all complex values of its argument. Now the classi-
cal Paley-Wiener theorem implies a Paley-Wiener type theorem for Jacobi 
series. 
THEOREM 5.1. Let a> S >-½.The function fA is the Fourier-Jacobi trans-
form of an even C00-function on (-TT,TT) with compact support if and oniy if 
there is a function g EH such that A< TT in (3.1) and fA(n) = g(n+½(a+S+l)), 
n=O, I ,2, ... 
Since g is of exponential type less than TT an application of Carlson's 
theorem (cf.TITCHMARSH [23,§5.81]) shows that g 1s uniquely determined 
A by f B (n), n:=O, l, 2,... . Just as 1n section 3 theorem 5. l remains valid 
a, 
for all a,B E ~- R.ASKEY informed me that 1n the case a= B = 0 this theo-
rem is due to BEURLING (unpublished). 
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