†a) , Qun WAN †b) , Nonmembers, Guan GUI † †c) , Member, and Fumiyuki ADACHI † † †d) , Fellow SUMMARY This paper proposes a novel matching pursuit generalized approximate message passing (MPGAMP) algorithm which explores the support of sparse representation coefficients step by step, and estimates the mean and variance of non-zero elements at each step based on a generalized-approximate-message-passing-like scheme. In contrast to the classic message passing based algorithms and matching pursuit based algorithms, our proposed algorithm saves a lot of intermediate process memory, and does not calculate the inverse matrix. Numerical experiments show that MPGAMP algorithm can recover a sparse signal from compressed sensing measurements very well, and maintain good performance even for non-zero mean projection matrix and strong correlated projection matrix. key words: compressed sensing, generalized approximate message passing, matching pursuit, robust
Introduction
Compressed sensing has been a research focus in recent years. Define the support of an unknown K-sparse vector x ∈ R N as C = { j : j ∈ {1, . . . , N}, x j 0}. Consider an under-determined noise linear system y = Ax + ,
where y ∈ R M observation signal vector, ∈ R N additive Gaussian noise vector, A ∈ R M×N projection matrix, and the columns of A are called atoms. The object is to reconstruct x from compressed measurement y and projection matrix A.
There are many algorithms which can solve this problem. 0 optimization based algorithms, including matching pursuit (MP) [1] , orthogonal matching pursuit (OMP) [2] , compressive sampling matching pursuit (CoSaMP) [3] , etc., are greedy approach. 1 optimization based algorithms, such as basis pursuit (BP) [4] , [5] , or iterative soft thresholding (IST) [6] , are relaxation approach. Belief propagation, or termed message passing, based methods, such as approximate message passing (AMP) [7] , [8] and generalized approximate message passing (GAMP) [9] , are Bayesian approach. These methods utilize the bipart factor graph to Manuscript reform a linear system (1) to a probabilistic description, and do message passing on this graph based on the Max-Sum or Sum-Product rule and the Gaussian approximation strategy. An obvious merit of AMP and GAMP is that they do not calculate the inverse matrix in intermediate process.
The convergence of matching pursuit-based methods have been studied in last ten years [10] - [12] . This motivates us to take advantage of matching pursuit to find the support set C, and to recover the amplitudes by message passing on the support. In this way the convergence and estimation performance can be easily obtained. Experiments show that our proposed algorithm, termed matching pursuit generalized approximate message passing (MPGAMP), performs as good as GAMP algorithm, saves a lot of memory, and works very well in a broader parameter setting.
We present notations used in this letter. c means constant. Boldface capital letters (e.g., A) are used for matrices, boldface small letters (e.g., x) for vectors, and non-bold small letters (e.g., x) for scalars. A T means transpose. Matlab syntax A(:, i) is symbolized the i-th column of A. x i is the i-th entry of x. The elementwise product and division are denoted and , respectively. C i is the i-th element in set C, and C ¬i are elements excluding the i-th one. |·| is designated the cardinality of a set, or non-zero elements number of a vector. N(x;x, ν x ) is the Gaussian probability distribution function (PDF).x and ν x are denoted the mean and variance of random vector x.
Proposed MPGAMP Algorithm

Problem Formulation
Assume that the support C has been known which means the probability of every zero element in x is 1; therefore, we just need to consider the probability of non-zero elements in x. Suppose the PDF of x and the likelihood function of z are separable, i.e.
Hence the probabilistic form of (1) can be written as
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Actually, we do not know the support C in the first place, but we can sequentially estimate it by matching pursuit steps, adding one index at a time,Ĉ j , j = 1, 2, . . . , K where K = |C|. Hence, our proposed algorithm can be considered as a kind of 0 optimization. Since the prior p x C j (x C j ) can take Gaussian, or Laplacian, or spike-and-slab distribution, for those non-zero elements whose amplitudes closing to zero, our method can obtain better estimation performance than 1 method, such as BP.
Message Definitions
The concept of message passing on the factor graph can be found in [13] . Because the support of x is sequentially pursued, the message definitions can be classified into two cases: k = 1 (see Fig. 1 ) corresponding to the tree structure graph and k 1 (see Fig. 2 ) corresponding to the graph with cycles.
Firstly we define the messages from the factor node to the variable node. When k = 1, for Max-Sum rule
for Sum-Product rule
When k 1, for Max-Sum rule
Secondly, we define the messages from the variable node to the factor node. The form of Max-Sum rule is the same as the form of Sum-Product rule
Derivation and Damping
It is worth noting that the derivation of MPGAMP is very similar to GAMP [9] . Due to space limitations, we only emphasize the difference.
In k 1 case, because k non-zero positions of x have been pursued, we set other elements of x to zero directly such that the In k = 1 case, for Max-Sum rule
≈ max
where the definition of ν p i (t) andp i (t) can be referred to [9, equation (5a)(5b)]. Note that a new non-negative term
) is subtracted by (5), which means the max operator obtains an approximation of (5), therefore, this produce a regularization. After this modification the form is the same as k 1 case. For Sum-Product rule the modification is similar.
Rangan et al. [9] , [14] investigate damping steps in GAMP, and find that damping can induce convergence. Similar steps are used in MPGAMP algorithm
Convergence and Memory
The convergence analysis of GAMP and AMP can be referred to [9] , [14] , [15] . Here, we provide another idea to explain it. Firstly, we consider the support of x. If the least squares operation estimates the amplitudes of nonzero elements in x correctly, then the pursuit scheme will asymptotic reliably recover the support of x when M ≥ (1 + δ)2K log(N − K) [12, Theorem 1] . Secondly, we consider the amplitudes of non-zero elements. At the beginning, k = 1, as shown in Fig. 1 , the factor graph is a tree structure. Fortunately, belief propagation on the tree structure factor graph always converges [13] . Next, k = 2, although the factor graph has cycles as shown in Fig. 2 , we can fix (
which means the belief passing on the first tree are determined, and then the remainder of the graph becomes a tree structure again. The current estimation (x C 2 , ν x C 2 ) can converge. Repeat this procedure until k = K, the convergence of amplitudes can be guaranteed. This sequential construction brings another advantage: less cycles on the factor graph lead to a robust estimation behavior.
The GAMP algorithm calculates all elements of x in loop, while MPGAMP algorithm estimates at most K nonzero elements of x in loop. The memory footprint rate of MPGAMP is K/N. Since K N, the saving of memory is remarkable.
Algorithm Description
The steps of MPGAMP are listed in Algorithm 1. Notation t indicates iteration number, k means pursuit index. Function g out (·) and g in (·) calculate the Bayesian estimation of z and x, respectively. The outer loop finds the support C, the inner loop estimates the magnitudes on the support, and calculates the residual.
Algorithm 1 Proposed MPGAMP algorithm.
Require: y; A; K Ensure:x(t + 1); ν x (t + 1); 1:
i ← max 1≤i≤|c| c 6:
while stop = false do 7:
ν p (t) ← |A :,{i,C} | 2 ν x {i,C} (t) 8:ẑ(t) ← A :,{i,C}x{i,C} (t) 9:p(t) ←ẑ(t) −ŝ(t − 1) ν z (t) 10:
{damping steps} 17:
stop ← TRUE 21:
end if 22: end while 23:
stop ← FALSE 24: end for
Numerical Experiments
We have provided an implementation of MPGAMP online † . To evaluate the features of MPGAMP, we adopt five benchmark algorithms, i.e. MP and OMP come from SparseLab † † , BP comes from l1magic † † † , AMP comes from † https://github.com/YongjieLuo/MPGAMP † † http://sparselab.stanford.edu † † † http://users.ece.gatech.edu/˜justin/l1magic Figure 3 shows that MPGAMP performs the same as GAMP when the noise power ν ≤ 0.001, and the corresponding SNR is about 17dB. Lower SNR causes MPGAMP worse work while higher SNR leads to better work. So, in the subsequent experiments we set ν to 0.001 to simulate the worst working scenario.
The second experiment, termed M test, investigates the reconstruction performance versus measurements number M. Fixing K = 0.05 × N we investigate small (N = 100) scale, middle (N = 500) scale and large (N = 1000) scale cases. Considering space constraint we only plot middle scale case. Figure 4 shows that the performance of MPGAMP closes tightly to GAMP at δ ≈ 0.23, and better than other competitors. For small scale case the closing point is δ ≈ 0.37, and for large scale case the point is δ ≈ 0.15.
In the third experiment, Fig. 5 and Fig. 6 plot the phase transition probability of success/failure reconstruction in a wide range condition of δ and ρ. Figure 7 shows that GAMP violently diverges at very small positive mean, and AMP diverges at small positive mean, but MPGAMP maintains convergence until γ ≈ 100. We point out that the convergence holds on till γ ≈ 20 in small scale case, and γ ≈ 37 in middle case case. Although OMP and BP also work robustly in this experiment, MPGAMP shows a better performance in a wide range of γ.
The last experiment, termed α test, considers an even more troublesome setup for strong correlated A. Set N = 1000, δ = 0.5, ρ = 0.1, the projection matrix is constructed by A = (1/N)PQ, where p mr , q rn ∼ N(0, 1), where P ∈ R M×R , Q ∈ R R×N , and R αN. It means A is low rank for α < δ = M/N. The range of α is set to [0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0], on this setup the elements of A are neither normal nor i.i.d distributed. Because GAMP totally diverges (ξ ≈ 10 13 ) at every α, it is not plotted in Fig. 8 . This figure shows that MPGAMP keeps robust even in low rank scenario α ≈ 0.3, and its performance is the best in contrasted to other competitors. 
Conclusion
In this paper, we propose a new reconstruction algorithm to solve the compressed sensing problem. This algorithm can greedily pursue the support of the sparse representation coefficients; and it estimates the non-zero representation coefficients by a GAMP-like scheme. The numerical experiments confirm that our new algorithm performs very well in correctness and robustness.
