Spoken Dialogue Systems (SDS) have great commercial potential as they promise to revolutionise the way in which humans interact with machines. The advent of deep learning led to substantial developments in this area of NLP research, and the goal of this tutorial is to familiarise the research community with the recent advances in what some call the most difficult problem in NLP.
2 Tutorial Overview
Part I: Introduction to Statistical Dialogue Systems
The modular architecture of a goal-oriented spoken dialogue system will be introduced and the range of approaches available for each component, from rule-based to (increasingly) statistical methods will be discussed. The key architectural requirements of goal-oriented spoken dialogue systems will be emphasised and the differences to chat-bot style systems will be explained. Based on this introduction, the key challenges for machine learning will be identified and the options available for moving from the current generation of limited domain systems to fully open-domain conversational agents will be presented. A particular focus will be on learning techniques which enable a system to incrementally increase its naturalness, robustness and coverage over time by interaction on-line with real users.
Part II: Language Understanding and Dialogue State Tracking
In this part, we will present the language understanding module, which is the first component of the SDS pipeline. This module takes as input the users' spoken/written utterances and converts them to an abstract representation that the downstream dialogue management component can (learn to) operate and reason with. We plan to give an overview of: a) rule-based systems; b) conventional approaches which split the language understanding problem into Spoken Language Understanding (SLU) and Belief Tracking (BT); and c) the most recent models which learn to perform the two tasks jointly. In presenting these approaches, we will focus on two key challenges: 1) mitigating the effect of automatic speech recognition (ASR) errors; and 2) dealing with the ambiguity introduced by the linguistic variations available to users in expressing their intentions in various dialogue contexts. Finally, the impact that recent advances in representation learning have had on language understanding will be discussed: these very recent fully statistical approaches hold promise to drive progress in domain adaptation for dialogue systems, both across different dialogue domains and across different languages.
Part III: Dialogue Management and Reinforcement Learning
This part will focus on how the turn-taking process is managed in an SDS. The role of the dialogue manager is to map the inferred belief state into a meaningful system action, accounting for the uncertainty propagated from the upstream components. The basics of reinforcement learning (RL) will first be introduced, followed by its practical application to the dialogue management task. We will cover: a) tabular-based RL, which is only tractable for simplified problems; b) Gaussian process-based RL, which enables fast policy learning; and c) deep (neural network-based) RL which has the potential to eliminate the explicit need for hand-crafted feature engineering. We will also show how a dialogue policy can be trained off-line on corpora via supervised learning, and on-line with a user simulator or through direct interaction with human users using RL. When learning with human users, task success can be hard to measure and user feedback is often unreliable and difficult to obtain. To deal with this, a literature review will be covered, and especially Gaussian Process estimators will be presented which minimise the burden on users of providing explicit feedback and mitigate the problems of noisy user feedback.
Part IV: Response Generation and End-to-End Dialogue Modelling
In this part of the tutorial, methods of statistical language generation will be presented, which map abstract system dialogue acts back into natural language. We will first explain how Recurrent Neural Network language models can be used to generate sentences, and how a structured meaning representation such as a dialogue act can be used to condition the generation process. We will also show that attention and gating mechanisms can be used to better model internal content selection and prevent semantic repetitions, which leads to more coherent and natural responses. Next, we will frame the response generation task in a broader context by treating end-to-end dialogue modelling as a conditional response generation task. We will draw connections between this approach and other chat-bot style conversational agents, showing that explicit language grounding is crucial for goal-oriented dialogue response generation. Finally, we will address the difficulty of collecting corpora for training the SDS systems in general and the generation module in particular. We will also discuss how a pipelined Wizard-of-Oz data collection framework can be used to collect significant amounts of data at acceptably low cost.
Part V: SDS Systems in Conversational AI Applications and Current Challenges
The conversational interfaces hold promise to construct a fully natural way of communication between the human and the machine. In the final part of the tutorial, we will frame modern dialogue research sub-problems in the context of broader NLP research: we will outline once more recent trends in the development of modular dialogue systems, explaining how these complement the long-term goals of broader AI research. We will also discuss the current status of deploying SDS systems beyond the core academic research: we will analyse their impact and usefulness in industry-scale applications and their potential for conversational AI. We will place special emphasis on the key challenges and open questions in our pursuit of creating open-domain statistical dialogue systems across different languages.
We will conclude by listing publicly available software packages and implementations, available training datasets and evaluation protocols, and sketching future research avenues in this domain.
Structure and Summary
Part I: Introduction to Statistical Dialogue Systems (30 minutes)
• Overview of statistical dialogue systems: related work, current trends.
• Pipeline approaches vs. chat-bot style conversational agents.
• Long-term SDS goals and its relation to conversational AI.
Part II: Language Understanding and Dialogue State Tracking (40 minutes)
• Survey of approaches for performing language understanding in spoken dialogue systems.
• The impact of advances in semantic representation learning on understanding in dialogue systems.
• Fully statistical language understanding: towards open-domain SDS systems across languages.
Part III: Dialogue Management and Reinforcement Learning (40 minutes)
• Reinforcement learning approaches for managing the turn-taking dialogue task.
• Dialogue evaluation and reward estimation for practical policy learning.
Part IV: Response Generation and End-to-End Dialogue Modelling (40 minutes)
• Response generation from structured meaning representations.
• End-to-End dialogue modelling: Models, evaluations, and data collection.
Part V: SDS Systems in Conversational AI Applications and Current Challenges (30 minutes)
• Publicly available software packages and implementations, available training datasets and evaluation protocols.
• SDS systems and conversational interfaces: research vs. industry demands.
• Key challenges and open questions in the pursuit of creating open-domain statistical dialogue systems across different languages.
About the Speakers
Pei-Hao Su https://eddy0613.github.io/; email: eddysu@poly-ai.com Pei-Hao (Eddy) Su is a co-founder and CTO of PolyAI, a London-based startup looking to use the latest developments in NLP to create a general machine learning platform for deploying spoken dialogue systems. He holds a PhD from the Dialogue Systems group, University of Cambridge, where he worked under the supervision of Professor Steve Young. His research interests centre on applying deep learning, reinforcement learning and Bayesian approaches to dialogue management and reward estimation, with the aim of building systems that can learn directly from human interaction. He has given several invited talks at academia and industry such as Apple, Microsoft, General Motor and DeepHack.Turing. He received the best student paper award at ACL 2016.
Nikola Mrkšić mi.eng.cam.ac.uk/˜nm480; email: nikola@poly-ai.com Nikola Mrkšić is a co-founder and CEO of PolyAI, a London-based startup looking to use the latest developments in NLP to create a general machine learning platform for deploying spoken dialogue systems. He holds a PhD from the Dialogue Systems group, University of Cambridge, where he worked under the supervision of Professor Steve Young. His research is focused on belief tracking in human-machine dialogue, specifically in moving towards building open-domain, cross-lingual language understanding models that are fully data-driven. He is also interested in deep learning, semantics, Bayesian nonparametrics, unsupervised and semi-supervised learning. He previously gave a tutorial on word vector space specialisation at EACL 2017, and will teach a course on the same topic at ESSLLI 2018. He also gave invited talks at the REWORK AI Personal Assistant summit and the Chatbot Summit.
Iñigo Casanueva http://mi.eng.cam.ac.uk/˜ic340/; email: inigo@poly-ai.com
Iñigo Casanueva is a Machine Learning engineer at PolyAI, a London-based startup looking to use the latest developments in NLP to create a general machine learning platform for deploying spoken dialogue systems. He got his PhD from the University of Sheffield and later he worked as Research Assistant in the Dialogue Systems group, University of Cambridge. His main research interest focuses on increasing the scalability of machine learning based dialogue management, looking for methods to make deep learning and/or reinforcement learning applicable to real world dialogue management tasks. He has published several papers on the topic, two of them nominated to best paper award.
Ivan Vulić https://sites.google.com/site/ivanvulic/; email: iv250@cam.ac.uk Ivan Vulić is a Senior Research Associate in the Language Technology Lab at the University of Cambridge. He holds a PhD from KU Leuven, obtained summa cum laude. Ivan is interested in representation learning, human language understanding, distributional, lexical, and multi-modal semantics in monolingual and multilingual contexts, and transfer learning for enabling cross-lingual NLP applications. He co-lectured a tutorial on monolingual and multilingual topic models and applications at ECIR 2013 and WSDM 2014, a tutorial on word vector space specialisation at EACL 2017, and a tutorial on cross-lingual word representations at EMNLP 2017. He will lecture a course on word vector space specialisation at ESSLLI 2018. He has given invited talks at academia and industry such as Apple Inc., University of Cambridge, UCL, University of Copenhagen, Paris-Saclay, and Bar-Ilan University. 
Other Information

