An experiment is performed to assess the prevalence of instability in univariate and bivariate macroeconomic time series relations and to ascertain whether various adaptive forecasting techniques successfully handle any such instability. Formal tests for instability and out-of-sample forecasts from 16 different models are computed using a sample of 76 representative U.S. monthly postwar macroeconomic time series, constituting 5,700 bivariate forecasting relations. The tests for instability and the forecast comparisons suggest that there is substantial instability in a significant fraction of the univariate and bivariate autoregressive models. Time series econometrics typically involves drawing inferences about the present or future using historical data. In some cases these inferences are about the operation of the economy or economic policy. For example, much empirical work on monetary economics currently rests on inferences drawn from so-called structural vector autoregressions (VAR's); Bernanke and Blinder (1992) and Christiano, Eichenbaum, and Evans (in press) provided two recent examples. In other cases these inferences are in the form of forecasts. Both applications require the model to be stationary in some sense (that the future be like the past) for such inferences to be valid. For example, using a structural VAR to advise policymakers requires that the historically estimated model remain relevant. Although studies occasionally include some analysis of stability, it is often limited in scope, perhaps consisting of reestimating the model on a single subsample. The importance of stability and the current lack of systematic evidence on it therefore leads us to ask: How generic is instability in multivariate time series relations?
Time series econometrics typically involves drawing inferences about the present or future using historical data. In some cases these inferences are about the operation of the economy or economic policy. For example, much empirical work on monetary economics currently rests on inferences drawn from so-called structural vector autoregressions (VAR's); Bernanke and Blinder (1992) and Christiano, Eichenbaum, and Evans (in press) provided two recent examples. In other cases these inferences are in the form of forecasts. Both applications require the model to be stationary in some sense (that the future be like the past) for such inferences to be valid. For example, using a structural VAR to advise policymakers requires that the historically estimated model remain relevant. Although studies occasionally include some analysis of stability, it is often limited in scope, perhaps consisting of reestimating the model on a single subsample. The importance of stability and the current lack of systematic evidence on it therefore leads us to ask: How generic is instability in multivariate time series relations?
To answer this, we undertake a two-part experiment. The first part assesses the prevalence of parameter instability in economic time series relations using a battery of recently developed tests for instability. This is done using a sample of 76 monthly time series for the postwar U.S. economy
THE DATA SET
Our objective in constructing the data set was to obtain a sample of economic time series for the United States that is representative of the relations of primary concern to macroeconomists and macroeconomic forecasters. Although one could in principle draw series at random from a large macroeconomic data base, a simple random sample would oversample certain classes of heavily represented series, such as industry-specific deflators, interest rates, or financial flows. Moreover, such a sample would omit important forecasting variables that are constructed from the primary data, such as interest-rate spreads. Stratification could eliminate the firstbut not the second problem.
Our sample of series therefore was obtained by applying subjective judgment, using four criteria as guidelines:
(1) The sample should include the main monthly economic aggregates and coincident indicators. This resulted in the inclusion of series such as industrial production, weekly hours, personal income, and inventories. (2) The sample should include important leading economic indicators. This led us to include series such as monetary quantity aggregates, interest rates, interest-rate spreads, stock prices, and consumer expectations. (3) The series should represent different broad classes of variables that can be expected to have quite different time series properties. (4) The series should have consistent historical definitions or, when the definitions are inconsistent (e.g., different base years for different segments of a real series) it should be possible to adjust the series with a simple additive or multiplicative splice.
These criteria were used to select 76 monthly U.S. economic time series. Most of the raw data were obtained from the CITIBASE data base, although many series were subsequently modified (e.g., by creating interest-rate spreads). The series can be grouped into eight categories-output and sales, employment, new orders, inventories, prices, interest rates, money and credit, and other miscellaneous series including exchange rates, government spending and taxes, and miscellaneous leading indicators. The series are listed in the Appendix.
The sample runs from 1959:1 to 1993:12 (four series on government finance start in 1967:6). Each series was screened to detect breaks and outliers due to changes in definitions or reporting practice. Most series were also transformed to be approximately integrated of order 0 by taking either first differences or first differences of logarithms. For consistency, the same transformation was in general applied to entire classes of series. For example, production, employment, prices, and money were all transformed using first differences of logarithms, and interest rates were transformed by first differencing. Some series that did not fit naturally into a broader category were analyzed on a case-by-case basis using visual inspection, a priori reasoning, and unit-root test statistics and then transformed accordingly. The transformation for each series is listed in the Appendix. It should be emphasized that many of the procedures are only slightly affected by the use of first differences versus levels. In particular, the forecasting models produce similar short-run forecasts using levels or first differences (this would not be the case if there were bivariate cointegration, but there are neither theoretical nor empirical reasons to suspect widespread bivariate cointegration among these series, except perhaps for some interest-rate and inflation spreads). test has as its null hypothesis that the parameters are constant; that is, pt = p, at(L) = a(L) and 3t3(L) = fl(L). The derivation of the null distributions of the test statistics also assumes that the regressors are jointly second-order stationary, along with additional technical conditions. When the following discussion refers to univariate tests, it is understood that the terms in xt-1 in (1) are omitted.
Tests for Time-varying Parameters
The first set of tests for randomly time-varying coefficients are Nyblom's (1989) (Hansen 1990 
These statistics have asymptotic representations as functionals of a k-dimensional Brownian bridge; see Andrews (1993) and Andrews and Ploberger (1994) for the details.
The tests are implemented with 15% symmetric trimming (Ao = 1 -61 = .15). Heteroscedasticity-robust versions of the QLR, MW, and EW statistics (denoted QLR', MWr, and EW') were computed by replacing FT(6) in (7)-9) with F (6), where F (6) is computed using the White (1980) heteroscedasticity-robust covariance matrix, in which the residuals were computed under the null rather than each of the alternatives for computational convenience.
Monte Carlo Critical Values and Power
In case the asymptotic distributions discussed in Sections 2.1-2.3 provide poor approximations to the finitesample distributions, we generated finite-sample critical values for the L, QLR, MLR, and EW test statistics and their heteroscedasticity-robust counterparts. The distributions were computed under the null of parameter stability and under the alternative that the parameters follow the random-walk TVP model (2). The design was constructed to capture the possible heteroscedasticity in the actual data set.
The pseudodata for the experiment were generated according to the following algorithm: (a) A pair of series (x, y) was drawn randomly with replacement from the 5,700 bivariate relations in our data base; (b) y was regressed (by OLS) against a constant and lags of y and x, yielding the estimated coefficients 00o; (c) a time series {Or} was generated according to the TVP model (2b), where o00 is set to 80 and rlt are pseudorandom iid N(0, A2Q0"2), where = (T-1 ETz1 zz)-'; (d) an artificial time series Yt was generated according to it = upt + at(L)?t-1 + Ot(L)xt-1 + et, where et is iid N(0, a2); and (e) the test statistics were computed for the pair (x, y). The same algorithm was used for simulating the null distribution of the univariate tests, except that x was omitted.
To compute the null distribution and the Monte Carlo critical values, A was set to 0 for 6,000 repetitions. In addition, results were computed for 10,000 draws of A from a uniform [0, .0275] distribution, and for 1,000 draws each on a grid of A = {.0025, .005,.0075, .01,.015, .02}. These draws were used to compute the power functions and, as described in Section 4, to estimate A and its distribution.
FORECASTING MODEL COMPARISON: METHODOLOGY

Forecasting Models
The next stage in this investigation is an examination of the performance of 16 forecasting models, 8 univariate and 8 bivariate. Throughout, a (pseudo) in-sample estimation period is used for preliminary estimation of the parameters and a (pseudo) out-of-sample period is used for forecasting.
The eight univariate models consist of a fixed-parameter autoregression, two autoregressions estimated by rolling regression, one autoregression estimated by recursive least squares, and four random-walk TVP models. The eight multivariate models are a fixed-parameter bivariate model, two bivariate models estimated by rolling regression, one model estimated by recursive least squares, and four bivariate models with random-walk time TVP. All models are of the form (1), with the coefficients fixed or time-varying as appropriate. The bivariate models will be referred to as vector autoregressions (VAR's), although, because only onestep-ahead forecasts are considered, only the single equation (1) of the (yt, xt) VAR needs to be estimated.
The specification of the TVP models is conventional and is given in (2). The parameters of the TVP models are 0o, a2, and A. The TVP models were initialized using a diffuse prior (0o = 0, state covariance matrix set to 4lk, where n is large); however, the out-of-sample forecasts and their relative performances are insensitive to choice of initial conditions because of the long in-sample period. Onestep-ahead forecasts Ytlt-1 are then produced using periodby-period updating with the Kalman filter. We consider four TVP models that differ only in their choice of A.
All models were estimated with fixed lag lengths 1, 3, and 6. The models were also estimated using data-dependent lag lengths with a lag selection procedure appropriate for the method of estimation of 0 for that model. For the TVP models, the choice of p was limited to 1, 3, or 6 for computational reasons, but for the other models p was chosen among {0, 1,..., 12}. For the fixed-parameter model, p was chosen by Bayes information criterion (BIC) for the insample period. For the rolling models, p was reestimated at each date by BIC using the data for the rolling period at hand, and for the recursive models p was reestimated at each date by BIC using the recursive sample. For the TVP models, p was chosen by minimizing the (conditional) predictive least squares (PLS) criterion, PLS = ET=to (Yt -YtIt-1)2 (Rissanen 1986 Results for fixed-p models and TVP models with other values of A will be discussed briefly but not tabulated.
For the forecast comparisons, the in-sample period ends in 1978:12. This cutoff date was chosen so that the models are tested in the turbulent economic conditions of the late 1970s and early 1980s. For series ending in 1993:12, 180 observations remain for the out-of-sample comparison. In all cases, forecasts of yt+l during the out-of-sample period were computed as true forecasts in the sense that they use data only through time t.
ESTIMATION OF A AND THE DISTRIBUTION OF A
The parameter A determines the magnitude of the coefficient variation in the TVP model and, within this model, provides a measure of the instability in these relations. This section first outlines two procedures for estimating A. The resulting distribution of estimates of A, however, will not in general be a good estimator of a hypothesized population distribution of A. We therefore proceed to describe a deconvolution procedure that uses the distribution of estimates of A to estimate the distribution of A. A symmetric confidence interval with 0% coverage is the value of d for which the QLR (QLR') distribution has as its median the observed value of the QLR (QLR') and thus is a median unbiased estimator of TA. Empirically, this inversion was done using a lookup table generated by applying nonparametric median regression to the realizations of QLR (QLRr) obtained from the uniform draws over A in the Monte Carlo experiment described in Section 2.4. These two estimators are referred to as the QLR and QLR estimators.
Estimation of
The second set of estimators is the values of A that minimize the full-sample PLS computed in the forecasting exercise over the grid given in Section 4. Two estimators are considered, the first, denoted the PLS(p = 6) estimator, with fixed lag length p = 6, and the second, denoted the PLS(3), with lag chosen to minimize the full-sample PLS over p = 1, 3, 6.
It is well known that in the univariate stochastic trendplus-stationary-components model, the distribution of the maximum likelihood estimator of A has point mass at 0. The median-unbiased estimators based on QLR and QLR' share this property, and the asymptotic distribution of the PLS estimator appears to be unknown. In part because this complicates the interpretation of the point estimates, we also estimate the population distribution of A.
Estimation of the Distribution of A
Suppose that A has population pdf f.. Then the pdf of an estimator A, say fx, is given by
where g(AIA) is the sampling distribution of A given the true value A. An estimate of f. is obtained by deconvolution. This was implemented numerically assuming that A has a seven-point distribution on the grid in Section 4 (including 0). Let P\ denote the seven-vector of probability mass of A on these seven points, let P, denote the empirical sevenvector of masses of observed A, and let Gij = g(AilAj) for points on the grid. The distribution P, is estimated by solving P, = GP\. This was done by constrained nonlinear least squares, in which a logistic transformation was used to constrain the elements of P\ to be positive and to add to 1. For the QLR and QLR' estimates, G was computed using the draws of the test statistic from the uniform distribution in the Monte Carlo experiment in Section 2.4, but for the PLS estimates G was computed using the draws on the seven-point grid. an (autoregressive) AR(0). The final column in Table B .1 contains the QLR-based estimate of A for each series. The answer to the question of whether there is evidence of widespread instability in these univariate autoregressions evidently depends on which stability test one uses. On the one hand, 50% of the series reject at the 10% level using the QLR or EW statistic, and there are many, if fewer, rejections using the MW statistic. These results provide evidence of one-time shifts in the parameters of the univariate autoregressions. Although the Breusch-Pagan (1979) test often rejects, this test also has power against heteroscedasticity, so it is not clear whether this indicates heteroscedasticity or time variation in the parameters. The rejection rate of the Nyblom test is slightly less than the MW rejection rate. The rejection rates for the PK tests are lower, suggesting that shifts in the intercept are not a major feature in these data.
STABILITY TESTS: EMPIRICAL EVIDENCE
The instability is more heavily concentrated in certain classes of series than others. For example, the QLR statistic rejects at the 5% level for all inflation series and all but one interest-rate series, and the implied estimates of A are often large. In contrast, other than the Breusch-Pagan test, which could be detecting heteroscedasticity, none of the tests reject for business failures, the government finance series, or several of the orders and inventories series. rameter stability with p = 6 are presented in Table 2 and  Table B .2, Appendix B. The column labeled "GC" reports the Granger-causality Wald statistic testing the hypothesis that p(L) = 0 in (1). All tests have level 10%. The final three columns in Table B .2 summarize the distribution of estimated values of A, based on the QLR statistics. Some of these tests indicate widespread instability. The QLR and EW statistics reject in over 55% of the cases. A large fraction (57%) of cases also have significant GC statistics, which is perhaps surprising because no a priori economic reasoning was used to select which variables should be used to forecast any particular dependent variable. As in the univariate results, the CUSUM-based tests have lower rejection rates, which suggests that the instability does not arise from breaks or drift in the direction of the mean regressors. There is only slightly more instability among statistically significant predictive relationships (based on the GC test) than among insignificant relationships.
Bivariate Tests
These results can be used to examine stability in relations involving those variables that commonly appear in structural VAR modeling. QLR statistics for real personal income, the consumer price index, the producer price index, the 90-day Treasury-bill rate, and the commercial-paperTreasury-bill spread each reject stability in at least 98% of their 75 respective bivariate relations when these series are used as dependent variables (Table B .2, Part I). When these series appear as predictor variables (Table B .2, Part II) for each the QLR rejects in at least 53% of the 75 pairs. For five of the seven price series, the QLR statistic rejects stability in each of the 75 bivariate forecasting relations in which inflation is a dependent variable. When any of these five price series is instead used as a predictor, the QLR statistic again rejects in approximately half the cases. It appears that instability in bivariate relations involving these key series is even more prevalent than on average across all 5,700 relations.
These marginal distributions provide one window on the extent of instability in these 5,700 relations. It is possible, however, that some of this instability is in relations that would be of little interest from a forecasting perspective because they have low overall predictive content. Exploring this possibility requires examining the joint distribution of the instability and GC test statistics. This is done graphically in Figure 1 
Sensitivity Analysis
The results in Tables 1 and 2 use fixed lag length p = 6, asymptotic critical values, and conventional forms of the test statistics. The sensitivity to these assumptions is explored in Table 3 One interpretation of these results is that the heteroscedasticity-robust tests have less power than their nonrobust counterparts; another interpretation is that there is in fact considerable heteroscedasticity and the nonrobust tests are spuriously rejecting in many cases. Results from the Monte Carlo simulation described in Section 2.4 indicate that the nonrobust tests in Tables 1 and 2 have somewhat better power than those in Table 3 against the TVP alternative. For example, for A = .005 and .01, the 10% QLR test (using asymptotic critical values, as in Tables 1 and  2) , respectively, has power 39% and 79%, but the QLR' test (using finite-sample critical values as in Table 3 ) has power 33% and 71%, respectively. This power difference seems insufficient, however, to be the sole explanation of the difference in empirical rejection rates. It thus appears that some of the rejections in Tables 1 and 2 arise from  heteroscedasticity: Tables 1 and 2 arguably overstate instability because they are not robust, but the final line of Table 3 potentially understates instability because of lower power.
FORECASTING MODEL COMPARISON:
EMPIRICAL RESULTS
The forecasting models described in Section 3.1 constitute 608 univariate forecasting systems (76 variables, eight models each) and 45,600 bivariate forecasting systems (5,700 bivariate forecasting relations, eight models each): All comparisons are made using out-of-sample one-monthahead forecast MSE's, although in principle other loss func- tions could be used. The term "best model" refers to the model that minimizes this out-of-sample forecast MSE, relative to some comparison group. One objective of this comparison is to see which models do best most frequently. Because of the instability found by the stability tests, however, another objective is to ascertain which if any of the models protect the forecaster from making extreme forecast errors resulting from parameter instability. The question of which model performs best out-ofsample most frequently is examined in Table 4 . For each bivariate relation, MSE's from the eight bivariate and eight univariate models were computed; the model with the lowest out-of-sample MSE among these 16 was then deemed the "best" model for that (yt, xt) pair. Two sets of tab- Model AR RRA1 RRA2 RLSA ATVP1 ATVP2 ATVP3 ATVP4 VAR RRV1 RRV2 RLSV VTVP1 VTVP2 VTVP3 VTVP4   AR   -63  55  36  42  43  51  45  48  62  53  45  44  49  59  46  RRA1  37   -38  26  25  24  49  33  45  59  42  32  34  43  58  38  RRA2  45  62  -21  28  38  57  39  54  65  49  41  40  49  63  45   RLSA  64  74  79   -41  55  66  45  64  72  63  51  51  57  70  52   ATVP1  58  75  72  59   -66  71  63  64  74  66  58  58  66  75  59  ATVP2  57  76  62  45  34  -74  54  60  68  59  50  49  61  73  51  ATVP3  49  51  43  34  29 rows indicates that the adaptive models perform similarly whether or not in-sample instability is detected. Although the ATVP and VTVP models as a group often perform best, among TVP models the estimation of A by PLS is arguably worse than fixing it at some small value. Consistent with the stability test evidence, the results in panels B and C show that different variables tend to be forecast best by different models. Table 5 summarizes pairwise comparisons of these 16 models over all 5,700 bivariate relations. Among univariate models, ATVP1 performs best most often, and RLSA is on average outperformed only by ATVP1. Among bivariate models, VTVP1 performs best most often. In both the univariate and bivariate cases, estimation of A (ATVP4 and VTVP4) worsens performance, relative to using the fixed value A = .0025, in a majority of cases. Although the ATVP1 model typically outperforms the bivariate models, this is perhaps not surprising because a priori reasoning would lead one to suspect that many of the 5,700 pairs would have forecasting links that are weak at best.
In addition to the models reported in Tables 4 and 5 , 48 fixed-lag versions of these models and 12 other TVP models (A = .005, .01, .02; p = 1, 3, 6, and PLS) were estimated (detailed results are available from the authors on request). In general, the models with data-dependent lag lengths outperform the fixed-lag models. Moreover, models with large time variation (A = .02) do poorly. Tables 6, 7 , and 8 examine the extent to which the various models reduce the possibility of extremely poor performance by presenting empirical quantiles of the MSE's of the various models. To make results comparable across series, the MSE's are relative to the MSE for RLSA. The distribution of these relative MSE's is given in Table 6 for univariate forecasting models and in Table 7 for the bivariate models. The median values are less than 1 for ATVP1 and ATVP4, the models that outperform RLSA in the pairwise comparisons in Table 5 . The results in Table 6 indicate that the costs of using the ATVP1 model, as measured by its worst performance relative to RLSA, are small, but in the best case the MSE forecasting gains of ATVP1 relative to RLSA are 9%. The risks of using fixed-parameter Although the TVP models guard against large parameter shifts, it should be emphasized that the gains from using TVP models are generally small or nonexistent. For example, RLSV, which is efficient under constant parameters, has approximately the same quantiles as VTVP1 and VTVP2 and indeed outperforms all bivariate models but VTVP1 in pairwise comparisons.
Empirical distributions of the estimates of A are summarized in Table 9 
DISCUSSION AND CONCLUSIONS
Although these tests focus on univariate and bivariate linear models, the low-dimensionality and linearity are not restrictive. If the parameters of a higher-dimensional VAR are constant, then the parameters of all possible bivariate VAR's formed from variables in the higher-dimensional VAR will The empirical results suggests that a substantial fraction of forecasting relations are unstable. In most cases this instability is small enough that, at best, adaptive models only slightly outperform nonadaptive models. Some cases exhibit great instability, however, with large estimated A and with adaptive models outperforming nonadaptive ones by a considerable margin. A value of A = .01 implies that the standard deviation of the drift in coefficients on standardized regressors over samples of the length considered here is approximately .2, which is consistent with rather large changes in autoregressive coefficients.
The implications of these findings depends on the application at hand. If the application is VAR modeling, or econometric modeling more generally, this suggests that instability in VAR's could be commonplace, which in turn calls into question the relevance of policy implications drawn from fixed-parameter VAR's. One practical lesson that this emphasizes is the importance of performing systematic stability analysis as part of a structural VAR modeling exercise.
On the other hand, if the application is to forecasting, this instability provides an opportunity to improve on the forecasts of fixed-parameter models. Although the randomwalk TVP models used here are a step in that direction, the gains in terms of one-quarter-ahead forecast MSE, rel- ative to recursive least squares models, are usually small. When R2's are low, relatively large changes in coefficients can produce modest changes in forecast MSE's so that statistically significant parameter variation might be only marginally significant from a forecasting perspective. In addition, the gains from TVP models could be greater at longer horizons, an issue not explored in this research. Nonetheless, this finding raises the question of whether more tightly parameterized refinements of the TVP model, or other adaptive models, could perform better than the standard TVP model used here.
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APPENDIX A: DEFINITIONS OF SERIES
The entries for each series are the series mnemonic, the transformation code, and the definition of the series. For series obtained from CITIBASE, the CITIBASE mnemonic has been used. The transformation codes are 0 = first difference, 1 = log first difference, 2 = level. 
