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ABSTRACT
Predicting the future in real-world settings, particularly from raw sensory observations such
as images, is exceptionally challenging. Real-world events can be stochastic and unpredictable,
and the high dimensionality and complexity of natural images require the predictive model to
build an intricate understanding of the natural world. Many existing predictive methods tackle this
problem by making simplifying assumptions about the environment. One common assumption is
that the outcome is deterministic and there is only one plausible future. This can lead to low-quality
predictions in real-world settings with stochastic dynamics. In this thesis, we study the importance
of stochasticity in predicting high-quality predictions of the raw sequential observations. We
develop a stochastic variational video prediction method that predicts a different possible future for
each sample of its latent variables. We also provide an alternative method based on normalizing
flows. To the best of our knowledge, these models are the first to provide an effective stochastic
multi-frame prediction for real-world videos. We demonstrate the capability of these methods
in predicting detailed future frames of videos on multiple real-world datasets, both action-free
and action-conditioned. We also illustrate how such methods can improve the performance of
autonomous agents where future prediction is a core required capability. We illustrate how these
predictive models can be used for planning in real and simulated robotic tasks as well as improving
the sample efficiency in model based reinforcement learning. We also show how similar stochastic
techniques can be applied in other areas where stochasticity can be useful such as real-time style
transfer.
THESIS STATEMENT
Stochasticity is a fundamental property for predicting the future elements in sequential high
dimensional observation space. Addressing stochasticity explicitly in modeling sequences results
in a more accurate model of the data (with more realistic generated samples) as well as improved
utility in applications using such predictive models.
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CHAPTER 1: INTRODUCTION
Prediction is not just one of the things your brain does.
It is the primary function of the neo-cortex, and the foundation of intelligence.
Jeff Hawkins
Predicting what happens next is one of the key capabilities of humans which we heavily rely
on to make decisions in everyday life [1]. Beyond decision-making, new evidence suggests that
even feelings, memories, imagination, categorization, and many other mental capabilities, can all
be united by a single device: prediction [2]. Our brains are capable of parsing the massive sensory
input around us, predict what is going to happen next, and direct our actions in time to complete the
given task at hand. This ability requires understanding the interaction dynamics between objects as
well as the acting agents in the environment, usually in an unsupervised or self-supervised manner,
which makes it a complex tasks for learning machines.
Simultaneously, the ability to anticipate future scenes, particularly under uncertainty, is key for
autonomous agents to successfully operate in the real world [3]. A good example is to predict the
movements of pedestrians and vehicles for autonomous vehicles. The future states of street scenes
are inherently uncertain and the distribution of outcomes is often multi-modal. This uncertainty
makes high quality prediction of future in the observation space even more complex. Researching
and addressing this complexity is the main topic of this thesis.
1.1 MOTIVATION
As mentioned earlier, predicting the future for decision making and task completion is very
common among computers and robots. This ability can be applied to a variety of tasks from
perception and planning to safe navigation [4]. Predictive models of autonomous vehicles heavily
rely on predicting the trajectory or path of the pedestrians and the other cars to take necessary action
for collision avoidance [5, 6, 7, 8]. World champion defeating artificial agents such as AlphaStar [9],
OpenAI Five [10] and AlphaGo [11] have models which are tuned and updated over time to predict
the outcome of each move as well as the eventual winner of the games. Similarly, these predictive
models allow a robot to decide how to interact with the world to bring about the desired outcome
such as object grasping, block packing, and edge following [12, 13, 14, 15, 16]. Furthermore, a
model that can accurately predict future observations of complex sensory modalities such as vision
must internally represent the complex dynamics of real-world objects and people, and therefore is
more likely to acquire a representation that can be used for a variety of visual perception tasks, such
as gesture recognition, object tracking and action recognition [17, 18, 19].
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Despite all the recent advancement of machine learning methods and techniques, and in particular
deep learning, modeling raw high-dimensional sensory data such as videos is still a very challenging
problem [17]. Notably, modeling future distributions over a sequence of images, commonly referred
to as video prediction, is a challenging task given the high dimensionality of the data and the complex
dynamics of the environment [20]. One major challenge in video prediction is stochasticity and
the ambiguous nature of the problem [21]. Due to the complicated nature of interactions between
objects, as well as the interactions between the autonomous agents and the environment, the space of
possibilities for future vastly diverges, only after a few frames, and the problem becomes inherently
multimodal and therefore hard to model by nature [22]. The high dimensionality of videos and
their other intrinsic complexities such as previously unseen objects, occlusion, as well as changing
appearance and patterns of objects can make this task even more challenging [23].
Hence, it is common to make various simplifying assumptions. One particularly common
assumption is that the environment is deterministic and that there is only one possible future [24, 25,
17, 26, 18]. Models conditioned on the actions of an agent frequently make this assumption, since
the world is more deterministic in these settings [27, 20]. However, most real-world prediction tasks,
including the action-conditioned settings, are in fact not deterministic, and a deterministic model
can lose many of the nuances that are present in real physical interactions. Given the stochastic
nature of video prediction, any deterministic model is obliged to predict a statistic of all the possible
outcomes. For example, deterministic models trained with a mean squared error loss function
generate the expected value of all the possibilities for each pixel independently, which is inherently
blurry [28]. Emphasizing on the importance of this problem and overcoming it to improve the
quality of predicted observations is the main topic of this thesis.
1.2 CONTRIBUTIONS AND OUTLINE
This thesis has two main parts. In the first part, we study the significance of stochasticity
in domain-agnostic video prediction from high dimensional sensory input (i.e., raw pixels) and
how it can be addressed explicitly. Chapter 2 provides a brief background on video prediction
problem and highlights the importance of stochasticity by carefully researching the currently
existing deterministic models. Then, we propose two stochastic video prediction methods which
explicitly address stochasticity in video prediction. A stochastic variational method that predicts a
different plausible future for each sample of its latent variables (Chapter 3) and a video prediction
model based on normalizing flows (Chapter 4). We demonstrate how such models can generate
action conditioned and action free stochastic frames, given the first few frames of a video. We also
provide detailed training procedure for training a neural network based implementation of such
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method. To the extent of our knowledge, these method are the first stochastic models to predict
multiple frames in real-world settings successfully. We extensively evaluate our methods on multiple
real-world and synthetic video datasets. These experiments demonstrate that these models produce
substantially improved video predictions when compared to the same model without stochasticity,
both qualitatively and quantitatively. Our TensorFlow [29] implementations which supports both
action-conditioned and action-free predictions are also open-sourced as part of Tensor2Tensor
framework [30].
In the second part, we adopt the proposed methods in tasks where the future prediction is
a core required capability such as model-based reinforcement learning. We illustrate how an
action-conditioned video prediction model can be used as a world model (think a simulator,) for
a reinforcement learning agent to learn how to act in the real environment (Chapter 5). This
significantly reduces the required collected trajectories from the real environment and therefore
provides a more sample efficient approach to reinforcement learning tasks from raw observations.
Moreover, in Chapter 6, we show how a robot can utilize stochastic video prediction models to
learn complex manipulation tasks without any demonstrations. Our experiments illustrate how
a robot can learn to assemble unseen objects, specifically tetris-like block pairs, using only raw
uncalibrated RGB camera input. Finally, Chapter 7 demonstrates how we can apply what we
learned in stochastic video prediction models to other tasks in which stochasticity and ambiguity is
fundamental such as artistic style transfer.
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CHAPTER 2: BACKGROUND
Prediction is very difficult, especially if it’s about the future.
Niels Bohr
In this chapter, we formulate the problem of video prediction and then demonstrate the importance
of stochasticity in this context. We also briefly discuss the related research in this area. In the
next chapter we explicitly address the stochasticity in video prediction by proposing a stochastic
variational video prediction model and evaluate this model on multiple real and video synthetic
datasets.
2.1 CONDITIONAL VIDEO PREDICTION
2.1.1 Definition
Pixel-level future video frame prediction can be formulated as follows: assume a sequence of
frames (i.e., video) of length T :
x0, . . . ,xT (2.1)
where xi denotes the ith frame in the video and can be described by the raw values of its pixels. In
video prediction the goal is to predict the value of each one of these pixels. In this proposal we are
mainly interested in conditional video prediction in which the predictions are conditioned on a set
of c context frames x0, . . . ,xc−1 (e.g., if we are conditioning on one frame, c=1), and our goal is
to predict:
xc:T = f(x0:c−1, θ) (2.2)
where f denotes a mapping function parameterized by θ.
Video prediction is a challenging problem for multiple reasons. Firstly, video frames are normally
high-dimensional. e.g., to predict ten frames of a video with RGB pixels and 64×64×3 over 120K
values should be predicted. Secondly, we usually do not have access to the underlying (i.e., latent)
variables of the environment and we have to model the future solely based on observations x which
is the observation (i.e., raw pixels). These raw pixels do not provide much information regarding
the dynamics of the environment. For example, if there is a video of two balls moving towards each
other with a possibility of impact, the most crucial piece of information to predict accurately the
4
Figure 2.1: Stochasticity in video prediction. The goal in video prediction is to predict the next upcoming frames given
the first few context frames. In realistic settings the future is uncertain, and there can be more than one possibility. It is
inevitable to capture a statistic of all of these possibilities using a deterministic model. On the other hand, stochastic
methods can model the distribution of all possibilities, and any possible feature can be sampled from this distribution.
future is the weight of these objects which can not typically be inferred directly from pixels. Adding
the complex dynamics between the objects and the agents inside a video, as well as occlusion and
changing appearance and patterns of the objects, the prediction function can be quite complex in
high dimensional which makes video prediction a non-trivial task.
Finally, since usually there is a set of possible futures, the problem of conditional video prediction
can be thought of as multi-modal extrapolation. This means that instead of predicting a single value
for each pixel, the model has to predict the distribution over possible futures:
p(xc:T |x0:c−1) (2.3)
In action-conditioned video prediction, the future actions of the agents inside the environment are
also known which can affect this distribution:
p(xc:T |x0:c−1, a0:T ) (2.4)
Please note that with this formulation we are keeping the problem domain-agnostic which means
that the model does not have any prior information regarding the characteristics of the environment,
the dynamic between the objects, and the set of feasible futures. The model can only observe
previous experiences (i.e., recorded videos) and then predict the future given a (new) set of context
frames.
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2.1.2 Importance of stochasticity in video prediction
As discussed before, video prediction is an inherently stochastic task which intuitively can
translate into the fact that there might be (and usually is) more than one possible future. This
generally makes video prediction a more challenging task since a full distribution has to be modeled
and therefore it is quite common to make it easier by making assumptions. One common assumption
in the video prediction literature is that the environment is deterministic and that there is only one
possible future [25, 17, 26, 18]. Especially, there are two cases in which this assumption is made,
either explicitly or implicitly:
1. Action-conditioned video prediction. It is common to assume that the future is deterministic
if the actions if the agents in the environment is known[20, 12]. Neither does this assumption
holds in inherently stochastic environments where the output of the actions can be stochastic,
nor in settings with ambiguous actions. A very good example of such tasks are robot grasping
and robot pushing in which the final result highly depends on the physical attributes of the
objects [16, 31] which is unknown for previously unseen objects.
2. Deterministic state space. As discussed before, we are interested in predicting the observation
space which means that we generally do not have access to the state space. However, it
is relatively common to assume that the transition between observations is deterministic if
the transition between states is deterministic. As an example, previous research typically
assumes that ATARI frames are deterministic and they can be predicted with a deterministic
function because ATARI is inherently deterministic [32]. However, this does not hold in
the observed frames. The future can be easily stochastic given only a limited number of
past frames (compared to observing everything from the beginning) which is common in
practice [33, 34, 35, 36], mainly due to occlusion and inactive frames (static frames). It is
also a standard custom to add randomness to the actions taken by automated agents to make
the human vs. computers competition fairer [37, 38] which also adds stochasticity.
In practice, this assumption results in a model that predicts a statistic of all the possible outcomes.
For example, deterministic models trained with a mean squared error loss function generate the
expected value of all the possibilities for each pixel independently, which is inherently blurry [28].
Therefore, we argue that assuming a deterministic future is a strong assumption that should be
avoided.
To highlight the importance of stochasticity in video prediction, we created a toy video dataset
with intentionally stochastic motion. Each video in this dataset is four frames long. The first frame
contains a random shape (triangle, rectangle or circle) with random size and color, centered in the















































Figure 2.2: Importance of stochasticity in video prediction. In each video, a random shape follows a random direction
(first row). Given only the first frame, the deterministic model from [20] predicts the average of all the possibilities. The
third row is the output of SV2P with latent sampled from approximated posterior which predicts the correct motion.
Last two rows are stochastic outcomes using random latent values sampled from assumed prior. As observed, these
outcomes are random but within the range of possible futures. Second sample of Figure 2.2c shows a case where the
model predicts the average of more than one outcome.
up-right, down-left, down-right). Each frame is 64×64×3 and the background is static gray. The
main intuition behind this design is that, given only the first frame, a model can figure out the shape,
color, and size of the moving object, but not its movement direction.
We train [20] and SV2P to predict the future frames, given only the first frame. Figure 2.2 shows
the video predictions from these two models. Since [20] is a deterministic model with mean squared
error as loss, it predicts the average of all possible outcomes, as expected. In contrast, SV2P predicts
different possible futures for each sample of the latent variable z ∼ N (0, I).
To demonstrate that the inference network is working properly and that the latent variable does
indeed learn to store the information necessary for stochastic prediction (i.e., the direction of
movement), we include predicted futures when z ∼ qφ(x0:T ). By estimating the correct parameters
of the latent distribution, using the inference network, the model always generates the right outcome.
However, this cannot be used in practice, since the inference network requires access to all the
frames, including the ones in the future. Instead, z will be sampled from assumed prior p(z).
2.2 RELATED WORK
There have been numerous research in the field of high dimensional sequence prediction, es-
pecially after the recent advances in deep neural networks [39, 40, 41]. In this section, I briefly
summarize the most important research in this field while focusing on video prediction more
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specifically.
2.2.1 Deterministic Video Prediction
A number of prior works have addressed video frame prediction while assuming deterministic
environments [42, 17, 43, 44, 26, 18]. Much of this research on deterministic models focused
on architectural changes, such as incorporating pixel transformations [20, 45, 46] and predictive
coding architectures [18]. Prior work has also considered alternative objectives for deterministic
video prediction models to mitigate the blurriness of the predicted frames and produce sharper
predictions [28, 47, 48]. Despite the adversarial objective, [28] found that injecting noise did not
lead to stochastic predictions, even for predicting a single frame. In deterministic settings, a few
researchers focused on long-term video prediction by incorporating a hierarchical approach for
modeling high-level structures, using supervision [49] and without it [50].
It is possible to make sharp video predictions by assuming deterministic outcomes in video games
given the actions of the agents [27, 25]. However, this assumption does not hold in real-world
settings, which almost always have stochastic dynamics. Deterministic models cannot effectively
reason over uncertain futures. Real-world videos are always somewhat stochastic, either due to
events that are inherently random, or events that are caused by unobserved or partially observable
factors, such as off-screen events, humans and animals with unknown intentions, and objects with
unknown physical properties. In such cases, since deterministic models can only generate one
future, these models either disregard potential futures or produce blurry predictions that are the
superposition or averages of possible futures.
2.2.2 Stochastic Video Prediction and Generation
A variety of methods have sought to overcome the challenge of stochasticity in the environment by
explicitly modeling stochasticity. These methods mostly fall under one of the following approaches:
Auto-regressive models These models have been proposed for modeling the joint distribution
of the raw pixels [51]. Although these models predict sharp images of the future, their training
and inference time is extremely high, making them difficult to use in practice. [52] proposed a
parallelized multi-scale algorithm that significantly improves the training and prediction time but
still requires more than a minute to generate one second of 64×64 video on a GPU. Our comparisons
suggest that the predictions from these models are sharp, but noisy, and that our method produces
substantially better predictions, especially for longer horizons. Neverthless, auto-regressive models
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can be scaled to overcome the statistical complexity of video prediction in order to achieve highly
competitive results across multiple metrics [53].
Generative adversarial networks Another approach for stochastic prediction uses generative
adversarial networks (GANs) [54], which have been used for video generation and prediction [55,
56, 57]. Researchers also trained a model of real-world scene dynamics that can predict plausible
futures from a static image [58]. Similarly, scientists applied adversarial training to imagine future
frames from a single static image[59]. Although GANs generate sharp images, they tend to suffer
from mode-collapse [60], particularly in conditional generation settings [61].
Variational auto-encoders VAEs [62] also have been explored for stochastic prediction tasks.
Researchers predicted a single stochastic frame using cross convolutional networks in a VAE-like
architecture [63]. Conditional VAEs and Gaussian mixture priors have been used for stochastic
video prediction as well [64]. Both of these works have been evaluated solely on synthetic datasets
with simple moving sprites and no object interaction. Real images significantly complicate video
prediction due to the diversity and variety of stochastic events that can occur. Scientists also
compared various architectures for multimodal motion forecasting and one-frame video prediction,
including variational inference and straightforward sampling from the prior [65]. Unlike these
prior models, our focus is on designing a multi-frame video prediction model to produce stochastic
predictions of the future. Multi-frame prediction is dramatically harder than single-frame prediction,
since complex events such as collisions require multiple frames to fully resolve, and single-frame
predictions can simply ignore this complexity. We believe, our approach is the first latent variable
model to successfully demonstrate stochastic multi-frame video prediction on real world datasets.
To the best of our knowledge, our model [21] (described in details in Chapter 3) is the first
to provide effective stochastic multi-frame prediction for real-world videos. We demonstrate the
capability of the proposed method in predicting detailed future frames of videos on multiple real-
world datasets, both action-free and action-conditioned. We find that our proposed method produces
substantially improved video predictions when compared to the same model without stochasticity,
and to other stochastic video prediction methods. This research followed by a significant amount of
work in VAE based video prediction. Our model has been expanded using another network which
learns the prior instead of using an assumed one [66]. The extended version with learned prior can
generate much sharper videos compared to our version. In another research, our proposed method
has been improved to generate higher quality videos by utilizing an additional adversarial loss [22].
This improved model can generates significantly sharper video frames. The author of [67] generate
a latent representation from an arbitrary set of frames that can then be used to simultaneously and
sample temporally consistent frames at arbitrary time-points (i.e. “jumps" in time). Researchers
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utilize a hierarchy of latent variable to increase the expressiveness of the latent distributions in [68].
Using higher capacity likelihood models, the authors reported better modeling of the probability of
future sequence and therefore higher quality predictions.
Flow-based models which have received comparatively little attention in the research community
have a unique set of advantages [69, 70]: exact latent-variable inference, exact log-likelihood
evaluation, and efficiency in terms of both inference and synthesis. The basic principles behind
flow-based generative models were first described by researchers in [71], but were re-discovered and
more fully developed in a modern context by authors of [69] as Non-linear Independent Component
Estimation (NICE), with further refinements and extensions proposed by hte same authors in
RealNVP [70]. Prior work also applied such models to generate static images [72] or sound [73].
We proposed a dynamics-enabled normalizing flow model [74] which allows for direct optimization
of the data likelihood, and produces high-quality stochastic predictions. To our knowledge, our
work is the first to propose multiframe video prediction with normalizing flows which offers a
viable and competitive approach to generative modeling of video.
2.3 VIDEO DATASETS AND QUALITY METRICS
One of the main challenges in video prediction is finding a proper metric to compare the quality
of predicted video frames concerning the ground truth. Stochastic video prediction makes this even
harder since the predicted output may not be the one that happened in real-life, which means there
is no ground truth to compare. Therefore, while recent research at video prediction has had some
success, current progress is hampered by the lack of qualitative metrics that consider visual quality,
temporal coherence, and diversity of samples [75].
More than evaluating the performance of a single model, metrics are also quite important to
measure the progress in the field. Video generation models are still in their infancy. These
models are generally unable to synthesize more than a few seconds of video [21, 50], and by
looking at generated samples, it becomes clear that learning a good dynamics model remains
a significant challenge. However, to qualitatively measure the progress in this field, we need
corresponding metrics that consider visual quality, temporal coherence, and diversity of generated
samples. Likewise, to isolate (independent) factors that contribute to different failure modes, we
require corresponding data sets that test for specific capabilities.
Given the importance of metrics and datasets, in this section, we briefly describe the ones
available for video. This is by no means a comprehensive list but rather our focus is on the ones




– BAIR robot pushing dataset [76]: This dataset contains action-conditioned videos collected
by a Sawyer robotic arm pushing a variety of objects. All of the videos in this datasets have
similar table top settings with static background. An interesting property of this dataset is
the fact that the arm movements are quite unpredictable in the absence of actions (compared
to the robot pushing dataset [20] which the arm moves to the center of the bin). Given the
static background of the images, the interactions between the robotic arm and objects and
the stochastic nature of the future in absence of actions, this dataset is very interesting for
evaluating stochastic video prediction models. For high quality prediction in this dataset, a
good model must learn to account for the highly non-linear temporal dynamics in observing a
robot arm that pushes objects around in a bin which is a challenging task.
– Robotic pushing prediction [20]: Similar to BAIR robot pushing dataset, this dataset
contains 10 robotic arms pushing hundreds of objects in bins, amounting to 57,000 interaction
sequences with 1.5 million video frames. There are two test sets each with 1,250 recorded
motions. The first one used two different subsets of the objects pushed during training. The
second one involved two subsets of objects, none of which were used during training. In
addition to RGB images, the authors also record the corresponding gripper poses and actions,
which corresponded to the commanded gripper pose. Unlike BAIR robot pushing dataset, the
videos in this dataset is not highly stochastic since the robotic arm always moves to the center
of the bin and the main source of stochasticity is in lack of information regarding the new
objects in the bin.
– Human3.6M [77]: Humans and animals are one of the most interesting sources of stochas-
ticity in natural videos, which behave in complex ways as a consequence of unpredictable
intentions. To study human motion prediction, we use the Human3.6M dataset which consists
of actors performing various actions in a room. The common pre-processing and testing
format is a 10 Hz frame rate [20, 21]. Given the static background and the stochastic nature of
human motions this is a good dataset for video prediction. In this setting, a good model must
learn that similar actions might be performed by agents differing in their visual appearances.
– KTH human dataset [78]: A video database containing six types of human actions (walking,
jogging, running, boxing, hand waving and hand clapping) performed several times by 25
subjects in four different scenarios (outdoors, outdoors with scale variation, outdoors with
different clothes and indoors). The database contains 2391 sequences taken over homogeneous
backgrounds with a static camera with 25fps frame rate. Similar to Human3.6M, the static
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background and random action of the humans makes this is a suitable database for video
prediction research.
– Starcraft 2: In general, video games are a great source of data for action conditioned video
prediction [79]. The video collected from video games, can provide a comprehensive range
of complexity from easy (e.g. basic games of ATARI), to highly complex (e.g. GTA V).
Recently, [75] proposed multiple Starcraft 2 videos as a suite of benchmark data sets for
video generation. Starcraft 2 Videos (SVC) offers tasks that are meant to serve as ‘unit tests’
while developing video prediction models. These “tests" more challenging tasks are designed
in a way to bring current models to their limits by isolating specific challenges in real-world
video prediction, such as long-term memory or relational reasoning, and emphasize typical
failure modes and avenues for future research [75].
2.3.2 Metrics
Measuring the quality of the generated video is a crucial component of video prediction research.
In a self-supervised setting, video quality evaluation is closely related to image quality assessment,
which is based on the similarity between the predicted and the original video. Fundamentally, there
two ways to measure video quality: subjective and objective. Objective evaluations are based on
task-independent, well-defined metrics, which are usually easy to automate, and this is why they are
heavily used. Subjective metrics, on the other hand, are generally task-dependent, expensive, and
time-consuming, making them harder to utilize [80]. However, depending on the task, subjective
metrics may result in a more accurate evaluation. In this section, we provide a shortlist of most
common metrics for video quality, both subjective and objective.
• Mean Square Error (MSE): There is a large variety of simple statistical metrics for image
and video evaluation, mostly based on error and correlation between the generated video and
the ground truth. These metrics are straightforward to compute, and ordinarily differentiable,
making them suitable for neural network-based implementations. MSE is one of the most
frequently used objective metrics for video and image quality evaluation which is also very
common as a loss function for training neural network based implementation of models






(xt − yt)2 (2.5)
where xt is the ground-truth frame at time t, yt is the prediction frame at the same time and
T is the length of the video
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• Peak Signal to Noise Ratio (PSNR): which is inversely proportional the MSE and is evaluated
in decibels [81]:






where MAX is the the maximum possible pixel value of the image. MSE and PSNR are the
simplest and most widely used full-reference image and video quality metrics because they
are easy to calculate, have clear physical meanings, and are mathematically convenient in
the context of optimization [80]. However, they simply and objectively quantify the error
signal and fail to capture subjective video quality. There are many similar metrics such as
Average Difference (AD), Maximum Difference (MD), Mean Absolute Error (MAE), Peak
Mean Square Error (PMSE) and Structural Content (SC). To keep the list short, we avoid
describing them, but the readers can refer to [80] for a comprehensive list of metrics.
• Structural Similarity Index Metric (SSIM): It is known that humans do not perceive images
as a high dimensional array of pixels and are mostly interested in specific characteristics of
them, such as brightness, orientations, smoothness, etc [81]. SSIM, which is based on human
visual systems, measures the image quality as [82]:
SSIM (x,y) =









where µx and σx are mean and standard deviation of x while σxy is the covariance of x
and y. ci is stabilizer variable for small denominator. A famous variant of SSIM is Multi-
Scale SSIM (MS-SSIM) which is conducted over multiple scales of the image. It has been
shown to perform equally well or better than SSIM on different subjective image and video
databases [82].
• Inception Score (IS) and Fréchet Inception Distance (FID): Pixel-wise metrics such as PSNR
and SSIM measure error concerning the ground truth, and they may not generally correlate,
subjectively, with a better prediction. Therefore, for some applications, a prediction with
lowest PSNR/SSIM may not be the best measures for semantic evaluation of predicted frames.
This is where Inception Score (IS) comes in. IS tried to incorporate the variety and quality of
predicted/generated at the same time by comparing the distribution of ground-truth images
or videos with their predicted counterpart. In practice, low dimensional representation of
images, usually the intermediate output of a middle layer of a deep neural network, is used
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for modeling this distribution. In FID, we use the Inception network [83] to extract features
from an intermediate layer. Then we model the data distribution for these features using a
multivariate Gaussian distribution with mean µ and standard deviation σ. Then FID can be
calculated as:
FID(x,y) = ||µx − µy||22 + Tr(σx + σy − 2
√
σxσy) (2.8)
where Tr is the trace. Lower FID values mean better image quality and diversity however it
is sensitive to mode collapse and should be used with care.
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CHAPTER 3: VARIATIONAL METHOD
Occurrences are beyond the reach of exact prediction because of the variety
of factors in operation, not because of any lack of order in nature.
Albert Einstein
In this chapter we explicitly address the stochasticity in video prediction by proposing a stochastic
variational video prediction model. We then evaluate this model on multiple real and video
syntheticd datasets and finally analyse the characterisitcs of the proposed method and discuss
important and intersting observations.
3.1 STOCHASTIC MODELING OF VIDEO
In order to construct our stochastic variational video prediction model, we first formulate a
probabilistic graphical model that explains the stochasticity in the video. Video prediction is
stochastic as a consequence of the latent events that are not observable from the context frames
alone. For example, when a robot’s arm pushes a toy on a table, the unknown weight of that
toy affects how it moves. We therefore introduce a vector of latent variables z into our model,
distributed according to a prior z∼ p(z), and build a model p(xc:T |x0:c−1, z). This model is still
stochastic but uses a more general representation, such as a conditional Gaussian, to explain just
the noise in the image, while z accounts for the more complex stochastic phenomena. We can then
factorize this model to
∏T
t=c pθ(xt|x0:t−1, z). Learning then involves training the parameters of
these factors θ, which we assume to be shared between all the time steps.
At inference time we need to estimate values for the true posterior p(z|x0:T ), which is intractable
due its dependency on p(x0:T ). We overcome this problem by approximating the posterior with an
inference network qφ(z|x0:T ) that outputs the parameters of a conditionally Gaussian distribution
N (µφ(x0:T ), σφ(x0:T )). This network is trained using the reparameterization trick [62], according
to:
z = µφ(x0:T ) + σφ(x0:T )× ε, ε ∼ N (0, I) (3.1)
Here, θ and φ are the parameters of the generative model and inference network, respectively.
To learn these parameters, we can optimize the variational lower bound, as in the variational
autoencoder (VAE) [62]:
L(x) = −Eqφ(z|x0:T )
[








Figure 3.1: Probabilistic graphical model of stochastic variational video prediction, assuming time-invariant latent.
The generative model predicts the next frame conditioned on the previous frames and latent variables (solid lines),
while the variational inference model approximates the posterior given all the frames (dotted lines).
where DKL is the Kullback-Leibler divergence between the approximated posterior and assumed
prior p(z) which in our case is the standard Gaussian N (0, I).
In Equation 3.2, the first term on the RHS represents the reconstruction loss while the second
term represents the divergence of the variational posterior from the prior on the latent variable.
It is important to emphasize that the approximated posterior is conditioned on all of the frames,
including the future frames xt:T . This is feasible during training, since xt:T is available at the
training time, while at test time we can sample the latents from the assumed prior. Since the aim
in our method is to recover latent variables that correspond to events which might explain the
variability in the videos, we found that it is in fact crucial to condition the inference network on
future frames. At test time, the latent variables are simply sampled from the prior which corresponds
to a smoothing-like inference process. In principle, we could also perform a filtering-like inference
procedure of the form qφ(z|x0:t−1) for time step t to infer the most likely latent variables based only
on the conditioning frames, instead of sampling from the prior, which could produce more accurate
predictions at test time. However, it would be undesirable to use a filtering process at training time:
in order to incentivize the forward prediction network to make use of the latent variables, they must
contain some information that is useful for predicting future frames that is not already present in
the context frames. If they are predicted entirely from the context frames, no such information is
present, and indeed we found that a purely filtering-based model simply ignores the latent variables.
So far, we’ve assumed that the latent events are constant over the entire video. We can relax this
assumption by conditioning prediction on a time-variant latent variable zt that is sampled at every
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Figure 3.2: Architecture of SV2P. At training time, the inference network (top) estimates the posterior qφ(z|x0:T ) =
N
(
µ(x0:T ), σ(x0:T )
)
. The latent value z ∼ qφ(z|x0:T ) is passed to the generative network along with the (optional)
action. The generative network (from [20]) predicts the next frame given the previous frames, latent values, and
actions. At test time, z is sampled from the assumed prior N (0, I).





and, assuming a fixed posterior, the inference model will be approximated by qφ(zt|x0:T ), where
the model parameters φ are shared across time. In practice, the only difference between these
two formulations is the frequency of sampling z from p(z) and qφ(z|x0:T ). In the time-invariant
version, we sample z once per video, whereas with the time-variant latent, sampling happens every
frame. The main benefit of time-variant latent variable is better generalization beyond T , since the
model does not have to encode all the events of the video in one vector z. We provide an empirical
comparison of these formulations in Section 3.5.
In action-conditioned settings, we modify the generative model to be conditioned on action vector
at. This results in p(zt)
∏T
t=c pθ(xt|x0:t−1, z, at) as generative model while keeping the posterior
approximation intact. Conditioning the outcome on actions can decrease future variability; however
it will not eliminate it if the environment is inherently stochastic or the actions are ambiguous.
In this case, the model is still capable of predicting stochastic outcomes in a narrower range of
possibilities.
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Figure 3.3: Three phases of training. In the first phase, the inference network is turned off and only the generative
network is being trained, resulting in deterministic predictions. The inference network is used in the second phase




to enable accurate sampling latent from p(z). (a)
the KL-loss (b) the reconstruction loss (c) Training stability. This graph compares reconstruction loss at the end of five
training sessions on the BAIR robot pushing dataset, with and without following the training procedure. The proposed
training is quite stable and results in lower error compared to naïve training.
3.2 MODEL ARCHITECTURE
To model the approximated posterior qφ(z|x0:T ) we used a deep convolutional neural network
as shown in the top row of Figure 3.2. Since we assumed a diagonal Gaussian distribution
for qφ(z|x0:T ), this network outputs the mean µφ(x0:T ) and standard deviation log σφ(x0:T ) of
the approximated posterior. Hence the entire inference network is convolutional, the predicted
parameters are 8×8 single channel response maps. We assume each entry in this response maps
is pairwise independent, forming the latent vector z. The latent value is then sampled using
Equation 3.1. As discussed before, this sampling happens every frame for time-varying latent, and
once per video in time-invariant case.
For p(xt|x0:t−1, z), we used the CDNA architecture proposed by [20], which is a deterministic
convolutional recurrent network that predicts the next frame xt given the previous frame xt−1 and
an optional action at. This model constructs the next frames by predicting the motions of segments
of the image (i.e., objects) and then merging these predictions via masking. Although this model
directly outputs pixels, it is partially-appearance invariant and can generalize to unseen objects [20].
To condition on the latent value, we modify the CDNA architecture by stacking zt as an additional
channel on tiled action at.
3.3 TRAINING PROCEDURE
Our model can be trained end-to-end. However, our experiments show that naïve training usually
results in the model ignoring the latent variables and converging to a suboptimal deterministic
solution (Figure 3.3). Therefore, we train the model end-to-end in three phases, as follows:
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1. Training the generative network: In this phase, the inference network has been disabled and
the latent value z will be randomly sampled from N (0, I). The intuition behind this phase
is to train the generative model to predict the future frames deterministically (i.e. modeling
pθ(xt|x0:t−1)).
2. Training the inference network: In the second phase, the inference network is trained to
estimate the approximate posterior qφ(z|x0:T ); however, the KL-loss is set to 0. This means that
the model can use the latent value without being penalized for diverging from p(z). As seen
in Figure 3.3, this phase results in very low reconstruction error, however it is not usable at




 0 and sampling z from the assumed prior will be
inaccurate.
3. Divergence reduction: In the last phase, the KL-loss is added, resulting in a sudden drop of KL-
divergence and an increase of reconstruction error. The reconstruction loss converging to a value
lower than the first phase and KL-loss converging to zero are indicators of successful training.
This means that z can be sampled from p(z) at test time for effective stochastic prediction.
To gradually transition from the second phase to the third, we add a multiplier to KL-loss that is
set to zero during the first two phases and then increased slowly in the last phase. This is similar
to the β hyper-parameter in [84] that is used to balance latent channel capacity and independence
constraints with reconstruction accuracy.
We found that this training procedure is quite stable and the model almost always converges to
the desired parameters. To demonstrate this stability, we trained the model with and without the
proposed training procedure, five times each. Figure 3.3 shows the average and standard deviation
of reconstruction loss at the end of these training sessions. Naïve training results in a slightly better
error compared to [20], but with high variance. When following the proposed training algorithm,
the model consistently converges to a much lower reconstruction error.
3.4 EXPERIMENTS SETUP
To evaluate SV2P, we test it on three real-world video datasets by comparing it to the CDNA
model [20], as a deterministic baseline, as well as a baseline that outputs the last seen frame
as the prediction. We compare SV2P with an auto-regressive stochastic model, video pixel net-
works (VPN) [51]. We use the parallel multi-resolution implementation of VPN from [52], which is
an order of magnitude faster than the original VPN, but still requires more than a minute to generate
one second of 64×64 video. In all of these experiments, we plot the results of sampling the latent
once per video (SV2P time-invariant latent) and once per frame (SV2P time-variant latent). We
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Finn et al. (2016)
Figure 3.4: Stochasticity of SV2P predictions on the action-free BAIR dataset. Each line presents the sample with
highest PSNR compared to ground truth, after multiple sampling. The number on the right indicates the number of
random samples. As can be seen, SV2P predicts highly stochastic videos and, on average, only three samples is enough
to predict outcomes with higher quality compared to [20].
strongly encourage readers to view https://goo.gl/iywUHc for videos of the results which
are more illustrative than printed frames.
3.5 QUANTITATIVE COMPARISON
In our quantitative evaluation, we aim to understand whether the range of possible futures captured
by our stochastic model includes the true future. Models that are more stochastic do not necessarily
score better on average standard metrics such as PSNR [85] and SSIM [82]. However, if we are
interested primarily in understanding whether the true outcome is within the set of predictions, we
can instead evaluate the score of the best sample from multiple random priors. We argue that this is
a better metric for stochastic models, since it allows us to understand if uncertain futures contain
the true outcome. Figure 3.4 illustrates how this metric changes with different numbers of samples.
By predicting more possible futures, the probability of predicting the true outcome increases, and
therefore it is more likely to get a sample with higher PSNR compared to the ground truth. Of
course, as with all video prediction metrics, it is imperfect, and is only suitable for understanding
the performance of the model when combined with a visual examination of the qualitative results in
Section 3.6.
To use this metric, we sample 100 latent values from prior z ∼ N (0, I) and use them to predict
100 videos and show the result of the sample with highest PSNR. For a fair comparison to VPN, we
use the same best out of 100 samples for our stochastic baseline. Since even the fast implementation
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of VPN is quite slow, we limit the comparison with VPN to only last dataset with 256 test samples.
Figure 3.5 displays the quantitative comparison of the predictions on all of the datasets. In
this graph, the top row is a PSNR comparison and the bottom row is SSIM, while each column
represents a different dataset. To evaluate the generalization of the models beyond what they have
been trained for, we generate more frames than what the models observed during training time. The
length of the training sequences is marked by a vertical separator in all of the graphs, and the results
beyond this line represent extrapolation to longer sequences.
Overall, SV2P with both time-variant and time-invariant latent sampling outperform all of the
other baselines, by predicting higher quality videos with higher PSNR and SSIM. Time-varying
latent sampling is more stable beyond the time horizon used during training (Figure 3.5b). One
possible explanation for this behaviour is that the time-invariant latent has to include the information
required for predicting all the frames and therefore, beyond training time, it collapses. This issue is
mitigated by a time-variant latent variable which takes a different value at each time step. One other
interesting observation is that the time-invariant model outperforms the time-variant model in the
Human3.6M dataset. In this dataset, the most important latent event – the action performed by the
actor – is consistent across the whole video which is easier to capture using time-invariant latent.
3.6 QUALITATIVE COMPARISON
We can better understand the performance of the proposed model by visual examination of
the qualitative results. We highlight some of the most important and observable differences in
predictions by different models in Figures 3.6-3.9 1. In all of these figures, the x-axis is time (i.e.,
each row is one video). The first row is the ground truth video, and the second row is the result of
[20]. The result of sampling the latent from approximated posterior is provided in the third row. For
stochastic methods, we show the best (highest PSNR) and worst (lowest PSNR) predictions out of
100 samples (as discussed in Section 3.5), as well as two random predicted videos from our model.
Figure 3.6 illustrates two examples from the BAIR robot pushing dataset in the action-free setting.
As a consequence of the high stochasticity in the movement of the arm in absence of actions, [20]
only blurs the arm out, while SV2P predicts varied but coherent movements of the arm. Note that,
although each predicted movements of the arm is random, it is still in the valid range of possible
outcomes (i.e., there is no sudden jump of the arm nor random movement of the objects). The
proposed model also learned how to move objects in cases where they have been pushed by the
predicted movements of the arm, as can be seen in the zoomed images of both samples.
In the action-conditioned setting (Figure 3.7), the differences are more subtle: the range of

















a) Action-free BAIR Dataset

























b) Action-conditioned BAIR Dataset




































d) Robot pushing Dataset








SV2P Time-Invariant Best PSNR SV2P Time-Variant Best PSNR Finn et al.(2016) Repeat Reed et al.(2017) Best PSNR
Figure 3.5: Quantitative comparison of the prediction methods. The stochastic models have been sampled 100 times
and the results with the best PSNR have been displayed. For SV2P, we demonstrate the results of both time-variant and
time-invariant latent sampling. Repeat shows the results of the lower bound prediction by repeating the last seen frame
as the prediction. In the last column, we compare the results of video pixel networks (VPN). All the models, including
[20], have been trained up to the frame marked by vertical separator and the results beyond this line display their
generalization. The plots are the average SSIM and PSNR over the test set and shadow is the 95% confidence interval.
In all of these graphs, higher is better.
possible outcomes is narrower, but we can still observe stochasticity in the behavior of the pushed
objects. Interactions between the arm and objects are uncertain due to ambiguity in depth, friction,
and mass, and SV2P is able to capture some of this variation. Since these variations are subtle and
occupy a smaller part of the images, we illustrate this with zoomed insets in Figure 3.7. Some
examples of varied object movements can be found in last three rows of right example of Figure 3.7.
SV2P also generates sharper outputs, compared to [20] as is evident in the left example of Figure 3.7.
Figure 3.8 displays two examples from the Human3.6M dataset. In absence of actions, but given
more context frames, [20] manages to separate the foreground from background, but cannot predict
what happens next accurately. This results in distorted or blurred foregrounds. On the other hand,
SV2P predicts a variety of different outcomes, and moves the actor accordingly. Note that PSNR
and SSIM are measuring reconstruction loss with respect to the ground truth and they may not
generally present a better prediction. For some applications, a prediction with lower PSNR/SSIM
might have higher quality and be more interesting. A good example is the prediction with the worst
PSNR in Figure 3.8-right, where the model predicts that the actor is spinning in his chair with
















































































































Figure 3.6: Comparing the results of SV2P with [20] (second row) on action-free BAIR robot pushing dataset. Fourth
and fifth rows are the predictions with minimum and maximum PSNR out of 100 random outputs with time-invariant
latent sampling. The last two rows are random predicted outcomes. The numbers on top indicate the predicted frame
number. In lack of actions and therefore high stochasticity, [20] only blurs the robotic arm out while the proposed
method predicts sharper frames on each sampling. SV2P also predicts the interaction dynamics between random
movements of the arm and the objects.
Finally, Figure 3.9 demonstrates results on the Google robot pushing dataset. The qualitative
and quantitative results in Figure 3.9 and 3.5 both indicate that SV2P produces substantially better
predictions than VPNs. The quantitative results suggest that our best-of-100 metric is a reasonable
measure of performance: the VPN predictions are more noisy, but simply increasing noise is not
sufficient to increase the quality of the best sample. The stochasticity in our predictions is more
coherent, corresponding to differences in object or arm motion, while much of the stochasticity in
the VPN predictions resembles noise in the image, as well as visible artifacts when predicting for
















































































































Figure 3.7: Similar comparison as Figure 3.6 this time action-conditioned with time-variant latent sampling. SV2P
predicts sharper and slightly variant outcomes compared to [20]. This is mostly evident in zoomed in objects which















































































































Figure 3.8: Prediction results on the action-free Human3.6M dataset. SV2P predicts a different outcome on each
sampling given the latent. In the left example, the model predicts walking as well as stopping which result in different




























































































































Figure 3.9: Comparing the results of video pixel networks (VPN) [51, 52] with SV2P on the robotic pushing dataset.
We use the same best PSNR out of 100 random samples for both methods. Besides stochastic movements of the pushed
objects, another source of stochasticity is the starting lag in movements of the robotic arm. SV2P generates sharper
images compared to [20] (notice the pushed objects in zoomed images) with less noise compared to [52] (look at the
accumulated noise in later frames).
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CHAPTER 4: FLOW-BASED METHOD
Life is a series of natural and spontaneous changes.
Don’t resist them. Let things flow naturally forward.
Lao Tzu
Generative models that can model and predict sequences of future events can, in principle, learn
to capture complex real-world phenomena, such as physical interactions. In particular, learning
predictive models of videos offers an especially appealing mechanism to enable a rich understanding
of the physical world: videos of real-world interactions are plentiful and readily available, and a
model that can predict future video frames can not only capture useful representations of the world,
but can be useful in its own right, for problems such as model-based robotic control. However,
a central challenge in video prediction is that the future is highly uncertain: a sequence of past
observations of events can imply many possible futures. Although a number of recent works have
studied probabilistic models that can represent uncertain futures, such models are either extremely
expensive computationally (as in the case of pixel-level autoregressive models), or do not directly
optimize the likelihood of the data. In this work, we propose a model for video prediction based on
normalizing flows, which allows for direct optimization of the data likelihood, and produces high-
quality stochastic predictions. To our knowledge, our work is the first to propose multi-frame video
prediction with normalizing flows. We describe an approach for modeling the latent space dynamics,
and demonstrate that flow-based generative models offer a viable and competitive approach to
generative modeling of video.
4.1 INTRODUCTION
Exponential progress in the capabilities of computational hardware, paired with a relentless effort
towards greater insights and better methods, has pushed the field of machine learning from relative
obscurity into the mainstream. Progress in the field has translated to improvements in various
capabilities, such as classification of images [86], machine translation [87] and super-human game-
playing agents [33, 11], among others. However, the application of machine learning technology
has been largely constrained to situations where large amounts of supervision is available, such as in
image classification or machine translation, or where highly accurate simulations of the environment
are available to the learning agent, such as in game-playing agents. An appealing alternative to
supervised learning is to utilize large unlabeled datasets, combined with predictive generative
models. In order for a complex generative model to be able to effectively predict future events, it
must build up an internal representation of the world. For example, a predictive generative model
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that can predict future frames in a video would need to model complex real-world phenomena,
such as physical interactions. This provides an appealing mechanism for building models that have
a rich understanding of the physical world, without any labeled examples. Videos of real-world
interactions are plentiful and readily available, and a large generative model can be trained on
large unlabeled datasets containing many video sequences, thereby learning about a wide range
of real-world phenoma. Such a model could be useful for learning representations for further
downstream tasks [28], or could even be used directly in applications where predicting the future
enables effective decision making and control, such as robotics [20]. A central challenge in video
prediction is that the future is highly uncertain: a short sequence of observations of the present can
imply many possible futures. Although a number of recent works have studied probabilistic models
that can represent uncertain futures, such models are either extremely expensive computationally
(as in the case of pixel-level autoregressive models), or do not directly optimize the likelihood of
the data.
In this chapter, we study the problem of stochastic prediction, focusing specifically on the
case of conditional video prediction: synthesizing raw RGB video frames conditioned on a short
context of past observations [42, 17, 43, 44, 26]. Specifically, we propose a new class of video
prediction models that can provide exact likelihoods, generate diverse stochastic futures, and
accurately synthesize realistic and high-quality video frames. The main idea behind our approach is
to extend flow-based generative models [69, 70] into the setting of conditional video prediction.
Although methods based on variational autoencoders [21, 66, 22], and pixel-level autoregressive
models [88, 89, 90, 91, 92] have previously been studied for stochastic predictive generation, flow-
based models have received comparatively much less attention, and to our knowledge have been
applied only to generation of non-temporal data, such as images [72], and to audio sequences [73].
Conditional generation of videos presents its own unique challenges: the high dimensionality
of video sequences makes them difficult to model as individual datapoints. Instead, we learn a
latent dynamical system model that predicts future values of the flow model’s latent state. This
induces Markovian dynamics on the latent state of the system, replacing the standard unconditional
prior distribution. We further describe a practically applicable architecture for flow-based video
prediction models, inspired by the Glow model for image generation [72], which we call VideoFlow.
Our empirical results show that VideoFlow achieves results that are competitive with the state-of-
the-art in stochastic video prediction on the action-free BAIR dataset, with quantitative results that
rival the best VAE-based models. VideoFlow also produces excellent qualitative results, and avoids
many of the common artifacts of models that use pixel-level mean-squared-error for training (e.g.,
blurry predictions), without the challenges associated with training adversarial models. Compared
to models based on pixel-level autoregressive prediction, VideoFlow achieves substantially faster
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test-time image synthesis1, making it much more practical for applications that require real-time
prediction, such as robotic control [12]. Finally, since VideoFlow directly optimizes the likelihood
of training videos, without relying on a variational lower bound, we can evaluate its performance
directly in terms of likelihood values.
4.2 FLOW-BASED GENERATIVE MODELS
Flow-based generative models [69, 70] have received comparatively little attention in the research
community. However, these models have a unique set of advantages: exact latent-variable inference,
exact log-likelihood evaluation, and efficiency in terms of both inference and synthesis. The basic
principles behind flow-based generative models were first described by [71], but were re-discovered
and more fully developed in a modern context by [69] as Non-linear Independent Component
Estimation (NICE), with further refinements and extensions proposed by [70] (RealNVP). To our
knowledge, in the domain of image generation, prior work has only applied such models to generate
static images [72] or sound [73], while we propose a dynamics-enabled normalizing flow model in
our work. Here, we first summarize the foundations of modern normalizing flow models.
Let D = {x(i)}Ni=1 be our dataset of i.i.d. observations of a random variable x with an unknown
true distribution p∗(x). Our data consist of 8-bit videos, with each dimension rescaled to the domain
[0, 255/256]. We add a small amount of uniform noise to the data, u ∼ U(0, 1/256.), matching
its discretization level [70, 72]. Let q(x) be the resulting empirical distribution corresponding to
this scaling and addition of noise. Note that additive noise is required to prevent q(x) from having
infinite densities at the datapoints, which can result in ill-behaved optimization of the log-likelihood;
it also allows us to recast maximization of the log-likelihood as minimization of a KL divergence.
Let pθ(x) be our model of the data with parameters θ. Maximization of the log-likelihood w.r.t.
θ, is then equivalent to minimization the KL divergence w.r.t. the parameters θ: DKL(q(x)||pθ(x)).
This objective measures the expected per-datapoint compression cost in nats or bits (depending on
the base); see [70].
In flow-based generative models [69, 70], we model the data as if it was first generated from a
latent space pθ(z), then transformed to x through an invertible transformation:
z ∼ pθ(z) (4.1)
x = T (z) (4.2)
where z is the latent variable and pθ(z) has a simple, tractable density, such as a spherical multivari-
1We generate 64x64 videos of 20 frames in less than 3.5 seconds on a NVIDIA P100 GPU.
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ate Gaussian distribution: pθ(z) = N (z; 0, I). The function T (..) is invertible, also called bijective,
such that given a datapoint x, latent-variable inference is done by z = fθ(x) = T −1(x). We will
omit subscript θ from fθ and T .
We focus on functions where f (and, likewise, g) is composed of a sequence of invertible
transformations: f = f1 ◦ f2 ◦ · · · ◦ fK . Under the change of variables of Eq. equation 4.2, the
probability density function (PDF) of the model given a datapoint can be written as:
log pθ(x) = log pθ(z) + log | det(dz/dx)| (4.3)
= log pθ(z) +
K∑
i=1
log | det(dhi/dhi−1)| (4.4)
where h0 , x and hK , z. The scalar value | det(dhi/dhi−1)| is the absolute value of the
determinant of the Jacobian matrix (dhi/dhi−1), also called the Jacobian determinant. This value is
the change in log-density when going from hi−1 to hi under transformation fi. While computation
of the Jacobian determinant is expensive in the general case, its value can be surprisingly simple to
compute for certain choices of transformations, as explored in prior work [71, 69, 70, 93, 94, 72].
The basic idea used in this work, is to choose transformations whose Jacobian dhi/dhi−1 is a
triangular matrix, diagonal matrix or a permutation matrix. For permutation matrices, the Jacobian
determinant is one. For triangular and diagonal Jacobian matrices L = dhi/dhi−1, the determinant
is simply the product of diagonal terms, such that:




where log() takes the element-wise logarithm, and Lj,j is the j-th element on the diagonal of matrix
L.
4.3 PROPOSED ARCHITECTURE
We propose a generative flow for video, extending the recently proposed Glow [72] and Real-
NVP [70] architectures.
In our model, we break up the latent space z into separate latent variables per timestep: z =
{zt}Tt=1. The latent variable zt at timestep t is an invertible transformation of a corresponding frame
of video: xt = T (zt). Furthermore, like in [70, 72], we use a multi-scale architecture (Fig. 4.1): the
latent variable zt is composed of a stack of multiple levels: where each level l encodes information








Figure 4.1: The flow model uses a multi-scale architecture using several levels of stochastic variables. At each level,
the input is passed through K flows to output a stochastic variable and the input to the next series of flow. The final
series of flow just output the final stochastic variable.
4.3.1 Autoregressive latent dynamics model
As in equation equation 4.1, we need to choose a form of latent prior pθ(z). We use the following





where z<t denotes the latent variables of frames prior to the t-th timestep: {z1, ..., zt−1}. We specify











where z(l)<t is the set of latent variables at previous timesteps and at the same level l, while z
(>l)
t is
the set of latent variables at the same timestep and at higher levels. See figure 4.2 for a graphical
illustration of the dependencies.
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where NNθ() is a deep residual network [95] described in section 4.3.3.
4.3.2 Invertible neural networks
As explained in the section 4.2, the observed variables x are modeled as an invertible function
of the latent variable z. We let each individual frame in the video be modeled as function (a
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normalizing flow) of the set of corresponding latent variable: xt = T (zt) = T ({z(l)t }Ll=1); see
figure 4.1 for an illustration. For this flow T , we use the multi-scale Glow architecture as introduced
in [72], which builds upon the multi-scale flow introduced in [70]. We refer to [70, 72] for more
details.
Note that in our architecture we have chosen to let the prior pθ(z), as described in eq. equa-
tion 4.6, model temporal dependencies in the data, while constraining the flow T to act on separate
frames of video. We have experimented with using 3-D convolutional flows, but found this to be
computationally overly expensive compared to an autoregressive prior; in terms of both number of
operations and number of parameters.
A separate concern is that of temporal border effects. Due to memory limits, we found it only
feasible to perform SGD with a small number of sequential frames per gradient step. In case of 3-D
convolutions, this would make the temporal dimension considerably smaller during training than
during synthesis; this would change the model’s input distribution between training and synthesis,
which often leads to various artifacts. This temporal border effect is not present in our architecture.
Using 2-D convolutions in our flow fθ, and with autoregressive priors, allows us to synthesize
arbitrarily long sequences with introducing temporal border effects.
4.3.3 Residual Network Architecture





(µ(l)t , log σ
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t ). Let h
(>l)
t be the tensor representing z
(>l)
t after the split operation between levels
in the multi-scale architecture. We apply a 1 × 1 convolution over h(>l)t and concatenate this
across channels to each latent from the previous time-step and the same-level independently. In










t−n)). We transform these values
into (µ(l)t , log σ
(l)
t ) via a stack of residual blocks. We obtain a reduction in parameter count by
sharing parameters across every 2 time-steps via 3-D convolutions in our residual blocks.
Each 3-D residual block consists of three layers. The first layer has a filter size of 2x3x3 with 512
output channels followed by a ReLU activation. The second layer has two 1× 1× 1 convolutions
via the Gated Activation Unit [92, 96]. The third layer has a filter size of 2× 3× 3 with the number
of output channels determined by the level. This block is replicated three times in parallel, with
dilation rates 1, 2 and 4, after which the results of each block, in addition to the input of the residual
block, are summed.
The first two layers are initialized using a Gaussian distribution and the last layer is initialized
to zeroes. In that way, the residual network behaves as an identity network during initialization
allowing stable optimization. After applying a sequence of residual blocks, we use the last temporal
activation that should capture all context. We apply a final 1× 1 convolution to this activation to
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Figure 4.2: The input at each timestep xt is encoded into multiple levels of stochastic variables (z
(1)
t , . . . , z
(L)
t ). We











obtain (∆z(l)t , log σ
(l)




t−1 to a temporal skip connection to output µ
(l)
t . This
way, the network learns to predict the change in latent variables for a given level.
4.4 QUANTITATIVE EXPERIMENTS
We evaluate the performance of VideoFlow on a toy Stochastic Movement Dataset [21] and
the BAIR robot pushing dataset [76]. We provide ablations of the key components of our model
to quantify their effect. Finally, we provide quantitative comparisons to previous state-of-the-art
stochastic video generation baselines. The full set of hyperparameters of the VideoFlow model is
described in the supplementary material.
Dataset Bits-per-pixel
BAIR action free 1.87
Table 4.1: We report the average bits-per-pixel across 10 target frames with 3 conditioning frames for the BAIR
action-free dataset.
4.4.1 Video modelling with the Stochastic Movement Dataset
We use VideoFlow to model the Stochastic Movement Dataset used in prior work [21]. In this
dataset, the first frame of every video consists of a shape placed near the center of a 64x64x3
resolution gray background with its type, size and color randomly sampled. The shape then
randomly moves in one of eight directions, (up, down, left, right, up-left, upright, down-left,
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Figure 4.3: We condition the VideoFlow model with the frame at t = 1 and display generated trajectories at t = 2 and
t = 3 for three different shapes.
down-right) with constant speed. [21] show that conditioned on the first frame, their latent variable
stochastic model is able to generate all plausible trajectories of the shape while a deterministic
model just averages out all eight possible directions in pixel space.
Since the shape moves with a uniform speed, we should be able to model the position of the
shape at the (t + 1)th step using only the position of the shape at the tth step. More specifically,
given the frame at t = 1, i.e if the shape is at the center, the model should learn a distribution over
8 positions to generate the frame at t = 2. Given a frame at any other t the model should learn
a deterministic position of the shape for t + 1. Using this insight, we extract random temporal
patches of 2 frames from each video of 3 frames. We then use the VideoFlow model to maximize
the log-likelihood of the second frame given the first, i.e the model looks back at just one frame.
We observe that the bits-per-pixel on the holdout set reduces to a very low values between 0.05 and
0.09 bits-per-pixel across multiple hyperparameter runs. We then generate videos conditioned on
the first frame with the shape at the center. On inspection of these videos, we observe that the model
consistently predicts the future trajectory of the shape to be one of the eight random directions.
4.4.2 Video Modeling with the BAIR Dataset
We use the action-free version of the BAIR robot pushing dataset [76] that contain videos of a
Sawyer robotic arm with resolution 64x64. In the absence of actions, the task of video generation is
completely unsupervised with multiple plausible trajectories due to the partial observability of the
environment and stochasticity of the robot actions.
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Figure 4.4: B: baseline, A: Temporal Skip Connection, C: Dilated Convolutions + GATU, D: Dilation Convolutions
+ Temporal Skip Connection, E: Dilation Convolutions + Temporal Skip Connection + GATU. We plot the holdout
bits-per-pixel on the BAIR action-free dataset for different ablations of our VideoFlow model.
For each video we extract the first 13 frames and take a random temporal patch of 4 frames due
to memory constraints. Using Equation 4.6, we then train our VideoFlow model to maximize the
log-likelihood of the 4th frame given the context of 3 previous frames; the residual network in
section 4.3.3 looks back n = 3 frames. This stochastic objective gives is an unbiased estimator
of the log-likelihood of frame 4 to 13, conditioned on the first three frames. We constrained the
range to the first 13 frames in order to be compatible with the results with previous models of
this dataset [21, 22]. We set apart 512 videos from the training set as a validation set on which
hyper-parameters are optimized.
For evaluation, we use the first 3 frames as ground-truth conditioning frames. For each of the
remaining 10 target frames, we compute the bits-per-pixel given the window of 3 previous frames.
We then average this across all the 10 target frames and the test set.
4.4.3 Ablation Studies
Through an ablation study, we experimentally evaluate the importance of the following com-
ponents of our VideoFlow model: (1) the use of temporal skip connections, (2) the use Gated
Activation Unit (GATU) instead of ReLUs in the residual network (section 4.3.3), and (3) the use
of dilations in NNθ().
We start with a VideoFlow model with 256 channels in the coupling layer, 16 steps of flow and
remove the components mentioned above to create our baseline. We use four different combinations
of our components (described in Fig. 4.4) and keep the rest of the hyperparameters fixed across those
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Figure 4.5: For a given set of conditioning frames on the BAIR action-free we sample 100 videos from each of the
stochastic video generation models. We choose the video closest to the ground-truth on the basis of PSNR, SSIM and
VGG perceptual metrics and report the best possible value for each of these metrics. All the models were trained using
ten target frames but are tested to generate 27 frames. For all the reported metrics, higher is better.
combinations. For each combination we plot the mean bits-per-pixel on the holdout BAIR-action
free dataset over 300K training steps for both affine and additive coupling in figure 4.4. For both the
coupling layers, we observe that the VideoFlow model with all the components provide a significant
boost in bits-per-pixel over our baseline.
We also note that other combinations—dilated convolutions + GATU (C) and dilated convolutions
+ the temporal skip connection —improve over the baseline. Finally, we experienced that increasing
the receptive field in NNθ() using dilated convolutions alone in the absence of the temporal skip
connection or the GATU makes training highly unstable.
4.4.4 Comparison with stochastic video-generation baselines
We compare against two state-of-the-art stochastic video generation models, SAVP-VAE [22]
and SV2P [21]. We use the implementation of these models in the open-source Tensor2Tensor [30]
library. We train these baseline video models to predict ten frames given three conditioning frames,
ensuring that all the video models have seen a total of 13 frames during training.
Both these models use variations of temporal VAEs which optimize a lower bound on the log-
likelihood and hence are not directly comparable to our model. To make a quantitative comparison
with the baselines, we follow the metrics proposed in prior work [21, 22]. For a given set of condi-
tioning frames in the BAIR action-free test-set, we generate 100 videos from each of the stochastic
models. We then compute the closest of these generated videos to the ground truth according to
three different metrics, PSNR (Peak Signal to Noise Ratio), SSIM (Structural Similarity) [82] and
cosine similarity using features obtained from a pretrained VGG network [97, 98]. 2. We report our
2Our baselines are also tuned using this VGG-based cosine similarity metric on a search grid available in the
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findings in figure 4.5. This metric helps us understand if the true future lies in the set of all plausible
futures according to the video model and the implicit embedding space of each of the metrics.
In prior work [22, 21], the authors did not train a stochastic decoder to learn the variance in
pixel space. Instead, they used a deterministic decoder and effectively treat this variance as a
hyperparameter. They searched for the variance on a grid of extremely small values on a log-scale
using a two stage training procedure. They showed that this greatly improves training stability and
removes pixel-level noise during generation.
We can remove pixel-level noise in our VideoFlow model resulting in higher quality videos at
the cost of diversity by sampling videos at a lower temperature, analogous to the low-temperature
procedure in [72]. When sampling with temperature T , we sample from the distribution PT (z) ∝
PT (z)
T 2 . In case of additive layers such as our model, this can be achieved by multiplying the
standard deviation of PT (z) by a factor of T .
For a network trained with additive coupling layers, we can sample the tth frame xt from
P (xt|x<t) with a temperature T simply by scaling the standard deviation of the latent gaussian
distribution P (zt|z<t) by a factor of T. To achieve a balance between quality and diversity, we tune
the temperature using the maximum VGG similarity across 100 video samples with the ground-truth
as a metric3. We report results with a temperature of 1.0 and the optimal temperature in figure 4.5.
For SAVP-VAE, we notice that the hyperparameters that perform the best on these metrics are
the ones that simply blur our the robotic arms out of the frames. For completeness, we report
these numbers as well as the numbers for the best performing SAVP models that do not have
this effect and generate stochastic results. Our model with optimal temperature performs better
or as well as the SAVP-VAE model on the VGG-based similarity metrics, which correlate well
with human perception [99] and SSIM. Our model with temperature T = 1.0 is also competent
with state-of-the-art video generation models on these metrics. PSNR is explicitly a pixel-level
metric, which the VAE models incorporate as part of its optimization objective. VideoFlow on the
other-hand models the conditional probability of the distribution of frames, hence as expected it
underperforms on PSNR.
We also computed the variational bound of the bits-per-pixel loss, via importance sampling, from
the posteriors for the SAVP-VAE and SV2P models. Neither of these models estimate a pixel-level
variance, which is required for estimating the loss; we estimated the optimal pixel-level variance for
both models. We obtain high values of bits-per-pixel, larger than 6, for these models. We attribute
this to the optimization objective of these models: they do not optimize the variational bound on
the log-likelihood directly due to the presence of a β 6= 1 term in their objective and scheduled
sampling. [100].
appendix
3The temperature was tuned on a linear scale between 0.1 and 1.0 on the validation set.
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4.4.5 Generation time
For our model used to demonstrate qualitative results using additive coupling layers, sampling 20
frames of 64x64 resolution takes less than 3.5 seconds on an NVIDIA P100 GPU. To our knowledge,
the fastest autoregressive model for video [52] that models log-likelihood directly generates a frame
every 3 seconds4.
4.4.6 Out-of-sequence detection
We use our trained VideoFlow model, conditioned on 3 frames as explained in Section 4.4.2, to
detect the plausibility of a temporally inconsistent frame to occur in the immediate future. To do
this, we condition the model on the first three frames of a test-set video X<4 to obtain a distribution
P (X4|X<4) over its 4th frame X4. We then compute the likelihood of the tth frame Xt of the same
video to occur as the 4th time-step using this distribution. i.e, P(X4 = Xt|X<4) for t = 4 . . . 13.
We average the corresponding bits-per-pixel values across the test set and report our findings in
Figure 4.6. We find that our model assigns a monotonically decreasing log-likelihood to frames that
are more far out in the future and hence less likely to occur in the 4th time-step.
Secondly, for the distribution P (X4|X<4) obtained from each test-set video as explained above,
we then randomly sample another video from the test-set and choose it’s 4th frame which we
describe as X ′4. We then compute the mean bits-per-pixel obtained by P(X4 = X
′
4|X<4) across the
test set. We repeat this experiment 1000 times and observe the mean across the 1000 trials to be
8.876 with a standard error of 0.002. Our results reflect the intuition that the frames from a different
video should be less likely to occur in the 4th timestep than the same video but from a different
time-step.
4.5 QUALITATIVE EXPERIMENTS
We demonstrate qualitative results by generating videos conditioned on input frames and in-
terpolations in latent space for both datasets. The qualitative results can be viewed at https:
//sites.google.com/corp/view/videoflow/home. In the generated videos, a border
of blue represents the conditioning frame, while a border of red represents the generated frames.
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Figure 4.6: For a given test video, we compute the likelihood of the tth target frame Xt belonging to P(X4 = Xt|X<4)
for t = 4 . . . 13 using our model to detect temporal anomalies. We average the corresponding bits-per-pixel across the
test-set and plot error bars.
4.5.1 Effect of temperature
We study the effect of temperature on the quality of generated videos in figure 4.7. For each
temperature, we sample 100 videos from the model. We then compute the max cosine similarity
across these 100 videos based on features obtained from a pretrained VGG network with the ground
truth as described in Section 4.4.4. We display the worst and best videos according to this metric.
On inspection, we observe that even our “worst” videos across temperatures according to this metric
are temporally cohesive and the robot arm looks sharp and realistic. We believe that though these
videos are of high quality and are physically plausible, they are far from the ground truth, which
itself represents just one plausible future in VGG feature space.
At lower temperatures, the arm exhibits slow motion with the background objects remaining static
and clear while at higher temperatures, the arm moves much more rapidly, with the background
objects becoming much noisier. We obtain a tradeoff between these two properties at a temperature
of 0.5 via our qualitative experiments.
4.5.2 Longer predictions
We generate 100 frames into the future using our model trained on 13 frames with a temperature
of 0.5. We display our results in figure 4.8. On the top, even 100 frames into the future, the
generated frames remain in the image manifold maintaining temporal consistency.
We additionally display a failure mode on the bottom. In the presence of occlusions, the arm
remains super-sharp but the background objects become noisier and blurrier. We hypothesize that
4An important caveat is that code and hardware differences make these numbers not directly comparable.
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Figure 4.7: We generate videos with temperatures 0.1, 0.5 and 1.0. For each temperature, we display generated frames
at different time-steps into the future.
this can be due to following reason. Our VideoFlow model has a bijection between the zt and xt
meaning that the latent state zt cannot store information other than that present in the frame xt. This,
in combination with the Markovian assumption in our latent dynamics means that the model can
forget objects if they have been occluded for a few frames. In future work, we would address this
drawback by incorporating longer memory in our VideoFlow model; for example by parameterizing
NNθ() as a recurrent neural networks instead of residual networks in our autoregressive prior (eq.
4.9). Training on larger temporal patches could also potentially be made feasible by using more
memory-efficient backpropagation algorithms for invertible neural networks, as initially explored
by [101].
4.5.3 Likelihood vs Quality
We show correlation between training progression (measured in bits per pixel) and quality of
the generated videos in figure 4.9. We display the videos generated by conditioning on frames
from the test set for three different values of bits-per-pixel on the test-set. As we approach lower
bits-per-pixel, our VideoFlow model learns to model the structure of the arm with high quality as
well as its motion resulting in high quality video.
39
Figure 4.8: We generate 100 frames into the future with a temperature of 0.5. The top and bottom row correspond to
generated videos in the absence and presence of occlusions respectively.
4.5.4 Latent space interpolation
BAIR robot pushing dataset: We encode the first input frame and the last target frame into the
latent space using our trained VideoFlow encoder and perform interpolations. We find that the
motion of the arm is interpolated in a temporally cohesive fashion between the initial and final
position. Further, we use the multi-level latent representation to interpolate representations at a
particular level while keeping the representations at other levels fixed. We find that the bottom
level interpolates the motion of background objects which are at a smaller scale while the top level
interpolates the arm motion.
Stochastic Movement Dataset: We encode two different shapes with their type fixed but a
different size and color into the latent space. We observe that the size of the shape gets smoothly
interpolated. During training, we sample the colors of the shapes from a uniform discrete distribution
which is reflected in our experiments. We observe that all the colors in the interpolated space lie in
the set of colors in the training set.
4.6 EXPERIMENTATION DETAILS
In this section, we describe the training details of all the experiments from the previous sections
which is necessary for reproducing our results. However, our TensorFlow [29] implementations are
also open-sourced as part of Tensor2Tensor framework [30].
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Figure 4.9: We provide a comparison between training progression (measured in the mean bits-per-pixel objective on
the test-set) and the quality of generated videos.
4.6.1 Quantitative - Bits-per-pixel
To report bits-per-pixel we used the following set of hyperparameters with a learning rate schedule
of linear warmup for the first 10000 steps and apply a linear-decay schedule for the last 150000
steps.
4.6.2 Qualitative Experiments
For all qualitative experiments and quantitative comparisons with the baselines, we used the
following sets of hyperparameters.
4.6.3 Hyperparameter grid for the baseline video models
We train all our baseline models for 300K steps using the Adam optimizer. Our models were
tuned using the maximum VGG cosine similarity metric with the ground-truth across 100 decodes.
SAVP-VAE and SV2P: We use three values of latent loss multiplier 1e-3, 1e-4 and 1e-5. For the
SAVP-VAE model, we additionally apply linear decay on the learning rate for the last 100K steps.
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Figure 4.10: We display interpolations between a) a small blue rectangle and a large yellow rectangle b) a small blue
circle and a large yellow circle
Figure 4.11: We display interpolations between the first input frame and the last target frame of two test videos in the
BAIR robot pushing dataset.
SAVP-GAN: We tune the gan loss multiplier and the learning rate on a logscale from 1e-2 to 1e-4
and 1e-3 to 1e-5 respectively.
4.6.4 Correlation between VGG perceptual similarity and bits-per-pixel
We plot correlation between cosine similarity using a pretrained VGG network and bits-per-pixel
using our trained VideoFlow model. We compare P(X4 = Xt|X<4) as done in Section 4.4.6 and
the VGG cosine similarity between X4 and Xt for t = 4 . . . 13. We report our results for every
video in the test set in Figure 4.6. We notice a weak correlation between VGG perceptual metrics




Flow steps per level 24
Coupling Affine




Number of 3-D residual blocks 5
Number of 3-D residual channels 256
Training steps 600K
Table 4.2: Hyperparameters used for bits per pixel experiment.
Figure 4.12: We compare P(X4 = Xt|X<4) and VGG cosine similarity between X4 and Xt for t = 4 . . . 13
4.6.5 Code for reproducing results
Our code to reproduce the experimental results is available in the publicly available Tensor2Tensor
repository.
4.7 CONCLUSION
We describe a practically applicable architecture for flow-based video prediction models, inspired
by the Glow model for image generation [72], which we call VideoFlow. We introduce a latent
dynamical system model that predicts future values of the flow model’s latent state replacing the
standard unconditional prior distribution. Our empirical results show that VideoFlow achieves
results that are competitive with the state-of-the-art VAE models in stochastic video prediction.




Flow steps per level 24
Coupling Additive




Number of 3-D residual blocks 5
Number of 3-D residual channels 256
Training steps 500K
Table 4.3: Hyperparameters used for qualitative experiment.
faster synthesis compared to pixel-level autoregressive video models, making our model suitable for
practical purposes. In future work, we plan to incorporate memory in VideoFlow to model arbitrary
long-range dependencies and apply the model to challenging downstream tasks.
44
CHAPTER 5: MODEL BASED REINFORCEMENT LEARNING FOR ATARI
A well designed world could tell its story in silence.
Hidetaka Miyazaki
Model-free reinforcement learning (RL) can be used to learn effective policies for complex tasks,
such as Atari games, even from image observations. However, this typically requires very large
amounts of interaction – substantially more, in fact, than a human would need to learn the same
games. How can people learn so quickly? Part of the answer may be that people can learn how the
game works and predict which actions will lead to desirable outcomes. In this paper, we explore how
video prediction models can similarly enable agents to solve Atari games with fewer interactions
than model-free methods. We describe Simulated Policy Learning (SimPLe), a complete model-
based deep RL algorithm based on video prediction models and present a comparison of several
model architectures, including a novel architecture that yields the best results in our setting. Our
experiments evaluate SimPLe on a range of Atari games in low data regime of 100K interactions
between the agent and the environment, which corresponds to two hours of real-time play. In most
games SimPLe outperforms state-of-the-art model-free algorithms, in some games by over an order
of magnitude.
5.1 INTRODUCTION
Human players can learn to play Atari games in minutes [102]. However, our best model-free
reinforcement learning algorithms require tens or hundreds of millions of time steps – the equivalent
of several weeks of training in real time. How is it that humans can learn these games so much
faster? Perhaps part of the puzzle is that humans possess an intuitive understanding of the physical
processes that are represented in the game: we know that planes can fly, balls can roll, and bullets
can destroy aliens. We can therefore predict the outcomes of our actions. In this chapter, we
explore how learned video models can enable learning in the Atari Learning Environment (ALE)
benchmark [32, 103] with a budget restricted to 100K time steps – roughly to two hours of a play
time.
Although prior works have proposed training predictive models for next-frame, future-frame, as
well as combined future-frame and reward predictions in Atari games [104, 105, 106], no prior work
has successfully demonstrated model-based control via such predictive models that achieve results
that are competitive with model-free RL. Indeed, in a recent survey by Machado et al. this was
formulated as the following challenge: “So far, there has been no clear demonstration of successful
planning with a learned model in the ALE” (Section 7.2 in [103]).
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Using models of environments, or informally giving the agent ability to predict its future, has
a fundamental appeal for reinforcement learning. The spectrum of possible applications is vast,
including learning policies from the model [107, 108, 20, 76, 109, 110, 111, 112, Chapter 8],
capturing important details of the scene [113], encouraging exploration [104], creating intrinsic
motivation [114] or counterfactual reasoning [115]. One of the exciting benefits of model-based
learning is the promise to substantially improve sample efficiency of deep reinforcement learning
(see Chapter 8 in [112]).
Our work advances the state-of-the-art in model-based reinforcement learning by introducing a
system that, to our knowledge, is the first to successfully handle a variety of challenging games in
the ALE benchmark. To that end, we experiment with several stochastic video prediction techniques,
including a novel model based on discrete latent variables. We present an approach, called Simulated
Policy Learning (SimPLe), that utilizes these video prediction techniques and trains a policy to
play the game within the learned model. With several iterations of dataset aggregation, where
the policy is deployed to collect more data in the original game, we learn a policy that, for many
games, successfully plays the game in the real environment (see videos on the project webpage
https://goo.gl/itykP8).
In our empirical evaluation, we find that SimPLe is significantly more sample-efficient than
a highly tuned version of the state-of-the-art Rainbow algorithm [116] on almost all games. In
particular, in low data regime of 100k samples, on more than half of the games, our method achieves
a score which Rainbow requires at least twice as many samples. In the best case of Freeway, our
method is more than 10x more sample-efficient, see Figure 5.3 and Figure 5.4.
5.2 RELATED WORK
Atari games gained prominence as a benchmark for reinforcement learning with the introduction
of the Arcade Learning Environment (ALE) [32]. The combination of reinforcement learning and
deep models then enabled RL algorithms to learn to play Atari games directly from images of the
game screen, using variants of the DQN algorithm [33, 117, 116] and actor-critic algorithms [36,
118, 34, 119, 120]. The most successful methods in this domain remain model-free algorithms [116,
120]. Although the sample complexity of these methods has substantially improved in recent
years, it remains far higher than the amount of experience required for human players to learn each
game [102]. In this work, we aim to learn Atari games with a budget of just 100K agent steps (400K
frames), corresponding to about two hours of play time. Prior methods are generally not evaluated
in this regime, and we therefore re-optimized Rainbow [116] for optimal performance on 1M steps.














































































Figure 5.1: Main loop of SimPLe. 1) the agent starts interacting with the real environment following the latest policy
(initialized to random). 2) the collected observations will be used to train (update) the current world model. 3) the agent
updates the policy by acting inside the world model. The new policy will be evaluated to measure the performance of
the agent as well as collecting more data (back to 1). Note that world model training is self-supervised for the observed
states and supervised for the reward.
using appropriately chosen deep learning architectures[104, 105]. Impressively, in some cases the
predictions maintain low L2 error over timespans of hundreds of steps. As learned simulators of
Atari environments are core ingredients of our approach, in many aspects our work is motivated
by the prior research [104, 105], however we focus on using video prediction in the context of
learning how to play the game well and positively verify that learned simulators can be used to
train a policy useful in original environments. An important step in this direction was to extend
the model from [104] by including reward prediction [106], but does not use the model to learn
policies that play the games. Perhaps surprisingly, there is virtually no work on model-based RL in
video games from images. Notable exceptions are [121], [113], [122] and [123]. Authors of [121]
use a model of rewards to augment model-free learning with good results on a number of Atari
games. However, this method does not actually aim to model or predict future frames, and achieves
clear but relatively modest gains in efficiency. Researchers also presented a way to compose a
variational autoencoder with a recurrent neural network into an architecture that is successfully
evaluated in the VizDoom environment and on a 2D racing game [113]. The training procedure is
similar to Algorithm 5.1, but only one iteration of the loop is needed as the environments are simple
enough to be fully explored with random exploration. Similarly, the authors of [122] used a variant
of Dyna [124] to learn a model of the environment and generate experience for policy training
in the context of Atari games. Using six Atari games as a benchmark, authors of [122] measure
the impact of planning shapes on performance of the Dyna-DQN algorithm and include ablations
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comparing scores obtained with perfect and imperfect models. Our method achieves around 330%
of the Dyna-DQN score on Asterix, 120% on Q-Bert, 150% on Seaquest and 80% on Ms. Pac-Man.
Scientists in [123] proposed an algorithm called Generative Adversarial Tree Search (GATS) and
for five Atari games train a GAN-based world model along with a Q-function. This paper primarily
discussed various failure modes of the GATS algorithm. Our method achieves around 64 times the
score of GATS on Pong and 10 times on Breakout.1
Outside of games, model-based reinforcement learning has been investigated at length for
applications such as robotics [125]. Though most of such works do not use image observations,
several recent works have incorporated images into real-world [108, 20, 21, 76, 110, 126, 111, 127]
and simulated [107, 109] robotic control.
Our video models of Atari environments described in Section 5.4 are motivated by models
developed in the context of robotics. Another source of inspiration are discrete autoencoders
proposed by [128] and [129].
The structure of the model-based RL algorithm that we employ consists of alternating between
learning a model, and then using this model to optimize a policy with model-free reinforcement
learning. Variants of this basic algorithm have been proposed in a number of prior works, starting
from Dyna [124] to more recent methods that incorporate deep networks [130, 131, 132, 133].
5.3 SIMULATED POLICY LEARNING (SIMPLE)
Reinforcement learning is formalized in Markov decision processes (MDP). An MDP is defined
as a tuple (S,A, P, r, γ), where S is a state space, A is a set of actions available to an agent, P is
the unknown transition kernel, r is the reward function and γ ∈ (0, 1) is the discount factor. In
this work we refer to MDPs as environments and assume that environments do not provide direct
access to the state (i.e., the RAM of Atari 2600 emulator). Instead we use visual observations,
typically 210× 160 RGB images. A single image does not determine the state. To circumvent this,
we stack the four previous frames, using the result as the state. A reinforcement learning agent
interacts with the MDP by issuing actions according to a policy. Formally, policy π is a mapping






, which for a starting state s estimates the total discounted reward
gathered by the agent. In Atari 2600 games our goal is to find a policy which maximizes the value
function from the beginning of the game. Crucially, apart from an Atari 2600 emulator environment
1Comparison with Dyna-DQN and GATS is based on random-normalized scores achieved at 100K interactions.
Those are approximate, as the authors Dyna-DQN and GATS have not provided tabular results. The authors of
Dyna-DQN also report scores on two games which we do not consider: Beam Rider and Space Invaders. For both the
games the reported scores are close to random, as are GATS scores on Asterix.
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Algorithm 5.1 Pseudocode for SimPLe
Initialize policy π
Initialize model environment env′
Initialize empty set D
while not done do
. collect observations from real env.
D ← D ∪ COLLECT(env, π)
. update model using collected data.
env′ ← TRAIN_SUPERVISED(env′, D)
. update policy using world model.
π ← TRAIN_RL(π, env′)
end while
env we will use a neural network simulated environment env′ which we call a world model and
describe in detail in Section 5.4. The environment env′ shares the action space and reward space
with env and produces visual observations in the same format, as it will be trained to mimic env.
Our principal aim is to train a policy π using a simulated environment env′ so that π achieves
good performance in the original environment env. In this training process we aim to use as few
interactions with env as possible. The initial data to train env′ comes from random rollouts of
env. As this is unlikely to capture all aspects of env, we use the iterative data-aggregation method
presented in Algorithm 5.1.
5.4 WORLD MODELS
A crucial decision in the design of world models is the inclusion of stochasticity. Although Atari
is known to be a deterministic environment, it is stochastic given only a limited horizon of past
observed frames (in our case 4 frames). The level of stochasticity is game dependent; however, it
can be observed in many Atari games. An example of such behavior is the pause after a player
scores in Pong. These pauses are longer than 4 frames, so a model looking at only the past 4 frames
does not know when a new round of the game should start and may keep predicting paused frames.
In search for an effective world model we have experimented with various architectures, both
new and modified versions of existing ones. In this section, we describe the architectures and the












































































































Figure 5.2: Architecture of the proposed stochastic model with discrete latent. The input to the model is four stacked
frames (as well as the action selected by the agent) while the output is the next predicted frame and expected reward.
Input pixels and action are embedded using fully connected layers, and there is per-pixel softmax (256 colors) in the
output. This model has two main components. First, the bottom part of the network which consists of a skip-connected
convolutional encoder and decoder. To condition the output on the actions of the agent, the output of each layer
in the decoder is multiplied with the (learned) embedded action. The second part of the model is a convolutional
inference network which approximates the posterior given the next frame similar to [21]. At training time, the sampled
latent values from the approximated posterior will be discretized into bits. To keep the model differentiable, the
backpropagation bypasses the discretization following [129]. A third LSTM based network is trained to approximate
each bit given the previous ones. At inference time, the latent bits are predicted auto-regressively using this network.
The deterministic model has the same architecture as this figure but without the inference network.
5.4.1 Deterministic Model
Our basic architecture, presented as part of Figure 5.2, resembles the convolutional feedforward
network from [104]. The inputX consists of four consecutive game frames and an action a. Stacked
convolution layers process the visual input. The actions are one-hot-encoded and embedded in a
vector which is multiplied channel-wise with the output of the convolutional layers. The network
outputs the next frame of the game and the value of the reward.
In our experiments, we varied details of the architecture above. In most cases, we use a stack
of four convolutional layers with 64 filters followed by three dense layers (the first two have 1024
neurons). The dense layers are concatenated with 64 dimensional vector with a learnable action
embedding. Next, three deconvolutional layers of 64 filters follow. An additional deconvolutional
layer outputs an image of the original 105× 80 size. The number of filters is either 3 or 3× 256. In
the first case, the output is a real-valued approximation of pixel’s RGB value. In the second case,
filters are followed by softmax producing a probability distribution on the color space. The reward




A stochastic model can be used to deal with limited horizon of past observed frames as well as
sprites occlusion and flickering which results to higher quality predictions. Inspired by [21], we
tried a variational autoencoder [62] to model the stochasticity of the environment. In this model,
an additional network receives the input frames as well as the future target frame as input and
approximates the distribution of the posterior. At each timestep, a latent value zt is sampled from
this distribution and passed as input to the original predictive model. At test time, the latent values
are sampled from an assumed prior N (0, I). To match the assumed prior and the approximate, we
use the Kullback–Leibler divergence term as an additional loss term [21].
We noticed two major issues with the above model. First, the weight of the KL divergence loss
term is game dependent, which is unacceptable if one wants to deal with a broad portfolio of Atari
games without hyperparameter tuning. Second, this weight is usually a very small number in the
range of [e−5, e−3] which means that the approximated posterior can diverge significantly from the
assumed prior. This can result in previously unseen latent values at inference time that lead to poor
predictions. We address these issues by utilizing a discrete latent variable similar to [129].
As visualized in Figure 5.2, the proposed stochastic model with discrete latent variables discretizes
the latent values into bits (zeros and ones) while training an auxiliary LSTM-based [88] recurrent
network to predict these bits autoregressively. At inference time, the latent bits will be generated
by this auxiliary network in contrast to sampling from a prior. To make the predictive model more
robust to unseen latent bits, we add uniform noise to approximated latent values before discretization
and apply dropout [134] on bits after discretization.
5.4.3 Loss functions
The visual output of our networks is either one float per pixel/channel or the categorical 256-
dimensional softmax. In both cases, we used the clipped loss max(Loss, C) for a constant C. We
found that clipping was crucial for improving the models (measured with successful training using
Algorithm 5.1). We conjecture that clipping substantially decreases the magnitude of gradients
stemming from fine-tuning of big areas of background consequently letting the optimization process
concentrate on small but important areas (e.g. the ball in Pong). In our experiments, we set C = 10
for L2 loss on pixel values and to C = 0.03 for softmax loss. Note that this means that when the
level of confidence about the correct pixel value exceeds 97% (as − ln(0.97) ≈ 0.03) we get no
gradients from that pixel any longer.
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5.4.4 Scheduled sampling
The simulator env′ consumes its own predictions from previous steps. Thus due to compounding
errors, the model may drift out of the area of its applicability. Following [135, 136], we mitigate
this problem by randomly replacing in training some frames of the input X by the prediction from
the previous step. Typically, we linearly increase the mixing probability during training arriving at
100% around the middle of the first iteration of the training loop.
5.5 POLICY TRAINING
We will now describe the details of SimPLe, outlined in Algorithm 5.1. In step 6 we use the
proximal policy optimization (PPO) algorithm [118] with γ = 0.95. The algorithm generates
rollouts in the simulated environment env′ and uses them to improve policy π. The fundamental
difficulty lays in imperfections of the model compounding over time. To mitigate this problem we
use short rollouts of env′. Typically every N = 50 steps we uniformly sample the starting state
from the ground-truth buffer D and restart env′. See Section 5.7.2, paragraph Steps and paragraph
Random starts for experimental evaluations. Using short rollouts may have a degrading effect as
the PPO algorithm does not have a way to infer effects longer than the rollout length. To ease this
problem, in the last step of a rollout we add to the reward the evaluation of the value function. That
the value function is learned along with the policy as it serves to calculate the advantage function.
We stress that imperfections in the model are unavoidable, as it is trained using data generated
collected in each loop with the current policy. Moreover, the training of the world model is prone to
overfitting as we try to gather as little data as possible from the real environment. Finally, sometimes
the model fails in a catastrophic way by losing semantic coherence (e.g., a disappearing ball in
Pong).
The main loop in Algorithm 5.1 is iterated 15 times. In our best experiments we trained the world
model for 225K steps in the first iteration and for 75K steps in each of the following ones; we used
batches of size 2. As they turned out to be very demanding computationally (taking more than three
weeks), when running ablation experiments we used 5 times less training samples.2
In each of the iterations, the agent is trained inside the latest world model using PPO. In every
PPO epoch we used 16 parallel agents, the number of PPO epochs is z · 1000, where z equals to 1
in all passes except last one (where z = 3) and two passes number 8 and 12 (where z = 2). This
gives 800K·z interactions with the simulated environment in each of the loop passes. In the process
of training the agent performs 15.2M interactions with the simulated environment env′.




We evaluate SimPLe on a suite of Atari games from Atari Learning Environment (ALE) bench-
mark. In our experiments, the training loop is repeated for 15 iterations, with 6400 interactions with
the environment collected in each iteration. We apply a standard pre-processing for Atari games:
a frame skip equal to 4, that is every action is repeated 4 times and frames are down-scaled by a
factor of 2.
Because some data is collected before the first iteration of the loop, altogether 6400·16 = 102, 400
interactions with the Atari environment are used during training. This is equivalent to 409, 600
frames from the Atari game (114 minutes in NTCS, 60 FPS). All our code is available as part of the
Tensor2Tensor library and it includes instructions on how to run our experiments.3
At every iteration, the latest policy trained under the learned model is used to collect data in the
real environment env.
We evaluate our method on 26 games selected on the basis of being solvable with existing
state-of-the-art model-free deep RL algorithms4, which in our comparisons are Rainbow [116]
and PPO [118]. For Rainbow, we used the implementation from the Dopamine package and spent
considerable time tuning it for sample efficiency.
For visualization of all experiments see the supplementary website5, and for a summary see
Figures 5.3 and 5.4. It can be seen that our method is more sample-efficient than a highly tuned
Rainbow baseline on almost all games, requires less than half of the samples in all but 6 of the
games and, on Freeway is more than 10x more sample-efficient. Our method outperforms PPO
by an even larger margin.
5.7 ANALYSIS
In this section, we analyze the results of our experiments. Our goals are to study how much
model-based reinforcement learning can improve over the efficiency of current model-free deep
reinforcement learning algorithms, analyze the quality of the predictions made by our model, and
examine the design decisions in our method. Unless stated otherwise, we assume that SimPLe uses
rollouts of length 50 generated with the stochastic discrete model and is trained with γ = 0.95 (see
Section 5.4 and Section 5.5).
3https://github.com/tensorflow/tensor2tensor/tree/master/tensor2tensor/rl
4Specifically, for the final evaluation we selected games which achieved non-random results using our method or the
Rainbow algorithm using 100K interactions. In section 5.9 we provide numerical results for a bigger suite of 36 games.
5https://goo.gl/itykP8
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Game SimPLe (ours) rainbow_100k ppo_500k human random
Alien 616.9 290.6 269.0 7128.0 184.8
Amidar 74.3 20.8 93.2 1720.0 11.8
Assault 527.2 300.3 552.3 742.0 233.7
Asterix 1128.3 285.7 1085.0 8503.0 248.8
BankHeist 34.2 34.5 641.0 753.0 15.0
BattleZone 4031.2 3363.5 14400.0 37188.0 2895.0
Boxing 7.8 0.9 3.5 12.0 0.3
Breakout 16.4 3.3 66.1 30.0 0.9
ChopperCommand 979.4 776.6 860.0 7388.0 671.0
CrazyClimber 62583.6 12558.3 33420.0 35829.0 7339.5
DemonAttack 208.1 431.6 216.5 1971.0 140.0
Freeway 16.7 0.1 14.0 30.0 0.0
Frostbite 236.9 140.1 214.0 - 74.0
Gopher 596.8 748.3 560.0 2412.0 245.9
Hero 2656.6 2676.3 1824.0 30826.0 224.6
Jamesbond 100.5 61.7 255.0 303.0 29.2
Kangaroo 51.2 38.7 340.0 3035.0 42.0
Krull 2204.8 2978.8 3056.1 2666.0 1543.3
KungFuMaster 14862.5 1019.4 17370.0 22736.0 616.5
MsPacman 1480.0 364.3 306.0 6952.0 235.2
Pong 12.8 -19.5 -8.6 15.0 -20.4
PrivateEye 35.0 42.1 20.0 69571.0 26.6
Qbert 1288.8 235.6 757.5 13455.0 166.1
RoadRunner 5640.6 524.1 5750.0 7845.0 0.0
Seaquest 683.3 206.3 692.0 42055.0 61.1
UpNDown 3350.3 1346.3 12126.0 11693.0 488.4
Table 5.1: Mean scores obtained by our method (SimPLe) in comparison with Rainbow trained on 100K steps (400K
frames) and PPO trained on 500K steps (2 millions frames). The SimPLe results in this table correspond to the SD long
columns in extended numerical results presented in Appendix 5.9
5.7.1 Sample Efficiency
The primary evaluation in our experiments studies the sample efficiency of SimPLe, in comparison
with state-of-the-art model-free deep RL methods in the literature. To that end, we compare with
Rainbow [116, 137], which represents the state-of-the-art Q-learning method for Atari games, and
PPO [118], a model-free policy gradient algorithm. The results of the comparison are presented in
Figures 5.3 and 5.4. For each game, we plot the number of time steps needed for either Rainbow
or PPO to reach the same score that our method reaches after 100K interaction steps. The red
line indicates 100K steps: any bar larger than this indicates a game where the model-free method
required more steps. SimPLe outperforms the model-free algorithms in terms of learning speed on
nearly all of the games, and in the case of a few games, does so by over an order of magnitude. For
some games, it reaches the same performance that our PPO implementation reaches at 10M steps.
This indicates that model-based reinforcement learning provides an effective approach to learning
Atari games, at a fraction of the sample complexity.
The results in these figures and Table 5.1 are generated by averaging 5 runs for each game.
As shown in Table 5.1, the model-based agent is better than a random policy for all the games.
Interestingly, we observed that the best of the 5 runs were often significantly better, reported in
Table 5.4. For 6 of the games, it exceeds the average human score (as reported in Table 3 of [138]).
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This suggests that further stabilizing model-based RL should improve performance, indicating an
important direction for future work. In some cases, during training, we observed high variance of
the results during each step of the loop. There are a number of possible reasons, such as mutual
interactions of the policy training and the supervised training or domain mismatch between the
model and the real environment. We present detailed numerical results, including best scores and
standard deviations, in Appendix 5.9.
5.7.2 Ablations
To evaluate the design of our method, we independently varied a number of the design decisions.
Models. To evaluate the model choice, we evaluated the following models: deterministic, deter-
ministic recurrent, and stochastic discrete (see Section 5.4). As can be seen, our proposed stochastic
discrete model performs best. Figures 5.5 and 5.6 show the role of stochasticity and recurrence.
Long model training Our best results were obtained with much long training of models, see
Figure 5.7 for comparison with shorter training. Due to our resources constraints other ablations
were made with the short model training setting.
Random starts. Using short rollouts is crucial to mitigate the compounding errors under the
model. To ensure exploration SimPLe starts rollouts from randomly selected states taken from the
real data buffer D. In Figure 5.12 we present a comparison with an experiment without random
starts and rollouts of length 1000 on Seaquest. These data strongly indicate that ablating random
starts substantially deteriorate results.
Steps. See Figures 5.8. As described in Section 5.5 every N steps we reinitialize the simulated
environment with ground-truth data. By default we use N = 50, in some experiments we set
N = 25 or N = 100. It is clear from the table above and Figure 5.8 that 100 is a bit worse than
either 25 or 50, likely due to compounding model errors, but this effect is much smaller than the
effect of the model architecture.
Model-based iterations. The iterative process of training the model, training the policy, and
collecting data is crucial for non-trivial tasks where simple random data collection is insufficient. In
the game-by-game analysis, we quantified the number of games where the best results were obtained
in later iterations of training. In some games, good policies could be learned very early. While this
might have been due simply to the high variability of training, it does suggest the possibility that
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much faster training – in many fewer than 100k steps – could be obtained in future work with more
directed exploration policies. We leave this question to future work.
In Figure 5.12 we present the cumulative distribution plot for the (first) point during learning
when the maximum score for the run was achieved in the main training loop of Algorithm 5.1.
On Figure 5.9 we show results for experiments in which the number of samples was fixed to be
100K but the number of training loop varied. We conclude that 15 is beneficial for training.
Gamma. See Figures 5.10. We used the discount factor γ = 0.99 unless specified otherwise. We
see that γ = 0.95 is slightly better than other values, and we hypothesize that it is due to better
tolerance to model imperfections. But overall, all three values of γ seem to perform comparably at
the same number of steps.
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Figure 5.3: Comparison with Rainbow. Each bar illustrates the number of interactions with environment required by
Rainbow to achieve the same score as our method (SimPLe). The red line indicates the 100K interactions threshold
used by our method.
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Figure 5.4: Comparison with PPO. Each bar illustrates the number of interactions with environment required by PPO
to achieve the same score as our method (SimPLe). The red line indicates the 100K interactions threshold which is
used by our method.
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Figure 5.5: Effect of stochasticity.






























Figure 5.6: Effect of recurrence.
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Figure 5.7: Effect of extended model training.





























steps = 50 [default]
steps = 100
Figure 5.8: Effect of adjusting number of steps.
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Figure 5.9: Effect of adjusting number of training loops.




























γ = 0.99 default
γ = 0.95
γ = 0.90
Figure 5.10: Effect of adjusting γ.
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Figure 5.11: Behaviour with respect to the number of used samples. Left: number of frames required by PPO to reach
the score of our models. Right: number of frames required by PPO to reach the score of model based + model free
traning. Results are averaged over games.
5.7.3 Results at different numbers of interactions
SimPLe excels in low data regime and we focused our work on learning games with 100K
interaction steps with the environment. Later, we also studied settings with 20K, 50K, 200K, 500K
and 1M interactions. Our results are poor with 20K interactions, but already almost as good with
50K as with 100K interactions. We observe that the results increase approximately up to 500K
samples, it is also the point at which they are on par with state-of-the-art model-free results tuned
for the same number of steps, see Figure 5.11. Such behavior, with fast growth at the beginning of
training but lower asymptotic performance is commonly observed when comparing model-based
and model-free methods. In experiments depicted in Figure 5.11 we started PPO training using
policies obtained by SimPLe at 100K samples. We conclude that indeed SimPLe checkpoints may
serve as useful initialization. Lower asymptotic performance is probably due to lower exploration
as a policy pre-trained with SimPLe was meant to obtain the best performance on 100K, at which
point its entropy is very low thus hindering in the further PPO training.
5.7.4 Qualitative Analysis
This section provides a qualitative analysis and case studies of individual games. We emphasize
that we did not adjust the method nor hyperparameters individually for each game, but we provide
specific qualitative analysis to better understand the predictions from the model.6
6We strongly encourage the reader to watch accompanying videos https://goo.gl/itykP8
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Figure 5.12: Left: CDF of the number of iterations to acquire maximum score. The vertical axis represents the fraction
of all games. Right: Comparison of random starts vs no random starts on Seaquest (for better readability we clip
game rewards to {−1, 0, 1}). The vertical axis shows a mean reward and the horizontal axis the number of iterations of
Algorithm 5.1.
Solved games. The primary goal of our paper was to use model-based methods to achieve good
performance within a modest budget of 100k interactions. For two games, Pong and Freeway,
our method, SimPLe, was able to achieve the maximum score.
Exploration. Freeway is a particularly interesting game. Though simple, it presents a sub-
stantial exploration challenge. The chicken, controlled by the agents, is quite slow to ascend
when exploring randomly as it constantly gets bumped down by the cars (see the left video
https://goo.gl/YHbKZ6). This makes it very unlikely to fully cross the road and obtain a
non-zero reward. Nevertheless, SimPLe is able to capture such rare events, internalize them into the
predictive model and then successfully learn a successful policy.
However, this good performance did not happen on every run. We conjecture the following
scenario in failing cases. If at early stages the entropy of the policy decayed too rapidly the collected
experience stayed limited leading to a poor world model, which was not powerful enough to support
exploration (e.g. the chicken disappears when moving to high). In one of our experiments, we
observed that the final policy was that the chicken moved up only to the second lane and stayed
waiting to be hit by the car and so on so forth.
Pixel-perfect games. In some cases (for Pong, Freeway, Breakout) our models were able to
predict the future perfectly, down to every pixel. This property holds for rather short time intervals,
we observed episodes lasting up to 50 time-steps. Extending it to long sequences would be a very
exciting research direction. See videos https://goo.gl/uyfNnW.
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Benign errors. Despite the aforementioned positive examples, accurate models are difficult to
acquire for some games, especially at early stages of learning. However, model-based RL should be
tolerant of modest model errors. Interestingly, in some cases our models differed from the original
games in a way that was harmless or only mildly harmful for policy training.
For example, in Bowling and Pong, the ball sometimes splits into two. While nonphysical,
seemingly these errors did not distort much the objective of the game, see Figure 5.13 and also
https://goo.gl/JPi7rB.
Figure 5.13: Frames from the Pong environment.
In Kung Fu Master our model’s predictions deviate from the real game by spawning a
different number of opponents, see Figure 5.14. In Crazy Climber we observed the bird
appearing earlier in the game. These cases are probably to be attributed to the stochasticity in the
model. Though not aligned with the true environment, the predicted behaviors are plausible, and
the resulting policy can still play the original game.
Figure 5.14: Frames from the Kung Fu Master environment (left) and its model (right).
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Failures on hard games. On some of the games, our models simply failed to produce useful
predictions. We believe that listing such errors may be helpful in designing better training protocols
and building better models. The most common failure was due to the presence of very small but
highly relevant objects. For example, in Atlantis and Battle Zone bullets are so small that
they tend to disappear. Interestingly, Battle Zone has pseudo-3D graphics, which may have
added to the difficulty. See videos https://goo.gl/uiccKU.
Another interesting example comes from Private Eye in which the agent traverses different
scenes, teleporting from one to the other. We found that our model generally struggled to capture
such large global changes.
5.8 CONCLUSIONS AND FUTURE WORK
We presented, SimPLe, a model-based reinforcement learning approach that can operate directly
on raw pixel observations, and can learn effective policies to play games in the Atari Learning
Environment. Our experiments demonstrate that SimPLe can learn to play many of the games with
just 100K interactions with the environment, corresponding to 2 hours of play time. In many cases,
the number of samples required for prior methods to learn to reach the same reward value is several
times larger.
Our predictive model has stochastic latent variables thus, hopefully, can be applied to truly
stochastic environments. Studying such environments is an exciting direction for future work and
we expect that effective probabilistic modeling of dynamics would be effective in such settings as
well. Another interesting direction for future work is to study other ways in which the predictive
neural network model could be used. Our approach utilizes the model as a learned simulator and
directly uses model-free policy search methods to acquire the behavior policy. However, we could
use the model for planning. Also, since our model is differentiable, the additional information
contained in the dynamics gradients could itself be incorporated into the reinforcement learning
process. Finally, the representation learned by the predictive model is likely to be more meaningful
by itself than the raw pixel observations from the environment, and incorporating this representation
into the policy could further accelerate and improve the reinforcement learning process.
While SimPLe is able to learn more quickly than model-free methods, it does have limitations.
First, the final scores are on the whole lower than the best state-of-the-art model-free methods. This
is generally common with model-based RL algorithms, which excel more in learning efficiency
rather than final performance, but suggests an important direction for improvement in future work.
Another, less obvious limitation is that the performance of our method generally varied substantially
between different runs on the same game. The complex interactions between the model, policy, and
65
data collection were likely responsible for this: at a fundamental level, the model makes guesses
when it extrapolates the behavior of the game under a new policy. When these guesses are correct,
the resulting policy performs well in the final game. In future work, models that capture uncertainty
via Bayesian parameter posteriors or ensembles may further improve robustness [133, 139].
As a long-term challenge, we believe that model-based reinforcement learning based on stochas-
tic predictive models represents a promising and highly efficient alternative to model-free RL.
Applications of such approaches to both high-fidelity simulated environments and real-world data
represent an exciting direction for future work that can enable highly efficient learning of behaviors
from raw sensory inputs in domains such as robotics and autonomous driving.
5.9 DETAILED NUMERICAL RESULTS
Below we present numerical results of our experiments. We tested SimPLe on 8 configurations
(see description in Section 5.7.2). For each configuration we run 5 experiments. For the evaluation
of the i-th experiments we used the policy given by softmax(logits(πi)/T ), where πi is the final
learnt policy in the experiment and T is the temperature parameter. We found empirically that
T = 0.5 worked best in most cases. A tentative explanation is that polices with temperatures
smaller than 1 are less stochastic and thus more stable. However, going down to T = 0 proved to
be detrimental in many cases as, possibly, it makes policies more prone to imperfections of models.
In Table 5.2 we present the mean and standard deviation of the 5 experiments. We observed that
the median behaves rather similarly, which is reported it in Table 5.4. In this table we also show
maximal scores over 5 runs. Interestingly, in many cases they turned out to be much higher. This,
we hope, indicates that our methods has a further potential of reaching these higher scores.
Human scores are "Avg. Human" from Table 3 in [138].
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Game Ours, deterministic Ours, det. recurrent Ours, SD long Ours, SD Ours, SD γ = 0.90 Ours, SD γ = 0.95 Ours, SD 100 steps Ours, SD 25 steps random human
Alien 378.3 (85.5) 321.7 (50.7) 616.9 (252.2) 405.2 (130.8) 413.0 (89.7) 590.2 (57.8) 435.6 (78.9) 534.8 (166.2) 184.8 7128.0
Amidar 62.4 (15.2) 86.7 (18.8) 74.3 (28.3) 88.0 (23.8) 50.3 (11.7) 78.3 (18.8) 37.7 (15.1) 82.2 (43.0) 11.8 1720.0
Assault 361.4 (166.6) 490.5 (143.6) 527.2 (112.3) 369.3 (107.8) 406.7 (118.7) 549.0 (127.9) 311.7 (88.2) 664.5 (298.2) 233.7 742.0
Asterix 668.0 (294.1) 1853.0 (391.8) 1128.3 (211.8) 1089.5 (335.3) 855.0 (176.4) 921.6 (114.2) 777.0 (200.4) 1340.6 (627.5) 248.8 8503.0
Asteroids 743.7 (92.2) 821.7 (115.6) 793.6 (182.2) 731.0 (165.3) 882.0 (24.7) 886.8 (45.2) 821.9 (93.8) 644.5 (110.6) 649.0 47389.0
Atlantis 14623.4 (2122.5) 12584.4 (5823.6) 20992.5 (11062.0) 14481.6 (2436.9) 18444.1 (4616.0) 14055.6 (6226.1) 14139.7 (2500.9) 11641.2 (3385.0) 16492.0 29028.0
BankHeist 13.8 (2.5) 15.1 (2.2) 34.2 (29.2) 8.2 (4.4) 11.9 (2.5) 12.0 (1.4) 13.1 (3.2) 12.7 (4.7) 15.0 753.0
BattleZone 3306.2 (794.1) 4665.6 (2799.4) 4031.2 (1156.1) 5184.4 (1347.5) 2781.2 (661.7) 4000.0 (788.9) 4068.8 (2912.1) 3746.9 (1426.8) 2895.0 37188.0
BeamRider 463.8 (29.2) 358.9 (87.4) 621.6 (79.8) 422.7 (103.6) 456.2 (160.8) 415.4 (103.4) 456.0 (60.9) 386.6 (264.4) 372.1 16926.0
Bowling 25.3 (10.4) 22.3 (17.0) 30.0 (5.8) 34.4 (16.3) 27.7 (5.2) 23.9 (3.3) 29.3 (7.5) 33.2 (15.5) 24.2 161.0
Boxing -9.3 (10.9) -3.1 (14.1) 7.8 (10.1) 9.1 (8.8) 11.6 (12.6) 5.1 (10.0) -2.1 (5.0) 1.6 (14.7) 0.3 12.0
Breakout 6.1 (2.8) 10.2 (5.1) 16.4 (6.2) 12.7 (3.8) 7.3 (2.4) 8.8 (5.1) 11.4 (3.7) 7.8 (4.1) 0.9 30.0
ChopperCommand 906.9 (210.2) 709.1 (174.1) 979.4 (172.7) 1246.9 (392.0) 725.6 (204.2) 946.6 (49.9) 729.1 (185.1) 1047.2 (221.6) 671.0 7388.0
CrazyClimber 19380.0 (6138.8) 54700.3 (14480.5) 62583.6 (16856.8) 39827.8 (22582.6) 49840.9 (11920.9) 34353.1 (33547.2) 48651.2 (14903.5) 25612.2 (14037.5) 7339.5 35829.0
DemonAttack 191.9 (86.3) 120.3 (38.3) 208.1 (56.8) 169.5 (41.8) 187.5 (68.6) 194.9 (89.6) 170.1 (42.4) 202.2 (134.0) 140.0 1971.0
FishingDerby -94.5 (3.0) -96.9 (1.7) -90.7 (5.3) -91.5 (2.8) -91.0 (4.1) -92.6 (3.2) -90.0 (2.7) -94.5 (2.5) -93.6 -39.0
Freeway 5.9 (13.1) 23.7 (13.5) 16.7 (15.7) 20.3 (18.5) 18.9 (17.2) 27.7 (13.3) 19.1 (16.7) 27.3 (5.8) 0.0 30.0
Frostbite 196.4 (4.4) 219.6 (21.4) 236.9 (31.5) 254.7 (4.9) 234.6 (26.8) 239.2 (19.1) 226.8 (16.9) 252.1 (54.4) 74.0 -
Gopher 510.2 (158.4) 225.2 (105.7) 596.8 (183.5) 771.0 (160.2) 845.6 (230.3) 612.6 (273.9) 698.4 (213.9) 509.7 (273.4) 245.9 2412.0
Gravitar 237.0 (73.1) 213.8 (57.4) 173.4 (54.7) 198.3 (39.9) 219.4 (7.8) 213.0 (37.3) 188.9 (27.6) 116.4 (84.0) 227.2 3351.0
Hero 621.5 (1281.3) 558.3 (1143.3) 2656.6 (483.1) 1295.1 (1600.1) 2853.9 (539.5) 3503.5 (892.9) 3052.7 (169.3) 1484.8 (1671.7) 224.6 30826.0
IceHockey -12.6 (2.1) -14.0 (1.8) -11.6 (2.5) -10.5 (2.2) -12.2 (2.9) -11.9 (1.2) -13.5 (3.0) -13.9 (3.9) -9.7 1.0
Jamesbond 68.8 (37.2) 100.5 (69.8) 100.5 (36.8) 125.3 (112.5) 28.9 (12.7) 50.5 (21.3) 68.9 (42.7) 163.4 (81.8) 29.2 303.0
Kangaroo 481.9 (313.2) 191.9 (301.0) 51.2 (17.8) 323.1 (359.8) 148.1 (121.5) 37.5 (8.0) 301.2 (593.4) 340.0 (470.4) 42.0 3035.0
Krull 834.9 (166.3) 1778.5 (906.9) 2204.8 (776.5) 4539.9 (2470.4) 2396.5 (962.0) 2620.9 (856.2) 3559.0 (1896.7) 3320.6 (2410.1) 1543.3 2666.0
KungFuMaster 10340.9 (8835.7) 4086.6 (3384.5) 14862.5 (4031.6) 17257.2 (5502.6) 12587.8 (6810.0) 16926.6 (6598.3) 17121.2 (7211.6) 15541.2 (5086.1) 616.5 22736.0
MsPacman 560.6 (172.2) 1098.1 (450.9) 1480.0 (288.2) 762.8 (331.5) 1197.1 (544.6) 1273.3 (59.5) 921.0 (306.0) 805.8 (261.1) 235.2 6952.0
NameThisGame 1512.1 (408.3) 2007.9 (367.0) 2420.7 (289.4) 1990.4 (284.7) 2058.1 (103.7) 2114.8 (387.4) 2067.2 (304.8) 1805.3 (453.4) 2136.8 8049.0
Pong -17.4 (5.2) -11.6 (15.9) 12.8 (17.2) 5.2 (9.7) -2.9 (7.3) -2.5 (15.4) -13.9 (7.7) -1.0 (14.9) -20.4 15.0
PrivateEye 16.4 (46.7) 50.8 (43.2) 35.0 (60.2) 58.3 (45.4) 54.4 (49.0) 67.8 (26.4) 88.3 (19.0) 1334.3 (1794.5) 26.6 69571.0
Qbert 480.4 (158.8) 603.7 (150.3) 1288.8 (1677.9) 559.8 (183.8) 899.3 (474.3) 1120.2 (697.1) 534.4 (162.5) 603.4 (138.2) 166.1 13455.0
Riverraid 1285.6 (604.6) 1740.7 (458.1) 1957.8 (758.1) 1587.0 (818.0) 1977.4 (332.7) 2115.1 (106.2) 1318.7 (540.4) 1426.0 (374.0) 1451.0 17118.0
RoadRunner 5724.4 (3093.1) 1228.8 (1025.9) 5640.6 (3936.6) 5169.4 (3939.0) 1586.2 (1574.1) 8414.1 (4542.8) 722.2 (627.2) 4366.2 (3867.8) 0.0 7845.0
Seaquest 419.5 (236.2) 289.6 (110.4) 683.3 (171.2) 370.9 (128.2) 364.6 (138.6) 337.8 (79.0) 247.8 (72.4) 350.0 (136.8) 61.1 42055.0
UpNDown 1329.3 (495.3) 926.7 (335.7) 3350.3 (3540.0) 2152.6 (1192.4) 1291.2 (324.6) 1250.6 (493.0) 1828.4 (688.3) 2136.5 (2095.0) 488.4 11693.0
YarsRevenge 3014.9 (397.4) 3291.4 (1097.3) 5664.3 (1870.5) 2980.2 (778.6) 2934.2 (459.2) 3366.6 (493.0) 2673.7 (216.8) 4666.1 (1889.4) 3121.2 54577.0
Table 5.2: Models comparison. Mean scores and standard deviations over five training runs. Right most columns are random agent and human score.
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Game Ours, SD long PPO_100k PPO_500k PPO_1m Rainbow_100k Rainbow_500k Rainbow_1m random human
Alien 616.9 (252.2) 291.0 (40.3) 269.0 (203.4) 362.0 (102.0) 290.6 (14.8) 828.6 (54.2) 945.0 (85.0) 184.8 7128.0
Amidar 74.3 (28.3) 56.5 (20.8) 93.2 (36.7) 123.8 (19.7) 20.8 (2.3) 194.0 (34.9) 275.8 (66.7) 11.8 1720.0
Assault 527.2 (112.3) 424.2 (55.8) 552.3 (110.4) 1134.4 (798.8) 300.3 (14.6) 1041.5 (92.1) 1581.8 (207.8) 233.7 742.0
Asterix 1128.3 (211.8) 385.0 (104.4) 1085.0 (354.8) 2185.0 (931.6) 285.7 (9.3) 1702.7 (162.8) 2151.6 (202.6) 248.8 8503.0
Asteroids 793.6 (182.2) 1134.0 (326.9) 1053.0 (433.3) 1251.0 (377.9) 912.3 (62.7) 895.9 (82.0) 1071.5 (91.7) 649.0 47389.0
Atlantis 20992.5 (11062.0) 34316.7 (5703.8) 4836416.7 (6218247.3) - (-) 17881.8 (617.6) 79541.0 (25393.4) 848800.0 (37533.1) 16492.0 29028.0
BankHeist 34.2 (29.2) 16.0 (12.4) 641.0 (352.8) 856.0 (376.7) 34.5 (2.0) 727.3 (198.3) 1053.3 (22.9) 15.0 753.0
BattleZone 4031.2 (1156.1) 5300.0 (3655.1) 14400.0 (6476.1) 19000.0 (4571.7) 3363.5 (523.8) 19507.1 (3193.3) 22391.4 (7708.9) 2895.0 37188.0
BeamRider 621.6 (79.8) 563.6 (189.4) 497.6 (103.5) 684.0 (168.8) 365.6 (29.8) 5890.0 (525.6) 6945.3 (1390.8) 372.1 16926.0
Bowling 30.0 (5.8) 17.7 (11.2) 28.5 (3.4) 35.8 (6.2) 24.7 (0.8) 31.0 (1.9) 30.6 (6.2) 24.2 161.0
Boxing 7.8 (10.1) -3.9 (6.4) 3.5 (3.5) 19.6 (20.9) 0.9 (1.7) 58.2 (16.5) 80.3 (5.6) 0.3 12.0
Breakout 16.4 (6.2) 5.9 (3.3) 66.1 (114.3) 128.0 (153.3) 3.3 (0.1) 26.7 (2.4) 38.7 (3.4) 0.9 30.0
ChopperCommand 979.4 (172.7) 730.0 (199.0) 860.0 (285.3) 970.0 (201.5) 776.6 (59.0) 1765.2 (280.7) 2474.0 (504.5) 671.0 7388.0
CrazyClimber 62583.6 (16856.8) 18400.0 (5275.1) 33420.0 (3628.3) 58000.0 (16994.6) 12558.3 (674.6) 75655.1 (9439.6) 97088.1 (9975.4) 7339.5 35829.0
DemonAttack 208.1 (56.8) 192.5 (83.1) 216.5 (96.2) 241.0 (135.0) 431.6 (79.5) 3642.1 (478.2) 5478.6 (297.9) 140.0 1971.0
FishingDerby -90.7 (5.3) -95.6 (4.3) -87.2 (5.3) -88.8 (4.0) -91.1 (2.1) -66.7 (6.0) -23.2 (22.3) -93.6 -39.0
Freeway 16.7 (15.7) 8.0 (9.8) 14.0 (11.5) 20.8 (11.1) 0.1 (0.1) 12.6 (15.4) 13.0 (15.9) 0.0 30.0
Frostbite 236.9 (31.5) 174.0 (40.7) 214.0 (10.2) 229.0 (20.6) 140.1 (2.7) 1386.1 (321.7) 2972.3 (284.9) 74.0 -
Gopher 596.8 (183.5) 246.0 (103.3) 560.0 (118.8) 696.0 (279.3) 748.3 (105.4) 1640.5 (105.6) 1905.0 (211.1) 245.9 2412.0
Gravitar 173.4 (54.7) 235.0 (197.2) 235.0 (134.7) 325.0 (85.1) 231.4 (50.7) 214.9 (27.6) 260.0 (22.7) 227.2 3351.0
Hero 2656.6 (483.1) 569.0 (1100.9) 1824.0 (1461.2) 3719.0 (1306.0) 2676.3 (93.7) 10664.3 (1060.5) 13295.5 (261.2) 224.6 30826.0
IceHockey -11.6 (2.5) -10.0 (2.1) -6.6 (1.6) -5.3 (1.7) -9.5 (0.8) -9.7 (0.8) -6.5 (0.5) -9.7 1.0
Jamesbond 100.5 (36.8) 65.0 (46.4) 255.0 (101.7) 310.0 (129.0) 61.7 (8.8) 429.7 (27.9) 692.6 (316.2) 29.2 303.0
Kangaroo 51.2 (17.8) 140.0 (102.0) 340.0 (407.9) 840.0 (806.5) 38.7 (9.3) 970.9 (501.9) 4084.6 (1954.1) 42.0 3035.0
Krull 2204.8 (776.5) 3750.4 (3071.9) 3056.1 (1155.5) 5061.8 (1333.4) 2978.8 (148.4) 4139.4 (336.2) 4971.1 (360.3) 1543.3 2666.0
KungFuMaster 14862.5 (4031.6) 4820.0 (983.2) 17370.0 (10707.6) 13780.0 (3971.6) 1019.4 (149.6) 19346.1 (3274.4) 21258.6 (3210.2) 616.5 22736.0
MsPacman 1480.0 (288.2) 496.0 (379.8) 306.0 (70.2) 594.0 (247.9) 364.3 (20.4) 1558.0 (248.9) 1881.4 (112.0) 235.2 6952.0
NameThisGame 2420.7 (289.4) 2225.0 (423.7) 2106.0 (898.8) 2311.0 (547.6) 2368.2 (318.3) 4886.5 (583.1) 4454.2 (338.3) 2136.8 8049.0
Pong 12.8 (17.2) -20.5 (0.6) -8.6 (14.9) 14.7 (5.1) -19.5 (0.2) 19.9 (0.4) 20.6 (0.2) -20.4 15.0
PrivateEye 35.0 (60.2) 10.0 (20.0) 20.0 (40.0) 20.0 (40.0) 42.1 (53.8) -6.2 (89.8) 2336.7 (4732.6) 26.6 69571.0
Qbert 1288.8 (1677.9) 362.5 (117.8) 757.5 (78.9) 2675.0 (1701.1) 235.6 (12.9) 4241.7 (193.1) 8885.2 (1690.9) 166.1 13455.0
Riverraid 1957.8 (758.1) 1398.0 (513.8) 2865.0 (327.1) 2887.0 (807.0) 1904.2 (44.2) 5068.6 (292.6) 7018.9 (334.2) 1451.0 17118.0
RoadRunner 5640.6 (3936.6) 1430.0 (760.0) 5750.0 (5259.9) 8930.0 (4304.0) 524.1 (147.5) 18415.4 (5280.0) 31379.7 (3225.8) 0.0 7845.0
Seaquest 683.3 (171.2) 370.0 (103.3) 692.0 (48.3) 882.0 (122.7) 206.3 (17.1) 1558.7 (221.2) 3279.9 (683.9) 61.1 42055.0
UpNDown 3350.3 (3540.0) 2874.0 (1105.8) 12126.0 (1389.5) 13777.0 (6766.3) 1346.3 (95.1) 6120.7 (356.8) 8010.9 (907.0) 488.4 11693.0
YarsRevenge 5664.3 (1870.5) 5182.0 (1209.3) 8064.8 (2859.8) 9495.0 (2638.3) 3649.0 (168.6) 7005.7 (394.2) 8225.1 (957.9) 3121.2 54577.0
Table 5.3: Comparison of our method (SimPLe) with model-free benchmarks - PPO and Rainbow, trained with 100K, 500K and 1M steps. (1 step equals 4 frames)
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Game Ours, deterministic Ours, det. recurrent Ours, SD long Ours, SD Ours, SD γ = 0.90 Ours, SD γ = 0.95 SD 100 steps Ours, SD 25 steps random human
Alien 354.4 516.6 299.2 381.1 515.9 1030.5 409.2 586.9 411.9 530.5 567.3 682.7 399.5 522.3 525.5 792.8 184.8 7128.0
Amidar 58.0 84.8 82.7 118.4 80.2 102.7 85.1 114.0 55.1 58.9 84.3 101.4 45.2 47.5 93.1 137.7 11.8 1720.0
Assault 334.4 560.1 566.6 627.2 509.1 671.1 355.7 527.9 369.1 614.4 508.4 722.5 322.9 391.1 701.4 1060.3 233.7 742.0
Asterix 529.7 1087.5 1798.4 2282.0 1065.6 1485.2 1158.6 1393.8 805.5 1159.4 923.4 1034.4 813.3 1000.0 1128.1 2313.3 248.8 8503.0
Asteroids 727.3 854.7 827.7 919.8 899.7 955.6 671.2 962.0 885.5 909.1 886.1 949.5 813.8 962.2 657.5 752.7 649.0 47389.0
Atlantis 15587.5 16545.3 15939.1 17778.1 13695.3 34890.6 13645.3 18396.9 19367.2 23046.9 12981.2 23579.7 15020.3 16790.6 12196.9 15728.1 16492.0 29028.0
BankHeist 14.4 16.2 14.7 18.8 31.9 77.5 8.9 13.9 12.3 14.5 12.3 13.1 12.8 17.2 14.1 17.0 15.0 753.0
BattleZone 3312.5 4140.6 4515.6 9312.5 3484.4 5359.4 5390.6 7093.8 2937.5 3343.8 4421.9 4703.1 3500.0 8906.2 3859.4 5734.4 2895.0 37188.0
BeamRider 453.1 515.5 351.4 470.2 580.2 728.8 433.9 512.6 393.5 682.8 446.6 519.2 447.1 544.6 385.7 741.9 372.1 16926.0
Bowling 27.0 36.2 28.4 43.7 28.0 39.6 24.9 55.0 27.7 34.9 22.6 28.6 28.4 39.9 37.0 54.7 24.2 161.0
Boxing -7.1 0.2 3.5 5.0 9.4 21.0 8.3 21.5 6.4 31.5 2.5 15.0 -0.7 2.2 -0.9 20.8 0.3 12.0
Breakout 5.5 9.8 12.5 13.9 16.0 22.8 11.0 19.5 7.4 10.4 10.2 14.1 10.5 16.7 6.9 13.0 0.9 30.0
ChopperCommand 942.2 1167.2 748.4 957.8 909.4 1279.7 1139.1 1909.4 682.8 1045.3 954.7 1010.9 751.6 989.1 1031.2 1329.7 671.0 7388.0
CrazyClimber 20754.7 23831.2 49854.7 80156.2 55795.3 87593.8 41396.9 67250.0 56875.0 58979.7 19448.4 84070.3 53406.2 64196.9 19345.3 43179.7 7339.5 35829.0
DemonAttack 219.2 263.0 135.8 148.4 191.2 288.9 182.4 223.9 160.3 293.8 204.1 312.8 164.4 222.6 187.5 424.8 140.0 1971.0
FishingDerby -94.3 -90.2 -97.3 -94.2 -91.8 -84.3 -91.6 -88.6 -90.0 -85.7 -92.0 -88.8 -90.6 -85.4 -95.0 -90.7 -93.6 -39.0
Freeway 0.0 29.3 29.3 32.2 21.5 32.0 33.5 34.0 31.1 32.0 33.5 33.8 30.0 32.3 29.9 33.5 0.0 30.0
Frostbite 194.5 203.9 213.4 256.2 248.8 266.9 253.1 262.8 246.7 261.7 250.0 255.9 215.8 247.7 249.4 337.5 74.0 -
Gopher 514.7 740.6 270.3 320.9 525.3 845.6 856.9 934.4 874.1 1167.2 604.1 1001.6 726.9 891.6 526.2 845.0 245.9 2412.0
Gravitar 232.8 310.2 219.5 300.0 156.2 233.6 202.3 252.3 223.4 225.8 228.1 243.8 193.8 218.0 93.0 240.6 227.2 3351.0
Hero 71.5 2913.0 75.0 2601.5 2935.0 3061.6 237.5 3133.8 3135.0 3147.5 3066.2 5092.0 3067.3 3256.9 1487.2 2964.8 224.6 30826.0
IceHockey -12.4 -9.9 -14.8 -11.8 -12.3 -7.2 -10.0 -7.7 -11.8 -8.5 -11.6 -10.7 -12.9 -10.0 -12.2 -11.0 -9.7 1.0
Jamesbond 64.8 128.9 64.8 219.5 110.9 141.4 87.5 323.4 25.0 46.9 58.6 69.5 61.7 139.1 139.8 261.7 29.2 303.0
Kangaroo 500.0 828.1 68.8 728.1 62.5 65.6 215.6 909.4 103.1 334.4 34.4 50.0 43.8 1362.5 56.2 1128.1 42.0 3035.0
Krull 852.2 1014.3 1783.6 2943.6 1933.7 3317.5 4264.3 7163.2 1874.8 3554.5 2254.0 3827.1 3142.8 6315.2 3198.2 6833.4 1543.3 2666.0
KungFuMaster 7575.0 20450.0 4848.4 8065.6 14318.8 21054.7 17448.4 21943.8 12964.1 21956.2 20195.3 23690.6 19718.8 25375.0 18025.0 20365.6 616.5 22736.0
MsPacman 557.3 818.0 1178.8 1685.9 1525.0 1903.4 751.2 1146.1 1410.5 1538.9 1277.3 1354.5 866.2 1401.9 777.2 1227.8 235.2 6952.0
NameThisGame 1468.1 1992.7 1826.7 2614.5 2460.0 2782.8 1919.8 2377.7 2087.3 2155.2 1994.8 2570.3 2153.4 2471.9 1964.2 2314.8 2136.8 8049.0
Pong -19.6 -8.5 -17.3 16.7 20.7 21.0 1.4 21.0 -2.0 6.6 3.8 14.2 -17.9 -2.0 -10.1 21.0 -20.4 15.0
PrivateEye 0.0 98.9 75.0 82.8 0.0 100.0 76.6 100.0 75.0 96.9 60.9 100.0 96.9 99.3 100.0 4038.7 26.6 69571.0
Qbert 476.6 702.7 555.9 869.9 656.2 4259.0 508.6 802.7 802.3 1721.9 974.6 2322.3 475.0 812.5 668.8 747.3 166.1 13455.0
Riverraid 1416.1 1929.4 1784.4 2274.5 2360.0 2659.8 1799.4 2158.4 2053.8 2307.5 2143.6 2221.2 1387.8 1759.8 1345.5 1923.4 1451.0 17118.0
RoadRunner 5901.6 8484.4 781.2 2857.8 5906.2 11176.6 2804.7 10676.6 1620.3 4104.7 7032.8 14978.1 857.8 1342.2 2717.2 8560.9 0.0 7845.0
Seaquest 414.4 768.1 236.9 470.6 711.6 854.1 386.9 497.2 330.9 551.2 332.8 460.9 274.1 317.2 366.9 527.2 61.1 42055.0
UpNDown 1195.9 2071.1 1007.5 1315.2 1616.1 8614.5 2389.5 3798.3 1433.3 1622.0 1248.6 1999.4 1670.3 2728.0 1825.2 5193.1 488.4 11693.0
YarsRevenge 3047.0 3380.5 3416.3 4230.8 6580.2 7547.4 2435.5 3914.1 2955.9 3314.5 3434.8 3896.3 2745.3 2848.1 4276.3 6673.1 3121.2 54577.0
Table 5.4: Models comparison. Scores of median (left) and best (right) models out of five training runs. Right most columns are random agent and human score.
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CHAPTER 6: TIME REVERSAL AS SELF-SUPERVISION
Even if it turns out that time travel is impossible, it is
important that we understand why it is impossible.
Stephen Hawking
A longstanding challenge in robot learning for manipulation tasks has been the ability to gen-
eralize to varying initial conditions, diverse objects, and changing objectives. Learning based
approaches have shown promise in producing robust policies, but require heavy supervision to
efficiently learn precise control, especially from visual inputs. We propose a novel self-supervision
technique that uses time-reversal to provide high level supervision to reach goals. In particular, we
introduce the time-reversal model (TRM), a self-supervised model which explores outward from
a set of goal states and learns to predict these trajectories in reverse. This provides a high level
plan towards goals, allowing us to learn complex manipulation tasks with no demonstrations or
exploration at test time. We test our method on the domain of assembly, specifically the mating of
tetris-style block pairs. Using our method operating atop visual model predictive control, we are
able to assemble tetris blocks on a KuKa IIWA-14 using only uncalibrated RGB camera input, and
generalize to unseen block pairs.
6.1 INTRODUCTION
Learning general policies for complex manipulation tasks often requires being robust to unseen
objects and noisy scenes. However, learning complex tasks, in particular from visual inputs, present
a number of challenges: (1) efficiently exploring the state space, (2) acquiring the suitable visual
representation for the task, and (3) learning to execute fine control from dense input. To combat
these issues, many methods rely heavily on some form of supervision, either as demonstrations,
shaped rewards, or privileged state information. However, acquiring such supervision can be very
costly. Shaped rewards often require significant tuning, demonstrations require experts to complete
the task many times, and acquiring privileged state information often makes strong assumptions
about the environment.
As an alternative to relying on outside supervision, we ask the question: “Can an autonomous
agent acquire this supervision on its own?” In attempting to answer this question, our critical insight
is that for many manipulation tasks, solving the task directly is difficult, while inverting it (changing
the scene from solved to un-solved) is easy. To that end, we propose a novel method for gaining
self-supervision that operates by exploring outward from a set of goal states, and reversing the
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Figure 6.1: Our method (1) collects trajectories exploring outward from a set of goal states and reverses them. It then
(2) trains a supervised model, the time reversal model (TRM), to predict these reversed trajectories. (3) It uses the
trained TRM to predict the trajectory of states leading to the goal state for a new scene. (4) Control is executed to
follow the trajectory predicted by TRM.
trajectories. We train a time-reversal model (TRM) to predict these reversed trajectories, thereby
creating a source of supervision leading to the goal state.
Most manipulation tasks that one would want to solve require some understanding of objects
and how they interact. However understanding object relationships in a task specific context is non-
trivial. Consider the seemingly simple task of putting a cap on a pen. Successful task completion
is dependent on both concentric alignment of axis and a particular approach direction. Thus we
argue that learning the schematic understanding of objects and their relationships for manipulation
requires (1) contextual understanding, (2) high level reasoning, and (3) precise control. However,
uncapping the pen is a generally simpler task, requiring less exploration and fine control to achieve.
Yet, by uncapping the pen, one can learn the contextual understanding and high level reasoning
needed to re-cap it. This is the key principle behind our time-reversal method. TRM models trained
on reversed uncapping trajectories could provide strong supervision about coaxial alignment and
approach direction. TRM’s supervision can then be consumed by any local planner for execution.
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The time-reversal method works by first collecting data by initializing to some set of goal states,
applying random forces to disrupt the scene, and recording the subsequent states. We then train the
TRM to predict these trajectories in reverse. At test time (when the goal states are unknown), the
trained model can take the current state as input and provide supervision towards the goal, in the
form of a guiding trajectory of frames leading from current state towards the goal (See Figure 6.1).
This guiding trajectory can be used as indirect supervision to generate a low level control policy via
any model based or model-free techniques. Additionally, the time-reversal method can operate in
any state domain, such as robot joint states, latent states, or raw images. Note that the time-reversal
model does not use or predict actions, purely state trajectories. This circumvents the issue of many
actions being irreversible, and decouples high level task reasoning from low level control, each of
which can be learned separately. This decoupling of high level planning in state space and low level
control should enable learning of more complex, multi-stage tasks.
We test our method on the task of Tetris block mating and attempt to learn the semantic un-
derstanding necessary to solve the problem from raw visual inputs (See Figure 6.2). While it is
not at the level of full scale assembly, this task requires understanding how the pieces must fit
together, how they must approach in order to fit together correctly, and the fine control necessary
to actually fit them together with a closed loop policy. This makes it especially challenging for
existing methods. In our results, we show that standard model-based reinforcement learning like in
[12] with a shaped cost fails to complete the task. Additionally, a state of the art model-free method,
D4PG [140] fails to learn when the reward is highly sparse, and even when it does learn fails to
generalize to unseen block pairs, despite using privileged state information instead of images.
Experimental results show that TRM can reliably provide supervision towards the goal configu-
ration, entirely in visual space. Using TRM with a visual model predictive control, we achieve a
success rate more than double that of the model-based baseline, while generalizing to unseen blocks
(unlike the model-free baseline). The performance achieved by using TRM is comparable to far
more heavily supervised methods, such as visual model predictive control with ground truth goal
and trajectory information [12] (referred to as Oracles in our results).
In addition, we show that using TRM trained with data generated in a MuJoCo simulation [141]
with domain randomization [142], we are able to perform sim-to-real transfer, we are able to
achieve a 75% success rate of block pair mating on a real robot setup using a KUKA IIWA and
only uncalibrated RGB camera input (No information between camera frame and robot frame is
provided).
Summary of Contributions:
1. Our primary contribution is a novel method for self-supervision that uses time-reversal to
predict accurate trajectories towards goals.
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Figure 6.2: The Tetris Block Mating Task: top row: the real setup consists of a KuKa IIWA arm mounted over a flat
tabletop workspace. bottom row the Mujoco simulation environment contains a similar setup of block pairs on a flat
table top. The tool in the simulator is a single green block. left column: initial states consist of the blocks randomly
placed in the scene. right column: Goal states consist of any state where the male and female part fit together to
complete the 3x3 square. These can occur at any pose - the only criteria to be a goal state is that the parts are properly
mated.
2. We demonstrate that this method can be used in conjunction with a control policy to execute
tasks, with significantly higher success rates than model-based and model-free baselines.
3. We show that this method can enable completion of tasks on real robots using training in
simulation with domain randomization.
6.2 RELATED WORK
Methods for robot control from visual inputs have been demonstrated on problems ranging from
driving [143] to soccer [144]. One approach has been visual servoing, which directly performs
closed loop control on image features [145, 146, 147]. While some visual servoing methods work
with uncalibrated camera inputs [148, 149], the general hand crafted nature of visual servoing limits
the complexity of visual inputs and tasks where it can be applied. Other works have emphasized
learning based approaches, in particular the use of deep neural networks to learn visuo-motor control
from images [143, 150, 151, 144]. These methods have shown impressive results in the problems of
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simple manipulation and grasping [152, 153, 16, 154, 155, 156] by learning task specific policies.
While these approaches are generally successful in their task, they have not been demonstrated
on more complex tasks, particularly those which require both high-level planning and precise
control. These methods have also been shown to work well when trained in simulation with domain
randomization and transferred to a physical robot [142, 157, 158, 159], a strategy which we use in
our method.
Model based approaches to robot control have traditionally been most effective in tasks with
low-dimensional states, such as helicopter control [160] and robotic cutting [161], however recent
methods have found success in learning a dynamics model in image space [12, 162, 76].
Similarly, Agarwal et al. [163] and Nair et al. [164] have learned inverse dynamics models in
image space. These models have been shown to be effective in planning [126], and have even been
extended to operate in 3D point cloud space [165, 166]. While these approaches work well on
simple tasks, they require additional information during evaluation in the form of either goal images
or demonstrations, exactly what our method circumvents.
At the same time, exploration of visual domains remains a significant challenge. A number
of recent works have tried to tackle this problem in low dimensional spaces by training goal-
conditioned policies, and reformulating seen states as goals as self-supervision, yielding improved
sample efficiency [167, 168]. A similar idea has been extended to physical robots and images
by Nair and Pong et al [169], who practice reaching imagined goals. This method however still
requires goal images at test-time, and tests on a simpler puck-pushing tasks.
Another approach to self-supervised exploration involves resetting to goal states and exploring
states around the goal state [170, 171, 172]. While these methods are most similar to our approach,
they do not use the exploration around goal states as supervision or guidance, but rather as additional
experience which they add to a policy’s replay buffer. As a result these methods still need exploration
unlike our method which needs neither goal specification nor exploration at evaluation time. These
approaches also have not been shown on physical robots with image input.
6.3 BACKGROUND
We formulate the space of problems in which our method can be applied as finite-horizon, Markov
decision processes with sparse rewards. At each timestep t, the agent receives a state st ∈ S and
chooses an action at ∈ A based on a stochastic policy at ∼ π(st). After taking an action the
environment returns the stochastic next state st+1 and reward r(st, at) = 1{st+1 ∈ Sg} where Sg is
a subset of S consisting of all goal states.
Our method is well suited when: (1) During a training phase we can reset to some subset of
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goal states S ′g ∈ Sg, selected at random. (2) The Markov chain produced by taking uniformly
random actions from any goal state sg ∈ S ′g has a non-zero probability of reaching all states s ∈ S.
Assumption 1 enables us to reset to goal states during the training phase. However, it does not
provide any general specification of goal states nor any information about how to reach them.
Furthermore, assumption 2 simply ensures that all states s ∈ S can be reached from the goal, a
condition satisfied in many manipulation problems.
Our formulation does not assume that at evaluation time the objective is to reach a specific state
sg, but rather to reach any state sg ∈ Sg, where no specification of the goal is provided. Thus a
successful method must be able to (1) reason about what the goal state is given the current state and
(2) execute control to reach it.
6.4 METHOD
The core contribution of our method lies in the time-reversal framework, which can be broken
down into three distinct phases
1. Time-reversal exploration and data collection
2. Time-reversal model (TRM) training
3. Test time goal and trajectory prediction using time-reversal model.
Then, using the goals and trajectories provided by the time reversal model, one can create a
policy at ∼ πθ,δ(st) to complete the task.
6.4.1 Time-Reversal Exploration and Data Collection
The motivation behind time-reversal is that for many tasks, it is much easier to invert the scene,
i.e. destroy the scene from a goal state, than to reach a goal state from an initial state. Thus, if
the information collected by inverting the scene can be used to reach goals, the need for external
supervision to learn tasks can be reduced.
During the exploration and data collection phase, the scene resets to a goal state s′g ∈ Sg, and the
agent explores outward using random perturbations to the scene. Thus, using no expert knowledge,
the agent collects a trajectory s′g, st+1, st+2, ..., st+M which when reversed can be used by the agent
to learn to return to the goal state.
For many manipulation tasks, a random exploration policy such as the one described is sufficient
in exploring the space, in particular when randomly perturbing the scene the distribution of st+M
matches the distribution of initial states s0. In some manipulation tasks this may not be the case.
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Figure 6.3: Time Reversal Model Predictions: Examples of the output of TRM on unseen scenes in the Tetris block
mating task. TRM takes any state and predicts the sequence of states leading to a goal, which for this task consists of
completing the 3x3 configuration. Note that since there are many valid goal states, the video prediction problem is
highly stochastic. Hence, predicted images are likely to be blurrier than in more deterministic cases, such as in the
visual dynamics model.
Consider the task of screwing a cap on a bottle. In this setting, random perturbations on the tightened
cap are unlikely to yield states which represent the distribution of initial states (before the cap has
been screwed on the bottle). However, we argue that our time reversal framework can be still be
applied in these cases, using a different method of exploration1.
6.4.2 Time-Reversal Model Training
After the exploration and data collection phase, the agent has collected k trajectories of the form
st, st+1, st+2, ..., st+M where st ∈ Sg are potential goal states.
1An exploration policy driven by curiosity in the form of state novelty could work well here. Left to future work.
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Figure 6.4: Architecture of stochastic variational video prediction model (SV2P) [21] used for time reversal and
visual dynamics models. The architecture has two main sub-networks, one convolutional network which approximates
the distribution of latent values give all the frames, and a recurrent convolutional network which predicts the pixels
of the next frame, given the previous frame, sampled latent, action (if available). The code is open sourced in
Tensor2Tensor [30] library.
We then reverse these trajectories, and train the time-reversal model to predict a sequence of





t+M−A ∼ TRMθ(st+M) (6.1)
where A is a tunable parameter for how many time steps time-reversal model predicts. The TRM
is then trained to minimize the loss L(TRMθ(st+M), st+M−1, ..., st+M−(A−1), st+M−A]) across
batches of trajectories. Details about the loss and architecture used can be found in Section 6.5.
6.4.3 Goal and Trajectory Prediction using TRM
At test time, the agent’s objective is to reach a goal in a new scene where the specific set of goal
states Sg is unknown. In particular, the agent is initialized to some initial state s0, and wants to
reach some goal state s′g ∈ Sg. The agent is not provided any supervision here besides knowing
when the task is complete (i.e. there is no explicit reward function). Rather, the trained time reversal





t+A ∼ TRMθ(st) (6.2)
At every time step in the episode this trajectory is recomputed, producing a high level plan towards
the goal state. In Figure 6.3 we demonstrate some of these predicted trajectories for the Tetris
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block mating problem.
Note that the time-reversal model does not predict actions, but rather trajectories of states. This
decoupling serves two purposes. First, clearly many actions are not reversible, e.g. p(st+1|st, at) 6=
p(st|st+1, at). Second, by allowing the TRM to focus exclusively on state trajectories, it is able to
learn a high level plan purely in state space, removing the challenge of learning dynamics if actions
were included. Then, using a trained time-reversal model, control can be learned separately. Details
on the control method can be found in Section 6.5.
6.5 METHOD DETAILS
While the time-reversal framework can operate in any state space, we specifically examine the
problem of Tetris block pair mating from raw RGB input. Thus our time-reversal model becomes
a video prediction model, details of which are described in Section 6.5.1. Additionally, while the
time-reversal framework can operate with any control policy, we use visual model predictive control
as in [12], the details of which are provided in Section 6.5.2.
6.5.1 Time-Reversal Model Training Details
Trajectory Prediction Loss
We use the video prediction loss and training scheme proposed in Stochastic Variational Video
Prediction (SV2P) [21]. The method consists of a generative model pθ which generates future
states st:T given previous states s0:t and a latent variable z which captures the stochasticity in the
trajectory. Additionally it contains an inference network qφ which estimates the posterior p(z|s0:T )
during training. Both pθ and qφ are trained to minimize the variational lower bound
L(s) = Eqφ(z|s0:T )[log pθ(st:T |s0:t, z) +DKL(qφ(z|s0:T ), p(z))] (6.3)
where the prior p(z) = N (0, 1)
Model Architecture
The model architecture used is the same as the one used in SV2P [21]. The generator consists of
a deep recurrent convolutional network which takes in some frames as input and predicts A future
frames conditioned on the latent variable and optionally an agent action. Specifically, the generated
feature maps are used to predict k transformations using the CDNA (Convolutional Dynamic Neural
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Advection) motion module proposed in [20], and k corresponding masks specifying where the
transformations should be applied. The inference network is also a convolutional network which
predicts the distribution of latent variables given all of the frames. A detailed overview of the model
architecture is shown in Figure 6.4.
6.5.2 Using TRM Prediction for Control
Given the time-reversal models predicted trajectory towards the goal, an agent can use any number
of control methods to take actions which follow this trajectory. For example, using model-based
techniques, one can use a model to plan actions which follows the states predicted by the TRM.
Using model-free approaches, one can learn a policy using a reward function which gives high
reward for following a state trajectory similar to the one predicted by the TRM.
In this work, we use visual model predictive control as a means to take actions which follow
the TRM trajectory. We learn a visual dynamics model through random actions as done in [12].
The visual dynamics model is also an instance of the SV2P model, and is trained using an identical
architecture and loss to the time-reversal model. The only difference is that the visual dynamics
model is trained on temporally ordered sequences (not reversed), and includes actions. Specifically,
given the current state, and a sequence of N actions, the visual dynamics model is trained to predict





t+N ∼ Fδ(st, at, at+1, ...at+N) (6.4)
Then, given the trained visual dynamics model and time-reversal model, we plan actions using
the cross entropy method (CEM) [173] such that the predicted future states align with the predicted
TRM trajectory.
Formally, this decomposes the control policy at ∼ πθ,δ(st) into a visual dynamics model Fδ(st, at)
and the time reversal model TRMθ(st).
πθ,δ = CEM(Fδ, TRMθ, st) (6.5)
This policy πθ,δ is then used to receive states and produce actions at each step of evaluation. A
visual depiction of one step of the policy is shown in Figure 6.5. At a single time step, the time-
reversal model predicts the sequence of states leading towards a goal state, and iterative sampling
and refitting is used to find actions for which the visual dynamics model predicts a trajectory which
matches the time-reversal model trajectory.
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Figure 6.5: One step of control: A new image is provided and is fed through the time reversal model to produce a
trajectory toward the goal state. Simultaneously, we use CEM to optimize actions with the cost of an action defined by
its predicted next state similarity to the TRM trajectory.
We initialize the Gaussian distribution for CEM to N (0, 0.1), sample 200 actions, refit to the 40
actions with lowest cost, and repeat at most 5 iterations before stepping the action with lowest cost
in the environment. We use mean squared error between the predicted outcome images and TRM’s
5th frame prediction as cost for each action.
Note that the learning of the visual dynamics model and use of CEM for planning is not novel and
is simply a means to take actions which follow the time-reversal model trajectory. Our contribution
lies in the time-reversal model itself, and any number of control methods can be used to plan with it.
6.6 EXPERIMENT DETAILS
6.6.1 Objects and Goals
Our problem of Tetris block mating consists of a single block pair, decomposed, with each part
randomly placed on a flat tabletop. A tool (simulated cube or a robot end-effector) is used to push
the objects in the scene. Each block pair consists of two parts which when mated complete a 3x3
square.
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The set of goal states Sg consists of all states where the objects are combined to form the 3x3
square. Importantly, the goal configuration is pose invariant. As long as the 3x3 square is completed,
the goal configuration is reached regardless of the location on the table or orientation where the
completion occurred. Figure 6.2 demonstrates examples of initial and goal states in both the real
and simulated setup.
In our experiments we operate in the simplified setting where one block is initialized randomly in
the top half, the other randomly at the bottom half, and to the correct orientation. Once the episode
starts the blocks are free to move and rotate. We measure the success rate of reaching the mated
configuration within 30 time steps, where a single action is taken in one time step.
6.6.2 Observation/Action Space
The observation space consists of 64x64 pixel angled top-down RGB images.
The action space is the high level action space A ∈ R4 bounded from −0.2 to 0.2, representing
the start < x, y > location and an end < x, y > location of a push.
In practice, when an action is called with a start and end point, the robot endeffector (or simulated
tool) moves to above the start location, moves down to the table height, pushes linearly towards the
end point using Cartesian control with a force threshold, then lifts up and out of the scene, at which
point the next state is captured.
6.6.3 Environments
We primarily train our models on data generated in a simulation environment, and evaluate our
methods on both the simulation environment and a real robot setup (See Figure 6.2).
Simulation Environment
The simulation setup is built using the MuJoCo simulation engine [141]. It consists of a flat
tabletop, upon which the male and female blocks can slide in the x, y plane or rotate around the z
axis. The green cube like tool exists in the scene as well, and executes a push from a goal point to a
target point. When it is not pushing, the cube is invisible and out of the scene.
The blocks are composed of several cubes (of side length 5cm), forming unique shapes (See
Figure 6.6) . Each block is free to move from [-17, 17] cm in both the x and y directions.
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Robot Environment
The robot environment consists of a KUKA IIWA robot operating on a tabletop. The blocks
dimensions are the same as in simulation. Again these blocks are free to slide and rotate on the
table top. Like the tool in the simulation, the robot end-effector appears to execute a push, lowers
itself to the start position, pushes to the goal location, then raises itself out of the scene.
In the robot setup the blocks are free to move [-15, 15] cm in the x direction, and [-14, 16] cm in
the y direction, limited due to the physical robot work-space boundaries.
6.6.4 Data Collection
To train both the visual dynamics model and time reversal model, we primarily collect data in
simulation. To transfer to the real world, and to improve overall performance, we apply domain
randomization [142]. For the visual dynamics model we also explore collecting data on the real
robot.
Time-Reversal Model Data/Training
To collect training data for the time reversal model, we collect dis-assembly trajectories. Specifi-
cally, in a single trajectory we first initialize to a goal state sg ∈ Sg chosen uniformly at random.
We then insert random forces to break apart the objects and record the subsequent trajectory of
states s0(sg), s1, ..., sT . We then save the trajectory in reverse: sT , ..., s1, s0(sg)
The forces applied to the blocks aim to break apart the blocks, with forces applied outward from
the middle of the mated configuration plus some uniformly random noise. In addition uniformly
random rotational forces are applied to the blocks, providing more realistic trajectories.
Each trajectory consists of T = 50 images sampled at 1 Hz. In total, we collect 20K trajectories.
We train SV2P on these sequences which converges with around 100K stochastic gradient decent
steps of batch size 16.
Visual Dynamics Model Data/Training
To collect training data for the visual dynamics model, we simply execute random actions, and
capture the subsequent state. In a single trajectory, we initialize to a state s0 ∈ S, sample actions
uniformly, and save the transitions (st, at, st+1). The actions are limited to 5 cm in size, and are
biased towards choosing a goal location within 15 cm of a block 80% of the time to facilitate object
interaction.
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Figure 6.6: Domain Randomization: We randomize the color of the blocks, the position of the light, and the position/field
of view of the camera to generate a randomized data set. We apply this randomization in the data for both the visual
dynamics and time-reversal models, and it allows us to transfer these models a real robot setup without the need for
fine-tuning on real data.
In total we collect 100,000 trajectories in simulation, where each trajectory consists of a sequence
of 10 actions. We train an action conditioned version of SV2P on these sequencues. We explore
predicting 2/5/10 frames into the future given the input frame and 2/5/10 actions. We find that
predicting 5 frames generally performed the best (See Table 6.2), and training this takes 300K
gradient steps.
Visual Dynamics Model Data Collection (Real Robot)
Visual dynamics model data collection is identical to simulated data collection with the exception
that on the real robot there is no bias towards interacting with blocks (since the blocks locations are
unknown). We collected 825 trajectories on the real robot, each consisting of 10 actions.
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D4PG [140] (Full State) Convex Hull [12] TRM (Ours) Oracle 1 [12] Oracle 2 [12] Oracle 3 [12]
Seen Blocks 0.91± .01 0.19± .02 0.49± .02 0.57± .02 0.64± .01 0.79± .01
Seen Blocks (Far) 0.0± 0.0 0.14± .03 0.56± .02 0.61± .02 0.70± .01 0.86± .01
Unseen Blocks 0.07± .01 0.26± .02 0.50± .03 0.55± .02 0.49± .03 0.65± .02
Table 6.1: Baseline/Oracle Comparisons: Here we show the success rate of our method, model-free and model based
baselines, and ground truth oracles at three variants of the Tetris block mating task. In the Seen Blocks variant, the
models are tested on mating block pairs seen during training, in the Seen Blocks (Far) variant, the models are tested on
seen block pairs, but initialized farther away (at least 30 cm), and in the Unseen Blocks variant, the models are tested
on mating block pairs not seen during training. TRM (Ours) (no supervision), compared to baselines: Distributed
Distributional Deep Deterministic Policy Gradient (D4PG) [140] with low level poses as state and sparse reward,
and Convex Hull ([12] with convex hull of the blocks as cost). We also show 3 Oracles, all of which use ground truth
information not available to the other models: “Oracle 1” ([12] with ground truth goal image provided), “Oracle 2”
([12] with closest ground truth goal image recomputed every step), “Oracle 3” (Same as “Oracle 2” but including a
ground truth path towards the goal image)
Transfer to the Real World
In our simulated data generation, we explore using domain randomization to enable the learned
visual dynamics model and time-reversal model to transfer directly to the physical robot without
additional data. In particular, we randomize the color of the blocks and the table and the position of
the light by up to 2 meters in any direction. We also randomize the position of the camera by up to
10 cm in any direction and randomize the camera’s field of view by up to 10 degrees (See Figure
6.6).
6.7 RESULTS
The self-supervised nature of our approach means that most common baselines do not provide a
direct comparison. Thus in addition to model-free and model-based baselines, we compare against
a set of Oracles which use ground truth information (not available in real world, made available
only in physics simulators) in-order to provide supervision. We find that even heavily supervised
methods using ground truth information are unable to fully solve the task, indicating the difficulty
of our experimental setup.
6.7.1 Baseline/Oracle Comparisons
Below we describe all baselines and Oracles which we compare our method against. The success
rates for each method are shown in Table 6.1.
D4PG [140]: Distributed Distributional Deep Deterministic Policy Gradient. This model-
free algorithm is trained for 1 million steps with a sparse reward R(s) = 1 if the blocks are mated
and 0 otherwise. Unlike all of the other methods, D4PG uses ground truth object poses as the state
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space, not images, meaning that it requires privileged information. While it is able to succeed in the
simplest setting (with a 91% success rate), it completely fails when the reward is more sparse, and
fails to generalize to unseen block pairs, unlike our method.
Convex Hull: Deep Visual Foresight [12] with Convex Hull Cost. Performs visual model
predictive control in the same way as in our method, using the same exact visual dynamics model.
However, the cost of an action is computed as the area of the convex hull of the blocks in the
predicted future image. The convex hull is computed by using color segmentation to identify the
blocks, and solving for the convex hull in pixel space. The convex hull will be larger the farther
away the blocks are, and will be minimized when the blocks are correctly mated, thus it provides
a shaped reward for the visual model predictive control. Despite using this shaped reward, this
approach achieves a success rate roughly half of what our method achieves, indicating the value of
explictly predicting a trajectory toward the goal.
TRM (Ours): Time-Reversal Model. Our method using CEM(Fδ, TRMθ, st), as described
in Section 6.4, using the 5th frame prediction from TRM to compute cost and doing max 5 iterations
of CEM.
Oracle 1: Deep Visual Foresight [12] with Ground Truth Goal Image. In this setting, we
perform visual model predictive control in the same way as in our method, using the same exact
visual dynamics model. However, in this case, instead of planning actions for which the predicted
future states match the TRM predicted trajectory, we plan actions for which the predicted future
states match a ground truth goal image (generated by accessing the internals of the simulator). That
is, at every time step of the episode the action comes from CEM(Fδ, sg, st) using the difference to
one goal image sg ∈ Sg to compute cost. This approach has a marginally higher success rate than
our method (within 10%), due to the fact that it uses the ground truth goal image, while our method
learns to predict the goal.
Oracle 2: Deep Visual Foresight [12] with Adaptively Computed Ground Truth Goal Im-
age. Again, we perform visual model predictive control in the same using the same exact visual
dynamics model. However, in this case, we plan actions for which the predicted future states match
a ground truth goal image that is updated online at every timestep. That is, at a single time step of
the episode the action comes from CEM(Fδ, sg,t, st) using the difference to a goal image sg,t ∈ Sg
to compute cost, where sg,t provided by the environment is the easiest possible goal state to reach
from the state at time t. Like “Oracle 1”, the approach slightly outperforms our method (within
15%), again because it uses even more ground truth information.
Oracle 3: Deep Visual Foresight [12] with Full Ground Truth Goal Trajectory. Like the
previous two oracles, we perform visual model predictive control using the same exact visual
dynamics model. However, in this case, we plan actions for which the predicted future states match
a linearly interpolated trajectory from the current state to the easiest to reach goal state (again
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Training TRM CEM Success
Data Frames Steps Rate
Standard 5 5 0.49± .02
Standard 10 5 0.40± .01
Standard 5 10 0.46± .03
Standard 5 1 0.43± .02
+ Online 5 5 0.45± .02
Fixed Camera 5 5 0.43± .02
Table 6.2: Ablation Study: We compare variants of our method using the time-reversal model with visual model
predictive control. We compare training data, where “Standard” represents training on simulated data with domain
randomization, “+ Online” includes finetuning the visual dynamics model on 1000 trajectories from evaluation, and
“Fixed Camera” means not including camera randomization. Additionally, we explore changing the number of TRM
frames used for planning and the number of steps of CEM. 500 trials each.
generated by accessing the internals of the simulator). That is, at a single time step of the episode the




g,t], st) using the difference to a ground truth linearly




g,t to compute cost, where sg,t ∈ Sg provided by the envi-
ronment is the easiest possible goal state to reach from the current state. This method not only gets
the easiest ground truth state, but also gets the ground truth trajectory. This approach outperforms
all of the other methods, because it uses entirely ground truth information (the full ground truth
trajectory). Thus it is an upper bound on performance using visual model predictive control.
It is important to note that unlike our method, the Oracle comparisons cannot be extended to the
real robot because they require ground truth goal information. Rather, the Oracles require access
to a simulator which can be used to compute and render the ground truth goal image or trajectory.
TRM (our method) does not use this information, but still achieves comparable performance
(see Table 6.1) by learning to predict the goal image and the trajectory towards it. TRM also
significantly outperforms the model-based baseline in success rate and model-free baseline in ability
to generalize.
6.7.2 Ablation Study
In addition we explore variations in our method and how they impact overall performance in an
ablation study in Table 6.2. First, we observe that performance is improved by taking smaller (5
frame) steps along the TRM trajectory as opposed to larger (10 frame) ones. We suspect the reason
for this is because larger steps yield larger magnitude actions, which are likely to be more stochastic
than small changes.




Standard Seen 0.75± .10
Standard Unseen 0.50± .11
+ Robot Data Seen 0.70± .10
Fixed Camera Seen 0.75± .10
Table 6.3: Robot Results: We test transferring our method to a physical setup with a KuKa IIWA robot. We find that
testing on seen blocks, it achieves 75% success. We additionally report the performance on (1) unseen blocks, (2)
finetuned on real robot pushing data, and (3) without camera randomization in the domain randomization process. 20
trials each.
performance. In particular, too few steps of the method likely leads to an action far from the
true optimal action which minimizes cost. Simultaneously, since the visual dynamics model is
imperfect, too many steps of cross entropy can yield over-fitting to errors in the visual dynamics
model, causing the model to collapse into repeating a mistake for the whole episode.
6.7.3 Robot Results
We demonstrate that our approach successfully extends to a physical robot setup. In Table 6.3
we report our method’s performance on both seen and unseen blocks, as well as with fine-tuning
on robot data and a modified version of domain randomization during training that has no camera
randomization. Our method successfully mates seen block pairs 75% of the time and unseen block
pairs 50% of the time. We also find that fine tuning the visual dynamics model on the 825 robot
trajectories and removing camera randomization has no significant impact. We suspect the lack of
improvement from robot trajectories is due to benefits from aggressive domain randomization in
training.
6.8 LIMITATIONS AND FUTURE WORK
The primary limitation of time-reversal is that it is restricted to settings with reachability between
states, as described in Assumption 2 of the Preliminaries. While this is the case in a wide collection
of tasks, there are some settings where it does not hold. Consider the example of cooking - once an
egg has been cracked, there is no way it can be “uncracked”.
Another limitation of the current formulation is that we explore tasks for which the abstract,
high-level goals is fixed, while the explicit goal state for a given scene is unknown. While this may
apply in simple assembly problems, more complex problems will have a broader space of goals.
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One direction of future work would be to modify the time-reversal model to accept some form of
abstract goal specification, enabling goal conditioned TRM.
A limitation of the block mating task itself is that it is limited to the horizontal plane. While the
multiple stages of the task make it difficult for state of the art methods to solve, the visual scenes
are still fairly simple. We plan to extend this work to three dimensional structures, which will push
the complexity of both time-reversal and control.
Another limitation is the nature of the time-reversal exploration. Currently, the exploration is
done through random perturbations applied to the goal state, however in some complex tasks (such
as screwing a cap on a bottle), this form of exploration is insufficient. Using exploration methods
driven by state novelty is one possible approach to address this.
Lastly, blurriness in the video prediction has made it challenging to extend this work to more
complex assembly problems with longer horizons, many objects, and complex degrees of freedom.
One approach to address this would be to plan in latent space.
6.9 CONCLUSION
We have proposed a method which self-supervises task learning through time reversal. By
exploring outward from a set of goal states and learning to predict these state trajectories in reverse,
our method TRM is able to predict unknown goal states and the trajectory to reach them. This
method in conjunction with visual model predictive control is capable of assembling Tetris style
blocks with a physical robot using only visual inputs, while using no demonstrations or explicit
supervision.
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CHAPTER 7: STOCHASTIC STYLE TRANSFER
Everything that is made beautiful and fair and lovely,
is made for the eye of one who sees.
Rumi
Artistic style transfer is the problem of synthesizing an image with content similar to a given
image and style similar to another. Although recent feed-forward neural networks can generate
stylized images in real-time, these models produce a single stylization given a pair of style/content
images, and the user doesn’t have control over the synthesized output. Moreover, the style transfer
depends on the hyper-parameters of the model with varying "optimum" for different input images.
Therefore, if the stylized output is not appealing to the user, she/he has to try multiple models or
retrain one with different hyper-parameters to get a favorite stylization. In this paper, we address
these issues by proposing a novel method which allows adjustment of crucial hyper-parameters, after
the training and in real-time, through a set of manually adjustable parameters. These parameters
enable the user to modify the synthesized outputs from the same pair of style/content images, in
search of a favorite stylized image. Our quantitative and qualitative experiments indicate how
adjusting these parameters is comparable to retraining the model with different hyper-parameters.
We also demonstrate how these parameters can be randomized to generate results which are diverse
but still very similar in style and content.
7.1 INTRODUCTION
Style transfer is a long-standing problem in computer vision with the goal of synthesizing new
images by combining the content of one image with the style of another [174, 175, 176]. Recently,
neural style transfer techniques [177, 178, 98, 179, 180, 181] showed that the correlation between
the features extracted from the trained deep neural networks is quite effective on capturing the visual
styles and content that can be used for generating images similar in style and content. However,
since the definition of similarity is inherently vague, the objective of style transfer is not well defined
[182] and one can imagine multiple stylized images from the same pair of content/style images.
Existing real-time style transfer methods generate only one stylization for a given content/style
pair and while the stylizations of different methods usually look distinct [183, 184], it is not possible
to say that one stylization is better in all contexts since people react differently to images based on
their background and situation. Hence, to get favored stylizations users must try different methods
that is not satisfactory. It is more desirable to have a single model which can generate diverse
results, but still similar in style and content, in real-time, by adjusting some input parameters.
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One other issue with the current methods is their high sensitivity to the hyper-parameters. More
specifically, current real-time style transfer methods minimize a weighted sum of losses from
different layers of a pre-trained image classification model [98, 184] (check Sec 3 for details) and
different weight sets can result into very different styles (Figure 7.6). However, one can only
observe the effect of these weights in the final stylization by retraining the model with the new set
of weights. Considering the fact that the "optimal" set of weights can be different for any pair of
style/content (Figure 7.3) and also the fact that this "optimal" truly doesn’t exist (since the goodness
of the output is a personal choice) retraining the models over and over until the desired result is
generated is not practical.
The primary goal of this section is to address these issues by providing a novel mechanism which
allows for adjustment of the stylized image, in real-time and after training. To achieve this, we use
an auxiliary network which accepts additional parameters as inputs and changes the style transfer
process by adjusting the weights between multiple losses. We show that changing these parameters
at inference time results to stylizations similar to the ones achievable by retraining the model with
different hyper-parameters. We also show that a random selection of these parameters at run-time
can generate a random stylization. These solutions, enable the end user to be in full control of how
the stylized image is being formed as well as having the capability of generating multiple stochastic
stylized images from a fixed pair of style/content. The stochastic nature of our proposed method
is most apparent when viewing the transition between random generations. Therefore, we highly
encourage the reader to check the project website https://goo.gl/PVWQ9K.
7.2 RELATED WORK
The strength of deep networks in style transfer was first demonstrated by Gatys et al. [178].
While this method generates impressive results, it is too slow for real-time applications due to its
optimization loop. Follow up works speed up this process by training feed-forward networks that
can transfer style of a single style image [98, 185] or multiple styles [182]. Other works introduced
real-time methods to transfer style of arbitrary style image to an arbitrary content image [179, 184].
Although, these methods can generate stylization for the arbitrary inputs, they can only produce
one stylization for a single pair of content/style images. In the case that the user does not like the
result, it is not possible to get a different result without retraining the network for a different set
of hyper-parameters. Our goal in this paper is to train a single network that user can get different
stylization without retraining the network.
Generating diverse results have been studied in multiple domains such as colorizations [186, 187],











Figure 7.1: Adjusting the output of the synthesized stylized images in real-time without retraining. Each column shows
a different stylized image for the same content and style image. Note how each row still resembles the same content and
style while being widely different in details.
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Figure 7.2: Architecture of the proposed model. The loss adjustment parameters ac and as is passed to the network Λ
which will predict activation normalizers γa and βa that normalize activation of main stylizing network T . The stylized
image is passed to a trained image classifier where its intermediate representation is used to calculate the style loss
Ls and content loss Lc. Then the loss from each layer is multiplied by the corresponding input adjustment parameter.
Models Λ and T are trained jointly by minimizing this weighted sum. At generation time, values for ac and as can be
adjusted manually or sampled randomly.
is the most similar problem to the style transfer. Although we can generate multiple outputs from a
given input image [189, 191], we need a collection of target or style images for training. Therefore
we can not use it when we do not have a collection of similar styles. For instance, when we want
to generate multiple stylizations for the Starry Night painting, it is hard to find different similar
paintings.
Style loss function is a crucial part of style transfer which affects the output stylization signifi-
cantly. The most common style loss is Gram matrix which computes the second-order statistics
of the feature activations [178], however many alternative losses have been introduced to measure
distances between feature statistics of the style and stylized images such as correlation alignment
loss [192], histogram loss [193], and MMD loss [194]. More recent work [195] has used depth
similarity of style and stylized images as a part of the loss. We demonstrate the success of our
method using only Gram matrix; however, our approach can be expanded to utilize other losses as
well.
To the best of our knowledge, the only previous work which generates multiple stylizations
is [196] in which the authors utilized Julesz ensemble to encourage diversity in stylizations explicitly.
However their results are very similar in style, and they only differ in minor details. A qualitative




7.3.1 Style transfer using deep networks
Style transfer can be formulated as generating a stylized image p which its content is similar to a
given content image c and its style is close to another given style image s. The similarity in style
can be vaguely defined as sharing the same spatial statistics in low-level features, while similarity
in content is roughly having a close Euclidean distance in high-level features [179]. These features
are typically extracted from a pre-trained image classification network, commonly VGG-19 [197].
The main idea here is that the features obtained by the image classifier contain information about
the content of the input image while the correlation between these features represents its style.
In order to increase the similarity between two images, Gatys et al. [178] minimize the following








where φl(x) is activation of a pre-trained classification network at layer l given the input image
x, while Llc(p) and Lls(p) are content and style loss at layer l respectively. G(φl(p)) denotes the
Gram matrix associated with φl(p).
The total loss is calculated as the weighted sum of losses across a set of content layers C and










s are hyper-parameters to adjust the contribution of each layer to the loss. Layers can
be shared between C and S . These hyper-parameters have to be manually fine tuned through try
and error and usually vary for different style images (Figure 7.3). Finally, the objective of style







This objective can be minimized by iterative gradient-based optimization methods starting from an
initial p which usually is random noise or the content image itself.
93
1e-2 1e-3 1e-4Style
Figure 7.3: Effect of adjusting the style weight in style transfer network from [98]. Each column demonstrates the
result of a separate training with all wls set to the printed value. As can be seen, the "optimal" weight is different from
one style image to another and there can be multiple "good" stylizations depending on ones’ personal choice. Check
supplementary materials for more examples.
7.3.2 Real-time style transfer
Solving the objective in Equation 7.3 using an iterative method can be very slow and has to be
repeated for any given pair of style/content image. A much faster method is to directly train a
deep network T which maps a given content image c to a stylized image p [98]. T is usually a
feed-forward convolutional network (parameterized by θ) with residual connections between down-
sampling and up-sampling layers [198] and is trained on many content images using Equation 7.3




Lc(T (c)) + Ls(T (c))
)
(7.4)
The style image is assumed to be fixed and therefore a different network should be trained per style
image. However, for a fixed style image, this method can generate stylized images in real-time [98].
Recent methods [182, 179, 184] introduced real-time style transfer methods for multiple styles. But,
these methods still generate only one stylization for a pair of style and content images.
7.4 PROPOSED METHOD
This paper addresses the following issues in real-time feed-forward style transfer methods:
1. The output of these models is sensitive to the hyper-parameters wlc and w
l
s and different weights











Figure 7.4: Effect of adjusting the input parameters as on stylization. Each row shows the stylized output when a single
αls increased gradually from zero to one while other as are fixed to zero. Notice how the details of each stylization is
different specially at the last column where the value is maximum. Also note how deeper layers use bigger features of
style image to stylize the content.
"optimal" weights vary from one style image to another (Figure 7.3) and finding a good set of
weights should be repeated for each style image. Note that for each set of wlc and w
l
s the model has
to be retrained that limits the practicality of style transfer models.
2. Current methods generate a single stylized image given a content/style pair. While the stylizations
of different methods usually look very distinct [183], it is not possible to say which stylization is
better for every context since it is a matter of personal taste. To get a favored stylization, users
may need to try different methods or train a network with different hyper-parameters which is
not satisfactory and, ideally, the user should have the capability of getting different stylizations in
real-time.
We address these issues by conditioning the generated stylized image on additional input parame-
ters where each parameter controls the share of the loss from a corresponding layer. This solves the
problem (1) since one can adjust the contribution of each layer to adjust the final stylized result
after the training and in real-time. Secondly, we address the problem (2) by randomizing these
parameters which result in different stylizations.
7.4.1 Style transfer with adjustable loss
We enable the users to adjust wlc,w
l
s without retraining the model by replacing them with input
parameters and conditioning the generated style images on these parameters:
p = Ψ(c, s, ac, as) (7.5)
ac and as are vectors of parameters where each element corresponds to a different layer in content
layers C and style layers S respectively. αlc and α
l














To learn the effect of ac and as on the objective, we use a technique called conditional instance
normalization [199]. This method transforms the activations of a layer x in the feed-forward






where µ and σ are mean and standard deviation of activations at layer x across spatial axes [179]
and γa, βa are the learned mean and standard deviation of this transformation. These parameters
can be approximated using a second neural network which will be trained end-to-end with T :
γa, βa = Λ(ac, as) (7.8)
Since Ll can be very different in scale, one loss term may dominate the others which will fail the
training. To balance the losses, we normalize them using their exponential moving average as a






where Ll(p) is the exponential moving average of Ll(p).
7.5 EXPERIMENTS
In this section, first we study the effect of adjusting the input parameters in our method. Then we
demonstrate that we can use our method to generate random stylizations and finally, we compare
our method with a few baselines in terms of generating random stylizations.
7.5.1 Implementation details
We implemented Λ as a multilayer fully connected neural network. We used the same architecture
as [98, 182, 179] for T and only increased number of residual blocks by 3 (look at supplementary
materials for details) which improved stylization results. We trained T and Λ jointly by sampling





























Figure 7.5: Effect of randomizing a and additive Gaussian noise on stylization. Top: randomizing a results to
different stylizations while the style features appear in the same spatial position (e.g., look at the swirl effect on the left
eye). Middle: the effect of adding random noise to the content image in moving these features with fixed a. Bottom:
combination of this two randomization techniques can generate highly versatile outputs. Notice how each image in this
row differs in both style and the spatial position of style elements.
while using paintings from Kaggle Painter by Numbers [201] and textures from Describable Texture
Dataset [202] as style images. We selected random images form ImageNet test set, MS-COCO [203]
and faces from CelebA dataset [204] as our content test images. Similar to [179, 182], we used the
last feature set of conv3 as content layer C . We used last feature set of conv2, conv3 and conv4
layers from VGG-19 network as style layers S . Since there is only one content layer, we fix ac = 1.
Our implementation can process 47.5 fps on a NVIDIA GeForce 1080, compared to 52.0 for the
base model without Λ.
7.5.2 Effect of adjusting the input parameters
The primary goal of introducing the adjustable parameters a was to modify the loss of each
separate layer manually. Qualitatively, this is demonstrable by increasing one of the input parameters
from zero to one while fixing the rest of them to zero. Figure 7.4 shows one example of such
transition. Each row in this figure is corresponding to a different style layer, and therefore the
stylizations at each row would be different. Notice how deeper layers stylize the image with bigger
stylization elements from the style image but all of them still apply the coloring. We also visualize
the effect of increasing two of the input parameters at the same time in Figure 7.9. However,
these transitions are best demonstrated interactively which is accessible at the project website
https://goo.gl/PVWQ9K.
To quantitatively demonstrate the change in losses with adjustment of the input parameters, we
rerun the same experiment of assigning a fixed value to all of the input parameters while gradually



















Figure 7.6: Qualitative comparison between the base model from [98] with our proposed method. For the base model,
each column has been retrained with all the weights set to zero except for the mentioned layers which has been set to
1e−3. For our model, the respective parameters αls has been adjusted. Note how close the stylizations are and how the
combination of layers stays the same in both models.
calculate the median loss at each style loss layer S . As can be seen in Figure 7.7-(top), increasing
αls decreases the measured loss corresponding to that parameter. To show the generalization of our
method across style images, we trained 25 models with different style images and then measured
median of the loss at any of the S layers for 100 different content images (Figure 7.7)-(bottom).
The similarly exhibited trends show that the model can generate stylizations conditioned on the
input parameters.
Finally, we verify that modifying the input parameters as generates visually similar stylizations
to the retrained base model with different loss weights wls. To do so, we train the base model [98]
multiple times with different wls and compare the generated results with the output of our model
when ∀l ∈ S , αls = wls (Figure 7.6). Note how the proposed stylizations in test time and without
retraining match the output of the base model.
7.5.3 Generating randomized stylizations
One application of our proposed method is to generate multiple stylizations given a fixed pair
of content/style image. To do so, we randomize a to generate randomized stylization (top row of
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Other parameters are fixed at 0.0







Other parameters are fixed at 1.0
Loss at conv2_3 Loss at conv3_3 Loss at conv4_3
Figure 7.7: Effect of adjusting the input parameters as on style loss from different layers across single style image of
Figure 7.4 (top) or 25 different style images (bottom). In each curve, one of the input parameters αls has been increased
from zero to one while others are fixed at to zero (left) and to one (right). Then the style loss has been calculated across
100 different content images. As can be seen, increasing αls decreases the loss of the corresponding layer. Note that the
losses is normalized in each layer for better visualization.
Figure 7.5). Changing values of a usually do not randomize the position of the "elements" of the
style. We can enforce this kind of randomness by adding some noise with the small magnitude to
the content image. For this purpose, we multiply the content image with a mask which is computed
by applying an inverse Gaussian filter on a white image with a handful (< 10) random zeros. This
masking can shadow sensitive parts of the image which will change the spatial locations of the
"elements" of style. Middle row in Figure 7.5 demonstrates the effect of this randomization. Finally,
we combine these two randomizations to maximizes the diversity of the output which is shown
in the bottom row of Figure 7.5. More randomized stylizations can be seen in Figure 7.10 and at
https://goo.gl/PVWQ9K.
Comparison with other methods
To the best of our knowledge, generating diverse stylizations with low latency and at real-time is
only have been studied at [196] before. In this section, we qualitatively compare our method with
this baseline. Also, we compare our method with a simple baseline where we add noise to the style
parameters.
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The simplest baseline for getting diverse stylizations is to add noises to some parameters or
the inputs of the style-transfer network. In the last section, we demonstrate that we can move the
locations of elements of style by adding noise to the content input image. To answer the question
that if we can get different stylizations by adding noise to the style input of the network, we train
[182] which uses conditional instance normalization for transferring style. We train this model with
only one style image and to get different stylizations, we add random noise to the style parameters
(γa and βa parameters of equation 7.7) at run-time. The stylization results for this baseline are
shown on the top row of Figure 7.8. While we get different stylizations by adding random noises,
the stylizations are no longer similar to the input style image.
To enforce similar stylizations, we trained the same baseline while adding random noises at the
training phase. As it can be seen in the second row of Figure 7.8, adding noise at the training time
makes the model robust to the noise and the stylization results are similar. This indicates that a loss
term that encourages diversity is necessary.
We also compare the results of our model with StyleNet [196]. As visible in Figures 7.8, although
StyleNet’s stylizations are different, they vary in minor details and all carry the same level of
stylization elements. In contrast, our model synthesizes stylized images with varying levels of
stylization and more randomization.
7.6 CONCLUSION
Our main contribution in this section of the thesis is a novel method which allows adjustment
of each loss layer’s contribution in feed-forward style transfer networks, in real-time and after
training. This capability allows the users to adjust the stylized output to find the favorite stylization
by changing input parameters and without retraining the stylization model. We also show how
randomizing these parameters plus some noise added to the content image can result in very different
stylizations from the same pair of style/content image.
Our method can be expanded in numerous ways e.g. applying it to multi-style transfer methods
such as [182, 179], applying the same parametrization technique to randomize the correlation loss
between the features of each layer and finally using different loss functions and pre-trained networks
for computing the loss to randomize the outputs even further. One other interesting future direction
is to apply the same "loss adjustment after training" technique for other classic computer vision and
deep learning tasks. Style transfer is not the only task in which modifying the hyper-parameters can
greatly affect the predicted results and it would be rather interesting to try this method for adjusting














Figure 7.8: Diversity comparison of our method and baselines. First row shows results for a baseline that adds random
noises to the style parameters at run-time. While we get diverse stylizations, the results are not similar to the input style
image. Second row contains results for a baseline that adds random noises to the style parameters at both training time
and run-time. Model is robust to the noise and it does not generate diverse results. Third row shows stylization results
of StyleNet [196]. Our method generates diverse stylizations while StyleNet results mostly differ in minor details. More


































Figure 7.9: More results for adjusting the input parameters in real-time and after training. In each block the style/content
pair is fixed while the parameters corresponding to conv3 and conv4 increases vertically and horizontally from zero to
one. Notice how the details are different from one layer to another and how the combination of layers may result to
more favored stylizations. For an interactive presentation please visit https://goo.gl/PVWQ9K.
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Figure 7.10: More results of stochastic stylization from the same pair of content/style. Each block represents randomized
stylized outputs given the fix style/content image demonstrated at the top. Notice how stylized images vary in style
granularity, the spatial position of style elements while maintaining similarity to the original style and content image.






































Figure 7.11: More examples for effect of adjusting the input parameters as in real-time. Each row shows the stylized
output when a single αls increased gradually from zero to one while other as are fixed to zero. Notice how the details
of each stylization is different specially at the last column where the weight is maximum. Also how deeper layers use
bigger features of style image to stylize the content.
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Figure 7.12: More examples for effect of adjusting the style weight in style transfer network from [98]. Each column
demonstrates the result of a separate training. As can be seen, the "optimal" weight is different from one style image to









Figure 7.13: Results of combining losses from different layers at generation time by adjusting their corresponding
parameters. The first column is the style image which is fixed for each row. The content image is the same for all of the
outputs. The corresponding parameter for each one of the losses is zero except for the one(s) mentioned in the title of
each column. Notice how each layer enforces a different type of stylization and how the combinations vary as well. Also
note how a single combination of layers cannot be the "optimal" stylization for any style image and one may prefer the
































Figure 7.14: Diversity comparison of our method with StyleNet [196]. Our method generates diverse stylizations while
StyleNet results mostly differ in minor details.
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Operation input dimensions output dimensions
input parameters a 3 1000
10×Dense 1000 1000
Dense 1000 2(γa, βa)
Optimizer Adam (α = 0.001, β1 = 0.9, β2 = 0.999)
Training iterations 200K
Batch size 8
Weight initialization Isotropic gaussian (µ = 0, σ = 0.01)
Table 7.1: Network architecture and hyper-parameters of Λ.
Operation Kernel size Stride Feature maps Padding Nonlinearity
Network – 256× 256× 3 input
Convolution 9 1 32 SAME ReLU
Convolution 3 2 64 SAME ReLU










Convolution 9 1 3 SAME Sigmoid
Residual block – C feature maps
Convolution 3 1 C SAME ReLU
Convolution 3 1 C SAME Linear
Add the input and the output
Upsampling – C feature maps
Nearest-neighbor interpolation, factor 2
Convolution 3 1 C SAME ReLU
Normalization Conditional instance normalization after every convolution
Optimizer Adam (α = 0.001, β1 = 0.9, β2 = 0.999)
Training iterations 200K
Batch size 8
Weight initialization Isotropic gaussian (µ = 0, σ = 0.01)
Table 7.2: Network architecture and hyper-parameters of T .
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CHAPTER 8: CONCLUSION
There is no real ending. It’s just the place where you stop the story.
Frank Herbert
8.1 SUMMARY OF CONTRIBUTIONS
In this thesis, we considered the importance of stochasticity in the prediction of future elements of
a high dimensional sequence, particularly videos. We argued why explicitly addressing stochasticity
is crucial for generating high-quality predictions while demonstrating its results on synthetic and
real-world datasets. This problem is clearly defined and highlighted in Chapter 2. In this chapter
we propose a carefully designed toy dataset that highlights the importance of stochasticity in video
prediction. This dataset has minimal visual complexity but causes significant difficulties to the
state-of-the-art deterministic models. Focus on stochasticity in this synthetic dataset makes it an
excellent benchmark for highlighting the shortcomings of deterministic models and highlights the
need for explicitly addressing stochasticity in stochastic environments.
We proposed two different methods for stochastic modeling of high dimensional sequences, one
variational and one flow-based. The former, stochastic variational video prediction (SV2P), is an
approach for multi-step video prediction based on variational inference which is explored in Chapter
3. Our primary contributions include an effective stochastic prediction method with latent variables,
a network architecture that succeeds on natural videos, and a training procedure that provides for
stable optimization. In later, we described a practically applicable architecture for flow-based video
prediction models which we called VideoFlow and described in Chapter 4. We introduced a latent
dynamical system model that predicts future values of the flow model’s latent state replacing the
standard unconditional prior distribution.
We evaluated our proposed methods on three real-world datasets in action-conditioned and
action-free settings, as well as one toy dataset which has been carefully designed to highlight the
importance of the stochasticity in video prediction. Both qualitative and quantitative results indicate
higher quality predictions compared to other deterministic and stochastic baselines. In case of
VideoFlow, our model optimizes log-likelihood directly making it easy to evaluate while achieving
faster synthesis compared to pixel-level autoregressive video models, making our model suitable
for practical purposes.
In the second part of this thesis, we looked at various applications of stochastic prediction of
videos. In Chapter 5, we presented SimPLe, a model-based reinforcement learning approach that
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operates directly on raw pixel observations and learns effective policies to play games in the Atari
Learning Environment. Our experiments demonstrate that SimPLe learns to play many of the games
with just 100K interactions with the environment, corresponding to 2 hours of playtime. In many
cases, the number of samples required for prior methods to learn to reach the same reward value is
several times larger. Given the stochastic nature of the predictive model, it can be applied in highly
stochastic environments.
In Chapter 6, we presented a method which self-supervises task learning through time reversal.
By exploring outward from a set of goal states and learning to predict these state trajectories in
reverse, our method TRM is able to predict unknown goal states and the trajectory to reach them.
This method in conjunction with visual model predictive control is capable of assembling Tetris
style blocks with a physical robot using only visual inputs, while using no demonstrations or explicit
supervision.
Finally, in Chapter 7, we introduced a novel method which allows adjustment of each loss layer’s
contribution in feed-forward style transfer networks, in real-time and after training. This capability
allows the users to adjust the stylized output to find the favorite stylization by changing input
parameters and without retraining the stylization model. We also show how randomizing these
parameters plus some noise added to the content image can result in very different stylizations from
the same pair of style/content image.
8.2 CHALLENGES AND LIMITATIONS
From a practical perspective, there are numerous obstacles to extend this research and each one
can be an exciting direction for future work. The most interesting one, in my opinion, is a group of
metrics which describes the complexity of a video. Right now, we do not know the extent of the
complexity that the current models can perform reasonably, mainly because we do not know how to
quantify this complexity. If one provides a set of metrics which can define the complexity of a given
video dataset, then it is not hard to estimate this limit for each model through experimentation. This
results in another fundamental research problem, which is partitioning and describing the levels of
visual complexity and stochasticity. A dataset can be highly stochastic while visually simple and
the other way around, but right now there is no easy way to separate and quantify these aspects.
Computational limitation is another direction which can be addressed explicitly as future di-
rections. Right now we are limited to tens of frames, each having less than a hundred rows and
columns but there is no major reason why the current models cannot scale beyond these numbers
except for the massive amount of required computation. These limitations can be mended by better
hardware, but it seems a more fundamental solution is required. One particular one is predicting
110
videos frame by frame, which appears to be far from optimal for long term prediction. Progressive
approaches to frame prediction can help with resolution as well.
8.3 FUTURE DIRECTIONS
Almost every chapter of this thesis can be expanded in numerous ways. In SV2P, the current
inference network design is fully convolutional, which exposes multiple limitations, such as
unmodeled spatial correlations between the latent variables. The model could be improved by
incorporating the spatial correlation induced by the convolutions into the prior, using a learned
structured prior in place of the standard spherical Gaussian. Time-variant posterior approximation
to reflect the new information that is revealed as the video progresses, is another possible SV2P
improvement. However, this requires incentivizing the inference network to incorporate the latent
information at training time. This would allow time-variant latent distributions which is more aligned
with generative neural models for time-series[205, 206, 207]. For VideoFlow, an straightforward
improvement is to incorporate memory to model arbitrary long-range dependencies and apply the
model to challenging downstream tasks.
In applications, SimPLe has the most potential for future works. While SimPLe is able to learn
more quickly than model-free methods, it does have limitations. First, the final scores are on the
whole lower than the best state-of-the-art model-free methods. This can be improved with better
dynamics models and, while generally common with model-based RL algorithms, suggests an
important direction for future work. Another, less obvious limitation is that the performance of
our method generally varies substantially between different runs on the same game. The complex
interactions between the model, policy, and data collection were likely responsible for this. In future
work, models that capture uncertainty via Bayesian parameter posteriors or ensembles [133, 139]
may improve robustness. As a long-term challenge, we believe that model-based reinforcement
learning based on stochastic predictive models represents a promising and highly efficient alternative
to model-free RL. Applications of such approaches to both high-fidelity simulated environments
and real-world data represent an exciting direction for future work that can enable highly efficient
learning of behaviors from raw sensory inputs in domains such as robotics and autonomous driving.
Moreover, numerous research questions can be studied regarding stochasticity and video pre-
diction. As an example, it is not clear whether the current models are overfitting or underfitting
on the training dataset. On one hand, repeating patterns and hallucinated objects can indicate the
overfitting of the model. At the same time, however, there is strong evidence which demonstrates
that using a bigger model improves the quality of the prediction. In theory, this can be caused by
the high dimensionality of the prediction space which demands a bigger model. Nonetheless, the
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current video models do not differentiate between pixels and weight them the same way; predicting
all of them the same way which is clearly not efficient. For most of the applications. e.g. in
model-based reinforcement learning of Pong, only ball and paddles are important and the rest of the
pixels can be ignored. The same ignorance of significance can be observed in fine-grained action
conditioning, long time horizon and higher resolution video prediction, sample efficiency of video
models, as well as completely ignoring the time resolution. Each one of these problems can be a
future research direction for an enthusiastic student or researcher.
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