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Abstract
Quantile matching is a strictly monotone transformation that sends the observed
response values {y1, . . . , yn} to the quantiles of a given target distribution. A likelihood
based criterion is developed for comparing one target distribution with another in a
linear-model setting.
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1 Introduction
In applied statistical work, it is frequently necessary to transform the response variable prior
to fitting a linear Gaussian model. This entails identifying a transformation g : R→ R and
applying it component-wise to the vector Y ∈ Rn in the hope that the transformed variable
gY might be approximately normally distributed Nn(µ,Σ). Here, µ belongs to X , the image
subspace of the model matrix X, which is of order n× p and known. The covariance matrix
Σ belongs to some family of covariance matrices Θ. For instance Θ might be the convex cone
generated by a set of given symmetric non-negative definite matrices Vi, each representing
some known relationship among the observational units.
According to this scenario, the joint density of the observation Y at the point y ∈ Rn is
(2pi)−n/2|Σ|−1/2e−(gy−µ)′Σ−1(gy−µ)/2
n∏
i=1
|g′(yi)| (1)
provided that g is differentiable and invertible. In practice, it is reasonable to consider only
strictly monotone differentiable functions, or real diffeomorphisms.
Perhaps the most widely used transformation in applied work is the power transformation
proposed by Box and Cox (1964). Provided that 1 ⊂ X and all observations are strictly
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positive, the transformation may be taken in the form y 7→ (yg − 1)/g for some scalar g,
with the limit g → 0 corresponding to the log function. The profile log likelihood for g is
lp(g) = − 12 log |Σˆg|+ (g − 1)
n∑
i=1
log(yi)
provided that the maximum-likelihood estimate Σˆg exists. By plotting lp(g) against g one
can easily check whether there is a clear maximum in the range of interest, which is typically
−1 ≤ g ≤ 1. The underlying logic, however, aims to find “a metric in terms of which the
finding may be succinctly expressed” (Box and Cox, 1964). So in practice, the logarithm
and the identity are the transformations which are ordinarily chosen, leaving the reciprocal,
square root or cube root to cases where there is a reasonable justification based on the
physical units of measurement.
More recently, in certain ‘big-data’ settings arising in a variety of genetic research studies,
another kind of transformation has become popular. The rank-based direct inverse normal
transformation (INT), (McCaw et al. (2019); Beasley et al. (2009); Servin and Stephens
(2007)) transforms the observed values of Y so that the marginal distribution is standard
Gaussian. However, unless X = 1 or all of the effects are negligible, this procedure does not
guarantee that gY ∼ Nn(µ,Σ).
This paper proposes a likelihood-based criterion for comparing one rank-based trans-
formation with another. These quantile-matching transforms are defined in such a way
that the transformed values can be considered to be realizations of a random vector with
each component being marginally distributed according to some target distribution G. An
illustration for two simulated row and column designs is presented in section 4.1 and 4.2.
2 Likelihood for Gaussian models
To specify the likelihood function, it is necessary to identify the set of transformations g ∈ G
under consideration, plus the mean-value space X = span(X) and the space Θ of covariance
matrices. To be clear, these moment spaces are moment spaces for the transformed variable
gY , not for Y . As a function on G × X ×Θ, this density is the likelihood function.
It is helpful at this stage to insert two technical conditions. First, the space 1 of constant
n-vectors is a subspace of X ; this is not required in the theory of linear models, but it is
universal in applied work. Second, the space of covariance matrices is a cone, i.e., Σ ∈ Θ
implies τΣ ∈ Θ for every scalar multiple τ > 0. Both conditions are mathematically essential
but relatively benign; the cone need not be convex. The cone condition extends to Σ−1 and
ensures that the maximum-likelihood estimate µˆg, Σˆg for fixed g satisfies
(gy − µˆg)′Σˆ−1g (gy − µˆg) = n.
As a consequence, the profile log likelihood for the transformation g ∈ G is
lp(g) = − 12 log det(Σˆg) +
n∑
i=1
log |g′(yi)|. (2)
Finally, for all scalars a, b 6= 0, the cone condition and 1 ⊂ X imply lp(a+ bg; y) = lp(g; y),
so that the profile likelihood is invariant to affine composition. In other words, the trans-
formations y 7→ g(y) and y 7→ a + bg(y) are equivalent for this comparison: gY ∼ N(µ,Σ)
implies a+ bgY ∼ N(a+ bµ, b2Σ), and vice-versa.
2
The preceding analysis assumes that the maximum-likelihood estimate µˆg, Σˆg exists.
Existence and uniqueness cannot be guaranteed in general, but failure is rare in practice
provided that p < n and the residual space is adequate to estimate all variance components.
3 Likelihood ratios
3.1 Quantile-matching transformation
Denote by F the one-dimensional marginal distribution function of the response Yi, or the
average of these distributions if they are not the same, and suppose it is continuous and
strictly monotone. For any continuous strictly monotone cumulative distribution function
G, the function
h = G−1 ◦ F (3)
associates with each quantile of F the corresponding quantile of G, and transforms Y ∼ F
into hY ∼ G. In practice, however, we do not know the marginal distribution of Y so,
instead of F , we consider an empirical version, the percentile function relative to the set of
the observed values.
For any finite subset A ⊂ R containing m points counted with multiplicity, the percentile
function at t ∈ A is the average of the left and right limits of the empirical distribution
function,
pc(t) = 12 Fˆm(t
−) + 12 Fˆm(t
+).
If there are no ties in A, the percentile values are the numbers (2i−1)/2m for 1 ≤ i ≤ m. This
corresponds to choosing c = 1/2 for the INT in equation (4) of McCaw et al. (2019), which
was first developed by Bliss et al. (1956) under the name of ‘rankit’. However, the choice
of c is not critical in the definition of the rank transform. For all other values t 6∈ A, pc(t)
is defined to be any strictly-monotone differentiable interpolant satisfying 0 < pc(t) < 1.
So, apart from the points in A, the values of the percentile function are unspecified. The G
quantile-matching transformation is then defined as
t 7→ G−1(pc(t)). (4)
When applied component-wise to the vector y, this transformation converts the observed
values into specific quantiles qGi of the target distribution G, preserving order.
3.2 Connections with rank regression
Kruskal (1965) first proposed modifying the Box-Cox proposal by considering the space of all
monotone transformations rather than only power transformations. Similar proposals based
on rank marginal likelihood were developed by Pettitt (1982), Pettitt (1987), Doksum (1987),
and Cuzick (1988), among others. All these approaches assume additivity plus independent
and identically distributed errors. They focus on obtaining the maximum-likelihood estimate
for the regression coefficients based on the observed ranks, treating the transformation as
nuisance parameter. In order to avoid the numerically difficult integration step for the rank
likelihood, Cuzick (1988) proposed using
zi = F
−1
µ (Fˆ (yi)) (5)
in place of the expectation given the rank vector. Here Fˆ is a modified version of the
empirical distribution function, and Fµ(t) is the average distribution function of gYi under
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the assumption that gYi = µi + i, with i ∼ F0 and F0 is known. So Fµ depends on the
unknown fixed vector µ. The estimated transformation is then found, as a byproduct of
the coefficients estimation, by substituting in (5) the maximum likelihood estimate of µ and
interpolating between the data points.
The focus of this paper is not so much on the computation of regression coefficients,
but on the use of the likelihood function to compare one proposed transformation with
another. For this purpose, the rank likelihood is uninformative because it is independent
of the transformation. We focus solely on quantile-matching transformations, as indexed
by the target distribution G. The use of likelihood ratios for this class circumvents the
problem of infinite likelihood, and enables us to compare one target distribution directly
with another.
3.3 Likelihood ratios
Let g = G′ be the density of the target distribution. Since the derivative of the quantile-
matching transformation is pc′(t)/g
(
G−1
(
pc(t)
))
, the profile log likelihood is
lp(G) = − 12 log det(ΣˆG) +
∑
log pc′(yi)−
∑
log g
(
G−1
(
pc(yi)
))
, (6)
where ΣˆG is the maximum-likelihood estimate after transformation. The last term appearing
in (6) is n times the quadrature approximation to the entropy integral of G
− 1
n
∑
log g(qGi ) = −
∫
log g(x) dG(x) +O(n−1).
At first sight, (6) appears to be unusable because it depends on the derivative of the
percentile interpolant. However, we can compare one target distribution G, with another,
say G˜, since their log likelihood ratio,
− 12 log det(ΣˆG˜Σˆ−1G )−
∑
log g˜
(
G˜−1
(
pc(yi)
))
+
∑
log g
(
G−1
(
pc(yi)
))
, (7)
is unaffected by the interpolant. If n is sufficiently large, the two quadrature sums in (7) can
be replaced with the corresponding integrals. The quadrature errors are typically O(n−1)
for both distributions, but if these are contiguous or similar, the quadrature error for the
difference is o(n−1).
As an example, suppose G is the uniform distribution. Its quantile-matching transfor-
mation t 7→ pc(t) achieves a log likelihood
− 12 log det(ΣˆU ) +
∑
log pc′(yi). (8)
For a direct comparison, consider the standard-Gaussian quantile-matching transformation
t 7→ Φ−1(pc(t)). (9)
The derivative is pc′(t)/φ
(
Φ−1
(
pc(t)
))
, which implies that the profile log likelihood is
− 12 log det(ΣˆΦ) +
∑
log pc′(yi)−
∑
log φ
(
Φ−1
(
pc(yi)
))
,
so the Gaussian-to-uniform log likelihood ratio is
− 12 log det(ΣˆΦΣˆ−1U ) + 12
∑(
Φ−1
(
pc(yi)
))2
+ n2 log(2pi). (10)
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Since the Gaussian variance is 12 times that of the uniform, a first-order linear approximation
suggests ΣˆΦ ' 12ΣˆU , in which case the determinantal term in (10) reduces to −n2 log(12) '−1.242n. If the response values are distinct, the sum of squared Gaussian quantiles satisfies∑(
Φ−1
(
pc(yi)
))2
= n + O(1), so the correction term in (10) reduces to n2 (1 + log(2pi)) '
1.419n, slightly over-compensating for the change of scale.
3.4 Families of quantile transformations
The Student-tν family includes the Cauchy distribution at ν = 1 and the Gaussian in the
limit ν →∞. The log likelihood ratio statistic for the comparison of tν versus the Gaussian
is
− 12 log det(ΣˆνΣˆ−1Φ )−
∑
log ftν
(
t−1ν
(
pc(yi)
))
+
∑
log φ
(
Φ−1
(
pc(yi)
))
, (11)
where ftν denotes the Student tν density function, and Σˆν is the maximum-likelihood esti-
mate after transformation.
Alternatively, one can define a quantile-matching transform directly. For instance, the
quantile function qα,β(p) = p
α/α− (1− p)β/β defines the family of transformations
t 7→ pc(t)α/α− (1− pc(t))β/β, α, β ∈ R . (12)
Taking α = β, the log likelihood is
− 12 log det(Σˆα) +
∑
log pc′(yi) +
∑
log(pc(yi)
α−1 + (1− pc(yi))α−1)
since qα(p) = F
−1
α (p) = p
α/α−(1−p)α/α implies that fα(t) = (Fα(t)α−1+(1−Fα(t))α−1)−1.
The limit α→ 0 corresponds to the logistic quantile-matching transformation
t 7→ log
(
pc(t)
1− pc(t)
)
. (13)
The derivative of this transformation is pc′(t)/
(
pc(t)(1− pc(t))), so the logistic-to-uniform
log likelihood ratio is
− 12 log det(Σˆ0Σˆ−1U )−
∑
log(pc(yi)(1− pc(yi))). (14)
The approximation
∑
log pc(yi) '
∑
log(1 − pc(yi)) ' −n implies that the log likelihood
ratio is approximately
− 12 log det(Σˆ0Σˆ−1U ) + 2n.
It is worth emphasizing that the Gaussian regression model Y ∼ Nn(µ,Σ) does not
imply that the n components Y1, . . . , Yn have the same distribution, nor does it imply that
the histogram of Y -values should be close to Gaussian. Unless X = 1 or all of the effects are
small, there is no compelling reason to expect that Gaussian quantile-matching should be
more effective for present purposes than matching on other distributions, even asymmetric
distributions. In most cases, however, Gaussian quantile-matching appears to be reasonably
effective but not necessarily optimal.
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4 Simulated examples
4.1 Truth included
As an illustration, we simulate data from a row-column design with independent and iden-
tically distributed additive Gaussian row and column effects as follows:
nrows <- 50; ncols <- 30; n <- nrows*ncols
row <- gl(nrows, 1, n); col <- gl(ncols, nrows, n)
set.seed(3142)
mu <- rnorm(nrows)[as.numeric(row)] + rnorm(ncols)[as.numeric(col)]
y <- 5 + mu + rnorm(n)
When the response values are generated additively according to the Gaussian model,
the optimal transformation is the identity. Strictly speaking, the identity is not among the
options accessible by quantile-matching as this latter is a function of the observed rank vector
only. However, the identity can be closely approximated by choosing the quantile-matching
transform corresponding to the true marginal distribution of Y . Thus, in this setting, Y
being normally distributed, the optimal quantile-matching transformation is given by the
probit, i.e., the Gaussian quantile. It therefore appears natural to consider the tν quantile-
matching family in which the Gaussian is at the boundary ν =∞.
We start by assuming the additive Gaussian model with subspace X = row+col and
covariance Σ ∝ In. Disregarding the common term coming from the derivative of the
percentile function, the profile log likelihood of the transformation as a function of ν, is
lp(ν) = −n
2
log(σˆ2ν) +
∑
log ftν (t
−1
ν (pc(yi))). (15)
The black line in Fig. 1 shows lp(ν) as a function of 1/ν. As expected, the maximum is
reached at or close to 1/νˆ = 0.
Given the factorial design, one reasonable variation in the present setting is to use an
additive Gaussian random-effects model with X = 1, and Σ a linear combination of the block
matrices In, row and col. For a balanced design such as this, maximum-likelihood estimates
of all four parameters are available in closed form, so the computations are not onerous.
The determinantal term in the profile log likelihood is now given by − 12 log det(σˆ2R,νrow +
σˆ2C,νcol+σˆ
2
νIn). As shown by the blue line in Fig. 1, lp(ν) for the random effects model looks
much the same as that for the fixed effects model, except that all log likelihood values are
reduced by approximately 140 units. The reduction is not quite constant, but the maximum
is still achieved at 1/νˆ = 0.
4.2 Truth not included
We now repeat the same exercise with data not having normal marginal distribution. Specif-
ically, we still simulate data from a row-column design but now the coefficients are indepen-
dent Cauchy. The errors are i
i.i.d.∼ N(0, 1) which implies the distribution of Y is symmetric
but markedly non-Gaussian. As before, the optimal transformation for y is the identity. In
this case, however, we do not necessarily have among our options the quantile transform
associated to the true marginal distribution of Y .
We start by considering the family of transformations defined in (12), with α = β, so that
the limit α→ 0 is the logistic model. In practice, it suffices to focus on the range−1 < α < 1,
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Figure 1: Profile log likelihood lp(ν) plotted against 1/ν. The black and light blue lines
refer to the fixed and random effects models, respectively. The dashed line indicates the
maximum occurs at 1/νˆ = 0, corresponding to the Gaussian quantile-matching transform.
or some subset thereof. Again, disregarding the common term coming from the derivative of
the percentile function, we can compute the profile log likelihood corresponding to a given
value of α. Fig. 2 shows lp(α) plotted against α. For these data, the maximum is reached at
αˆ = −0.05. If instead one considers the tν-quantile family, the maximum occurs at νˆ = 6.67.
The values of lp(νˆ) and lp(Φ) are shown in Fig. 2. Ordinarily, Gaussian quantile-matching is
quite effective, but for these data, the logistic quantile-matching function with α = 0 works
appreciably better, comparable to the t6.67 transform, the optimal among the tν-quantile
family.
In this example, the quantile-matching families we considered did not include the quantile
of the true distribution of Y . Nonetheless, among the transformations considered, the
correlation matrix shows that the quantile transformation for αˆ = −0.05 is maximally
correlated with the optimum:
Correlations with quantile-transformed variables
αˆ logistic Gaussian t6.67
Identity 0.927 0.917 0.888 0.921
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