1
In order to validate this process, we drew random samples of unmatched addresses. One of the principal reasons for why a large set of complaints cannot be matched to inspection data is that 311 complaints are often issued for establishments that fall under the regulatory jurisdiction of the state department of agriculture, not the city department of health (e.g., delis, meat, convenience stores, supermarkets). Figure A1 assesses to what extent effects might be driven by particular ZIP codes. Given that inspectors are principally assigned by ZIP code, one might worry whether lenient inspectors are disproportionately assigned to ZIP codes with many Asian establishments. These results fit logistic regressions to all large ZIP codes with sufficient numbers of Asian and non-Asian establishments, showing that the average effect is not driven by any particular ZIP code.
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A.2.2 Counts of Suspicious Search Terms
The terms raising suspicion of foodborne illness by New York are: sick, vomit, diarrhea, and food poisoning, presented in Table A4 . 
Coefficient Proportion Asian
Notes: This figure displays coefficient estimates for each ZIP code, plus or minus standard error, against the proportion of inspections conducted for Asian establishments. These estimates come from separate logistic models fitted to each ZIP code with at least 100 Asian and 100 non-Asian establishments, controlling for the average prior inspection score and year fixed effects. These results demonstrate that the difference in the probability of a suspicious Yelp term is not driven by any single ZIP code and that it is not driven by the proportion of Asian establishments.
A.3 Quantile-Quantile Plot Comparing Asian and Non-Asian Establishments in King County and New York Figure A2 shows the inspection performance difference is substantial. This section describes how we tune the random forest models via cross-validation that is implemented for both the Monte Carlo simulations and analysis for New York and Seattle. We tune the following hyperparameters 3 for RF when applied to NY or WA, and for the simulation piece, we limit n_estimators = 100, max_depth = The parameters that are typically noted to be more likely to affect overfitting are n_estimators (more DT tends to decrease the chance of overfitting), max_ features (using fewer features to split helps with overfitting), max_depth (determines how far the trees are allowed to grow), and min_samples_leaf (can result in overfitting if too small).
Then with this search space of parameters, we implement a cross-validated gridsearch approach to search exhaustively over the training data set and then to select hyperparameters based on this search. Note that Python's implementation of grid search has the cv parameter, 4 which allows the training data to be internally split for validat- Notes: For King County on one train split, we visually illustrate the range of n_estimators we consider as marked by the region between the two vertical gray lines. We see in this range that the OOB error rate has started to level off. We provide an analogous visual for New York.
ing the model parameters. In the main paper, we report final results on the test data set, given the selected hyperparameters.
A.4.2 Additional Monte Carlo Simulation: Class Imbalance and SAP-SUP Correlation
Here we provide additional results from the Monte Carlo simulation. As a reminder from the setup in the main paper, we assume the following data-generating process (DGP), where we introduce the parameters in boxes:
The top row of Figure A4 shows that as the correlation between SUP and CP increases (δ CP > 0), the performance gap between the restricted and proposed approaches decreases. This makes sense because SUP imbalance will be most acute when CP predictors are orthogonal to SUP. 5 The bottom row of Figure A4 
In the subfigures (a) through (c), we observe that as δ CP increases that marginalization is more robust to SAP nonoverlap. Subfigures (d) through (f): As we vary the relative class proportions of each SUP class, we observe that the setting where SUP classes are balanced results in the largest performance gap between restricted vs. P&S approaches.
are not equal). 6 Class imbalance, when |δ 0 | > 0, generally improves the accuracy of marginalization. 7 The intuition behind this result is that extrapolation becomes problematic for fewer observations than in the balanced class setting.
A.4.3 Comparison between Linear Regression and Random Forest Models
In Figure A5 , we illustrate on both New York and King County the RMSE of a random forest model versus linear regression for both the proposed and restricted approaches across 200 iterations of 80-20 train-test splits. We see that in both cases, the random forest has better predictive performance than the linear regression model. A.4.4 Feature Importance
We calculate feature importance for each application on a single train-test split. 8 As illustrated in Figure A6 , we observe that inspection history is a strong predictor. Figure A.4.5 Sample Trees from Random Forest Models We provide a visual representation of a single decision tree from the fitted random forest models (on one train-test split) for both King County and New York. We represent the tree in increasing levels of depth (2, 3, full tree) for better readability. 
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Notes:
We visually represent a single tree from a fitted RF model for NYC on one train-test split. We show it at depth 2 (top left), at depth 3 (top right), and then the full tree (bottom).
