Non-affine groups acting doubly transitively on a Hadamard matrix have been classified by Ito. Implicit in this work is a list of Hadamard matrices with non-affine doubly transitive automorphism group. We give this list explicitly, in the process settling an old research problem of Ito and Leon.
Introduction
In [27] , we showed that Hadamard matrices developed from twin prime power difference sets are not cocyclic. In this paper we generalise that result to all 'non-affine' (4n−1, 2n−1, n−1)-difference sets. We call a (4n−1, 2n−1, n−1)-difference set affine if the automorphism group of the corresponding Hadamard matrix has a normal elementary abelian subgroup acting regularly on the rows of the matrix. All necessary concepts will be introduced in Sections 2 and 3. In this paper, we address the following problems:
• We extend work of Ito to give a classification of Hadamard matrices with non-affine doubly transitive automorphism groups.
• We observe that the classification solves an old problem of Ito and Leon from [18] .
• For each matrix in the classification we determine all associated difference sets. In the process we uncover a previously unknown triply infinite family of skew difference sets. This is a step towards the solution of a research problem of Jungnickel posed in [19] .
In order to discuss this paper's concerns in more detail, we recall some elementary definitions and concepts. Definition 1. We say that Hadamard matrices H and H are (Hadamard) equivalent if there exist {±1}-monomial matrices P and Q such that P HQ = H. The automorphism group of H, Aut(H), consists of all pairs (P, Q) of {±1}-monomial matrices satisfying P HQ = H. An important subgroup of Aut(H) is PermAut(H), which consists of the (P, Q) such that P and Q are permutation matrices.
We deal with Hadamard matrices up to equivalence. That is, any claims of uniqueness, classification etc. are made only up to equivalence.
The following will allow us to apply deep results from the theory of permutation groups to the study of Aut(H).
Definition 2. Let X be a {±1}-monomial matrix of order n. Then X has a unique factorization D X E X where D X is a diagonal matrix and E X is a permutation matrix. For a Hadamard matrix H, and (P, Q) ∈ Aut(H), define ν(P, Q) = E P .
So each automorphism (P, Q) of a Hadamard matrix H induces a permutation of the rows of H. That is, ν is a homomorphism and gives a permutation representation of Aut(H) in the symmetric group on the rows of H. For ease of notation, we will refer to A(H) = ν(Aut(H)) as a permutation group on {1, 2, . . . , n} where i represents the i th row of H. We use standard permutation group terminology for A(H). Henceforth, when A(H) has a permutation group property, we will say that Aut(H) has this property.
The literature on Hadamard matrices bears witness to extensive interest in the study of various group actions on Hadamard matrices. Among these results is the correspondence between (4n − 1, 2n − 1, n − 1)-difference sets and regular actions on the rows and columns of the cores of Hadamard matrices (as in Section 2). Another correspondence associates (4n, 2, 4n, 2n)-relative difference sets to certain induced regular actions of subgroups of Aut(H) on the rows and columns of H. Hadamard matrices supporting this latter type of action are called cocyclic. In this paper we deal almost entirely with the permutation action of A(H) on the rows of H, which is not the standard action considered in the study of cocyclic Hadamard matrices. Definition 3. Let G be a finite group. A binary (2-)cocycle is a map ψ : G × G → −1 which obeys the following identity for all g, h, k ∈ G.
ψ (g, h) ψ (gh, k) = ψ (g, hk) ψ (h, k)
An n × n Hadamard matrix H is cocyclic if there exists a group G of order n and a cocycle ψ : G × G → −1 such that
where rows and columns of H are indexed by the elements of G. We say that ψ is a cocycle of H, that H is cocyclic over G, and that the extension of −1 by G determined by ψ is an extension group of H.
Cocyclic Hadamard matrices possess a rich algebraic theory. For basic results, we refer the reader to [14, 25, 6] . The only result on cocyclic Hadamard matrices which will be used in later sections is that A(H) is transitive if H is cocyclic (see Lemma 6 of [27] ). A study of Hadamard matrices supporting the structure of both a (4n, 2, 4n, 2n)-relative difference set and a (4n−1, 2n−1, n− 1)-difference set was the original motivation of this work.
An outline of the rest of the paper follows. We begin Section 2 by recalling some further necessary definitions and results from the study of Hadamard matrices and symmetric 2-designs. In Section 3 we classify the Hadamard matrices H with A(H) non-affine doubly transitive. Then in the following sections we will consider in turn cocyclic development for the matrices in our classification, and difference sets associated with the matrices in the classification. We conclude the paper with two applications of the classification result of Section 3: we show that the Hadamard matrices developed from Hall's sextic residue difference sets are cocyclic in only one case, and we describe a new family of skew-Hadamard difference sets. These are the only skew difference sets giving rise to cocyclic Hadamard matrices.
Hadamard matrices and related combinatorial structures
We recall now the relationships between Hadamard matrices, symmetric designs and difference sets. Some of the material in this section is standard.
Definition 4. Let V = {p 1 , p 2 , . . . , p v } be a set of points and let B = {b 1 , b 2 , . . . , b v } be a set of subsets of V (blocks) such that the following hold:
by χ(p i , b j ) = 1 if and only if p i ∈ b j . An incidence matrix M of S has entry χ(p i , b j ) in its i th row and j th column. That is,
Definition 5. Let S = (V, B) be a symmetric 2-(v, k, λ) design, and let G be the symmetric group on V . Then G has an induced action on the k-subsets of V . The setwise stabiliser of B is the automorphism group of S, Aut(S). Any symmetric 2-design of the form S = (V, B g ) for some g ∈ G is equivalent to S.
Let M be an incidence matrix of S. Define Aut(M) to be the set of all pairs (P, Q) of permutation matrices such that P MQ = M. It is easily seen that Aut(M) and Aut(S) are isomorphic.
We will rely on the following result, which relates the action of Aut(S) on points to its action on blocks.
Theorem 6 (Theorem III.4.1, [2] ). Let S be a non-trivial symmetric design, and let G ≤ Aut(S). Then the number of orbits of G on points is equal to the number of orbits of G on blocks.
The following lemma is standard; see e.g. Lemma I.9.3 of [2] .
Lemma 7. Let S be a symmetric 2-(4n − 1, 2n − 1, n − 1)-design. Define J to be the (4n − 1) × (4n − 1) all 1s matrix, and T to be 2M − J. Let 1 be the all 1s vector of length 4n − 1. Then
Proof. First, we observe that MM = nI + (n − 1)J. It follows that
Thus, adding an initial row and column of +1s to T gives a Hadamard matrix.
Remark 1. So a Hadamard matrix of order 4n exists if a symmetric 2-(4n − 1, 2n − 1, n − 1) design exists. The converse is also true: one obtains an incidence matrix for a symmetric 2-(4n − 1, 2n − 1, n − 1) design from the core of a normalised Hadamard matrix by replacing every occurrence of −1 by 0. Notice that the equivalence class of a symmetric 2-(4n − 1, 2n − 1, n − 1) design corresponds to a unique equivalence class of Hadamard matrices via the construction of Lemma 7. But the equivalence operations for 2-designs are finer than those for Hadamard matrices. So a single equivalence class of Hadamard matrices can give rise to many inequivalent 2-designs.
In the next few results we work towards a description of Aut(S) as a subgroup of A(H). Proof. Note that Ker(ν) consists of automorphisms of H which are diagonal in the first component. But a diagonal permutation matrix is trivial; hence Ker(ν) ∩ PermAut(H) = 1. The lemma follows.
Doubly transitive actions on Hadamard matrices are a central concern of this paper. We recall Burnside's Theorem (see e.g. Theorem XI.7.12 of [15] ): a doubly transitive permutation group is either of affine type and contains an elementary abelian normal subgroup acting regularly, or it is almost simple. We restrict our classification results to the non-affine case. The affine case requires methods different to those developed here and falls outside the scope of this paper. The non-affine doubly transitive groups which act on Hadamard matrices have been completely classified by Ito up to permutation isomorphism.
Theorem 9 (Ito, [16] ). Let H be a Hadamard matrix such that A(H) is nonaffine and doubly transitive. Then the action of A(H) is one of the following.
• A(H) ∼ = M 12 in its natural action on 12 points.
• PSL 2 (p k ) A(H) acting naturally on p k + 1 points, for p k ≡ 3 mod 4, p k = 3, 11.
• A(H) ∼ = Sp 6 (2) acting on 36 points. Now we can state our main result about the relationship between actions on designs and actions on corresponding Hadamard matrices. Theorem 10. Let S be a symmetric 2-(4n − 1, 2n − 1, n − 1) design, and let H be the Hadamard matrix constructed from S as in Lemma 7. Then Aut(S) ∼ = PermAut(H).
Suppose that Aut(S) is transitive on the points of S, and denote by G the subgroup ν(PermAut(H)) of A(H). Then G is transitive on {2, . . . , 4n} and exactly one of the following holds.
• G is the full stabiliser of a point in A(H).
• H is Sylvester.
• H is of order 12.
Proof. We extend (P, Q) ∈ Aut(S) to an automorphism
of H, which fixes the first row and column and acts as (P, Q) on the submatrix T . Thus Aut(S) embeds in PermAut(H). In the other direction: (P, Q) ∈ PermAut(H) must fix the unique first row and first column of 1s, and hence restricts to an automorphism of S. So PermAut(H) ∼ = Aut(S). It is clear that every element of G ≤ A(H) fixes the first row of H. Now suppose that Aut(S) is transitive on the points of S. Then by Lemma 8 and the above, G is transitive on the remaining rows of H. We show that either G is the full stabiliser A(H) 1 of 1, or H is Sylvester or of order 12.
First, we define the group
Clearly K contains a subgroup isomorphic to PermAut(H) which fixes the first column. By Theorem 6, this group is transitive on the remaining columns. So K is either intransitive, or doubly transitive on columns. From the definition we see that K is a covering group of A(H) 1 . If K is intransitive, then for every automorphism (P, Q) of H such that ν(P, Q) is in A(H) 1 , E Q fixes the first column of H. Thus either (P, Q) or (−P, −Q) ∈ PermAut(H). This implies that G = A(H) 1 . Now let K be doubly transitive. Suppose that K is almost simple. But then K ≤ A(H ) is doubly transitive on the rows of a Hadamard matrix and Theorem 9 applies. We consider each case in turn. The point stabiliser of PΣL 2 (q) is a subgroup of AΓL 1 (q), which cannot have a transitive action on q + 1 points. So this case does not yield an example. The point stabiliser of Sp 6 (2) is S 8 , but S 8 has no doubly transitive permutation representation on 36 points. Finally, the stabiliser of a point in M 12 is M 11 , which has an induced 3-transitive action on 12 points. It can be verified that this is indeed the action of K on the columns of the Hadamard matrix of order 12. Hence Aut(S) ∼ = PSL 2 (11) in this case, which is of index 144 in M 12 . Now suppose that K is an affine group acting doubly transitively on the rows of H , and the kernel of ν contains soc(K), which is regular on columns. Then soc(K) is a transitive translation group (in the sense of [21] ) on the 3-design of H , and hence H ∼ H is a Sylvester Hadamard matrix by Theorem 8 of [21] .
Difference sets are also naturally related to symmetric 2-designs.
Definition 11. Let G be a group of order v, and let D be a k-subset of G. Suppose that every non-trivial element of G may be represented in the form
Then there exists a symmetric 2-(v, k, λ) design on which G acts regularly. Conversely, a symmetric 2-(v, k, λ) design on which G acts regularly corresponds to a (v, k, λ)-difference set in G.
The right regular action of G on V gives an embedding of G into Aut(S) as a regular subgroup.
In the other direction, suppose that S is a symmetric 2-(v, k, λ) design with G ≤ Aut(S) acting regularly. Identify the points of S with the elements of G. Blocks of S become subsets of G. By Theorem 6, G acts regularly on blocks. Then one finds that all blocks are of the form b 0 g −1 for some fixed block b 0 . But
Remark 2. If S 1 and S 2 are equivalent designs and G acts regularly on S 1 , then G acts regularly on S 2 . Furthermore, any difference set in G obtained from S 1 via the construction of Theorem 12 is equivalent to a difference set obtained in the same way from S 2 . Conversely, equivalent difference sets give rise to equivalent symmetric designs via the construction of Theorem 12.
Note that Aut(S) can contain many conjugacy classes of regular subgroups which are isomorphic as abstract groups. Let R i (i = 1, 2) be regular subgroups of Aut(S), and let D i be the difference set in R i constructed as in the proof of Theorem 12. If R 1 and R 2 are Aut(S)-conjugate, then there is an isomorphism α :
Conversely, if R 1 and R 2 are isomorphic but not Aut(S)-conjugate, then there need not be such an isomorphism α. Definition 13. Let H be a Hadamard matrix, D a difference set and S a symmetric design. If D and S are related as in Theorem 12, then we say that S underlies D, or that D is over S. If H is a Hadamard matrix related to S as in Lemma 7, then we say that H is developed from S, or that S corresponds to H. We use the same terminology for the relationship between D and H as for S and H.
So by Lemma 8, (the first part of) Theorem 10, and Theorem 12, we see that a (4n − 1, 2n − 1, n − 1)-difference set in a group G corresponds in a natural way to a Hadamard matrix H such that G is isomorphic to a subgroup of A(H) 1 acting regularly on {2, . . . , 4n}. For this reason, a difference set with parameters (4n − 1, 2n − 1, n − 1) is called Hadamard. In light of Theorem 9, it is not difficult to list all Hadamard matrices H with A(H) non-affine doubly transitive. We do so in the remainder of this section.
Lemma 15 (M. Hall, [10] ). All Hadamard matrices of order 12 are (Hadamard) equivalent, and for any such matrix H, A(H) ∼ = M 12 acting sharply 5-transitively.
The action of Sp 6 (2) in Theorem 9 is not its natural action on a 6 dimensional F 2 -vector space; rather the stabiliser of a point is a maximal subgroup isomorphic to S 8 . This is the only action of Sp 6 (2) that we will consider. In this action, S 8 acts primitively on the 35 remaining points. In [18] , Ito and Leon construct a Hadamard matrix H of order 36 with A(H) ∼ = Sp 6 (2), and conjecture that it is the unique such Hadamard matrix. We now observe that this is the case.
Theorem 16.
Suppose that H is a Hadamard matrix with A(H) ∼ = Sp 6 (2) in its doubly transitive action on 36 points. Then H is unique (up to Hadamard equivalence).
Proof. By Lemma 1 of [17] , Ker(ν) has order 2. Thus |Aut(H)| = 2 · |Sp 6 (2)| = 2, 903, 040. Now see Tables 8 and 9 of [4] , where an exhaustive computer search shows that there is a unique Hadamard matrix of order 36 with automorphism group of order 2, 903, 040.
Remark 3. Alternatively, we may argue as follows. It may be verified, for a Hadamard matrix H of order n, that |A(H) 1 : ν(PermAut(H))| divides n. So the automorphism group of a symmetric 2-(35, 17, 8) design corresponding to H will have index dividing 36 in S 8 . Theorem 2 of [5] states that there are four symmetric 2-(35, 17, 8) designs with automorphisms of order 7. One of these has S 8 as its automorphism group; the others have automorphism groups of order at most 420. By Remark 1, this gives another proof of the uniqueness of H.
This resolves the two sporadic cases of Ito. We consider now the case that PSL 2 (p k ) acts on the rows of H.
Definition 17. Let q ≡ 3 mod 4 be a prime power. Then the quadratic residues of F q form a difference set in the additive group of F q . Such a difference set is known as a Paley difference set. A Paley design is the underlying symmetric 2-design of a Paley difference set, and a Paley Hadamard matrix is a Hadamard matrix developed from a Paley difference set (these are generally known as Type I Paley matrices.)
The Paley matrices are well studied. In particular, their automorphism groups were determined by Kantor.
Theorem 18 ([20] , [7] ). Let H be a Paley Hadamard matrix of order p n + 1 > 12. Then Aut(H) is an extension of C 2 by PΣL 2 (p n ) (that is, PSL 2 (p n ) extended by field automorphisms).
Definition 19. Let
Proof. Suppose that PSL 2 (q) is a normal subgroup of A(H). Then the stabiliser of a point in A(H) contains a subgroup of index 2 in AGL 1 (q). This contains a normal elementary abelian subgroup R of order q acting regularly on the remaining points. It is clear that R fixes a point in its action on columns. Hence, R is a regular subgroup of Aut(S), where S is a symmetric design corresponding to H. Thus by Theorem 12, H is developed from a difference set D in R. We show that D is necessarily of Paley type: this guarantees that H is equivalent to a Paley Hadamard matrix by Remarks 1 and 2.
Consider A(H) 1,2 , the stabiliser of a point in A(H) 1 . This has two orbits on the remaining rows, one labeled by quadratic residues and one by non-residues. By Bruck's characterisation of the multipliers of a difference set ( [2] , Definition VI.2.1), we have that the quadratic residues are multipliers of D. Now, by Lemma VI.2.5 of [2] , there exists a translate of D fixed by every multiplier. This translate either consists entirely of quadratic residues or of quadratic nonresidues. In either case D is equivalent to a Paley difference set.
Conversely, by Theorem 18, if H is of order q+1 > 12, and H is equivalent to a Paley Hadamard matrix, it is clear by Theorem 18 that PSL 2 (q) A(H).
The previous results yield the following classification. • H is of order 12.
• H is in the unique equivalence class of Hadamard matrices of order 36 on which Sp 6 (2) acts.
• H has order greater than 12 and is equivalent to a Paley Hadamard matrix.
Remark 4. The (Paley) Hadamard matrices of order less than 12 are excluded from the list of Corollary 21 because their automorphism groups are affine doubly transitive rather than non-affine. Indeed, these matrices are equivalent to Sylvester matrices.
We note that an unpublished paper [22] of Moorhouse classifies all complex Hadamard matrices with doubly transitive automorphism groups. Our classification agrees with his in the special case considered here.
Cocyclic development
and contain the central involution (−I, −I). This turns out to be equivalent to classifying regular subgroups of A(H) which possess some additional properties (specifically, the preimage in Aut(H) of such a regular subgroup must project onto a regular permutation group on the columns of H).
We consider the sporadic cases first. The next two results were obtained using the computational techniques developed in [25] from ideas due to de Launey.
Lemma 22 ([25], Section 5.3).
A Hadamard matrix of order 12 is cocyclic over the alternating group A 4 , the dihedral group of order 12 and C 2 × C 6 , with extension groups SL 2 (3), C 3 Q 8 and C 3 × Q 8 respectively.
The cocyclic Hadamard matrices of order 36 are classified in [26] . The Hadamard matrix of Ito and Leon is not contained in the classification. In fact the Paley Type II matrix is the only cocyclic Hadamard matrix at this order with a non-solvable automorphism group. Lemma 23. Let H be in the unique equivalence class of Hadamard matrices of order 36 with A(H) ∼ = Sp 6 (2). Then H is not cocyclic over any group.
This leaves only the Paley Hadamard matrices to consider. The groups over which a Paley Hadamard matrix is cocyclic have been described by de Launey and Stafford. This result is deep, and relies on detailed knowledge about the finite near-fields, amongst other things.
Theorem 24 ([7], Section 5)
. Let H be a Paley Hadamard matrix of order q+1. Then H is cocyclic over the dihedral group of order q +1, with dicyclic extension group. There are additional extension groups only for q ∈ {3, 7, 11, 23, 59}.
The additional extensions in Theorem 24 are described in Section 5 of [7] . The matrices of orders 4, 8, 12 and 24 are also discussed in Chapter 5 of [25] . There is just one additional extension group for the Paley Hadamard matrix of order 60, namely SL 2 (5).
Corollary 25. Let H be a Hadamard matrix with A(H) non-affine doubly transitive. Then H is cocyclic if and only if either H is of order 12, or H is equivalent to a Paley Hadamard matrix. In both cases all groups over which H is cocyclic and all extension groups for H are known.
5 A classification of (4n−1, 2n−1, n−1)-difference sets with 'transitive extensions'
In this section, we classify up to equivalence (in the sense of Definition 11) the (4n−1, 2n−1, n−1)-difference sets which correspond to the Hadamard matrices of Corollary 21.
Suppose that H is a Hadamard matrix such that A(H) is non-affine doubly transitive. Let S be a symmetric 2 − (4n − 1, 2n − 1, n − 1) design underlying H. We may assume (by Theorem 12) that Aut(S) is transitive, so that Aut(S) ∼ = A(H) 1 by Theorem 10, or H is of order 12. Then by Theorem 12, the difference sets corresponding to H are in bijection with the regular subgroups of A(H) 1 . Note that we do not describe all difference sets in these groups (a listing of all difference sets in elementary abelian groups is well beyond the bounds of existing techniques!), but only those for which the corresponding Hadamard matrix H has A(H) non-affine doubly transitive.
To summarise: for each of the doubly transitive groups identified by Ito, we classify the regular subgroups of a point stabiliser on the remaining points. We choose a representative from each conjugacy class of regular subgroups and describe the difference sets in these groups which correspond to the Hadamard matrices of Corollary 21.
Lemma 26.
Suppose that H is a Hadamard matrix of order 12. Let S be a symmetric design corresponding to H. Then Aut(S) has precisely one conjugacy class of regular subgroups, each of which contains the Paley difference set of that order.
Proof. The stabiliser of a point in M 12 is the simple group M 11 , but the automorphism group of S is PSL 2 (11). This group has a unique conjugacy class of regular subgroups. The First Multiplier Theorem (see Theorems VI.2.6 and VI.2.11 of [2] ) allows us to settle this case by hand. We are searching for an (11, 5, 2)-difference set in Z 11 , so 3 is a multiplier. That is, any difference set in Z 11 has a translate which is fixed by the automorphism x → 3x. The orbits of this automorphism are {1, 3, 4, 5, 9}, {2, 6, 7, 8, 10} and {0}. But the first orbit consists precisely of the quadratic residues of F 11 , so is a Paley difference set. The second orbit also forms a difference set, which is equivalent to the first under the inversion automorphism.
It is easy to show that S 8 does not contain a subgroup of order 35 (no element of order 5 commutes with an element of order 7 in S 8 ). Hence in its action on 35 points, S 8 does not contain a regular subgroup.
Lemma 27.
Suppose that H is a Hadamard matrix of order 36, and A(H) ∼ = Sp 6 (2) acting doubly transitively. Then H is not developed from any difference set.
Remark 5. Lemmas 23 and 27 may be compared to [27, Theorem 10] .
By Corollary 21, all that remains to be considered are the Paley Hadamard matrices. Let H be the Paley Hadamard matrix of order q + 1. Then A(H) ∼ = PΣL 2 (q), by Theorem 18. Then by Theorem 10, we see that a symmetric 2-design corresponding to the Paley Hadamard matrix of order q+1 has a subgroup of index 2 in AΓL 1 (q) as its automorphism group. Thus, our first task is to classify the regular subgroups of this automorphism group. For convenience, we now state the main results of our investigations.
Theorem 28. Let H be the Paley Hadamard matrix of order q +1. Express q as p np e for a prime p, and n coprime to p. Then A(H) 1 has e+1 conjugacy classes of regular subgroups. One is normal and elementary abelian, the remainder are non-normal, non-abelian of exponents p The rest of this section is devoted to a proof of Theorem 28.
The regular subgroups of AΓL 1 (q)
Let K/L be a Galois field extension of degree n, with Galois group G. Then the Normal Basis Theorem states that there exists an element of ω of K such that ω G is a basis for K as an L-vector space. Recall that extensions of finite fields are always Galois, with cyclic Galois group.
We will consider F q as a field extension of F p for the moment. Extensions of intermediate fields are obtained by replacing the Frobenius automorphism σ by a suitable power, and will be considered later. We now determine the regular subgroups of AΓL 1 (q) in its natural action.
Lemma 30. Suppose that q = p n and p does not divide n. Then the only regular subgroup of AΓL 1 (q) is elementary abelian and normal.
Proof. The subgroup T consisting of the maps x → x + a for a ∈ F q is a regular normal subgroup of AΓL 1 (q) and is easily seen to be elementary abelian. But a Sylow p-subgroup of AΓL 1 (q) is of order q; hence T is the unique subgroup of order q in AΓL 1 (q).
We consider now the case that q = p p . (The argument for the general case is almost identical, and is given later.) In this case, a Sylow p-subgroup of AΓL 1 (q) has order p p+1 , and a regular subgroup has order p p . By the Normal Basis Theorem, we may consider F q as an F p -vector space V of dimension p, on which the Frobenius automorphism σ acts by cyclic permutation of co-ordinates. We fix some notation: {v 1 , v 2 , . . . , v p } is a basis for V , AΓL 1 (q) = a 1 , a 2 , . . . , a p , β, σ where the action of each of the generators is given by
with subscripts interpreted modulo p, b is a primitive element of F * q and the action of σ is extended linearly to all of V = F q . The subgroup G = a 1 , . . . , a p , σ is a Sylow p-subgroup of AΓL 1 (q). We can determine a presentation of G with relative ease:
Remark 6. We observe that the prime subfield of F q is fixed by σ; it is the subspace spanned by
Lemma 31. A non-trivial element of G is either fixed-point-free, or is conjugate to an element of σ and fixes p points.
Proof. The element σ centralises p 2 elements of G (namely those of the form a
and the number of distinct conjugates of σ in G is p p+1 /p 2 = p p−1 . Now σ fixes the prime subfield, so a non-trivial element in the union U of these conjugates fixes at least p points in V . Note that |U | = p p−1 (p − 1) + 1. Since G is transitive on V , it then follows from the Cauchy-Frobenius formula that each non-trivial element of U fixes precisely p points, and that G \ U is the set of fixed-point-free elements of G.
Definition 32. Let E be a multiplicatively written elementary abelian group of order p k , with fixed minimal generating set {e 1 , . . . , e k }. Then the weight of an element of E is given by
Definition 33. Each element g of G may be expressed uniquely in the form aσ t for some a ∈ a 1 , . . . , a p and 0 ≤ t ≤ p − 1. Define the weight w(g) of g to be w(a). Also define the class of g to be t.
Lemma 34. The weight and class of an element of G are invariant under conjugation by G.
Proof. Each quantity is preserved under conjugation by the generators of G.
Lemma 35. All conjugates of σ have weight 0. Furthermore, an element of G of weight zero is conjugate to σ t if and only if it has class t.
Proof. The first part is immediate from Lemma 34. For the second, it suffices to show that an element of weight zero and class t is conjugate to σ t . By Lemma 31, σ t has p p−1 conjugates. Each of these is an element of weight zero and class t. But there are precisely p p−1 elements in G with this property. The result follows.
By definition a 1 , . . . , a p acts transitively on V ; hence it is a regular subgroup of G. As the next theorem shows, this is the only abelian regular subgroup.
Theorem 36. Let q = p p . Then AΓL 1 (q) has two conjugacy classes of regular subgroups. In particular, all non-abelian regular subgroups are AΓL 1 (q)-conjugate.
Proof. Consider the subgroup
Note that T k is abelian if and only if k = 0. We claim that T k = {aσ k·w(a) | a ∈ T 0 }. To see this, let g = aσ kt and h = bσ ks for a, b ∈ T 0 have weights t, s respectively; then gh = aσ kt bσ ks = ab
has weight w(a) + w(b σ −kt ) = t + s and class k(t + s). Since T k is generated by elements of weight 1 and class k, this implies by induction that the class of g ∈ T k is k · w(g), as required. We show that each T k is a regular subgroup of G. Let g ∈ T k , g = 1. If w(g) = 0 then g is fixed-point-free by Lemmas 31 and 34. Suppose that w(g) = 0. Then the class of g is zero by the previous paragraph. By Lemmas 31 and 35, we see once again that g is fixed-point-free. But T k has order p p and acts on a set of this size: it is regular.
In the next part of the proof we establish that the T k are the only regular subgroups of G. Since a regular subgroup R has index p in G, R must contain the normal subgroup
rs where r ≡ ts −1 mod p, so that R = T r . Now choose any r, 1 < r ≤ p − 1. Let c ≡ r −1 mod p. Then there exists γ ∈ β such that v γ = cv for all v ∈ V . The equalities
imply that σ γ = σ and a
Finally, since a regular subgroup of AΓL 1 (q) is contained in some Sylow p-subgroup, and (as we just showed) all non-abelian regular subgroups of the Sylow p-subgroup G are conjugate, all non-abelian regular subgroups of AΓL 1 (q) are conjugate.
Corollary 37. Suppose that F is a field of characteristic p and that K is an extension of F . Then AΓL F (K), the group of semilinear transformations of K fixing F , contains one conjugacy class of regular subgroups for each power of p dividing the degree of the extension (including p 0 ).
Proof. In the case that K is an extension of degree mp where p m, it suffices to consider K as an extension of degree p over a suitable intermediate field.
The argument of the previous theorem holds with minor modifications. Now we consider field extensions of degree p a . Here we construct a tower of extensions, each of degree p. It is then seen that one additional conjugacy class of regular subgroups is obtained at each level of the tower.
We recall that the automorphism group of a symmetric Paley 2-design S is of index 2 in AΓL 1 (q). So its Sylow p-subgroups are the same as those of AΓL 1 (q). Thus the conjugacy classes of regular subgroups of Aut(S) are in bijection with those of AΓL 1 (q). This completes the proof of Theorem 28.
6 Application: Skew-Hadamard difference sets
It is easily seen that all skew difference sets have parameters of the form (4n− 1, 2n−1, n−1). Thus the terms 'skew' and 'skew-Hadamard' are interchangeable when referring to difference sets. Skewness is a strong condition to impose on a difference set and it implies several non-existence results. For many years the Paley difference sets were the only known examples of skew difference sets, and it was conjectured that they were the only examples. Recently Ding and Yuan [8] used Dickson polynomials to construct new skew difference sets in the additive groups of F 3 5 and F 3 7 . They show that these difference sets are inequivalent to the Paley ones. They conjecture that their construction produces inequivalent difference sets for all elementary abelian groups of order 3
2n+1 . This paper revitalised the study of skew-Hadamard difference sets: recent results of Feng [9] give a construction for such difference sets in non-abelian groups of order p 3 . Muzychuk [24] goes even further: he shows that there are exponentially many equivalence classes of skew-Hadamard difference sets in elementary abelian groups of order q 3 . In this section we construct the first triply infinite family of skew difference sets inequivalent to the Paley family. These appear to be the first known skew difference sets in non-abelian p-groups of unbounded exponent.
Lemma 40. The group T 1 as defined in the proof of Theorem 36 contains a Hadamard difference set.
Proof. Since T 1 acts regularly on the Paley design, Theorem 12 guarantees the existence of a Hadamard difference set in T 1 .
We describe the difference set explicitly. Let D be a difference set in T 0 (we can take D to be the set of quadratic residues of F p p ). Recall that
. So there exists a translate of D 1 which consists of a union of orbits of σ on T 1 .
Express this translate of
Then since σ is weight preserving, each X i is a union of orbits of σ. This implies that
for any power k of σ. Then the multiset of quotients
represents each element of T 1 equally often, because D is a difference set. Thus D 1 is a difference set in T 1 .
Remark 7. Any group T k , as a conjugate of T 1 , also contains a Hadamard difference set. One direction of the following lemma is stated in Remark VI.8.24 of [2] .
Lemma 41. Let G be a group containing a difference set D, and let M be the associated {±1}-matrix of D. That is, Proof. Suppose that (M + I) = −M − I. Then the elements of D are precisely those for which χ(g i 1 −1 ) = 1 (i.e. they correspond to positive entries in the first row of M ). But by skew-symmetry of M + I we obtain that χ(1g
Hence D is skew as required. In the other direction, observe that
So if D is skew-Hadamard then (M + I) = −M − I.
Theorem 42. The group T 1 contains a skew Hadamard difference set.
Proof. Since the Paley Hadamard matrices are skew, this follows from Lemmas 40 and 41.
Thus Theorem 42 furnishes a family of skew non-abelian difference sets in groups of order p np e for any prime p ≡ 3 mod 4, n odd and coprime to p, and e ≥ 1. These difference sets have not previously appeared in the literature.
To conclude this section, we observe that there are no other skew-Hadamard difference sets for which the corresponding Hadamard matrix has a doubly transitive automorphism group.
Theorem 43. Let H be a Hadamard matrix of order greater than 8 with affine doubly transitive automorphism group. Then H is not developed from a skewHadamard difference set.
Proof. First, suppose that H is developed from a skew-Hadamard difference set. Then by Lemma 41, the incidence matrix for the underlying 2-design is skew; hence any difference set corresponding to H will be equivalent to a skew difference set.
H has order 2 n for some n, and by a result of Moorhouse [22] is equivalent to the Sylvester matrix of that order. It is well known that the underlying 2-design S of a Sylvester Hadamard matrix is isomorphic to the point-hyperplane design of projective n-space over F 2 . Thus the automorphism group of S contains a regular cyclic subgroup (a Singer cycle).
But if H is developed from a cyclic skew difference set then H is equivalent to a Paley matrix, by Theorem 39. It is well known that the Paley and Sylvester series of matrices coincide only at orders 4 and 8.
Corollary 44. Let D be a skew difference set, and H the Hadamard matrix developed from D. Then A(H) is doubly transitive if and only if H is equivalent to a Paley Hadamard matrix.
Application: Hall's sextic residues
We use our classification of Hadamard matrices with non-affine doubly transitive automorphism group to establish necessary and sufficient conditions for a Hall difference set to correspond to a cocyclic Hadamard matrix.
Definition 45. Let p be a prime of the form 4n − 1 = x 2 + 27 for some positive integer x (there are no non-trivial prime powers of this form). Let F be a field of size p, and denote by C the multiplicative group of F. Let U be the unique subgroup of index 6 in C and denote by µ a preimage in F p of a generator of C/U . Then U ∪ µU ∪ µ 3 U is a (p,
4 ) difference set in F, which we call a Hall difference set. The elements of this difference set are generally known as Hall's sextic residues. Theorem 11.6.7 of [11] proves the existence of these difference sets, and characterises them, together with the Paley difference sets, as the only ones having the sextic residues as multipliers.
We will require the following result, claimed by Ramanujan, and later proved by (among others) Mordell.
Theorem 46 ( [23] ). The only solutions of the Diophantine equation 2 n = x 2 +7 are n = 3, 4, 5, 7, 15.
A Hall matrix is a Hadamard matrix developed from a Hall difference set. Theorem 47. Suppose that H is a Hall matrix of order t. Then H is cocyclic if t = 32, and possibly if t = 131072, but not otherwise.
Proof. Suppose that H is cocyclic. By Theorem 14, A(H) is doubly transitive.
We begin with the affine case. By Theorem 46, the only solutions to the equation 2 n = 4x 2 + 28 occur when n ∈ {5, 6, 7, 9, 17}. But of these values of n, the only ones such that 2 n − 1 is prime are n ∈ {5, 7, 17}. A computation in
Magma [3] reveals that the Hall matrix of order 32 is equivalent to the Sylvester matrix of that order, and so is cocyclic (see Section 6.4.1 of [14] 
