Abstract-Using runtime information of load distributions and processor affinity, we propose an adaptive scheduling algorithm and its variations from different control mechanisms. The proposed algorithm applies different degrees of aggressiveness to adjust loop scheduling granularities, aiming at improving the execution performance of parallel loops by making scheduling decisions that match the real workload distributions at runtime. We experimentally compared the performance of our algorithm and its variations with several existing scheduling algorithms on two parallel machines: the KSR-1 and the Convex Exemplar. The kernel application programs we used for performance evaluation were carefully selected for different classes of parallel loops. Our results show that using runtime information to adaptively adjust scheduling granularity is an effective way to handle loops with a wide range of load distributions when no prior knowledge of the execution can be used. The overhead caused by collecting runtime information is insignificant in comparison with the performance improvement. Our experiments show that the adaptive algorithm and its five variations outperformed the existing scheduling algorithms.
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1I NTRODUCTION
OOPS are the richest sources of parallelism and are widely used in scientific application programs. In many scientific applications, a set of independent tasks typically exists in a parallel loop, called a DoAll loop, where the processing of each element in each iteration is independent of the others.
The performance of a loop scheduling algorithm is mainly affected by three overhead sources: synchronization and loop allocation, load imbalance, and data communication. Although it is desirable for an efficient algorithm to minimize the above three sources of overhead, it is usually impossible because conflicts can arise among them. Exploiting processor affinity (processor affinity refers to certain data access dependence of a task to a specific processor; a more precise definition is given in Section 3.1) favors the allocation of loop iterations close to their data, which tends to cause load imbalance. Load balance favors the "fine grain" allocation of loop iterations (where a small number of iterations are allocated) in order to minimize the effects of uneven assignment. However, the "fine grain" allocation tends to increase synchronization overhead and loop allocation overhead. In different applications, each overhead source affects performance differently. Hence, an efficient loop scheduling algorithm should optimize its performance by adaptively trading off synchronization overhead, loop allocation overhead, load imbalance overhead, and datacommunication overhead. Moreover, a dynamic scheduling algorithm should not assume any prior knowledge of the execution times of the loop iterations because the execution of the loop usually is unpredictable in practice.
So far, many novel dynamic scheduling algorithms have been proposed, e.g., [2] , [4] , [5] , [6] , [8] , [9] , [11] , [10] . These algorithms fall into two distinct classes: central queue based and distributed queue based. In central queue based algorithms [2] , [8] , [11] , [10] , iterations of a parallel loop are all stored in a shared central queue and each processor exclusively grabs some iterations from the central queue to execute. The major advantage of using a central queue is the possibility of evenly balancing the workload. While keeping a good load balance, the central queue based algorithms differ in the way they reduce synchronization and loop allocation overheads. However, three limitations are associated with the use of a central queue:
1) An iteration in the central queue is likely to be dynamically allocated to execute on any processor, which does not facilitate the exploitation of processor affinity; 2) During allocation, all the processors but one should remotely access the central work queue, and thereby generate heavy network traffic; 3) Because all the processors contend for the central queue, the central queue tends to be a performance bottleneck, resulting in a longer synchronization delay. In order to exploit the processor affinity inherent in the parallel execution of many loops and to eliminate the central bottleneck, the affinity scheduling algorithm proposed in [6] distributes the central queue to be local to each proc-essor, and the algorithm partitions iterations of a parallel loop statically into local queues so that each processor only is involved in remote access while load imbalance occurs. Markatos and Leblanc [6] show that affinity scheduling almost achieves the best performance in all tested cases when compared with those central queue based algorithms. To enhance the affinity scheduling algorithm in the presence of large, correlated imbalance in loop execution time, Subramaniam and Eager [9] propose two loop partition methods: dynamic partition and wrapped partition. These two partition methods, however, only improve affinity scheduling for some specific applications because both of them execute under some specific assumptions about the distribution of loop execution time.
In the design of distributed queue based algorithms, we have no reason to prefer other kinds of loop partition methods to uniform partition, due to the uneven and unpredictable execution time of loop iterations. Hence, it is crucial for a distributed queue based algorithm to be able to dynamically and efficiently schedule tasks at run-time to even the load imbalance caused by the static partition. In existing affinity scheduling algorithms [6] , [9] , all the processors schedule loop iterations in their local queues using the same allocation scheme where, at each time, 1/P of the remaining iterations in the local queue are allocated (P is the number of processors). This iteration allocation scheme may not be efficient. For example, if the initial loop partition is balanced then all processors will complete the execution of iterations in their local queues at the same time, and each processor should grab all the iterations in the local queue in an allocation, instead of only 1/P of the remaining iterations. On the other hand, if the initial loop partition is not balanced, those lightly loaded processors should finish execution of the iterations in their local queue as soon as possible so that they can immediately turn to help heavily loaded processors. Hence, processors should be able to dynamically increase or decrease their allocation granularity based on runtime information to reduce synchronization and loop allocation overhead and balance load more evenly. This motivates us to design adaptive scheduling algorithms to further improve existing affinity scheduling algorithms.
The major objective of this paper is to exploit the potential of dynamic information to reduce loop execution time. We propose an adaptive scheduling algorithm and its five variations. Our algorithms dynamically adjust allocation granularity according to a program's execution history. We classify parallel loop execution patterns and fairly select a set of applications to experimentally verify the effectiveness of our algorithms in comparison with the proposed affinity scheduling algorithms in [6] , [9] .
Our experimental results show that using runtime information to adaptively adjust scheduling granularity is an effective way to handle a wide range of load distributions when no prior knowledge can be used. The overhead caused by collecting runtime information is insignificant in comparison with the benefit gained by this method when proper algorithms are designed. The experiments show that the more aggressive an algorithm is in using dynamic information, the more it improves the execution performance of parallel loops. The adaptive algorithm outperformed the existing scheduling algorithms experimentally.
The organization of this paper is as follows. Section 2 describes in detail the main ideas in the design of the adaptive scheduling algorithm and presents five variations that have different degrees of aggressiveness in the adjustment of loop scheduling granularities. In order to assess precisely the effectiveness of the proposed algorithms in practice, we analyze and classify the program characteristics of applications in Section 3. We selected five representative kernel applications as benchmarks for performance evaluation. In Section 4, we report our experimental results and comparisons. We summarize the paper in Section 5.
2A DAPTIVE SCHEDULING ALGORITHMS
Similar to the affinity scheduling algorithm [6] , the adaptive affinity scheduling algorithm is also constructed to have following three phases: Initial partition phase: Deterministic assignment policy is used to partition iterations of a parallel loop into local queues of processors, which ensures that an iteration is always assigned to the same processor at the start. With this assignment scheme, if a parallel loop executes repeatedly and each parallel iteration accesses the same data set in different executions, the first execution of the parallel loop will bring data locally to processors so that the subsequent execution of the parallel loop only involves local data access. Local scheduling phase: Based on some local scheduling policy, each processor allocates a part of the remaining iterations in a local queue to execute until the local queue is empty. Local scheduling does not cause remote access overhead. Because each local queue is shared by all processors, a critical section is used to protect the allocation of the loop iterations in the local queue. The local scheduling overheads mainly come from the synchronization overhead and the loop allocation overhead in the execution of the critical section. Reducing the number of allocations is crucial to improve the performance of the local scheduling phase. Remote scheduling phase: When a processor finishes the execution of all the iterations in the local queue, it remotely allocates a portion of the iterations from the most loaded processor in the system to execute. The remote scheduling phase is aimed at dynamically balancing the workload. An iteration is at most reassigned once, which avoids processor thrashing. Remote scheduling causes remote data access overhead as well as synchronization overhead and loop allocation overhead. Instead of relying on preknowledge about a loop's execution, our adaptive affinity scheduling algorithm exploits the potential of using dynamic execution history to adaptively adjust iteration chunking size to reduce synchronization and loop allocation overheads. The algorithms also maintain a better load balance. The main idea of our designs is to minimize local scheduling overhead so that the phase of dynamically balancing the workload can be speeded up, which results in reduction of loop execution time.
In the initial phase, a loop with N iterations is partitioned into chunks of uniform size N/P over P processors because we have no reason to prefer other partition methods in the absence of a precise prediction about the execution distribution of the loop's iterations. Our initial partition is identical to the one in [6] .
In the local scheduling phase, a processing speed variable s i , termed the PS variable, is set for each processor, which keeps track of the number of iterations the processor has executed so far (i = 1, L, P). Variable s i is initially set to zero and is increased by one each time processor i finishes the execution of an iteration. By comparing the local PS variable with other PS variables, a processor can observe the load distribution. At any time, the processors with smaller PS variable values have executed iterations that have a heavier workload than those executed by the processors with larger PS variable values. Because, in most applications, a load distribution state has a certain steady duration, it is feasible to speculate about the load distribution in the near future by the current observation. Although some applications really have a surge variance in the load distribution, the prediction difference can be minimized by dynamic readjustments. In order that processors response spontaneously to the dynamic changes of iteration workload, it is necessary to differentiate the workload states of processors. For fairness, we select the average number of iterations executed by all processors, i.e., and • lightly loaded (LL)-the processor's PS value is equal to or larger than
where α is a nonnegative, range control variable, which adjusts the distribution of HL processors, NL processors, and LL processors. Variations of parameter α would affect the algorithmic performance. The dynamic features in the execution of real applications' loops make it impractical or impossible to analytically determine an optimal value of α. Here, we will discuss the effect of different values of α on performance through experiments, giving an empirical method of determining a performance-efficient α.
In order to control chunk size in the allocation of loop iterations, a chunk-size control variable k i is set for processor i (i = 1, L, P). Each processor always removes 1/k i of the remaining iterations in its local work queue for execution. In the beginning of the local scheduling phase, all the chunk-size control variables are initialized to the same value, such as P, the total number of processors. Then, each k i (i = 1, L, P) is adaptively and independently adjusted by a chunk-size control function Π. Function Π uses the load state and the current value of k i of processor i as its two input parameters, and adjusts the chunk-size control variable k i as follows:
• If processor i is heavily loaded, Π increases k i , aiming at reducing chunk size so that more iterations remaining in the heavily loaded processor can be executed by those lightly loaded processors, therefore, balancing workload more efficiently.
• If processor i is normally loaded or lightly loaded, Π decreases k i , aiming at increasing chunk size so that a normally loaded or lightly loaded processor can finish all the iterations in their local work queues as soon as possible, and then immediately starts to help heavily loaded processors. When processor i completes execution of the iterations in the local queue, it turns to the remote scheduling phase. In the affinity scheduling algorithm of [6] , when a processor exhausts its local work queue and starts to help other heavily loaded processors, it just removes 1/P of the remaining iterations from the most heavily loaded processor. This allocation method may not be efficient when only a few processors can turn to help other processors. Here, we determine the chunking size according to the current number of lightly loaded or normally loaded processors because they are able to help those heavily loaded processors in the near future. For processor i, it determines its chunk control variable k i as follows:
where n is the total number of lightly loaded processors and normally loaded processors (n + 1 means to include the most heavily loaded processor from which processor i will allocate the remaining iterations), and P is the total number of processors. Then, processor i allocates 1/k i  of the remaining iterations in the most heavily loaded processor to execute. This procedure will repeat until all local work queues are empty. Initially, k i has a smaller value than P so that a big chunk size is used to reduce the number of remote allocations. Our experiments in the next section will show that the selected big chunk size does not increase the risk of imbalancing load. Subsequently, when more processors become lightly loaded or normally loaded, k i will increase until it reaches the maximal value, P.
In the following, a pseudocode description of the adaptive affinity scheduling algorithm is given. In implementation, this code can be automatically inserted by a compiler into application programs for each processor to dynamically schedule the execution of loops without the interference of the operating system. As with other existing work, we generate dynamic scheduling programs by hand in our experiments in order to focus on the algorithmic study. 1. Initial partition phase: initial_partition(N, P) // N iterations are uniformly partitioned over P processors {for (i = 0; i < P; i ++) assign_iterations(i); // assign iterations to processor i. for (i = 0; i < P, i ++){ Adaptively changing loop scheduling granularity is the major characteristic which distinguishes our adaptive affinity scheduling from the affinity scheduling algorithm in [6] . Remotely reading the PS variables of other processors is the overhead caused by our adaptive scheduling algorithm in collecting execution history of other processors. If the increased overhead nullifies the benefit of adaptively varying loop scheduling granularity, the adaptive affinity scheduling algorithm may not exhibit a performance improvement over existing affinity scheduling algorithms.
Different variations of the adaptive affinity scheduling algorithm can be constructed by designing different chunksize control protocols for the function Π. Here, we propose four mechanisms for our adaptive algorithm. Let k i be the chunk size control variable of processor i in the local scheduling phase.
• Exponentially Adaptive (EA) Mechanism In the EA mechanism, a processor increases or decreases the value of its chunk-size control variable k i by a factor at each time according to the current load state. The chunk-size control function Π is formally defined as max 1 where con is a constant specified by users. We choose 1 in our experiments. Because the LA mechanism changes the chunk size at a slower pace than the EA algorithm, it has less risk of imbalancing the workload, but larger synchronization and loop allocation overhead.
• Conservatively Adaptive (CA) Mechanism A careful selection of the chunking size in a loop scheduling algorithm is crucial to find a compromise between synchronization overhead and load imbalance. Allocating a bigger chunk of the iterations of a loop tends to reduce synchronization and loop allocation overhead, but increase the risk of imbalancing load. Previous work in [5] shows that in order to have reasonable load imbalance and synchronization overhead, it is safe for the chunk size control variable k i to choose a value in [P, 2P]. The CA mechanism is constructed by restricting the varying range of the chunksize control variables of the LA mechanism within [P/2, 2P]. The chunk size control function is defined as follows: The GA mechanism employs a two-phase consensus method to greedily enlarge the chunking size on nonheavily loaded processors. The GA mechanism records the previous load state of the processor. If a processor finds it is in a nonheavily loaded state in two consecutive allocations, it greedily reduces the chunk-size control variable to 1, i.e., it grabs all the remaining iterations in the local work queue to execute. Otherwise, the processor increases or decreases the chunking size by using the conservation method in the CA mechanism with con = 1 experimentally. Let Keeping and maintaining the PS variable for each processor allows the above four adaptive mechanisms to know exactly the current workload of each processor; thereby, the PS variables can be used to adjust the speed for each proc-essor, and as a consequence, to adjust the workload among the processors. But it also introduces loop allocation overhead. Here, we design a heuristic variation, denoted by HA, which still adopts the framework of our adaptive scheduling algorithm. Instead of using PS variables to determine workload distribution among processors, we use the number of iterations actually executed by each processor to guide the adjustments of scheduling granularities. Initially, a parallel loop is uniformly distributed to processors. Each processor i repeats grabbing 1/k i of the remaining iterations in its local queue to execute without doing any adjustment to k i . If processor i finishes all the iterations in its local work queue, and turns to get iterations from the most heavily loaded processor j, processor i is said to be lightly loaded and processor j is heavily loaded. Then processor i increases its scheduling granularity and processor j decreases its scheduling granularity. Hence, the lightly loaded processors can turn as early as possible to help heavily loaded processors, and the heavily load processors can remain as much workload as possible to even those lightly loaded processors. At the end of each execution of the parallel loop, processors check whether they have executed approximately the same number of iterations, i.e., a balanced workload. If so, processors increase their scheduling granularities to speed up subsequent executions of the parallel loop.
Comparing with the four variations of the adaptive algorithm: EA, LA, CA, and GA, the HA variation differs in several aspects: 1) Instead of determining the load state at each time of local scheduling that is used by the adaptive algorithms, the HA variation updates the load states of processors only in the remote scheduling phase and at the end of one execution of the parallel loop, so that it causes less scheduling overhead than the adaptive algorithm.
2) The HA variation works by requiring that the parallel loop be nested in a sequential loop to execute repeatedly. When the parallel loop only executes once, the HA variation becomes the affinity algorithm [6] .
The pseudocode of the heuristic variation of the adaptive affinity scheduling algorithm (HA variation) is shown as follows. 
3E XPERIMENTAL EVALUATION METHODS
Markatos and Leblanc [6] show that the affinity scheduling algorithm (hereafter, simplified as the ML algorithm) outperforms other algorithms that do not exploit processor affinity. Hence, we focus on comparing the variations of the adaptive scheduling algorithm with the affinity scheduling algorithm and its two variations in [9] . The scheduling algorithms we have evaluated and compared are: 1) the ML affinity scheduling algorithm, 2) the SE dynamic initial partition affinity scheduling algorithm, 3) the adaptive affinity algorithm with the exponential adaptive mechanism (EA), 4) the adaptive affinity algorithm with the linearly adaptive affinity mechanism (LA), 5) the adaptive affinity algorithm with the conservatively adaptive mechanism (CA), 6) the adaptive affinity algorithm with the greedily adaptive mechanism (GA), and 7) the heuristic adaptive variation (HA). The experiments were conducted on two machines: the KSR-1, a hierarchical-ring-based, cache coherent sharedmemory system and the Convex Examplar, a crossbar and ring-based cache coherent shared-memory system. Here, we address our methods of selecting application kernels and of evaluating the algorithms.
Principles for Selecting Application Kernels
Considering the effects of program features on scheduling algorithms, we characterize parallel loops by three factors: the affinity of loop iterations to processors, the distribution of loop execution time, and the granularity of loop iterations.
The iterations of a parallel loop may exhibit affinity to processors only when the loop is nested in a sequential loop to be executed repeatedly. One fact in parallel processing is that the dominant overhead source in many applications is communications, not synchronization. Hence, we first classify parallel loops into two classes: potential affinity parallel loops that are nested in a sequential loop, and nonaffinity parallel loops that are only executed once. How strong the iterations of a potential affinity parallel loop that exhibits affinity to processors is significantly affected by the sizes of data sets accessed by iterations, and by the data locality of iterations.
A better data locality of an iteration means that the data set accessed by the iteration changes less significantly in different executions of the iterations. Data locality determines the affinity of iterations to processors. On the other hand, the sizes of data sets accessed by iterations determine the benefit of exploiting processor affinity. For those parallel loops with better data locality, if their iterations have very small data sets (e.g., one integer), exploiting processor affinity will not improve the execution times of these parallel loops more than by balancing load and reducing synchronization overhead.
Let (1)) is the average size difference of two data sets in two consecutive loop executions of an iteration, which indicates approximately how much data should be reloaded in each execution of an iteration of the parallel loop. So, the data locality of an iteration can be quantitatively evaluated by the following defined locality rate:
where the locality rate is a value in [0, 1]. A locality rate of one means an iteration always accesses the same set of data. A larger locality rate represents a better data locality. Then, how strong an iteration has affinity to a processor can be quantitatively evaluated by locality_rate × D , the average number of data sets that will be accessed repeatedly (these data sets may be always stored in a local cache). In the selection of potential affinity parallel loops, we use data locality and data size to differentiate the affinity of iterations to processors.
The unpredictable variance in the execution times of parallel loops is a major obstacle for loop scheduling algorithms to work efficiently. In order to show how much parallel loop scheduling algorithms can tolerate different distributions of workload among iterations, we selected parallel loops by load distribution to cover three distinguished types of loops: 1) balanced loops where each iteration has the same amount of computation time, 2) predictable imbalanced loops where the computation times of iterations of a parallel loop vary as a predictable function of the loop control variable or where the load distribution in a parallel loop is fixed when it executes repeatedly, and 3) unpredictable imbalanced loops where the computation times of iterations change randomly, depending on initial input and some runtime variables (e.g., the execution time of a branch statement depends on its actual execution path). The ML algorithm only handles load imbalance by remote scheduling. The SE algorithm improves the ML algorithm performance only for those predictable imbalanced parallel loops where the load distribution of a parallel loop is not changed in multiple executions of the parallel loop, and the execution times of the iterations of a loop increase or decrease monotonically with the loop control variable. Our adaptive algorithm and its variations dynamically adjust the loop scheduling granularity to speed up the load balance procedure based on the execution history of processors. In the following experiments, we will show that the adaptive algorithm can handle load imbalance more efficiently over a wider range than the ML and the SE algorithms.
Besides affinity and load distribution, the iteration granularity of a loop is another important factor affecting the performance of loop scheduling algorithms. For parallel loops with coarse granularity where the execution times of loop iterations are significantly larger than the overhead of remote access delay, balancing the workload is more crucial than reducing synchronization and loop allocation overheads. For parallel loops with fine granularity where the execution times of loop iterations are much smaller than the overhead of remote access delay, it is important to minimize scheduling overheads. Because the determination of the iteration granularity of a parallel loop depends on the interaction between the parallel loop and the underlying system, it is difficult to tell whether a parallel loop is coarsely grained or finely grained before execution. Instead of classifying parallel loops by granularity, we consider the effect of iteration granularity in our experiments.
Based on the above analyses, we classify parallel loops into six types by their affinity and load distributions: I) loops with potential affinity and balanced workload, II) loops with potential affinity and predictable workload, III) loops with potential affinity and unpredictable workload, IV) loops with nonaffinity and balanced workload, V) loops with nonaffinity and predictable workload, and VI) loops with nonaffinity and unpredictable workload. In order to have a complete understanding of how well each scheduling algorithm works in the area of real-world applications, we select one application from each type. A loop with nonaffinity and unpredictable workload is a rare case in practice. Therefore, we only evaluate scheduling algorithms for applications of the first five types of loops.
Applications
The selected application kernels including potential affinity loops are Successive Over-Relaxation (SOR) (type I), Jacobi Iteration (JI) (type II), and Transitive Closure (TC) (type III). Matrix Multiplication (MM) (type IV), and Adjoint Convolution (AC) (type V) are application kernels including nonaffinity loops.
Type I: Balanced affinity loops in SOR.
All the iterations of the SOR parallel loop take about the same time to execute and each iteration always accesses the same set of data. Exploiting processor affinity may improve performance better than balancing the workload. In this application, each parallel iteration has locality rate of one and a data set of N array elements. The computational granularity of each parallel iteration is O(N).
Type II: Predictable affinity loops in a Jacobi Iteration (JI).
In the JI program, the top 20% of rows of elements in the nonsingular matrix A are nonzero elements, which are generated by a random number generator. The iterations of the parallel loop have a different workload which is determined by the distribution of nonzero elements in A, so exploiting load imbalance would improve performance. However, the workload of each parallel iteration is not changed when it is executed repeatedly.
The jth iteration of the parallel loop always accesses the jth row of the matrices A, B[j] and x0 [j] . When the jth iteration is fixed to be executed repeatedly on a processor, it only needs to reload x0 [j] into a cache because x0 [j] is updated after each execution of the parallel loop. Hence, this application kernel exhibits good processor affinity. Each iteration has a data set of the size of N + 2 elements, and data locality close to one. The average computational granularity of each iteration is smaller than that in the SOR kernel.
Type III: Unpredictable imbalanced affinity loops in the Transitive Closure (TC) kernel.
The TC program may exhibit more serious load imbalance than JI, where each iteration of the parallel loop and each execution of a parallel iteration may have computational granularity of O (1) or O(N), depending on the input matrix A. The iterations exhibit a weaker affinity to processors than SOR and JI. Due to the random computation feature, it is difficult to quantify the data locality and affinity of each parallel iteration.
Type IV: Balanced nonaffinity loops in Matrix Multiplication (MM).
The MM program does not have affinity to exploit. All the parallel iterations have computational granularity of O(N). So, reducing synchronization and loop allocation overhead is the only way to improve performance. This application is used to investigate whether the adaptive algorithm has a lower scheduling overhead than the ML algorithm.
Type V: Predictable imbalanced nonaffinity loops in Adjoint Convolution (AC).
Similar to the matrix multiplication application, the parallel loop in the AC kernel only executes once, hence it does not exhibit processor affinity. However, the computational granularity of the ith parallel iteration is O(N 2 -i), changing as a specific function of the control variable i to produce a significant imbalanced load distribution (a triangular pattern). This kernel is used to examine how efficiently the adaptive algorithms can handle the load imbalance caused by a uniform partition.
4E XPERIMENTAL RESULTS
The performance metric we use to evaluate algorithms is execution time. Execution time measures how differently the scheduling algorithms work for different types of applications for given problem size.
Comparisons of Loop Scheduling Algorithms
First we use N/P 2 as the α value in our four adaptive scheduling variations CA, LA, EA, and GA. We shall discuss the effect of the α value on performance in a later section, and discuss why α = N/P 2 is cost-effective in the next section. Fig. 1 presents the execution time (in seconds) of SOR (L = 500, N = 1,024) running on two to eight processors on both the KSR-1 and the Convex Exemplar. Since SOR is a perfectly balanced application kernel, the dynamic partition of the SE algorithm did not improve the performance of the ML affinity algorithm. On the other hand, it introduced some overhead into the ML algorithm. As the result, the ML and the SE perform the worst among them all, due to the overhead caused by more loop allocation and synchronization steps. By adaptively increasing the chunk size each time when a processor accesses the local work queue, the adaptive algorithms reduce the times that processors need for accessing the local work queues, therefore, scheduling and synchronization overhead is reduced. All our five adaptive algorithms outperformed the ML and the SE algorithms. The EA and GA performed the best among them all, since they take no more than three steps to adjust their chunk size to finish the remaining iterations. The LA variation needs more allocation steps than the EA and the GA need. The HA and the CA variations change the chunk size in a limited range; therefore, they could not get the best benefit by reducing the synchronization and loop allocation overhead for perfectly balanced applications. Fig. 2 plots the execution time of the Jacobi Iteration (JI) (L = 500, N = 1,024) for the different scheduling algorithms on the KSR-1 and on the Convex Exemplar. JI should be an application that fits the SE algorithm best. Since the workload distribution illustrates a "rectangular" shape-the leftmost 20% having a very heavy load and the remaining 80% having almost zero workload. The SE algorithm can readjust the initial partition to balance the workload for each processor to improve the execution time. The lower execution time curves of the SE algorithm confirm this.
Instead of readjusting the initial partition, our adaptive algorithms reduced the execution time by adjusting the chunk size for each processor. A lightly loaded processor took a larger number of iterations to execute. Then it turned to help the heavily loaded processor. The heavily loaded processor took a small number of iterations to execute, and it might leave some iterations for the other processors to finish.
For solving a linear system of size N = 1,024 by the JI kernel, our LA, GA, EA, and HA variations perform as well as the SE. The CA variation performed slightly worse than the other adaptive algorithms because, when using the CA variation, the processors with zero workload still cannot take more than 2/P iterations to execute. Therefore they need more time to finish their lightly loaded jobs, and turn to help the heavily loaded processor. In the meantime, the heavily loaded processor may have already taken a large number of jobs to execute and did not leave enough jobs for the idle processors. In each execution of the parallel loop, the workload is uniformly distributed among iterations. However, the total workload increases at the next execution of the parallel loop. Fig. 3a and Fig. 3b show the comparative performance of seven tested algorithms respectively on both the KSR-1 machine and the Exemplar. The SE algorithm and the ML algorithm perform similarly because, in this case, the SE algorithm had little chance to improve the ML algorithm by readjusting the load distribution. Algorithms LA, EA, and GA performed the best among them all because they adjusted scheduling granularity more aggressively. Combining these results with the experimental results of SOR, we conclude that for load balanced applications, aggressively adjusting scheduling granularity is an efficient method to reduce scheduling and synchronization overhead, thus to improve performance well. These results also show that the overhead of collecting state information is not significant comparing with the benefit gained from adaptively adjusting scheduling granularity.
Again, we tested the scheduling algorithm and its variations for the transitive closure kernel with a skewed input graph of 640 nodes containing a clique of 320 nodes, and no other edges. In this case, load imbalance is significant in the computation across iterations and the total load of the parallel loop increases from one execution to the next. The execution times for each scheduling algorithm are presented in Fig. 4a and Fig. 4b . Although the authors of [9] claim that the SE algorithm assumes that the execution time of any particular iteration does not vary widely from one execution of the loop to another, our results show that the SE algorithm can still improve the ML algorithm in our case studies. Because our adaptive algorithm capture the variance in load more precisely than the SE algorithm, LA, EA, GA, and HA, performed better than the SE algorithm. The CA variation performed similarly to the SE algorithm. These experimental results show that adaptively adjusting scheduling granularity is an efficient way to handle the load imbalance in unpredictable loop applications.
If the parallel loop is not embedded in a sequential loop (we call it a nonaffinity loop), both the SE algorithm and our heuristic variation HA have no chance to improve the ML affinity algorithm. because they adjust the initial partition or adjust the chunk size near the end of one execution of the parallel loop, and hope that the new partition or the new chunk size can play a role in the next execution of the parallel loop. Now we want to see if other adaptive variations can perform better than the ML algorithm for the nonaffinity loop. Fig. 5a and Fig. 5b present the performance of the scheduling algorithms for the matrix multiplication (MM) with N = 512. Algorithms ML, SE, and HA performed similarly. Algorithms EA, LA, and GA dynamically detect the workload distribution conditions and rapidly increase the chunk size, so that the processors take all the remaining iterations to execute after only a few accesses to the local work queue. The CA variation also increases the chunk size to a limit (2/P of the remaining iterations); therefore, it involves less synchronization and loop allocation overhead than ML but presents more overhead than GA, LA, and EA. Compared with the experimental results on kernel SOR, adaptive variations do not improve the ML algorithm on MM significantly because the parallel loop only executes for one time. Fig. 6a and Fig. 6b present the performance of the scheduling algorithms for kernel Adjoint Convolution with N = 128. SE and HA could not improve the ML algorithm, since the parallel loop is not embedded within a sequential loop. Load imbalance across iterations was significant since the first iteration took time proportional to O(N 2 ), while the last iteration took time proportional to O(1). As expected, ML, SE, and HA performed similarly, while EA, LA, and GA performed the best among them all. The CA variation's performance was in between.
Determine the Cost-Efficient Value
In the previous section, we used N/P 2 as the value of α in our adaptive scheduling algorithm and its variations, where N is the number of iterations in the parallel loop and P is the number of processors we used to execute the parallel loop. Here, we tested several values of α in trying to give an optimal value.
We evaluated our adaptive scheduling algorithm and its variations with different α values for the five benchmark applications on both the KSR-1 and the Exemplar. The α values we selected to evaluate are N/P, N/P 2 , 32, and 4, respectively. Due to the space limitation, we only present part of the results here for two of our adaptive scheduling variations EA and CA with respect to one kernel application. The remaining results that we do not specify in what follows also support the conclusions we are going to present. Fig. 7a presents the performance of the SOR kernel on the KSR-1 using the EA adaptive variation with the different α values. We also present the performance of the ML algorithm running the SOR kernel for a comparison. EA with α = N/P and α = N/P 2 showed the best performance. While EA with α = 4 presented the worst performance. Since SOR is a well-balanced application, all the processors should have a normal workload. A very large value of α like N/P guarantees that the workload state of each processor is always "normal" so that the processor can increase its chunk size and reduce its execution time. Although SOR is well-balanced, sometimes events such as cache misses, page faults, and interprocessor communication delays can bring some execution time variance among iterations. If we use a very small value for α, such as α = 4, in the presence of interference from such kinds of events, some processors take their workload states as "heavy" and, therefore, decrease their chunk size by a factor of two. Since we do not give a limit for the chunk size for the EA variation, this decrease of chunk size at an exponential rate may cause some processors to take a very small chunk so that the processor may take only one iteration for each access to the local work queue (similar to self-scheduling). This is why the EA (with α = 4 ) spent much more time than the ML when the number of processors is two or four. When the number of processors increases to six and eight, α = 4 becomes close to N/P 2 . The same reason holds with α = 32 for EA. When P = 2, the processors cannot determine their workload states correctly due to the system interference and the small value of α. As the number of processors increases, the α = 32 gets close to the value of N/P 2 . Therefore, we had the good performance of the algorithms with number of processors four, six, and eight. Fig. 7b presents the performance of the SOR application on the KSR-1 using the CA adaptive variation with different α values. We also show the curve for the ML algorithm and the curve for the EA variation with α = 4 in order to compare them. Fig. 7b shows that CA with α = N/P and α = N/P 2 performed the best among them all. CA with α = 4 shows that too small a value of α (in comparison with the value of N/P 2 ) may cause a negative effect on the performance of our adaptive algorithm due to system interference. CA with α = 4 performed the worst among the other CA curves. But we also notice that this curve is much lower than that of the EA with α = 4. The reason is that we limit the range of chunk size for the CA variation within [P/2, 2P]. It guarantees that the processor takes at least 1
2P
of the remaining iterations to execute each access to the local work queue.
5C ONCLUSION
By adaptively adjusting the loop allocation granularity according to the workload and execution speed of each processor, our loop scheduling algorithm demonstrates better performance than the affinity scheduling algorithm proposed by Markatos and Leblanc in [6] and the dynamic partitioned affinity scheduling algorithm proposed by Subramaniam and Eager in [9] . The authors had shown that the two algorithms presented the best performance among all the loop scheduling algorithms. Our adaptive scheduling algorithm is suitable for a wider range of application programs. They can reduce the execution time not only for well load-balanced parallel loops, but also for those load unbalanced parallel loops. Our experiments show that the overhead caused by collecting state information is not sig- nificant comparing with the benefit gained. One important conclusion from this research is that efficiently using runtime information can significantly improve the efficiency of loop scheduling algorithms.
Among the variations of the adaptive scheduling algorithm, the EA, LA, and GA variations always demonstrate better performance than the CA and HA variations. Although EA, LA, and GA have higher risk than CA in terms of causing the load-imbalance, and in terms of being much more sensitive to the system interference, we have not observed the worst performance phenomena in our case studies, such as Ping Pong effect where the state of a processor is often switched between the lightly loaded and the heavily loaded, to cause overwhelmed scheduling overhead. In addition, the negative effect of the EA, LA, and GA variations can be significantly reduced by selecting the appropriate workload control constant α as N/P 2 . Currently, we are developing an analytical model to determine optimal values of α.
Machine architecture may be another important factor that affects the performance of loop scheduling algorithms. So far, we are only able to test our adaptive algorithm and its variations on the KSR-1 and the Exemplar. Our experimental results indicate that the algorithm's performance is quite independent to shared-memory architectures. However, the effectiveness of the adaptive algorithm is significantly affected by the system size. When the system size scales very large, the cost to collect runtime information increases so that the advantages of the adaptive algorithm is nullified by the increased overhead. So, the adaptive algorithm is very suitable for scheduling the parallel loops over a small number of processors.
