Based on the definition of generalized partially bent functions, using the theory of linear transformations, the relationship between generalized partially bent functions over ring Z N and generalized bent functions over ring Z N is discussed. Assume that N is a prime number, it is proved that some generalized partially bent functions can be decomposed as the addition of a generalized bent function and an affine function. The decomposition facilitates the easy understanding and construction of partially bent functions and generalized partially bent functions. The result obtained here generalizes the main work concerning partially bent functions by Claud Carlet. Finally, an approach to construct generalized bent functions using the Rudin-Shapiro construction is derived.
Introduction
Bent functions, a special class of Boolean functions, are of great interest in the fields of cryptography and communications due to their nonlinearity and stableness. However, bent functions are rare and they are neither balanced nor correlation-immune. So partially bent functions, a larger class of Boolean functions, presented by Claud Carlet in [1] to remedy the defects of bent functions. Now concepts of bent and partially bent functions have been extended onto ring Z N , N is a natural number, called generalized bent functions and generalized partially bent functions over Z N , respectively.
Based on the definition of generalized partially bent functions, using the theory of linear transformation, the relationship between generalized partially bent functions over ring Z N and generalized bent functions over ring Z N is discussed. Assume that N is a prime number, such as N = 2, it is proved that some generalized partially bent functions can be decomposed as the addition of a generalized bent function and an affine function. The result obtained here generalizes the main work concerning partially bent functions by Claud Carlet in [1] . With these new results, we can easily understand and construct partially bent functions and generalized partially bent functions. Finally, an approach to construct generalized bent functions using the Rudin-Shapiro construction in [5, 6] is derived.
Preliminaries
Let Z N , where N > 1 is an integer, be the ring of integers modulo N . If N is a prime number, then Z N is a Galois field, denoted by F N . Let Z n N be the set of all vectors with n coordinates, where each coordinate takes a value from Z N . If N is a prime number, then Z n N is a linear space of dimension n over F N , denoted by F n N . Let α = (a 1 , · · · , a n ) ∈ Z n N and x = (x 1 , · · · , x n ) ∈ Z n N , the inner product of α and x is defined as α · x = a 1 x 1 ⊕ · · · ⊕ a n x n . In the discussion that follows, we will occasionally refer to α · x as α · x τ , where x τ denotes the transpose of x.
Let f : Z n N → Z N be a multivalued logical function. Definition 2.1. The Chrestenson cyclic spectrum is defined as follows:
The self-correlation function is defined as follows:
where s ∈ Z n N , u = exp(2π √ −1/N ). We will denote by |X| the module of X, where X is a real number or a complex number.
The function f (x) is called generalized partially bent if
where
The following facts are well known.
There are similar definitions and lemmas concerning bent functions and partially bent functions.
Main theorems
We first introduce the following theorem. Theorem 3.1. Let f (x) : Z n N → Z N be a multivalued logical function and A a reversible matrix over Z N and
where α τ denotes the transpose of α. Proof: Let (e 1 , e 2 , · · · , e n ) denote a vector of Z n N such that the ith coordinate is 1 while all other coordinates are 0. Let ⎛
Since A is a reversible matrix, (e 1 , e 2 , · · · , e n ) can be expressed as a linear combination of (a 1 , a 2 , · · · , a n ), thus (a 1 , a 2 , · · · , a n ) is a radix of Z n N . Let y = (y 1 , y 2 , · · · , y n ) denote y 1 a 1 + y 2 a 2 + · · · + y n a n ∈ Z n N . Note that y 1 a 1 + y 2 a 2 + · · · + y n a n = (y 1 , y 2 , · · · , y n )
Thus f (y 1 a 1 + y 2 a 2 + · · · + y n a n ) = f (yA) = g(y 1 , y 2 , · · · , y n ), and
This completes the proof. ■ We now discuss the generalized partially bent functions.
if and only if the following conditions are satisfied:
Thus, for any t ∈ Z n N ,
Therefore,
(ii) We first consider the necessity proof of part two.
Now we come to the sufficiency proof of part two. Suppose that there exists t ∈ Z n N , such that for any s ∈
For v / ∈ E ⊥ , the real part of
This completes the proof. ■ Based on the proof of Theorem 3.2, it is easy to obtain the following.
here the definition of t follows Theorem 3.2. Then E is a subgroup of the additive group Z n N , and for any
for any x ∈ Z n N , thus α + β ∈ E. For any k ∈ Z N , it is easy to show that kα ∈ E. Since (N − 1)α ∈ E and α + (N − 1)α = 0 ∈ E, so the inverse element of α still belongs to E.
Therefore, E is a subgroup of the additive group Z n N . It is obvious that for any
This completes the proof. ■ Lemma 3.1. Let m i = min{α i > 0|(α 1 , , α i , , α n ) ∈ E}, 1 ≤ i ≤ n, the definition of E follows Theorem 3.3, if m i is not defined then let m i = 0. Our conclusion is that if m i is neither 0 nor 1, then m i must be a nontrivial factor of N . Proof: Suppose that m i is neither 0 nor 1, let q = gcd(m i , N). Then q > 0 and there exist integers r and s, such that q = rm i + sN , namely q = rm i (modN ).
From the definition of m i , we have q = m i , thus m i is a nontrivial factor of N .
This completes the proof. ■ If N is a prime number, then N has only factor 1 and N , Z N is a Galois field F N , and F n N is a linear space of dimension n over F N .
Let
The following Theorem 3.4 is our main result. Let the dimension of E f be m. Without loss of generality, we may refer to E f as F m N . From algebraic theory, we know that there exists a set of linear independent vectors
, where denotes the inner direct product of two subgroups, and
where e i (1 ≤ i ≤ n) denotes a vector of Z n N , such that the ith coordinate is 1 while all other coordinates are 0.
Thus A is a reversible matrix. Let g(y) = f (yA). From Theorem 3.1, we know that |S (g) (w)| 2 is a constant for w ∈ Z n N and S (g) (w) = 0; C g (s) = 0 or C g (s) = C f (sA) = u −sAt τ N n = u −s(tA τ ) τ N n . From Theorem 3.2, g(y) is still generalized partially bent.
Let t = tA τ . We know that there exist t 1 ∈ F m N and
We have that g(y + α) = g(y) − t 1 · α, and g(y + α) is an affine function restricted within F m N . Furthermore, we now prove that g(y + α) is generalized bent restricted within F n−m N . We know that, for any v,
Thus
Let v 1 = −t 1 . Then
here g| F n−m N denotes the function g restricted within F n−m N .
Since We now show that f (x, y) is a generalized partially bent function.
Here u = exp(2π √ −1/N ) = exp(π √ −1/2) = cos π/2 + i sin π/2.
Obviously
Similarly, C 
Similarly, S (f ) (1, 3) = S (f ) (3, 1) = S (f ) (3, 3) = 1 2 i. y) is a generalized partially bent function.
Here
A construction method of generalized bent function
From the above discussion, one can construct generalized partially bent functions from generalized bent functions. We now derive a construction method of generalized bent function.
Let f (x) : Z n N → Z N be a multivalued logical function. We treat arguments of the function f (x) = f (x 1 , . . . , x n ) as vectors α of n variables and we use the assignment in Table 1 .
Let s0 0 , s1 0 be binary initial sequences. The Rudin-Shapiro sequence construction [5, 6] is defined as follows:
where s means binary negation of sequence s, and | means sequence concatenation.
Our construction approach is the generalization of the following twice Rudin-Shapiro sequence construction, (s0 j−1 |s1 j−1 )|(s0 j−1 |s1 j−1 ). Theorem 4.1. Let f i (x 1 , x 2 , · · · , x n ) : Z n N → Z N , 1 ≤ i ≤ N be generalized bent functions, and g(x 1 , x 2 , · · · , x n , y 1 , y 2 ) = y 1 y 2 + f y1+1 (x 1 , x 2 , · · · , x n ).
Let W = (w, v 1 , v 2 ), X = (x, y 1 , y 2 ) ∈ Z n+2 N . Then,
where the second last equality follows from the fact that N −1 y2=0 u y2(y1−v2) is 0 except y 1 = v 2 . Thus, |S (g) (W )| = N −1 |p v2+1 (w)| = N − n 2 −1 . This completes the proof. ■
Conclusion
Since 2 is a prime number, F 2 is a Galois field, thus the results obtained here can be applied to partially bent functions, and we have that some partially bent functions can be decomposed as the addition of a generalized bent function and an affine function. So the result has generalized the main work concerning partially bent functions by Claud Carlet in [1] .
Based on the definition of generalized partially bent functions, using the theory of linear transformation, the relationship between generalized partially bent functions over ring Z N and generalized bent functions over ring Z N is discussed. As there have been many results about bent functions and generalized bent functions, so it is easy to analyze or construct partially bent functions and generalized partially bent functions with the results obtained here. Finally, an approach to construct generalized bent functions using the Rudin-Shapiro construction in [5, 6] is derived.
