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1 Introduction
Systems with state and input constraints are prevalent in the
practice of control engineering. Most of the research during
the past ten years focused on the systems with input con-
straints. The research activities during this time can broadly
be divided into two directions. The first direction follows
the so-called a priori design philosophy in which all the con-
straints are taken into account right at the onset of analy-
sis and design. The second direction follows the so called a
posteriori design philosophy. In this philosophy, initially all
the constraints are ignored and a satisfactory design method
is used to to meet the design goals in the absence of con-
straints. Subsequent to this, an additional feedback layer is
designed to insure stability and to reduce the loss of perfor-
mance due the presence of constraints compared to the per-
formance of the originally designed controller. Anti-windup
design methodology belongs to this second category.
In addition to input constraints, state constraints also widely
exist in practical control systems. Although some research
activity has appeared in the literature dealing with state con-
straints, little attention has been paid to the structural prop-
erties associated to the constraints. Recently a new approach
to state and input constraints has appeared, where the con-
straints on the state and/or input are modeled by a constrained
output [5, 8]. In [5, 8], for the first time, in the presence of
state and input constraints, both stabilization and output reg-
ulation problems in a global framework as well as a semi-
global framework are formulated. Solvability conditions for
such problems are developed, and whenever the solvability
conditions are satisfied, explicit design methodologies to ar-
rive at appropriate controllers or regulators are presented.
The work done in [5, 8] focuses only on utilizing state feed-
back. For state feedback, and for the case of right invertible
constraints, the results developed in [5, 8] are complete and
deal with different facets of global and semi-global stabiliza-
tion and output regulation. Results for non-right invertible
constraints are yet to be developed.
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This paper is a continuation of the work in [5, 8]. We fo-
cus on the design of measurement feedback controllers and
regulators. Some special elements needed in developing a
measurement based design are discussed here. Since nei-
ther the characterization of solvability conditions nor design
methodologies currently exist for global and semi-global sta-
bilization and output regulation problems for non-right in-
vertible constraints under state feedback, this paper consid-
ers only the case of right invertible constraints. Moreover, we
only consider semi-global stabilization and output regulation
problems for the reasons to be explained in the text. Due to
page limitations some proofs are omitted or abbreviated.
We use “im C” to denote the image space of a matrix C , and
“int X” to denote the interior of a set X.
2 Preliminaries
In this section we describe the underlying system models
and constraints, and state the problem formulations for semi-
global stabilization and semi-global output regulation. We
also recall briefly the taxonomy of constraints from [5, 8].
Consider a linear continuous-time system:
6 :
{
x˙ = Ax + Bu
y = Cy x
z = Czx + Dzu
(2.1)
where x ∈
  n
, u ∈
  m
, y ∈
  r and z ∈   p are respec-
tively the state, input, measurement output and constrained
output (see Figure 1). The constrained output is subject to
the constraint
z(t) ∈ S, ∀ t  0, (2.2)
where the set S ⊂
  p is a priori given and is referred to as a
constraint set.
The following assumption on the constraint set S and the
constrained output is used throughout the paper:
Assumption 2.1
(i) The set S is compact, convex, and contains 0 as an
interior point.
(ii) C Tz Dz = 0 and S = (S ∩ im Cz) + (S ∩ im Dz).
Given the constraint on the output, the initial state of the sys-
tem must obviously be restricted. For this reason, we need
to define an admissible set of initial conditions. It is straight-
forward to show that if the initial state does not belong to
this set, then one can never avoid the constraint violation by
choosing any type of feedback control law.
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Figure 1: Closed-loop system subject to constrained output
Definition 2.2 Let the system (2.1) and a constraint set S be
given. We define
A(S) :=
{
x ∈
  n | ∃ u such that Czx + Dzu ∈ S
}
as the admissible set of initial conditions.
Remark. In view of Assumption 2.1, we observe that the
admissible set A(S) can be equivalently written as
A(S) :=
{
x ∈
  n | Cz x ∈ S
}
.
In this paper we are only concerned with constrained semi-
global stabilization and output regulation via measurement
feedback. The reason that the global stabilization and output
regulation problems are not discussed here is very simple.
The class of systems for which these problems can be solved
using measurement feedback in a global framework turns out
to be very restrictive and uninteresting. In the global frame-
work, a necessary condition for solvability is the existence of
a static feedback u = f (y) such that if x(0) ∈ A(S), then
x(t) ∈ A(S) for all t > 0 where
x˙(t) = Ax(t) + B f (Cy x(t)).
In other words, the system must be able to satisfy the state
constraints for all t > 0 with a static output feedback. This
is clearly very restrictive and therefore results for the global
case are not of much interest.
We first define below the constrained semi-global stabiliza-
tion of a system (2.1) via measurement feedback.
Problem 2.3 Consider a system 6 of the form (2.1) with
a constraint set S ⊂
  p satisfying Assumption 2.1. Con-
strained semi-global stabilization via measurement feed-
back is concerned with finding (if possible) a family of mea-
surement feedbacks of the form{
v˙ = g(v, y, t), v ∈
  q
u = h(v, y, t) (2.3)
such that for any compact set X ⊂ int A(S) and any com-
pact set V ⊂
  q there exists a measurement feedback in this
family such that the following conditions hold:
(i) The equilibrium point (x, v) = (0, 0) of the closed-
loop system is asymptotically stable with X × V con-
tained in its region of attraction.
(ii) For any (x(0), v(0)) ∈ X × V, we have z(t) ∈ S for
all t  0.
For semi-global output regulation with constraints we con-
sider the following system
6w :

x˙ = Ax + Bu + Ew
w˙ = Sw
z = Czx + Dzu
y = Cy x + Dyw
e = Cex + Dew
(2.4)
where the second equation is a model of the exosystem with
state w ∈
  s
. The initial condition w(0) is assumed to be in
some a priori given compact set W . This exosystem plays a
dual role. It generates an exogenous disturbance that affects
the plant in terms of Ew which needs to be rejected but it also
generates a reference signal Dew which we need to track.
The goal of disturbance rejection and tracking is achieved
by requiring that e(t) → 0 as t → ∞. We again impose
Assumption 2.1 on the constraint for output regulation.
Problem 2.4 Consider a system of the form (2.4) with a con-
straint set S ⊂
  p satisfying Assumption 2.1 and a com-
pact set W ⊂
  s
. Constrained semi-global output regula-
tion via measurement feedback is concerned with finding
(if possible) a family of measurement feedbacks of the form,
v˙ = g(v, y, w, t), v ∈
  q
u = h(v, y, w, t)
such that for any compact set X ⊂ int A(S) and for any
compact set V ⊂
  q
, there exists a measurement feedback
in this family such that the following conditions are satisfied:
(i) In the absence of the exosystem, i.e. w(t) ≡ 0, the
equilibrium point (x, v) = (0, 0) of the closed-loop
system is asymptotically stable with X × V contained
in its region of attraction.
(ii) For any (x(0), v(0)) ∈ X×V and w(0) ∈ W , we have
z(t) ∈ S for all t  0 and lim
t→∞
e(t) = 0.
(iii) For any (x(0), v(0)) ∈ X × V and w(0) ∈ W , when-
ever we set w(t) = 0 for t  t0 for any t0  0, we
have lim
t→∞
x(t) = 0, lim
t→∞
v(t) = 0, and z(t) ∈ S for
all t  t0.
Remark. The condition (iii) of Problem 2.4 is included to
guarantee the stability of the closed-loop system if the track-
ing reference signal is switched off at some time t0 ≥ 0.
2.1 Taxonomy of constraints
Before we proceed to the statement of our main results, we
recall a taxonomy of constraints as emerged from the study of
constrained global and semi-global stabilization and output
regulation via state feedback [5, 8]. We denote by 6zu :=
(A, B, Cz, Dz) the subsystem associated with the mapping
from the input u to the constrained output z in system (2.1).
For definitions of right invertibility and invariant zeros used
in the following definition, the reader is referred to [11].
Definition 2.5 The constraints are said to be
• right invertible constraints if the subsystem 6zu is
right invertible.
• non-right invertible constraints if the subsystem
6zu is not right invertible.
Definition 2.6 The invariant zeros of the subsystem 6zu are
called the constraint invariant zeros of system (2.1) associ-
ated with the constrained output z.
In the next definition we denote by
 
,
 
−
,
  0
, and
 
+ re-
spectively the set of complex numbers in the entire complex
plane, open negative half complex plane, imaginary axis, and
open positive half complex plane.
Definition 2.7 The constraints are said to be
• minimum phase constraints if the constraint invariant
zeros of the plant are all in   − .
• weakly minimum phase constraints if the constraint
invariant zeros of the plant are all in   − ∪   0 with
at least one constraint invariant zero in
  0 and those
constraint invariant zeros in
  0 are simple.
• weakly non-minimum phase constraints if the con-
straint invariant zeros of the plant are all in   − ∪   0
with at least one non-simple constraint invariant zero
in
  0
.
• at most weakly non-minimum phase constraints if the
constraint invariant zeros of the plant are all in   − ∪
  0
.
• strongly non-minimum phase constraints if at lease
one of the constraint invariant zeros of the plant is in
 
+
.
3 Constrained semi-global stabilization
via measurement feedback
In this section we solve the constrained semi-global stabi-
lization via measurement feedback, as formulated in Problem
2.3.
Theorem 3.1 Consider the plant 6 as given by (2.1) and a
constraint set S that satisfies Assumption 2.1. Assume that
the constraints are right invertible. Then the constrained
semi-global stabilization problem via measurement feedback
as defined in Problem 2.3 is solvable if the following condi-
tions hold:
(i) (A, B) is stabilizable.
(ii) The constraints are at most weakly non-minimum
phase.
(iii) The pair (Cy, A) is observable.
Moreover, conditions (i) and (ii) are necessary.
The proof of this theorem follows by explicitly constructing
a suitable observer-based measurement feedback controller.
So far, there is only one linear state feedback controller avail-
able in the literature [5] by which the constrained semi-global
stabilization problem is solved. For the sake of continuity of
our presentation, we briefly recall from [5] the main proce-
dure involved in the design of such a state feedback.
The design of state feedback law for a system with right in-
vertible and at most weakly non-minimum phase constraints
is based on a transformation of the original system by choos-
ing a special coordinate basis (scb) for the subsystem 6zu of
system (2.1). More specifically, the design is accomplished
in the following steps. For a system with right-invertible con-
straints, we can choose appropriate coordinates in the state
space and the input space for the subsystem 6zu so that the
system (2.1) takes the following form [6, 9],
6¯ :

x˙a = Aaxa + Kaz
x˙c = Acxc + Bc(uc + Haxa) + Kcz
x˙d = Ad xd + Bd(ud + Gaxa + Gcxc + Gd xd)
+Kdz
z =
(
z0
zd
)
=
(
D0u0
Cd xd
)
y = Cyaxa + Cycxc + Cyd xd
(3.1)
Moreover, the eigenvalues of Aa are the invariant zeros of the
subsystem 6zu and the matrix pair (Ac, Bc) is controllable.
System (3.1) can be split into two subsystems: the first one
given by
61 :
{
x˙a = Aaxa + Kaz, xa ∈
  na (3.2)
and the second one by
62 :

x˙c = Acxc + Bc(uc + Haxa) + Kcz, xc ∈
  nc
x˙d = Ad xd + Bd(ud + Gaxa + Gcxc
+Gd xd) + Kd z, xd ∈
  nd
z =
(
z0
zd
)
=
(
D0u0
Cd xd
)
.
(3.3)
By Assumption 2.1, the set S can be decomposed compatibly
with the decomposition of z as
S = S0 × Sd (3.4)
such that z ∈ S if and only if z0 ∈ S0 and zd ∈ Sd .
The condition that the constraints are at most weakly non-
minimum phase implies that all the eigenvalues of Aa are in
the closed left-half plane because 61 represents the zero dy-
namics of subsystem 6zu . Hence if we view z as the input to
this subsystem with constraint z(t) ∈ S, the null controlla-
bility region of this subsystem is the entire xa subspace. Let
X be a compact set contained in the interior of A(S) and let
X1 =
{
xa ∈
  na | ∃xc ∈
  nc , xd ∈
  nd such that(
x Ta x
T
c x
T
d
)T
∈ X
}
.
We design a linear feedback z = Faxa to stabilize this sub-
system 61. We require that, even with an exponentially de-
caying disturbance added to this subsystem, namely, there
exist M > 0 and δ > 0 such that
x˙a = (Aa + Ka Fa)xa + Kav,
with v satisfying
‖v(t)‖   Me−δt (3.5)
for all t  0 and any initial condition in the set X, the state
trajectory is still attracted to zero while, at the same time,
there exists a ρ ∈ (0, 1) such that
Faxa(t) ∈ ρS (3.6)
for all t  0. Such a linear feedback law can be designed via
a direct method or a Riccati equation based method (see for
example [4]).
However, z is not a control variable. This means that we need
to design u0, uc, ud for the second subsystem (3.3) such that
z approaches Faxa exponentially given any initial conditions
in X. As such, we let z = Faxa + v, where v = z − Faxa. It
is shown in [5] that by an appropriate design, one can guar-
antee that v satisfies (3.5), the entire closed-loop system is
asymptotically stable with X contained in the region of at-
traction, and the constraint on z is maintained. The details of
this part of design can be found in [5].
With this linear state feedback at hand, our goal in this sec-
tion is to implement it by an observer based measurement
feedback controller. However, a high-gain observer usually
has a peaking phenomenon associated with it, and such a
peaking in the estimate of the state is dangerous as it can po-
tentially cause constraint violation. Hence, it should be taken
care of in our design. Therefore, the design task will be com-
pleted in the following steps. First we show a lemma which
states that any linear state feedback design that achieves the
properties as we mentioned above is in fact robust in tolerat-
ing certain exponentially decaying disturbance of sufficiently
small magnitude.
Lemma 3.2 Consider the system
6cl :
{
x˙ = Aclx + Ecl µ
z = Cclx + Dcl µ (3.7)
with Acl Hurwitz stable. Let S be a given set satisfying As-
sumption 2.1. Let X ⊂ int A(S) be a compact set in   n .
Assume there exists ρ ∈ (0, 1) such for all x(0) = x0 ∈ X
and µ(t) = 0, we have z(t) ∈ ρS for all t  0. Then there
exist ε > 0, r > 0, and a compact set (X) ⊂ int A(S)
such that for all x0 ∈ X and for all µ(t) satisfying
‖µ(t)‖   εe−rt , ∀ t  0 (3.8)
we have that z(t) ∈ S and x(t) ∈ (X) for all t  0 while
x(t) → 0 as t → ∞.
Remark. We state this lemma for any general linear state
feedback design that meets the condition stated in the theo-
rem. Although so far there is only one linear state feedback
design that has been presented in [5], this lemma subsumes
all other possible linear state feedback designs that solve the
constrained semi-global stabilization problem.
This lemma is the first preparatory step toward an observer
design. However, if we adopt a fast observer to make an ex-
tremely accurate estimation of the state, there is an unavoid-
able annoying phenomenon called peaking associated with
high-gain observer design. The peaking phenomenon must
be taken care of seriously, for we are facing a control system
with constraints. Fortunately, we have another lemma which
provides us a mechanism to avoid the negative effect of peak-
ing. As the second step, we recall the lemma here because it
is instrumental to the high-gain observer design.
Lemma 3.3 Consider the system
η˙ = (A − LC)η (3.9)
where A ∈
  n×n and (C, A) is observable. Then, for any
N > 0, ε > 0, r > 0, and τ > 0 there exists a matrix L such
that A − LC + r I is Hurwitz stable and
‖η(t)‖   εe−rt (3.10)
for all t  τ and for all initial conditions η(0) ∈   n satisfy-
ing ‖η(0)‖   N.
Proof : This lemma follows from the results in Izmaı˘lov [2,3]
and Theorem 8.2 in Sussmann and Kokotovic [10].
Proof of Theorem 3.1 : The necessity of conditions (i)
and (ii) is a consequence of the state feedback design, see
[5]. The sufficiency of the conditions is proven by an explicit
design as presented below.
We need a high-gain observer to estimate the state. The ob-
server takes the standard form
˙ˆx = Axˆ + Bu + L(y − Cy xˆ).
By the assumption that (Cy, A) is observable, we can choose
a gain matrix L such that the eigenvalues of the matrix
Aobs := A − LCy
can be assigned anywhere in the left-half complex plane. The
estimation error e := xˆ − x satisfies
e˙ = Aobse. (3.11)
Our goal is to devise a measurement feedback such that the
set X × V is contained in the domain of attraction, mean-
while for all initial states in this set the constraints are satis-
fied. Due to the possible peaking of the state estimate caused
by the high-gain observer, the state estimate during the short
period at the beginning of time is not useful. To insure that
the constraints are not violated, we saturate the control [1] so
that the peaking signal does not enter the plant. The appro-
riate level of saturation is specified below. Then, the design
objective is to guarantee that the control law is functioning
as closely as the state feedback law after the peaking is over.
But during the short period of peaking and saturation, the
state starting from X may drift to a larger set, say X̂. For
this reason, we need two components in our design. One
is to design from the beginning a state feedback u = Fx
for a larger set of initial condition, say set X̂ which satisfies
X ⊂ int X̂ ⊂ int A(S), and make sure that X̂ is contained
in the domain of attraction and for all initial conditions in the
set X̂ the output z(t) ∈ ρS for some ρ ∈ (0, 1). One can
use the design technique provided in [5] for this task. The
other component is a saturation element, the level of which
is specified below.
Consider the following system
x˙ = (A + B F)x + B Fe,
where e is the estimation error. It follows from Lemma 3.2
that if e(t) satisfies
‖e(t)‖   εe−rt (3.12)
for certain ε ∈ (0, 1), r > 0 and for all t > 0, then for
all initial conditions in the set X̂ the constraints on z are
satisfied, meanwhile the state trajectory remains in a com-
pact set (X̂) ⊂ int A(S) and the state converges to zero.
Hence, there exists an M1 > 0 such that ‖Fx‖∞   M1 for
all x(0) ∈ X̂ and for all e satisfying (3.12), where
M1 = sup
x∈(X̂)
‖Fx‖.
We define M2 = ε‖F‖. Let τ > 0 be such that
x˙ = Ax + Bu
satisfies x(t) ∈ X̂ for all t ∈ [0, τ ] for all u satisfying
‖u(t)‖   M1 + M2 and for all x(0) ∈ X ⊂ int X̂. Then,
we can choose the observer gain matrix L so that the error
bound (3.12) holds for t  τ , where τ , ε, and r are as spec-
ified above. Consequently, the combination of the observer
and the state feedback
u = satM1+M2
(
Fxˆ
)
,
where satM(·) is a standard saturation function with satura-
tion level M , has the following properties: For any given
initial state x(0) ∈ X, we have x(t) ∈ X̂ for all t ∈ [0, τ ];
and for t  τ we have
u(t) = satM1+M2
(
Fxˆ(t)
)
= Fxˆ(t) = Fx(t) + Fe(t).
Then stabilization follows from Lemma 3.3.
4 Constrained semi-global output reg-
ulation with measurement feedback
In this section we solve the constrained semi-global output
regulation via measurement feedback as defined in Problem
2.4. As in the previous section, we focus only on the right
invertible constraints in this section as well.
In the study of classical output regulation problems without
constraints, it is well known that the following assumptions
are standard (see [7] for details).
Assumption 4.1 There exist matrices 5 and 0 satisfying the
regulator equations,{
5S = A5 + B0 + E
0 = Ce5 + De. (4.1)
Assumption 4.2 The matrix S has all its eigenvalues in the
closed right-half plane.
Assumption 4.3 The pair (A, B) is stabilizable.
Assumption 4.4 The pair[(
Cy Dy
)
,
(
A E
0 S
)]
is observable.
Note that assumptions 4.1 and 4.3 are necessary and assump-
tion 4.2 is natural. However, assumption 4.4 is not necessary
and can be relaxed. For a detailed discussion see [7].
Under these assumptions, the solvability conditions for the
constrained semi-global output regulation via measurement
feedback are stated in the following theorem.
Theorem 4.5 Consider a system of the form (2.4) with a
constraint set S satisfying Assumption 2.1 and a compact set
W ⊂
  s
. Assume that the constraint is right invertible and
let Assumptions 4.1 to 4.4 be satisfied. Then the constrained
semi-global output regulation via measurement feedback as
defined in Problem 2.4 is solvable if the following conditions
hold:
(i) The constraint is at most weakly non-minimum phase.
(ii) There exists a ρ ∈ (0, 1) such that for all w(0) ∈ W
(Cz5 + Dz0)w(t) ∈ (1 − ρ)S, for all t  0.
(iii) The signals 5w and 0w are bounded.
Moreover, condition (i) is necessary.
We need some preparation for the proof of this theorem. For
the purpose of design, it would be helpful to build a con-
nection between the output regulation problem and the sta-
bilization problem by utilizing the regulator equations (4.1)
in Assumption 4.1. Let (5, 0) be a solution to the regulator
equations (4.1). Define the following new variables:
x˜ = x − 5w, u˜ = u − 0w, z˜ = z − 3w, (4.2)
where 3 = Cz5 + Dz0. Then it is readily verified that
system (2.4) in terms of the new variables becomes
˙˜x = Ax˜ + Bu˜
z˜ = Cz x˜ + Dz u˜
e = Ce x˜ .
(4.3)
Note that in (4.3) the dynamics of exosystem has been ab-
sorbed in the dynamics of the new variables. System (4.3)
has a remarkable property, it tells us that the output regula-
tion can be achieved by designing a controller that stabilizes
this system. That is, if we design u˜ such that the closed-
loop system is internally stable, then we have e(t) → 0
as t → ∞, which is one of the goals for output regula-
tion. However, this does not solve the whole problem, for
we have constraints on the output. In other words, in addi-
tion to achieving regulation, the control law constructed must
also guarantee that z = z˜ + 3w satisfies the constraints, i.e.
z˜(t) + 3w(t) ∈ S for all t  0.
Based on the idea said above, a state feedback design for con-
strained output regulation has been proposed in [8]. In that
design some special care has been taken to guarantee that the
constraint is not violated. In order to implement such a state
feedback regulation law with an observer, we need a robust-
ness lemma similar to Lemma 3.2 for output regulation.
Lemma 4.6 Consider the system
6˜cl :
{
˙˜x = Aclx˜ + Ecl µ
z˜ = Ccl x˜ + Dcl µ
(4.4)
where x˜ and z˜ are as defined in (4.2), and Acl is a Hurwitz
stable matrix. Let S be a given set satisfying Assumption 2.1.
Let X ⊂ int A(S) be a compact set in   n and W a compact
set in
  s
. Let the condition (ii) in Theorem 4.5 hold. Assume
there exists ρ1 ∈ (ρ, 1) such for all x(0) ∈ X, w(0) ∈ W ,
and µ(t) = 0, we have z(t) ∈ ρ1S for all t  0. Then there
exist ε > 0, r > 0, and a compact set (X) ⊂ int A(S)
such that for all x0 ∈ X and for all µ(t) satisfying
‖µ(t)‖   εe−rt , ∀ t  0 (4.5)
we have that z(t) ∈ S and x(t) ∈ (X) for all t  0, and
x(t) → 0 as t → ∞.
Proof of Theorem 4.5 : The proof follows an idea similar
to that in the proof of Theorem 3.1. We omit the details due
to the space limitation.
5 Conclusion
In this paper we developed the design of observer-based mea-
surement feedback controllers for constrained semi-global
stabilization and constrained semi-global output regulation
for linear systems with right invertible constraints. The ob-
servers use high-gain feedback. To avoid the possible con-
straint violation caused by peaking phenomenon associated
with an high-gain observer, appropriate saturation mecha-
nisms are employed in the control laws. It turns out that the
solvability conditions for the two problems under the mea-
surement feedback are similar to those developed in [5, 8]
where only state feedback laws were considered.
A major open problem is the case of non-right invertible con-
straints which remains a challenging and difficult problem.
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