Abstract. Many algebras are expected to have the Weak Lefschetz property though this is often very difficult to establish. We illustrate the subtlety of the problem by studying monomial and some closely related ideals. Our results exemplify the intriguing dependence of the property on the characteristic of the ground field, and on arithmetic properties of the exponent vectors of the monomials.
Introduction
Let A be a standard graded artinian algebra over the field K. Then A is said to have the Weak Lefschetz property (WLP) if there is a linear form L ∈ [A] 1 such that, for all integers j, the multiplication map
has maximal rank, i.e. it is injective or surjective. In this case, the linear form L is called a Lefschetz element of A. (We will often abuse notation and say that the corresponding ideal has the WLP.) The Lefschetz elements of A form a Zariski open, possibly empty, subset of [A] 1 . Part of the great interest in the WLP stems from the fact that its presence puts severe constraints on the possible Hilbert functions (see [6] ), which can appear in various disguises (see, e.g., [12] ). Though many algebras are expected to have the WLP, establishing this property is often rather difficult. For example, it is open whether every complete intersection of height four over a field of characteristic zero has the WLP. (This is true if the height is at most 3 by [6] .)
In some sense, this note presents a case study of the WLP for monomial ideals and almost complete intersections. Our results illustrate how subtle the WLP is. In particular, we investigate its dependence on the characteristic of the ground field K. The following example (Example 7.7) illustrates the surprising effect that the characteristic can have on WLP. Consider the ideal I = (x 10 , y 10 , z 10 , x 3 y 3 z 3 ) ⊂ R = K[x, y, z]. Our methods show that R/I fails WLP in characteristics 2, 3 and 11, but possesses it in all other characteristics.
One starting point of this paper has been Example 3.1 in [4] , where Brenner and Kaid show that, over an algebraically closed field of characteristic zero, any ideal of the form (x 3 , y 3 , z 3 , f (x, y, z)), with deg f = 3, fails WLP if and only if f ∈ (x 3 , y 3 , z 3 , xyz). In particular, the latter ideal is the only such monomial ideal that fails WLP. This paper continues the study of this question.
The example of Brenner and Kaid satisfies several interesting properties. In this paper we isolate several of these properties and examine the question of whether or not WLP holds for such algebras, and we see to what extent we can generalize these properties and still get meaningful results. Some of our results hold over a field of arbitrary characteristic, while others show different ways in which the characteristic plays a central role in the WLP question. (Almost none are characteristic zero results.) Most of our results concern monomial ideals, although in Section 5 and Section 8 we show that even minor deviations from this property can have drastic effects on the WLP. Most of our results deal with almost complete intersections in three or more variables, but we also study ideals with more generators (generalizing that of Brenner and Kaid in a different way).
More specifically, we begin in Section 2 with some simplifying tools for studying the WLP. These are applied throughout the paper. We also recall the construction of basic double linkage.
In Section 3 we consider the class of monomial ideals in K[x 1 , . . . , In Section 4, we consider almost complete intersections of the form (x r 1 , . . . , x r r , x 1 · · · x r ) with r ≥ 3 (note that the result of Brenner and Kaid dealt with the case r = 3 in characteristic zero). Our main result for these algebras is that they always fail WLP, regardless of the characteristic. The proof is surprisingly difficult.
In Section 5 we explicitly illustrate the fact that even a minuscule change in the ideal can affect WLP. Specifically, we consider the ideals of the form (x r 1 , . . . , x r r , x 1 · · · x r−1 · (x 1 + x r )). We show that this has the same Hilbert function as the corresponding ideal in the previous section, but the WLP behavior is very different. For example, the two ideals 4 , x 1 x 2 x 3 (x 1 + x 4 )) have the same Hilbert function, but the former never has WLP while the latter has WLP if and only if the characteristic of K is not two or five.
In Section 6 we turn to monomial almost complete intersections in three variables, generalizing the Brenner-Kaid example in a different direction. To facilitate this study, we assume that the algebra is also level (as is the case for Brenner and Kaid's example). We give a number of results in this section, which depend on the exponent vectors of the monomials. We end with a conjecture about a classification of the level artinian monomial ideals in three variables that fail WLP. Section 7 proves half of this conjecture. We end the paper in Section 8 with some suggestive computations and natural questions coming from our work. In this section we establish various general results that help to study the WLP and that are used throughout the remainder of this paper.
Our first results singles out the crucial maps to be studied if we consider the WLP of a level algebra. Recall that an artinian algebra is called level if its socle is concentrated in one degree.
Proposition 2.1. Let R/I be an Artinian standard graded algebra and let L be a general linear form. Consider the homomorphisms
has WLP if and only if φ d 0 is injective (and hence is an isomorphism).
Proof. Consider the exact sequence
, and the same necessarily holds for all subsequent twists since R/I is a standard graded algebra. Then (a) follows immediately. For (b), recall that the K-dual of the finite length module R/I is a shift of the canonical module of R/I, which we will denote simply by M. Since R/I is level, M is generated in the first degree. But now if we consider the graded homomorphism of M to itself induced by multiplication by L, a similar analysis (recalling that M is generated in the first degree) gives that once this multiplication is surjective in some degree, it is surjective thereafter. The result on R/I follows by duality.
Part (c) follows immediately from (a) and (b).
If the field is infinite and the K-algebra satisfies the WLP for some linear form, then it does for a general linear form. For monomial ideals there is no need to consider a general linear form. Proposition 2.2. Let I ⊂ R be an artinian monomial ideal and assume that the field K is infinite. Then R/I has the WLP if and only if x 1 + · · · + x r is a Lefschetz element for R/I.
Proof. Set A = R/I and let l = a 1 x 1 + · · · + a r x r be a general linear form in R. Thus, we may assume that each coefficient a i is not zero and, in particular, a r = 1. Let J ⊂ S := K[x 1 , . . . , x r−1 ] be the ideal that is generated by elements that are obtained from the minimal generators of I after substituting a 1 x 1 + · · · + a r−1 x r−1 for x r . Then A/lA ∼ = S/J.
Each minimal generator of J is of the form x
jr does not change the ideal J because a 1 · · · a r−1 = 0. Using the isomorphism K[y 1 , . . . , y r−1 ] → S, y i → a i x i , we see that A/lA and A/(x 1 + · · · + x r )A have the same Hilbert function. Since we can decide whether l is a Lefschetz element for A by solely looking at the Hilbert function of A/lA, the claim follows.
If A is an artinian K-algebra with the WLP and E is an extension field of K, then also A ⊗ K E has the WLP. However, the converse is not clear. We pose this as a problem. The following result applies if we can hope that the multiplication by a linear form is injective 
Proof. From the exact sequence
it follows that the multiplication fails to be surjective if and only
The latter holds if and only if
from which the equivalence of (a), (b) and (c) follows.
To show the equivalence of (c) and (d) we invoke liaison theory. Let
A free resolution for J can be obtained from that ofĪ and (G, G ′ ) by a standard mapping cone argument (see for instance [8] ), as follows. We have the following commutative diagram (where the second one is the Koszul resolution for (G 1 , . . . , G r−1 )):
where the rightmost vertical arrow is an inclusion. This yields a free resolution for J (after splitting r−1 k=1R (−c k ) and re-numbering the a j , and setting c := c 1 + · · · + c r−1 ):
Clearly b p r−1 ≥ d + r − 1 if and only if J has a minimal generator, F , of degree ≤ c − (d + r − 1). The result then follows from the definition of J as an ideal quotient.
We conclude this section by recalling a concept from liaison theory, which we do not state in the greatest generality.
Let J ⊂ I ⊂ R = K[x 1 , . . . , x r ] be homogeneous ideals such that codim J = codim I −1. Let ℓ ∈ R be a linear form such that J : ℓ = J. Then the ideal I ′ := ℓ · I + J is called a basic double link of I. The name stems from the fact that I ′ can be Gorenstein linked to I in two steps if I is unmixed and R/J is Cohen-Macaulay and generically Gorenstein ( [7] , Proposition 5.10). However, here we only need the relation among the Hilbert functions.
Proof. This follows from the exact sequence (see [7] , Lemma 4.8)
A class of monomial ideals
We now begin our study of a certain class of Artinian monomial ideals. Let I r,k,d be the monomial ideal defined by Proof. For simplicity, write I = I r,k,d and A = R/I r,k,d . Claim (a) follows easily from the observation that A has socle degree k − 1 and that up to degree k − 1 the ideal I is radical, so multiplication by a general linear form is injective in degree ≤ k − 1.
To show claim (b) we first describe bases of [A] k−1 and [A] k , respectively. We choose the residue classes of the elements in the following two sets.
where the inequality follows from r ≥ d = 3. Now we assume that k is odd. In this case we claim that A does not have the WLP. Because of Inequality (3.2), this follows once we have shown that, for each linear form L ∈ R, the multiplication map
To show the latter assertion we exhibit a non-trivial element in its kernel. Write L = a 1 x 1 + . . . + a r x r for some a 1 , . . . , a r ∈ K. We define the polynomial f ∈ R as f =
Note that f is not in I. We claim that L · f is in I. Indeed, since all monomials involving three distinct variables are in I, a typical monomial in L · f mod I is of the form
It arises in exactly two ways in Lf , namely as (
Using that k − 1 is even, it is easy to see that these two monomials occur in f with different signs. It follows that the above multiplication map is not injective.
If k is even, but char K = 2, then the same analysis again shows that φ k is not injective. Hence, for the remainder of the proof we may assume that the characteristic of K is not two.
Assume k is even. Then we claim that L = x 1 + · · · + x r is a Lefschetz element. To this end we first show that the multiplication map
Let f be any element in the vector space generated by B k−1 . Pick three of the variables x 1 , . . . , x r and call them x, y, z. Below we explicitly list all the terms in f that involve only the variables x, y, z:
As above, we see that each monomial in L · f arises from exactly two of the monomials in f . Hence the condition L · f ∈ I leads to the following three systems of equations. Focussing only on the variables x, y we get:
It follows that a i = (−1) i a 0 and
because k is even. Considering the variables x, z we obtain:
Finally, using the variables y, z we get:
Combining this, it follows that
Since we assumed that the characteristic of K is not two, we conclude that the three linear systems above have only the trivial solution. Since the variables x, y, z were chosen arbitrarily, we see that the map φ k is injective, as claimed. According to Lemma 2.1 it remains to show that the multiplication map
is surjective. Note that the residue classes of the elements of the form
. Setting for simplicity x := x i , y = x m it is enough to show that, for each j = 2, . . . , k − 1, the residue class of
Since by induction x j−1 y k−j+1 ∈ im φ k+1 , we also obtain x j y k−j ∈ im φ k+1 . This completes the proof.
The above result and our computer experiments suggest that the larger d becomes, the rarer it is that R/I r,k,d has the WLP. Based on computer experiments we expect the following to be true. We summarize our results in case k = d = 3. and R/I r,3,3 fails to have WLP because the map from degree 2 to degree 3 by a general linear form is not injective.
Remark 3.6. By truncating, we get a compressed level algebra with socle degree 3 that fails to have WLP. We expect that there are compressed level algebras with larger socle degree that fail the WLP. However, we do not know such an example.
Monomial almost complete intersections in any codimension
In the paper [9] the first and second authors asked the following question (Question 4.2, page 95): For any integer n ≥ 3, find the minimum number A(n) (if it exists) such that every Artinian ideal I ⊂ k[x 1 , . . . , x n ] with number of generators µ(I) ≤ A(n) has the WLP. In Example 7.10 below, we show that A(n) does not exist in positive characteristic. In any case, in [4] it was shown for n = 3 and characteristic zero that A(3) = 3 (also using a result of [6] ), as noted in the introduction. A consequence of the main result of this section, below, is that in any number of variables and any characteristic there is an almost complete intersection that fails WLP. Hence the main open question that remains is whether, in characteristic zero, all complete intersections have WLP (as was shown for n = 3 in [6] ), i.e. whether A(n) = n in characteristic zero.
We begin by considering ideals of the form
Notice that this is a special case of the class of ideals described in Section 3. It is not too difficult to determine the graded Betti numbers. 
Proof. Since I r,k is an almost complete intersection, we can link it using the complete intersection a = (x k 1 , . . . , x k r ) to an Artinian Gorenstein ideal, J. However, since both I r,k and a are monomial, so is J. But it was first shown by Beintema [2] that any monomial artinian Gorenstein ideal is a complete intersection. Hence we get by direct computation that (x
). Then use the mapping cone and observe that there is no splitting.
Before we come to the main result of this section, we prove a preliminary result about the Hilbert function of complete intersections that will allow us to apply Proposition 2.5. and that of R/J s is
Proof. The lemma is trivial to verify when s = 2 or s = 3, so we assume s ≥ 4 for this proof. Observe that both quantities are positive, but one involves a difference to the left of the midpoint of the Hilbert function, while the other involves a difference to the right. We will use this formulation, although there exists others thanks to the symmetry of the Hilbert function of an artinian complete intersection.
Our approach will be via basic double linkage. We will use the formula in Lemma 2.6 without comment. In fact, J s is obtained from I s by a sequence of two basic double links:
Note that K is a complete intersection of codimension s and that the ideals respectively. We now compute Hilbert functions (and notice the shift, and that the lines for R/C 1 and R/C 2 are the first difference of those Hilbert functions, i.e. the h-vectors): 
Now observe that the complete intersection K has odd socle degree s(s − 1) + 1; hence A = B. Then it follows from (4.2) that
Thus we obtain (4.4)
Combining (4.3) and (4.4), we see that it remains to show that
By the symmetry of the h-vectors of R/C 1 and R/C 2 we see that this is equivalent to showing and the right-hand side is the Hilbert function of R/(D 2 + (L)) in the same degree. Because of the inclusion of the ideals, (4.6) follows and so the proof is complete.
We now come to the main result of this section. The case r = 3 was proven by Brenner and Kaid [4] . Note that when r ≤ 2, all quotients of R have WLP by a result of [6] .
, with r ≥ 3, and consider
Then the level Artinian algebra R/I r,r fails WLP.
Proof. Specifically, we will check that the multiplication on R/I r,r by a general linear form fails surjectivity from degree , even though the value of the Hilbert function is non-increasing between these two degrees.
The proof is in two steps.
Step 1. We first prove this latter fact, namely that
To do this, we again use basic double linkage. We observe that 
+1 are equal. The key point, though, is that by applying Lemma 4.2 with s = r − 1, we obtain that
We are interested in the values of the Hilbert function of R/I r,r in degrees . The former is smaller than the latter, but we do not need to know the precise values.
Our observation in the paragraph preceding (4.7) shows that when we add the first difference of the (shifted) Hilbert function of R/C 1 to get h R/J 2 ( , with the latter being larger. However, the point of (4.7) is that when we then add the (shifted) first difference of the Hilbert function of R/C 2 , we overcome this difference and already have a Hilbert function with the value in degree r−1 2 + 1 larger than that in degree r−1 2 + 2. Since each subsequent Hilbert function has the (shifted) value in the smaller of the corresponding degrees larger than the value in the second, we finally obtain the same for the desired Hilbert function, namely that of R/I r,r . This concludes step 1.
Step 2. To prove that R/I r,r,r fails surjectivity from degree r , x 1 · · · x r−1 · (x 1 + · · · + x r−1 )).
We now claim that it is enough to verify that there is a homogeneous form The heart of the proof is to show that the specific polynomial
satisfies (4.8) and (4.9). Note that F is the determinant of a Vandermonde matrix. F simply consists of a sum of terms, all with coefficient 1 or −1, obtained as follows.
Each term consists of a product of different powers of the r − 1 variables (remember that we are in the quotient ring). Namely, for each permutation, σ, of (0, 1, 2, ..., r − 2), we look at the term (−1)
where A is the monomial obtained by taking the i-th variable to the power given by the i-th entry in σ. For example, if r = 5 and σ = (2, 0, 3, 1) then sgn(σ) = −1 so we have the term −x 
is cancelled against the summand
.
(For notational convenience we have assumed m < n but this is not at all important.)
We now prove (4.9). We have
.., x r r−1 ) if and only if
Given an (r − 1)-uple of non-negative integers j := (j 1 , · · · , j r−1 ) such that j 1 + · · · + j r−1 = r, we set
Notice that two (r − 1)-uples of non-negative integers (j 1 , · · · , j r−1 ) and (j
Given an (r − 1)-uple of non-negative integers j := (j 1 , · · · , j r−1 ) such that j 1 + · · · + j r−1 = r and an (r − 1)-uple α := (α 1 , · · · , α r−1 ), we define (from now on ♯(B) means the cardinality of the set B):
where A(α) j is the set of monomials ±C j x
r−1 in G of multidegree α and coefficient ±C j . To prove (4.9), it is enough to see that N α,j is even and half of the elements of A(α) j have coefficient +C j and the other half have coefficient −C j . Let us prove it. Without loss of generality we can assume that α 1 ≥ α 2 ≥ · · · ≥ α r−1 (we re-order the variables, if necessary). We will see that for any monomial in A(α) j there is a well determined way to associate another monomial in A(α) j with the opposite sign. Indeed, the monomials in A(α) j have degree r−1 2 + r = r 2 + 1 and, moreover, 0 ≤ α ℓ ≤ r − 1 for all 1 ≤ ℓ ≤ r − 1. Therefore, there exist integers 1 ≤ p < q ≤ r − 1 such that α p = α q .
We define p 0 := min{p | α p = α p+1 }. Now, we take an arbitrary monomial
. . , α r−1 = j r−1 + i r−1 . It will be cancelled with It is interesting to note that experimentally we have verified that R/J 1 and R/J 2 have WLP, while R/J 3 , R/J 4 and R/J 5 do not. The algebras that fail WLP all fail surjectivity in the range indicated in boldface. Only R/J 5 fails WLP in any other degree, namely it fails injectivity in the preceding degree.
As mentioned above, we now have a partial answer to Question 4.2 of [9] : Corollary 4.5. If A(n) exists then it equals n.
An almost monomial almost complete intersection
In order to illustrate the subtlety of the Weak Lefschetz Property, we now describe a class of ideals that is very similar to the class of ideals discussed in Section 4. That is, we consider, for each codimension r ≥ 3, the ideal
We will compare the properties of this ideal with those of the ideal
Included in this subtlety is the fact that WLP behavior changes with the characteristic. Notice that our results in positive characteristic do not depend on whether the field is finite or not.
Our first result shows that we cannot distinguish the two ideals by solely looking at their Hilbert functions. Proof. We will show that J r arises via a sequence of basic double links which are numerically equivalent to the one that produced I r,r in the first part of Theorem 4. We will now show that the two algebras behave differently with respect to the WLP. Recall that R/I r,r does not have the WLP if r ≥ 3. Studying R/J r when r = 3 is not too difficult:
Proposition 5.2. For every field K, the algebra
has the WLP if and only if the characteristic of K is not three.
Proof. If the characteristic of K is three then for every linear form ℓ ∈ R, ℓ 3 is in (x 3 , y 3 , z 3 ). Thus the residue class of ℓ 2 is in the kernel of the multiplication map
This shows that R/J 3 does not have the WLP if char K = 3. Now assume that char K = 3. Consider the linear form
which implies that the multiplication map
is surjective. Hence R/J 3 has the WLP in this case.
The case when r = 4 is considerably more complicated. (ii) We expect that in characteristic zero, for each integer r ≥ 2, the algebra R/J r has the WLP and that L = 2x 1 + x 2 + · · · + x r−1 − x r is a Lefschetz element.
Monomial almost complete intersections in three variables
Now we consider ideals of the form
where 0 ≤ α < a, 0 ≤ β < b and 0 ≤ γ < c. This class of ideals was first considered in [3] , Corollary 7.3. 
This is minimal if and only if α, β, γ are all positive.
Proof. Part (i) follows by inspection. Then (ii), (iii) and (iv) follow immediately from (i). As before, (v) is a simple computation of the colon ideal, based on the fact [2] that J is a complete intersection, so it only remains to check the degrees. Having (v), it is a straightforward computation using the mapping cone to obtain (vi).
Theorem 6.2. Assume that K = K is an algebraically closed field of characteristic zero.
Proof. Let E be the syzygy bundle of I and let L ∼ = P 1 be a general line. By [4] Theorem 3.3, if WLP fails then E is semistable. Furthermore, the splitting type of E norm must be (1, 0, −1) (apply [4] , Theorem 2.2 and the Grauert-Mülich theorem). Hence the twists of E| L are three consecutive integers. Since the restriction of E to L is the (free) syzygy module corresponding to the restriction of the generators of I to P 1 , we see that the sum of the generators must be divisible by 3. Proof. Since R/I is level, by Proposition 6.1 we can write a = α + t, b = β + t, c = γ + t for some t ≥ 1. By Theorem 6.2, we have 2(α + β + γ) + 3t ≡ 0 (mod 3).
It follows that α + β + γ ≡ 0 (mod 3), so again by Theorem 6.2 we also get a + b + c ≡ 0 (mod 3). A very interesting class of ideals is the following, recalling the notation introduced in (3.1).
Corollary 6.5. The algebra A = R/I 3,k,3 has the following properties.
(a) the socle degree is e = 2k − 2.
(b) the peak of the Hilbert function occurs in degrees k −1 and k, and has value 3k −3.
, WLP fails if and only if k is odd. Note that in this case
e ≡ 0 (mod 4).
Proof. Parts (a), (b) and (c) are immediate from Proposition 6.1. Part (d) is a special case of Theorem 3.3.
For the remainder of this section we focus on the WLP. If the non-pure monomial involves only two of the variables, then we conjecture that the ideal always has the WLP. Otherwise, due to Theorem 6.1(iii) the ideal is level if and only if I is of the form
where t ≥ 1 and, without loss of generality,
Next, we analyze when the syzygy bundle of I is semistable. (The relevance of semistability to WLP was introduced in [6] and generalized in [4] .) Lemma 6.6. Assume that K is algebraically closed of characteristic zero. Then the syzygy bundle of I is semistable if and only if γ ≤ 2(α + β) and Applying this to our ideal I condition (i) reads as
Hence, it is equivalent to
Condition (ii) reads in our case as
which is equivalent to 3t ≥ 2γ − α − β. Using Inequality (6.3) one checks that the last condition is implied by Inequality (6.4) . This completes the argument.
Suppose we are given 1 ≤ α ≤ β and want to choose γ, t such that the syzygy bundle of I is semistable. Then there is only a finite number of choices for γ since we must have β ≤ γ ≤ 2(α + β), whereas we have infinitely many choices for t as the only condition is t ≥ We are going to establish sufficiency of the numerical conditions given in Conjecture 6.7 for failure of the WLP. Proof. By Proposition 6.1, we know the minimal free resolution of R/I α,β,γ,t , which we can use to compute the Hilbert function in any degree. We first claim that in the specified degrees, this computation has no contribution from the last and the penultimate free modules in the resolution. To do this, it is enough to check that the degree
+t−1 component of any summand in the penultimate free module is zero. The first three summands correspond to the observation that
Since α ≤ β ≤ γ and a = α + t, b = β + t, and c = γ + t, we have only to check that 2(α + β + γ)
This is equivalent to the inequality on t in the hypotheses. Now rather than explicitly computing the Hilbert functions in the two degrees, it is enough to express them as linear combinations of binomial coefficients and show that the difference is zero, using the formula
This is a routine computation.
Theorem 7.2. Consider the level algebra R/I α,β,γ,t = R/(x α+t , y β+t , z γ+t , x α y β z γ ). We make the following assumptions:
• 0 < α ≤ β ≤ γ < 2(α + β);
Then there is a square matrix, M, with integer entries, having the following properties. Proof. We note first that the second bullet in the hypotheses implies (using the first bullet) that the following inequality also holds:
We will use this fact without comment in this proof.
Thanks to Lemma 7.1, the values of the Hilbert function of R/I α,β,γ,t in degrees + t − 1 are the same. Hence thanks to Proposition 2.1, checking whether or not WLP holds is equivalent to checking whether multiplication by a general linear form between these degrees is an isomorphism or not.
We will use Proposition 2.5. Let L be a general linear form, letR = R/(L) ∼ = K[x, y] and letĪ be the image of I α,β,γ,t inR. Note thatĪ ∼ = (x α+t , y β+t , ℓ γ+t , x α y β ℓ γ ), where ℓ is the restriction toR of z, and thanks to Lemma 2.2 we will take ℓ = x + y.
Of course x α+t , y β+t is a regular sequence. Hence it suffices to check whether or not there is an element F ∈R of degree
non-zero modulo (x α+t , y β+t ), such that F ·Ī ⊂ (x α+t , y β+t ). The latter condition is equivalent to
Indeed, the first inequality is equivalent to deg(F · (x + y) γ+t ) ≥ (α + t) + (β + t) − 1, so every term of F · (x + y) γ+t is divisible by either x α+t or y β+t . The second inequality is equivalent to deg(F · x α y β (x + y) γ ) ≥ (α + t) + (β + t) − 1. This establishes the Claim. Thanks to our hypotheses, then, the conditions in (7.1) add constraints on the possibilities for F . We want to count these constraints.
We now consider how many conditions (7.1) imposes on the λ i . Consider the first product, which has degree α+β+γ 3 + 2t − 1. A typical term in F · (x + y) γ+t is some scalar times x i y j , where i + j = α+β+γ 3 + 2t − 1. The set of all pairs (i, j) for which x i y j is not in (x α+t , y β+t ) is
Since each such term has to vanish, this imposes a total of 2α+2β−γ 3
conditions on the λ i . Similarly, consider the second product, which has degree 4α+4β+γ 3
γ is some scalar times x i y j , where i + j = 4α+4β+γ 3
+ t − 1. The set of all pairs (i, j) for which x i y j is not in the ideal (x α+t , y β+t ) is
This imposes a total of t − α+β+γ 3
conditions, since we need all of these terms to vanish. Combining, we have a total of t+ α+β−2γ 3 = f +1 conditions. Since there are f +1 variables λ i , the coefficient matrix is the desired square matrix. Now it is clear that det M = 0 (regardless of the characteristic) if and only of the corresponding homogeneous system has a non-trivial solution, i.e. there is a polynomial F as desired, if and only of R/I α,β,γ,t fails to have WLP.
We can specifically give the matrix described in the last result.
Corollary 7.3. The matrix in Theorem 7.2 has the form
. . . . . .
Proof. This is a tedious computation, but is based entirely on the proof of Theorem 7.2. The top "half" of the matrix corresponds to the second product in (7.1), and the bottom "half" of the matrix corresponds to the first product. Each row in the top "half" corresponds to one ordered pair in (7.3), and each row in the bottom "half" corresponds to one ordered pair in (7.2).
Corollary 7.4. Assume that K is an infinite field and R
Assume that one of the following three cases holds: . . . . . . . . .
This system has a non-trivial solution (giving the existence of the desired form F ) if and only if M has determinant zero. We will show that under our assumptions, this determinant is indeed zero. Observe that if M is flipped about the central vertical axis, and then the top portion and the bottom are (separately) flipped about their respective central horizontal axes, then we restore the matrix M. Since t + 2 is even, the first step can be accomplished with = t − 1 interchanges of rows, which is an odd number. Therefore det M = − det M, and so det M = 0.
Case (2) is similar and is left to the reader. Case (3), however, is somewhat different. Now we will restrict to K[y, z] rather than K[x, y]. We obtain
and we have to check whether there is a form F ∈ K[y, z] of degree t + 2ρ − 1 (obtained after a short calculation) such that F · (y + z) α+t ∈ (y α+3ρ+t , z α+3ρ+t ) and F · (y + z) α · y α+3ρ z α+3ρ ∈ (y α+3ρ+t , z α+3ρ+t ).
The calculations again follow the ideas of Theorem 7.2, and we obtain the following (t + 2ρ) × (t + 2ρ) matrix of integers: 
We remark that in the top portion (i.e. the submatrix where the binomial coefficients have α as the top entry), the first row has a sequence of 2ρ zeroes before the α 0
, and the last row (of the top portion) has a sequence of 2ρ zeroes after the α α . The top portion has t − 2ρ − α rows, while the bottom portion (with binomial coefficients having α + t as top entry) has α + 4ρ rows. In the same way as before (using the fact that t is even), it is easy to see that this matrix can be restored to itself with an odd number of row and column interchanges, and hence the determinant is zero.
Remark 7.5. Notice that to check the surjectivity of the multiplication by a linear form from degree d − 1 to degree d, we have to check whether or not (R/(I, L)) d is zero. Because of this, it is possible to obtain the result of Theorem 7.4 (including exactly the same matrix M) with a more direct computation, rather than using the liaison approach of Proposition 2.5. However, the computations seemed slightly more intricate, and we also felt that the existence of the form F might have other interesting applications. Example 7.7. Consider an ideal of the form I = (x 10 , y 10 , z 10 , x 3 y 3 z 3 ) (i.e. we relax the condition in Corollary 7.6 that k be odd). Then det M = 78,408 = 2 3 · 3 4 · 11 2 . One can check on a computer program (e.g. CoCoA [5] ) that in characteristic 2, 3 and 11, R/I 10 does not have WLP, while in characteristic 5, 7, 13, 17, . . . , R/I 10 does have WLP (as predicted by Theorem 7.2). Proof. In Corollary 7.6, simply consider the special cases α = 1 and α = 3. From Proposition 6.1 we note that in the first case the socle degree is 2k − 2 and in the second case the socle degree is 2k. , G) where G is a general form of degree N. By the above-cited result, R/J 1 and R/J 2 have the same Hilbert function, and it can be checked that in fact they have the same minimal free resolution. However, these algebras often have different behavior with respect to WLP and with respect to minimal free resolutions! More precisely, we have the following experimental data, which we computed in CoCoA over the rational numbers. 
