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Abstract
Consider the initial boundary value problem for the linear dissipative wave equation (+∂t )u= 0
in an exterior domain Ω ⊂RN . Using the so-called cut-off method together with local energy decay
and L2 decays in the whole space, we study decay estimates of the solutions. In particular, when
N  3, we derive Lp decays with p  1 of the solutions. Next, as an application of the decay esti-
mates for the linear equation, we consider the global solvability problem for the semilinear dissipative
wave equations (+ ∂t )u= f (u) with f (u)= |u|α+1, |u|αu in an exterior domain.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction and results
In this paper we first consider the initial-boundary value problem for the linear dissipa-
tive wave equation,{
(+ ∂t )u= 0, u= u(x, t) in Ω × (0,∞),
u|t=0 = u0, ∂tu|t=0 = u1, and u|∂Ω = 0, (1.1)
where Ω is an exterior domain in N -dimensional Euclidean space RN for N  2, whose
boundary ∂Ω is a compact, regular hypersurface, and + ∂t = ∂2t + ∂t −∆x is the dissi-
pative wave operator with ∆x =∑Nj=1 ∂2xj .
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and Br = {x ∈RN | |x|< r}. We never impose any geometric condition on the domain Ω .
For the total energy E(t;Ω) = (1/2)‖∇xu(t)‖2L2(Ω) + (1/2)‖∂tu(t)‖2L2(Ω) associated
with the linear equation (1.1) with the initial data (u0, u1) belonging to H 10 (Ω)×L2(Ω),
it is well known that the standard energy method yields the energy decay E(t;Ω)1/2 
C(1 + t)−1/2. Concerning the local energy decay, Dan and Shibata [3] proved that
Eloc(t;Ωr)1/2  C(1 + t)−N/2 when r > r0 (see Proposition 2.1), where Ωr = Br ∩Ω ,
using the method based on a spectral analysis to corresponding stationary problem.
On the other hand, for the Cauchy problem of the linear equation (1.1) in the whole
space (i.e., Ω =RN ), Matsumura [10] derived the L2 decay estimates of the solutions (see
Proposition 2.2), using the Fourier transform method (cf. [11] for L1 decays). From the
L2 decay estimates, we see the total energy decay E(t;RN)1/2  C(1 + t)−1/2−N/4 on
the assumption that u0 ∈H 1(RN)∩L1(RN) and u1 ∈ L2(RN)∩L1(RN). Thus, from the
decay estimates connected with the local energy and the total energy in the whole space we
can expect that the total energy E(t;Ω) for the exterior problem has the similar decay rate
as the total energy for the Cauchy problem under the similar assumption on the initial data.
Indeed, from Corollary 1.2, we have that E(t;Ω)1/2  C(1 + t)−1/2−N/4 for N  3. On
the other hand, Ikehata [7] has derived the energy decay E(t;Ω)1/2  C(1+ t)−1 (cf. [8]).
Our results for L2 decays are as follows.
Theorem 1.1. Let 1 l < 2N/(N +1). Suppose that the initial data u0 ∈H 10 (Ω)∩Ll(Ω)
and u1 ∈L2(Ω)∩Ll(Ω). Then, the solution u(t) of (1.1) satisfies the following:∥∥u(t)∥∥
L2(Ω)  Cd1,l(1+ t)−ρl and
∥∥Du(t)∥∥
L2(Ω)  Cd1,l(1+ t)−1/2−ρl (1.2)
with D = (∇x, ∂t ), where
ρl =


ηl if l < 2N/(N + 2),
1/2− δ if l = 2N/(N + 2),
2ηl − 1/2− δ if l > 2N/(N + 2),
ηl = N2
(
1
l
− 1
2
)
(1.3)
(1/4< ηl N/4), with any δ > 0, and
d1,l = ‖u0‖H 1(Ω) + ‖u1‖L2(Ω) + ‖u0‖Ll(Ω) + ‖u1‖Ll(Ω). (1.4)
As a corollary of Theorem 1.1, immediately we have
Corollary 1.2. Suppose that the initial data u0 ∈ H 10 (Ω) ∩ L1(Ω) and u1 ∈ L2(Ω) ∩
L1(Ω). Then, the solution u(t) of (1.1) satisfies that
∥∥u(t)∥∥
L2(Ω) 
{
Cd1,1(1+ t)−N/4 if N  3,
Cd1,1(1+ t)−1/2+δ if N = 2,
(1.5)
∥∥Du(t)∥∥
L2(Ω) 
{
Cd1,1(1+ t)−1/2−N/4 if N  3,
Cd1,1(1+ t)−1+δ if N = 2,
(1.6)
with any δ > 0, where D = (∇x, ∂t ) and d1,1 is given by (1.4) with l = 1.
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Theorem 1.3. Let m  1. In addition to the assumption of Theorem 1.1, we assume that
the initial data u0 ∈Hm(Ω) and u1 ∈Hm−1(Ω) satisfy the compatibility condition of the
(m− 1)th order. Then, the solution u(t) of (1.1) satisfies that for 0  k + |β|  m and
k =m,∥∥∂kt Dβx u(t)∥∥L2(Ω)  Cdm,l(1+ t)−k−|β|/2−ρl , (1.7)∥∥∂mt u(t)∥∥L2(Ω) Cdm,l(1+ t)−m+1/2−ρl , (1.8)
where ρl is given by (1.3) and
dm,l = ‖u0‖Hm(Ω) + ‖u1‖Hm−1(Ω) + ‖u0‖Ll(Ω) + ‖u1‖Ll(Ω). (1.9)
Remark. Theorem 1.3 implies that if the initial data u0 ∈ Hm+1(Ω) and u1 ∈ Hm(Ω)
satisfy the compatibility condition of the mth order, then∥∥∂mt u(t)∥∥L2(Ω) Cdm+1,l(1+ t)−m−ρl .
Remark. “Compatibility condition” is given as follows. Inductively, we define the uk ,
k  2, by uk = ∆xuk−2 − uk−1. Then, we say the initial data u0 ∈ Hm(Ω) and u1 ∈
Hm−1(Ω) satisfy the compatibility condition of (m− 1)th order if ui ∈ H 10 (Ω) and
ui+1 ∈ L2(Ω) for i = 0,1, . . . ,m− 1.
From the above results, we cannot know about Lp decay estimates for 1  p < 2 of
the solutions which are an important rule to the analysis of nonlinear problems with α < 1
in (1.15). However, by our recent result in [17] for the L1 type estimate of the solutions to
the Cauchy problem (see Proposition 2.3 below, cf. [11]), we deduce the following
Theorem 1.4. Let N  3. Suppose that the initial data u0 ∈H 10 (Ω)∩W 1,1(Ω) and u1 ∈
L2(Ω)∩ L1(Ω). Then the solution u(t) of (1.1) satisfies that for 1 p  2N/(N − 2) if
N = 3 and 1 p <∞ if N = 2,
∥∥u(t)∥∥
Lp(Ω)

{
Cd1(1+ t)−(N/2)(1−1/p) if N = 3,
Cd1(1+ t)−(N/2)(1−1/p)+δ if N = 2,
(1.10)
with any δ > 0, where d1 is given by
d1 = ‖u0‖H 1 + ‖u1‖L2 + ‖u0‖W 1,1 + ‖u1‖L1 . (1.11)
Moreover, by induction we obtain
Theorem 1.5. Let m  1. In addition to the assumption of Theorem 1.4, we assume that
the initial data u0 ∈Hm+1(Ω) and u1 ∈Hm(Ω) satisfy the compatibility condition of mth
order. Then, the solution u(t) of (1.1) satisfies that for 0 k + |β|m and k =m,
∥∥∂kt Dβx u(t)∥∥L1(Ω) 
{
Cdm+1(1+ t)−k−|β|/2 if N = 3,
−k−|β|/2+δ (1.12)Cdm+1(1+ t) if N = 2,
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dm = ‖u0‖Hm + ‖u1‖Hm−1 + ‖u0‖W 1,1 + ‖u1‖L1 . (1.13)
Remark. From the above estimates and Eq. (1.1), we immediately have that for m 2,
∥∥∂mt u(t)∥∥L1(Ω) 
∥∥∂m−1t u(t)∥∥L1(Ω) +
∥∥∂m−2t ∆xu(t)∥∥L1(Ω)

{
Cdm+2(1+ t)−m+1 if N = 3,
Cdm+2(1+ t)−m+1+δ if N = 2.
Next, as an application of the decay estimates for the linear equation, we investigate
the global existence, uniqueness, and asymptotic behavior of solutions for the nonlinear
problem in exterior domain Ω ⊂RN for N  2,
{
(+ ∂t )u= f (u) in Ω × (0,∞),
u|t=0 = εu0, ∂tu|t=0 = εu1, and u|∂Ω = 0, (1.14)
for a small parameter ε > 0, where f (u) is a nonlinear function like f (u)= |u|α+1, |u|αu.
Here, we assume that f (·) ∈C1(R) satisfies
f (0)= 0 and ∣∣f ′(u)∣∣ C|u|α, C > 0, α > 0. (1.15)
The following result is given by the small data perturbation analysis together with the
L2 decays in Theorem 1.1 (cf. [7]).
Theorem 1.6. Let N  5 and let 1  l  2N/(N + 2). Suppose that the initial data u0 ∈
H 10 (Ω)∩Ll(Ω) and u1 ∈L2(Ω)∩Ll(Ω), and
4/(N + 2) < α  2/(N − 2) (1 < α <∞ if N = 2).
Then, there exists ε0 > 0 such that problem (1.14) admits a unique global solution u(t)
belonging to C([0,∞);H 10 (Ω)) ∩ C1([0,∞);L2(Ω)) for each ε  ε0. Moreover, the so-
lution u(t) satisfies the following decay estimates:
(i) If 3N  5 and l < 2N/(N + 2), then
∥∥u(t)∥∥
L2(Ω)  C(1+ t)−η0 and
∥∥Du(t)∥∥
L2(Ω)  C(1+ t)−1/2−η0
with D = (∇x, ∂t ) for some η0 > 1/2.
(ii) If N  4, l = 1, and α  1, then
∥∥u(t)∥∥
L2(Ω) 
{
C(1+ t)−N/4 if N  3,
C(1+ t)−1/2+δ if N = 2,
∥∥Du(t)∥∥
L2(Ω) 
{
C(1+ t)−1/2−N/4 if N  3,
C(1+ t)−1+δ if N = 2,
with any δ > 0.
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critical power for the global solvability problem in the whole space is α > 2/N (see
[6,15,17,21,22] and references cited therein for the Cauchy problem). In particular, the
number 2/N is often called Fujita’s exponent [5]. Thus, the global solvability problem for
N  3 and 2/N < α < 4/(N + 2) is an interesting problem.
Fortunately, thanks to the Lp type estimate (1.10) together with (1.6), using the mod-
ified potential well method (see [14,16]), we can solve the problem for (1.14) with the
nonlinearity f (u)= |u|αu when N = 3 and α > 2/N . Our last result is as follows.
Theorem 1.7. Let N = 3. Consider the nonlinear problem (1.14) with the nonlinearity
f (u)= |u|αu and a sufficiently small ε > 0. Suppose that the initial data u0 ∈ H 10 (Ω) ∩
W 1,1(Ω) and u1 ∈L2(Ω)∩L1(Ω), and
2/N < α  2/(N − 2).
Then, there exists a unique global solution u(t) belonging to C([0,∞);H 10 (Ω)) ∩
C1([0,∞);L2(Ω)) and this solution u(t) satisfies that∥∥u(t)∥∥
Lp(Ω)
 C(1+ t)−(N/2)(1−1/p), 1 p  2N/(N − 2), (1.16)∥∥Du(t)∥∥
L2(Ω)  C(1+ t)−1/2−N/4, D = (∇x, ∂t ). (1.17)
Remark. From the proof, we also know that Theorem 1.7 with the nonlinearity f (u)
in (1.15) for (N + 2)/(2N) α  2/(N − 2) is true.
This paper is organized as follows. In Section 2 we state the results of the local energy
decay and the L2 decays in the Cauchy problem. Moreover, we give a useful estimate
for the energy decay. In Section 3 we consider the linear problem (1.1) and we prove
Theorems 1.1–1.5. In Section 4 we consider the nonlinear problem (1.14) and we prove
Theorems 1.6 and 1.7.
We use only standard function spaces. We denote [a]+ = max{0, a}, where 1/[a]+=∞
if [a]+ = 0. k and β stand for a nonnegative integer and a multi-index, respectively. Dβx
means the partial differential operators of order |β| with respect to spatial x . Positive con-
stants will be denoted by C and will change from line to line.
2. Preliminaries
In this section we state some known results for the solutions of the linear dissipative
wave equation (1.1).
First we state the result connected with the local energy decay, which was shown by
Dan and Shibata [3] (cf. [18] for N  3).
Proposition 2.1 (Local energy decay). Let N  2 and let r > r0. Suppose that the initial
data u0 ∈H 10 (Ω) and u1 ∈ L2(Ω) and
suppu0 ∪ suppu1 ⊂Ωr,
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H 1(Ωr )
+ ∥∥∂tu(t)∥∥L2(Ωr)  Crd ′1(1+ t)−N/2, (2.1)
where d ′1 = ‖u0‖H 1(Ω) + ‖u1‖L2(Ω).
Next we consider the Cauchy problem in the whole space (i.e., Ω = RN ) of the linear
dissipative wave equation,{
(+ ∂t )v = 0 in RN × (0,∞),
v|t=0 = v0 and ∂tv|t=0 = v1.
(2.2)
The following L2 decay estimates for the solutions of (2.2) are well known, and were
proved by Matsumura [10].
Proposition 2.2. Let m 0 and 1  l  2. Suppose that the initial data v0 ∈ Hm(RN) ∩
Ll(RN) and v1 ∈Hm−1(RN) ∩ Ll(RN). Then, the solution v(t) of (2.2) satisfies that for
0 k + |β|m,∥∥∂kt Dβx v(t)∥∥L2(RN)  Cd¯m,l(1+ t)−k−|β|/2−ηl , (2.3)
where ηl is given by (1.3) and
d¯m,l = ‖v0‖Hm(RN) + ‖v1‖Hm−1(RN) + ‖v0‖Ll(RN) + ‖v1‖Ll(RN).
Remark. From Proposition 2.2, it follows that ‖v(t)‖Lq (RN)  Cd¯1,l(1+ t)−(N/2)(1/ l−1/q)
for 2 q <∞ if N = 2 and 2 q  2N/[N − 2]+ if N = 2.
Recently, in [17] we have derived the following L1 type estimate (cf. [11,15]).
Proposition 2.3. Let N  3. Suppose that the initial data (v0, v1) ∈W 1,1(RN) × L1(RN).
Then the solution v(t) of (2.2) satisfies that∥∥v(t)∥∥
L1(RN)  C
(‖v0‖W 1,1(RN) + ‖v1‖L1(RN)). (2.4)
The proof is given by the direct calculation for the representation formulas of the solu-
tions (see [2] for the formulas).
The following proposition connected with the energy decay is very useful for the proof
of Theorem 1.3, and it follows from the Nakao inequality in [12] (see [9] for nonhomoge-
neous equations).
Proposition 2.4. Let u be a solution of (1.1) (or (2.2)). Suppose that∥∥u(t)∥∥
L2(Ω) A0(1+ t)−a (2.5)
with some constant A0 and a  0. Then, it holds that∥∥∇xu(t)∥∥L2(Ω) +
∥∥∂tu(t)∥∥L2(Ω)  Cd ′′1 (1+ t)−1/2−a, (2.6)
where d ′′ =A0 + ‖∇xu0‖L2(Ω) + ‖u1‖L2(Ω).1
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Proof. We denote the energy by
E(t)=E(t;Ω)= 1
2
∥∥∇xu(t)∥∥2L2(Ω) + 12
∥∥∂tu(t)∥∥2L2(Ω).
Multiplying (1.1) by ∂tu and integrating over Ω , we see the energy identity
d
dt
E(t)+ ∥∥∂tu(t)∥∥2L2(Ω) = 0, (2.7)
and hence, E(t)  E(0) = (1/2)‖∇xu0‖2L2(Ω) + (1/2)‖u1‖2L2(Ω). Integrating (2.7) over[t, t + 1], we have that
t+1∫
t
∥∥∂tu(s)∥∥2L2(Ω) ds =D(t)2, D(t)2 =E(t)−E(t + 1). (2.8)
Then, there exist two numbers t1 ∈ [t, t + 1/4] and t2 ∈ [t + 3/4, t + 1] such that∥∥∂tu(tj )∥∥L2(Ω)  2D(t) for j = 1,2. (2.9)
Multiplying (1.1) by u integrating over Ω × [t1, t2], we have from (2.8) and (2.9) that
2
t2∫
t1
E(s) ds = 2
t2∫
t1
∥∥∂tu(s)∥∥2L2(Ω) ds −
2∑
j=1
(−1)j 〈∂tu(tj ), u(tj )〉L2(Ω)
−
t2∫
t1
〈
∂tu(s), u(s)
〉
L2(Ω) ds
 2D(t)2 + 5D(t) sup
tst+1
∥∥u(s)∥∥
L2(Ω). (2.10)
Integrating (2.7) over [t, t2], we observe from (2.8) and (2.10) that
E(t)E(t2)+
t+1∫
t
∥∥∂tu(s)∥∥2L2(Ω) ds
 2
t2∫
t1
E(s) ds +
t+1∫
t
∥∥∂tu(s)∥∥2L2(Ω) ds
 3D(t)2 + 5D(t) sup
tst+1
∥∥u(s)∥∥
L2(Ω).
Then, from D(t)2 =E(t)−E(t + 1)E(t) and (2.5), it follows that
E(t)2 C
(
I 20 (1+ t)−2a +E(t)
)(
E(t)−E(t + 1)). (2.11)
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gether with the fact E(t)E(0), we obtain
E(t) C
(
I 20 +E(0)
)
(1+ t)−1. (2.12)
Again, applying the Nakao inequality to (2.11) together with (2.12), we have
E(t) C
(
I 20 +E(0)
)
(1+ t)−1−min{2a,1}.
If a > 1/2, then repeating the same process, we arrive at the desired estimate (2.6). ✷
Now we state the Nakao inequality which was used in the proof of Proposition 2.4
(see [12] for general version).
Lemma 2.5 (Nakao). Let E :R+ → R+ be a nonnegative, nonincreasing function satisfy-
ing
E(t)2  I 20 (1+ t)−β
(
E(t)−E(t + 1)), t  0, (2.13)
with some constant I 20 and β  0. Then, the function E(t) satisfies
E(t) C
(
I 20 +E(0)
)
(1+ t)−1−β, t  0. (2.14)
Proof. If E(t0)= 0 for some t0 = 0, then E(t)= 0 for t  t0 and there is nothing to prove.
We may assume that E(t) > 0 for t  0. For t  1, we observe from (2.13) that
E(t)−1 −E(t + 1)−1 =
1∫
0
d
dθ
{
θE(t)+ (1− θ)E(t + 1)}−1 dθ
=−
1∫
0
{
θE(t)+ (1− θ)E(t + 1)}−2 dθ(E(t)−E(t + 1))−I−20 (1+ t)β .
Thus, for the integer n with n t < n+ 1, we have that
E(t)−1 E(t − n)−1 + I−20
n−1∑
k=0
(t − k)β E(0)−1 + I−20
n∫
0
(t − x)β dx
E(0)−1 + (1+ β)−1I−20 (t1+β − 1),
and hence,
E(t)
(
E(0)+ (1+ β)I 20
)
t−1−β
for t  1. Noting that E(t)E(0) for t  0, we obtain estimate (2.14). ✷
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In this section we give the proofs of Theorems 1.1–1.7. For the proof of Theorem 1.1,
we use the so-called cut-off method as in [19] and [13]. As cut-off functions in RN , we
take smooth functions χ(x) and χ2(x) such that 0 χ(x), χ2(x) 1,
χ(x)=
{0 if |x| r ,
1 if |x| r + 1, and χ2(x)=
{0 if |x| r + 2,
1 if |x| r + 3.
First we derive the H 1 type estimate of the solution uχ (t) for the initial-boundary value
problem{
(+ ∂t )uχ = 0 in Ω × (0,∞),
uχ |t=0 = χu0, ∂tuχ |t=0 = χu1, and uχ |∂Ω = 0. (3.1)
We can expect that uχ behavior like the original solution u if |x| is large. Then we have
the following
Proposition 3.1. Under the assumption of Theorem 1.1, it holds that∥∥uχ (t)∥∥H 1(Ω)  Cd1,l(1+ t)−ρl , (3.2)
where ρl and d1,l are given by (1.3) and (1.4), respectively.
Proof. To estimate uχ , we introduce the solution v of the Cauchy problem{
(+ ∂t )v = 0 in RN × (0,∞),
v|t=0 = u¯0 and ∂tv|t=0 = u¯1,
where f¯ is a function on RN satisfying f¯ (x) = f (x) if x ∈ Ω and f¯ (x) = 0 if x ∈ Ω .
Then, it is easy to see that the function (χv) satisfies that{
(+ ∂t )(χv)= g in RN × (0,∞),
(χv)|t=0 = χu¯0 and ∂t (χv)|t=0 = χu¯1,
where g =−∇xχ · ∇xv −∆xχv. Note that suppg ⊂ {x ∈RN | r  |x| r + 1}, and as a
function in Ω ×R+, the function (χv) satisfies that{
(+ ∂t )(χv)= g in Ω × (0,∞),
(χv)|t=0 = χu0, ∂t (χv)|t=0 = χu1, and (χv)|∂Ω = 0.
Thus, we know that the function w= uχ − χv on Ω satisfies that{
(+ ∂t )w =−g in Ω × (0,∞),
w|t=0 = ∂tw|t=0 = 0 and w|∂Ω = 0.
Here, we denote that the solution to the initial-boundary value problem of the linear equa-
tion (1.1) by S(t; {u0, u1}). Then, by the Duhamel principle (e.g., [4]), we see that
w(t)=
t∫
S
(
t − s; {0,−g(s)})ds. (3.3)0
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to w(t), we have that
∥∥w(t)∥∥
H 1(Ωr+3) 
t∫
0
∥∥S(t − s; {0,−g(s)})∥∥
H 1(Ωr+3) ds
 C
t∫
0
(1+ t − s)−N/2∥∥g(s)∥∥
L2(Ω) ds.
Here we observe from Proposition 2.2 and its remark that
∥∥g(t)∥∥
L2(Ω) =
∥∥g(t)∥∥
L2(Br+1\Br)

∥∥∇xχ · ∇xv(t)∥∥L2(Br+1\Br) +
∥∥∆xχv(t)∥∥L2(Br+1\Br)
 C
∥∥∇xv(t)∥∥L2(RN) +
{‖v(t)‖L2N/(N−2) (RN) if N  3,
‖v(t)‖Lq (RN) if N = 2,
 Cd1,l(1+ t)−1/2−ηl +
{
Cd1,l(1+ t)−1/2−ηl if N  3,
Cd1,l(1+ t)−(1/ l−1/q) if N = 2,
with any number 2  q <∞, where ηl is given by (1.3). Thus, taking sufficiently large
q 2 if N = 2, we obtain that
∥∥w(t)∥∥
H 1(Ωr+3)  Cd1,lA(t), A(t)=
{
(1+ t)−1/2−ηl if N  3,
(1+ t)−1/2−ηl+δ if N = 2, (3.4)
with any δ > 0.
Next, we estimate w(t) outside of the domain Ωr+3. We know that w¯ = u¯χ − χv and
w¯ satisfies that{
(+ ∂t )w¯ =−g in RN × (0,∞),
w¯|t=0 = ∂t w¯|t=0 = 0,
and then, (χ2w¯) satisfies that{
(+ ∂t )(χ2w¯)= h in RN × (0,∞),
(χ2w¯)|t=0 = ∂t (χ2w¯)|t=0 = 0,
where h=−χ2g−∇xχ2 · ∇xw¯−∆xχ2w¯ =−∇xχ2 · ∇xw¯−∆xχ2w¯. Note that supph⊂
{x ∈RN | r + 2 |x| r + 3}. Here, we denote the solution to the Cauchy problem of the
linear equation (2.2) by S˜(t; {v0, v1}). Then, by the Duhamel principle, we see that
χ2w¯(t)=
t∫
0
S˜
(
t − s; {0, h(s)})ds. (3.5)
Applying Proposition 2.2 to χ2w¯(t), we have that
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t∫
0
∥∥S˜(t − s; {0, h(s)})∥∥
H 1(RN) ds
 C
t∫
0
(1+ t − s)−ηl (∥∥h(s)∥∥
L2(RN) +
∥∥h(s)∥∥
Ll(RN)
)
ds
 C
t∫
0
(1+ t − s)−ηl∥∥h(s)∥∥
L2(Br+3\Br+2) ds
 C
t∫
0
(1+ t − s)−ηl∥∥w(s)∥∥
H 1(Ωr+3) ds,
and hence, from (3.4) that
∥∥w(t)∥∥
H 1(Ωc
r+3)

∥∥χ2w¯(t)∥∥H 1(RN)  Cd1,l
t∫
0
(1+ t − s)−ηlA(s) ds  Cd1,lΓ (t)
if l < 2N/(N + 1), where
Γ (t)=


(1+ t)−ηl if l < 2N/(N + 2),
(1+ t)−1/2+δ if l = 2N/(N + 2),
(1+ t)−2ηl+1/2+δ if l > 2N/(N + 2).
Thus, for uχ = χv +w, we have that∥∥uχ (t)∥∥H 1(Ω)  C
∥∥v(t)∥∥
H 1(RN) +
∥∥w(t)∥∥
H 1(Ωr+3) +
∥∥w(t)∥∥
H 1(Ωcr+3)
 Cd1,l(1+ t)−ηl +Cd1,lA(t)+Cd1,lΓ (t)
 Cd1,lΓ (t)= Cd1,l(1+ t)−ρl ,
where ρl is given by (1.3). ✷
Next, we prove Theorem 1.1.
Proof of Theorem 1.1. We first estimate the function U = u− uχ , where u and uχ are
the solutions of (1.1) and (3.1), respectively. It is easy to see that U satisfies{
(+ ∂t )U = 0 in Ω × (0,∞),
U |t=0 = (1− χ)u0, ∂tU |t=0 = (1− χ)u1, and U |∂Ω = 0, (3.6)
and hence, by Proposition 2.1,
∥∥U(t)∥∥
H 1(Ωr+3)  Cd
′
1(1+ t)−N/2. (3.7)
Moreover, it is easy to see that the function (χ2U¯) satisfies
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(+ ∂t )(χ2U¯ )= f in RN × (0,∞),
(χ2U¯ )|t=0 = ∂t (χ2U¯)|t=0 = 0,
where f = −∇xχ2 · ∇xU¯ −∆χ2U¯ . Then we see that suppf ⊂ {x ∈ RN | r + 2  |x|
r + 3} and
χ2U¯(t)=
t∫
0
S˜
(
t − s; {0, f (s)})ds. (3.8)
Applying Proposition 2.2 to χ2U¯(t), we have that
∥∥χ2U¯(t)∥∥H 1(RN) 
t∫
0
∥∥S˜(t − s; {0, f (s)})∥∥
H 1(RN) ds
 C
t∫
0
(1+ t − s)−ηl (∥∥f (s)∥∥
L2(RN) +
∥∥f (s)∥∥
Ll(RN)
)
ds
 C
t∫
0
(1+ t − s)−ηl∥∥f (s)∥∥
L2(Br+3\Br+2) ds
 C
t∫
0
(1+ t − s)−ηl∥∥U(s)∥∥
H 1(Ωr+3) ds,
and hence, from (3.7) that
∥∥U(t)∥∥
H 1(Ωcr+3)

∥∥χ2U¯(t)∥∥H 1(RN)  Cd ′1
t∫
0
(1+ t − s)−ηl (1+ s)−N/2 ds
 Cd ′1Π(t),
Π(t)=
{
(1+ t)−ηl if N  3,
(1+ t)−ηl+δ if N = 2,
with any δ > 0.
Therefore, for u= uχ +U , we have that∥∥u(t)∥∥
H 1(Ω) 
∥∥uχ (t)∥∥H 1(Ω) +
∥∥U(t)∥∥
H 1(Ωr+3) +
∥∥U(t)∥∥
H 1(Ωcr+3)
 Cd1,l(1+ t)−ρl +Cd ′1(1+ t)−N/2 +Cd ′1Π(t) Cd1,l(1+ t)−ρl .
Moreover, applying Proposition 2.4 to the solution u(t) together with the estimate
‖u(t)‖L2(Ω)  Cd1,l(1+ t)−ρl , we obtain∥∥∇xu(t)∥∥L2(Ω) +
∥∥∂tu(t)∥∥L2(Ω)  Cd1,l(1+ t)−1/2−ρl .
The proof of Theorem 1.1 is now completed. ✷
552 K. Ono / J. Math. Anal. Appl. 286 (2003) 540–562Theorem 1.3 is derived by induction.
Proof of Theorem 1.3. m= 1 means Theorem 1.1.
When m= 2, put w =Du with D =∇x or ∂t . Since the function w satisfies that (+
∂t )w = 0 and ‖w(t)‖L2(Ω)  Cd1,l(1 + t)−1/2−ρl , applying Proposition 2.4 to w=Du,
we obtain∥∥∇xw(t)∥∥L2(Ω) +
∥∥∂tw(t)∥∥L2(Ω)  Cd2,l(1+ t)−1−ρl ,
and hence,∥∥∆xu(t)∥∥L2(Ω) +
∥∥∂t∇xu(t)∥∥L2(Ω) +
∥∥∂2t u(t)∥∥L2(Ω)  Cd2,l(1+ t)−1−ρl . (3.9)
Moreover, from Eq. (1.1),∥∥∂tu(t)∥∥L2(Ω) 
∥∥∆xu(t)∥∥L2(Ω) +
∥∥∂2t u(t)∥∥L2(Ω) Cd2,l(1+ t)−1−ρl . (3.10)
Again, applying Proposition 2.4 to w= ∂tu together with (3.10), we have∥∥∂t∇xu(t)∥∥L2(Ω) +
∥∥∂2t u(t)∥∥L2(Ω)  Cd2,l(1+ t)−3/2−ρl . (3.11)
Therefore, from (3.9)–(3.11), we obtain the desired estimates (1.7) and (1.8) for m= 2.
Further, repeating this procedure for w =Dm−1u when m 3, we conclude the desired
estimates (1.7) and (1.8). ✷
Next, we prove Theorem 1.4.
Proof of Theorem 1.4. It is enough to derive the L1 type estimate for the solution u(t)
of (1.1), that is,
∥∥u(t)∥∥
L1(Ω) 
{
Cd1 if N = 3,
Cd1(1+ t)δ if N = 2, (3.12)
with any δ > 0, where d1 is given by (1.11). The proof is similar as that of Theorem 1.1
with l = 1.
We will use the same notation appearing in the proofs of Proposition 3.1 and Theo-
rem 1.1 with l = 1.
From (3.4), the function w(t) given by (3.3) satisfies that
∥∥w(t)∥∥
L1(Ωr+3) 
∥∥w(t)∥∥
H 1(Ωr+3) 
{
Cd1(1+ t)−1/2−N/4 if N = 3,
Cd1(1+ t)−1+δ if N = 2,
with any δ > 0, where we used the fact d1,1  d1. Applying Proposition 2.3 to the function
χ2w¯(t) given by (3.5), we have that
∥∥χ2w¯(t)∥∥L1(RN)  C
t∫
0
∥∥S˜(t − s; {0, h(s)})∥∥
L1(RN) ds  C
t∫
0
∥∥h(s)∥∥
L1(RN) ds
 C
t∫ ∥∥h(s)∥∥
L1(Br+3\Br+2) ds C
t∫ ∥∥w(s)∥∥
H 1(Ωr+3) ds,0 0
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∥∥w(t)∥∥
L1(Ωcr+3)

∥∥χ2w¯(t)∥∥L1(RN) 
{
Cd1 if N = 3,
Cd1(1+ t)δ if N = 2,
with δ > 0. Since uχ = χv +w, we obtain from (2.4) that∥∥uχ (t)∥∥L1(Ω)  C
∥∥v(t)∥∥
L1(RN) +
∥∥w(t)∥∥
L1(Ωr+3) +
∥∥w(t)∥∥
L1(Ωcr+3)

{
Cd1 if N = 3,
Cd1(1+ t)δ if N = 2, for any δ > 0.
From (3.7), the solution U(t) of (3.6) satisfies
∥∥U(t)∥∥
L1(Ωr+3)  C
∥∥U(t)∥∥
H 1(Ωr+3)  Cd
′
1(1+ t)−N/2.
Applying Proposition 2.3 to the function χ2U¯(t) given by (3.8), we have that
∥∥χ2U¯(t)∥∥L1(RN) 
t∫
0
∥∥S˜(t − s; {0, f (s)})∥∥
L1(RN) ds
 C
t∫
0
∥∥f (s)∥∥
L1(RN) ds C
t∫
0
∥∥U(s)∥∥
H 1(Ωr+3) ds,
and hence, from (3.7) that
∥∥U(t)∥∥
L1(Ωcr+3)

∥∥χ2U¯ (t)∥∥L1(RN) 
{
Cd1 if N = 3,
Cd1 log(2+ t) if N = 2.
Therefore, noting u= uχ +U , we obtain the desired estimate (3.12). ✷
Theorem 1.5 is derived by induction.
Proof of Theorem 1.5. We only prove the case of N = 3. From (1.10) with p = 1 and (1.7)
with k = 0, l = 1, the Gagliardo–Nirenberg inequality yields that
∥∥Dβx u(t)∥∥L1(Ω)  C
∥∥u(t)∥∥1−θ
L1(Ω)
∥∥∇|β|+1x u(t)∥∥θL2(Ω)  Cd|β|+1(1+ t)−|β|/2 (3.13)
with θ = 2|β|/(N + 2|β| + 2), where d|β|+1 is given by (1.13).
Noting the solution u(t) of (1.1) satisfies ∂t (et∂tu)= et (∂2t u+ ∂tu) = et∆xu, we ob-
serve that
∥∥∂tu(t)∥∥L1(Ω)  e−t‖u1‖L1(Ω) +
t∫
0
e−(t−s)
∥∥∆xu(s)∥∥L1(Ω) ds
and from ‖∆xu(t)‖L1(Ω)  Cd3(1+ t)−1 by (3.13) that∥∥∂tu(t)∥∥ 1  Cd3(1+ t)−1. (3.14)L (Ω)
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yields that
∥∥∂tDβx u(t)∥∥L1(Ω)  C
∥∥∂tu(t)∥∥1−θL1(Ω)
∥∥∂t∇|β|+1x u(t)∥∥θL2(Ω)
 Cd|β|+2(1+ t)−1−|β|/2. (3.15)
Again, we use the same argument. Noting w = ∂tu satisfies ∂t (et∂tw) = et∆xw with
∂tw|t=0 =∆xu0 − u1, we obtain that
∥∥∂tw(t)∥∥L1(Ω)  e−t(‖∆xu0‖L1(Ω) +‖u1‖L1(Ω))+
t∫
0
e−(t−s)
∥∥∆xw(s)∥∥L1(Ω) ds,
and from ‖∆xw(t)‖L1(Ω) = ‖∂t∆xu(t)‖L1(Ω)  Cd4(1+ t)−2 by (3.15) that
∥∥∂2t u(t)∥∥L1(Ω) =
∥∥∂tw(t)∥∥L1(Ω)  Cd4(1+ t)−2,∥∥∂2t Dβx u(t)∥∥L1(Ω)  Cd|β|+3(1+ t)−2−|β|/2.
Furthermore, together with the same argument as the above for w = ∂kt u with k  2, by
induction, we arrive at the desired estimate (1.12). ✷
4. Nonlinear problem
In this section, as an application of the decay estimates for the solutions of the linear
equation (1.1), we consider the global solvability problem for the semilinear dissipative
wave equations (1.14).
Note that by (1.15), we have
∣∣f (u)∣∣ C|u|α+1 and ∣∣f (u)− f (v)∣∣ C(|u| + |v|)α|u− v|.
By the standard method (e.g., [1,4,20]), we can obtain the local existence theorem
for (1.14).
Proposition 4.1. Let α  2/[N − 2]+. Suppose that the initial data u0 ∈ H 10 (Ω) and
u1 ∈ L2(Ω). Then, there exists T > 0 and a unique local solution u(t) in the class
C([0, T );H 10 (Ω)) ∩ C1([0, T );L2(Ω)) of problem (1.14). Moreover, this solution u(t)
can be continued in time t as long as the norm ‖u(t)‖H 1(Ω) + ‖∂tu(t)‖L2(Ω) is bounded.
In order to justify Theorem 1.6, we first prove the following theorem, which is an appli-
cation of the L2 decays in Theorem 1.1.
Theorem 4.2. Let 1 l < 2N/(N +1). Suppose that the initial data u0 ∈H 10 (Ω)∩Ll(Ω)
and u1 ∈L2(Ω)∩Ll(Ω), and
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α  (2N/l + 2−N)/(N + 4ρl), (4.2)
α > (2N/l + 4)/(N + 4ρl)− 1, (4.3)
where ρl is given by (1.3) with a small δ > 0. Then, there exists ε0 > 0 such that
problem (1.14) admits a unique global solution u(t) in the class C([0,∞);H 10 (Ω)) ∩
C1([0,∞);L2(Ω)) for each ε  ε0, and this solution u(t) satisfies that∥∥u(t)∥∥
L2(Ω)  C(1+ t)−ρl and
∥∥Du(t)∥∥
L2(Ω)  C(1+ t)−1/2−ρl . (4.4)
Proof. Note that problem (1.14) is written as
u(t)= S(t; {εu0, εu1})+
t∫
0
S
(
t − s; {0, f (u(s))})ds. (4.5)
To give the a priori estimate we define the function W(t) by
W(t)= (1+ t)ρl∥∥u(t)∥∥
L2(Ω) + (1+ t)1/2+ρl
∥∥Du(t)∥∥
L2(Ω) (4.6)
with D = (∇x, ∂t ). Let 0 < K < 1 and assume that the following estimate holds in an
interval [0, T∗), T∗ > 0,
W(t)K. (4.7)
Note that (4.7) is valid on some interval if we take some small 0 < ε < 1.
Then, from the Gagliardo–Nirenberg inequality it follows that for 1  p  2 and
2/p− 1 α  2/[N − 2]+,∥∥f (u(t))∥∥
Lp(Ω)
 C
∥∥u(t)∥∥α+1
Lp(α+1)(Ω)  CK
α+1(∥∥u(t)∥∥1−θp
L2(Ω)
∥∥∇xu(t)∥∥θpL2(Ω)
)1+α
 CKα+1(1+ t)−σp
with θp =N(1/2− 1/(p(α+ 1))) and σp = (α+ 1)(θp/2+ ρl). We note that σl  σ2 and
σl = (N/4 + ρl)(α+ 1)−N/(2l) when 2/l − 1 α  2/[N − 2]+.
Thus, by (4.5) and (1.2), we observe that
∥∥u(t)∥∥
L2(Ω) 
∥∥S(t; {εu0, εu1})∥∥L2(Ω) +
t∫
0
∥∥S(t − s; {0, f (u(s))})∥∥
L2(Ω) ds
 Cεd1,l(1+ t)−ρl
+C
t∫
0
(1+ t − s)−ρl (∥∥f (u(s))∥∥
L2(Ω) +
∥∥f (u(s))∥∥
Ll(Ω)
)
ds
 Cεd1,l(1+ t)−ρl +CKα+1
t∫
0
(1+ t − s)−ρl (1+ s)−σl ds
 C(εd1,l +Kα+1)(1+ t)−ρl
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∥∥Du(t)∥∥
L2(Ω) 
∥∥DS(t; {εu0, εu1})∥∥L2(Ω) +
t∫
0
∥∥DS(t − s; {0, f (u(s))})∥∥
L2(Ω) ds
 Cεd1,l(1+ t)−1/2−ρl
+C
t∫
0
(1+ t − s)−1/2−ρl (∥∥f (u(s))∥∥
L2(Ω) +
∥∥f (u(s))∥∥
Ll(Ω)
)
ds
 Cεd1,l(1+ t)−1/2−ρl +CKα+1
t∫
0
(1+ t − s)−1/2−ρl (1+ s)−σl ds
 C(εd1,l +Kα+1)(1+ t)−1/2−ρl
with D = (∇x, ∂t ) if 2/l− 1 α  2/[N − 2]+, σl  1/2+ ρl , and σl > 1. Here, we note
that σl  1/2+ ρl and σl > 1 mean conditions (4.2) and (4.3), respectively.
Then, under conditions (4.1)–(4.3), we have
W(t) C0(εd1,l +Kα+1) for 0 t < T∗.
Therefore, taking small ε and K such that C0(εd1,l + Kα+1) < K , we conclude that
T∗ =∞, and hence, there exists a unique global solution u(t) of (1.14) in the class
C([0,∞);H 10 (Ω))∩C1([0,∞);L2(Ω)). Moreover, the boundedness of W(t) implies the
decay estimates (4.4).
The proof of Theorem 4.2 is now completed. ✷
As special cases of Theorem 4.2, we have the following corollaries and gathering them
we obtain Theorem 1.6.
Corollary 4.3. Let N  5. Suppose that u0 ∈H 10 (Ω)∩L2N/(N+2)(Ω) and u1 ∈ L2(Ω)∩
L2N/(N+2)(Ω), and 4/(N + 2) < α  2/[N − 2]+. Then, there exists ε0 > 0 such that
problem (1.14) admits a unique global solution u(t) in the class C([0,∞);H 10 (Ω)) ∩
C1([0,∞);L2(Ω)) for each ε  ε0, and this solution u(t) satisfies that∥∥u(t)∥∥
L2(Ω)  C(1+ t)−1/2+δ1 and
∥∥Du(t)∥∥
L2(Ω)  C(1+ t)−1+δ1
with any δ1 > 0.
Proof. Take l = 2N/(N +2) in Theorem 4.2. Then we see that ρl = ηl− δ = 1/2− δ with
any δ > 0, and hence, conditions (4.1), (4.2), and (4.3) become α  2/N , α  4/(N + 2−
4δ), and α > 4(1+ δ)/(N + 2− 4δ), respectively. Therefore, by arbitrariness of δ > 0, we
obtain the conclusion. ✷
Corollary 4.4. Let 3  N  5 and let 1  l1 < (N − 2)/(N + 2). Suppose that u0 ∈
H 10 (Ω) ∩ Ll1(Ω), u1 ∈ L2(Ω) ∩ Ll1(Ω), and 4/(N + 2) < α  2/(N − 2). Then, there
exists ε0 > 0 such that problem (1.14) admits a unique global solution u(t) in the class
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that ∥∥u(t)∥∥
L2(Ω)  C(1+ t)−η0 and
∥∥Du(t)∥∥
L2(Ω)  C(1+ t)−1/2−η0
with some η0 > 1/2.
Proof. Since u0 ∈ Ll(Ω) and u1 ∈ Ll(Ω) for any l1  l  2 by the assumption, we
immediately see from Corollary 4.3 that there exists a unique global solution u(t) of
problem (1.14) in the class C([0,∞);H 10 (Ω))∩C1([0,∞);L2(Ω)) for some ε > 0. Take
l = 2N/(N + 2)− ε1 with any small 0 < ε1  2N/(N + 2)− l1 in Theorem 4.2. Then, we
see that ρl = ηl = (N/2)(1/l − 1/2) > 1/2, and hence, conditions (4.1), (4.2), and (4.3)
become α  2/l−1, α > 1− (N+2)l/(2N), and α > 2l/N , respectively. By arbitrariness
of ε1 > 0, we obtain the conclusion. ✷
Corollary 4.5. Let N = 3,4. Suppose that u0 ∈ H 10 (Ω) ∩ L1(Ω), u1 ∈ L2(Ω) ∩ L1(Ω),
and 1 α  2/(N−2). Then, there exists ε0 > 0 such that problem (1.14) admits a unique
global solution u(t) in the class C([0,∞);H 10 (Ω))∩C1([0,∞);L2(Ω)) for each ε  ε0,
and this solution u(t) satisfies that∥∥u(t)∥∥
L2(Ω)  C(1+ t)−N/4 and
∥∥Du(t)∥∥
L2(Ω) C(1+ t)−1/2−N/4.
Proof. Take l = 1 in Theorem 4.2. Then, ρl = ηl = N/4, and hence, conditions (4.1),
(4.2), and (4.3) become α  1, α > 2/N , and α  (N + 2)/(2N), respectively. Therefore
we obtain the conclusion. ✷
Proof of Theorem 1.6. Corollaries 4.3–4.5 give Theorem 1.6. ✷
Next, we prove Theorem 1.7 which is an application of the L1 type estimate in Theo-
rem 1.4.
Proof of Theorem 1.7. Let N = 3. To give the a priori estimate we define the function
W1(t) by
W1(t)=
∥∥u(t)∥∥
L1(Ω) + (1+ t)1/2+N/4
∥∥Du(t)∥∥
L2(Ω) (4.8)
with D = (∇x, ∂t ). Let 0 < K < 1 and assume that the following estimate holds in an
interval [0, T∗), T∗ > 0:
W1(t)K. (4.9)
Then, for 1 q  2N/(N − 2), the Gagliardo–Nirenberg inequality yields that∥∥u(t)∥∥
Lq(Ω)
 C
∥∥u(t)∥∥1−θq
L1(Ω)
∥∥∇xu(t)∥∥θqL2(Ω)  CK(1+ t)−ωq
with θq = (2N/(N + 2))(1− 1/q) and ωq = (N/2)(1− 1/q), and hence,∥∥f (u(t))∥∥
L1(Ω)  C
∥∥u(t)∥∥α+1
Lα+1(Ω) CK
α+1(1+ t)−Nα/2,∥∥f (u(t))∥∥ 2  C∥∥u(t)∥∥α+12(α+1)  CKα+1(1+ t)−(N/2)(α+1/2)L (Ω) L (Ω)
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∥∥u(t)∥∥
L1(Ω) 
∥∥S(t; {εu0, εu1})∥∥L1(Ω) +
t∫
0
∥∥S(t − s; {0, f (u(s))})∥∥
L1(Ω) ds
 Cεd1 +C
t∫
0
(∥∥f (u(s))∥∥
L2(Ω) +
∥∥f (u(s))∥∥
L1(Ω)
)
ds
 Cεd1 +CKα+1
t∫
0
(1+ s)−Nα/2 ds  C(εd1 +Kα+1) (4.10)
if α > 2/N . Moreover, by (1.2) with l = 1,
∥∥u(t)∥∥
L2(Ω) 
∥∥S(t; {εu0, εu1})∥∥L2(Ω) +
t∫
0
∥∥S(t − s; {0, f (u(s))})∥∥
L2(Ω) ds
 Cεd1(1+ t)−N/4
+C
t∫
0
(1+ t − s)−N/4(∥∥f (u(s))∥∥
L2(Ω) +
∥∥f (u(s))∥∥
L1(Ω)
)
ds
 Cεd1(1+ t)−N/4 +CKα+1
t∫
0
(1+ t − s)−N/4(1+ s)−Nα/2 ds
 C(εd1 +Kα+1)(1+ t)−N/4 (4.11)
if α > 2/N , and by (1.2) with l = 1,
∥∥Du(t)∥∥
L2(Ω) 
∥∥DS(t; {εu0, εu1})∥∥L2(Ω) +
t∫
0
∥∥DS(t − s; {0, f (u(s))})∥∥
L2(Ω) ds
Cεd1(1+ t)−1/2−N/4
+C
t∫
0
(1+ t − s)−1/2−N/4(∥∥f (u(s))∥∥
L2(Ω) +
∥∥f (u(s))∣∣
L1(Ω)
)
ds
Cεd1(1+ t)−1/2−N/4
+CKα+1
t∫
0
(1+ t − s)−1/2−N/4(1+ s)−Nα/2 ds
C(εd1 +Kα+1)(1+ t)−σ (4.12)
with σ = 1/2+N/4 if α  (N + 2)/(2N) and σ =Nα/2 if α < (N + 2)/(2N).
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Let us continue the proof. To use the energy method for Eq. (1.14) with the nonlinearity
f (u)= |u|αu, we define the functional K(u) (see [14,16]) by
K(u)= ‖∇xu‖2L2(Ω) − ‖u‖α+2Lα+2(Ω).
From (4.10) and (4.12), we observe that∥∥u(t)∥∥α+2
Lα+2(Ω)  C
∥∥u(t)∥∥(α+2)(1−θ)
L1(Ω)
∥∥∇xu(t)∥∥(α+2)θ−2L2(Ω)
∥∥∇xu(t)∥∥2L2(Ω)
 C1(εd1 +Kα+1)α
∥∥∇xu(t)∥∥2L2(Ω)
with θ = (2N/(N + 2))(1− 1/(α+ 2)) if α  2/N , and hence,
K
(
u(t)
)= ∥∥∇xu(t)∥∥2L2(Ω) −
∥∥u(t)∥∥α+2
Lα+2(Ω)

{
1−C1(εd1 +Kα+1)α
}∥∥∇xu(t)∥∥2L2(Ω).
If ε and K are sufficiently small such that
(2C1)1/α(εd1 +Kα+1) < 1, (4.13)
then we have
K
(
u(t)
)
 1
2
∥∥∇xu(t)∥∥2L2(Ω) 
∥∥u(t)∥∥α+2
Lα+2(Ω).
Here, we define the modified energy E∗(t) and the energy E(t) by
E∗(t)= 1
2
∥∥∇xu(t)∥∥2L2(Ω) + 12
∥∥∂tu(t)∥∥2L2(Ω) − 1α + 2
∥∥u(t)∥∥α+2
Lα+2(Ω)
and
E(t)= 1
2
∥∥∇xu(t)∥∥2L2(Ω) + 12
∥∥∂tu(t)∥∥2L2(Ω),
respectively. Then, under condition (4.13), we see that
α
α + 2E(t)E
∗(t)E(t) 1
2
∥∥∂tu(t)∥∥2L2(Ω) +K(u(t)). (4.14)
Multiplying (1.14) by ∂tu and integrating over Ω , we have the energy identity
d
dt
E∗(t)+ ∥∥∂tu(t)∥∥2L2(Ω) = 0. (4.15)
Integrating (4.15) over [t, t + 1], we have that
t+1∫
t
∥∥∂tu(s)∥∥2L2(Ω) ds =D(t)2, D(t)2 =E∗(t)−E∗(t + 1). (4.16)
Then there exist two numbers t1 ∈ [t, t + 1/4] and t2 ∈ [t + 3/4, t + 1] such that∥∥∂tu(tj )∥∥L2(Ω)  2D(t) for j = 1,2. (4.17)
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K
(
u(t)
)= ∥∥∂tu(t)∥∥2L2(Ω) − ddt
〈
∂tu(t), u(t)
〉
L2(Ω) −
〈
∂tu(t), u(t)
〉
L2(Ω)
and from (4.14) that
E∗(t) 3
2
∥∥∂tu(t)∥∥2L2(Ω) − ddt
〈
∂tu(t), u(t)
〉
L2(Ω) −
〈
∂tu(t), u(t)
〉
L2(Ω).
Moreover, integrating it over [t1, t2], we obtain from (4.16) and (4.17) that
t2∫
t1
E∗(s) ds  3
2
t2∫
t1
∥∥∂tu(s)∥∥2L2(Ω) ds +
2∑
j=1
∥∥∂tu(tj )∥∥L2(Ω)
∥∥u(tj )∥∥L2(Ω)
+
t2∫
t1
∥∥∂tu(s)∥∥L2(Ω)
∥∥u(s)∥∥
L2(Ω) ds
CD(t)2 +CD(t) sup
tst+1
∥∥u(s)∥∥
L2(Ω). (4.18)
Integrating (4.15) over [t, t2], we observe that
E∗(t)E∗(t2)+
t+1∫
t
∥∥∂tu(s)∥∥2L2(Ω) ds
 2
t2∫
t1
E∗(s) ds +
t+1∫
t
∥∥∂tu(s)∥∥2L2(Ω) ds
 CD(t)2 +CD(t) sup
tst+1
∥∥u(s)∥∥
L2(Ω),
where we used (4.9) and (4.11) in the last inequality.
Then, since D(t)2 =E∗(t)−E∗(t + 1)E∗(t) and (4.11), it holds that
E∗(t)2 C
(
(εd1 +Kα+1)2(1+ t)−N/2 +E∗(t)
)(
E∗(t)−E∗(t + 1)). (4.19)
Applying Lemma 2.5 to (4.19) together with the fact E∗(t)E(t) C(εd1 +Kα+1)2
(see (4.12)), we obtain that
E∗(t) C(εd1 +Kα+1)2(1+ t)−1. (4.20)
Again, applying Lemma 2.5 to (4.19) together with (4.20), we have that
E∗(t) C(εd1 +Kα+1)2(1+ t)−2. (4.21)
Repeating the same process together with (4.21), we arrive at the estimate
E∗(t) C(εd1 +Kα+1)2(1+ t)−1−N/2,
that is, from (4.14) we see
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L2(Ω)  C(εd1 +Kα+1)(1+ t)−1/2−N/4,
and hence, we obtain from (4.10) that
W1(t) C2(εd1 +Kα+1) for 0 T < T∗.
Therefore, taking small ε and K such that
C3(εd1 +Kα+1) < K, where C3 = max
{
(2C1)1/α,C2
}
,
we conclude that T∗ =∞, and hence, there exists a unique global solution u(t) of (1.14) in
the class C([0,∞);H 10 (Ω)) ∩ C1([0,∞);L2(Ω)). Moreover, the boundedness of W1(t)
implies the decay estimates (1.16) and (1.17).
The proof of Theorem 1.7 is now completed. ✷
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