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Abstract
The adjacency and Laplacian matrices of complex networks with
two species of nodes are studied and the spectral density is evaluated
by using the replica method in statistical physics. The network nodes
are classified into two species (A and B) and the connections are made
only between the nodes of different species. A static model of such
bipartite networks with power law degree distributions is introduced
by applying Goh, Kahng and Kim’s method to construct scale free
networks. As a result, the spectral density is shown to obey a power
law in the limit of large mean degree.
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1 Introduction
The theory of complex networks, which has dramatically been developed
since the end of the last century, is based on the observation that there
are universal features in real biological and social networks[1]. One of such
features is the scale free property, meaning that the degree (the number of
nodes directly connected to each node) distribution function P (∆) obeys a
power law P (∆) ∝ ∆−λ for large ∆. Baraba´si and Albert explained the origin
of this scale free property by focusing on the network growing process[2].
Goh, Kahng and Kim formulated a static network model which exhibits the
scale free property[3].
The connection pattern of a network is mathematically described by the
adjacency matrix. When the network has the scale free property, the spectral
(eigenvalue) density ρ(µ) of the adjacency matrix is also expected to obey a
power law ρ(µ) ∝ µ−γ for large µ. Dorogovtsev et al. presented an analytic
evidence of this power law behaviour[4, 5]. Moreover a relation γ = 2λ − 1
was found between the exponents of the power laws. Rodgers et al. analysed
Goh, Kahng and Kim’s static model and confirmed the power law behaviour
of ρ(µ)[6].
In this paper, we shall study scale free networks with two species (A and
B) of nodes. The connections are made only between the nodes of different
species. We introduce a static model of such bipartite scale free networks by
applying Goh, Kahng and Kim’s method, and observe that each species has
its own degree distribution function obeying a power law. Suppose that the
exponent of the degree distribution function is λA for the species A and λB
for the species B. Using the replica method in statistical physics, we are able
to analytically evaluate the spectral density ρ(µ) in the limit of large mean
degree[6, 7, 8]. As a result, we find that ρ(µ) also obeys a power law and
the exponent γ is associated with the exponents λA and λB. In addition, the
spectral density of the Laplacian matrix is similarly analysed and the power
law behaviour is confirmed.
Bipartite networks find applications in the analysis of human sexual
contacts[9], and of the connections between collaborators and collaboration
acts[10], such as actors and movies, scientists and papers. The adjacency ma-
trices of bipartite networks are also interesting from the viewpoint of random
matrix theory, since the Gaussian matrix model with the same structure is
called the chiral Gaussian ensemble and applied to physics, such as the QCD
gauge theory[11].
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The outline of this paper is as follows. In §2, a static model of bipartite
scale free networks with two species of nodes is introduced, and the adjacency
and Laplacian matrices are defined. In §3, in order to evaluate the spectral
density, we apply the replica method to the network model. In §4, in the
limit of large mean degree, the power law behaviour of the spectral density
is analytically derived. In §4, the effective medium approximation is briefly
discussed as an attempt to treat the case with a finite mean degree.
2 Complex Networks with Two Species of Nodes
Let us suppose that there are N nodes of type A and M nodes of type
B (N ≥ M). We are interested in the asymptotic behaviour of bipartite
networks with two species of nodes A and B in the limit
N →∞ and M →∞ with c = N/M fixed. (2.1)
We introduce a static model of such networks with power law degree distri-
butions by applying Goh, Kahng and Kim’s method. Each node of type A
is assigned a probability Pj normalised as
N∑
j=1
Pj = 1, (2.2)
while each node of type B has a probability Qk with
M∑
k=1
Qk = 1. (2.3)
The nodes of type A and B are connected according to the following proce-
dure. In each step we choose a node j of type A and a node k of type B with
probabilities Pj and Qk, respectively. Then the nodes j and k are connected,
unless they are already connected. After repeating such a step pN times, a
node j of type A and a node k of type B is connected with a probability
fjk = 1− (1− PjQk)pN ∼ 1− e−pNPjQk . (2.4)
Let us consider an N ×M matrix C (N ≥ M), where Cjk = 1 if the
node j of type A is directly connected to the node k of type B, and Cjk = 0
otherwise. This random matrix C describes the connection pattern of the
3
network with two species of nodes. Eacn matrix element Cjk is independently
distributed with the probability density function (p.d.f.)
Pjk(Cjk) = (1− fjk)δ(Cjk) + fjkδ(1− Cjk). (2.5)
We assume that Pj and Qk are given by
Pj =
j−α
N∑
l=1
l−α
∼ (1− α)Nα−1j−α, 0 < α < 1 (2.6)
and
Qk =
k−β
M∑
l=1
l−β
∼ (1− β)Mβ−1k−β, 0 < β < 1. (2.7)
There are thus two parameters α and β controlling the p.d.f. of the matrix
C.
We define the degree dj of the type-A node j as the number of directly
connected type-B nodes:
dj =
M∑
k=1
Cjk. (2.8)
Then the type-A node degree distribution function is given by
P (A)(∆) =
〈
1
N
N∑
j=1
δ(∆− dj)
〉
, (2.9)
where the brackets denote the average over the p.d.f. (2.5) and δ(x) is Dirac’s
delta function. We can similarly introduce the degree ek of the type-B node
k:
ek =
N∑
j=1
Cjk (2.10)
and the type-B node degree distribution function
P (B)(∆) =
〈
1
M
M∑
k=1
δ(∆− ek)
〉
. (2.11)
In Appendix A, a useful asymptotic relation
ln
〈
exp

−i N∑
j=1
M∑
k=1
Cjktjk


〉
∼ pN
N∑
j=1
M∑
k=1
PjQk(e
−itjk − 1) (2.12)
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is derived in the limit (2.1). Here tjk, which depends on neither N nor M , is
in the neighbourhood of the origin so that |e−itjk − 1| < 1.
As special cases, we can readily derive asymptotic relations for
F
(A)
j (t) := ln
〈
e−idjt
〉
, F
(B)
k (t) := ln
〈
e−iekt
〉
(2.13)
as
F
(A)
j (t) ∼ pNPj(e−it − 1), F (B)k (t) ∼ pNQk(e−it − 1). (2.14)
Then we can readily see that
〈dj〉 = i ∂
∂t
F
(A)
j (t)
∣∣∣∣∣
t=0
∼ pNPj ,
〈ek〉 = i ∂
∂t
F
(B)
k (t)
∣∣∣∣∣
t=0
∼ pNQk, (2.15)
so that the mean degree m(A) of the type-A node is
m(A) =
1
N
N∑
j=1
〈dj〉 ∼ p, (2.16)
while the mean degree m(B) of the type-B node is
m(B) =
1
M
M∑
k=1
〈ek〉 ∼ pc. (2.17)
It can be seen from (2.6), (2.9) and (2.14) that the type-A node degree
distribution function can be written as
P (A)(∆) =
1
2πN
N∑
j=1
∫
dt ei∆t+F
(A)
j
(t)
∼ 1
2π
∫
dt
∫ 1
0
dx exp
{
i∆t + p(1− α)x−α(e−it − 1)
}
.(2.18)
Then in the limit ∆→∞ we find
P (A)(∆) ∼
∫ 1
0
dx δ
{
∆− p(1− α)x−α
}
=
{p(1− α)}1/α
α
1
∆(1/α)+1
, (2.19)
and similarly obtain
P (B)(∆) ∼
∫ 1
0
dy δ
{
∆− pc(1− β)y−β
}
=
{pc(1− β)}1/β
β
1
∆(1/β)+1
. (2.20)
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Thus we have seen that the network has the scale free property, as the node
degree distribution functions obey power laws. The exponents of the power
laws defined as
P (A)(∆) ∝ ∆−λA, P (B)(∆) ∝ ∆−λB , ∆→∞ (2.21)
are found to be λA = (1/α) + 1 and λB = (1/β) + 1.
In this paper we study the adjacency and Laplacian matrices of this scale
free network. The adjacency matrix A of this network is defined as
A =
(
ON C
CT OM
)
, (2.22)
where CT is the transpose of C and On is an n×n matrix with zero elements.
The Laplacian matrix L is an (N +M)× (N +M) symmetric matrix with
Ljl =


dj , j = l and 1 ≤ j ≤ N,
ej−N , j = l and N + 1 ≤ j ≤ N +M,
−Ajl, j 6= l.
(2.23)
3 Spectral Density
Let us define that J is the adjacency matrix A or the Laplacian matrix L.
The spectral density of J is defined as
ρ(µ) =
〈
1
N +M
N+M∑
j=1
δ(µ− µj)
〉
, (3.1)
where µj, j = 1, 2, · · · , N +M are the eigenvalues of J . In order to calculate
ρ(µ), we introduce the partition function
Z(µ) =
∫ ∞
−∞
N+M∏
j=1
dΦj exp

 i
2
µ
N+M∑
j=1
Φ2j −
i
2
N+M∑
j=1
N+M∑
l=1
JjlΦjΦl

 . (3.2)
Using the partition function Z, we can write the spectral density as
ρ(µ) =
1
(N +M)π
ImTr
〈
{J − (µ+ iǫ)I}−1
〉
=
2
(N +M)π
Im
∂
∂µ
〈lnZ(µ+ iǫ)〉, (3.3)
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where ǫ is an infinitesimal positive number and I is an (N +M)× (N +M)
identity matrix. Then we can utilise the relation
lim
n→0
ln〈Zn〉
n
= 〈lnZ〉 (3.4)
to obtain
ρ(µ) = lim
n→0
2
(N +M)nπ
Im
∂
∂µ
ln〈{Z(µ)}n〉. (3.5)
Therefore it is necessary to evaluate the average 〈Zn〉.
The replica method explained in Appendix B is known to be a powerful
tool for that purpose. It follows in the limit (2.1) that
〈Zn〉 ∼
∫ N∏
j=1
Dξj(~φ)
M∏
k=1
Dηk(~ψ) eS0+S1+S2. (3.6)
Here
S0 = −
N∑
j=1
∫
d~φ ξj(~φ) ln ξj(~φ)−
M∑
k=1
∫
d~ψ ηk(~ψ) ln ηk(~ψ), (3.7)
S1 =
i
2
µ
N∑
j=1
∫
d~φ ξj(~φ)~φ
2 +
i
2
µ
M∑
k=1
∫
d~ψ ηk(~ψ)~ψ
2 (3.8)
and
S2 = pN
N∑
j=1
M∑
k=1
PjQk
∫
d~φ
∫
d~ψ ξj(~φ) ηk(~ψ)
{
f(~φ, ~ψ)− 1
}
(3.9)
with
f(~φ, ~ψ) =
{
e−i
~φ·~ψ, if J is the adjacency matrix A,
e−
i
2
(~φ−~ψ)2 , if J is the Laplacian matrix L. (3.10)
The functional integrations are taken over the auxiliary functions ξj(~φ) and
ηk(~ψ) satisfying ∫
d~φ ξj(~φ) =
∫
d~ψ ηk(~ψ) = 1. (3.11)
In the limit (2.1), the functional integrations over ξj(~φ) and ηk(~ψ) are
dominated by the stationary point satisfying
δ

S0 + S1 + S2 +
N∑
j=1
θj
(∫
d~φ ξj(~φ)− 1
)
+
M∑
k=1
ωk
(∫
d~ψ ηk(~ψ)− 1
)
 = 0,
(3.12)
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where θj and ωk are the Lagrange multipliers. It follows from this equation
that
ξj(~φ) = Θj exp
[
i
2
µ~φ2 + pNPj
M∑
k=1
Qk
∫
d~ψηk(~ψ)
{
f(~φ, ~ψ)− 1
}]
,
ηk(~ψ) = Ωk exp

 i
2
µ~ψ2 + pNQk
N∑
j=1
Pj
∫
d~φξj(~φ)
{
f(~φ, ~ψ)− 1
} ,
(3.13)
where Θj and Ωk are normalisation constants.
In the limit of large mean degree p→∞, the variational equations (3.13)
are satisfied by the Gaussian ansatz
ξj(~φ) =
1
(2πiσj)n/2
exp

− ~φ2
2iσj

 , ηk(~ψ) = 1
(2πiτk)n/2
exp

− ~ψ2
2iτk

 ,
(3.14)
as shown in Appendix C. Here Imσj ≤ 0 and Imτk ≤ 0. This property
simplifies the problem and enables us to evaluate the asymptotic spectral
density.
Let us consider the limit p → ∞ with a scaling variable E = µ/√p. In
Appendix C, we find the asymptotic spectral density of the adjacency matrix
A as
ρ(µ) ∼ 2√
p(1 + c)
{
c1/β(1− β)1/β
βE(2/β)+1
+
c(1− α)1/α
αE(2/α)+1
}
(3.15)
in the tail region E →∞. The exponent γ of the spectral density defined as
ρ(µ) ∝ µ−γ, µ→∞ (3.16)
is (2/α) + 1 if α ≥ β, and is (2/β) + 1 if β ≥ α. Thus γ is associated with
λA = (1/α) + 1 and λB = (1/β) + 1 as γ = 2min(λA, λB)− 1.
It is also explained in Appendix C that the asymptotic spectral density
of the Laplacian matrix L is given by
ρ(µ) ∼ c{p(1− α)}
1/α
(1 + c)α
1
µ(1/α)+1
H {µ− p(1− α)}
+
{pc(1− β)}1/β
(1 + c)β
1
µ(1/β)+1
H {µ− pc(1− β)} (3.17)
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in the region µ = O(p) with p→∞. Here H(x) is defined as
H(x) =
{
0, x < 0,
1, x > 0.
(3.18)
The exponent γL of the spectral density ρ(µ) ∝ µ−γL (µ→ ∞) is (1/α) + 1
if α ≥ β, and is (1/β)+ 1 if β ≥ α. Thus γL is associated with λA and λB as
γL = min(λA, λB).
4 Effective Medium Approximation
In the previous section we have dealt with the spectral density in the limit
p → ∞. The calculation of the spectral density with a finite mean de-
gree p is a much more involved problem, for which sophisticated numerical
schemes have been proposed[12, 13, 14, 15]. In this section we briefly discuss
a simple approximation method (effective medium approximation) for that
problem[8, 16, 17, 18, 19, 20]. In this approximation, we put the Gaussian
ansatz (3.14) into the formulas (3.7), (3.8) and (3.9), and solve the stationary
point equations
∂
∂σj
(S0 + S1 + S2) = 0 (4.1)
and
∂
∂τk
(S0 + S1 + S2) = 0. (4.2)
In the case of the adjacency matrix A, the above procedure results in the
effective medium approximation (EMA) equations
µ− 1
σj
− pNPj
M∑
k=1
Qkτk
1− σjτk = 0,
µ− 1
τk
− pNQk
N∑
j=1
Pjσj
1− σjτk = 0. (4.3)
As for scale free networks with a single species of nodes, Nagao and Rodgers
calculated the 1/p expansion of the spectral density by using the correspond-
ing EMA equation[20]. A similar analytical treatment could also be possible
in the present case. Here, however only results of numerical iterations of (4.3)
are shown in Figure 1 as the EMA spectral densities. They are compared
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with the spectral densities of positive eigenvalues calculated by numerical
diagonalisations of numerically generated adjacency matrices (averaged over
100 samples). The EMA gives a better fit for a larger p, as expected from the
fact that the variational equations (3.13) are satisfied by the Gaussian ansatz
(3.14) in the limit p → ∞. When p = 1, the agreement significantly breaks
down around the origin, although it is still fairly good in the tail region with
large µ.
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 1  2  3  4  5  6  7  8  9  10
p = 1
p = 5
p = 10
ρ
µ
Figure 1: The EMA spectral densities (dashed curves) and the spectral den-
sities of numerically generated adjacency matrices (histograms) with p = 1, 5
and 10. The parameters are N = 1000, M = 200 and α = β = 1/2.
In the limit α, β → 0, we obtain the adjacency matrix of a classical
random graph with two species, where the connections are made only between
the nodes of different species. In that case σj and τk can be written as σ and
τ , respectively, because they depend on neither j nor k. The EMA equations
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become a cubic equation for σ
cσ3 +
c(p− 2) + 1
µ
σ2 − µ
2 + (c− 1)(p− 1)
µ2
σ +
1
µ
= 0 (4.4)
and
τ =
c(µσ − 1) + 1
µ
. (4.5)
These equations are equivalent to Nagao and Tanaka’s SEMA (symmet-
ric EMA) equations concerning the spectral density of sparse correlation
matrices[19], and can be analysed in the same way.
We can similarly derive the EMA equations for the Laplacian matrix L
as
µ− 1
σj
− pNPj
M∑
k=1
Qk
1− σj − τk = 0,
µ− 1
τk
− pNQk
N∑
j=1
Pj
1− σj − τk = 0. (4.6)
In the limit α, β → 0, σj and τk can again be reduced to σ and τ , respectively.
Then we find a cubic equation for σ
(1− c)σ3+ 2c+ (p− µ)(1− c)
µ
σ2 +
µ− 1 + c(p− 2µ− 1)
µ2
σ+
c
µ2
= 0 (4.7)
and
τ =
σ
(1− c)µσ + c. (4.8)
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Appendix A
In this Appendix, we derive an asymptotic relation
ln
〈
exp

−i N∑
j=1
M∑
k=1
Cjktjk

〉 ∼ pN N∑
j=1
M∑
k=1
PjQk(e
−itjk − 1), (A.1)
where tjk is a parameter which is independent of N and M . We moreover
assume that tjk is in the neighbourhood of the origin so that |Sjk| < 1 holds
for Sjk = e
−itjk − 1. A similar argument for Goh, Kahng and Kim’s model is
found in [21].
The Taylor expansion of the logarithmic function gives
ln
〈
exp

−i N∑
j=1
M∑
k=1
Cjktjk

〉 = N∑
j=1
M∑
k=1
ln(1 + fjkSjk)
= pN
N∑
j=1
M∑
k=1
PjQkSjk +
N∑
j=1
M∑
k=1
(fjk − pNPjQk)Sjk
+
∞∑
ℓ=2
(−1)ℓ+1
ℓ
N∑
j=1
M∑
k=1
(fjkSjk)
ℓ. (A.2)
We show
ln
〈
exp

−i N∑
j=1
M∑
k=1
Cjktjk


〉
− pN
N∑
j=1
M∑
k=1
PjQkSjk = o(N) (A.3)
in two steps.
Step 1
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Let us first prove that
N∑
j=1
M∑
k=1
(fjk − pNPjQk)Sjk = o(N). (A.4)
We define
Smax = max
jk
|Sjk| (A.5)
and
G1(x) = x− 1 + e−x. (A.6)
Then we see that∣∣∣∣∣∣
N∑
j=1
M∑
k=1
(fjk − pNPjQk)Sjk
∣∣∣∣∣∣ ≤ Smax
N∑
j=1
M∑
k=1
|fjk − pNPjQk|
= Smax
N∑
j=1
M∑
k=1
G1(pNPjQk). (A.7)
A monotonously decreasing continuous function F (x) satisfies
M∑
k=1
F (k) ≤
∫ M
1
F (y) dy + F (1), (A.8)
so that
M∑
k=1
G1(pNPjQk) ≤
∫ M
1
G1
(
pNPj
y−β
ζM(β)
)
dy +G1
(
pNPj
1
ζM(β)
)
(A.9)
with
ζM(β) =
M∑
ℓ=1
ℓ−β. (A.10)
Then one can again use (A.8) to obtain
N∑
j=1
M∑
k=1
G1(pNPjQk) ≤
4∑
ν=1
Iν , (A.11)
where
I1 =
∫ N
1
dx
∫ M
1
dy G1
(
pN
x−α
ζN(α)
y−β
ζM(β)
)
,
I2 =
∫ M
1
dy G1
(
pN
1
ζN(α)
y−β
ζM(β)
)
, I3 =
∫ N
1
dx G1
(
pN
x−α
ζN(α)
1
ζM(β)
)
,
I4 = G1
(
pN
1
ζN(α)
1
ζM(β)
)
. (A.12)
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Using the notations
ǫ1 =
√
pN
ζN(α)
N−α, ǫ2 =
√
pN
ζM(β)
M−β , (A.13)
we see that
I1 =
MNǫ
1/α
1 ǫ
1/β
2
αβ
∫ ǫ1Nα
ǫ1
du
∫ ǫ2Mβ
ǫ2
dv
G1(uv)
u1+(1/α)v1+(1/β)
. (A.14)
Then, using the inequality
G1(x) ≤ x2/2, x ≥ 0, (A.15)
we find
I1 ≤ MNǫ
1/α
1 ǫ
1/β
2
2αβ
∫ ǫ1Nα
ǫ1
du
∫ ǫ2Mβ
ǫ2
dv u1−(1/α)v1−(1/β)
= O(N (2α−1)N (2β−1)), (A.16)
where
N (2α−1) ≡


1, 0 < α < 1/2,
lnN, α = 1/2,
N2α−1, 1/2 < α < 1.
(A.17)
In the case min(α, β) > 1/2, we similarly employ
G1(x) ≤
{
x2/2, 0 ≤ x ≤ 1,
x, x ≥ 1 (A.18)
to obtain
I1 = O(N
(α,β)), (A.19)
where
N (α,β) =
{
N (α+β−1)/min(α,β), α 6= β,
N (2α−1)/α lnN, α = β.
(A.20)
Using the inequality (A.15), we can similarly derive the estimates
I2 = O(N
2α−1N (2β−1)), I3 = O(N
(2α−1)N2β−1). (A.21)
If min(α, β) > 1/2, we utilise (A.18) to find
I2 = O(N
(α+β−1)/β), I3 = O(N
(α+β−1)/α). (A.22)
15
Moreover, one can readily see from the inequality G1(x) ≤ x (x ≥ 0) that
I4 = O(N
α+β−1). (A.23)
It follows from (A.16), (A.19), (A.21), (A.22) and (A.23) that
N∑
j=1
M∑
k=1
G1(pNPjQk) ≤
4∑
ν=1
Iν = o(N), (A.24)
which yields (A.4).
Step 2
We next prove
∞∑
ℓ=2
(−1)ℓ+1
l
N∑
j=1
M∑
k=1
(fjkSjk)
ℓ = o(N). (A.25)
Using
G0(x) = 1− e−x, (A.26)
we see that∣∣∣∣∣∣
∞∑
ℓ=2
(−1)ℓ+1
l
N∑
j=1
M∑
k=1
(fjkSjk)
ℓ
∣∣∣∣∣∣ ≤
∞∑
ℓ=2
Sℓmax
ℓ
N∑
j=1
M∑
k=1
f ℓjk
=
∞∑
ℓ=2
Sℓmax
ℓ
N∑
j=1
M∑
k=1
G0(pNPjQk)
ℓ.
(A.27)
We can again employ (A.8) to obtain
N∑
j=1
M∑
k=1
G0(pNPjQk)
ℓ ≤
4∑
ν=1
Jν , (A.28)
where
J1 =
∫ N
1
dx
∫ M
1
dy G0
(
pN
x−α
ζN(α)
y−β
ζM(β)
)ℓ
,
J2 =
∫ M
1
dy G0
(
pN
1
ζN(α)
y−β
ζM(β)
)ℓ
, J3 =
∫ N
1
dx G0
(
pN
x−α
ζN(α)
1
ζM(β)
)ℓ
,
J4 = G0
(
pN
1
ζN(α)
1
ζM(β)
)ℓ
. (A.29)
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Making use of the identity
G0(x) ≤ x, x ≥ 0, (A.30)
we find
J1 = O
(
N 〈α,ℓ〉N 〈β,ℓ〉
)
, (A.31)
where
N 〈α,ℓ〉 =


N (2−ℓ)/2, ℓ < 1/α,
N (2α−1)/(2α) lnN, ℓ = 1/α,
N ℓ(2α−1)/2, ℓ > 1/α.
(A.32)
In the case α + β > 1, by means of
G0(x) ≤
{
x, 0 ≤ x ≤ 1,
1, x ≥ 1, (A.33)
we obtain
J1 =


O(N (α,β)), α > 1/2, β > 1/2,
O(N2α−1 lnN), α > 1/2, β ≤ 1/2, ℓ = 1/β,
O(N2α−1), α > 1/2, β ≤ 1/2, ℓ 6= 1/β,
O(N2β−1 lnN), α ≤ 1/2, β > 1/2, ℓ = 1/α,
O(N2β−1), α ≤ 1/2, β > 1/2, ℓ 6= 1/α.
(A.34)
Here the symbol N (α,β) is defined in (A.20). The inequality (A.33) similarly
gives the estimates
J2 =


O(N1+ℓ(α−1)), ℓ < 1/β,
O(N (α+β−1)/β lnN), ℓ = 1/β,
O(N (α+β−1)/β), ℓ > 1/β,
J3 =


O(N1+ℓ(β−1)), ℓ < 1/α,
O(N (α+β−1)/α lnN), ℓ = 1/α,
O(N (α+β−1)/α), ℓ > 1/α.
(A.35)
Moreover it is evident from the inequality G0(x) ≤ 1 (x ≥ 0) that
J4 = O(1). (A.36)
Now we can easily see from (A.31), (A.34), (A.35) and (A.36) that
N∑
j=1
M∑
k=1
G0(pNPjQk)
ℓ ≤
4∑
ν=1
Jν = o(N) (A.37)
for any ℓ ≥ 2. This relation results in the asymptotic estimate (A.25).
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Appendix B
Let us first discuss the spectral density of the adjacency matrixA. The eigen-
values µj, j = 1, 2, · · · , N +M of A consist of M pairs ±νj , j = 1, 2, · · · ,M
and N −M zeros. Note that ν2j > 0 are identified with the eigenvalues of
the M ×M correlation matrix V with
Vkl =
N∑
j=1
CjkCjl. (B.1)
Using the notations
φj = Φj , j = 1, 2, · · · , N (B.2)
and
ψk = Φk+N , k = 1, 2, · · · ,M, (B.3)
we can rewrite the partition function Z defined in (3.2) as
Z(µ) =
∫ N∏
j=1
dφj
∫ M∏
k=1
dψk exp

 i
2
µ
N∑
j=1
φ2j +
i
2
µ
M∑
k=1
ψ2k − i
N∑
j=1
M∑
k=1
Cjkφjψk

 .
(B.4)
Then we introduce the replica variables
~φj = (φ
(1)
j , φ
(2)
j , · · · , φ(n)j ), ~ψk = (ψ(1)k , ψ(2)k , · · · , ψ(n)k ) (B.5)
and
d~φj = dφ
(1)
j dφ
(2)
j · · ·dφ(n)j , d~ψk = dψ(1)k dψ(2)k · · ·dψ(n)k (B.6)
to obtain
〈Zn〉 =
∫ N∏
j=1
d~φj
∫ M∏
k=1
d~ψk exp

 i
2
µ
N∑
j=1
~φ2j +
i
2
µ
M∑
k=1
~ψ2k


×
〈
exp

−i N∑
j=1
M∑
k=1
Cjk~φj · ~ψk

〉 . (B.7)
Now we can see from (2.12) that
〈
exp

−i N∑
j=1
M∑
k=1
Cjk~φj · ~ψk


〉
∼ exp

pN
N∑
j=1
M∑
k=1
PjQk
(
e−i
~φj ·~ψk − 1
)
 .
(B.8)
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It should be noted that this asymptotic relation holds if ~φj · ~ψk is in the
neighbourhood of the origin. This condition is justified in the limit of large
mean degree p → ∞, since ~φ2j and ~ψ2k are scaled as O(p−1/2) or O(p−1) (see
eqs. (C.4) and (C.23)).
Using the notation
ξ˜j(~φ) = δ(~φ− ~φj), η˜k(~ψ) = δ(~ψ − ~ψk), (B.9)
we obtain 〈
exp

−i N∑
j=1
M∑
k=1
Cjk~φj · ~ψk


〉
∼ exp

pN
N∑
j=1
M∑
k=1
PjQk
∫
d~φ
∫
d~ψ ξ˜j(~φ)η˜k(~ψ)
(
e−i
~φ·~ψ − 1
)
 ,
(B.10)
so that we find
〈Zn〉 ∼
∫ N∏
j=1
d~φj
∫ M∏
k=1
d~ψk
× exp

 i2µ
N∑
j=1
∫
d~φ ξ˜j(~φ)~φ
2 +
i
2
µ
M∑
k=1
∫
d~ψ η˜k(~ψ)~ψ
2


× exp

pN N∑
j=1
M∑
k=1
PjQk
∫
d~φ
∫
d~ψ ξ˜j(~φ)η˜k(~ψ)
(
e−i
~φ·~ψ − 1
)
=
∫ N∏
j=1
d~φj
∫ M∏
k=1
d~ψk
∫ N∏
j=1
Dξj(~φ)
∫ M∏
k=1
Dηk(~ψ)
×
N∏
j=1
∏
~φ
δ(ξj(~φ)− ξ˜j(~φ))
M∏
k=1
∏
~ψ
δ(ηk(~ψ)− η˜k(~ψ)) eS1+S2 . (B.11)
Here S1 and S2 are defined in (3.8) and (3.9). The auxiliary functions ξj(~φ)
and ηk(~ψ) satisfy (3.11). If J is the Laplacian matrix L, we can similarly
derive the same formula (B.11) for 〈Zn〉, except the change of S2 according
to (3.10).
It can readily be seen that
∫ N∏
j=1
d~φj
N∏
j=1
∏
~φ
δ(ξj(~φ)− ξ˜j(~φ))
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=
∫ N∏
j=1
d~φj
∫ N∏
j=1
Daj(~φ) exp

2πi N∑
j=1
∫
d~φ aj(~φ)
{
ξj(~φ)− ξ˜j(~φ)
}
=
∫ N∏
j=1
Daj(~φ) exp

 N∑
j=1
{
2πi
∫
d~φ aj(~φ)ξj(~φ)−Wj
} , (B.12)
where
Wj = − ln
∫
d~φj exp
{
−2πi
∫
d~φ aj(~φ)ξ˜j(~φ)
}
= − ln
∫
d~φj exp
{
−2πiaj(~φj)
}
. (B.13)
In the limit N → ∞, the dominant contribution comes from the stationary
point satisfying
δ
δaj(~φ)
{
2πi
∫
d~φ aj(~φ)ξj(~φ)−Wj
}
= 2πiξj(~φ)− 2πie−2πiaj(~φ)+Wj = 0,
(B.14)
which means
−
∫
d~φ ξj(~φ) ln ξj(~φ) = 2πi
∫
d~φ aj(~φ)ξj(~φ)−Wj . (B.15)
Therefore we find an asymptotic estimate
∫ N∏
j=1
d~φj
N∏
j=1
∏
~φ
δ(ξj(~φ)− ξ˜j(~φ)) ∼ exp

−
N∑
j=1
∫
d~φ ξj(~φ) ln ξj(~φ)

 . (B.16)
One can similarly derive another estimate
∫ M∏
k=1
d~ψk
M∏
k=1
∏
~ψ
δ(ηk(~ψ)− η˜k(~ψ)) ∼ exp
{
−
M∑
k=1
∫
d~ψ ηk(~ψ) ln ηk(~ψ)
}
(B.17)
in the limit M →∞. Then we arrive at
〈Zn〉 ∼
∫ N∏
j=1
Dξj(~φ)
M∏
k=1
Dηk(~ψ) eS0+S1+S2 , (B.18)
where S0 is defined in (3.7).
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Appendix C
Putting the Gaussian ansatz (3.14) into (3.13), we see in the limit n → 0
that
ξj(~φ) = Θj exp
[
i
2
µ~φ2 + pNPj
M∑
k=1
Qk
{
gk(~φ)− 1
}]
,
ηk(~ψ) = Ωk exp

 i
2
µ~ψ2 + pNQk
N∑
j=1
Pj
{
hj(~ψ)− 1
} , (C.1)
where
gk(~φ) =


exp
(
−iτk
2
~φ2
)
, if J is the adjacency matrix A,
exp
(
− i
2(1− τk)
~φ2
)
, if J is the Laplacian matrix L
(C.2)
and
hj(~ψ) =


exp
(
−iσj
2
~ψ2
)
, if J is the adjacency matrix A,
exp
(
− i
2(1− σj)
~ψ2
)
, if J is the Laplacian matrix L.
(C.3)
Let us first consider the adjacency matrix A. We are in a position to take
the limit p→∞ with the scalings
µ = O(p1/2), ~φ2 = O(p−1/2), σj = O(p
−1/2), ~ψ2 = O(p−1/2), τk = O(p
−1/2).
(C.4)
Then we obtain
µ− 1
σj
− pNPj
M∑
k=1
Qkτk = 0, µ− 1
τk
− pNQk
N∑
j=1
Pjσj = 0. (C.5)
The variational equations (3.13) are satisfied by the Gaussian ansatz (3.14),
if σj and τk are determined by these equations.
In order to analytically treat (C.5), we define the scaling variables
E = µ/
√
p, s(x) =
√
p σj , x = j/N, t(y) =
√
p τk, y = k/M. (C.6)
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Then it is straightforward to find
xα
s(x)
= Exα − (1− α)(1− β)
∫ 1
0
y−βt(y) dy (C.7)
and
yβ
t(y)
= Eyβ − c(1− α)(1− β)
∫ 1
0
x−αs(x) dx (C.8)
in the limit (2.1). Using the notations
S = c(1−α)(1−β)
∫ 1
0
x−αs(x) dx, T = (1−α)(1−β)
∫ 1
0
y−βt(y) dy, (C.9)
we obtain
S
c(1− α)(1− β) =
∫ 1
0
1
Exα − T dx,
T
(1− α)(1− β) =
∫ 1
0
1
Eyβ − Sdy.
(C.10)
In order to evaluate the behaviour of S and T in the tail region E →∞,
we write
S = E(s(R) − is(I)), T = E(t(R) − it(I)) (C.11)
with real s(R), s(I), t(R) and t(I). Then it can be seen that
E(s(R) − is(I))
c(1− α)(1− β) =
1
E
∫ 1
0
1
xα − t(R) + it(I)dx =
1
αE
∫ 1
0
s(1−α)/α
s− t(R) + it(I)ds
=
1
αE
∫ 1
0
s(1−α)/α (s− t(R))
(s− t(R))2 + (t(I))2ds−
i
αE
∫ 1
0
s(1−α)/α t(I)
(s− t(R))2 + (t(I))2ds. (C.12)
Let us employ an asymptotic formula[6]
ǫ
(u− a)2 + ǫ2 ∼ πδ(u− a), ǫ ↓ 0 (C.13)
and obtain an estimate
E(s(R) − is(I))
c(1− α)(1− β) ∼
1
αE
∫ 1
0
s(1/α)−2ds− iπ
αE
∫ 1
0
s(1−α)/αδ(s− t(R))ds
=
1
E(1− α) −
iπ
αE
(t(R))(1−α)/α, E →∞, (C.14)
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so that
s(R) ∼ c(1− β)
E2
, s(I) ∼ c(1− α)(1− β)π
αE2
(t(R))(1−α)/α. (C.15)
One can similarly derive
E(t(R) − it(I))
(1− α)(1− β) =
1
E
∫ 1
0
1
yβ − s(R) + is(I)dx =
1
βE
∫ 1
0
t(1−β)/β
t− s(R) + is(I)dt
∼ 1
E(1− β) −
iπ
βE
(s(R))(1−β)/β , E →∞, (C.16)
so that
t(R) ∼ 1− α
E2
, t(I) ∼ (1− α)(1− β)π
βE2
(s(R))(1−β)/β . (C.17)
It follows from (C.15) and (C.17) that
s(I) ∼ 1− β
α
πc
(
1− α
E2
)1/α
, t(I) ∼ 1− α
β
πc(1−β)/β
(
1− β
E2
)1/β
. (C.18)
Now we can evaluate the asymptotic behaviour of the spectral density
ρ(µ) in the tail region E →∞. Eqs. (3.5) and (3.6) can be utilised as
ρ(µ) = lim
n→0
2
(N +M)nπ
Im
∂
∂µ
(S0 + S1 + S2)
= lim
n→0
1
(N +M)nπ
Re

 N∑
j=1
∫
d~φ ξj(~φ)~φ
2 +
M∑
k=1
∫
d~ψ ηk(~ψ)~ψ
2


= − 1
(N +M)π
Im

 N∑
j=1
σj +
M∑
k=1
τk


∼ − 1√
p(1 + c)π
Im
(
c
∫ 1
0
s(x)dx+
∫ 1
0
t(y)dy
)
(C.19)
in the limit (2.1). Here
∫ 1
0
s(x)dx =
∫ 1
0
1
E − Tx−αdx =
1
E
+
T
E
∫ 1
0
1
Exα − T dx
=
1
E
+
ST
cE(1− α)(1− β) (C.20)
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and we can similarly obtain
∫ 1
0
t(y)dy =
1
E
+
ST
E(1− α)(1− β) . (C.21)
Then it can be seen from (C.15), (C.17) and (C.18) that
ρ(µ) ∼ − 2√
pE(1 + c)π(1− α)(1− β)Im(ST )
=
2E√
p(1 + c)π(1− α)(1− β)
{
s(R)t(I) + s(I)t(R)
}
∼ 2√
p(1 + c)
{
c1/β(1− β)1/β
βE(2/β)+1
+
c(1− α)1/α
αE(2/α)+1
}
. (C.22)
This gives the asymptotic spectral density of the adjacency matrix A in the
tail region E →∞.
We next compute the spectral density of the Laplacian matrix L. Using
the scalings
µ = O(p), ~φ2 = O(p−1), σj = O(p
−1), ~ψ2 = O(p−1), τk = O(p
−1)
(C.23)
and taking the limit p→∞, we find
µ− 1
σj
− pNPj = 0, µ− 1
τk
− pNQk = 0, (C.24)
so that
Imσj = Im
1
µ+ iǫ− pNPj = −πδ(µ − pNPj),
Imτk = Im
1
µ+ iǫ− pNQk = −πδ(µ− pNQk), (C.25)
where ǫ is an infinitesimal positive number. Then it follows in the limit (2.1)
that
Im
N∑
j=1
σj ∼ −Nπ
∫ 1
0
dx δ(µ− p(1− α)x−α)
= −Nπ{p(1− α)}
1/α
α
1
µ(1/α)+1
H {µ− p(1− α)} (C.26)
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and
Im
M∑
k=1
τk ∼ −Mπ
∫ 1
0
dy δ(µ− pc(1− β)y−β)
= −Mπ{pc(1− β)}
1/β
β
1
µ(1/β)+1
H {µ− pc(1− β)} ,(C.27)
where H(x) is defined in (3.18). Therefore we arrive at
ρ(µ) = − 1
(N +M)π
Im

 N∑
j=1
σj +
M∑
k=1
τk


∼ c{p(1− α)}
1/α
(1 + c)α
1
µ(1/α)+1
H {µ− p(1− α)}
+
{pc(1− β)}1/β
(1 + c)β
1
µ(1/β)+1
H {µ− pc(1− β)} . (C.28)
This gives the asymptotic spectral density of the Laplacian matrix L in the
region µ = O(p).
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