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Resumen—Dentro de los sistemas embebidos hay una 
variante de sistemas multiprocesador (Multicore System on 
Chip devices – MSoC devices) donde no todos los 
procesadores son iguales. Estos SoCs se denominan  
“Dispositivos Multiprocesadores Asimétricos” (Asymmetric 
Multi Processing Devices – AMP Devices). Para tomar 
ventaja de las posibilidades que estos dispositivos ofrecen en 
sistemas embebidos, se han definido patrones de diseño 
específicos. No obstante ello, en la literatura hay pocos 
resultados experimentales que muestren los beneficios de 
aplicar estos patrones. En este trabajo se realiza la medición 
de desempeño del patrón “Ejecución Optimizada” 
(Optimized Execution), aplicado a un dispositivo AMP y 
usando la suite de desempeño “CoreMark”. Los resultados 
muestran que el uso de este patrón de diseño mejora el 
desempeño del sistema. 
Palabras Clave— Patrones de Sistemas Embebidos; Patrones 
para Multiprocesamiento Asimétrico; Software Embebido. 
I. INTRODUCCIÓN  
Los sistemas embebidos (Embedded Systems – E.S), en 
oposición a los sistemas de propósito general, son sistemas 
desarrollados con un propósito específico. En algunos casos el 
usuario final del sistema puede configurarlo (e incluso 
programarlo), pero el sistema no cambia su propósito. Estos 
sistemas se denominan “embebidos” porque son parte de un 
sistema más grande en un dispositivo con una funcionalidad 
específica [1]. 
Un Multiprocesador Asimétrico (AMP), es un procesador 
en el que los elementos de cómputo (“núcleos”) tienen 
diferentes características. Estas diferencias van desde el mismo 
tipo de procesador ejecutándose a diferentes velocidades de 
reloj, hasta arquitecturas completamente distintas. Estos 
procesadores son estudiados porque se encontró que proveen 
una mejora en la potencia de computo [2], y también en las 
relaciones (desempeño)/(consumo) y (desempeño)/(área de 
silicio) [3], por lo que son atractivos para la implementación de 
E.S. No obstante ello, el diseño de un E.S. que pueda tomar 
ventaja de la mejora en desempeño de los AMP es difícil. Por 
ejemplo, la asimetría en desempeño puede afectar 
adversamente el comportamiento de distintas cargas de 
cómputo en servidores comerciales y hacer que el sistema sea 
menos escalable [2]. 
Con el objetivo de ayudar a los desarrolladores a tomar 
buenas decisiones de arquitectura de software al implementar 
sistemas AMP y para tomar ventaja de sus características, 
hemos trabajado en la especificación de un lenguaje de 
patrones para sistemas embebidos AMP [4]. Un lenguaje de 
patrones es una colección interconectada de patrones de diseño 
o buenas prácticas en un dominio específico [5]. Cada patrón 
de diseño del lenguaje identifica una solución recurrente a un 
problema en un contexto específico [6]. De esta manera, un 
patrón contiene una pequeña porción de conocimiento de 
diseño y arquitectura para resolver un problema en un cierto 
contexto y una vez resuelto, deja al sistema en un nuevo 
contexto, donde hay nuevos problemas a resolver por otros 
patrones del lenguaje [7].  
En otros trabajos hemos realizado mediciones de 
desempeño de algunos patrones del lenguaje propuesto para 
sistemas AMP [4]. En particular hemos demostrado que una 
configuración AMP tiene un desempeño mejor a lo esperado 
al aplicar el patrón “Mini-Me” también cuando la asimetría de 
la configuración AMP se debe a procesadores con diferente 
hardware y con cargas específicas de E.S.[8]  
En este trabajo se realiza la medición de desempeño del 
patrón “Optimized Execution” para evaluar la mejora que 
produce al aplicarlo. Este patrón, el cual se describe en detalle 
en la Sección 2, propone que, cuando se tiene un sistema AMP 
cuyos núcleos tienen distinto ISA (Instruction Set Architecture 
– ISA), y un ISA es un subconjunto del otro, se debe tomar 
ventaja de las instrucciones específicas del ISA mas grande, a 
fin de mejorar el tiempo de ejecución de las tareas. En 
particular se intenta responder a la siguiente pregunta: “¿Que 
tan importante es la diferencia de desempeño cuando se usa el 
ISA específico de cada núcleo en una configuración AMP 
donde el ISA de un tipo de núcleo es un subconjunto del ISA 
del otro tipo de núcleo?” 
Esta pregunta es importante porque el uso del mismo ISA 
en núcleos como los descriptos anteriormente tiene una 
ventaja importante: el sistema puede implementarse con todo 
el software usando el mismo ISA y la asimetría solo estaría en 
el hardware, con los resultados descriptos en [8]. Pero, si la 
diferencia en desempeño es significativa, se necesita un nuevo 
patrón de software para contemplar esta situación. Para 
contestar esta pregunta se utilizó una plataforma de cómputo 
AMP con dos núcleos: un núcleo Cortex M4 y un núcleo 
Cortex M0, en el que el ISA del núcleo Cortex M0 es un 
www.sase.com.ar/case
ISBN 978-987-46297-6-0 17 al 19 de julio de 2019
35
subconjunto del ISA del núcleo Cortex M4. Asimismo se uso 
una suite de desempeño bien conocida para este estudio: 
CoreMark [9]. 
El resto de este trabajo se estructura de la siguiente forma: 
la Sección 2 presenta los trabajos relacionados, la Sección 3 
describe la suite de desempeño y detalles de la 
implementación, la Sección 4 muestra los resultados 
experimentales, y la sección 5 presenta las conclusiones y 
trabajos a futuro. 
II. TRABAJOS RELACIONADOS 
Los procesadores AMP se estudian como dispositivos de 
cómputo por las ventajas que ofrecen. En particular su 
desempeño es mejor a lo esperado. Como se explicó en la 
introducción, una limitación del trabajo previo [8] para 
nuestro propósito es que en el sistema utilizado todos los 
núcleos tienen el mismo ISA. Nosotros estamos interesados en 
evaluar el desempeño cuando el ISA de los procesadores es 
diferente.  
Otros trabajos sobre lenguajes de patrones relacionados 
con el dominio de los E.S. son los patrones para software 
tolerante a fallas de Hanmer [7] y los patrones para sistemas 
embebidos de White [10]. Uno de los patrones en el lenguaje 
de patrones para AMP en E.S es “Optimized Execution” [4], 
el cual se usa en el contexto en el que un sistema embebido 
utiliza un procesador AMP donde los núcleos tiene diferentes 
ISA, y el ISA de un tipo de núcleo, denominado “A”, es un 
subconjunto del ISA del otro tipo de núcleo, denominado “B”. 
Este patrón se aplica al problema de cuando se tienen tareas 
con requerimientos de tiempo real estricto, cuando hay 
diferentes ISA disponibles, y un ISA es un subconjunto del 
otro, es necesario tomar ventaja de las instrucciones 
específicas del ISA mas grande, para mejorar el tiempo de 
ejecución de las tareas. Por otra parte este Patrón puede 
considerarse como opuesto al Antipatrón “Level Down”[4], 
el cual plantea que el uso del mismo ISA en procesadores 
asimétricos produce una merma en el desempeño total del 
sistema. Nuestra intención en este trabajo es evaluar el 
desempeño de la arquitectura propuesta por el patrón 
Optimized Execution en el contexto de los E.S. 
III. MEDICIÓN DE DESEMPEÑO 
La plataforma de hardware utilizada fue la Edu-CIAA, la 
cual utiliza el procesador de dos núcleos LPC 4337 de NXP, el 
cual tiene un núcleo complejo (ARM Cortex M4@204MHz) y 
un núcleo simple (ARM Cortex M0@204MHz) [11]. El ISA 
del núcleo Cortex M0 (Armv6-M) es un subconjunto del ISA 
del núcleo Cortex M4 (Armv7-M), lo que hace a esta 
plataforma apropiada para medir una implementación del 
patrón Optimized Execution. La suite de desempeño 
CoreMark fue obtenida del sitio web de EEMBC; compilada 
con el nivel de optimización –O3; y configurada para 
ejecutarse desde memoria RAM en configuración “Release”.  
CoreMark es una suite que mide el desempeño de 
microcontroladores (MCUs) y unidades centrales de 
procesamiento (CPUs) utilizadas en sistemas embebidos. 
CoreMark implementa los siguientes algoritmos: manejo de 
listas (búsqueda y ordenamiento), manipulación de matrices 
(operaciones comunes con matrices), maquinas de estado 
(determinar si una secuencia de entrada contiene números 
válidos), y chequeo de redundancia cíclica (CRC – cyclic 
redundancy check). Está diseñada para ejecutarse en 
dispositivos que van desde microcontroladores de 8-bit hasta 
microprocesadores de 64-bit. Para asegurar que el compilador 
no pueda pre-computar los resultados en tiempo de 
compilación, cada operación de la suite de desempeño genera 
un valor que solo puede determinarse en tiempo de ejecución. 
Asimismo todo el código usado en la parte temporizada es 
parte de la suite en si misma (no se realizan llamadas a 
librerías). 
IV. RESULTADOS EXPERIMENTALES 
La Tabla 1 muestra los resultados CoreMark absolutos de 
la plataforma de hardware. Asimismo se muestran los 
resultados CoreMark para el procesador Cortex M4 LPC 
54102[12] para validar nuestra medición respecto a la 
medición CoreMark realizada por NXP. La Tabla 2 muestra 
los resultados CoreMark/MHz, los cuales se utilizan para 
comparar mediciones CoreMark realizadas con procesadores 
ejecutándose a diferentes velocidades. 
TABLA 1: RESULTADOS COREMARK ABSOLUTOS 
Configuración CoreMark 
LPC 4337 Armv7-M  488 
LPC 4337 Armv6-M  390 
LPC 54102 Armv7-M  499 
TABLA 2: RESULTADOS COREMARK/MHZ  
Configuración CoreMark/MHz  
LPC 4337 Armv7-M  2.39 
LPC 4337 Armv6-M  1.91 
LPC 54102 Armv7-M  2.45 
De la Tabla 1  se ve que hay un 25% de diferencia en 
desempeño usando el ISA  Armv6-M, respecto de usar el ISA 
Armv7-M. Este resultado muestra que el ISA utilizado tiene 
gran impacto en el desempeño del sistema. 
De la Tabla 2 se observa que la medición de NXP es 
similar a nuestra medición. La diferencia puede explicarse 
debido a que el procesador LPC 54102 es más nuevo y 
seguramente mejorado respecto al procesador LPC 4337 
usado en nuestras mediciones, por lo que consideramos que 
nuestras mediciones son válidas y nuestra implementación de 
la suite CoreMark es correcta. 
V. CONCLUSIONES Y TRABAJO A FUTURO 
En este trabajo se realizo la medición de desempeño del 
patrón de software Optimized Execution, utilizando una suite 
de desempeño orientada a tareas especificas de E.S. Nuestra 
pregunta probó ser muy importante y a través de mediciones 
experimentales se encontró que se puede esperar una diferencia 
de desempeño de alrededor de 1.25 veces.  
Los trabajos a futuro incluyen realizar mediciones de 
desempeño de otros patrones del lenguaje, extenderlo y 
descubrir nuevos patrones específicos del dominio. 
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