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a b s t r a c t
The paper is devoted to a study of chaotic properties of nonautonomous discrete systems
(NDS) defined by a sequence f∞ = {fi}∞i=0 of continuous maps acting on a compact metric
space. We consider such properties as chaos in the sense of Li and Yorke, topological weak
mixing and topological entropy, all defined in a way suitable for NDS. We compare these
concepts with the case of a single map (discrete dynamical system, DS for short) and
relate them to recent results in the topic. While previous research of various authors were
focusing on analogues to theDS case,we show that in general the dynamics of NDSs ismuch
richer and quite different than what is expected from the DS case. We also provide a few
new tools that can be used for the successful investigation of their qualitative behavior.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The main objects considered in this paper are nonautonomous discrete systems. Let (X, d) be a compact metric space (it
is the base space for our system) and let f∞ = {fi}∞i=0 be a sequence of continuous maps, where each fi: X −→ X . For every
i ≥ 0 and n > 0 we write f ni = fi+(n−1) ◦ · · · ◦ fi+1 ◦ fi and additionally f 0i = idX . We call the pair (X, f∞) a nonautonomous
discrete system (on X) or simply NDS. By a dynamical system or DS we mean NDS defined by a constant sequence fi = f for
some continuous map f : X → X .
While the study of dynamics of NDSs is usually more complex and demanding than the same studies in the setting of
autonomous systems (i.e. systems given by a pair (X, f ), where f is a single continuous map) such studies became more
popular each year. The reason is that, first of all they are more flexible tools for the description of real world processes and
also because the variety of dynamical behaviors that can be represented by such systems is much richer. Very often NDS
arise in a natural way as a solution of differential equation. A particular example of such a case is the dynamics of evolution
of a populationmodeled by (one ormulti-dimensional) difference equations, like forced Pielou equation, periodically forced
Beverton–Holt equation, etc. (see for example [1,2]). This shows that a reasonably simple description may lead to quite
complicated dynamics, and that understanding of dynamics of NDS can be of high interest in numerous applications.
In the present paper, we will be interested in three important concepts from topological dynamics, that is topological
entropy, weak mixing and Li–Yorke pairs. It is known that in the autonomous case, both positive topological entropy and
weak mixing imply chaos in the sense of Li and Yorke (see [3,4] respectively). In the setting of NDSs, there is no known
result of this kind, and we are going to show that such a result cannot be obtained (at least not as a simple generalization).
Probably there are many ways to define entropy, weak mixing or other concepts in a nonautonomous case; however, some
definitions seem to be natural. Thus to define topological entropy we follow [5] and use Bowen’s approach to entropy [6]
with a simple substitution of f ni in place of f
n. The samewe dowith the definition of chaotic pair in the sense of Li and Yorke,
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as done before in [7]. Similarly, when defining weak mixing, we are motivated by the definition of a weakly mixing set as
introduced in [8] (and later extended in [9]). Namely, it is more natural to express weakmixing in terms of evolution of open
sets than generalize the concept of f × f to the NDS case.
The paper is organized as follows. In Section 2, we show that there are NDSs with positive entropy such that every point
is asymptotic to a fixed point of NDS. As a consequence, positive entropy of NDS does not guarantee chaos in the sense of Li
and Yorke (even if NDS is defined on the unit interval). We also show, that estimates of entropy (like those in [5]) cannot be
guaranteed if the sequence of maps fi defining an NDS converges to a continuous map f only point-wise but not uniformly.
In Section 3, we introduce the notion of weakly mixing NDS and show that, similarly to the case of weakly mixing sets for
continuous transformations, the order of weak mixing is important here. We also show that the weak mixing of NDS is
sufficient to induce chaos in the sense of Li and Yorke.
2. Topological entropy of NDS
2.1. Topological entropy and chaos in the sense of Li and Yorke
Following [5,10], we adopt in the context of NDS the definition of entropy introduced by Bowen in [6]. It is also possible
to define topological entropy in terms of covers (like it was originally introduced in [11]); however, we will not need this
approach in our work. Thus we omit this definition.
For x, y ∈ X and n ≥ 0 denote
ρn(x, y) = max
i=0,...,n−1
d( f i0(x), f
i
0( y)).
A set E ⊂ X is said to be (n, ε, f∞)-separated if ρn(x, y) > ε for every distinct x, y ∈ E. Denote by sn( f∞, ε) the maximal
cardinality of (n, ε, f∞)-separated set. We define the topological entropy htop( f∞) of the NDS (X, f∞) by
htop( f∞) = lim
ε→0 lim supn→∞
1
n
log(sn( f∞, ε)).
The above definition is an extension of the well known concept of topological entropy for continuous maps on compact
spaces.
The concept of chaos in the sense of Li and Yorke was born in [12]. Later it was proved in [3] (see also [13]) that maps
with positive topological entropy always have scrambled sets (i.e. are chaotic in the sense of Li and Yorke). In this article,
we will study relations between these concepts in the setting of NDSs. Let us recall the definition of a scrambled set first.
Definition 1. Let (X, f∞) be an NDS and let x, y ∈ X . We say that the pair (x, y) is chaotic in the sense of Li and Yorke if it is
proximal but not asymptotic, that is
lim inf
n→∞ d( f
n
0 (x), f
n
0 ( y)) = 0 and lim sup
n→∞
d( f n0 (x), f
n
0 ( y)) > 0.
We say that a set S ⊂ X is scrambled if it is uncountable and every pair of distinct points x, y ∈ S is chaotic in the sense of Li
and Yorke.
2.2. Topological entropy and convergence
The following fact has been proved in [5, Theorem E].
Theorem 2. If X is a compact metric space and NDS (X, f∞) has the property that fi converges uniformly to a map f : X → X
then htop( f∞) ≤ htop( f ).
The following fact shows that uniform convergence is indeed an essential assumption.
Theorem 3. For every continuous map f : [0, 1] → [0, 1] there exists an NDS ([0, 1], f∞) such that fi converges point-wise to f
and htop( f∞) = ∞.
Proof. We are going to perform the following construction. First we will chose an infinite sequence of closed subintervals
[an, bn] of [0, 1]. Next, in every interval [an, bn]we will select a sequence of disjoint intervals [ckn, dkn] ⊂ [an, bn]. Then map
fn will be obtained from f by modification of the graph of f over intervals [cni , dni ] in such a way that fn remains continuous,
but now fn([ai, bi]) = [0, 1] for i = 1, . . . , n.
Now let us perform the above mentioned construction in a more formal way. Put an = 1/2n and bn = an + 1/4n for
n = 1, 2, . . . and observe that an − bn+1 ≥ 1/4n+1. For every n and any k = 1, 2, . . . we put dkn = an + 1/4n+k−1 and
ckn = dk+1n . Finally ekn = cnk + (1/10)(dkn − ckn) and gkn = cnk + (9/10)(dkn − ckn).
Now assume that a map f : [0, 1] → [0, 1] is given. For n = 1, 2, . . . define fn(x) = f (x) for all x ∉ ni=1[cni , dni ]. On
interval [cni , dni ], we define fn as connect-the-dotsmapwith values fn(cni ) = f (cni ), fn(eni ) = 1, fn(gni ) = 0 and fn(dni ) = f (dni ).
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Fig. 1. Graph of f1 and f2 , respectively.
Fig. 2. Maps f and g .
This is obvious that for every x ∈ [0, 1] we have limn→∞ fn(x) = f (x) because intervals (ckn, dkn) are disjoint for different
values of n or k.
Generally speaking, the idea is that for nwe introduce n ‘‘peaks’’ in the graph of f , one in each interval [ai, bi], 1 ≤ i ≤ n
and these ‘‘peaks’’ move to the left within intervals [ai, bi]when n increases (see Fig. 1 for example of graphs of f1 and f2).
Denote Li = [ai, bi] and observe that for any fixed m and any n ≥ m we have fn(Lm) ⊃ nj=1 Lj. Additionally, all sets Li
are disjoint and each map fn is surjective. Then it is not hard to check that htop( f∞) ≥ logm. But m can be arbitrarily large
which gives htop( f∞) = ∞. This ends the proof. 
2.3. Topological entropy and asymptotic pairs
It is known that in the case of DS defined by a map acting on a compact metric space, positive topological entropy
implies chaos in the sense of Li and Yorke [3]. Recently it was asked if such a result also holds in the nonautonomous case
(see [7, Question 3.8]). Next example shows that the answer to the above question is negative.
Theorem 4. There is NDS ([0, 1], f∞) such that
(1) htop( f∞) ≥ log 2,
(2) points 0, 1 are fixed points and all others are asymptotic to 0.
Proof. Decompose interval [0, 1] into three subintervals of equal length and denote the central one by J . Consider maps
f , g: [0, 1] → [0, 1]with graphs presented on Fig. 2 (graph ofmap f is presented on the left diagram). If we fix any sequence
of maps f , g containing infinitely many occurrences of f then we see that NDS defined by this sequence has property (2). It
remains to show that there is a sequence which also fulfills (1).
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Let m0 = 1 and let mn = 2n2 . Put fi = f when i = mn for some n and fi = g otherwise. First note that dynamical
system defined by map g has strong 2-horseshoe contained in J . Then there is ε > 0 such that for every n > 0 there is
(n, ε, g)-separated set E ⊂ J such that #E = 2n.
For every n there is an interval Kn ⊂ [0, 1] such that f mn0 (Kn) = J . Namely, K = f −n−1(J). Let ln = mn+1 − mn − 1 and
let Fn be (ln, ε, g) separated set for g with maximal cardinality. Then Kn = f −n−1(Fn) ⊂ K is (mn+1 − 1, ε, f∞)-separated.
Namely, formn ≤ j < mn+1 we have f j0(Kn) = f j−mnmn (Fn) = g j−mn(Fn). Then
h( f∞) ≥ lim sup
n→∞
1
mn+1 − 1 log #Fn ≥ limn→∞
ln
mn+1
log 2
≥ lim
n→∞
mn+1 −mn − 1
mn+1
log 2 ≥ (1− lim
n→∞ 2
(n2+1)−(n+1)2) log 2
≥ log 2. 
3. Weak mixing
Definition 5. We say that NDS (X, f∞) isweakly mixing of order n if for any nonempty open sets U1, . . . ,Un, V1, . . . , Vn and
any N > 0 there is k > N such that f k0 (Ui) ∩ Vi ≠ ∅ for i = 1, . . . , n.
If (X, f∞) is weakly mixing of order n for every n ≥ 2 then we say that it is weakly mixing of all orders.
In [9], the authors proved that in the context of DS there exists weakly mixing sets of order 2 but not of order 3. Recall
that a nonempty set A is weakly mixing of order n for f : X → X if for any nonempty open sets U1, . . . ,Un, V1, . . . , Vn ⊂ X
intersecting A there is k > 0 such that f k(Ui ∩ A)∩ Vi ≠ ∅ for i = 1, . . . , n (see [9]). A similar approach can be used to prove
that there are NDS which are weakly mixing of order 2 but not of order 3 since these two concepts have many similarities.
Theorem 6. There is NDS (X, f∞)which is weaklymixing of order 2 but not of order 3. Additionally sequence f∞ can be composed
using at most 4maps.
Proof. Let S = {z ∈ C : |z| = 1} be the unit circle in the plane (endowedwith themetric induced by |·| fromC), let R: S→ S
be an irrational rotation and let T be the map defined by T (x) = (1/2)x + (1/2)x2 where x ∈ [0, 1]. We identify T with
its lift to S obtained by identifying the endpoints of the interval, say z = 1 is the point where these endpoints are ‘‘glued’’
together.
Observe that T is a homeomorphism with exactly one fixed point, which is one side attracting and one side repelling.
Furthermore both R, T are order preserving homeomorphisms, so if we fix any three distinct points and enumerate them in
clockwise direction, then after application of any combination of R and T , the order of these points on Swill be preserved.
There are two consequences of the above fact. First of all, if f is any composition of maps T , T−1, R and R−1, then
it preserves clockwise ordering of S, so for any disjoint nonempty sets U1,U2,U3 ⊂ S ordered clockwise their images
f k(U1), f k(U2), f k(U3) are also disjoint open sets ordered clockwise on S for any k ≥ 0. In particular, if f k(U1) ∩ U2 ≠ ∅ and
f k(U3) ∩ U3 ≠ ∅ then f k(U2) ∩ U1 = ∅. This shows that f is not weakly mixing of order 3.
Next, observe that if we fix any disjoint open sets U1,U2, V1, V2 then there is an integer n > 0 such that 1 ∈ Rn(U1).
Then by the definition of T for every ε > 0 there is k > 0 such that diam S \ T k(Rn(U1)) < ε and obviously T k(Rn(U2)) ⊂
S \ (T k(Rn(U1))). If ε is sufficiently small, then we can find m > 0 such that S \ Rm(T k(Rn(U1))) ⊂ V2, which immediately
implies that f (U1) ∩ V1 ≠ ∅ and f (U2) ∩ V2 ≠ ∅ for f = Rm ◦ T k ◦ Rn.
Next, if for some open sets U1,U2, V1, V2 we have f (U1) ∩ V1 ≠ ∅ and f (U2) ∩ V2 ≠ ∅, where f is the composition of
some sequence of maps R, T , then for any N > 0 we may find a map g which is a composition of at least N maps R, T and
g(U1) ∩ V1 ≠ ∅, g(U2) ∩ V2 ≠ ∅ (simply because for any ε > 0 and N > 0 there is n such that ρ(Rn, id) < ε).
Now, let {gn}∞n=0 be the sequence of all possible finite sequences of maps T , R, e.g.
{gn}∞n=1 = (R, T , (R, R), (R, T ), (T , R), (T , T ), (R, R, R), (R, R, T ), . . .).
Wewill sometimes identity sequence gn with the map defined as the composition of maps in this sequence, e.g. g3 = (R, R)
is identified with the map R ◦ R, etc. It will simplify the notation. By g−1n we mean the sequence defining inverse of gn, e.g.
g4 = (R, T ) and then g−14 = (T−1, R−1)which gives g4 ◦ g−14 = R ◦ T ◦ T−1 ◦ R−1 = id.
Next, define the sequence f∞ by ‘‘joining’’ together sequences given by gn, g−1n in the following way:
f∞ = (g1, g−11 , g2, g−12 , g3, g−13 , . . .)
= (R, R−1, T , T−1, R, R, R−1, R−1, R, T , T−1, R−1, . . .).
Then we see that for every k > 1 there is j such that f j0 = g−1k−1 ◦ gk−1 . . . ◦ g−11 ◦ g1 = id. Note that usually j > k since most
of sequences gn consists of more than one element.
There is also i > 0 such that f j+i0 = gk ◦ f j0 = gk. Then, by the above observations on properties of compositions of maps
R, T , we see that f∞ is weakly mixing of order 2 but not of order 3. 
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There are twobeautiful results about existence of scrambled sets in the dynamics. They say that either positive topological
entropy [3] or topological weakmixing [4] are sufficient for the existence of scrambled sets.We have seen that in the context
of NDSs positive topological entropy is not enough for chaos in the sense of Li and Yorke (see Theorem4).Whileweakmixing
is not that strong in the context of NDSs as it is in the case of maps (it is well known fact, first proved in [14], that a map
which is weakly mixing of order 2 is weak mixing of any order n > 2), it is still strong enough to imply Li–Yorke chaos.
Theorem 7. If NDS (X, f∞) is weakly mixing of order 2 and #X > 1 then it contains a scrambled set S ⊂ X.
Proof. The proof is very similar to the original proof of Iwanik [4]. Namely, it is enough to show that for any n > 0 that the
following sets
Pn =

(x, y): d( f k0 (x), f
k
0 ( y)) < 1/n for some k > 0

Qn =

(x, y): d( f k0 (x), f
k
0 ( y)) > ε(1+ 1/n) for some k > 0

are open and dense, where ε = (1/3)diam X > 0.
Then R ⊃∞n=1(Pn ∩ Qn) is residual, where R is the set of chaotic pairs in the sense of Li and Yorke. This implies that we
can apply the Kuratowski–Mycielski method (see [15]) and so there is a Cantor set S ⊂ X such that S × S = R ∪ ∆ where
∆ = {(x, x): x ∈ X}. 
We say that a space X is locally an arc at x ∈ X , if there is an open set U ∋ x such that X ∩ U is homeomorphic to (0, 1).
Theorem 8. If X is locally an arc at some point and all maps fi are homeomorphisms, then (X, f∞) is not weaklymixing of order 4.
If X contains no simple closed curve then it is not even weakly mixing of order 3.
Proof. Let V be an open set such that X ∩ V is homeomorphic to (0, 1) and let I be a subset of V homeomorphic to a
closed interval in (0, 1). First assume that X contains no simple closed curve. Fix any disjoint nonempty open sub-intervals
U1,U2,U3 ⊂ I such that U1 and U3 are contained in different connected components of the set X \ U2. Since for every k the
map g = f k0 is a homeomorphism, sets g(U1), g(U2), g(U3) are open and disjoint. If g(U1) ∩ U1 ≠ ∅ and g(U3) ∩ U2 ≠ ∅
then g(U2) ∩ U1 = ∅ as otherwise g(I) ∪ I contains a simple closed curve which we excluded.
If we drop the assumption that there is no simple closed curve in X , we can still repeat our argument using 4 sets. To see
this, fix any disjoint open sub-intervals U1,U2,U3,U4 of I ordered linearly on I . Then for any homeomorphism g such that
g(U1) ∩ U1 ≠ ∅ and g(U3) ∩ U3 ≠ ∅we must have g(U2) ∩ U2 = ∅ or g(U2) ∩ U4 = ∅ because sets U2,U4 cannot intersect
simultaneously the same connected component of the set X \ g(U1) ∪ g(U3). The proof is finished. 
It is not hard to see that on the unit interval it is possible to construct an example analogous to that of Theorem 6, when
all maps fi can be essentially different. The authors do not know if it is possible to construct this example using only a finite
set of distinct maps forming the sequence f∞ = {fi}.
Theorem 9. There is NDS ([0, 1], f∞) which is weakly mixing of order 2 but not of order 3. Additionally, each fi is a
homeomorphism.
Proof. Fix any countable basis U = {Ui}∞i=1 of the topology of [0, 1]. For any fixed sets V1, . . . , V4 ∈ U there is a homeo-
morphism f : [0, 1] → [0, 1] such that f (V1) ∩ V2 ≠ ∅ and f (V3) ∩ V4 ≠ ∅. The set U is at most countable and so is the set
of all such homeomorphism (exactly one homeomorphism is defined for each 4-tuple). Enumerate such a sequence, let say
g1, g2, . . . . Now, if we fix
f∞ = (g1, g−11 , g2, g−12 , g3, g−13 , . . .),
then all the claimed properties hold. Namely, by Theorem 8 we get that f∞ is not weakly mixing of order 3, while by the
definition of f∞ it is elementary to check that it is weakly mixing of order 2. 
Theorem 10. There is NDS (S, f∞)which is weaklymixing of order 3 but not of order 4. Additionally, each fi is a homeomorphism.
Proof. First, observe that for any six open sets V1, . . . , V6 there is a homeomorphism g: S→ S such that g(Vi) ∩ Vi+3 ≠ ∅
for i = 1, 2, 3. Then it is enough to repeat the rest of the proof of Theorem 10. 
Theorem 11. If an NDS ({fi} , [0, 1]) is weakly mixing of order 3 then it is weakly mixing of order n for every n ≥ 2.
Proof. Fix anym ≥ 2 and any open intervals U1, . . . ,Um, V1, . . . , Vm ⊂ [0, 1].
First, we claim that for every i and every nonempty open set U there is n and an open interval U ′ ⊂ U such that
f n1 (U
′) ⊂ f n1 (Ui). By weak mixing of order 3 there is N such that f N1 (Ui) ∩ (0, 1/4) ≠ ∅, f N1 (Ui) ∩ (3/4, 1) ≠ ∅ and
f N1 (U) ∩ (1/4, 3/4) ≠ ∅. Then there is U ′ ⊂ U such that
f N1 (U
′) ⊂ (1/4, 3/4) ⊂ f N1 (Ui).
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Fig. 3. Sketch of graph of F3 over interval J2 .
The claim follows by the fact that for n > N we have
f n1 (U
′) = f N−nn+1 ( f n1 (U ′)) ⊂ f N−nn+1 ( f n1 (Ui)) = f n1 (Ui).
Now, using the above claim inductively, we can construct a sequence of intervals Wm ⊂ Wm−1 ⊂ · · · ⊂ W1 and an
integer N such that f n1 (Wi) ⊂ f n1 (Ui) for every n > N . In particular, forW = Wm we have
f n1 (W ) ⊂
m
i=1
f n1 (Ui) for every n > N.
But there are also ε > 0 and n > N such that f n1 (W ) ⊃ (ε, 1 − ε) and
m
i=1 Vi ⊂ (ε, 1 − ε). Then, for this particular n we
obtain f n1 (Ui) ⊃ Vi which shows that f∞ is weakly mixing of orderm. 
4. More on Li–Yorke chaos
It is known that on the interval topological weak mixing implies positive entropy.
Theorem 12. There is NDS f∞ = ([0, 1], f∞) such that
(1) fi converges uniformly to identity, in particular htop( f∞) = 0 by Theorem 2;
(2) f∞ is weakly mixing of all orders, in particular has uncountable scrambled set by Theorem 7.
Proof. First, for every m > 0 we will construct a topologically exact map Fm: [0, 1] → [0, 1] in such a way that limm→∞
Fm = id. Divide [0, 1] into m intervals Ji = [ai−1, ai], that is aj = j/m, where j = 0, 1, . . . ,m. Next put two intermediate
points in Ji, i.e. ci = ai + 1/3m, di = ai + 1/3m. For technical reasons we put d−1 = 0 and cm+1 = 1. The map Fm is
connect-the-dots map such that Fm(ai) = ai, F(ci) = ci+1, F(di) = di−1. Sketch of the graph of F3 is presented on Fig. 3. Note
that each map Fm is piecewise-linear with a slope at least 3. Then each of these map is topologically exact, since any interval
L under some iteration must contain two consecutive points of the sequence ai, ci, di, ai+1 for some i, and thus image of L
will contain Ji in the next iteration. Eventually image of L covers whole [0, 1] (after a few next iterations of Fm).
Now we define inductively a sequence of integers sj and maps f∞ = {fi}∞i=0. First, define sets of intervals An =[ i2n , i+12n ] : i = 0, . . . , 2n − 1 and let s1 be a number such that F s11 ( J) = [0, 1] for every J ∈ A1. Note that if J ∈ An
and L ∈ An+k for some n, k > 0 then L ⊂ J . Put fi = F1 for i = 0, . . . , s1 − 1.
Next assume that we have already defined numbers s1 < s2 < · · · < sn, functions fj are set for all j < sn and if we fix
any k < n then f sk0 ( J) = [0, 1] for any J ∈ Ak.
We are going to define sn+1 and next define fj for j = sn, . . . , sn+1−1. First, letBn =

f sn0 ( J) : J ∈ An+1

and note thatBn
consists of nondegenerate intervals. Let an be a number such that F
an
n+1( J) = [0, 1] for every J ∈ Bn. Then it is enough to put
sn+1 = sn + an and fj = Fn for j = sn, . . . , sn+1 − 1 to finish the induction.
By the above construction we obtain an NDS such that f sn0 ( J) = [0, 1] for any integer n > 0, provided that J ∈ An. Since{si}∞i=1 is an increasing sequence and for any finite sequence of sets U1, . . . ,Un there is K such that for any k > K each
Uj contains a set from Ak we simply get that f∞ is weakly mixing of all orders. Since limm→∞ Fm = id we also have that
limi→∞ fi = id. 
It is known that DS on the unit interval always have uncountable scrambled sets or no chaotic pair in the sense of Li and
Yorke at all. The next theorem shows that for NDS, situation is much different.
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Theorem 13. For any m > 0 there is NDS f∞ = ({fi}∞i=0 , [0, 1]) such that
(1) for any A ⊂ [0, 1] with #A > m there are x, y ∈ A, x ≠ y such that the pair (x, y) is not chaotic in the sense of Li and Yorke;
(2) there is a set S ⊂ [0, 1] with #S = m such that any pair of its distinct points is chaotic in the sense of Li and Yorke.
Proof. Fix any set S ⊂ (0, 1) such that #S = m. It is easy to find a homeomorphism F such that each point in the set
S ∪ {0, 1} is attracting or repelling fixed point of F and the limit point under F of any x ∈ [0, 1] is contained in S ∪ {0, 1}.
Let Gn be a homeomorphism on [0, 1] such that, Gn(0) = 0,Gn(1) = 1, Gn(S) ⊂ (1/2 − 1/n, 1/2 + 1/n) and Gn is linear
on each connected component of the set [0, 1] \ S. Note that Gn preserves natural ordering of [0, 1] and there is α > 0 such
that d(Gn(x),Gn( y)) < αd(x, y) for any x, y ∈ [0, 1] and any n (namely, slope on any interval of linearity of any Gn can be
bounded by the same, sufficiently large constant).
Now consider NDS f∞ = {fn}∞n=0 defined by the following sequence of maps:
{fn}∞n=0 = (G1,G−11 , F ,G2,G−12 , F , . . . ,Gn,G−1n , F , . . .).
First note that for every x, y ∈ S and any N > 0 there is N ≤ n ≤ N + 3 such that f n0 (x) = x and f n0 ( y) = y. Similarly, for
any δ > 0 we can find arbitrarily large n such that d( f n0 (x), f
n
0 ( y)) < δ. This shows that any pair of distinct points of S is
chaotic in the sense of Li and Yorke which gives (1).
To see that (2) also holds, fix any set A ⊂ [0, 1] with at least m + 1 points. Denote connected components of
[0, 1] \ (S ∪ {0, 1}) by C1, . . . , Cm+1 enumerating them in such a way that x < y when i < j and x ∈ Ci, y ∈ Cj. Note
that if x ∈ Cj for some j then there is a point p ∈ Cj ∩ (S ∪ {0, 1}) such that limn→∞ d(F n(x), F n(p)) = 0. But since
d(Gj(F n(x)),Gj(F n(p))) ≤ αd(F n(x), F n(p)) for every n, j > 0 we immediately obtain that limn→∞ d( f n0 (x), f n0 (p)) = 0.
Then, without loss of generality we may assume that A ⊂ S ∪ {0, 1}. The proof is finished by the observation that
lim infn→∞ d( f n0 (0), f
n
0 (p)) > 0, lim infn→∞ d( f
n
0 (1), f
n
0 (p)) > 0 and lim infn→∞ d( f
n
0 (0), f
n
0 (1)) > 0 for any p ∈ S, while
A ∩ {0, 1} ≠ ∅. 
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