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A NEW GENERALIZATION OF THE LELONG NUMBER.
ARON LAGERBERG
ABSTRACT. We will introduce a quantity which measures the singularity of a plurisubharmonic
function ϕ relative to another plurisubharmonic function ψ, at a point a. We denote this quantity
by νa,ψ(ϕ). It can be seen as a generalization of the classical Lelong number in a natural way:
if ψ = (n − 1) log | · −a| where n is the dimension of the set where ϕ is defined, then νa,ψ(ϕ)
coincides with the classical Lelong number of ϕ at the point a. The main theorem of this article
says that the upper level sets of our generalized Lelong number, i.e. the sets of the form {z :
νz,ψ(ϕ) ≥ c} where c > 0, are in fact analytic sets, provided that the weight ψ satisfies some
additional conditions.
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1. INTRODUCTION
In what follows, we let Ω denote an open subset of Cn, ϕ a plurisubharmonic function in Ω,
and ψ a plurisubharmonic function in Cn. When we are dealing with constants, we often let the
same symbol denote different values when the explicit value does not concern us. The object of
this paper is to introduce a generalization of the classical Lelong number: The quantity we will
consider depends on two plurisubharmonic functions ϕ, ψ and it will be a measurement of the
singularity of ϕ relative to ψ. Moreover, if we let ψ(z) = (n − 1) log |z − a| we get back the
classical Lelong number of ϕ at the point a. The main theorem of this paper (Theorem 3.5) tells
us that this generalized Lelong number satisfies a semi-continuity property of the same type as
the classical Lelong number does, namely, its super level-sets define analytic varieties. Also, we
investigate what further properties this quantity satisfies. The paper is organized as follows: in
this introduction we define the generalized Lelong number and discuss the motivation behind it.
In section (2) we explore some basic properties and examples of the generalized Lelong num-
ber, obtaining as corollaries classical results concerning the classical Lelong number. Section 3
concerns the theorem stating that the upper level-sets of the generalized Lelong number defines
an analytic set. In section 4 we prove a theorem due to Demailly, which states that one can
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approximate plurisubharmonic functions well with Bergman functions with respect to a certain
weight. Using a different weight we obtain a slightly better estimate. In section 5 we relate our
generalized Lelong number to another generalization due to Kisleman (cf. [6]).
Let us begin by recalling some relevant definitions. For r > 0 define
(1.1) ν(ϕ, a, r) := sup|z−a|=r ϕ(z)
log r
.
The function in the nominator can actually be seen to be a convex function of log r (cf. [7]).
Furthermore, the fraction is increasing in r, and so the limit as r tend to 0 exists:
Definition 1. The (classical) Lelong number of ϕ at a ∈ Ω is defined as
(1.2) ν(ϕ, a) = lim
r→0
ν(ϕ, a, r).
As can be seen from the definition, the Lelong number compares the behaviour of ϕ to that of
log(|z − a|), as z → a. In fact (cf. [6]), the following is true: if ν(ϕ, a) = τ then, near the point
a,
(1.3) ϕ(z) ≤ τ log |z − a|+O(1),
and τ is the best constant possible. Two other ways to represent the classical Lelong number are
given by the following equalities:
ν(ϕ, a) = lim inf
z→a
ϕ(z)
log |z − a|
and
ν(ϕ, a) = lim
r→0
∫
B(a,r)
(ddcϕ(z)) ∧ (ddc log |z − a|2)n−1.
The first of these equalities is a simple consequence of (1.1) (cf.[8]), while the other follows
from Stokes’ theorem (cf.[3]). Two generalizations of the Lelong number, due to Rashkovskii
and Demailly respectively, come from exchanging log |z − a| for a different plurisubharmonic
function ψ in the charactarizations of the Lelong number above (cf [8] and [3] respectively). To
that effect, the relative type of ϕ with respect to a function ψ is given by
(1.4) σa(ϕ, ψ) = lim inf
z→a
ϕ(z)
ψ(z − a) ,
and Demailly’s generalized Lelong number of ϕ with respect to ψ is given by
(1.5) νDemailly(ϕ, ψ) = lim
r→0
∫
ψ<log r
(ddcϕ) ∧ (ddcψ)n−1.
Of course, in each of the definitions above, ψ needs to satisfy some regularity conditions; for our
discussion it suffices to assume that eψ is continuous and {ψ = −∞} = {0}.
The inspiration for this article comes from an observation made by Berndtsson, who in the article
[1] relates the classical Lelong number to the convergence of a certain integral:
3Theorem 1.1. For a ∈ Ω,
νa(ϕ) ≥ 1⇐⇒
∫
a
e−2ϕ(ζ)−2(n−1) log |ζ−a|dλ(ζ) = +∞.
We will giva a simplified proof of this Theorem in section 2. Using this result, assuming νa(ϕ) =
τ so that νa(ϕ/τ) = 1, we see that∫
a
e−2
ϕ(ζ)
s
−2(n−1) log |ζ−a|dλ(ζ) =
∫
a
e−2
τϕ(ζ)
sτ
−2(n−1) log |ζ−a|dλ(ζ)
is infinite iff s ≤ τ . Thus Theorem 1.1 implies that the classical Lelong number coincides with
the number given by
inf {s > 0 : ζ 7→ e− 2ϕ(ζ)s −2(n−1) log|ζ−a| ∈ L1Loc(a)}.
In [1] the following generalization of the classical Lelong number is indicated:
Definition 2. The generalized Lelong number of ϕ at a ∈ Ω with respect to a plurisubharmonic
function ψ, is defined as
νa,ψ(ϕ) = inf {s > 0 : ζ 7→ e−
2ϕ(ζ)
s
−2ψ(ζ−a) ∈ L1Loc(a)}.
Obviously, some condition regarding the integrability of e−2ψ is needed for the definition to
provide us with something of interest; for our purpose, it is sufficient to assume that
(1.6) e−2(1+τ)ψ ∈ L1Loc(a),
for some τ > 0. We single out the following special case of the generalized Lelong number:
Definition 3. For t ∈ [0, n) we define
νa,t(ϕ) = inf {s > 0 : ζ 7→ e−
2ϕ(ζ)
s
−2t log|ζ−a| ∈ L1Loc(a)},
that is, νa,t(ϕ) := νa,ψ(ϕ), with ψ = t log |ζ − a|.
Theorem 1.1 shows that νa,n−1 equals the classical Lelong number, which we sometimes will
denote by just νa. For t = 0, νa,t = νa,0 equals another well known quantity, the so called
integrability index of ϕ at a. Thus νa,t can be regarded as a family of numbers which interpolate
between the classical Lelong number and the integrability index of ϕ, as t ranges between 0 and
n− 1. One should put this in context with the following important inequality, due to Skoda (cf.
[10]):
Theorem 1.2. (Skoda’s inequality) For ϕ ∈ PSH(Ω),
(1.7) νz,0(ϕ) ≤ νz,n−1(ϕ) ≤ nνz,0(ϕ).
Later, we will prove the following generalization of Skoda’s inequality:
νz,0(ϕ) ≤ νz,n−1(ϕ) ≤ (n− t)νz,t(ϕ) ≤ nνz,0(ϕ).
Remark 1. Observe that when n = 1 the Lelong number and integrability index of a function
coincide. This follows from, for instance, Theorem 1.1. 
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A well known important result concerning classical Lelong numbers, due to Siu (cf. [9]), is the
following:
Theorem 1.3. The sets {z ∈ Ω : νz(ϕ) ≥ τ} are analytic subsets of Ω, for τ > 0.
In fact both the relative type and Demailly’s generalized Lelong number defined above, enjoy
similar analyticity properties, provided that e2ψ is Hölder continuous. A natural question arises:
does an equivalent statement to Siu’s analyticity theorem hold for Berndtsson’s generalized Le-
long number? More precisely, are the sets
{z ∈ Ω : νz,ψ(ϕ) ≥ τ}
analytic for τ > 0? In the case where the weight e2ψ is Hölder continuous the affirmative answer
is the content of theorem 3.5. The main idea of the proof is due to Kiselman (cf.([6])) and consists
in his technique of "attenuating the singularities of ϕ". However, this is here done in a differ-
ent manner than in [6], following results from [1]. Attenuating the singularities means that we
construct a plurisubharmonic function Ψ satisfying the following properties: if the generalized
Lelong number of ϕ is large then its classical Lelong number is positive, and if the generalized
Lelong number of ϕ is small then its classical Lelong number vanishes. Using this function we
can then realize the set {z ∈ Ω : νz,ψ(ϕ) ≥ τ} as an intersection of analytic sets, which by basic
properties of analytic sets is analytic.
Acknowledgements: I would like thank my advisor Bo Berndtsson for introducing me to the
topic of this article, for his great knowledge and inspiration, and for his continuous support.
2. PROPERTIES AND EXAMPLES
We begin with listing some properties which the generalized Lelong number satisfies.
Lemma 2.1. Let ϕ, ϕ′ ∈ PSH(Ω), and assume that ψ satisfies (1.6) . Then
(1) For c > 0 , νa,ψ(cϕ) = cνa,ψ(ϕ).
(2) If ϕ ≤ ϕ′ on some neighbourhood of a ∈ Ω, then νa,ψ(ϕ) ≥ νa,ψ(ϕ′).
(3) νa,ψ(ϕ+ ϕ′) ≤ νa,ψ(ϕ) + νa,ψ(ϕ′).
(4) νa,ψ(max(ϕ, ϕ′)) ≥ min(νa,ψ(ϕ), νa,ψ(ϕ′)).
(5) Assume that νa,0(ϕ) ≤ σa(ϕ, ψ) := σ, where σa(, ) denotes the relative type as defined
by (1.4). Then,
νa,ψ(ϕ) ≤ νa,0(ϕ)
1− νa,0(ϕ)
σ
.
If νa,0(ϕ) > σa(ϕ, ψ) then νa,ψ(ϕ) = 0.
Proof. The first properties, (1) and (2), are immediate consequences of the definition.
(3): Let s0 > νa,ψ(ϕ) and s′0 > νa,ψ(ϕ′). Put
p =
s0 + s
′
0
s0
, q =
s0 + s
′
0
s′0
5so that 1
p
+ 1
q
= 1. Hölder’s inequality with respect to the finite measure e−2ψdλ on some
neighbourhood U of a, gives us:∫
U
e
−2 ϕ+ϕ
′
s0+s
′
0
−2ψ(ζ−a) ≤
(∫
U
e
−2 ϕ
s0
−2ψ(ζ−a)
)1/p(∫
U
e
−2ϕ
′
s′0
−2ψ(ζ−a)
)1/q
< +∞
due to our choice of s0 and s′0. Thus νa,ψ(ϕ + ϕ′) ≤ s0 + s′0. Since we can choose s0 and s′0
arbitrarily close to νa,ψ(ϕ) and νa,ψ(ϕ′) respectively, we are done.
(4): Let s0 < νa,ψ(ϕ) and s′0 < νa,ψ(ϕ′), and let s = min(s0, s′0). Then∫
U
e−2
max(ϕ,ϕ′)
s
−2ψ(ζ−a) =∞.
Thus νa,ψ(max(ϕ, ϕ′)) ≥ s. The statement follows.
(5): In [8] it is deduced that
ϕ(z) ≤ σa(ϕ, ψ)ψ(z) +O(1),
as z → a ( cf. (1.3)). Thus, if we choose r > 0 small enough, and σ ≤ νa,0(ϕ),∫
B(a,r)
e−2
ϕ(ζ)
s
−2ψ(ζ−a) ≤ C
∫
B(a,r)
e−2
ϕ(ζ)
s
−2
ϕ(ζ)
σ
which is finite if (remember that νa,0 denotes the integrability index)
1
s
+
1
σ
<
1
νa,0(ϕ)
⇔ s > νa,0(ϕ)
1− νa,0(ϕ)
σ
.
Thus we obtain:
ν(ϕ, ψ) ≤ νa,0(ϕ)
1− νa,0(ϕ)
σ
.
On the other hand, it is evident that if σ > νa,0(ϕ) then the integral above will always be infinite,
whence ν(ϕ, ψ) = 0. 
We proceed by listing properties the special case νz,tψ satisfies:
Lemma 2.2. For ϕ, ψ plurisubharmonic we have:
(1) The function
t 7→ 1
νz,tψ(ϕ)
is concave while
t 7→ νz,tψ(ϕ)
is convex.
(2) If ψ is such that e−2nψ /∈ L1Loc(0) then the function
t 7→ (n− t)νz,tψ(ϕ)
is decreasing.
(3) The following inequalities hold:
(2.1) νz,0(ϕ) ≤ νz,n−1(ϕ) ≤ (n− t)νz,t(ϕ) ≤ nνz,0(ϕ).
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Proof. (1): Assume z = 0 and put
f(t) = 1/ν0,t(ϕ) = sup{s > 0 : e−s2ϕ−2tψ ∈ L1Loc(0)}.
By the definition of concavity, we need to show that for every a, b ∈ [0, n) and λ ∈ (0, 1) the
inequality
f(λa+ (1− λ)b) ≥ λf(a) + (1− λ)f(b)
holds. Applying Hölder’s inequality once again, with p = 1/λ, q = 1/(1− λ), we see that∫
0
e−2(λf(a)+(1−λ)f(b))ϕ−2(λa+(1−λ)b)ψ ≤ ( ∫
0
e−2f(a)ϕ−2aψ
)λ( ∫
0
e−2f(b)ϕ−2bψ
)1−λ
,
which implies that f(λa+ (1− λ)b) ≥ λf(a) + (1− λ)f(b) . Thus f is a concave function of t.
The exact same calculations with f(t) = ν0,tψ(ϕ) give convexity of t 7→ νz,tψ(ϕ). Note however
that this statement is weaker than saying that t 7→ 1
νz,tψ(ϕ)
is concave.
(2): One can show that if f(t) ≥ 0 is a concave function with f(0) = 0, then t 7→ f/t is
decreasing. Since t 7→ 1/ν0,(n−t)ψ(ϕ) is concave by property (1) and is equal to 0 for t = 0 by
the condition on ψ, we see that
1
tν0,(n−t)ψ(ϕ)
is decreasing. This implies that t 7→ (n− t)ν0,tψ(ϕ) is a decreasing function.
(3): If we accept Skoda’s inequality (1.7), the only new information is the inequality
ν0,n−1(ϕ) ≤ (n− t)ν0,t(ϕ) ≤ nν0,0(ϕ)
which follows immediately from property (2) with ψ = log | · |, that is, the fact that t 7→ (n −
t)ν0,t(ϕ) is decreasing in t. 
Remark 2. The proof of property (1) in Lemma 2.2 can easily be adapted to show that something
stronger holds: the function
ψ 7→ 1
νz,ψ(ϕ)
is concave on the set of plurisubharmonic functions ψ.

We proceed by calculating two special cases of the generalized Lelong number, which will give
us some insight to what it measures.
Example 1. We calculate ν0,t(ϕ) where ϕ(z1, ..zn) = 12 log(z1z¯1 + ...zkz¯k) where k lies between
1 and n. Thus we want to decide for which s > 0 the following integral goes from being finite
into being infinite: ∫
∆
dλ
|z1z¯1 + ...zkz¯k|1/s|z|2t ,
where ∆ is some arbitrarily small polydisc containing the origin. In this integral we put z′′ =
(zk+1, ..zn) and introduce polar coordinates with respect to z′ = (z1, ..zk) to obtain that it is equal
to
(2.2) C
∫
∆′′
∫ 1
0
R2k−1−2/s
|R2 + |z′′|2|tdRdλ(z
′′),
7were C is some contant depending only on the dimension. This integral is easily seen to be finite
if and only if 2k − 2/s > 0 and 2k − 2t− 2/s > 2k − 2n. In other words
ν0,t(log(z1z¯1 + ...zkz¯k)) = max(
1
k
,
1
n− t).

This example shows that when we look at sets of the type {z1 = ... = zk = 0} in Cn the
generalized Lelong number, as a function of t, thus senses the (co-)dimension of the set: it is
constant, and equal to the integrability index of 1
2
log(z1z¯1 + ...zkz¯k), when t is so small so that
n − t is larger than k - the co-dimension of the set - and then grows linearly to 1, which is the
Lelong number of 1
2
log(z1z¯1 + ...zkz¯k).
Example 2. Next we compute ν0,t(ϕ) for ϕ(z1, ..zn) = log(zα11 · · · zα1k ) for 1 ≤ k ≤ n and
(α1, .., αk) ∈ Nk, αi 6= 0. Thus we want to study the following integrals behaviour with respect
to s: ∫
∆
dλ
|zα11 · · · zαkk |2/s|z|2t
.
Using Fubini’s thorem and changing to polar coordinates in each of the variables z1 to zk we
obtain: ∫
∆′′
∫
Rk∩U
r
1−2α1/s
1 · · · r1−2αk/sk dr1 · · · drk
|r21 + ... + r2k + |z′′|2|t
dλ(z′′)
for some open set U in Rk. We put N =
∑
αi and in the inner integral we change to polar
coordinates in Rk and obtain an integral of the same magnitude:∫
∆′′
∫ r
0
R2k−1−2N/s
|R2 + |z′′|2|tdRdλ(z
′′) ·
∫
Sk−1
ω
1−2α1/s
1 · · ·ω1−2αk/sk dσ(ω),
for some r > 0. In the previous example saw that the transition into being infinite for the first
integral (with s replaced by s/N) was obtained for s = max(N
k
, N
n−t
). The second integral can
be computed using gamma functions, and in fact equals∏k
i=1 Γ(
2−2αi/s
2
)
Γ( |α|+k
2
)
;
hence the integral diverges for 1 − 2αi/s = −m for m > 0 (if the other factors are non-zero).
However, the condition on s becomes s = maxαi
1+m
≤ N
k
, which will not give any contribution to
s = max(N
k
, N
n−t
). Putting it together we see that:
ν0,t(log(z
α1
1 · · · zα1k )) = max(
∑
αi
k
,
∑
αi
n− t).

When we are looking on sets of the form {z1 · · · zk = 0}, which is the union of the k coordinate
planes {zk = 0} (corresponding to the function ϕ = log |z1 · · · zk|), the generalized Lelong
number thus senses how many coordinate planes the union is taken over.
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Remark 3. These two examples show us that the two leftmost inequalities in (2.1) are sharp.
More precisely: using ϕ from example 1, we see that if t = n− k,
ν0,n−1(ϕ) ≤ (n− t)ν0,t(ϕ)⇔ 1 ≤ n− t
k
⇔ 1 ≤ 1.
However, if ϕ is as in example 2, with t = n− k we see that
(n− t)ν0,t(ϕ) ≤ nν0,0(ϕ)⇔
∑
i
αi ≤
∑
i
αi.

We now use our generalized Lelong number to obtain a classical result, namely, that νa,t is
invariant under biholomorphic coordinate changes.
Proposition 2.3. If f : Ω→ Ω is biholomorphic, f(0) = 0 and det f ′(0) 6= 0, then
ν0,t(ϕ ◦ f) = ν0,t(ϕ).
Proof. By a change of coordinates we get∫
0
e−
2
s
ϕ◦f(ζ)−2t log |ζ|dλ(ζ) =
∫
0
e−
2
s
ϕ(z)−2t log |f−1(z)|| det f ′(z)|−1dλ(z).
Around the origin we have that |f−1(z)| is comparable to |z| and thus the last integral is of the
same magnitude as ∫
0
e−
2
s
ϕ(z)−2t log |z| 1
| det f ′(z)|dλ(z).
Since C > 1
| det f ′(·)|
> c > 0 in some neighbourhood of the origin, the first integral is infinite iff∫
0
e−
2
s
ϕ(ζ)−2t log |ζ|dλ(ζ) =∞.
In other words,
ν0,t(ϕ ◦ f) = ν0,t(ϕ).

Since for t = n− 1 we get the classical Lelong number, we obtain as a corollary the theorem of
Siu found in [9]:
Corollary 2.4. The classical Lelong number is invariant under biholomorphic changes of coor-
dinates.
Example 3. Let V ⊂ Ω be a variety and pick a point x ∈ V where V is smooth. We can then
find a neigbourhood U of x and f1, ..., fk ∈ O(U) such that
V ∩ U = {f1 = ... = fk = 0}.
Since V was smooth at x, we can change coordinates via a function g : U → U such that in these
new coordinates
V ∩ U = {z1 = ...zl = 0}
9for some l ≤ k. This means that fi ◦ g = zi for 1 ≤ i ≤ l and fi ◦ g = 0 for i ≥ l. By proposition
2.3 we have that
νx,t(
k∑
1
|fi|2) = νx,t(
l∑
1
|zi|2),
and thus, by example 1 we see that νx,t(
∑k
1 |fi|2) senses the co-dimension of V at x. 
When considering the generalized Lelong number, our next technical lemma shows that we can
"move" parts of the singularity from the plurisubharmonic function to the weight, provided the
singularity is sufficiently large:
Lemma 2.5. Let δ > 0, and ψ be a plurisubharmonic function such that e−2(1+τ)ψ ∈ L1Loc(0),
for some τ > 0. If νa,ψ(ϕ) = 1 + δ, then with 0 < ǫ < τδ we have that∫
a
e−2ϕ(ζ)−2(1−ǫ)ψ(ζ−a) =∞.
Proof. The hypothesis implies that for every neighbourhood U of a,∫
U
e−
2ϕ(ζ)
1+δ′
−2ψ(ζ−a) =∞,
when δ′ < δ. The function ζ 7→ e−2(1−ǫ)ψ(ζ−a) is locally integrable around a, and we apply
Hölder’s inequality with respect to the measure e−2(1−ǫ)ψ(ζ−a)dλ(ζ) on U , with p = 1 + δ′ and
q = 1+δ
′
δ′
, to obtain∫
U
e−
2ϕ(ζ)
1+δ′
−2ψ(ζ−a)dλ(ζ) =
∫
U
e−
2ϕ(ζ)
1+δ′ e−2(1−ǫ)ψ(ζ−a)e−2ǫψ(ζ−a)dλ(ζ) ≤
≤
(∫
U
e−2ϕ(ζ)e−2(1−ǫ)ψ(ζ−a)dλ(ζ)
)1/p(∫
U
e−2(ǫq+1−ǫ)ψ(ζ−a)dλ(ζ)
)1/q
.
Since the left hand side is infinite by hypothesis, and the second integral on the right hand side
converges (after possibly shrinking U , since ǫq + 1− ǫ ≤ 1 + τ , if ǫ < δ′τ ), we see that(∫
U
e−2ϕ(ζ)−2(1−ǫ)ψ(ζ−a)dλ(ζ)
)1/p
=∞.
This implies the desired conclusion, since δ′ can be choosen arbitrarily close to δ. 
We will now give a proof of the Skoda inequality (1.7), based on the Oshawa-Takegoshi extension
theorem, learned in a private communication with Mattias Jonsson. We will also use the same
technique to give a simple proof of Theorem 1.1.
We begin by recalling the statement of the Oshawa-Takegoshi theorem (see e.g. [2]): Assume
V is a smooth hypersurface in Cm which in local coordinates can be written as V = {zn = 0},
and let U be a neighbourhood in Cm whose intersection with V is non-empty. We also assume ϕ
is such that
∫
V
e−2ϕ < ∞. Then, if h0 ∈ O(V ∩ U), there exists a h ∈ O(U) with h = h0 on V
which satisfies the following estimate:
(2.3)
∫
U
|h|2e−2ϕ
|zn|2−2δ ≤ Cδ
∫
U∩V
|h0|2e−2ϕ,
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for 0 < δ < 1 and some constant Cδ depending only on U , δ and ϕ.
The hard part of Skoda’s inequality, and the part we will show, is the implication νz,n−1(ϕ) <
1⇒ νz,0(ϕ) < 1. We record the core of the argument as a lemma.
Lemma 2.6. Let ϕ ∈ PSH(Ω) and let x ∈ Ω. Assume there exists a complex line L through x
for which ∫
L∩Ω
e−2ϕ <∞,
then there exists a neighbourhood ω ⊂ Ω of x, for which∫
ω
e−2ϕ <∞.
That is, in order to prove that e−2ϕ is locally integrable at a point, we need only to find a complex
line where the statement holds.
Proof. It suffices, of course, to prove this for x = 0. Assume L is a complex line through
the origin for which
∫
L∩Ω
e−2ϕ|L < ∞. Applying the Ohsawa-Takegoshi extension theorem
inductively, we can extend the function 1 ∈ L2(L ∩ Ω, e−ϕ|L)⋂O(L ∩ Ω) to a function h ∈
L2(Ω, e−ϕ)
⋂O(Ω), where Ω is a neighbourhood in Cn, with a bound on the L2 norm:∫
Ω
|h|2e−2ϕ ≤ C
∫
Ω
⋂
L
e−2ϕ|L < +∞
for some constant C. This inequality is obtained from (2.3) by just discarding the denominator
figuring in the left-hand-side integral. Since h is equal to 1 on L, the quantity |h|2 is comparable
to 1 in a neighbourhood ω of the origin. Thus we obtain:∫
ω
e−2ϕ < +∞
which is what we aimed for. 
Proof of Skoda’s inequality:
Remember, we want to prove the implication νz,n−1(ϕ) < 1 ⇒ νz,0(ϕ) < 1. To that effect,
assume νz,n−1(ϕ) < 1. It is well known that the Lelong number (at the origin) of a function ϕ
is equal to the Lelong number of the same function restricted to a generic complex line passing
through the origin (we will prove this later, see lemma 2.10), which coincides with the integra-
bility index on that line. Thus we can find a complex line L for which
∫
Ω
⋂
L
e−2ϕ|L < +∞ and
so by lemma (2.6) we see that νz,0(ϕ) < 1.
One might hope that knowledge of the dimension of the set where νz,n−1(ϕ) ≥ c would enable us
to sharpen the estimate of Skoda’s inequality. The following example shows that unfortunately
this information is not sufficient to succeed.
Example 4. Let n = 2 and ϕ(z1, z2) = log(|z1|2 + |z2|2a). Then one calculates:
11
• ν0,n−1(ϕ) = 2,
• ν0,0(ϕ) = 21+1/a ,
• {z : νz,n−1(ϕ) ≥ 1} = {0}.
This is the best scenario possible: the dimension of the upper-level set of the Lelong number
is 0 and still the lower bound of the Skoda inequality is sharp, which one realizes by letting
a→∞. 
Let us see how we can apply the full strength of the estimate (2.3) of the Ohsawa-Takegoshi
theorem to obtain a proof of Theorem 1.1. We recall the statement of Theorem 1.1:
νa(ϕ) ≥ 1⇐⇒
∫
a
e−2ϕ(ζ)−2(n−1) log |ζ−a|dλ(ζ) = +∞.
Assume a = 0, and let Ω be a small neighbourhood of the origin in Cn, and let ϕ ∈ PSH(Ω)
satisfy ν0(ϕ) < 1. Then we know that the restriction of e−2ϕ to a generic complex line is
integrable. However, since a rotation of ϕ will not effect ϕ’s integrability properties in Cn, we
may assume that the line is given by {z2 = ... = zn = 0}. In fact we can assume that ϕ is
integrable along every coordinate axis. Thus ϕ satisfies
(2.4)
∫
{z2=...=zn=0}∩Ω
e−2ϕdλ1 < +∞.
We want to prove that ∫
0
e−2ϕ(ζ)−2(n−1) log |ζ|dλ(ζ) < +∞.
If we consider the constant function 1 as an element ofO(C∩Ω) then, by the argument above, we
obtain a function h ∈ O(C2 ∩ Ω), comparable to 1 in Ω, thus aquiring the following inequality:∫
C2∩Ω′
e−2ϕ
|z1|2−2δ ≤ Cδ
∫
C∩Ω
e−2ϕ < +∞,
with Ω′ ⊂ Ω. Since 0 < δ < 1 the function ϕ + (1 − δ) log |z1| is plurisubharmonic in Ω. Thus
we can repeat the argument with ϕ exchanged for ϕ+ (1− δ) log |z1| to obtain:∫
C3∩Ω′′
e−2ϕ
|z1|2−2δ|z2|2−2δ ≤ Cδ
∫
C2∩Ω
e−2ϕ
|z1|2−2δ < +∞,
with Ω′′ ⊂ Ω′. Iterating this procedure it is easy to realise that, after possibly shrinking Ω, we
obtain the inequality
(2.5)
∫
Ω
e−2ϕ
|z1|2−2δ...|zn−1|2−2δ ≤ Cδ
∫
Cn−1∩Ω
e−2ϕ
|z1|2−2δ...|zn−2|2−2δ < +∞.
Using the trivial estimate ∫
Ω
e−2ϕ
|z|2(n−1)(1−δ) ≤
∫
Ω
e−2ϕ
|z1|2−2δ...|zn−1|2−2δ
we see that ∫
Ω
e−2ϕ−2(n−1)(1−δ) log |z| ≤ Cδ < +∞, ∀δ > 0,
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which, by lemma 2.5 with ψ(ζ) = (n− 1) log |ζ |, implies that∫
Ω
e−2
ϕ
1+δ(n−1)
−2(n−1) log |z| ≤ Cδ < +∞, ∀δ > 0.
In this argument, since ν0(ϕ) < 1, we can exchange ϕ for ϕ1−r , where r > 0, and still have
ν0(
ϕ
1−r
) < 1. Thus, the hypothesis implies that ν0,n−1(ϕ) < 1.
The other direction is simpler: by introducing polar coordinates we see that∫
a
e−2ϕ(ζ)−2(n−1) log |ζ−a|dλ(ζ) = C
∫
ω∈S2n−2
∫
t∈C,|t|<1
e−2ϕ(a+tω).
If νa(ϕ) ≥ 1 then the integral of ϕ over almost every complex line through a is infinite, and
thus the above integral is infinite which is the same as saying ν0,n−1(ϕ) ≥ 1. We have proved
Theorem 1.1.
We will now describe the relation between the generalized Lelong number νa,k and restrictions to
linear subspaces of dimension k. In order to do this, we will have to recall the natural measure on
the Grassmannian induced by the Haar measure on U(n), where U(n) denotes the unitary group
of Cn. Also, let ϑ denote the unique, unit Haar measure on U(n). Then we can define a measure
dµ on the GrassmannianG(k, n) - the set of k−dimensional subspaces of Cn - by setting for some
fixed V ∈ G(k, n), and A ⊂ G(k, n) the mass of A to be µ(A) = ϑ(M ∈ U(n) : MV ∈ A).
This means that if P : U(n)→ G(k, n) is the function P (M) = MV , then
µ = P∗(ϑ).
The measure µ is easily seen to be invariant under actions of U(n), that is, µ(MA) = µ(A) if
M ∈ U(n), and also to be independent of our choice of V . For f a function defined on G(k, n),
we have ∫
T∈G(k,n)
f(T )dµ =
∫
M∈U(n)
f(MV )dϑ.
We deduce that, for g ∈ C∞c (Cn),∫
T∈G(k,n)
∫
T
g(z)dλkdµ =
∫
M∈U(n)
∫
MV
g(z)dλkdϑ
where λk is the k−dimensional Lebesgue measure. After changing to polar coordinates the above
integral becomes ∫ ∞
0
∫
M∈U(n)
∫
S2k−1
MV
ρ2k−1g(ρω)dS(ω)dϑdρ,
where S2k−1MV denotes the (2k − 1)−dimensional sphere in the k−dimensional subspace defined
by MV . Consider the linear functional on C(ρS2n−1), defined by
(2.6) Iρ(g) := ρ2n−1
∫
M∈U(n)
∫
S2k−1
MV
g(ρω)dS(ω)dϑ.
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Notice that, even though this functional is defined for functions on S2n−1 while the integration
takes place on the sphere S2k−1, it is invariant under rotations on the sphere S2n−1.
By the Riesz representation theorem, this functional is given by integration against a measure dγ
on ρS2n−1, i.e.,
(2.7) Iρ(g) =
∫
ρS2n−1
g(ω)dγ(ω),
where, since Iρ is rotational invariant, the measure dγ is rotational invariant as well. Thus dγ is
equal to the surface measure on ρS2n−1 multiplied with a constant c(ρ). This constant is easily
determined by evaluating Iρ(1) using the two expressions (2.6),(2.7) above (remember that ϑ was
normalized so that ϑ(U(n)) = 1) :
ρ2n−1c(ρ) = Iρ(1) = ρ
2n−1
∫
S2k−1MV
dS(ω).
So c(ρ) = ck =
∫
S2k−1
dS(ω) and is therefore independent of ρ.
Thus we see that the integral∫
T∈G(k,n)
∫
T
g(z)dλkdµ =
∫ ∞
0
ρ2(k−n)Iρ(g)dρ
is equal to
ck
∫ ∞
0
ρ2(k−n)
∫
ρS2n−1
g(ω)dS(ω)dρ = ck
∫
Cn
|z|2(k−n)g(z)dλn
Exchanging g(z) for g(z)|z|2(n−k) we have proven the following formula, which generalizes the
formula for changing to polar coordinates in an integral:
Lemma 2.7. For g an integrable function,∫
Cn
gdλn = c
−1
k
∫
T∈G(k,n)
∫
T
|z|2(n−k)g(z)dλkdµ.
Proof. We have proven the formula under the condition that g ∈ C∞c (Cn). The general case
follows by approximating an arbitrary integrable function g by functions in C∞c (Cn) . 
Of course, a similar formula holds if we instead consider k−planes through some arbitrary point
a ∈ Cn, and in the above discussion assume the spheres to be centered around the point a. This
remark applies to the following result as well:
Proposition 2.8. Let k be an integer between 0 and n−1. Then ν0,n−k(ϕ) < 1⇐⇒ ν0,0(ϕ|T ) < 1
for almost every T ∈ G(k, n)⇐⇒ ν0,0(ϕ|T ) < 1 for some T ∈ G(k, n).
Proof. The assumption ν0,n−k(ϕ) < 1 means that∫
B(0,r)
e−2
ϕ(ζ)
1−δ
−2(n−k) log(|ζ|)dλn < +∞
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for some r > 0, and δ > 0 small. Using lemma 2.7 this integral equals∫
T∈G(k,n)
∫
B(0,r)∩T
e−2
ϕ(ζ)
1−δ dλkdµ.
Thus
∫
B(0,r)∩T
e−2
ϕ(ζ)
1−δ dλk must be finite for almost every T (since by the lemma, dµ is a multiple
of the Lebesgue measure), which implies that ν0,0(ϕ|T ) < 1 for almost every T ∈ G(k, n).
This, of course, implies that ν0,0(ϕ|T ) < 1 for some T ∈ G(k, n). On the other hand, if∫
B(0,r′)∩T
e−2
ϕ(ζ)
1−δ dλk < +∞ for some T and δ > 0, then the exact same argument involved
in proving the Skoda inequality (using the Ohsawa-Takegoshi theorem), shows that in fact∫
B(0,r)
e−2
ϕ(ζ)
1−δ′
−2(n−k) log |z|dλn < +∞,
for some small δ′ > 0. This implies that ν0,n−k(ϕ) < 1. 
A similar argument gives us the following classical statement (cf. [9]):
Theorem 2.9. For a generic V ∈ G(k, n) we have that
ν0,n−1(ϕ) = ν0,k−1(ϕ|V ).
Proof. Assume ν0,n−1(ϕ) < 1. Then by Lemma 2.7, with g(ζ) = exp(−2ϕ(ζ)−2(n−1) log |ζ |)
we get that for some small δ > 0,
+∞ >
∫
B(0,r)
e−2
ϕ(ζ)
1−δ
−2(n−1) log|ζ|dλn =
∫
V ∈G(k,n)
∫
B(0,r)∩V
e−2
ϕ(ζ)
1−δ
−2(k−1) log|ζ|dλkdµ.
Thus ν0(ϕ|V ) < 1 for a generic V ∈ G(k, n). The other direction is proved by using the same
Ohsawa-Takegoshi argument as before. 
Taking k = 1 we obtain again the classical result:
Theorem 2.10. For almost every complex line L through a point a,
νa(ϕ) = νa(ϕ|L).
That is, the Lelong number coincides with what it generically is on complex lines. Moreover,
νn−k coincides with the integrability index of ϕ restricted a generic k−plane.
3. THE ANALYTICITY PROPERTY OF THE UPPER LEVEL SETS OF THE GENERALIZED
LELONG NUMBER
In this section we prove that the upper level sets of our generalized Lelong number are analytic,
provided that the weight is "good enough". This we accomplish by considering the Bergman
function, whose definition we will soon recall. First, however, we begin with discussing what
properties the weight need to satisfy in order to be "good enough".
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• We say that a plurisubharmonic function ψ has an isolated singularity at the origin if there
exists an M > 0 such that
ψ(z) ≥M log |z|,
for z close to 0. It might be worth mentioning that in the case of analytic singularities, i.e., if
ψ = log |f | where f = (f1, .., fn) is a tuple of holomorphic functions with common intersection
locus at the a single point, the least of all M for which
log |f(z)| ≥ M log |z|
is called the Lojasiewicz exponent of f .
• We assume as before that
e−2(1+τ)ψ ∈ L1Loc(0),
for some τ > 0.
• We also assume that e2ψ is Hölder continuous with exponent α, at 0.
• Finally we assume that ν0(ψ) = l > 0, so that ψ carries some singularity at the origin.
Definition 4. We say that a plurisubharmonic function ψ is an admissible weight, and write
ψ ∈ W (τ, l,M, α) if it satisfies the four properties above.
Admissible weights satisfy the following property, which we will make use of in the proof of the
analyticity:
Lemma 3.1. Assume that e2ψ is Hölder continuous at the origin, with exponent α and satisfies
ψ ≥ M log |z| near the origin. Then there exists a R > 0 and a constant C > 0, such that for
every k ∈ N:
e−2ψ(ζ−a
′) ≥ Ce−2ψ(ζ)
where 2−(k−1) ≤ |ζ | ≤ 2−k and |a′|=2−Rk.
Proof. Fix k ∈ N. We want to show that
e−2ψ(ζ−a
′) ≥ Ce−2ψ(ζ)
for 2−(k−1) ≤ |ζ | ≤ 2−k and |a′|=2−Rk. Since |ζ |R ≥ c|a′| the assumption gives us that
e2ψ(ζ) ≥ |ζ |2M ≥ c|a′|α
if Rα ≥ 2M (which is a condition independent of k). Now, using the Hölder continuity, we
obtain
e2ψ(ζ−a
′) ≤ e2ψ(ζ) + |a′|α ≤ ce2ψ(ζ)
which implies
e−2ψ(ζ−a
′) ≥ Ce−2ψ(ζ),
for some contant C > 0.

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Example 5. Examples of plurisubharmonic functions which are admissible weights are given by
ψ = log
(
n∑
i=1
|fi|αi
)
where f = (f1, ..., fn) is an n−tuple of holomorphic functions with common zero locus at the
origin. Here we have to assume that αi > 0 are as small as needed in order for a τ > 0 to exist
for which
e−2(1+τ)ψ ∈ L1Loc(0).
Then eψ is Hölder continuous with Hölder exponent min(1, αi), and ψ have Lelong number
equal to minαiν0(log |fi|). Also, the Lojasiewicz exponent, which is the smallest M for which∑n
i=1 |fi|αi ≥ |z|M is easily seen to be finite. 
We now define the Bergman kernel with respect to a weight.
Definition 5. Let a ∈ Ω, ϕ ∈ PSH(Ω) and ψ ∈ W (τ, l,M, α). We define Ha = O(Ω) ∩
L2(Ω, e−2ϕ(·)−2ψ(·−a)), which is a separable Hilbert space. The Bergman kernel for a point z ∈ Ω
is defined as the unique function Bψa (ζ, z), holomorphic in ζ , satisfying
h(z) =
∫
Ω
h(ζ)Bψa (ζ, z)e
−2ϕ(ζ)−2ψ(ζ−a)dλ(ζ),
for every h ∈ Ha.
The existence of the Bergman kernel is a (rather easy) consequence of the Riesz representation
theorem for Hilbert spaces. Closely related to the Bergman kernel is the Bergman function:
Definition 6. For a ∈ Ω the Bergman function at a point ζ ∈ Ω is defined as
Bψa (ζ) := B
ψ
a (ζ, ζ).
We define
Λ(a) = {h ∈ O(Ω),
∫
Ω
|h(ζ)|2 e−2ϕ(ζ)−2ψ(ζ−a)dλ(ζ) ≤ 1}
that is, those functions in Ha of norm less than or equal to 1. Let us calculate the norm of
ζ 7→ Bψa (ζ, z):∥∥Bψa (·, z)∥∥2 =
∫
Ω
Bψa (ζ, z)B
ψ
a (ζ, z)e
−2ϕ(ζ)−2ψ(ζ−a)dλ(ζ) = Bψa (z, z),
which in particular implies that Bψa (z, z) is given by a non-negative real number. Consequently
s(ζ) =
Bψa (ζ, z)√
Bψa (z, z)
∈ Λ(z)
and so
(3.1) |s(z)|2 = Bψa (z).
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Also, we have that
(3.2) sup
h∈Λ(a)
|h(z)|2 = sup
h∈Λ(a)
|(h,Bψa (·, z))|2 =
∥∥Bψa (·, z)∥∥2 = Bψa (z),
where (, ) denotes the inner product in Ha, which gives us the following extremely useful char-
acterization of the Bergman function:
(3.3) Bψa (z) := sup{|h(z)|2 : h ∈ O(Ω),
∫
Ω
|h(ζ)|2 e−2ϕ(ζ)−2ψ(ζ−a)dλ(ζ) ≤ 1},
and (3.1) means that this supremum is actually realized by the function s.
Bergman functions enjoy several nice properties, and one, critical for our purposes, is provided
by the following theorem of Berndtsson (cf. [1]),
Theorem 3.2. If Ω is pseudoconvex, then the function (a, z) 7→ logBψa (z), is plurisubharmonic
in (a, z).
Thus we can talk about the Lelong number of the function z 7→ logBψz (z) in Ω, and the follow-
ing proposition relates it to the generalized Lelong number of ϕ. More specifically, it says that if
the generalized Lelong number of ϕ with respect to ψ is larger than 1, then the classical Lelong
number of z 7→ logBψz (z) is larger than 0, and if the generalized Lelong number is smaller than
1 the classical number is 0. In the terminology of Kiselman, we say that logBψz (z) attenuates the
singularities of ϕ.
Recall that by lemma (3.1) we can find a R > 0 for which
e−2ψ(ζ−a
′) ≥ Ce−2ψ(ζ)
for 2−(k−1) ≤ |ζ | ≤ 2−k and |a′|=2−Rk, for every k ∈ N.
Also, by lemma (2.5) we can choose an ǫ < δτ (arbitrarily close to δτ ) for which
(3.4)
∫
B(a,1/2N )
e−2ϕ(ζ)−2(1−ǫ)ψ(ζ−a) =∞,
if we fix an N > 0 large enough.
Proposition 3.3. Let δ > 0 be small and let Ω be an open and pseudoconvex set containing the
point a, and let ψ ∈ W (τ, l,M, α). Assume
νa,ψ(ϕ) = 1 + δ.
Then, with Cδ = δτl, the classical Lelong number of logBψ· (·) at a is larger than or equal to
Cδ/R , that is:
νa(logB
ψ
· (·)) ≥
Cδ
R
.
On the other hand, if we assume that
νa,ψ(ϕ) < 1,
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then
νa(logB
ψ
· (·)) = 0.
Without loss of generality, we can assume that a = 0. Recalling the definition of the classical
Lelong number, we see that we want to show that
(3.5) lim
r→0
sup|z|=r logB
ψ
z (z)
log r
≥ Cδ/R.
The idea of the proof is the following. The assumption ν0,ψ(ϕ) = 1 + δ essentially means that∫
0
e−2
ϕ
1+δ
−2ψ =∞.
Thus, the weight ϕ+ ψ has a rather large singularity at the origin. If we move the singularity of
ψ by translating it to an arbitrary point a′, then if a′ is small enough, the weight ϕ(ζ)+ψ(ζ−a′)
will have a rather large singularity at the point a′. As we will show, the singularity will actually
be so large that if h ∈ Λ(a′), that is if h is holomorphic and satisfies∫
Ω
|h(ζ)|2 e−2ϕ(ζ)−ψ(ζ−a′)dλ(ζ) ≤ 1,
then h is forced to be small at the point a′. In fact,
(3.6) |h(a′)|2 ≤ |a′|Cδ/R.
This would be enough to prove the proposition, but the following observations show that in fact
it will be enough to show something weaker. By Cauchy estimates we will see that it suffices
to find just some point z0 near the origin for which |h(z0)|2 ≤ |z0|Cδ , if h ∈ Λ(a′). This sim-
plifies things considerably. Also, since we, in (3.5), are dealing with a limit, it suffices to find a
sequence rk tending to 0, for which the inequality (3.5) holds. This means that instead applying
the above idea to arbitrary points a′ near the origin, we merely need to apply it to points of a
sequence ak tending to 0. We now turn to the details.
Lemma 3.4. Assume ν0,ψ(ϕ) = 1 + δ. Fix any sequence ak → 0 with |ak| = 2−Rk and for every
k choose a corresponding hk ∈ Λ(ak). Then {ak} contains asubsequence {akj}, for which there
exists bkj ∈ B(0, 2−kj) with,
|hkj (bkj )| ≤
∣∣bkj ∣∣Cδ .
Proof. The lemma is proven under the assumptionCδ = ǫl. The general case with Cδ = δτl then
follows, since ǫ can be choosen arbitrarily close to δτ . We will prove the lemma by arguing via
contradiction. The negation of the statement is the following: For every k larger than some finite
number, which we can assume to be the N figuring in (3.4),
|hk(ζ)| > |ζ |Cδ ,
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for every ζ ∈ B(0, 2−k). Let us assume this negation. Then, for every ak we have, since
hk ∈ Λ(ak),
1 ≥
∫
B(0,2−k)
|ζ |Cδ e−2ϕ(ζ)−2ψ(ζ−ak)dλ(ζ) ≥
∫
A(k)
|ζ |Cδ e−2ϕ(ζ)−2ψ(ζ−ak)dλ(ζ),
where A(k) denotes the annulus B(0, 2−k) \B(0, 2−k−1). Since for ζ ∈ A(k)
e−2ψ(ζ−ak) ≥ Ce−2ψ(ζ)
by lemma 3.1, we deduce that
(3.7) C ≥
∫
A(k)
|ζ |Cδ e−2ϕ(ζ)−2ψ(ζ)dλ(ζ).
Now, remember that ǫ was choosen so that
∞ =
∫
B(0,1/2N )
e−2ϕ(ζ)−2(1−ǫ)ψ(ζ)dλ(ζ).
Thus, by covering the ball B(0, 1/2N) by annuli B(0, 2−k) \B(0, 2−k−1), we get
∞ =
∫
B(0,1/2N )
e−2ϕ(ζ)−2(1−ǫ)ψ(ζ)dλ(ζ) ≤ C
∑
k
∫
A(k)
|ζ |2ǫl e−2ϕ(ζ)−2ψ(ζ)dλ(ζ)
≤ C
∑
k
2−kǫl
∫
A(k)
|ζ |ǫl e−2ϕ(ζ)−2ψ(ζ)dλ(ζ) ≤ (3.7) ≤ C
∑
k
2−kǫl < +∞,
where we in the first inequality use the fact that ν0(ψ) < l ⇒ e2ǫψ(ζ) ≤ C|ζ |2ǫl for |ζ | ≤ 2−N , if
N is large enough. This establishes the desired contradiction. 
Proof. (of Proposition (3.3)) Fix a point a ∈ Ω with |a| = 2−Rk for some k ∈ N, and choose
an h ∈ Λ(a), for which |h(b)| ≤ |b|Cδ for some b ∈ B(0, 2−k). We claim that in fact such an h
satisfies the following estimate:
(3.8) |h(a)| ≤ D|a|Cδ/R,
for some constant D ≥ 0 which does not depend on h nor k: Since ϕ and ψ are locally bounded
from above, every h ∈ Λ(a) satisfies:∫
Ω
|h(ζ)|2 dλ(ζ) ≤ C.
Thus, for Ω′ ⊂⊂ Ω, by applying Cauchy estimates on h, we see that
|h′(ζ)|2 ≤ C,
in Ω′, where C is some constant independent of k. By using a first order Taylor expansion of h,
we conclude that
|h(a)| ≤ |h(b)|+ C|a− b| ≤ |b|Cδ + C|b| ≤ D |a|Cδ/R ,
for some constant D ≥ 0 independent of h and k, as promised.
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Let us complete the proof: Assume that ν0,ψ(ϕ) = 1 + δ. Choose ρ > 0 and fix a sequence
{ak} ⊂ Ω with |ak| = 2−Rk satisfying the following:
sup
|z|=2−Rk
logBψz (z) ≤ logBψak(ak) + ρ,
for every k. In view of (3.1), which says that we can actually find a holomorphic function in Λ(z)
realising the Bergman function at z, we can find for each k, a funcion hk ∈ Λ(ak) for which
(3.9) hk(ak) = Bψak(ak).
By lemma (3.4) we can extract a subsequence {akj} with a corresponding sequence {bkj}, where
|bkj | = 2−kj , for which
|hkj (bkj)| ≤ |bkj |Cδ .
The estimate (3.8) implies that
logBψakj
(akj ) ≤ log |akj |Cδ/R +D.
Thus we obtain (observe that the denominator is negative),
lim
r→0
sup|z|=r logB
ψ
z (z)
log r
= lim
j→∞
sup|z|=2−Rkj logB
ψ
z (z)
log 2−Rkj
≥ lim
j→∞
logBψakj
(akj ) + ρ
log 2−Rkj
≥ Cδ/R,
and we are done in this case.
If νa(ϕ, ψ) < 1, then an application of Hörmanders L2-methods (cf. [5]) provides us with
an holomorphic function h, satisfying |h(a)|2 > 0, and the integral over Ω of h with respect to
the weight e−2ϕ(·)−2ψ(·−a) is less than 1. In view of (3.3) this implies that Bψa (a) > 0, hence
νa(ϕ, ψ) = 0.

We can now prove the analogue of Siu’s theorem for our generalized Lelong number, using an
argument due to Kiselman.
Theorem 3.5. Let Ω ∈ Cn be open and pseudoconvex and ϕ be a plurisubharmonic function in
Ω. Then if ρ > 0 ,
{z ∈ Ω : νz,ψ(ϕ) ≥ ρ}
is an analytic subset of Ω.
Proof. We first note that if ψ = 0 then νa,0(ϕ) is the same as the integrability index of ϕ for
which the conclusion of the theorem holds (see e.g. [6]). Using the notation of proposition 3.3
we define
Ψ(z) = 3n
logBψz (z)
Cδ/R
, z ∈ Ω.
The core of the proof is to show that
{z ∈ Ω : νz,ψ(ϕ) ≥ 1 + δ} ⊂ {z ∈ Ω : e−2Ψ /∈ L1Loc(z)} ⊂ {z ∈ Ω : νz,ψ(ϕ) ≥ 1}.
This we can accomplish, as follows:
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If for a ∈ Ω we have that νa,ψ(ϕ) ≥ 1 + δ then due to Proposition 3.3, the classical Lelong
number of Ψ at a is greater than 3n since
νa(Ψ) ≥ 3n · Cδ/R
Cδ/R
= 3n.
By Skoda’s inequality (1.7) we have that νa(Ψ) ≤ nνa,0(Ψ) which shows that the integrabilty
index of Ψ at a is larger than or equal to 3. In particular, this implies that e−2Ψ(·) is not locally
integrable at a and proves the first of the inclusions.
For the second one, assume that
νa,ψ(ϕ) < 1.
This implies that e−2ϕ(ζ)−2ψ(ζ−a) is locally integrable at a. As noted above, an application of
Hörmanders L2-methods gives us a holomorphic function h in Ω such that |h(a)|2 > 0, and
the integral of h with respect to the weight e−2ϕ(·)−2ψ(·−a) is less than 1. Thus the function
z 7→ Bψz (z), being defined as that supremum of the modulus square of all holomorphic functions
whose integral with respect to our weight is less than or equal to 1, is strictly positive at a, which
implies
Ψ(a) > −∞.
But (see e.g.[5]) every plurisubharmonic function u satisfies that e−2u is locally integrable around
the points where it is finite, and thus we see that
e−2Ψ ∈ L1Loc(a),
which proves the second inclusion.
As noted above, we know that set {z ∈ Ω : e−2Ψ /∈ L1Loc(z)} is analytic in Ω. Thus, by
rescaling we obtain analytic sets Zδ,ρ such that
{z ∈ Ω : νz,ψ(ϕ) ≥ ρ} ⊂ Zδ,ρ ⊂ {z ∈ Ω : νz,ψ(ϕ) ≥ ρ
1 + δ
},
which implies
{z ∈ Ω : νz,ψ(ϕ) ≥ ρ} =
⋂
δ>0
Zδ,ρ.
Since the intersection of any number of analytic sets is analytic, we are done. 
As a conequence of this theorem we can define the following concept, introduced in the classical
case by Siu([9]):
Definition 7. For Z an analytic set in Ω, we define the generic generalized Lelong number of ϕ
by
mψZ(ϕ) = inf{νz,ψ(ϕ); z ∈ Z}
We have the following lemma by precisely the same argument as in the classical case.
Lemma 3.6. νz,ψ(ϕ) = mψZ(ϕ) for z ∈ Z \ Z ′ where Z ′ is a union of countably many proper
analytic subsets of Z.
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Proof. Put Z ′ = ⋃c>mψZ ,c∈QZ ∩ Eψc , where Eψc = {z ∈ Z : νz,ψ(ϕ) ≥ c}. Then each Z ∩ Eψc is
an analytic proper subset of Z and νz,ψ(ϕ) = mψZ(ϕ) on Z \ Z ′ by construction. 
4. APPROXIMATION OF PLURISUBHARMONIC FUNCTIONS BY BERGMAN KERNELS
A well known result due to Demailly (see for instance [4]) makes it possible to approximate a
plurisubharmonic function ϕ, by the logarithm of the Bergman function (Ψm) with respect to the
weight e−2mϕ, as m tends to infinity. Furthermore, the approximation is continuous with respect
to the (classical) Lelong number:
νz,n−1(Ψ
m)→ νz,n−1(ϕ),
as m→∞. We will now show that the same holds true using the Bergman function with respect
to the weight e−2mϕ−2ψ(·−x) where x is the point at which we evaluate the Bergman function. The
argument mimics closely that of Demailly’s (cf. [4]), with some minor changes to fit our case.
To begin with, we modify the construction of Ha slightly:
Definition 8. For each m ∈ N and a ∈ Ω we let
Hma = O(Ω) ∩ L2(Ω, e−2mϕ(·)−2ψ(·−a)).
Denote by Bma (for notational convinience we supress the dependence on ψ) the Bergman func-
tion for Hma , and put
Ψma (z) =
1
2m
logBma (z),
for z ∈ Ω. Fix a ∈ Ω. If h ∈ Hma and has norm bounded by 1, the mean value property for
holomorphic functions shows that for r = r(a) > 0 small enough,
|h(a)|2 ≤ n!
πnr2n
∫
|a−ζ|<r
|h(ζ)|2dλ(ζ) ≤
≤ n!
πnr2n
esup|a−ζ|<r{2mϕ(ζ)+2ψ(ζ−a)}
∫
|a−ζ|<r
|h(ζ)|2e−2mϕ(ζ)−2ψ(ζ−a)dλ(ζ).
Thus, if we assume that
(4.1) ψ(ζ − a) ≤ l log |ζ − a|,
we have that
Ψma (a) ≤ sup
|a−ζ|<r
{ϕ(ζ)+ 1
2m
2ψ(ζ−a)}− 1
2m
log r2n+C ≤ sup
|a−ζ|<r
{ϕ(ζ)}+ 1
m
(l−n) log r+C/m.
Now, assume that
(4.2) ψ(ζ) ≥ (n− δ) log |ζ |,
for some small, fixed δ > 0. Fix a point a for which ϕ(a) > −∞. By considering the 0-
dimensional variety {a}, we obtain, by the Ohsawa-Takegoshi theorem (see section 2), the fol-
lowing: for every ξ ∈ C, there exists an h ∈ (Ω), satisfying h(a) = ξ, and Cδ > 0 a constant,
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depending only on the dimension and δ, such that∫
Ω
|h(ζ)|2e−2mϕ(ζ)−2(n−δ) log |ζ−a|dλ(ζ) ≤ Cδe−2mϕ(a)|ξ|2.
By the assumption (4.2) this implies that∫
Ω
|h(ζ)|2e−2mϕ(ζ)−2ψ(ζ−a)dλ(ζ) ≤ Cδe−2mϕ(a)|ξ|2.
Since this holds for every ξ we can choose one such that the right-hand-side is equal to 1, i.e.
Cδe
−2mϕ(a)|ξ|2 = 1. Then h satisfies∫
Ω
|h(ζ)|2e−2mϕ(ζ)−2ψ(ζ−a)dλ(ζ) ≤ 1
and
log |h(a)|2 = log |ξ|2 = − logCδ + 2mϕ(a).
Thus,
Ψma (a) ≥ ϕ(a)−
logCδ
2m
.
If a is such that ϕ(a) = −∞ this inequality is trivial. Thus, for every m and z ∈ Ω we have that
(4.3) ϕ(z)− 1
2m
logCδ ≤ Ψmz (z) ≤ sup
|a−ζ|<r
{ϕ(ζ)}+ 1
m
(l − n) log r + C.
We now want to show that this approximation behaves well with respect to generalized Lelong
number with weight ψ. To this end, fix a ∈ Ω and let λ > νa,ψ(Ψma (·)), and put
p = 1 +mλ, q = 1 +
1
mλ
.
Then 1/p + 1/q = 1 and we apply Hölder’s inequality to the following integral, with r(a) so
small that {|a− ζ | < r(a)} ⊂⊂ Ω,∫
|ζ−a|<r
e−
2m
p
ϕ−2ψ(ζ−a)dλ(ζ) =
∫
|ζ−a|<r
e−
2m
p
ϕ−2ψ(ζ−a)(Bma (ζ))
1/p(Bma (ζ))
−1/pdλ(ζ),
to obtain, since −q/p = −1/(mλ), that it is dominated by(∫
|ζ−a|<r
(Bma (ζ))e
−2mϕe−2ψ(ζ−a)dλ(ζ)
)1/p(∫
|ζ−a|<r
(Bma (ζ))
−1/mλe−2ψ(ζ−a)dλ(ζ)
)1/q
.
The first integral can be seen to be finite (cf. [4],p.21), as well as the second integral, since it
equals ∫
|ζ−a|<r
e−2 logB
m
a (ζ)/(2mλ)−2ψ(ζ−a)dλ(ζ),
which is finite due to the assumption on λ. Since 1
m/p
= 1
m
+ λ this implies the inequality:
(4.4) νa,ψ(ϕ(·)) ≤ νa,ψ(Ψma (·)) + 1/m.
We need a lemma:
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Lemma 4.1. For every m ∈ N and a ∈ Ω we have that
Bma (ζ) ≥ C|ζ − a|(
n−δ
l
)(n+2) · Bmζ (ζ)
for every ζ in a small neighbourhood of a, where C > 0 is an constant not depending on ζ or a.
Proof. For a fixed point a in Ω, choose ζ 6= a with distance less than min{1, dist(a, ∂Ω)} to
each other , and let
M =
n− δ
l
.
First, we claim that for
z ∈ B(ζ, 2−M |ζ − a|M),
the following inequality holds:
(4.5) e−2ψ(a−z) ≤ e−2ψ(ζ−z).
Indeed, thanks to the assumptions (4.1) and (4.2), for such z,
eψ(ζ−z) ≤ |ζ − z|l ≤ |a− z|n−δ ≤ eψ(a−z),
since
|ζ − z| ≤ 2(−M)|ζ − a|M ≤ |z − a|M ,
where in the second inequality we used that |ζ − a| ≤ 2|z − a|. Now, let
h ∈ Λm(ζ) := {h ∈ O(Ω),
∫
Ω
|h(z)|2 e−2mϕ(z)−2ψ(z−ζ)dλ(z) ≤ 1}
be such that h(ζ) = Bmζ (ζ). To simplify notation we assume m = 1, but the following calcula-
tions remains valid for any m. Take a smooth function θ with support in the ball B(ζ, 2−M |ζ −
a|M) satisfying θ = 1 in a neighbourhood of B(ζ, 2−(1+M)|ζ − a|M), and
(4.6) |∂¯θ(z)| ≤ 1|a− ζ |2M .
Thus for every point z ∈ suppθ the inequality (4.5) holds. Moreover, we have that
e−2(n+1) log |z−ζ| =
1
|z − ζ |2(n+1) ≤
2(n+1)(M+1)
|a− ζ |2M(n+1)
for z ∈ supp∂¯θ . Putting this information together we obtain the following estimate:
(4.7)
∫
Ω
|∂¯θh|2e−2ϕ(z)−2ψ(a−z)−2(n+1) log |z−ζ|dλ(z) ≤
≤ 2
(n+1)(M+1)
|a− ζ |2M(n+1)
∫
Ω
|∂¯θh|2e−2ϕ(z)−2ψ(ζ−z)dλ(z) ≤ 2
(n+1)(M+1)
|a− ζ |2M(n+2) ,
since h ∈ Λ(ζ). Thus, by standard L2-estimates, we can solve the equation
(4.8) ∂¯u = ∂¯(θh) = ∂¯θ · h
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with respect to the weight e−2ϕ(z)−2ψ(a−z)−2(n+1) log |z−ζ|. The singularity of the weight forces u
to vanish at ζ , so if we define F = θh − u, then F (ζ) = h(ζ), and F is holomorphic in Ω.
Moreover, by the triangle inequality,(∫
Ω
|F |2e−2ϕ(z)−2ψ(a−z)dλ(z)
)1/2
≤
(∫
Ω
|θh|2e−2ϕ(z)−2ψ(a−z)dλ(z)
)1/2
+
+
(∫
Ω
|u|2e−2ϕ(z)−2ψ(a−z)dλ(z)
)1/2
.
Using (4.5) we have that∫
Ω
|θh|2e−2ϕ(z)−2ψ(a−z)dλ(z) ≤
∫
Ω
|θh|2e−2ϕ(z)−2ψ(ζ−z)dλ(z) ≤ 1,
and also we see that∫
Ω
|u|2e−2ϕ(z)−2ψ(a−z)dλ(z) ≤
∫
Ω
|u|2e−2ϕ(z)−2ψ(a−z)−2(n+1) log |z−ζ|dλ(z) ≤
≤ C ′
∫
Ω
|∂¯θh|2e−2ϕ(z)−2ψ(a−z)−2(n+1) log |z−ζ|dλ(z),
where the first inequality comes from the assumption that |z − ζ | ≤ |a − ζ | ≤ 1, and the last
inequality, as well as the constant C ′ (which only depends on Ω), comes from the L2−estimate
obtained from solving (4.8). Using (4.7) we arrive at∫
Ω
|F |2e−2ϕ(z)−2ψ(a−z)dλ(z) ≤ 1 + C ′ 2
(n+1)(M+1)
|a− ζ |2M(n+2) ≤
C1
|a− ζ |2M(n+2) ,
where C1 is a constant independent of ζ and a. Thus, if we define the function
F˜ (z) =
|a− ζ |M(n+2)√
C1
F (z)
then F˜ belongs to Λ(a) and satifies
| ˜F (ζ)| = C−1/21 |Bmζ (ζ)| · |a− ζ |M(n+2).
This shows that for every a and ζ (the inequality is trivial if ζ = a),
|Bma (ζ)| ≥ C|Bmζ (ζ)| · |a− ζ |M(n+2),
where C = C−1/21 does not depend on ζ or a. 
Using the lemma we see that for each a ∈ Ω ,
1
2m
log |Bma (ζ)| ≥
1
2m
log |Bmζ (ζ)|+
M(n + 2)
2m
log |a− ζ |+ C/m,
for ζ close to a, which implies that
νa,ψ(Ψ
m
a (·)) ≤ νa,ψ(Ψm· (·)) +
C
2m
.
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Combining with (4.4) we obtain that
νa,ψ(ϕ(·)) ≤ νa,ψ(Ψm· (·)) + C/m,
for every a ∈ Ω.
On the other hand, the left-hand estimate of (4.3) implies that
νa,ψ(ϕ(·)) ≥ νa,ψ(Ψm· (·)).
Thus we have proved:
Theorem 4.2. Assume ψ satisfies
(4.9) l log |z| ≥ ψ(z) ≥ (n− δ) log |z|,
for some small, fixed δ > 0. Then for ϕ ∈ PSH(Ω), m ∈ N, z, a ∈ Ω and every r < d(z, ∂Ω)
we have that
(4.10) ϕ(z)− 1
2m
logCδ ≤ Ψmz (z) ≤ sup
|z−ζ|<r
{ϕ(ζ)}+ 1
m
(l − n) log r + C/m
and
(4.11) νa,ψ(ϕ(·))− C
m
≤ νa,ψ(Ψm· (·)) ≤ νa,ψ(ϕ(·)),
where C is a constant depending on Ω, l, δ. In particular, Ψmz (z) converges to ϕ(z) as m→ +∞
both pointwise and in L1Loc.
Remark 4. If ψ = 0, as in the original theorem of Demailly, then Ψma are plurisubharmonic
functions with analytic singularities, and thus we approximate ϕ with plurisubharmonic func-
tions with analytic singluarities. For instance, this gives a very simple proof of Siu’s analyticity
theorem for the classical Lelong number. In our setting however, it is unclear, and an interesting
question, if the presence of ψ allows for Ψma to have analytic singularities. 
Remark 5. One can show that when comparing the approximations Ψmz to the classical Lelong
number we can obtain, instead of (4.11), the following inequalities:
νa,n−1(ϕ(·))− n− l
m
≤ νa,n−1(Ψm· (·)) ≤ νa,n−1(ϕ(·)).
The approximation of Demailly, that is with ψ = 0, satisfied these inequalities with l = 0. 
5. KISELMAN’S DIRECTED LELONG NUMBER
In this section we relate the classical Lelong number to yet another integral. Using this relation,
we can interpret Kiselman’s directional Lelong number (defined below) as our generalized Le-
long number, in a generic sense. Equation (2.5) shows us that if ν0(ϕ) < 1 and the integral of
e−2ϕ restricted to the coordinate axes is finite, then∫
0
e
2ϕ
1−ǫ
−2(1−δ)
∑
i6=j log |zi|dλ(z) < +∞,
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for every δ > 0 and j = 1...n, and for some small ǫ > 0. Applying the inequality between
geometric and arithmetic mean (i.e. a1+...+an
n
≥ (a1 · · · an) 1n for ai ≥ 0) we see that
1
n
n∑
j=1
e−2
∑
i6=j log |zi| =
1
n
n∑
j=1
1∏
i 6=j |zi|2
≥
n∏
j=1
1∏
i 6=j |zi|
2
n
=
n∏
i=1
1
|zi| 2(n−1)n
.
This last expression is equal to
e−2
n−1
n
∑n
i=1 log |zi|
which tells us that ∫
0
e−
2ϕ
1−ǫ
−2(1−δ)n−1
n
∑n
i=1 log |zi|dλ(z) < +∞.
Using a similar Hölder argument as in Lemma 2.5, we get∫
0
e−
2ϕ
1−ǫ+δ′
−2n−1
n
∑n
i=1 log |zi|dλ(z) < +∞,
for δ′ > 0 sufficiently small. Furthermore, if δ′ is so small that δ′ < ǫ, then∫
0
e−2ϕ−2
n−1
n
∑n
i=1 log |zi|dλ(z) < +∞.
On the other hand, if ∫
0
e−2ϕ−2
n−1
n
∑n
i=1 log |zi|dλ(z) < +∞
then, using the pointwise estimate log |zi| ≤ log |z|, we see that∫
0
e−2ϕ−2(n−1) log |z|dλ(z) < +∞
which is equivalent to ν0,n−1(ϕ) < 1. Thus we have proved the following lemma:
Lemma 5.1. For a plurisubharmonic function ϕ, which satisfies that the restriction of e−2ϕ to
the coordinate axes is integrable, the condition ν0,n−1(ϕ) < 1 is equivalent to∫
0
e−2ϕ−2
n−1
n
∑n
i=1 log |zi|dλ(z) < +∞.
Remark 6. Instead of saying that the lemma holds under the condition that the integral of the
restriction of e−2ϕ to the coordinate axes is finite, we can say that it holds for some generic
rotation of e−2ϕ. This is so since if the Lelong number of ϕ is smaller than 1, then a generic
rotation of e−2ϕ is integrable along the coordinate axes. 
We now define the directed Lelong number, due to Kiselman (cf. [6]).
Definition 9. For aj ≥ 0 the directed Lelong number at a point w is defined as
νw(ϕ, (a1, ...an)) = lim sup
r→0
sup|zi−wi|=rai ϕ(z1, .., zn)
log r
.
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It is proved in [6] that the function which the limsup is taken over is increasing, and so we can
exchange the limsup for a limit. Also, for ai = 1 for every i, we obtain the classical Lelong
number.
Lemma 5.2. For ai = piq ∈ Q+ the directional Lelong number satisfies
νw(ϕ, (a1, ...an)) = q
−1νw(ϕ(z
p1
1 , ..., z
pn
n )).
Proof. Since the result is local we can assume that w = 0. By homogenity of the directional
Lelong number it is enough to consider the case q = 1. We have, with zi = rieiθi , that
(5.1) sup
|zi|=rpi
ϕ(z1, .., zn) = sup
ri=rpi
ϕ(r1e
iθ1 , .., rne
iθn) = sup
ri=r
ϕ(rpi1 e
iθ1 , .., rpnn e
iθn).
Since pj ∈ N+ this last expression is equal to
sup
ri=r
ϕ(rpi1 e
iθ1p1, .., rpnn e
iθnpn) = sup
|zi|=r
ϕ(zp11 , .., z
pn
n ),
and we are done. 
Proposition 5.3. Let ϕ be plurisubharmonic in Ω. Then, for a generic rotation of ϕ,
νw(ϕ, (a1, ...an)) < 1
iff ∫
w
e
− 2ϕ
q
−
∑n
i=1(1−
1
npi
) log |zi−wi|dλ(z) < +∞,
for ai = piq ∈ Q+.
Proof. Assume w = 0. By the above lemma the hypotesis implies,
νw(q
−1ϕ(zp11 , ..., z
pn
n )) < 1
which by Lemma 5.1 implies that
(5.2)
∫
0
e−2q
−1ϕ(z
p1
1 ,...,z
pn
n )−2
n−1
n
∑n
j=1 log |zj |dλ(z) < +∞.
By applying the change of coordinates zpjj = yj , we see that the integral in (5.2) is equal to∫
0
e
−2q−1ϕ(y1,...,yn)−2
∑n
j=1 log |yj |(1−
1
pj
+n−1
n
1
pj
)
dλ(y)
Since 1− 1
pj
+ n−1
n
1
pj
= 1− 1
npj
, this equals∫
0
e
−2q−1ϕ(y1,...,yn)−2
∑n
j=1 log |yj |(1−
1
npj
)
dλ(y),
which consequently is finite. This proves the "only if" part. However, the exact same argument
used in the opposite direction proves the "if" part. 
29
Remark 7. It is easy to see that ϕ must satisfy some condition in terms of integrability. Take for
instance ϕ = log z1 for which
∫
{z2=...=zn=0}
e−2ϕdλ(z) = +∞. Then, it is easily verified that
νw(ϕ, (1, ...1)) = 1 but of course,∫
w
e−2ϕ−
∑n
i=1(1−
1
n
) log |zi−wi|dλ(z) = +∞.

One knows that for the weight ψ = logmaxi |zi|1/ai the relative type, σ(ϕ, ψ) and Demailly’s
generalized Lelong number νDemailly(ϕ, ψ) (defined in the introduction) both coincide with Kisel-
man’s directed Lelong number. However, it is unkown if there exists a weight ψ for which νz,ψ
coincides with the directional Lelong number in more than the generic sense found above.
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