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Deep learning has been successfully applied to various tasks, but its underlying mechanism remains unclear.
Neural networks associate similar inputs in the visible layer to the same state of hidden variables in deep layers.
The fraction of inputs that are associated to the same state is a natural measure of similarity and is simply related
to the cost in bits required to represent these inputs. The degeneracy of states with the same information cost
provides instead a natural measure of noise and is simply related the entropy of the frequency of states, that
we call relevance. Representations with minimal noise, at a given level of similarity (resolution), are those
that maximise the relevance. A signature of such efficient representations is that frequency distributions follow
power laws. We show, in extensive numerical experiments, that deep neural networks extract a hierarchy of
efficient representations from data, because they i) achieve low levels of noise (i.e. high relevance) and ii)
exhibit power law distributions. We also find that the layer that is most efficient to reliably generate patterns
of training data is the one for which relevance and resolution are traded at the same price, which implies that
frequency distribution follows Zipf’s law.
INTRODUCTION
Deep learning (DL) is similar to physics modeling in the
sense that it extracts relevant features from data that can be
used for discriminating and generating new data [1]. DL
has state-of-the-art performance in various fields, including
image/voice recognition and language translation [2], and it
has also been applied to learn phases and phase transitions
in physics [3]. DL works by extracting a hierarchy of fea-
tures, in which primitive features are extracted in shallow lay-
ers near the input layer, while more abstract features emerge
in deeper layers after processing the primitive features [2, 4].
However, why DL works so well remains unclear [5, 6]. Be-
sides the observation that the extracted features are clearly rel-
evant in most cases, no principled explanation for its success
has emerged.
In this study, we try and contribute to the understanding of
DL, by seeing it as an effective data grouping method [4, 7, 8],
in which information is propagated from the input layer
through progressively deeper layers. Each layer of the archi-
tecture extracts a compressed representation of the inputs, at
coarser and coarser resolution as one moves deeper in the net-
work. This compressed representation is achieved by mapping
each input v in the visible layer, to one of the states sv of the
hidden variables of that layer (see Fig. 1) [9]. The inputs that
correspond to the same state s supposedly share similar fea-
tures. A key observation is that the only quantitative measure
of similarity available to the network is the number ks of in-
puts that correspond to a state s: An input that is represented
by a state s with a large ks is expected to have very generic
features, which are well characterised at that layer, whereas
inputs with more specific features that are not well resolved,
will fall into states with low ks. This similarity is measured
by the information cost E(s) = − log(ks/M), which is the
number of bits required to store each input which corresponds
to state s. Following a recently suggested analogy with sta-
tistical mechanics [10], we’ll also call E(s) energy bearing in
mind that its precise meaning is that of an information cost. A
natural measure of resolution of the representation achieved at
a given layer is given by the average information cost
H[s] = 〈E〉 = −
∑
s
ks
M
log
ks
M
, (1)
where M =
∑
s ks is the number of inputs. Assuming that
all inputs are different, the visible layer corresponds to a state
of maximal resolution 〈E〉 = logM , whereas a layer, where
all inputs are mapped to the same state, would correspond to
minimal resolution 〈E〉 = 0. A layer with an intermediate
resolution 0 < 〈E〉 < logM will feature a distribution of
“energy levels”, with states with “low energy” states that are
described in terms of well characterized features, and poorly
characterized states with “high energy”.
Further, we argue that there are distinctive statistical prop-
erties that make the representation at each layer of the hierar-
chy optimal. While low energy (i.e. well populated) states,
correspond to well characterised inputs that are well discrim-
inated from the others, poorly sampled states correspond to
poorly characterised inputs, that are not yet discriminated
from each other, at resolution 〈E〉. For example, inputs that
are classified in states with ks = 1 are not necessarily dif-
ferent from the others, rather they likely correspond to inputs
that stand out because they are particularly noisy. We remark
that the degeneracy of energy levels provides the only quan-
titative measure of the uncertainty at a particular resolution
E. The level of noise of a particular state s can only be quan-
tified in terms of the number of states with the same energy
E = E(s). It is then natural to take, as a measure of noise
of the representation, the (log) of the number of states with a
given energy E, i.e. the entropy S(E). The accuracy of the
representation of a layer at a given resolution 〈E〉 can then be
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2quantified by the average entropy 〈S〉, which is simply related
to the relevance [11, 12]
H[k] = −
∑
k
kmk
M
log
kmk
M
= logM − 〈S〉, (2)
where mk is the number of states with energy E =
− log(k/M). We conjecture that optimal representations are
those for which 〈S〉 is minimal, at a fixed resolution 〈E〉. Put
differently, optimal representations are those that maximise
the relevance H[k] at each level of resolution H[s].
Within this picture, a feed forward network with many lay-
ers extracts a hierarchy of optimal representations with de-
creasing 〈E〉 (i.e. decreasing resolution H[s]) as one moves
deeper and deeper in the architecture. The level of resolution
〈E〉 at each layer is constrained by the number of hidden vari-
ables, in principle. In practice, it is decided in the learning
process in an unsupervised manner, and it ultimately depends
on the data. Structureless (e.g. random) data is not expected to
display features at many resolution scales, whereas data with
a non-trivial structure may exhibit a rich hierarchy of features,
spanning the resolution scale in a dense manner.
The rest of this paper focuses on exploring the conse-
quences of the conjecture above and in presenting evidence
on numerical experiments. We shall first review the definition
of Deep Belief Networks (DBN), Then, we take the MNIST
dataset [13] as a benchmark, and show that, when a DBN is
trained on the data, it extracts a sequence of representation at
different layers that span uniformly the resolution scale. On
the contrary, the representation of the data before learning (i.e.
with random weights) or of structureless data (i.e. random or
reshuffled data) concentrates on the upper or lower ends of the
resolution scale. As shown in previous studies [11, 12], a clear
signature of representations that maximiseH[k] at a given res-
olution H[s], is that mk ∼ k−β−1 follows a power-law be-
haviour. We find that learned representations indeed exhibit a
power-law behaviour in mk, with a gradually decreasing ex-
ponent as one moves deeper and deeper in the network. Dif-
ferent clustering methods (e.g. k-means) produce representa-
tions which do not feature power law cluster size distributions,
indicating that power law distributions are not a characteristic
of the data but rather of the mechanism of DL. Un-structured
data or non-optimized networks instead are not characterised
by power-law distributions of frequencies in general (although
we observe power-law distributions in some cases). They also
lack a rich hierarchical structure across the resolution scale.
Finally, we address the issue of optimal representation of
the inputs. DL aims at striking a balance between compres-
sion and accuracy. Representations at very low resolution
fall short of the necessary details for reconstructing the whole
range of inputs, whereas representations at very high resolu-
tion include too many of these details. Our picture has the
virtue of mapping both resolution and accuracy – that is quan-
tified by H[k] – on an information scale. It therefore allows
us to locate the point where a bit in resolution is traded for
exactly one bit in accuracy. This turns out to be the point
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FIG. 1. Information processing in deep learning. (a) A Deep Belief
Network (DBN), consisting of one visible layer (V ) and two hid-
den layers (H1 and H2), is composed of stacks of restricted Boltz-
mann machines (RBMs). (b) An example of data representation in
the DBN. The DBN maps three input data in V to hidden states in
H1 and H2. (c) The data representation can be considered to be a
hierarchical data grouping based on the hidden states. The forward
propagation of input data to deep layers is a coarse-graining process.
Subsets of distinct states on the shallow layers are transformed to
identical states in deep layers. (d) Then, V , H1, and H2 have differ-
ent sets of distinct states s. Two entropies are obtained for each layer
on the basis of the frequency k of distinct states and its degeneracy
mk: H[s] represents the uncertainty of state distinguishability, and
H[k] represents the uncertainty of state frequency.
where i) the network displays the best generalisation ability
and ii) the distribution of frequencies follows Zipf’s law [14]:
mk ∼ k−2. We conclude with a discussion of the results and
of their implications.
RESULTS
Among the various DL models, we adopted the DBN, a
representative energy-based generative model [15, 16]. A
DBN is composed of stacks of restricted Boltzmann machines
(RBMs) (Fig. 1a). Each RBM consists of one visible layer and
one hidden layer with restricted connections, i.e. visible nodes
are not connected to other visible nodes and hidden nodes are
not connected to other hidden nodes. Thus, nodes in the same
layer are indirectly connected through the nodes in the neigh-
boring layer within an RBM stack. Given a visible and hidden
state (v,h), the RBM defines an energy function,
E(v,h; θ) ≡ −v>Wh− v · a− h · b, (3)
where θ ≡ (W,a, b) is the model parameters. Specifically,
the matrixW represents the symmetric coupling strengths be-
tween the visible and hidden nodes, and the vectors a and b
3control the biases of the visible and hidden states. Then, a
certain state (v,h) has the following probability,
P (v,h; θ) =
exp(−E(v,h; θ))
Z(θ)
, (4)
with Z(θ) =
∑
v′,h′ exp(−E(v′,h′; θ)). Hereafter, for
brevity, we omit θ from the equations unless necessary. Dis-
connection between the nodes in the same layer allows the
RBM to factorize the probability
P (v,h) =
∏
i
P (hi|v)P (v) =
∏
j
P (vj |h)P (h) (5)
to conditional probabilities. We use the first equation to gener-
ate hidden states for given visible states and the second equa-
tion to generate visible states for given hidden states. The for-
ward and backward propagations are stochastic, and repeated
propagation achieves Gibbs sampling for the hidden and visi-
ble layers, respectively [17].
We first need to determine the parameter θ that can reliably
reproduce data v. Suppose we have M data points, {vµ}Mµ=1,
and each dataset hasN components, vµ = (vµ1 , · · · , vµN ). For
independent datasets, the data likelihood given θ is L(θ) =∏
µ P (v
µ; θ). Then, the RBM gives the following log-
likelihood,
logL(θ) =
M∑
µ=1
log
∑
h
P (vµ,h; θ), (6)
through marginalization for all possible hidden states h.
Learning through the Boltzmann machine algorithm opti-
mizes θ by maximizing the log-likelihood [18]. After the
learning is completed, we propagate the input data {vµ}Mµ=1
forward to the first hidden layer and obtain M hidden states
{hµ1}Mµ=1. Here, we denote the visible and the first hidden
layer as V and H1, respectively. The hidden states {hµ1}Mµ=1
for H1 serve as the input data for the second hidden layer H2
(Fig.1a). Then, we optimize θ for the second RBM stack and
repeat the training for the remaining RBM stacks (see Supple-
mentary Text 1 for the details of the simulations).
After learning is completed, the DBN transforms {vµ}Mµ=1
to {hµ1}Mµ=1, · · · , {hµ` }Mµ=1, · · · in the hidden layers. Distinct
states on the shallow layers are transformed to identical states
in the deep layers (Fig.1). Then, we count the frequency of
state s
k(s) =
M∑
µ=1
δs,hµ (7)
and the number mk of states with ks = k, in terms of which
we compute H[s] = 〈E〉 and H[k] = logM − 〈S〉 from Eqs.
(1,2).
On the basis of the state and frequency entropies H[s] and
H[k], we examined the data grouping of the MNIST data [13].
The data contain M = 60, 000 samples of hand-written dig-
its. Each sample represents a 28×28 pixel image (N = 784),
where each pixel has a real value between 0 and 1. Our DBN
architecture has one visible (V ) and ten hidden (H1, · · · , H10)
layers that have a decreasing number of nodes (784-500-250-
120-60-30-25-20-15-10-5) from V toH10. After learning was
completed, we obtained {hµ` }Mµ=1, ` ∈ {1, · · · , 10} by prop-
agating the input data {vµ}Mµ=1 forward to the hidden layers.
Again, we emphasize that DL is an agglomerative data group-
ing, especially in the case of narrowing DBN architectures
(Fig. 1c). We computed H[s] and H[k] for the ten hidden lay-
ers (Fig. 2a). As the layer size shrinks, the state entropy H[s]
decreases monotonically due to the dimension reduction. By
contrast, the frequency entropyH[k] increases up to the eighth
hidden layer H8 and then decreases. Figure 2a shows that
DL achieves representations with H[k] that almost saturates
the maximal theoretical value derived in Ref. [12] up to layer
H6. The values ofH[k] are significantly higher than those ob-
tained from running the widely used k-means clustering [19].
Further evidence that DL extracts representations with
maximal H[k] is obtained by looking at the frequency degen-
eracy mk of the hidden states for different layers. Figure 2b
shows that the frequency degeneracy always follows a power
law, mk ∝ k−β−1, with a different exponent within each
layer (Fig. 2c). These peculiar distributions are expected in
the representation that maximizes H[k] constrained by a fixed
H[s] = R [11, 12]. This can be easily shown by means of the
method of Lagrange multipliers, upon maximising
F = H[k] + β(H[s]−R) + λ(
∑
k
kmk −M) (8)
with respect to mk. Note that the second constraint comes
from the normalization condition. The maximization condi-
tion (δF/δmk=0) leads to mk ∝ k−β−1. The power expo-
nent β corresponds to (minus) the slope of the H[s] vs H[k]
curve in Fig. 2a. It would be misleading to interpret β−1 as
an effective temperature, because in our case low temperature
(high β) states correspond to high energy 〈E〉, whereas high
temperature correspond to low energies. Indeed 〈S〉 increases
with 〈E〉 when β > 0, but the relation is concave rather than
convex. Rather, β tunes the trade-off between resolution and
similarity: large β emphasises resolution, whereas small β
accentuates similarities. Figure 2b also shows that k-means
clustering does not produce a power laws frequency distribu-
tion, implying that the occurrence of power law behaviourmk
is an emergent property of the DL representation and not an
intrinsic property of the data.
Figure 2a also compares the behaviour of the DBN after
learning with its behaviour before learning, on theH[s]−H[k]
plane (see “DBN epoch 0” data). More precisely, we gener-
ated the hidden states {hµ` }Mµ=1 before learning with a random
θ, and observed that most of the layers concentrate either on
the low or on the high end of the resolution spectrum. The data
grouping before learning was, of course, erroneous (Fig. 2d).
Nevertheless, interestingly, those layers that happen to be at
an intermediate value ofH[s] also feature high values ofH[k]
and a power law distribution of frequencies (see Fig. S1). This
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FIG. 2. Critical data grouping of deep learning. (a) The state entropyH[s] and frequency entropyH[k] of the hidden states for different layers
after a Deep Belief Network (DBN) learns the MNIST hand-written digit data (DBN epoch 200, filled black squares), and before the DBN
optimizes its parameters (DBN epoch 0, empty blue squares). As a control, the two entropies are obtained for a structureless data (shuffled
MNIST, empty green circles) in which pixels of MNIST digit images are randomly shuffled. Note that H[s] and H[k] are normalized by
logM , where M is the size of the data. For comparison to the unique data clustering of deep learning, the two entropies are also obtained for
data clustering by the k-means clustering algorithm, where k ∈ {22, · · · , 214} (filled orange triangles). Theoretically maximal H[k] for given
H[s] is also plotted (black dotted line). (b) Degeneracy mk of the state frequency k in the hidden layers of DBN epoch 200: H3 (empty black
circles),H6 (squares), andH9 (triangles); and k=212 for k-means clustering (filled orange triangles). (c) The power exponent inmk ∝ k−β−1,
for different layers at epoch 200 (filled black squares) and 0 (empty blue squares). (d) Classification error for each hidden layer. Classification
error is defined as the fraction of input samples that have the same hidden state but have different true labels from a majority true label for the
hidden state. Ensemble averages of twelve realizations of the DBN were used for the plots and standard error estimation. Errorbars are smaller
than the symbols (c, d).
suggests that the main effect of learning is to organize the rep-
resentations in the subsequent layers in a hierarchical manner,
covering as densely as possible the interval of relevant H[s]
values. The fact that DL extracts features at many resolu-
tion scales, however, depends on the fact that these features
are present in the data, in the first place. Indeed, when com-
paring our results with those obtained from running the same
DBN on re-shuffled data (see “shuffled MNIST” in Fig. 2a),
we found again that the emergent representations were mostly
at low or high resolution. At intermediate values of H[s], we
found representations which were far from the optimal ones.
Let us now turn to discuss the generative capabilities of
the network within the framework just outlined. A key as-
pect is that efficient generalisation entails an optimal trade-off
between resolution and accuracy: Shallow layers (e.g. H1,
H2, and H3 in our example) infer inputs at too high resolu-
tion and fail to detect similarities between them. Hence they
generate too noisy outputs. By contrast, the resolution of deep
layers (e.g. H10) is too low to generate the full spectrum of
variability of the training set. The optimal generative power
is expected to be achieved at intermediate layers and the the-
ory outlined so far provides a quantitative criterium to identify
it. Indeed, resolution and accuracy are both measured in bits.
For optimal representations, a decrease of ∆E bits in resolu-
tion corresponds to an increase of ∆S ' β∆E bit in accu-
racy. Decreasing resolution provides relevant information on
features that define the input’s similarity when β > 1. But for
β < 1, the information gain on similarity does not compensate
the loss in resolution. Therefore layers with β ≈ 1 are those
that achieve the optimal trade-off between resolution and ac-
curacy. There one bit of resolution is turned into one bit of
information on features that define inputs’ similarity. This im-
plies that layers that achieve optimal generalisation ability i)
are those for which H[s] + H[k] is maximal and ii) that they
exhibit a Zipf’s law frequency distribution mk ∼ k−2 (i.e.
β = 1).
In order to test this claim, we examined the performance
of the generative DBN. After optimising θ so that the DBN
learned the MNIST hand-written digits, we obtained equilib-
rium states for each hidden layer. We repeated the backward
and forward propagation between H` and H`−1 10,000 times
for Gibbs sampling to obtain the equilibrium states for the
`th hidden layer, starting from 60,000 random initial states
for H`. Then, we generated digit images in the visible layer
V by propagating the equilibrium states in H` all the way
back to V . The generated digits appeared different depend-
ing on the starting layer H` (Figs. 3a-c). Shallow layer H2
generated heterogeneous digit samples, including some odd-
looking digits (Fig. 3a). By contrast, deep layer H10 gen-
erated stereotyped samples (Fig. 3c). The generated digits
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FIG. 3. Optimal pattern generation of the critical layer. Hand-written digit samples generated from (a) shallow (H2), (b) critical (H6), and (c)
deep (H10) hidden layers. (d, e, f) Label frequencies of the generated samples. The dotted black lines represent the original label distribution
of training samples. (g) Generation ability (black squares) and classification error (blue circles) of the hidden layers (numbers in symbols).
The generation ability quantifies how closely the generated samples follow the statistics of the training samples (see the main text for details).
Here, the x-axis represents the power-law exponent β in the degeneracy mk of the hidden state frequency k, mk ∝ k−β−1, for each layer.
Classification error is the same plot in Fig. 2d. Twelve ensembles of generated samples were used to estimate the standard errors.
mimic closely the original digits of the MNIST training sam-
ples. Yet, in order to evaluate the quality of generation, we
decided to compare the statistics of generated and original
samples, rather than their similarity, thus avoiding the choice
of ad-hoc similarity measures. The DBN learned uniformly
distributed digits (approximately 6,000 training samples for
each digit, 0 to 9). We examined how closely the generated
digits reproduce the original distribution of the training digit
samples. In order to do this, we resorted to a classification
machine for hand-written digits that works with an accuracy
of 1.6% error [16], in order to assign labels to generated dig-
its. Then, we quantified the generation ability as the inverse
of the Kullback-Leibler divergence
1
D(P ||Q) ≡
[ 9∑
label=0
P (label) log
P (label)
Q(label)
]−1
(9)
between the label distribution of the training sample P (label)
and that of the generated samples Q(label) (Figs. 3d-f).
Shallow layers H1, H2, and H3 generated rich digit sam-
ples, but their label distribution Q(label) deviated substan-
tially from P (label). Shallow layers had a high resolution
H[s] but a low value of H[k] (Fig. 2a). Every training sam-
ple was mostly represented as distinct states and this pre-
cluded the shallow layers from extracting significant struc-
tures from the data. On the other hand, deep layer H10 gen-
erated stereotyped samples, and their Q(label) also deviated
from P (label). Deep layers have low H[s] and low H[k], and
fail to correctly distinguish different digits. Indeed, deep lay-
ers have also a large classification error (Figs. 3g), because
input samples with different labels should be represented by
the same hidden states. Finally, layer H6, which achieved the
highest value ofH[s]+H[k] and whose frequency distribution
has a power law behaviour with β ' 1, was found to have the
best generation ability and a low classification error (Fig. 3g).
The highest H[s] + H[k] may provide the largest flexibility
for determining the number and size of distinct states, which
can contribute to effectively extract the nested data structures
because it imposes least constraints for grouping similar sam-
ples with various sizes and separating odd samples as outliers.
We investigated different DBN architectures and datasets in
order to assess the generality of our conclusions. In the differ-
ent (deep and narrowing) network architectures with different
numbers of nodes/layers, the highest generation ability was
always observed at the critical layer for which H[s] +H[k] is
maximal and whose frequency distribution is close to Zipf’s
law (β = 1) (see Fig. S2). Moreover, we confirmed that this
conclusion was also true for using the images of lowercase let-
ters in the OCR data [20], as shown in the hand-written digit
images (see Fig. S3).
DISCUSSION
We characterise feature extraction in deep neural networks
in terms of resolution and accuracy. The former captures in-
formation costs of the internal representations of training data,
whereas the latter is expressed in terms of the degeneracy of
energy (i.e. information cost) levels and it coincides with a
recently proposed notion of relevance [12]. Within this pic-
ture, we found that DL achieves efficient data representations
with maximal relevance at each level of resolution. Interest-
ingly, maximal relevance has been shown to be an efficient
criterium for extracting relevant variables in high dimensional
data analysis also in other contexts [21, 22]. The resolution
of the representation at each layer of the architecture is de-
termined in an unsupervised manner, depending on the data.
6Indeed DL “finds” only features at high or low levels of reso-
lution in structureless (i.e. random) datasets.
A distinguishing feature of representations with maximal
relevance is that frequency distributions follow power laws.
In particular, we argue that most efficient representations in
generalisation power, are those that maximise the sum of rel-
evance and resolution H[s] + H[k], and have a frequency
distribution that follows Zipf’s law. Our numerical experi-
ments fully corroborate this conclusion. This suggests a fur-
ther explanation for the ubiquitously observation of Zipf’s law
in nature [14], which is in line with arguments related to in-
formation processing in language and communication evolu-
tions [23, 24], but which we believe is of a more fundamental
nature.
Our theory can be cast in the statistical physics framework
suggested in [10, 25]. Yet, we believe that this analogy can be
misleading in the present case. Defining energy as the nega-
tive of the logarithm of the frequency of a state alludes to a
maximum entropy principle which may not be appropriate for
learning machines. Indeed, we show that a principle of mini-
mum entropy (i.e. maximal relevance) is more natural in this
context. The relation between energy and entropy, indeed has
the opposite convexity than in physics and, as a result, the pa-
rameter β can hardly be interpreted as the inverse of a temper-
ature. Also, the occurrence of Zipf’s law and of power laws,
while reminiscent of critical phenomena in physics [10, 26],
can arise in much more general settings (see e.g. [27]).
Our findings extend to a range of network architectures and
machine learning models beyond the deep belief networks dis-
cussed here. First, we confirmed that deep and gradually nar-
rowing architectures were necessary to achieve high genera-
tion ability. Deep but not narrowing and shallow networks
showed poor generation ability, because they could not effec-
tively extract the nested hierarchical structure in data (see Fig.
S2). Interestingly, those networks still showed power-law-
like frequency distributions of hidden states, but H[k] stayed
low compared to the deep and gradually narrowing networks.
We also examined sparse networks in terms of connectivi-
ties or activities. The frequency distribution of their hidden
states also followed power laws, although too strong sparsity
lead to small H[s] and H[k] as well (Fig. S4). Second, we
probed whether the power-law distributions were produced by
discriminative models such as multi-layer perceptrons (MLP)
and convolutional neural networks (CNN) [2]. Since their hid-
den states take real values unlike Boltzmann machines, we
binarized the values of hidden variables. The frequency dis-
tributions of binarized hidden states showed power laws in
MLP and CNN (Fig. S5). Thus, the emergence of power-law
frequency distributions seems to be a general phenomenon for
feed-forward neural networks as well as Boltzmann machines,
suggesting that the emergence of maximally relevant repre-
sentations is a general principle. Again, we found that the
exponent β of the power-law distribution provides useful in-
formation on the performance of discriminative models. For
layer with β < 1 we found significant classification error af-
ter supervised learning. We confirmed that also variational
autoencoder [28], a popular generative model, had also an op-
timal dimension for latent variables to achieve high generation
ability (Fig. S6).
In summary, we suggest novel information theoretic mea-
sures to understand DL that we believe goes beyond the in-
formation bottleneck approaches [29, 30]. We hope this can
contribute to derive a principled approach to design efficient
network architectures for DL.
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Text S1. Simulation details
The Boltzmann machine algorithm updates θ to maximize
the log-likelihood of L(θ) in Eq. (5). The updating formula-
tion for the parameter is given by
θ′ = θ +
α
M
∂ logL(θ)
∂θ
(10)
with learning rate α given data size M . The probability gra-
dient for the coupling strength Wij is derived as
∂ logL(θ)
∂Wij
=
∑
µ
[∑
h
vµi hjP (v
µ,h)−
∑
v
∑
h
vihjP (v,h)
]
.
(11)
The following probability gradients are obtained in a similar
manner:
∂ logL(θ)
∂ai
=
∑
µ
[∑
h
vµi P (v
µ,h)−
∑
v
∑
h
viP (v,h)
]
,
(12)
∂ logL(θ)
∂bi
=
∑
µ
[∑
h
hiP (v
µ,h)−
∑
v
∑
h
hiP (v,h)
]
.
(13)
To compute the gradients, one can use Gibbs sampling, called
the contrastive divergence (CD) method [31], instead of di-
rectly obtaining the joint probabilities, P (v,h). A restricted
Boltzmann machine(RBM) has a special network structure
that the nodes in the same layer are not directly coupled. By
the virtue of this network structure, the probability of visi-
ble/hidden node activity can be written as a product of the
conditional probabilities of the individual nodes in a layer.
The conditional probability for forward propagation from v
to the jth hidden node hj is
P (hj |v) = 1
1 + exp(∆Ej)
, (14)
where ∆Ej ≡ E(v,h)−E(v, fi(h)), and fj(h) is a flip op-
eration for hj . Similarly, the conditional probability for back-
ward propagation from h to the ith visible node vi is
P (vi|h) = 1
1 + exp(∆Ei)
, (15)
where ∆Ei ≡ E(v,h) − E(fi(v),h), and fi(v) is the flip
operation for vi. We conduct Gibbs sampling with these con-
ditional probabilities by propagating input data vµ(0) for-
ward and backward n times: vµ(0) 7→ hµ(0) 7→ vµ(1) 7→
hµ(1) 7→ · · · 7→ vµ(n) 7→ hµ(n). Then, the Gibbs sampling
can approximate Eq. (S2) as CD,
∂ logL(θ)
∂Wij
=
M∑
µ=1
vµi (0)h
µ
j (0)− vµi (n)hµj (n). (16)
To find the global minimum more efficiently, we adopted the
mini-batch method by using multiple batches of data instead
of considering all the data at once. The randomly grouped
batches introduce stochasticity to reduce the likelihood of be-
coming trapped in local minima.
The standard CD algorithm, however, can produce data-
biased samples. To have more effective sampling, we adopted
the persistent CD (PCD) method. The initial state of the sec-
ond term in Eq. (16) was random for the first batch, but final
states (vµ(n),hµ(n)) for previous batches were used as the
initial states for the following batches [32]. We used 100 sam-
ples for a batch with n = 1 PCD step for a batch, and com-
puted the gradient in Eq. (16). Then, we continued to compute
the gradient with different batches. Each parameter update for
a batch is called an epoch. We used real mean values of activ-
ity from 0 to 1 for the visible node activities and binary values
(0 or 1) for the hidden node activities to improve the learning
efficiency. We updated θ for 200 epochs with a learning rate
α = 0.1. The other details are described in [33].
After the learning was completed, we obtained samples
{hµ` }Mµ=1 for the `th hidden layer by propagating input data
{vµ}Mµ=1 forward to the deep layers. Since the Boltzmann ma-
chine is a stochastic machine, every realization has different
{hµ` }Mµ=1 given the same {vµ}Mµ=1. To obtain homogeneous
(or reproducible) realization, we took dominant values of hid-
den activities by binarizing each component 〈hj〉 = P (hj =
1|v) of a hidden state hµ` with a threshold of 0.5. The binal-
ization indeed corresponds to the zero temperature limit. In
practice, after learning, most hidden activities are distributed
near 0 or 1, so the binalization has little difference from the
stochastic realization. However, before learning, the binaliza-
tion sometimes lead to different statistics from the stochas-
tic realization, because the hidden activities on non-optimized
networks can be broadly distributed near 0.5.
In addition to the MNIST hand-written digit data, we ap-
plied our method to the OCR data [20]. The data contain
52152 samples of lowercase letters. Each sample represents
a 16 × 8 pixel image (N = 128), where each pixel has a bi-
nary value (0 or 1). We used 44800 samples for training, 3720
samples to validate the hyperparameters, and 3632 samples
for testing. The original data contain the following frequen-
cies of letters from a to z: 3333, 1148, 1849, 920, 4233, 721,
2441, 619, 3890, 164, 785, 2892, 1410, 4523, 3655, 1310, 74,
2584, 1075, 1696, 2373, 584, 150, 392, 986, and 990. We
used a discriminative machine to classify generated samples
into lowercase letters. We verified that the machine could suc-
cessfully classify the original data, and found frequencies very
close to the true values: 3294, 1140, 1847, 919, 4200, 801,
2380, 663, 4172, 189, 816, 2556, 1415, 4494, 3619, 1283,
140, 2570, 1090, 1672, 2258, 664, 179, 413, 1033, and 991.
Then, we assessed the generation performance, and confirmed
that the critical layer (β = 1) showed the highest generation
ability for the OCR data given a network architecture (128-
320-160-120-100-95-90-85-75-70 for V , H1, · · · , H9).
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FIG. S1. Learning structureless data. State entropy H[s] versus frequency entropy H[k] for the MNIST data before learning (epoch 0), and
after learning (epoch 200); and for the structureless data (shuffled MNIST). The shuffled MNIST data were generated by randomly switching
black and white pixels in MNIST digit images. For the learning, the standard deep network (500-250-120-60-30-25-20-15-10-5 nodes) was
used. The result of MNIST epoch 200 (gray filled square and line) is added for comparison. Note that the uncertainty (standard deviation) of
the two entropies for 12 ensembles decreased after learning for the MNIST data. The corresponding frequency degeneracies mk for odd and
even layers were separately plotted. Some symbols out of the plot windows do not appear.
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FIG. S3. OCR data. (a) 56 Lowercase letter images of the optical character recognition (OCR) data (16 × 8 pixels for each sample). (b) Two
entropiesH[s] andH[k] represented on a deep neural network (320-160-120-100-95-90-85-80-75-70). The gray line represents the theoretical
maximal H[k] for given H[s]. (c) Generation ability of the ten hidden layers. Numbers beside symbols represent layer numbers. The black
dotted vertical line represents the critical layer (β = 1). Twelve ensembles of generated samples were used to estimate the standard errors.
11
0
0.1
0.2
0.3
0.4
0.5
0 0.2 0.4 0.6 0.8 1
(a) (b)
(c) (d) (e)
0
0.1
0.2
0.3
0.4
0.5
0 0.2 0.4 0.6 0.8 1
H
[k
]
H[s]
Sparse connectivity (λc)
0.80
0.50
0.20
0.10
0.01
H
[k
]
H[s]
Sparse activity (λa)
30
15
10
3
1
0.1
p = 0.01, λa = 0.1 p = 0.01, λa = 3.0 p = 0.01, λa = 15.0
FIG. S4. Sparseness of network connectivity and activity. For a restricted Boltzmann machine (RBM) with 50 hidden nodes, we considered
the sparseness of the network in terms of connectivities and activities. To impose the sparseness, we used L2 regularization for hidden
activities [34] as well as connection weights. Then, the total cost included the negative log-likelihood and the two L2 penalties: C(θ) =
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under the sparse activity. The features were obtained from the transpose of the weight matrices of each hidden node, W>j . We normalized
each of them to have real values between 0 and 1, and then plotted them.
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FIG. S5. Generalizability to discriminative models. Frequency degeneracies mk of binarized hidden states for (a) multi-layer perceptrons
(MLP) using a sigmoidal activation function, (b) MLP using the rectified linear unit (ReLU), and (c) convolutional neural networks (CNN) [35].
The MLP has 3 layers where input, hidden, and output layers have 784, NH , and 10 nodes, respectively. The CNN has 7 layers with input,
5×5 convolution, 2×2 max-pooling, 3×3 convolution, 2×2 max-pooling, hidden, and output layers where the hidden layer withNH nodes
is fully connected to the output layer with a sigmoidal activation function. Note that the plot is for the activities of last fully connected layer.
(d, e, f) Two entropies of H[s] and H[k]. (g, h, i) Classification accuracy for training and test samples depending on the hidden-node number
NH . (j, k, l) Classification error for power exponent β. Classification error is defined as the fraction of input samples that have the same
hidden state but have different true labels from a majority true label for the hidden state. For the classification of the MNIST hand-written digit
images, we used the Python package of TensorFlow [36] with the cross-entropy cost function, Adam optimizer, and Xavier initialization.
13
0
20
40
60
80
100
120
1 10 100 1000
0
0.1
0.2
0.3
0 1 2 3 4 5 6 7 8 9
(a) (b) (c) (g)
(d) (e) (f)
Nz = 1
0
0.1
0.2
0.3
0 1 2 3 4 5 6 7 8 9
Nz = 5
0
0.1
0.2
0.3
0 1 2 3 4 5 6 7 8 9
Nz = 500 G
en
er
at
io
n
ab
il
it
y
Nz
F
re
q
u
en
cy
Label Label Label
FIG. S6. Generation ability of variational autoencoder. Generated digit patterns by variational auto-encoders (VAE) [37] for the various
dimensions of hidden (latent) variables: (a) Nz = 1, (b) 5, and (c) 500. The network structure of our VAE is 784-500(ReLU)-500(tanh)-Nz-
500(tanh)-500(ReLU)-784(sigmoid). (d, e, f) Label distributions of the generated patterns. Black dotted lines represent the original (uniform)
distribution of MNIST digit samples. (g) Generation ability (Eq. (9) in the main text) of the VAE depending on the dimensionNz of the hidden
(latent) variables.
