ABSTRACT Internet users consider content information to be useful, but the current Internet approach treats location information as more important as so ties the former to the latter. A Content-Centric Network (CCN) allows the user to obtain content without regard to its location. CCN caches the contents information at its intermediate nodes. The content is searched along the shortest path between the user and the node that has the original content. If any cache node is located on the shortest path, the content can be obtained from the nearest cache node, so far fewer hops are needed compared to the network without any cache node. However, this efficiency is not achieved if no cache node is located on the shortest path. One proposal sets cache nodes that broadcast their contents to surrounding nodes; the user is able to obtain the content from the cache node, rather than the node that has the original content, if the cache node is closer to the user. The location of the cache node affects the number of hops. We formulate an optimization problem that determines the locations of cache nodes to minimize the hop count as an integer linear programming (ILP) problem. Since large ILPs cannot be solved in practical time, we introduce a betweenness centrality (BC) approach that determines the location of cache nodes by computing the BC value of each node and ranks the nodes in descending BC order. The BC value denotes the ratio of the number of shortest paths between source-receiver pairs passing through the node to the total number of shortest paths between source-receiver pairs. Simulations show that the BC approach offers drastically reduced computation time, while the average number of hops is just 5.8% higher than that determined with the ILP approach.
I. INTRODUCTION
Nowadays, Internet usage habits have changed. People use social networking services to share their information and activities or to view shared information. The Internet has turned into a huge distributed network with gigantic amounts of contents. Internet users need higher speed transmission, with greater efficiency and security to access the content. They obtain the contents without consideration of the contents' location. The existing Internet protocol (IP) network allows content retrieval only by reference to a specific physical location. With this architecture, the traffic flowing through the network is high, since the content is repeatedly unicast from source to each requestor (client hereafter).
A technology that retrieves copies of the content from nodes local to the client, instead of the original content, has been introduced [1] . The Content-Centric Network (CCN) architecture provides one example of how content name can be used to obtain content. CCN uses two packet types: interest packet and data packet. The interest packet is sent to a node having the requested content. The data packet returns the content along the path that the interest packet was routed on. In this way, the content can be obtained without accessing the original content location. A routing scheme developed for the Internet of Things (IoT) emphasizes content detail and is more efficient than the current Internet technology [2] .
In CCN, cache nodes store content copies and are distributed throughout the network. The interest packet is passed to a node that has the requested content via the forwarding nodes via the shortest distance. The node that has the requested content sends the data packet back to the receiving node on the same route as the interest packet but in the opposite direction. This ensures that the content is delivered over the shortest distance, so the delivery time is short. The objective is to minimize the number of hops. Several schemes to search for cached content by using interest packets have been introduced [3] - [5] .
The advantage of this routing approach is that the content can be obtained from the nearest cache node, rather than the node that has the original content. Since this cache node can be assumed to be closer to the client node than the original content, the number of hops needed to obtain the requested content is reduced.
A scheme in which each cache node advertises its contents to the surrounding nodes was introduced in [6] . In this scheme, each cache node calculates and advertises its potential value from cache capacity and processing capacity. The client node selects the cache node with the highest value to provide the content. This scheme may retrieve the content from a cache node that is not the closest to the client node.
To reduce the number of hops for a given number of cache nodes, it is essential to optimize the location of the cache nodes. Note that no all nodes in the network are cache nodes. In [7] , only edge nodes are used as cache nodes. In [8] , the number of cache nodes is limited to just one. Since cache nodes must store contents the current router needs to be replaced. In this paper, we assume that the contents held by each cache node does not exceed current server capacities. The requirement of cache capacity can be relaxed using Least Recently Used (LRU) method [9] . In addition, a method of cache node replacement was studied in [10] .
In this paper, an approach to determine cache node location is introduced that attempts to minimize the number of hops under the condition that the number of cache nodes is given. We first formulate the problem of cache node location to minimize the number of hops as an integer linear programming (ILP) problem. Since ILP problem cannot be solved practical time if the network is large, we apply the betweenness centrality (BC) approach. In the BC approach, the BC value of each node is computed and used to rank the nodes in descending order. The nodes with high BC value are those that appear most frequently on the shortest paths for all source-destination combinations and are configured as cache nodes. An evaluation shows that the BC approach is much greatly reduces the computation time of while the average number of hops is just 5.8% higher compared to the basic ILP approach.
The structure of this paper is organized as follows. Section II describes the fundamentals of CCN including current routing schemes and their problems. Section III describes the ILP and BC approaches. Section IV evaluates performance of both approaches in terms of the number of hops and computation time. Finally, Section V draws our conclusions from the study results.
II. CONTENT CENTRIC NETWORK
There are three types of nodes in CCN: client, source, and cache node. The client node requests provision of the content. The source node is the original holder of the requested content. The cache node holds a copy of the content. The client node obtains the requested contents from either a cache node or the source node, depending on the routing scheme, so that the number of hops to deliver the contents to the client is equal or shorter than that from the source. In addition, the traffic in the network is reduced if the client obtains the content from the cache node. Traffic congestion occurs on several links in the network due to duplication of the same content on the same links, as shown in Fig. 1(a) . CCN resolves the traffic congestion by setting the content to cache nodes, as shown in Fig. 1(b) . The clients obtain the content from the cache nodes.
CCN uses two types of packet: interest packet and data packet. An interest packet carrying the content name is sent by a client to request the content. A data packet, which contains both name and content including a signature by the producer's key, is sent from the cache node to the client using the reverse path taken by the interest packet. The packet forwarding functions of CCN use three data structures: pending interest table (PIT), forwarding information base (FIB), and content store (CS). PIT retains records of unsatisfied interest packets. Each record consists of the content name and the incoming and outgoing interfaces. FIB is a routing table to forward interest packets toward sources of matching content. FIB contains multiple outgoing interfaces for each name prefix, rather than a single interface as in an IP network. CS temporarily stores the content packets to satisfy future requests. A node that has the CS function is called a cache node.
A. ROUTING SCHEMES IN CONTENT CENTRIC NETWORK
CCN uses flooding to implement content search [11] . Since the information is not registered in FIB, the received interest packet is forwarded to all interfaces and thus spreads throughout the network. The content is obtained from the nearest node that has the requested content. However, the interest packet is delivered to all nodes due to the flooding scheme. Furthermore, if there are multiple nodes with the same contents, they send identical data packets. The client selects only one stream of data packets and drops the rest. As a result, the number of interest and data packets in the network becomes impractically large. Several routing schemes to decrease the number of interest packets and the number of hops have been raised for CCN [4] - [6] .
The open shortest path first (OSPF) protocol [12] was extended in [4] . Content names are included in OSPF advertisement packets and a routing table for content names is created. A dynamic routing mechanism for failure VOLUME 6, 2018 protection was introduced. In [5] , content information is advertised from source nodes. Nodes that receive an advertisement identify the shortest path to the source.
Of course, if a cache node lies between the source of the original content and the client, the content can be obtained from the cache node with fewer hops, as shown in Fig. 2 . Therefore, the traffic on the network can be reduced. The potential routing-based scheme, which effectively utilizes cache nodes, was presented in [6] . A route between source and client is obtained by OSPF. The cache node advertises cache capacity and processing performance as a potential value to surrounding nodes. This scheme uses both the number of hops and potential in determining which cache node the interest packet should be delivered to. However, the performance of this scheme depends on network topology and the locations of the cache nodes. Figure 3 shows an example of routing in the potential-based routing scheme. The cache node advertises its potential value, the client knows the location of the cache node from the advertisement. The client sends an interest packet to the selected cache node. The cache node replies with data packets to the client. 
B. PROBLEM OF ROUTING SCHEMES
Once a path between the original source and client is determined, the content is searched for only along the determined path. In fact, the content may be stored near the client, but not on the path. In this case, the client obtains the content from the original source since the location of the cache node is unknown. Cache content updates can be performed by the least recently used (LRU) algorithm. When a content cached in the node is frequently updated and the cache node having the requested content is not on the shortest distance between the source and the client, the cache node that satisfies the requested content must obtain the contents from the source. In addition, in the potential-based routing scheme, if the cache node is located close to the source, the advantages provided by reducing the number of hops between the client and the source and between the client and the cache node are almost the same, as shown in Fig. 4 . 
III. MINIMIZATION PROBLEM OF HOP COUNT FOR CACHE NODE PLACEMENT
We start by formulating the optimization problem that minimizes the number of hops in the network as an integer linear programming (ILP) problem to determine the optimum locations of the cache nodes. Then, a heuristic approach using Betweeness centrality is presented.
A. INTEGER LINEAR PROGRAMMING
An ILP problem is formulated to determine cache node position so as to minimize the number of hops; the number of cache nodes is assumed to be given. Let us consider network G(V , E), where V and E represent the set of nodes and the set of links in the network, respectively. Let (i, j) ∈ E be a directed link from node i ∈ V to node j ∈ V . Let C be a set of contents. Let T be a set of nodes owning the original contents, where is T ⊆ V . Node t c ∈ T owns the original content c ∈ C. Content c ∈ C and node t c ∈ T are given parameters. Flag f c q is a binary given parameter, where q ∈ V . f c q is set to one if content c is in node q, where q = t c , and zero otherwise. y q , where q ∈ V , is a binary decision variable. It is set to one if node q is a cache node or node owning the original content, and zero otherwise. K is a parameter (given) of the maximum number of cache nodes. M is a constant of sufficiently large value that satisfies M ≤ |E|. W is a set of pairs of nodes p ∈ V and q ∈ V \{p}. y c q is a binary decision variable. It is set to one if q = t c , and zero otherwise. x pqc ij is a binary decision variable. It is set to one if (i, j) ∈ E is on the selected shortest path between (p, q) ∈ W for content c ∈ C, and zero otherwise. h c pq indicates the number of hops on the path from node p ∈ V to node q ∈ V \{p} that has content c ∈ C. h c pq ≥ M if node q ∈ V has no content. z c pq is a binary decision variable. It is set to one if node p ∈ V selects node q ∈ V \{p} as the only node to obtain content c ∈ C, and zero otherwise.
From each node, for all contents, the total number of hops needed to arrive at the node having the original content or the cache node is represented by,
Since h c pq z c pq is a product of binary variables, we introduce nonnegative decision variable w pq that satisfies the following conditions to allow expression in linear form.
L is a constant with a sufficiently large value that satisfies L ≥ |E|. We formulate the problem of placing the cache nodes to minimize the number of hops taken to arrive at the node having the original content or the cache node for all contents at each node as the following ILP. 
The objective function in Eq. (3a) minimizes the number of hops for all contents. Equations (3b) and (3c) show the flow conservation conditions of the source and the intermediate nodes, respectively. Equation (3b) shows that, if y c q = 1, traffic amount, which is one, on pair (p, q) ∈ W flows out from node p ∈ V ; otherwise no traffic is generated. Equation (3c) shows that the amount of traffic flowing into node i( = p, q) ∈ V is equal to the amount of traffic flowing out of node i. Equation (3d) ensures that the number of cache nodes does not exceed K . Equations (3e) and (3f) express the logical sum of two binary decision variables, y c q = 1 if y q = 1 or q = t c , and y c q = 0 otherwise. h c pq , which indicates the number of hops on the path from node p ∈ V to node q ∈ V \{p} with content c ∈ C, is defined in Eq. (3g). If node q ∈ V has no content c ∈ C, h c pq ≥ M . Equation (3h) guarantees that node q ∈ V receives unique content from only one node p ∈ V . Equations (3i) 
B. BETWEENNESS CENTRALITY
Considering a network with a large number of nodes, ILP may not yield a solution in a practical time. We introduce a heuristic approach that determines the locations of cache nodes by using betweenness centrality (BC). We call this the BC approach. In the BC approach, the betweenness centrality is computed and cache node position is determined in descending order. By computing betweenness centrality, nodes that appear most frequently on the shortest path considering all patterns of source-destination pairs among all nodes on the network are determined. The total number of hops can be reduced by selecting, as cache nodes, the nodes with highest betweenness centrality values. Betweenness centrality is an index calculated, for a target node, as the ratio of the number of shortest paths that pass through the target node to the number of all shortest paths between all pairs of nodes other than the target node. Betweenness centrality, C B (v), of node v ∈ V is given by the following equation.
σ st is the number of shortest paths between nodes s and t. σ st (v) is the number of shortest paths between nodes s and t that pass through node v. The algorithm in [13] is used to compute C B (v). When multiple cache nodes are required, the BC approach selects, as cache nodes, nodes in descending order of C B (v). 
IV. PERFORMANCE EVALUATION OF CACHE NODE PLACEMENT
The section determines the location of the cache nodes, using the ILP and BC approaches, so as to minimize the number of hops. The four network topologies are shown in Fig. 5 . Network 1 represents typical backbone networks [14] , Network 2 is the Japan Photonic Network (JPN) 12 [16] . Network 3 is the US IP backbone network Topology [15] while network 4 is JPN 25 [16] . The characteristics of these networks are shown in Table 1 . We first evaluate the impact of cache node location on the number of hops; the number of cache nodes is set to one. It should be noted that index 0 means that no cache node exists in the network. A shortest path is assumed from each node to the original content node or a cache node, depending on the nearest location. The total number of hops for every case of original content node location is evaluated. Figure 6 plots the dependency of the number of hops on cache node location for networks 1 to 4. The total number of hops depends on the location of the cache node. It is minimum if the cache node is set at node 2 in network 1, node 7 in network 2, node 9 in network 3, and node 14 in network 4. We observe that the number of hops is minimum when the cache node is set at the node with the highest node degree.
The value of C B (v) for every node is also investigated. Table 2 ranks the nodes in descending order of C B (v).
A. NUMBER OF HOPS
The ILP and BC approaches are compared in terms of the number of hops for each sample network with the same Figure 7 shows that the number of hops decreases as more cache nodes are used. The ILP approach and the BC approach offer the same number of hops in network 1. The BC approach requires more hops than the ILP approach in networks 2-4. The maximum difference in number of hops is 28.5% for two cache nodes in network 2, 40% for five cache nodes in network 3, and 28% for five cache nodes in network 4. The BC approach matches the ILP approach when the number of cache nodes is high. Figure 8 shows the number of hops in the ILP and BC approaches with |C| = |S| = 3 for networks 1 and 2. The ILP and BC approaches offer the same number of hops for network 1. The maximum difference is 13% when the number of cache nodes is two in network 2.
B. COMPUTATION TIME
The computation times for the ILP and BC approaches are compared using the sample networks in Fig. 5 with |C| = 1, |S| = 1. Table 3 shows the computation time for each number of cache nodes. The BC approach determines C B (v) of all nodes, and the computation time is constant regardless of the number of cache nodes. If we compare the shortest computation time of the ILP approach to those of the BC approach, for networks 1 to 4 the BC approach is 72, 2,019, 31,066, and 45,887 times faster than the ILP approach. Thus shows that the BC approach drastically reduces the computation time compared with the ILP approach with only a slight increae in the number of hops (5.8% average).
V. CONCLUSIONS
This paper introduced a practical approach to determine the location of cache nodes that attempts to reduce the number of hops in CCN while drastically reducing time needed to determine optimum cache node location. We formulated the problem of determining cache node location using the ILP approach. Since ILP problems may excessively long times to solve if the network is large, we introduced the approach of using betweenness centrality. Simulations showed that the proposed BC approach is significantly faster than the ILP approach for real-world size problems with only a slight increase (average of 5.8%) in the number has number of hops. 
