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tions. For the hosts studied herein, the polarisability was found to
be smallest for PYD2 and therefore its absence from the present
simulations will not alter the conclusions.
3 Results
3.1 Energetics of PTZ-DBTO2: Continuum Solvation
Table 1 shows the vertical excitation energy for the lowest singlet
excited state, S1, of PTZ-DBTO2 which is an almost pure HOMO-
LUMO transition and therefore as shown by the HOMO-LUMO
orbitals in Figure 3 is of CT character17, The energies are shown
at both the ground state and S1 geometries capturing the absorp-
tion and emission energies, respectively. These are calculated in
Vacuo and for a range of solvents, described using the polarisable
continuum model41. At the ground state geometry, the S1 state
exhibits almost no effect of the environment with the lowest CT
state absorbing around 3.70 eV (335 nm) consistent with the on-
set of the absorption band of PTZ-DBTO2 reported in ref.27.
For emission the picture is unsurprisingly somewhat different,
due to the large dipole moment of PTZ-DBTO2 in the S1 and the
state specific solvation optimised for this dipole moment to cap-
ture the emission energy33. In Vacuo, the emission occurs at 2.65
eV (467 nm) and corresponds to a theoretically derived Stokes
shift arising entirely from the structural changes of PTZ-DBTO2
in its excited state of ∼1.0 eV. Despite the large shift observed in
Table 1, the structural change between the ground and excited
state minima is relatively small. The principle change is an elon-
gation of the C-N bond between the donor and acceptor units,
which increases from ∼1.43 Å to ∼1.48 Å. Importantly, because
of the 1/R dependence, where R is the distance between donor
and acceptor groups, for the excitation energies of charge-transfer
states this small structural change is sufficient to account for the
significant Stokes shift. The other change is a nitrogen pyramidi-
sation between the donor and acceptor groups which goes from
130◦ to 100◦, although this has a much smaller effect on the en-
ergy of the 1CT state.
Upon inclusion of a state-specific PCM model a distinct solva-
tion effect is observed in the excited states with emission energy
decreasing significantly with increasing ε as expected due to the
large excited state dipole moment of the strongly CT singlet state.
The emission in toluene, ∼1.99 eV, is in reasonable agreement
with the peak of the emission of PTZ-DBTO2 which is approxi-
mately ∼2.05 eV27. In zeonex, a low polarity polymer, the emis-
sion is ∼2.38 eV again broadly consistent with the methylcyclo-
hexane and in Vacuo values. As expected, upon increasing the
polarity of the solvent (dicloromethane and ethanol) a significant
decrease in the emission energies is observed, indicating the large
excited state dipole. However no experimental emission spectra
have been reported for these higher polarity solvents.
Consistent with the conclusion of Sun et al.23, increasing the
polarity of the solvent decreases slightly the already weak oscil-
lator strength. This is because the CT state, which initially has
some hybrid character becomes further removed from the pipi∗
excited states and mixes less, switching to a purer CT character
with increasing polarity and therefore small oscillator strength.
In summary, after photoexcitaiton of PTZ-DBTO2 into the 1CT
ε Sabs1 (eV) S
em
1 (eV) f
in Vacuo - 3.61 2.65 0.0007
in methylcyclohexane 2.06 3.65 2.08 0.0004
in Toluene 2.37 3.65 1.99 0.0003
in dicloromethane 8.93 3.69 1.45 0.0002
in Ethanol 24.85 3.71 1.30 0.0001
Table 1 The energy of the S1 CT state at the ground (absorption) and S1
(emission) state geometries of PTZ-DBTO2 as a function of solvent
polarity (ε). The oscillator strength (f) is calculated at the S1 (emission)
excited state geometry.
state, the initial absorption band of ∼3.6 eV undergoes a Stokes
shift of ∼1.7 eV in toluene as observed experimentally27. Of this,
∼1.0 eV is associated purely with the structural change, primarily
the distance between the donor and acceptor groups. The remain-
ing ∼0.7 eV is an interaction with the environment caused by the
large excited state dipole moment of PTZ-DBTO2. This present
understanding, which exploits a continuum model is founded
upon the assumption that SSSE is analogous to solution phase
solvation effects and depends only on polarity. In the following
section we consider this in more detail by studying the effect of
the environment in solid state hosts and explicit solvation through
the point charge model.
3.2 PTZ-DBTO2 with Explicit Environment
Table 2 shows the vertical excitation energy for the 1CT state of
PTZ-DBTO2 for both the ground and excited state electronic con-
figurations as described in the method section. It is reiterated,
that in order to isolate the effect of solvation on the energet-
ics, only the charges in the force-field of PTZ-DBTO2 have been
changed. Consequently, the 1.0 eV shift in the excited state en-
ergy associated with structural changes, identified in the previous
section, will be absent from the present simulations. Any changes
are solely a result of the interaction of the host molecules in re-
sponse to the new electronic configuration of PTZ-DBTO2. It is
again noted that the point charge model adopted will not capture
dipole-induced dipole effects.
These simulation have been performed with three organic host
materials, CBP, DPEPO and PYD2 all of which exhibit different
dipole moments (Table 2). To enable a direct comparison be-
tween the point charge model and PCM models, we have also
performed these simulations with toluene. The Sabs1 and S
em
1 for
toluene using the PCM model was 3.65 eV and 1.99 eV, respec-
tively. As identified using the in Vacuo simulations, ∼0.7 eV of this
corresponds to the effect of the solvent. In Table 2 Sabs1 and S
em
1
for toluene using the point charge model are 3.43±0.18 eV and
2.77 ±0.11 eV, respectively. This yields a relative shift of 0.66 eV,
consistent with the PCM model in the absence of any structural
change of PTZ-DBTO2. The only difference is therefore an ∼0.2
eV shift of both states. However, because it is the relative shifts of
the two states which are important, this does not represent any
issue for the following discussion and confirms the validity of our
present model.
As observed in the implicit solvent models, the Sabs1 exhibits
4 | 1–9
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Sabs1 (eV) S
em
1 (eV) Oscillator Strength µ (D)
in CBP 3.49±0.26 2.84 ±0.18 0.011±0.015 0.01
in Toluene 3.43±0.18 2.77 ±0.11 0.012±0.012 0.43
in PYD2 3.33±0.42 3.36 ±0.28 0.011±0.014 2.67
in DPEPO 3.37±0.21 2.26 ±0.20 0.009±0.011 8.06
Table 2 Excited state energies and their standard deviation for 1CT at the ground (Sabs1 ) and CT S
em
1 state electronic configuration. The oscillator
strength (f) is calculated at the S1 (emission) excited state geometry. The dipole moment (µ) in Debye (D) corresponds to a single host molecule
calculated in Vacuo.
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Fig. 4 Time dependence of cos(θ), where θ is the angle between the
dipole moment of the guest and the surrounding (8 Å) host molecules in
DPEPO (a) and PYD2 (b). Before time zero the molecular dynamics
used the charges for PTZ-DBTO2 corresponding to the molecular
ground state, after time zero the charge transfer charges were used.
a relatively small shift. However a moderate shift is observed
for the hosts with a larger dipole moment (PYD2 and DPEPO).
In contrast Sem1 , corresponding to the emission energy, exhibits a
large shift as a function of the hosts polarity with the exception of
PYD2, which shows no change from Sabs1 . The shifts for CBP and
DPEPO are consistent with a dipolar interaction with the guest
and host molecules analogous to solvation effects in the solution
phase. For PTZ-DBTO2 in PYD2, the absence of shift is because of
the rigidity of PYD215 which provides a tightly-packed molecular
environment for PTZ-DBTO2, reducing the ability of the host to
exhibit any reorientation after excitation of the guest. This is sup-
ported in Figure 4 showing the time dependence of cos(θ), where
θ is the angle between the dipole moment of the guest and the
surrounding (8 Å) host molecules in DPEPO (a) and PYD2 (b).
Before time zero the molecular dynamics used the charges for
PTZ-DBTO2 corresponding to the molecular ground state and in
both cases cos(θ) is close to zero showing little alignment associ-
ated with the CT state. After time zero the charge transfer charges
were used, and a distinct shift to negative values of cos(θ) is ob-
served, consistent with a slight anti-parallel (favourable) align-
ment of the guest-host dipole moments. In contrast for PYD2 no
overall change is observe, except for a narrowing of the standard
deviation which is also observe in the case of DPEPO. In addi-
tion, it is noted that the Stokes shift in the peak position of the
prompt emission (<60 ns) and width of delayed emission of ACRF
in PYD215 is smaller than DPEPO, illustrating the more restrictive
environment. PYD2 has also been used widely used to enhance
the quantum yield of Cu based TADF emitters as the restrictive
environment decreases the rate of non radiative decay42.
Figure 5a show the dynamics of the S1 (1CT) state (a) and
∆E1CT−3CT energy gap (b) for 200 ns after excitation into the
1CT state, averaged from 20 different initial configurations, as de-
scribed in the methods section. The red trace shows the energet-
ics of PTZ-DBTO2 without including the effect of the environment
in the quantum chemistry calculations of the sampled configura-
tions. As expected this shows no shift and the dispersion (error
bars) results from thermal fluctuations of PTZ-DBTO2 at 300 K.
The black trace shows the dynamics observed upon inclusion of
the environment in a point charge fashion. These dynamics are
incredibly simple and exhibit only a strong initial shift associated
with the increased dipolar interaction between the guest and the
host, attributed to small local dipole reorientations. Subsequently,
there are no further shifts in the emission energy during the 200
ns. This is in contrast to the dynamics observed in refs15,16 and
suggests that the spectral shifts on this timescale do not reflect
guest-host interactions. This is discussed in detail in the follow-
ing section. The errors bars represent a standard deviation of the
20 sampled configurations at each time step, these correspond
to the expected width of the 1CT emission band, important in
the context of colour purity of TADF emitters. These are smaller
when the environment is not included, indicating that ∼70% of
this width derives from thermal fluctuations of the emitter. In
Figure 5b, the energy gap becomes slightly smaller after excita-
tion, as the stabilisation reduces the mixing of the 3CT state with
other low lying triplet states, such as 3LE, it is therefore a purer
CT state.
1–9 | 5
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Fig. 5 Time dependence of the S1 (1CT) state (a) and ∆E1CT−3CT
energy gap (b) during the first 200 ns after population of the 1CT of
PTZ-DBTO2 in DPEPO with (black) and without (red) the effect of the
local environment. The error bars correspond to the standard deviation
of the 20 sampled configurations at each time step.
4 Discussions
In the previous sections we have performed ground and excited
state simulations of PTZ-DBTO2 with both explicit and implicit
solvation to understand the role of SSSE in TADF emitters. In the
following subsections these results are discussed.
4.1 Solid State Solvation
In solution, excitation of a solute produces an excited state with a
larger, or even simply different, dipole moment from the ground
state. The surrounding solvent molecules experience a new elec-
tric field and respond to this, i) through electron cloud reorgan-
isation (i.e., polarisability), and ii) through reorientation of the
nuclear positions. These two processes can be considered fast
(picoseconds), in comparison to the timescales of TADF and will
modify the energy levels of the solute. The same general concepts
also applies in the context of solid state solvation, however in a
solid the molecules are sterically constrained, which can restrict
the reorientation of the solute around the emitter.
In our present simulations, both Sabs1 and S
em
1 exhibit spectral
shifts correlated with to the dipole moment of the host, except for
PYD2. This suggests some alignment of the host molecules with
the dipole moment of PTZ-DBTO2, which is larger for Sem1 due
to the larger dipole moment of PTZ-DBTO2 in the CT state. In-
terestingly no net change in the emission energy as a function of
the dipole moment of the host was observed for the spiro-acridine
compound 10-phenyl-10H- spiro[acridine-9,90 -fluorene]-20 ,70
-dicarbonitrile (ACRF), during the first µs in ref.15. In this case, it
suggests a completely randomly orientated amorphous thin film,
even in the CT state. This is because the dipole moment of ACRF
in the ground state is only 1.4 D15. This will not give rise to
any significant dipolar coupling between guest and host in the
ground state leading to a randomly orientated film. In contrast
the ground state dipole moment of PTZ-DBTO2 is 5.5 D, this cre-
ates a propensity for the host molecules to align, to some degree,
with the dipole moment of the emitter already in the electronic
ground state, as proposed in ref.8. Because the ground and ex-
cited state dipole moments of PTZ-DBTO2 are in the same direc-
tion, this alignment in the ground state enhances the dipolar cou-
pling in the excited state creating the ability to stabilise both Sabs1
and Sem1 . In the solid state, because reorientation of the dipoles
is more restricted, the random orientation of guest-host blends
of ACRF which exists in the ground state cannot be changed in
the excited state. However for PTZ-DBTO2, some alignment al-
ready exists, this alignment can be enhanced in the excited state
by smaller fluctuations of the host when the guest is excited into
the CT state. This highlights if one wishes to control the spectral
shifts of TADF emission, it is crucial to consider the ground state
molecular dipole moment of the emitter.
4.2 Time-dependent emission energies
Our present results fail to observe any spectral shifts of the emis-
sion energy between 20 and 200 ns after excitation of the emitter
into the 1CT state (Figure 5). As described in the introduction,
refs15,16 have recently reported such temporal changes with time
dependent red and then blue shift occurring on the nano- and
micro- second timescales. The lack of dynamics observed herein,
suggests that this is not a guest-host effect and would appear to
rule out the proposal made in ref.15, in which this time depen-
dent shift is caused by a slow reorientation of the host to align
with the dipole moment of the emitter. At this point, it is empha-
sised the timescales (200 ns) studied herein do not correspond to
those reported in ref.15 for ACRF. which extend into the micro-
and millisecond time domain, which are not considered here due
to the length of the simulations. However similar shifts are ob-
served on this timescale experimentally in ref.16 for the D-A-D
analogue of PTZ-DBTO2. Despite, the fact that we therefore can-
not conclusively rules out the proposals made in ref.15, the fol-
lowing discussion remains relevant.
Importantly, the proposal by Mehes et al.15 relies upon pop-
ulation of a 3CT state on the microsecond timescale. This cre-
ates a strong dipole moment of the emitter forcing local align-
ment of the host molecules, stabilising the 3CT state and causing
the typical bathochromic shift for guest-host systems exhibiting
stronger dipolar interactions. This state then decays into a pipi∗
state on the millisecond timescale. As this state does not exhibit a
large molecular dipole moment, the host molecules become ran-
6 | 1–9
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domised again leading to the blue spectral shift.
For this mechanism, the two triplet states must be coupled,
most likely by nonadiabatic coupling, as expected for high per-
forming TADF materials17. This coupling means that the molecu-
lar wavefunction will be mixed between the two states. Because
nonadiabatic coupling is usually a lot stronger than spin orbit cou-
pling between the singlet and triplet states, these two states will
rapidly form an equilibrium on a timescale much faster than the
reverse intersystem crossing (rISC). Consequently, because of this
mixing, it is not possible to assign the molecule to being purely
3CT or 3LE. The molecular dipole moment of this mixed configu-
ration will therefore be expected to be smaller and is unlikely to
explain the rather significant dynamics observed in ref.15
To address an alternative mechanism, Figure 6 shows a plot
of the energy gap between the 1CT and 3CT states (∆ES−T ) and
the oscillator strength of the 1CT state. The linear correlation ex-
pected is observed. Therefore conformations with a large ∆ES−T ,
which derives from larger exchange energy, will exhibit a higher
ES. But larger ∆ES−T configurations also have a larger oscilla-
tors strength. Consequently, the states with higher 1CT energy
will emit first. This will lead to the red shift in the initial prompt
emission with time before the system decays into the triplet man-
ifold.
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Fig. 6 The oscillator strength of the 1CT state as a function of ∆ES1−T 1
(eV) over all of the configurations of PTZ-DBTO2 sampled.
The blue shift at longer times is observed in both refs15,16.
Here we explain this with a mechanism which we refer to as re-
verse dispersion. Once in the triplet state, the rate of TADF can be
expressed:
kTADF = k f exp{−∆EST /kbT} (1)
This equation is strictly only valid for cases in which the rate
constants of these nonradiative transitions are much larger than
the rate of fluorescence. This is not the case here, but never-
theless provides a guiding illustration of the effect of reverse dis-
persion. Equation 1 shows that molecules with a larger radiative
rate might be expected to emit first, but because of the large ex-
change energy, ∆EST will be larger, slowing TADF. Therefore the
molecules with the largest ∆EST , and therefore highest S1 energy
will emit later, and consequently a blue shift will be observed.
Taking as an example Figure 6, in the case the radiative rate dou-
bles, the energy gap roughly triples. This means that ratio of the
kTADF can be expressed:
kTADF1/kTADF2 =
k f exp{−0.05/kbT}
2k f exp{−0.15/kbT}
(2)
=
1
2
exp{−0.05/kbT}
exp{−0.15/kbT}
∼ 24.5 (3)
This is to say that although molecular configurations with smaller
∆EST also have a smaller radiative rate, the triplets state har-
vested from these configurations ∼25 times quicker than those
with a larger energy gap due to the exponential dependence of the
energy gap on the TADF process. This proposes that the dynamic
SSSE observed for TADF emitters is purely a result of the dis-
persion of CT states. Importantly the aforementioned proposed
mechanism is consistent with the spectral shifts seen in ref.16 for
both non-polar (zeonex) and polar (CBP) molecules. However,
the mechanism proposed in ref.15, would result in no spectral
shift being observed when a TADF emitter is embedded within
the non-polar polymer zeonex.
Finally, it is important to note that in the case of PTZ-DBTO2,
the presence of the 3LE makes a full description of reverse dis-
persion more complicated. However, this state should be little
affected by the environment and as shown in ref.19, even in the
spin-vibonric mechanism involving the 3LE state, it is still the gap
between the CT states which is most important.
5 Conclusions
In the present work we have used quantum chemistry and molec-
ular dynamics to shed insight into static and dynamical solid state
solvation effects of a TADF emitter embedded within an amor-
phous organic thin film. We find that the so called static SSSE
are analogous to solvation effects observed in the solution phase.
However, we demonstrate that the magnitude of shifts in the ex-
cited state depends not only upon the dipole moment of the host,
but also its rigidity and the dipole moment of the emitter in its
electronic ground state.
Studying time-dependent aspects of solvation in TADF emit-
ters, we observe no dynamics of the spectral shift. This enables
us to rule out guest-host interactions as dominant in the time-
dependent solvation dynamics observed for TADF emitter. Instead
we proposed the mechanism summarised in Figure 7. After pho-
toexcitation, the charge redistribution of the emitter leads to a
stabilisation of the excited state. This occurs on the picosecond
to early nanosecond timescale and originates from the structural
changes of the guest, but also reorientational dynamics of the host
consistent with solvation in the solution phase. This latter com-
ponent will of course depend on the rigidity of the host. Subse-
quently, the continued red shift on the nanosecond timescale de-
rives from the dispersion effect of the CT state. Indeed, as shown
in the lower inset in Figure 7, the exchange interaction lifts the
energy of singlet excited states. As the magnitude of the exchange
is linked to the orbital overlap, increased exchange is generally
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