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Abstract 
Understanding pressure and plume propagation in the reservoir is an essential component of feasibility and risk assessment of 
geologic carbon sequestration operations. Detailed numerical simulations of supercritical CO2 injection in deep saline aquifers 
generally involve extensive reservoir characterization and high computational effort. Validated simplified models that are based 
on the most critical physical processes, on the other hand, can be efficient alternatives for rapid screening of CO2 sequestration 
projects. Sensitivity analysis using a set of well-designed full-physics compositional simulations provides useful insight 
regarding parameter influences on pressure propagation in our domain of interest. We developed a robust 2D simplified physics 
model to characterize CO2 injectivity in semi-confined layered saline aquifer systems as a function of dimensionless variables 
characterizing rock and fluid properties based on sensitivity analysis results. Our simplified model for injectivity can thus be used 
to determine the CO2 injection rate for a given target pressure differential or alternatively, the pressure differential resulting from 
injecting CO2 at a target rate.  
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1. Introduction 
Geologic sequestration of CO2 in deep saline formations has been recognized for its potential to control 
greenhouse gas emissions via long-term storage of captured CO2. Storage integrity involves an understanding of the 
nature of pressure and plume propagation as injected CO2 displaces the native reservoir fluids. Numerical 
simulations are regularly used for screening, evaluation and prediction of the capacity and injectivity of saline 
aquifer targets. Detailed numerical simulation of the physically complex multi-phase multi-component flow effects 
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generally requires significant reservoir characterization effort and computational burden. Simplified models that are 
based on the most relevant physical processes and validated against full-physics simulators can be efficient and 
useful alternatives for rapid screening and evaluation of reservoir performance for CO2 sequestration projects.  
Our objective is to develop and validate simplified physics based models for CO2 sequestration in deep saline 
formations for predicting injection well and formation pressure buildup. This paper discusses the development of a 
2D simplified physics model to characterize CO2 injectivity in saline formations, using insights gained from a set of 
well-designed full-physics compositional simulations. Dominant processes such as lateral extent of CO2 plume 
migration, pressure effects, gravity segregation or segregation due to density difference and CO2 dissolution into 
connate fluid are modeled while geochemical interactions are excluded in our models. 
Injectivity is defined here as the ratio of the injection rate to the pressure buildup at the injection well. It is an 
effective and critical operational performance metric that can be used to predict the magnitude of injection well 
pressure buildup given a target CO2 injection rate, or the CO2 injection rate corresponding to a target pressure 
differential for similar CO2 injection operations. 
1.1. Previous work 
Simplified models can be extremely useful for rapid integrated system performance assessment of CO2 
sequestration projects. For example, evaluation of the long-term trapping processes can be simplified using vertical-
equilibrium assumption to vertically-integrate the three-dimensional system of equations to two-dimensions. These 
upscaled equations are then solved using standard numerical methods [1]. Semi-analytical solutions to plume and 
pressure propagation during CO2 injection, however, do not require high computing power. Saripalli and McGrail 
[2] were among the earliest to develop a semi-analytical model specifically for the problem of CO2 injection in deep 
saline aquifers. This effort however did not explicitly discuss the issue of pressure buildup in the reservoir or the 
injection well resulting from CO2 injection. Benson [3] developed a pressure buildup solution to this problem of 
CO2 injection with a two-region model but did not account for the mutual solubility of CO2 and brine. Both efforts 
assumed Buckley-Leverett type radial displacement, vertical equilibrium and neglected capillary pressure.  
Noh et al. [4] presented an improvement over the two-region model of Benson [3] with their three-region model 
that included the CO2 drying front, the two-phase Buckley-Leverett front and the single-phase brine region. 
Alternative approaches were later proposed for computing the effective mobility in the two-phase region and hence 
develop the pressure solution for this three-region model. Burton et al. [5] calculated an effective two-phase 
mobility based on the average brine saturation while Oruganti and Mishra [6] used an effective mobility averaged 
over the distance in the two-phase region. 
However, current simplified analytical and semi-analytical models of CO2 geological storage still require 
relatively idealized systems and do not account for reservoir heterogeneity and gravity segregation. For example, the 
Nordbotten et al. [7] sharp-interface model does not honor two-phase behavior behind CO2-brine interface while the 
semi-analytical three region model by Oruganti and Mishra [6] is applicable only for confined (i.e. 1D radial flow) 
systems. We address the need for more relevant simplified two-phase models by considering semi-confined systems 
with vertical layering and finite lateral extent.  
1.2. Current model and analysis approach 
Our approach is based on using data from numerical experiments to develop insights into the relationship 
between pressure propagation in the reservoir and fundamental reservoir/ cap rock properties. Detailed 
compositional simulations of CO2 injection into a saline aquifer system are carried out using CMG-GEM® for a 
broad range of reservoir and cap rock properties. 
Our computational model consists of a single vertical well radially injecting supercritical CO2 in the middle of a 
2D layered reservoir overlain by a cap rock. We add an overlying cap rock and vertically layered heterogeneity to 
the aquifer considered in the simplified 1D 3-region model of Burton et al. [5] and Oruganti and Mishra [6], thus 
introducing buoyancy and heterogeneity effects on plume migration. Our analysis approach is based on a 
combination of first-principles approach and inspectional analysis from detailed numerical experiments using 
following methods: 
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x Well-defined compositional simulations of CO2 injection into a semi-confined cylindrical saline aquifer system 
are carried out for a broad range of reservoir and cap rock properties.  
x Data from this sensitivity analysis exercise is used to develop insights into the relationship between the 
performance metrics of interest and fundamental reservoir/ cap rock properties. Inspectional analysis yields 
dimensionless groups for correlating the data. 
x Regression analysis is used to represent PD as a function of the underlying independent variable groups identified 
from the sensitivity analysis exercise. This approach is similar to that used by Mollaei [8] in developing a 
forecasting tool for isothermal EOR and water flooding.  
x The resulting predictive relationship is tested to validate the injectivity model using blind runs with simulations 
that were not part of the “training set” (i.e. not used in model formulation).  
 
Thus, using a steady-state version of Darcy’s law and dominant parameter groups identified from the sensitivity 
analysis exercise with full-physics compositional simulations, we develop a robust multivariate linear regression 
model to determine PD, and hence, the injectivity index.  
2. Simulation Elements and Workflow 
2.1. Model description 
The basic model is that of a single-well injecting 
supercritical CO2 into a bounded 2D radial-cylindrical 
aquifer initially filled with brine. The model domain 
consists of a porous and permeable heterogeneous 
reservoir, overlain by a low-permeability cap rock. The 
top of the cap rock, the bottom of the reservoir and the 
lateral boundary are all assumed to be no-flow boundaries. 
Fig. 1 illustrates the system of interest and the grid 
defined. 
The simulations are executed in the numerical 
simulator GEM® developed by the Computer Modeling 
Group (CMG). GEM or Generalized Equation of state 
Model is a robust, multidimensional and fully 
compositional reservoir simulator that is widely used as 
one of the standard simulators to model the flow of three-
phase, multicomponent fluids in the industry. The 
following simulation elements are considered for our 
system: 
 
x A semi-confining system similar to the Mt Simon sandstone (reservoir) – Eau Claire shale (cap rock) 
configuration 
x Reservoir and cap rock thickness (and variants) similar to that used for the Arches project [9,10]  
x Reservoir permeability, as well as porosity, (and variants) similar to that used for the Arches project [9,10]  
x Cap rock permeability and air entry pressure from the Illinois basin project [11] 
x Permeability variation and anisotropy ratio assumed over a realistic range 
x Injection rates to be varied under operational constraints 
2.2. Simulation scenarios matrix 
Simulations are run for an injection period of 30 years to observe CO2 displacement characteristics in a closed 
system – as would be the case in a network of injection wells. The independent variables of interest for pressure 
Fig. 1. Model geometry and gridding for the system of 
interest. 
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buildup in the reservoir are thickness and porosity of reservoir and cap rock, reservoir permeability heterogeneity, 
permeability and capillary pressure of the cap rock, and CO2 injection rate. Reservoir heterogeneity is varied by 
controlling the mean reservoir permeability, permeability anisotropy ratio (ratio of vertical to horizontal 
permeability) in the reservoir, spatial arrangement of the heterogeneous reservoir permeability layers, and relative 
permeability curves for the reservoir. We investigate the sensitivity of system behavior for high and low variants 
from a reference case for each of these variables and seek to quantify their effect on the dimensionless pressure 
buildup in the reservoir.  
There are 10 independent variables identified in Table 1. A set of one-off simulations are carried out to develop a 
library of results from which insights related to the development of simplified-physics based model will be 
extracted. For each of these simulations, all other independent variables are kept fixed at their reference values. This 
simulation matrix is run with each of the three different relative permeability models.  
Table 1. Summary of test cases explored with parameter values for the reference case and the two variants 
 
Parameter Description Units 
Reference 
Value 
Low  
Value 
High  
Value Comments 
1 hR Thickness of reservoir m 150 50 250  
2 hCR Thickness of caprock m 150 100 200  
3 kR Average horizontal 
permeability of reservoir 
mD 46 12 220  
 VDP Dykstra-Parsons 
coefficient 
– 0.55 0.35 0.75 Correlated with kR 
4 kCR Average horizontal 
permeability of caprock 
mD 0.02 0.002 0.2  
5 kV/kH Anisotropy ratio – 0.1 0.01 1  
6 q CO2 injection rate MMT/yr 0.83 0.33 1.33  
   bbl/day ~17074 ~7238 ~25855 Averages from the 
reference case 
 L Outer radius of reservoir m 10000 5000 7000 Correlated with q 
7 ϕR Porosity of reservoir – 0.12 0.08 0.18  
8 ϕCR Porosity of caprock – 0.07 0.05 0.1  
9 PC,CR Capillary pressure model 
of caprock 
– reference decrease Pc 
by 3× 
increase Pc  by 
3× 
 
10 Ik Permeability layering – random  increasing 
from bottom 
 
 
Relative permeability curves for the reservoir are taken from Saadatpoor [12]. Relative permeability curves are 
assumed to be the same for the caprock in all cases. These curves are shown in Fig. 2 (a). As far as variations from 
the reference case, the gas relative permeability curve for the reservoir is assumed to be linear for one of the variants 
(case A), whereas the other variant (case B) lies somewhere in between. The three separate curves provide a range of 
permeability characteristics for the reservoir model. Fig. 2 (b) shows the characterization of these relative 
permeability models using the slopes of the tangents to their gas fractional flow curves, i.e. dfg/dSg. 
Thus, a total of 60 simulations cover all one-off parameter variations.  
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(a) (b) 
Fig. 2. (a) Relative permeability model variations, with different gas-water relative permeability curves; (b) Fractional flow curves for the three 
relative permeability models characterized in terms of their slopes. 
3. Predicting dimensionless pressure buildup 
We determine a simplified physics model for minimum dimensionless pressure buildup at the injection well as a 
function of key reservoir and fluid properties. This model can be used to predict the injectivity in similar layered 
aquifer systems, given their respective system parameters. We describe the process of formulating and validating the 
predictive model for CO2 injectivity below. 
3.1. Selection of independent variables 
We consistently observe that CO2 begins displacing brine in the reservoir with an initial pressure jump followed 
by a transient period of quasi-steady injection well pressure. Once the pressure front reaches the lateral boundary of 
our system, further CO2 injection causes pressure buildup in the reservoir as expected. Fig. 3 shows the typical 
pressure at the injection well with time, illustrating the initial pressure jump observed.  
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Fig. 3. Pressure values at the injection well as a function of time. The 
initial pressure jump observed at the well is followed by a period of 
quasi-steady pressure before boundary effects come into play. 
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The pressure jump at the well can be converted into a dimensionless quantity (PD) using equation 1.  
 jump
w
RR
D Pq
hkP ' P
S2   (1) 
where  
kR is reservoir permeability,  
hR is reservoir thickness,  
q is volumetric injection rate,  
μw is brine viscosity, and  
ΔPjump is the minimum observed value of the pressure jump.  
 
Independent variables such as thickness, porosity, permeability of the reservoir and caprock, spatial arrangement 
of the vertical permeability layers in the reservoir, permeability anisotropy (ratio of vertical to horizontal 
permeability) in the reservoir and the CO2 injection rate have been varied to study sensitivity to pressure buildup 
(ΔPjump) at the injection well. Fig. 4 is a simple spider chart representation of the result of this sensitivity analysis. 
The reference case is represented by 0 value on the X-axis while the low and high cases for each independent 
variable are indicated by -1 and +1 respectively on the X-axis. The change in the pressure buildup for each case with 
respect to the reference case is plotted on the Y-axis. Hence, the pressure buildup at the injector is the most sensitive 
to the variables that give the highest slopes in this figure. 
 
 
Fig. 4. Spider chart showing sensitivity of pressure jump at the injector to various rock 
properties for the reference relative permeability model. The reference case is indicated by 0 
while the low and high cases for each independent variable are indicated by -1 and +1 
respectively on the X-axis. The dominant variables give the highest slopes in this 
representation. 
The pressure jump for all relative permeability models is impacted most by the injection rate and the 
permeability-thickness product of the reservoir. Presenting this pressure buildup in the dimensionless form, we 
successfully characterize PD as a function of the following variable groups: 
 
x Relative permeability model characterized by the slope of the tangent to fractional flow curve, dfg/dSg  
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x Dykstra-Parsons coefficient, defined as ஽ܸ௉ ൌ ሺ௞ఱబି௞ఴరǤభሻ௞ఱబ   
where  
k50 is mean reservoir permeability 
k84.1 is reservoir permeability mean plus standard deviation  
 
Fig. 5 shows a plot of the dimensionless pressure jump, PD, versus the slope of the fractional flow curve, dfg/dSg, 
which characterizes relative permeability relationship.  
 
 
Fig. 5. Scatter plot of PD values for varying dfg/dSg and VDP. Minimal scatter in 
data shows that PD is strongly correlated with these two variables. 
From the minimal scatter in the data in Fig. 5 we see that the relative permeability has a strong impact on PD and 
hence injectivity.  
3.2. Predictive model formulation and validation 
The data in Fig. 3 were fit to a multivariate regression model to yield the following relationship for the 
dimensionless pressure buildup.  
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Results of the successful comparison between simulated and predicted values of PD using our model (equation 2) 
are shown in Fig. 6. This model compares well with the simulated pressure buildup values.  
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Fig. 6. Comparison plot between regression model predictions and simulator 
output values for PD. 
3.3. Predicting CO2 injectivity 
Injectivity index (q/ΔPjump) of the well is calculated from the dimensionless pressure buildup using equation 1. 
Fig. 7 compares the predicted injectivity from our model with the injectivities calculated from our simulation 
dataset. The equivalence between the model predictions and the simulations for the injectivity thus demonstrates our 
model performance. 
 
 
Fig. 7. Comparison plot showing the equivalence between regression model 
predictions and simulator output values for injectivity, i.e. (Q/ΔP). 
The simplified predictive model obtained for dimensionless pressure buildup and hence for CO2 injectivity, is 
also validated successfully for its robustness with two ‘blind’ simulation cases that were not part of the regression 
analysis. In other words, the parameter values were different from the low and high cases shown in Table 1. We find 
that the injectivity predicted by our model for the first validation case is 10.5 bbl/day/psi compared to the simulation 
result of 9.6 bbl/day/psi. For the second validation case, the injectivity predicted by our model is 27.5 bbl/day/psi 
compared to the simulation result of 28.7 bbl/day/psi. Thus, our simplified model (equation 2) can be used to 
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reliably predict the CO2 injectivity and hence determine the CO2 injection rate for a given target pressure differential 
or alternatively, the pressure differential resulting from injecting CO2 at a target rate.  
We use the injectivity data from our simulation dataset to characterize fields as a practical application of our 
predictive model. We have injectivity and reservoir properties (such as permeability, net pay) for four fields, one 
each in Rose Run, Copper Ridge, Michigan basin, and East Bend formations from various field demonstration 
projects carried out by Battelle. Fig. 8 compares field data with our simulation dataset whose trends are in 
agreement. The injectivity varies as (0.1kRhR) for the field data. 
 
 
Fig. 8. Plot illustrating the correspondence between field data and the 
simulation dataset. The injectivity is plotted against the permeability-
thickness product of the reservoir on a log-log scale. Field injectivity 
values vary as (0.1kRhR). 
Using this field data in comparison with our simulation dataset, we establish uncertain system parameters such as 
the relative permeability model. Assuming a VDP of 0.55 for the fields, we calculate the dfg/dSg from equation (2). 
Table 2 gives the calculated dfg/dSg values for the four fields. This process helps us deduce system properties and 
hence reduce their uncertainty for use in any further reservoir analysis during characterization or optimization of the 
reservoir under consideration. 
Table 2. Deducing relative permeability models for reservoirs using our predictive model for 
dimensionless pressure buildup. 
 Field PD VDP (assumption) Calculated dfg/dSg 
1 Copper Ridge 8.56 0.55 4.33 
2 Rose Run 4.84 0.55 5.98 
3 East Bend 3.37 0.55 6.47 
4 MI Basin 3.08 0.55 6.56 
 
Hence we establish a robust relationship for injectivity as a function of the permeability-thickness product of the 
reservoir, brine viscosity, slope of the tangent to the gas fractional flow curve and the Dykstra-Parsons coefficient. 
Of these independent variables, the permeability and thickness are assumed to be known for any given reservoir. 
Brine viscosity can be calculated using reservoir salinity, pressure and temperature data. Dykstra-Parsons coefficient 
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can be calculated with the knowledge of the permeability distribution in the reservoir obtained from well logs. 
Typical values of the Dykstra-Parsons coefficient found in literature lie between 0.5 and 0.7. The slope of the 
tangent to the fractional flow curve is one of the hardest inputs to obtain for a given reservoir. In the absence of core 
data to test with, we encourage the user to use a lower and upper bound for the dfg/dSg values from our study. This 
would yield an expected range of values for the injectivity. 
4. Conclusions 
Sensitivity analysis using a set of well-designed full-physics compositional simulations provides useful insight 
regarding parameter influences on pressure buildup in our domain of interest. The robust predictive model obtained 
for injectivity can successfully be used to determine the magnitude of injection well pressure buildup given a target 
CO2 injection rate, or the CO2 injection rate corresponding to a target pressure differential for similar CO2 injection 
operations. Field example trends are shown to be in agreement with the simulation data. Hence field petrophysical 
properties can be deduced from our simplified physics model to reduce uncertainty during reservoir characterization 
or optimization operations. This method may be useful in feasibility assessments, permitting CO2 storage sites, 
system design and injection performance monitoring. 
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