The main goal of this work is to study an averaging principle for two-time-scales stochastic partial differential equations with jumps. The solutions of reduced equations with modified coefficients are derived to approximate the slow component of the original equation under suitable conditions. It is shown that the slow component can strongly converge to the solution of the corresponding reduced equation in the pth-mean. Our key and novel idea is how to cope with the changes caused by jumps and higher order moments.
Introduction
In practical science and engineering, many complex systems can be described as singularly perturbed systems with separated two-time-scales driven by random perturbations, for example, chemical reaction dynamics [] , electronic circuits [] and laser systems [] . In most cases, people are only interested in investigating the time evolution of the slow component, but that cannot be done directly, unless we solve the full two-time-scales equations. Although computers are now very advanced, they cannot deal with such a disparity of scales. Averaging methods can reduce the computational load. In view of this, the averaging principle, which is an effective tool to analyze the two-time-scales dynamical systems with random perturbations, becomes more and more important and popular to be applied to reduce the dimensions of the original systems.
The theory of the averaging principle has a long and rich history. Let us mention a few of them. Khasminskii [] first proved the averaging principle of stochastic differential equations (SDEs) driven by Brownian noise. Since then, the averaging principle has been an active research field on which there is a great deal of literature. Freidlin and Wentzell [] provided a mathematically rigorous overview of fundamental stochastic averaging methods. Golec and Ladde [] and Xu et al. [-] proposed the averaging principle to stochastic dynamical systems in the sense of the mean-square, which implies the convergence in probability. Furthermore, L  -strong convergence (also called mean-square-strong convergence) in averaging principles for several types of slow-fast stochastic dynamical systems driven by Brownian noise has been investigated by Freidlin However, the work on the averaging principle mainly discussed L  -strong convergence for two-time-scales jump-diffusion processes, which does not involve L p (p > )-strong convergence in general. Generally, people need to estimate the higher order moments which possess a good robustness and can be applied in computations in statistics, finance and other fields. To the best of the authors' knowledge, the averaging principle for twotime-scales SPDEs with jumps has not been considered in L p (p > )-strong convergence.
Therefore, based on the above discussion, an attempt will be made to establish an averaging principle for two-time-scales SPDEs driven by jumps in L p (p > )-strong convergence.
In this paper, our key and novelty is how to cope with the changes caused by jumps and higher order moments. It is drastically different because of the appearance of the jumps.
The paper is organized as follows. In Section , we present some notations and the formulation of the problem. In Section , the main result is stated. We derive the stochastic averaging principle for two-time-scales SPDEs driven by jumps in L p (p > )-strong convergence.
Preliminaries
Let ( , F, P) be a complete probability space with a natural filtration {F t } t≥ satisfying the usual conditions. We fix l >  arbitrarily, and we denote D := (, l), i.e., D is a fixed, open, bounded interval of the real line R. Let H be a Hilbert space L  (D) equipped with the inner product ·, · H and the corresponding norm · . Let T >  be fixed arbitrarily. In this paper, we are concerned with the following SPDEs driven by both Brownian motions and Poisson random measures: 
Let us denote the two corresponding compensated martingale measures
Let us define an abstract A = ∂ ξξ with zero Dirichlet boundary conditions. Let {e k (ξ )} k∈N be a complete orthonormal system of eigenvectors in H such that, for k = , , . . . ,
Let V be a Sobolev space H   of order one with zero Dirichlet boundary conditions, which is densely and continuously injected in the Hilbert space H. Identifying H with its dual space, we obtain the Gelfand triple
Owing to Poincaré's inequality, we obtain
where ·, · denotes a dual pair of (V, V * ).
Note that the Green's function S(ξ , ζ , t) for the deterministic equation (∂/∂t -A)X(t, ξ ) =  can be expressed as
Recall that the associated Green's operator is defined, for any (ξ ) ∈ H, by
It is straightforward that {S t } t≥ are contractive semigroups on H and S t (ξ ) ≤ (ξ ) . To give precise results, it is convenient to look at the equations in an abstract setting, where system (.) can be rewritten as
We now introduce the definition of mild solutions of system (.).
Definition . A natural way to give a rigorous meaning to (.) is in terms of the following integral equations:
Moreover, according to Itô's formula [, ], for t ∈ [, T], p > , the following equalities hold:
and
Convention The letter C, with or without subscripts, will denote positive constants whose value may change in different occasions. We will write the dependence of constants on parameters explicitly if it is essential. Now, we need to give some dissipative conditions [] to ensure the ergodicity for the fast motion and global Lipschitz condition, and the growth condition to ensure the existence and uniqueness for (.).
Assumption  The coefficients of (.) are globally Lipschitz continuous in x, y, i.e.,
Remark . From Assumption , for all x  , y  ∈ R, it immediately follows that
so we set
and then we have
Assumption  f is globally bounded.
where α  is the decay rate of A.
Remark . Assumption  is a strong dissipative condition, and it is very important to prove the ergodicity for the fast motion. The detailed proofs will be given in Appendix A.
It is easy to see that, complying with Assumption , and in terms of Remark ., (.) has unique mild solutions [, ].
Averaging principle for two-time-scales SPDEs with jumps
In this section, we first prove two key lemmas and then present the main result of the paper.
Lemma . Let Assumptions - be satisfied. For any T >  there exists a positive constant
Proof For X t p , by the energy identities (.), we have
By Assumption  and Assumption , Young's inequality and (.), we have
t , according to the binomial theorem, we calculate the coefficients in the expansion of (a + b) p ,
where
. . , p. So, by Assumption  and Young's inequality,
Then we obtain
Now, by Young's inequality and the BDG inequality, we find
Next, it is easy to see that
Therefore,
Finally, by Gronwall's inequality, we have
This is the proof of Lemma ..
Lemma . Let Assumptions - be satisfied. For any T > , there exists a positive constant
Proof Due to the energy identity (.), we find
In view of Assumption  and Assumption , we have
Then by taking (.) and γ >  small enough for Young's inequality in the form |ab| ≤ γ |b| m + C r,m |a| m m- , we have
By the binomial theorem (.), Young's inequality and Assumption , we have
With the help of Gronwall's inequality (see reference [], p.), we know there exists a positive constant
This is the proof of Lemma ..
Theorem . Let Assumptions - be satisfied. X t denotes the stochastic process determined by the SPDE
Proof In order to prove the above theorem Theorem ., we divide the course of the proof in three steps. In
Step , X t -X t p will be estimated. We prove the other estimate
Step . Finally, through
Step  and Step , Theorem . will be obtained.
Step . We consider a partition of [, T] into intervals of the same length δ (δ < ). Then, for t ∈ [kδ, min{(k + )δ, T}], k = , , . . . , T/δ , we construct auxiliary processesŶ t and X t , by means of the relationŝ
To proceed, by the mild solution X t of (.), we make the following estimation:
where I denotes the identity operator. First of all, since f is globally bounded, by Hölder's inequality and Assumption , detailed computation leads to
Second, from the BDG inequality, Hölder's inequality and Lemma ., it follows that
Next, by Kunita's inequality [, Theorem ..], we have
Finally, we will estimate the first term I  of (.). To proceed, we define three functions and establish a key lemma. Define
Since the semigroup {S t } t≥ is analytic, the trajectories of ϒ t , t and t are Hölder continuous-valued. We will give some estimations of the slow component X t as a value
Remark . In this paper, we assume that
Lemma . For any t ∈ [, T] and
Proof The estimations of ϒ t , t can be obtained from [] . Here, we give the proof of the third term t . For the third term, by the factorization formula, we have
Note that, for any
Next, for any t > , the operator (-A) α S t is bounded and its operator norm (-A)
. Then, by Kunita's first inequality [, Theorem ..], Hölder's inequality and Lemma ., we have
This is the proof of Lemma ..
To proceed, we give the estimation of I  . According to [] , there exists a constant C α >  such that for all x ∈ D((-A) α ),
and then, according to Lemma ., we deduce
Note that the result also holds for p =  []:
Next, from the definitions of Y t , (.) andŶ t (.), by energy identities (.), for t ∈ [kδ, min{(k + )δ, T}], E Y t -Ŷ t p will be estimated:
First of all, from Assumptions - and Young's inequality, it is easy to get
Then, by equality (.), we have
To proceed, we give another key lemma to complete the proof of Step .
Lemma . For any t ∈ [, T], and
Proof We begin with
Thanks to Lemma . and (.), for any u ∈ [, T], we get
With the help of Gronwall's inequality, we have
This is the proof of Lemma ..
Step . In this step, we will estimate E sup ≤t≤T X t -X t p . It follows from the definitions of X t andX t that
Using Hölder's inequality, the contractive property of semigroup S t , and the globally Lipschitz continuity off , for any u ∈ [, T], we obtain
Similarly, it is also easy to derive that the estimate for any u ∈ [, T],
Now, by Kunita's first inequality [, Theorem ..] and Hölder's inequality, we have
Next, to deal with the first term, by the boundedness of the functions f ,f , we have
For t ∈ [kδ, min{(k + )δ, T}], we write
From (.), it follows that
and by Assumption , we have
where C is independent of (δ, ).
Proof See Appendix B. 
