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Abstract 
Ductile fracture in metals has been observed to result from the nucleation, growth, and coales- 
cence of voids. The evolution of this damage is inherently history dependent, affected by how 
time-varying stresses drive the formation of defect structures in the material. At some critically 
damaged state, the softening response of the material leads to strain localization across a surface 
that, under continued loading, becomes the faces of a crack in the material. Modeling localiza- 
tion of strain requires introduction of a length scale to make the energy dissipated in the localized 
zone well-defined. In this work, a cohesive zone approach is used to describe the post-bifurcation 
evolution of material within the localized zone. The relations are developed within a thermodynam- 
ically consistent framework that incorporates temperature and rate-dependent evolution relation- 
ships motivated by dislocation mechanics. As such, we do not prescribe the evolution of tractions 
with opening displacements across the localized zone apriori. The evolution of tractions is itself 
an outcome of the solution of particular, initial boundary value problems. The stress and internal 
state of the material at the point of bifurcation provides the initial conditions for the subsequent 
evolution of the cohesive zone. The models we develop are motivated by in-siru scanning elec- 
tron microscopy of three-point bending experiments using 6061-T6 aluminum and 304L stainless 
steel, The in sim observations of the initiation and evolution of fracture zones reveal the scale over 
which the failure mechanisms act. In addition, these observations are essential for motivating the 
micromechanically-based models of the decohesion process that incorporate the effects of loading 
mode mixity, temperature, and loading rate. The response of these new cohesive zone relations 
is demonstrated by modeling the three-point bending configuration used for the experiments. In 
addition, we survey other methods with the potential to provide more detailed information about 
the near tip deformation fields. 
Keywords: cohesive modeling, ductile fracture, state variable plasticity, continuum damage me- 
chanics. 
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Chapter 1 
Introduction 
Cohesive approaches to modeling fracture are attractive because they allow material-specific de- 
formation mechanisms to be developed into models of failure. This attribute is especially use14 
for application to modeling fracture in ductile materials because the dissipation associated with 
crack growth cannot be reduced to a failure criterion. The origins of cohesive methods can be 
traced to the work of Prandtl [17] in which a cohesive traction relation is employed to predict the 
length of the debonded zone between two slender beams. Xu and Needleman [31] pioneered the 
incorporation of cohesive methods in finite element simulations by including the effect of a net- 
work of cohesive surfaces within the statement of virtual work. They also present a mixed-mode 
traction-separation relationship that has been widely used in the study of brittle fracture. This co- 
hesive relation does not represent any specific mechanisms of material failure, but instead defines 
a generic dissipation associated with the creation of new surfaces. By incorporating the essential 
features of finite material strength and finite work to fracture, the relation produces fracture in 
simulations without enforcing a presumed fracture criteria. 
Fracture in ductile metals has long been associated with the nucleation, growth, and coales- 
cence of voids that evolve through plastic deformation. A number of approaches have been used to 
apply cohesive methods to the study of ductile fracture, though none have incorporated this com- 
plete multi-stage view driven by void evolution. The simplest approach is to combine a generic 
cohesive model to represent the fracture behavior with a ductile constitutive model for the bulk re- 
sponse. In studies like [24,19,5], the generic models are adaptive of application to ductile fracture 
by making the same parameters used to characterize brittle fracture, cohesive strength and char- 
acteristic opening displacement, dependent on rate, history, and stress-state dependent parameters. 
The parameters are selected so that the combined dissipation in the cohesive zone and surrounding 
bulk material matches the experimentally determined work to fracture for the material. Some char- 
acteristics of void growth have been introduced in cohesive parameters [27,18] by relating them to 
the Gurson model [8]. Even in these cases, the shape of the traction evolution has an explicit, pre- 
determined functional form that does not possess any rate, history, or mode mixity effects specific 
to the failure mechanisms in ductile metals. 
To address these shortcomings, we have developed mechanism-based cohesive relations for 
modeling ductile fracture which are complementary to an internal state variable plasticity model 
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for metals [2]. The details of the bulk plasticity model will not be covered here. However, some 
aspects of the formulation are discussed in order to show how specific effects have been incor- 
porated in the cohesive relations. In the bulk constitutive model, hardening with the evolution of 
plastic deformation is captured by a state variable representing the density of statistically stored 
dislocations. Under monotonic loading, the density of statistically stored dislocations increases, 
acting to increase the flow stress in the material. Through the addition of evolution equations de- 
scribing hardening and recovery, the model has been successful in predicting material behavior for 
multi-stage tests over a range of temperature and strain rates. Degradation in the material due to 
the evolution of voids is characterized by a damage parameter which represents the void volume 
fraction within the context of continuum damage mechanics [14]. 
Figure 1.1: The complementary relationship between a bulk constitutive model that exhibits soft- 
ening and a cohesive relation to describe the post-bifurcation response. 
As depicted in Figure 1.1, the cohesive relations serve as a complement to the bulk constitutive 
model at the onset of softening. Macroscopic softening is associated with the coalescence of voids 
at incipient internal necking f the intervening mati& [22]. The point of bifurcation shown in 
Figure I .  l (a) can be determined rigorously from a stability analysis [lo]; however, we identify this 
state approximately by assuming a critically damaged void volume fraction. In the post bitbation 
regime, deformation becomes localized across a surface, or void sheet, which we describe with 
a cohesive relation as shown in Figure I. l(b), until complete failure occurs. The in situ scanning 
eletron microscope (SEM) micrographs in Figure 1.2 show the linkage of voids ahead of a growing 
crack in 6061-T6 aluminum. The width of the localized zone of deformation emerges as a length 
scale controlling the amount of dissipation. The cohesive relations furnish this length scale, making 
the dissipation associated with the localized deformation well-defined. The cohesive relations are 
formulated as mixed-mode evolution equations for the opening and shear displacements of the 
zone. The material state at the point of localization provides the initial conditions for the evolution 
of the fracture process zone. The evolution of the tractions is not defined apriori, but is determined 
in response to the loads applied to the zone. 
The cohesive relations are presented in the following sequence. First, the thermodynamic de- 
striation of the cohesive zone relations is outlined to define the kinematics of deformation, the 
internal state variables, and their work conjugates. Subsequently, we present a general algorithm 
by which traction are integrated, and apply the algorithm to a pair of mechanism-based evolution 
Figure 1.2: In situ micrographs showing the void mechanisms associated with fracture in ductile 
metals. 
equations, demonstrating their characteristics with simple calculations. Next, we describe the ex- 
periments that were conducted in order to motivate the evolution relations used for the cohesive 
models, as well as to provide macroscopic experimental measurements for validating the models. 
We also describe some experimental methods that may prove userl  in the future for providing the 
detailed information about near tit, deformation field needed to im~rove the cohesive models. Fi- 
* * 
nally, we present a series of calculations to demonstrate the capabilities of the modeling approach, 
including simulations of the three-point bending geometry used in the experiments. 
CHAPTER 1. INTRODUCTION 
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Chapter 2 
Cohesive zone model formulation 
We begin by presenting cohesive zone formulations within the variational setting that is the basis 
for finite element methods. Over a region described in its undeformed configuration as having a 
domain G?, a boundary r, and a density p, the variational form of the linear momentum balance, 
in the absence of body forces, is 
where Su, SF, and, 6A are the variations in the displacement, deformation gradient, and relative 
opening displacement, respectively, P is the nonsymmetric 1' Piola-Kirchhoff stress, and T = PN 
is the force per unit undeformed area with normal N. Kinematic boundary conditions are satisfied 
in the selection of functions used to represent u, and traction boundary conditions produce the 
contribution to (2.1) over rh. Tractions acting across internal surfaces produce the contribution 
over Ti,,. Solutions to (2.1) are then uniquely determined by specification of initial and boundary 
conditions. The discussion that follows describes the origin of the T-A conjugate pair. 
2.1 Thermodynamic considerations 
We begin the thermodynamic development with a statement of the first law 
/ P Z ~ Q = / P : P ~ Q - / Q . N ~ +  / P R ~ G ? ,  (2.2) 
n a r a 
where p is the mass density, W is the internal energy per unit mass, P is the 1' Piola-Kirchhoff 
stress, F is the deformation gradient, Q is the heat flux into G?, N  is the outward normal to r, and 
R  is the internal heat supply per unit mass. Then, we restrict the body Q  to a strip of width w with 
surfaces T .  With this assumption, the first law becomes 
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Neglecting rotations, F across the strip reduces to 
where i is the stretch rate normal to the surface. Using this result, the stress work term may be 
rewritten as 
WP:F = (PN) . ( w h )  . (2.5) 
Noting that T = PN and A = (win) ,  the stress work expression reduces to 
where A is the displacement jump across the strip. With this result, we can localize the energy 
balance vointwise as 
The second law of thermodynamics states that over a body the rate of entropy increase must 
be equal to or greater than the entropy input rate, as expressed by 
where q is the entropy per unit mass and 8 is the absolute temperature. Again, restricting the body 
to a strip of width w ,  we find 
which yields 
following localization of the integral. 
The thermodynamic description we employ for the cohesive zone follows the internal state 
variable theory of Coleman and Gurtin [4]. In accordance with the description of the surrounding 
bulk material [Z], we assume the Helmholtz free energy Q for the material is a function of the 
elastic part of the opening displacement Ae, internal state variables q, the void volume fraction 6, 
and the absolute temperature 8.  Hence, we assume 
where the deformation of the zone is given by the opening displacement 
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which is additively decomposed into an elastic, or reversible, part Ae and an inelastic part Ap. The 
Helmholtz free energy UI is defined as 
w =  W - q e .  
Expanding 4 from (2.13), we have 
Substituting this result into (2.10) and using from (2.7) yields 
from which we conclude 
which define the traction T an 
dissipation inequality 
~d entropy q,  respectively. The remaining terms yield the reduced 
As with the description of the surrounding bulk, evolution equations must now be defined for 
the kinematic variables Ap, q, and 4. In particular, we will assume rigid-inelastic response for 
the zone, meaning we assume negligible elastic opening displacement Ae. We make this assump- 
tion based on in-situ SEM observations of fracture process zones in 6061 aluminum and 304L 
stainless steel. By making this assumption, we avoid the issue of defining how strain energy is 
stored by the highly deformed material in the zone which is needed to evaluate T = $$. In the 
sections that follow, we will show that is it not necessary to define the traction acting on the zone 
through (2.16). The traction in the zone can be detennined through solving the discrete evolution 
equations, driven by the deformation imposed by the surrounding bulk. In effect, the traction in 
the zone is determined by bringing the zone into equilibrium with the stresses in the surrounding 
material. 
2.2 Traction integration 
The mixed-mode evolution of the cohesive zone is determined by a series of rate equations 
A = A(T, q, A ) ,  (2.19) 
q = q(T, q) 3 (2.20) 
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which describe rate of change in the opening displacement A and the internal state variables q in 
terms of the traction T acting on the zone. With these relations, the traction-separation response 
T ( A )  of the zone is not known a priori and indeed may vary from point to point along the fracture 
path as a hnction of material history in q prior to the initiation of failure and the load history acting 
on the fracture process zone subsequent to initiation. For numerical evaluation, the response of the 
zone is determined through a displacement driven procedure which uses (%, An) from time tn 
to determine (Tn+!,  qn+l) at time t,+l driven by the predicted value of An+l. The fully implicit 
scheme is derived by expressing the rates in terms of the first-order accurate, backward-Euler, finite 
difference approximations 
for a time increment At. The updated traction and state variables are determined iteratively as 
where a local Newton iteration is employed to determine the updates from 
where R!) and @' are the residuals of (2.21) and (2.22), respectively, 
From these expressions, the components of the Jacobian in (2.25) are given by 
Once the updated state has been found, these values can be used to determined the algorithmic tan- 
gent response of the zone by linearizing (2.21) and (2.22) about (Tn+l, An+] ,  qn+l].  The resulting 
tangent response is given by 
2.3. MECHANISM-BASED COHESIVE ZONE RELATIONS 
where all quantities on the right-hand side are evaluated using the updated values from t,+l. 
As a result of the state variable formulation, the traction-separation response of the zone is not 
defined in an apriori form, and the dissipation is path-dependent. At any point along the fracture 
surface, the path-dependent dissipation required to reach a given state of opening is given by 
from which we can define the total energy per area dissipated by the zone with crack extension as 
G, = lim G(A) (2.32) 
IlAll+oo 
As will be discussed in Section 2.3.3, vanishing tractions (IlTII -, 0 as llAll + a) are not 
a sufficient condition for guaranteeing that the dissipation will be bounded. With stress driven 
evolution equations, a competition is established between the rate at which the tractions diminish 
and the rate at which the failure mechanisms continue to evolve. The condition of boundedness 
on (2.32) then furnishes limits on the selection of model parameters. 
2.3 Mechanism-based cohesive zone relations 
Next, we present specific cohesive zone relations that can be combined with the integration scheme 
of the previous section to perform numerical simulations of ductile crack growth. The relations 
presented here are motivated by in situ SEM observations of crack growth in three-point bending 
specimens. Although limited to a view of how the cracks progressed on the surface of the spec- 
imen, the observations did provide insight into the active deformation mechanisms, the scale of 
the fracture process zone, and the behavior of the fracture process zone with varying mode-mixity 
and load reversals. One of the principal assumptions regarding the response of the cohesive zone 
is that the deformation of the zone is so highly dominated by inelastic mechanisms that the elas- 
tic response of the zone can be neglected. Typically, it is the elastic response which is used to 
determine the traction in the zone. In the absence of elastic deformation, the tractions must be 
determined iteratively to bring them into equilibrium with the traction acting on the zone due to 
the surrounding body. 
The inelastic response is derived from consideration of the deformation mechanisms and geo- 
metric constraints of the zone. An in situ SEM micrograph together with its idealized representa- 
tion is shown in Figure 2.1. We assume that once void growth has reached a critical state, further 
deformation is localized within a zone, or void sheet. The post-bifurcation behavior is then de- 
scribed using a traction-separation relation rather than a stress-strain description, meaning that a 
length scale has been introduced to regularize the dissipation of the zone. In this work, we do not 
attempt to predict the initial width of this zone; instead, this width is parameter of the cohesive 
zone model, which is estimated based on experimental observations. 
The framework for the cohesive relations described in Section 2.2 allows the normal and shear 
response of the zone to be defined independently to incorporate specific deformation mechanisms. 
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Figure 2.1: Idealization of the localized fracture process zone. The in situ SEM micrograph of 
6061 aluminum depicts voids growing ahead of the crack tip. These are represented as a void sheet 
with initial width WO. 
The expansion of a zone with initial width wo in the normal direction is associated with void 
growth, represented by the void volume fraction 
where the zone is assumed be active for &,it 5 4 < 1. The critical void volume fraction &it is 
the value at which deformation in the material becomes localized within the zone. For 4 < &it, 
the zone is rigid (A = 0) and not evolving in any way, and for 4 = 1, the material is completely 
failed and has no load carrying capacity (T = 0). The total volume of the zone is 
where A is the in-plane area. Assuming the in-plane area remains constant, we find that the normal 
opening rate from these geometric arguments is 
From (2.35), we notice that 8, > 0 if the normal opening displacement is increasing and 8, < 0 
if the normal opening displacement is decreasing. When subject to compression, the voids in 
the fracture process zone collapse; however, the surface of the voids may not actually "heal" to 
produce material in the same state as before deformation due to the attack of environment. If the 
voids do completely heal, the material loses history from previous loading. To allow the voids 
in the fracture process zone to expand and collapse reversibly or irreversibly depending on the 
environmental conditions, we introduce a measure of the irreversible void volume fraction &*, 
which evolves as 
@ =  
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The evolution equations for the void volume fraction 4 as well as the shear response of the zone bt 
are associated with the flow of thermally activated dislocations through classical relations [7, 11. 
Particular forms of 4 and A~ will be presented in Sections 2.3.2 and 2.3.3. These relations will 
depend on the history-tracking @*, rather than the geometric factor 4. In cases where the damage 
truly is reversible, one would define 
@ = $ .  (2.37) 
In all cases, the shear response is assumed to be isotropic, that is, the response is defined in terms 
of the tangential traction and opening 
where N is the process zone normal, independent of orientation within the plane. 
The mechanical response of the process zone is coupled to the thermal response in a number 
of ways beyond the temperature dependence of the parameters incorporated from the associated 
bulk model. which is discussed in Section 2.3.1. First. the incremental mechanical dissi~ation in 
the process zone over a time At is related to the heat generation rate as 
where B is the Taylor-Quinney [21] coefficient, usually given a value of B = 0.9. The material 
in the zone itself is assumed to have negligible thermal capacity, so the heat generated in (2.40) is 
deposited in equal parts onto the bulk on either side of the zone. In the absence of thermal capacity, 
the flux of heat across the zone is given by 
where k, is the surface thermal conductivity and A9 is the jump in the temperature across the zone. 
Analogous to the load carrying capacity, the thermal conductivity degrades with damage as 
where k is the thermal conductivity of the undamaged bulk material. 
2.3.1 Associated bulk model 
For ductile materials, the mechanisms of bulk dissipation and the mechanisms of dissipation within 
the fracture process zone are intimately connected. For the material model we are considering, 
which exhibits softening due to degradation, the cohesive zone describes the deformation of the 
material in the post bifurcation regime. We develop models for the constitutive response of the 
zone by assuming that the mechanisms of dissipation, namely plasticity, continue to evolve as the 
material approaches complete failure although the material has weakened to such an extent that 
homogeneous deformations are no longer stable. 
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A unified approach to modeling failure in the ductile material should therefore link the dissi- 
pation mechanisms of the bulk material with those in the fracture process zone. The bulk model 
associated with the cohesive relations developed in this work is due to Barnmann, Chiesa, and 
Johnson (BCJ) [I ,  21. Numerous advancements to the model have been made since it was initially 
proposed. Here, we employ the most basic form of the model, introducing only the aspects which 
are also incorporated in the cohesive model. The BCJ model is an internal state variable model 
for metal plasticity that takes into account the hardening effects of statistically stored dislocations 
that accumulate due to plastic strain, as well as the degrading effects of damage, or porosity, that 
develops due to stress triaxiality. The rate of plastic deformation for the model is given by 
where 0 is the temperature. This expression for the plastic rate of deformation describes the evo- 
lution of plasticity due to thermally activated dislocations [2]. The driving force for the evolution 
of plastic strain is the (deviatoric) relative stress 
where kinematic hardening arises due to the evolution of the back stress a. The effect of the 
porosity (0 5 4 5 1 )  is to magnify the driving stress as a result of the associated reduction 
in load-bearing material. The resistmce to plastic flow is expressed in terms of an initial yield 
stress Y(6 )  and isotropic hardening represented by K ,  which evolves to account for the storage 
and annihilation of statistically stored dislocations. The Macaulay bracket dictates that there is no 
plastic flow for 
- 
V(0)  determines the magnitude of the strain-rate sensitivity of yield stress at higher strain rates, 
while €o@) is the transition strain-rate from rate-insensitive to rate-sensitive yield. The model is 
tailored to specific metals by specifjmg the functions of temperature &#), Y(B),  and V(B), and 
the state variable evolution equations $, k ,  and dr.  
The Jaumann rate of the back stress 
is expressed in terms of a competition between hardening h(B) and mechanisms of recovery rd(9) 
and r,(O), as is the evolution of the isotropic hardening 
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where H ( 0 )  represents hardening while Rd(0) and R,(0) are mechanisms of recovery. All these 
mechanisms are described by the temperature-dependent functions 
Finally, the model employs the damage evolution relation proposed by Cocks and Ashby [3] 
which is driven by the level of stress triaxiality. The model has been fined to the experimentally 
determined response of a number of metals. For the simulations in this study, we use the model 
parameters for 6061-T6 aluminum shown in Table 2.1. 
The goals in developing cohesive relations which are complementary to this bulk model are 
to incorporate the same deformation mechanisms for which a wealth of model parameters have 
already been determined, covering a wide range of temperature and strain rates. In addition, the 
relations should incorporate the state variables (4 ,  K, a ]  which will endow the cohesive relations 
with information about the deformation history of the material before the point at which bifurcation 
occurred. 
2.3.2 Creep model 
The first cohesive relations we present incorporate a simplified description of plastic flow that al- 
lows us to validate the integration algorithm described in Section 2.2, to demonstrate how cohesive 
models can be constructed to display specific, mechanism-based behavior, and to describe the ef- 
fect of parameters in the relations. As a first approximation, we assume that once the zone has 
initiated, the response will be dominated by the accelerated evolution of 4 and 4' and that the 
other state variables are not evolving, meaning 
K = O  and u = 0 .  
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Table 2.1: BCJ model parameters for 6061-T6 aluminum 
parameter I value I units 
E 1 6.912 x lo4 1 MPa 
c2 I u I K 
c3 1 1.59958 x lo2 1 MPa 
n A  I 1  AIM^ in2 I K 
V 
" 
ca 1 1.02732 x 10' 1 MPa 
1 I unitless 
C16 MPa K- 
C17 . , 
C I R  I 0 I K 
c1 0 I MPa 
- , -- 
-" 
c2 I 0 I unitless 
m I 4.2 I unitless 
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Moreover, the kinematic hardening is neglected although the back stress IY could be resolved onto 
the plane on which the cohesive zone initiates. In this simplified model, the shear response is given 
by ". 
where motivated by the associated bulk model described in Section 2.3.1, .io(6') defines the strain 
rate at which the yield stress becomes rate-dependent, K is the hardness, and @* is the irreversible 
void volume fraction which acts to magnify the stress on the remaining ligaments in the process 
zone. The normal opening A, is define by (2.35) from geometric arguments. The description 
of the response of the cohesive zone is completed by defining the evolution of the void volume 
fraction as 
4 = &(O) sinh (2.60) 
which evolves reversibly as a function of both the normal and shear traction acting on the zone. At 
initiation, I$ and the hardness K from the smunding  material are used to initialize the state of the 
material within the zone. 
In summary, the response of the zone is given by (2.35) and (2.59), and the state variable 
evolution relations (2.60) and (2.36). The traction integration scheme in Section 2.2 is used to 
define the evolution from {d,, 4;) at time t, to (T,,+I, & + I ,  4:+,] at time t,+l driven by the 
opening displacement A,+I. The model described in this section introduces just two additional 
parameters, wo and @nit over the parameters of the associated bulk constitutive model. In fitting 
the model to a particular material, we could estimate the initial width of the localized zone based 
on the SEM micrographs. The void volume fraction at which deformation becomes localized 
&,it does not appear in the traction evolution equations; however, it does appear in the thermal 
conductivity (2.42). The effect of this parameter will be studied with examples in the following 
section. 
Cohesive zone response 
The response of the cohesive relations given in the previous section depends strongly on the load- 
ing history as well as the model parameters. In this section, we highlight the effect of model 
parameters and loading conditions on the response of the model. In all the examples that fol- 
low, the temperature-dependent changes in properties due to heating are neglected. Figure 2.2(a) 
shows the effect of varying &,,it over a range from 0.02 to 0.2 for a prescribed normal opening rate 
A,/ (wo&) = 0.1. The figure shows that the magnitude of the normal traction T, decreases as 
the zone is initiated at more highly damaged states. Figure 2.2(b) shows that the amount of energy 
dissipated in the process zone decreases as @fit increases. This result does not mean that the total 
fracture energy, a combination of dissipation both inside and around the zone, decreases for higher 
values of @ i t .  A study of boundary value problems is required to see how the overall fracture 
energy is affected by this parameter. 
Figure 2.3 shows how the normal traction and total dissipated energy vary with prescribed 
normal opening rate over 0.0125 < A,/ (wo.io) < 0.8 for A! = 0 and &it = 0.05. This figure 
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Figure 2.2: Response of the cohesive model with varying &,,it with A,/ = 0.1. 
highlights the rate-dependence of the cohesive zone model. The results show that the magnitude 
Figure 2.3: Response of the cohesive model with varying normal opening rate A, for A, = 0 and 
= 0.05. 
of the traction and the total energy dissipated in the zone depend very strongly on the rate of 
opening, with the zone providing more dissipation at higher rates of deformation. In a N1 thermo- 
mechanical boundary value problem, this effect would be reduced due to a reduction in flow stress 
from localized heat generation and the subsequent temperature rise. 
Figure 2.4 shows the response of the model subject to cyclic shear opening 
while maintaining A, = 0 with &,,it = 0.05. For these results, the void evolution in the process 
zone is assumed to be fully reversible, that is @ = 8, which is evident in the figure because 
the magnitude of the traction is not decaying within the cycle of loading shown. These results 
highlight the shear-normal coupling of the model. The fonn of (2.60) results in dilatant response 
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Figure 2.4: Response of the cohesive model subject cyclic opening in pure shear with reversible 
damage. 
of the zone when subject to shear loading. For the results in figure 2.4, the opening displacement 
is constrained; therefore, compressive tractions are generated within the zone. In the absence of 
this constraint, the zone would expand in normal direction in response to the shear deformation. 
Figure 2.5 shows the response of the model subject to cyclic normal opening 
assuming the damage in the zone to be completely irreversible, as given by (2.36). The permanent 
cycle 
Figure 2.5: Response of the cohesive model subject cyclic opening with irreversible damage. 
damage evolving in the zone is evident from the reduction in the magnitude of the traction with 
each cycle.  hep plot of dissipated energy G with each cycle is also approaching a plateau. These 
results highlight how degradation in the zone may accumulate at levels of traction well below those 
generated by rapid monotonic opening, as shown in figure 2.3. 
Figure 2.6 shows the response of the model subject to cyclic loading for the case in which the 
void growth in the zone is assumed to be entirely reversible. As we would expect, the curves of 
the traction as function of the opening displacement repeatedly trace the same contour. The slight 
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error in successive repetitions around the contour is due to e m r s  from the integration scheme and 
decreases if the time step is reduced. The evolution of damage is reversible, but dissipative both 
as it increases and decreases, as is evident in the plot of the work dissipated by the zone with each 
cycle of deformation. 
Figure 2.6: Response of the cohesive model subject cyclic opening with reversible damage. 
Time-continuity of tractions 
The potential for numerical artifacts in the simulation of fracture phenomena using cohesive re- 
lations that display an initially rigid response was noted by Klein et al. [12], demonstrated in 
a numerical study by Falk et al. [6],  and analyzed mathematically in the work of Papoulia et al. 
[15]. The essential difficulty with cohesive models that display initially rigid response is illustrated 
in Figure 2.7. At the point of material bifurcation, the tractions acting across the surface of an im- 
Figure 2.7: A time discontinuity in the traction at the activation of an initially rigid cohesive zone 
which replaces the traction T = PN in the body with the traction T(A = 0) defined by the cohesive 
relations. 
pending discontinuity is T = PN. Unless the initial response of the cohesive zone reproduces this 
traction 
T(A = 0) = PN, (2.63) 
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the activation of the cohesive zone will produce a stress shock 
with an intensity that grows as the time step for simulation is decreased. As a result, the fracture 
behavior predicted by the numerical simulations fails to converge with refinement of the time 
step [15]. To ensure traction continuity, one could construct cohesive relations of the form 
where To is the traction at initiation of the zone, and D(A) represents a general mixed-mode 
evolution relation for the traction, restricted by the conditions that 
D(0) = 1 and lim D(A) = O .  
IlAll+m 
The challenge then becomes embedding mechanism-based response in D. 
Due to the lack of any elastic response on the cohesive zone model and the viscous nature 
of the evolution equations, the cohesive relations defined by (2.35), (2.59), and (2.60) guarantee 
that the tractions on the surface across which a cohesive zone is introduced remain continuous in 
time. We can understand why the tractions remain continuous in time by noting that the strains 
in the body surrounding the zone, and therefore the stresses, remain continuous in time as long 
as the opening displacement in the zone is continuous. The requirement for continuous opening 
displacements implies boundedness for the rate equations (2.35), (2.59), and (2.60). Indeed, the 
evolution equations yield bounded values for A,, A,, and 4 for all bounded values of T as long as 
@ # 1, which is certainly true when the cohesive zone begins to evolve. 
To demonstrate the time-continuity of traction, we calculate the evolution of stresses with a 
system composed of two elastic elements bound by a cohesive layer, as shown in Figure 2.8(a). 
The system is loaded by prescribing displacements for the nodes on the upper surface 
where i = t&. Since the bulk model for this demonstration is elastic, we define the response of 
the interface as 
for is 1, 
A T  , ) for i z 1, 
which dictates that the interface remains rigid until time i after which the opening evolves as 
dictated by the stresses acting on the cohesive zone. The results shown in Figures 2.8 (b), (c), and 
(d) show that although the stress evolves rapidly once the zone is activated, all three components 
of the stress remain continuous in time. 
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Figure 2.8: Continuous time evolution of the stresses at the point shown in (a) of the components 
(b) 011, ( 4  azz, and ( 4  012. 
2.3.3 Yield-point model 
Since the motion of thermally activated dislocations becomes negligibly small in metals at room 
temperature as the stress decreases, we would like to develop cohesive zone relations that display 
yield-point behavior. Unlike a creep model, the mechanisms of inelastic deformation remain frozen 
below some critical stress. The addition of yield-point behavior complicates the formulation and 
implementation of the cohesive zone relations because they can arbitrarily switch between playing 
the role of constraints and evolution equations. In this section, we develop mixed-mode cohesive 
relations that respond rigidly when subject to insufficient driving tractions. We also formulate the 
enforcement of displacement constraints when rigid response is predicted. 
Following the general structure of cohesive zone relations described in Section 2.3, we define 
the damage evolution and shear opening evolution equations as 
and 
4 = @€o(e) sinh 
- (y (e)  + K )  
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respectively. Once again, we assume K = 0 and k = 0 within the zone. The evolution for 
the normal opening displacement A, (2.35) is determined entirely by geometric considerations. 
The driving force for the evolution of the shear opening displacement is TI, while a mixed-mode, 
effective stress 
f = T, + ITtl (2.71) 
is defined as the driving force for damage evolution. The form o f f  in (2.71) indicates that damage 
evolution is accelerated under tensile loading (T, > 0) in the presence of shear stress. Conversely, 
damage evolution is retarded under shear loading in the presdnce of compressive stress (T, < 0). 
The yield-point behavior is introduced in d, and At through the Macauley bracket 
x for x > 0,  (4 = 0 for x 5 0, 
indicating that the evolution equations remain frozen if the driving stress, magnified by (1 - 
due to the presence of damage, does not exceed the flow stress Y(0 )  + K, where Y(0)  is the 
temperature-dependent initial yield stress and K is the additional hardness resulting from the ac- 
cumulation of statistically stored dislocations. V ( 0 )  determines the rate dependence of the flow 
stress. This rate-dependence can be better understood by inverting either (2.69) or (2.70) to isolate 
the associated driving stress, assuming the yield point has been reached. From (2.69), we find 
where Tt is assumed to be positive. The relation (2.73) indicates that the flow stress approaches 
(1 - 4*)m (Y (0 )  + K) at very small opening rates ( [ A 1   << 4 wo €0(0)) ,  while V(B) becomes more 
influential as the opening rate increases. 
The form of the evolution equations ensures that any possible solutions for the tractions (T, , T,), 
computed by the traction integration scheme described in Section 2.2, can be determined for all 
opening rates ( A , ,  A,) over the interval 4 E [O, 1). This character of the evolution equations can 
be seen by noting that the evolution rates ( A l ,  A,, 4) all vanish for any traction ( E ,  T,] as 4 + 0 
and diverge for any traction as 4 -+ 1. As a result, the problem of integrating the tractions can 
be stabilized by scaling the updates to the local unknowns such that 4 does not change too rapidly 
between iterates and remains within the admissible bounds. 
The material's inability to sustain loads as it approaches complete failure corresponds to the 
diverging evolution rates for any applied traction as 4 + 1. However, vanishing tractions with in- 
creasing opening displacements are not sufficient to guarantee that the cohesive model will exhibit 
a finite work to fracture. Restricting the deformation to normal opening (At = 0) ,  we can apply a 
change of variables to (2.32) using (2.35) to express the work to fracture as 
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Inverting (2.70) with (2.35) to recover T,, we can express a representative work to fracture as 
for the dissipation under conditions of growth for which 4 increases monotonically, so that q5* = 4, 
the opening is strictly normal (A, = 0 and TI = O), and the normal opening rate A, remains 
constant. We would expect all these conditions, except the condition for constant A,, to be satisfied 
for monotonic, mode I crack growth. Despite this restriction, the dissipation given by (2.75) is 
useful for assessing the effects of the parameters in the model, and for determining conditions 
under which the dissipation is finite. One approach to ensuring finite dissipation is to avoid the 
singularity at 4 = 1 by limiting the upper bound of 4 at some &, < 1. This modification 
imposes a cut-off on the response of the model above which T, = 0. In evaluating the limit 
in (2.75), we note that the term in the integrand involving sinh-I is less singular than the second 
term involving (Y  + K), which are constant if we neglect changes in Y with temperature. From 
this observation, we require 
in order to ensure the integral is bounded, from which we find the restriction that m z 1. This 
result indicates that the stress concentrating effects of damage must be at least as large as the stress 
magnification resulting from the reduction in the load-bearing area (m = 1). 
The procedure described in Section 2.2 is a displacement driven algorithm for determining 
the updated traction and state variables when the evolution equations are active. Before the yield 
point is reached, the cohesive relations dictate that the opening displacements must remain con- 
stant. Under these conditions, the displacements are prescribed, while the tractions in the zone 
are determined by solution of the global boundary-value problem, as opposed to the local traction 
integration, subject to the constraints imposed by the cohesive relations. 
Enforcement of rigid response in the cohesive zone is expressed in terms of constraint equa- 
tions, along the normal and tangent directions, of the form 
such that the condition Ai = 0 implies hi = 0. Constraints are required for the tangent and normal 
directions independently, as dictated by the loading conditions. A number of approaches are avail- 
able for enforcing these constraints. We investigated the performance of two approaches, a penalty 
approach and an augmented Lagrangian method. Although each approach has its advantages, our 
experience indicates the augmented Lagrangian method is better suited to enforcement of the rigid 
conditions associated with cohesive models which display yield point behavior. The details for ow 
findings are discussed in the sections that follow. 
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Penalized constraints 
With penalized approaches, violation of the constraints produces an increase in the total potential 
of the system which is usually expressed as a quadratic potential 
where k is a regularization parameter which determines how strictly the consuaint is enforced. The 
force resulting from enforcement of a constraint is given by 
or is just proportionate to the amount that the constraint is violated. The advantage of the penalized 
approach is the simplicity of the formulation. Furthennore, it does not introduce any unknowns to 
the problem that is k i n g  constrained. The main disadvantage is that the approach only enforces 
constraints npproximately, with stricter enforcement produced by increasing the value of k, limited 
by the stiffness at which the solution ptocedure becomes unstable. The forn~ulation adds com- 
pliance to the system b i n g  eonstrained. For constraining displacen~ents within a cohesive zone, 
this coniplinnoe is a pmbleni because the characteristic opening displacements are very sn~all. The 
error in the owning displacenlents produced by the penalized consrraints can easily exceed the 
scale of the displacements over which the tractions evolve to coniplete failure. These errors can be 
reduced by increasing k, but for the example problenls presented in S d o n  4, the solution proce- 
dun became unstable before the magnitude of the errors in enforcing tkc constraints was reduced 
to an acceptable level. This behavior occurs because the ovetall system scale is much larger than 
thc charaowristic opening displacements in the cohesive zone. 
The penalized eonstmints are expressed separately for the tangent and opening directions as 
where we introduce the notation r(t,,) = [a],, to distinguish between the subscripts representing 
directions and time. The tractions p r o d u d  by the constraints are then 
where A is the tributary area associated with the constrained point. Note that when the constraints 
are active, the tractions gcnerated in the constrained direction are decoupled from the opening 
displacements in the perpendicular direction. Linearization of the zone response then depends on 
which of the opening displacements is constrained. For the evolution equations glven by (2.69) 
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and (2.70), we note = 0 which allows the incremental response of the zone model (2.30) to be 
simolified as 
which we rewrite as 
1" = [h1 Am] 1" ") dAll "+I A,, A m  dT,i ,+I 
to define the components of the Jacobian matrix associated with active evolution equations. We 
then consider three cases: 
(i) A, = 0 and A, = 0: For this case, constraints are active in both the tangent and nom~nl 
directions. The incremental response does not involve the cohesive relations and is given by 
A, = 0 and A,, # (3: For this case, the shear opening displacement is constrained, wl~iile the 
normal opening cvolvee as dictated by tke cohesive relations. The active constraint ~ncans T, 
is given by (2.82) m d i s  not treated as an unknown in the local traction integration procedtwe. 
As in case (i), the linearization of T, yields 
a[Zln+.~ k and a [%WI 
=;;i = 0. 8 [&9/i+l 8 [AI!]II+I 
Including the constraint traction T, (2.82) in linearizing the evolution of the nor~nal aactian 
yiclds 
- 
1 a K f l I t , * l  and ~ [ T , I ~ - I   k A,!, _ __- (2.89) 
a [A,rln+~ Af A,,,, I A All,,' 
A, # 0 and A,, = 0: For thiscase, thenorrrmlbpcning displacement is constrained, while the 
shear opening evolves as dictated by the cohesive relations. Following arguments analogous 
to case (ii), we find 
from the linearization ofthe nonnal tractions, while linearization of the shear response yields 
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Augmented Lagrangian constraints 
Unlike penalized approaches for enforcing constraints, Lagrange multiplier methods result in exact 
satisfaction of the constraint equations. Following the treahnent of Powell [16] and Hestenes [9], 
the constraints are enforced by perturbing the Lagrangian ftmctional for the system as 
where W ( F )  defines the free energy of the bulk and I is the field of multipliers which acts to 
enforce the constraints h over the internal surface r$,. The regularization parameter r does not 
affect the solution but its value does affect the strrbiluty of the solur~on procedure. Without loss 
of generality, we assume the surface r& over which the constraints are acting is the same for all 
components of b h e r  than defining separate surfaces for each component. From (2.92). we can 
define the equations for static equilibrium 
where P = $ is the nonsymmetric 1" fiola-KirchRolT stress, and T = PN is the force per unit 
undefor~ned area with normal N. Kinematic boundary conditions are satisfied in the selection of 
functions used to represent u, and traction boundary conditions produce the contribution to (2,93) 
ovcr rk .  T r ~ f t i ~ n s  acting across internal surfaees produce the contribution over while con- 
straints are acting over the internal surfaces rf",. From the equilibrium equations, we see that r 
does not affect the solution of (2.93) once the constraint equation (2.94) is satisfled. 
Discretimtion of the integrals over rfn, results in a series of discrete constraint equations that 
will be satisfied exactly, The difficulty with imposing exact cnfotccmcnt is that the it can result in 
a system that is ovef coiwtrained. The overconstrained condition is illustrated by the results shown 
in Figure 2.9(a). The figure shows tho deformed configuration of a small mesh comprised offour 
bilinear, quadrilateral elements. The two upper elements are bound to the two lower elements by 
cohesive elements that lie along the midline of the mesh. Two-point Gauss integration is used to 
integrate rhe tractions over the interface elements. As indicated in the figure, the rigid constraints 
are cnforced at both integration points of surface element I ,  while only one integration point is 
constrained over element 2. Since the cohesive elements used in this calculation can only support 
linear variations in the displacement jump across the element, the partially constrained clement 
is forced to remain closed. Moreover, the tractions enforcing the constraints, although correctly 
reflecting the total force transferred across the interface, oscillate wildly since the constraints act 
against each other. Since these tractions are used to determine whether the cohesive relations are 
active, their values must be well-behaved and accurate. 
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Figure 2.9: lllustration of the difficulties associared with exact enforcement of rigid rssponse in 
the cohesive relations at dement integration points showing (a) an overconstrained problem and 
(b) an underconstmined problem. The constrained points are indicated with *. 
The results of attempting to reduce the number of constraints in the system is shown in Fig- 
ure 2.96b). Hen the constraints are integrated using just a single integration point at the element 
centroid while tractions over element without constraints arc still integrated with a standard two- 
point aauss integration sohame, The oscillatory profile of the surfaces indicates the system is 
underconstrained. Aside Prom the inaccuracies in the solution this approach produces at the inter- 
face due to the oscillations, using separata schemfis for integrating the consttaints and the tracttons 
introduces additional tnors amciated with transferring traction and gap information from one sat 
of infegration points to thc other. This issue is  especially proble~natic during the solution proce- 
dure as constraints arc: activated and deactivated. The source of the ditficulties with both of these 
cases is that the number of wnstmints does not match the nunlber of dcgraes of freedom on the 
interface. The natural solution for avoiding ~rdblfinls with over or under constraint, as well as 
the erron associated with transferring info~karion between integration points, is to apply a nodal 
integration scheme to integrate both the constraints when rigid and tractions when evolving. We 
define a nodal intogration &heme as 
where Zt is the set of nodes on either side of the surfaco r&,. A ,  is the tributary area associated 
with node 1 defined as 
/ I l = /  ~ , d r .  (2.96) 
l.,,,, 
where N, is the shape function of node I. Using the nodal integration scheme in (2.95) to evaluate 
all the surface integrals over ri,, and r:,, in (2.93) and (2.94) allows smooth transitions between 
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evolving opening displacements and constrained states. In addition, the constraints are enforced 
exactly by the augmented Lagrangian formulation. 
Cohesive zone response 
To demonstrate the response of the cohesive model under different loading conditions and for dif- 
ferent model parameters, we employ the same configuration illustrated in Figure 2.8(a), namely, 
two continuum element bound by a cohesive layer. In these calculations, each of the square ele- 
ments has dimensions 0.1 x 0.1 mm. Some of the calculations in this section attempt to isolate the 
response of the cohesive zone from the behavior of the mrrounding nlaterial by prescribing elastic 
bulk response with the elastic moduIi oF6061-T6 aluminum listed in Table 2.1. Since the elastic 
bulk cannot provide evolving damage information to the zone to trigger initiation, we initializo the 
damage in the zone to $0 = $in,, z 0 and allow the zone to begin evolving as dictated by the zone 
traction. For the calculations which include plasticity in the bulk, all parameters listed in the table 
are used to define the response of the BCJ model described in Section 2.3.1 at a temperature of 297 
K. 
The parameters dcfining 6 o ( H )  and Y(0) in the mhesive relations are also taken from the values 
for 6061-T6 in Table 2.1. Thc parameters shown for 6061-T6 indicate n cafe-independent initial 
yield stress ( V ( f ) )  = 0). Since Y(B) appears in the denominator of tcrnw within the evolution 
equations for the cohesive model, the mtc-independent limit must be treated as a special case that 
we do not consider here. Imrcad, we specify Vie) = I ,  which implies the model will exhibit 
rate-dependcnt behavior fot 1 A, 1, 1 A,, 1 s ur,~ku. f he micrographs described in Section 3.4 indicate 
wo < 5pm. though accurate &termination o f h e  zone width is not available. All of the calcula- 
tions are performed under qua$istatiitic loading sonditions. in principal, onc could select any value 
of the damage evolution exponcnt nr satisfying m s I ,  as requited for a bounded fracture energys 
However, we encountered an instability in the mclion evolution for mt s I which is illustrated in 
Figure 2.10. The results show that thc tractions in the tone decay smaothly once sufficient stress is 
applied to the zonc, but chat the response becomes oscillatory at some opening % > 40. We found 
the magnitude of the oscillations decre.4sod with smaller load increments, but never disappeared 
entirely. We found that t 1 ~  trwtions do decay smoothly for nz = I, but the analysis above shows 
this choice produces an unbau~ldcd work fo fracture due to singularities in the evolution equations 
for 4 + 1. In order to produce a bounded work to fracture, while avoiding the oscillatory response 
shown in Figure 2.10, we choose m = I and define a failure damage @IIIHX c I which signifies the 
n~aximum amount of damage the material can sustain before complete failure, aRer which T = 0. 
Avoiding the singularity as $ -+ I yields a bounded work to fracture at the cost of a discontinuous 
drop in the traction when $ = $,,,. 
Figure 2.1 1 shows the results of evaluating the expression for the rcpresentativc work to frac- 
ture (2.75) over a range of opening rates A,, spanning eight decades on the log scale. The results in 
Figure 2.1 l(a) are obtained by integrating (2.75) numerically assuming constant opening rates. The 
values are normalized by the representative fracture energy G: at the rate-independent limit (A,, -+ 
0). Results from the two-element finite element calculations are shown for log [A,/ (wo&~) ]  z 0 
from simulations with constant prescribed veloc~ty A,, of the upper boundary. At long times, 
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Figure 2.10: Instabilities in the traction integration for m = 1.05 with = 5%. A, = v, 
wu = I pm, and & = 1000. 
8,, = A,,: however A, can far exceed &,, at the onset of zone woiufion driven by the release of 
stored energy in the surrounding bulk. Despite these diffetences, thc values from rho two-element 
calculations agree well with the values obtained by integrating (2.75), 
Figure 2.12 shows the traction-sepanuion response of the model for boundary conditions that 
include a load reversal. The vertical segments of the loop in the curva ii~dicala the evolution 
relations have frozen, mesning that the stress, even magnified by bmage, has dropped below the 
flow stress Y + K .  Tb horizontal scgmente of the loop indicate tha cohesive zone is driven to 
yield in compression before being loaded again in remion. The curve show8 no abrupt comers or 
jumps in the response which indicates the model switches smoothly bctween states of constraint 
and flow. A detailed look at the time evolution of zone is shown in Figure 2,13. The applied 
displacement boundary conditions are shown in Figure 2.13(a). R~mps of = f 1000 first 
stretch the zone, then compress it before stretching it again. Figure 2.13(b) shows the traction 
evolving smoothly through multiple transitions bctween states of constraint and flow, with yielding 
occurring in both tension and compression. Figure 2.13(c) illnshates how the zone remains closed 
until approximately t = 20, when the traction in the zone reaches a sufficiently high level. Two 
additional horizontal segments in the curve indicate other periods of rigid response. Figure 2.13(d) 
highlights the difference in evolution between the void volume fraction (6, which is kinematically 
linked to the normal opening displacement through (2.35) and @, which stores the inaterial's 
memoly of the maximum damaged state. 
In the calculations shown thus far, an elastic bulk model is used to isolate the response of the 
dissipat~on mechanisms in the cohesive relations from any in the bulk. The damage in the zone was 
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Figure 2.1 1: (a) variation in the fracture energy as a fkw3ion o f h e  opening rate A,, from (2.75) 
(dashed line), comparcd with finite element calculatimsmrlts (solid line) for log [A,,/ (w&)] z 
0, and (b) the difference in the traction-separation response for log [A,/ [ I I J ~ P O ) ]  = -3 and 3. 
corresponding to the lowcr and upper curves, respectively. 
initialized to difteeranr values of &,,it, and Row o c c a r d  when Me &action reacl~eed a sufficiently 
high lwcl. in this final exan~ple shown in Figure 2.14, thz; XJ model is used for the bulk. Before 
rht dirmage in the zone reaches thc value whch triggers the opening of the zone (4 < $,,,it), the 
damage and other state variables in the zone are ~qn71Ed &om the nodal values computed by 
extrapolation from the integration points over the bulk elements, Once the damage ~wches $,,,,,, 
evolution of the damage and other state variabkes are gbvemd by the evolution ixlntions of the tone 
itself. The figure highlights how the evolution of &amage m l w a t e s  rapidly with accumulation 
of damage. In principal, activation of the cohesive zone should halt damage evolution in the bulk 
since unloading of the bulk then occurs. For largcr wlim of@i,btv we observed that it is possible 
for the tone to unload slowly enough that the bulk eltmcnts m driven to D localized state. For this 
reason, we "freeze" the damage evolution in rhc bulk whim 4 Z- &it. 
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Figure 2.12: The traction-separation response of the model subject to a single load reversal with 
mo = I pm with the boundary conditions shown in Figure 2.13. 
2.3. MECHANISM-BASED COHESIVE ZONE RELATIONS 
Figure 2.13: The response of the cohesive zone during a load reversal defined by the boundary 
conditions shown in (a), where = f 1000, showing the variation in (b) traction, (c) opening 
displacement, and (d) damage. 
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Figure 2.14: Curves showing damap evolution in the zone both before and after # = #mir. for 
$+,it = ( 1 , 2 , 3 , 4 , 5 t  %. Activation ofthe zone is indicated by the shatp jump in the zone damage, 
after which the bulk damage remains relatively constant. 
Chapter 3 
Validation experiments 
3.1 in situ SEM straining 
3.1'1 Experimental details 
Specimens of annealed 304L slaides slctl and 6061.T65 1 ahuninum were prepared for three- 
polnt bend fracture experimems whib chewing the crack tip in a scanning electron microscope 
(SEM). The objective of the SEM straining experiments was to provide insight into the develop- 
ment of plastic zones ami crack propaghn. Because the straining stage load capacity wns 400 
Ibf and because there was limircd space in the SEM chamber, specmen dimensions were limited 
to 0.25 x 0.25 x 2.5 in. The specimen size was also li~nitod by modeling constraints. It was r m g -  
nizcd that the small samples wo111d not produce valid plane strain Fracture toughness vnlucs &om 
thc standpoint of single vdw dasliepI.wic frwwre toughness ~ntlterial properties. It was also 
recognized that the SEM experiments wodd only provide information about the surface effects of 
fracture. However, the expcrinmts provided both ins~ght and lotid-displncemcnt data for ~noncdel 
comparison. 
Specinlens were extracteel from compact tension (CT) san~ples using electro-discharge n m  
chming after the larger samplm had bccn precracked using skwdard fmcture mcchirnics testing 
procedures. Closed loop coni~ol ofthe servo-hydraulic test frame allowed load shedding such that 
the Anal maximum stress intensity was below 20 M P a 6  for 6061 aluminum samples and 30 
M P a 6  for 304L stainless sfeel samples. Figure 3.1 shows a CT sample setup for prccracking. 
Two 304L CT samples were loaded monotonically after precmcking and prior to three-point bend 
specimen extraction, to initiate plastic zone develop~nent under the conditions of greater plastic 
constraint provided by the CT geometry and dimensions. In addition, side grooves were machined 
into some of the samples to provide constraint. AFter extraction, one surface of each three-point 
bend sanlple was polished. Side grooves were pollshed by hand. A Jeol840 SEM fitted with a Jeol 
SM-TS40 stra~ning stage, shown in F~gure 3.2, was used to image the specimens while applying 
load. 
Load-line displacement was measured with a linear variable d~fferential transformer (LVDT) 
In contact w~th the end of the load hain A correction for machine comphance was obtained by 
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Figure 3.1: Compact tension sample setup for pre~mking. The clip gage provided displacement 
data used ro calculate the fatigue crack length &om specimen compliance. 
Figure 3.2: Loading stage that was used in the SEM experiments. The inset image shows a three- 
point bend specimen loaded in the fixture. 
3.1. IN SITU SEM STRAINING 
measuring displacement and load with a very stiff link in place of a specimen. Most of the SEM in 
situ bending tests were canied out in pure mode I loading, where the load-line was applied directly 
opposite the crack, and centered between the two reaction pins. However, some mixed-mode 
loading was performed by shitiig the crack away from the load-line and shifting the load-line off 
center, as shown in Figure 3.3. 
Figure 3.3: Mixed-mode loading was achieved by shifting the precrack and the reaction support 
away from center with respect to the load-line. 
3.1.2 Results 
Load versus displacement curves for two 6061 specimens are shown in Figure 3.4. Both curves 
show a rapid decrease in load following a maximum value, which is characteristic of crack propa- 
gation. Because the load-line was offset from the crack  ti^ and because the mixed-mode fracture 
- 
toughness is generally greater than mode I values, the maximum load was significantly greater for 
the mixed-mode test. Several unloadings were performed during the mode I experiment. Each 
unloading had a different slope, which also indicated crack grow&. Images co&sponding to the 
points labeled on the load curves are shown in Figure 3.5 and Figure 3.6. After removal from 
the SEM, the fracture surfaces were examined. The image shown in Figure 3.7 is typical of the 
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Figure 3.4: Load curves for specimens of 6061 aluminum recorded during straining in the SEM. 
The numbered points correspond to specimen images shown in Figures 3.5 and 3.6. Jhpping load 
after a maximum is characteristic of crack propagation. The point labeled 2 on the mixed-mode 
curve is typical of a short crack advance referred to as pop-in. Several un-loadings were performed 
during the experiment. 
fracture surfaces of 6061 specimens, which were characterized by mostly fiat fracture with some 
shear-lip formation. 
Load-displacement curves for two 304L specimens are shown in Figure 3.4. In contrast to 
the 6061 load data, the 304L curves show no drop in load, indicating that crack growth did not 
occur. The SEM images in Figure 3.9 and Figure 3.10 reveal extensive crack tip blunting with 
little evidence of crack propagation, in the fracture mechanics sense. Earlier SEM experiments 
with 304L specimens in the as-fatigue cracked condition revealed only crack tip blunting prior to 
reaching the displacement limit of the stage. As a result, both of the specimens shown here had 
been overloaded in the CT geometry prior to extracting the threepoint bend geometry, which is 
why the cracks are blunted in Figure 3.9(a) and Figure 3.1qa). Examination of the SEM images 
and the specimens after the experiment suggested that the creation of new surface at the crack tip 
occurred through gross plasticity. 
3.1. IN SITU SEM STRAINING 
Figure 3.5: Images of a 6061 aluminum sample tested in mode I. In (2), the crack has advanced in 
the specimen interior, and the initiation of shear-lips has coincided with the formation of surface 
relief ahead of the crack tip. The 400x image hbeled (3) shows shear bands and voids in the 
vicinity of the shear lips. 
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Figure 3.6: -..-ges of a 6061 aluminum sample containing side grooves and tested in mixed-mode 
loading. The side grooves helped reduce the size of the shear-lips. 
3.1. IN SITU SEM STRAINING 
Figure 3.7: Image of the fracture surface on two halves (mirror images) of a 6061 aluminum 
sample tested in mode I loading. The load curve for this sample is shown in Figure 3.4. The fatigue 
precrack is visible in region (a), and the fracture surface extends through region (b). Region (c) is 
the remaining ligament at the end of the experiment. The extent of shear-lips is indicated by lines 
drawn over one-half of the sample. 
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Figure 3.8: Load curves for specimens of 3O4L stainless steel recorded during straining in the SEM. 
Several un-loadings were performed dwing the experiments. Smaller drops in load resulted from 
stage relaxation while imaging the specimen. Smaller load serrations arc artifacts from the manual 
gear drive of the stage. The load continued to increase with strain throughout the experiment, 
which indicated that the crack did not propagate. 
3.1. IN SlTU SEM STRAIMNG 
Figure 3.9: Images of 3O4L stainless steel sample loaded in mode I. The fatigue preuack in this 
sample had-been blunted while in the CT geometry. The crack tip opening displacement continued 
to increase with strain. Creation of new surface at the crack tip occurred through gross plasticity. 
49 
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Figure 3.10: Images of 304L stainless steel sample under mixed-mode loading. The p m c k  
in this specimen had been blunted while the sample was in the CT geometry. Throughout the 
experiment, the formation of crack-like features at the blunted crack tip was followed by additional 
blunting. 
3.2. PLASTIC ZONE MAPPING 
3.2 Plastic Zone Mapping 
Measurement of the plastic zone developed during fracture is one measure of the fidelity of frac- 
ture modeling to fracture experiments. Various techniques for plastic zone mapping have been 
employed, and the results generally agree with estimates of plastic zone size obtained from elas- 
tic plastic fracture mechanics [26]. For this work, it was decided to pursue the development of a 
technique that would provide good spatial resolution, be applicable to a wide range of common 
alloys, allow post-test serial sectioning to reveal subsurface plasticity, and employ instruments 
readily available. Of the established techniques, microhardness measurements and the electron 
microscopy technique based on selected area channeling patterns (SACP) come closest to meeting 
all the criteria. However, microhardness measurements have limited soatial resolution, and SACP 
capability was not readily available. Another electron microscopy technique based bn electron 
back-scatter diffraction (EBSD) patterns has been described in several publications [30,28,23,29]. 
The method is based on image k y s i s  techniques, which quantify the degradation in EBSD Pat- 
tern quality that results from dislocation storage. The EBSD pattern quality technique has shown 
better spatial resolution than SACP (down to 200 nm), but more importantly, promised the poten- 
tial to be implemented using any scanning electron microscope (SEM) fitted with a commercial 
EBSD system. 
Electrons that back-scatter from a small volume of material below the surface of a crystalline 
solid are diffracted by the lattice. The resulting patterns contain light and dark bands, which 
correlate with diffracting planes and intersect at zone axes. Electrons are also scattered by dis- 
locations and, and because dislocation structure appears random in comparison to the lattice, the 
sharpness of the EBSD pattern is reduced in proportion to the dislocation density, Wilkinson et 
al. [30,28,23,29] showed that quantification of the pattern sharpness, or quality, can be obtained 
by looking at the higher-frequency fourier coefficients of the patterns. In their work, the EBSD 
patterns were captured on film because the digital cameras available on commercial systems at 
that time did not have the resolution and grayscale range to capture changes in pattern quality with 
sufficient sensitivity. Advances in EBSD system cameras and software presented the potential to 
record patterns directly and efficiently with resolution and grayscale range sufficient to capture 
pattern quality degradation due to dislocation storage. 
3.2.1 EBSD Experimental Details 
Quantification of strain using the EBSD pattern quality requires calibration based on specimens 
that have been strained to a known amount. Calibration specimens were prepared by performing 
interrupted tensile tests on 304L stainless steel and 6061 aluminum, obtained from the same lot as 
the three-point bend specimens. True stressltrue strain curves for the samples are shown in Fig- 
ure 3.1 1 and Figure 3.12. Using this approach, it is assumed that the effect on pattern quality of 
the dislocation structure developed in uni-axial tension is similar to the effect of the dislocation 
structure developed by the plain strain and plain stress conditions that make up the plastic zone 
developed during fracture. The tensile samples were sectioned, mounted with the tensile axis nor- 
mal to the mount surface, ground, polished, and lightly etched. The importance of a clean surface 
CHAPTER 3. VALIDATION EXPERIMENTS 
40 
true stress 
( W  
20 
0 
0.00 0.04 0.08 0.12 
true strain 
Figure 3.11: Tensile stress-strain curves for samples of 6061 aluminum used as calibration speci- 
mens for EBSD pattern analysis. The tests were interrupted at different levels of strain. Samples 
were sectioned, and prepared for EBSD pattern capture. 
for EBSD work is recognized in general, and the effect on strain measurements was investigated 
for 6061 aluminum [28]. An electro-polish was tried on the 6061 aluminum, but SEM images and 
EBSD patterns showed that the light chemical etch provided better results. Strain was determined 
for each calibration specimen by measuring the diameter of the polished surface, and comparing it 
to the as-machined diameter of the tensile samples. 
Specimens were imaged in a Jeol JSM-6700F field emission SEM fitted with an Qxford In- 
struments, Inca EBSD system. Locations for EBSD pattern capture were selected such that the 
patterns would likely not be influenced by grain boundaries or precipitates. Representative images 
of 304L and 6061 in the as-received condition are shown in Figure 3.13. For each set of patterns 
collected, a background intensity map was recorded by scanning the electron beam over an area. 
The background intensity arises from the sample, and the sampleldetector geometry. Because the 
beam was scanned over an area, specific diffraction information was lost, resulting in a diffise 
distribution of intensity that can be subtracted out from the EBSD patterns. The patterns were cap- 
tured from point locations using an integration time of around 100 seconds, and recorded without 
binning in 1024 x 1013 pixel image files. 
Analysis of the EBSD patterns was performed around a 110 zone axis. The location of the zone 
axis was identified on the patterns, and a 400 x 400 pixel area was cropped from the original pattern 
image. The same location was cropped from the background image, and the background intensity 
was subtracted from the pattern. Line scans were extracted from the pattern image along circular 
paths about the zone axis. The grayscale values for the line scan were determined from the average 
of ten pixels either side if the path. A discrete fourier transform (DFT) was performed on the 
line scan. Windowing was not used prior to the DFT because the closed circular paths provided a 
periodic waveform. Because changes in pattern quality are primarily due to bands becoming more 
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Figure 3.12: Tensile stress-strain curves for samples of 304L stainless steel used as calibration 
specimens for EBSD pattern analysis. The tests were interrupted at d i f f m t  levels of strain. Sam- 
ples were sectioned, and prepared for EBSD pattern capture. 
diffuse with strain, the circular paths allowed the one-dimensional DFT to be applied in a way 
that would be most sensitive to changes in the sharpness of the bands. A power spectrum density 
(PSD) was calculated h m  the square root of the sum of the squares of the real and imaginary 
fourier coefficients. A power spectrum fast moment (PSFM) was calculated by multiplying the 
PSD values by their frequency, and summing the products. The pattern quality was represented by 
the single value PSFM for each circular path about the zone axis. 
3.2.2 EBSD Results 
Representative EBSD patterns for 304L and 6061 are shown in Figure 3.14 and Figure 3.15, respec- 
tively. The 304L patterns are sharper than the 6061 patterns because a higher yield of backscat- 
tered electrons is obtained from higher atomic number elements. The patterns show a qualitative 
decrease in sharpness with an increase in strain. However, the PSFM values for 304L and 6061 
calibration samples are unable to distinguish between the as-received condition and the other cal- 
ibration samples. These results are disappointing, and it is not clear why the method failed One 
possibility is that the digital camera is not capable of capturing the necessary pattern detail, just as 
was the case for earlier generation imaging systems. The EBSD patterns are of very low intensity, 
and perhaps it is necessary to record the patterns on film and then use a dedicated film scanner to 
digitize the patterns. However, if we assume that the camera is capable of capturing the required 
detail, then other factors could be addressed. The integration time to record each pattern could 
be increased, although modifications to the Inca software may be required to do so. The electron 
back scatter yield could be increased by using an instrument with a tungsten filament rather than 
the field-emission microscope to which the Inca EBSD system was fitted. 
Another issue to consider is the effect of the specimen surface. Others have shown [28] that 
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contamination from the electron beam of the SEM can severely degrade the pattern quality after 
viewing the surface at high magnification for even short periods of time. While we took precautions 
to have well-prepared surfaces, and the SEM operator was careful not to view the diffraction sites 
longer than necessary, it is still possible that surface conditions played a role. Additional efforts 
to understand the capabilities of EBSD pattern quality measurements using digital image capture 
could only be accomplished with direct access to electron microscopy facilities. For that reason, it 
was decided to discontinue our efforts to map plastic zones using EBSD pattern quality. 
3.2. PLASTIC ZONE MAPPING 
Figure 3.13: Secondary electron images of (a) 6061 aluminum and (b) 304L stainless steel in the 
as-received condition. Numbers on the images indicate points from which EBSD patterns were 
captured. 
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Figure 3.14: Representative EBSD patterns from 6061 aluminum: (a) as-received, (b) 2% strain, 
(c) 15% strain. A qualitative degradation in pattem quality with strain is apparent. However, even 
in the as-received condition the patterns were not very sharp. 
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Figure 3.15: Representative EBSD patterns from 304L stainless steel: (a) as-received, (b) 1W 
strain, (c) 25% strain, (d) 50% strain. A qualitative degradation in pattern quality with strain is 
apparent. 
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Chapter 4 
Numerical simulations 
In this chapter, we present numerical examples to demonstrate the response of the cohesive zone 
model described in Section 2.3.3 subject to quasistatic loading conditions undergoing two-dimensional, 
plane strain deformations. In the first example, we attempt to embed the nonlinear fracture pro- 
cess zone within a remote K-field. Under conditions of small-scale yielding, this approach allows 
us to determine the crack growth behavior for a specific, remotely applied crack driving force. 
In the second example, we attempt to model the three-point bending experiments described in 
Section 3.1. For both examples, the parameters for the bulk material response are selected to fit 
6061-T6 aluminum, as listed in Table 2.1 at 297 K. The parameters for the cohesive model are the 
same as those used in the examples in Section 2.3.3 unless explicitly noted. The cut-off value for 
the damage in the zone is limited to &,,, = 95%, above which the zone produces no tractions. 
Because of nonlinearities resulting from the constitutive response and crack extension, the solu- 
tions in the examples must be determined by an iterative procedure. For the calculations performed 
in this study, we experienced the greatest stability and efficiency with a Newton's method solver. 
We seek to determine the degrees of freedom u to satisfy force equilibrium, 
where the internal force N(u) is a nonlinear function of the displacements and the external force 
FeXt due to the boundary conditions has prescribed values in time. For these quasistatic calcula- 
tions, time may be interpreted as a "progress" variable. At the i& iteration of the solution procedure 
for which equilibrium is not satisfied, the residual force R is given by 
At iteration i + 1, we seek R('+ = 0. Expressing R('+') with a fist order Taylor expansion 
of (4.1) at di) yields 
R(i+') = R(i) - hu(') (4.3) 
where K is the tangent stiffness derived from K = g. For optimal convergence of the solution 
procedure, we use the consistent linearization of the internal force, which includes the linearization 
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of the cohesive response given in 2.30. From (4.3), the displacement update is given by the solution 
of the linear system 
~ , , ( i )  = [K~)]-' R(O, (4.4) 
from which we calculate the next iterate of the displacements as 
l% process of forming and solving (4.4) is repeated until the magnitude of the residual force is be- 
low a chosen tolerance. The tolerance used for the calculations in this study was IIR(')II/IIR(O)II < 
lo-*, where I(R(O) 11 is the initial magnitude of the residual force after the boundary conditions have 
been incremented. 
Because the bulk constitutive model uses a volume preserving formulation of plastic deforma- 
tion, all of the calculations employ 4-noded, mixed elements with piecewise constant pressures 
(Q1 W )  [20] to avoid problems with volumetric locking. Although the crack tip deformations are 
expected to be large, an element formulation limited to linear (infinitesimal) kinematics of de- 
formation is used because of instabilities that were encountered due to strain localization in the 
bulk. The abundance of strain energy in the material surrounding the crack tip causes the onset of 
strain localization due to damage evolution to be very abrupt. These difficulties are exacerbated 
by geometric effects with finite strain formulations. Methods for stabilizing the damage evolu- 
tion surrounding the crack tip are a topic of ongoing study. All calculations were performed with 
Tahoe *. 
4.1 K-field simulations 
In Section 2.3.2 and 2.3.3, we presented the response of the cohesive zone models under isolated 
conditions, free of interactions with surrounding material. These results are analogous to material 
point calculations for evaluating the response of bulk constitutive models. Although the calcula- 
tions are helpful for establishing the effect of the various model parameters, they are insufficient 
to reveal the crack growth behavior that the models would predicted in simulations of realistic 
geometries. In those cases, there is the tight coupling between the cohesive zone and bulk consti- 
tutive response. As a result, determining parameters for the cohesive models requires solution of 
complete boundary value problems. 
The experimental results described in Section 3.1 provide macroscopic load versus displace- 
ment information that is required for determining the model parameters. However, global infor- 
mation like this is not ideal for selecting parameters which determine the detailed response of the 
material in the fracture process zone. Ideally, we would like highly detailed information about the 
deformation fields around the crack tip. The in situ SEM observations did provide some guidance 
regarding the characteristic length scales of the fracture process zone. In particular, the micro- 
graphs reveal the scale of the model parameter W O ,  the width of the fracture process zone (thickness 
perpendicular to the crack growth direction). They also reveal the length of the fracture process 
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zone (size along the crack growth direction) which is not a model parameter, but depends strongly 
on how quickly tractions decay with opening displacement. At the scale of the entire nonlinear 
region encompassing the crack tip, the experiments also reveal the crack opening angle which is 
indicative of the amount of plastic deformation accompanying crack extension. 
One of the difficulties with fracture in inelastic materials is determining the crack driving force 
and subsequently the work to fracture. Cohesive approaches to modeling fracture address this issue 
by prescribing models for the dissipation of fracture directly. As a result, crack extension occurs, 
without requiring evaluation of the crack driving force or fracture criteria, once the work supplied 
to the fracture process zone reaches the dissipative capacity of the cohesive model. However, 
selection of parameters for the cohesive models still requires solution of some boundary value 
problems for which the crack driving force is well-defined. For this purpose, one could employ 
steady state crack growth conditions, such as those provided by an infinite strip. To determine the 
crack growth behavior predicted by the yield-point cohesive model described in Section 2.3.3, we 
embed the entire nonlinear fracture process zone within a K-field applied at the boundaries. 
4.1.1 Simulation procedures 
The scale of the plastic zone surrounding a crack tip can be estimated by [25] 
Using an initial yield stress of 275 MPa for 6061-T6 given by the model parameters in Table 2.1 at 
297 K and a fracture toughness of 29 MPafi, we find rp 1.2 mm. Guided by this length scale, 
we construct the model geometry shown in Figure 4.1. The disc has a radius of 25 mm, while a 
1 x 1 mm region near the crack tip is meshed with a regular grid of square elements. To verify the 
solutions are independent of mesh size, two meshes are constructed with h = {0.005,0.0145} mm 
in the near tip region. A pre-existing crack extends from near the center of the disc outward to the 
left edge. 
In order to get a well-defined crack driving force, we assume that at a sufficiently large distance 
from the crack tip, the displacements follow Irwinls[l 1] isotropic, linear elastic K-field solution 
In the expression for the displacements, {r, 8 )  are the polar coordinates of a point X with respect to 
a local coordinate origin X* centered at the crack tip. The elastic properties of 6061-T6, namely the 
shear modulus p and Poisson's ratio v ,  are used to calculate the displacement boundary conditions. 
Following the small-scale yielding approximation, we assume the asymptotic displacement field is 
not significantly affected by the nonlinearities in the fracture process zone when the distance to the 
outer boundary is sufficiently large. 
The solution procedure determines the nodal displacements that satisfy static equilibrium for 
successive increments of the prescribed boundary displacements (4.7). The stress intensity factors 
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pre-crack 
Figure 4.1: The geometry used for the K-field simulations and the near tip mesh with h = 
0.0145mm. 
{KI, KI1) = (KI(t) , 0) are increased monotonically until motion of the crack tip is detected. The 
crack tip is constrained to remain at the interface (Yo = 0) and is defined to be located along the 
crack extension direction at the farthest point at which the damage parameter exceeds the initiation 
damage for the cohesive model (4 z &it). Damage is used to track the crack tip rather than the 
location of the peak opening stress [I31 because the crack tip plasticity causes the peak traction 
to occur on the cleavage plane at some distance ahead of geometric crack tip, where the material 
begins to separate to form the new crack faces. 
If motion of the tip is detected, the displacement boundary conditions are adjusted for the new 
crack tip position and equilibrium is re-established. The stress intensity factors are incremented 
only if the tip remains stationary for the current values. Although the motion of the tip is often 
small compared with radius of the disc, the boundary conditions must be adjusted for the moving 
tip in order to simulate the approach to a steady-state fracture toughness value. With the moving 
tip procedure, the interface begins to "unzip" without additional increases in the stress intensity 
factors as the steady-state value is approached. 
4.1.2 Results 
Figure 4.2 shows the R-curve behavior produced by activating the zone for &it = I0.5, 1,2,3,4) %. 
The calculation with &-,it = 5% failed due to instabilities in the calculation. The curves indicate 
that the total dissipation increases as activation of the zone is delayed by selecting larger values 
of kt. The dissipation in the zone decreases as &,,it increases, indicating the bulk dissipation 
comprises the dominant portion of the total dissipation for the system. Notably, the R-curves do 
not reach a horizontal tangent, indicating that the cracks have not reached steady state. Since the 
mode I fracture toughness of 6061-T6 is approximately 2 9 M P a 6 ,  it is clear the calculations are 
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Figure 4.2: Comparison of the R-curve behavior for q 5 i ~ t  = (0.5, 1,2,3,4) %. 
ovetpredicting the work to fracture for the system. Over the range of q 5 ~ t  plotted in the figure, there 
is relatively little change in the flow stress. This observation implies that the additional dissipation 
occurs not because the bulk stresses are higher, but because the crack tip is forced to "dwell" at a 
given position while the bulk damage mechanisms evolve. 
Figure 4.3 shows a mesh refinement study for = 0.5%. Both meshes use a 1 x 1 mm 
uniformly meshed region near the tip, as shown in figure 4.1. However, the mesh size of the 
finer mesh is approximately three times finer than the elements used for the calculations shown 
in Figure 4.2. The results in the figure show that aside from differences for very small Aa, the 
curves agree very well, indicating that the dissipation becomes well-defined by introduction of the 
zone and that the simulation is independent of mesh size. Convergence in the solution of fracture 
simulations with cohesive methods requires that the mesh is sufficiently refined to capture the 
variation in traction in the £facture Drocess zone. When comb in in^ bulk inelastic behavior with 
- 
cohesive methods, the resolution requirements for capturing the solution in the bulk may be more 
or less restrictive than the mesh size required by the scale of the fracture process zone. The results 
in Figure 4.3 indicate the solution over-the both bulk and cohesive surfaces are well-resolved. In 
addition, the imposed cut-off in the cohesive zone response for q5 z &, is not producing any 
difficulties with amving at a converged solution. 
The corresponding traction distribution along the cleavage plane is shown in Figure 4.4. As ex- 
pected, the cohesive approach removes the stress singularity at the crack tip, although the tractions 
do still vary rapidly over the length marked l,,,, where the cohesive relations are active. The figure 
indicates the length of the fracture process zone is approximately I,,, % 300wm. Some features 
resulting from the discretization of the cleavage plane are evident in the distribution although they 
apparently do not produce any significant artifacts in the predicted R-curve. Looking closely at 
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Figure 4.3: Comparison of the R-curve behavior with &it = 0.5% for h = (0.005,0.0145) mm 
showing the results are nearly independent of the mesh size. 
the micrographs in Figure 3.5 of the latter stages of growth in the 6061-T6 specimen, we see that 
this length appears larger than the approximately 150pm size of the process zone shown in the 
figure. Of course, the micrographs only provide information about the crack front at the surface; 
however, the overestimation of the fracture process zone by the calculations is consistent with the 
overestimation of the work to fracture demonstrated in Figure 4.2. 
We can gain additional insight into the fracture process by plotting the opening rate as a func- 
tion of opening for several positions along the cleavage plane. These results are presented in 
Figure 4.5. The curve (a) corresponds with the history of the opening rate at the initial crack tip 
position, curve (d) corresponds with the history for a point 0.38 rnm ahead of the initial crack tip, 
while curves (b) and (c) show the history at intermediate positions. The opening rate is computed 
from the opening displacement results through a finite difference calculation. This operation tends 
to produce quite "noisy" results, so smoothing is applied to generate the curves shown in the figure. 
The unsmwthed results are shown for curve (a). There are several trends evident in the results. 
Points like (a) and (b) on the fracture surface close to the initial crack tip position experience a 
more gradual transition to the long-time opening rate than points which undergo fracture later, un- 
der conditions closer to the final steady-state such as points (c) and (d). This final long time rate 
increases with position along the fracture path, although all the opening rates for these calculations 
remain below levels at which rate-dependence in the zone is expected to become significant (see 
Figure 2.75). 
The difference in hardness along the fracture path due to the statistically-stored dislocations 
represented by K is shown in Figure 4.6. The values of K do exhibit fluctuations in the values 
which are "frozen" into the cohesive relations behind the moving crack tip. These fluctuations are 
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Figure 4.4: Distribution of the normal tractions T, along the cleavage plane for &jt = 0.5% 
showing a cohesive zone size I,,, 3300gm. 
an artifact of the numerical solution procedure. There is a distinct decrease in the hardness due 
to K along the surface of the material as the crack propagates away from its initial position. This 
change indicates more plastic strain is occurring in the material during the transient state of growth 
than later as the growth approaches a steady-state. We would expect this behavior since the initial 
crack position furnishes less constraint for the material surrounding the tip. The results shown 
in the figure highlight how the properties, namely the yield stress, in the cohesive can vary with 
position depending on propagation conditions. In this case, the effect is not significant (< 5%Y), 
but would be more pronounced with materials that display strong isotropic hardening. 
The sequence of images in Figure 4.7 shows the evolution of plasticity surrounding the moving 
crack tip as the growth conditions approach steady-state. The 1 x 1 mm regular mesh near the crack 
tip is shown with filled contours, while the mesh is shown in outline for the surrounding region. 
The images show that the moving crack is leaving behind a plastic wake, which contributes to the 
increasing fracture resistance. The shape of the crack opening profile exhibits almost flat surfaces 
rather than the cusp-like profile associated with cohesive crack tips in elastic materials. A fill-field 
view of the plastic zone around the crack tip is presented in Figure 4.8(a), showing it probably 
exceeds the scale at which we can assume small-scale yielding from the perspective of the disc 
boundary. The distribution of damage around the crack tip is shown in Figure 4.8@). The results 
show that the damage is heavily concentrated along the surfaces of the crack, driven by the large 
hydrostatic stresses ahead of the crack tip. The damage in the first layer of elements along the 
crack face does display nonsmoothness, which quickly disappears with distance from the crack 
surface. 
In conclusion, the results presented in this section indicate that the total work to fracture i~ 
CHAPTER 4. NUMERICAL SIMULATIONS 
Figure 4.5: The smoothed opening rate as a function of opening at positions X - Xo = (a) 0.0, (b) 
0.12, (c) 0.25, and (d) 0.38 mm ahead of the original crack tip position Xo for &it = 0.5%. The 
raw, unsmoothed values are shown for (a). 
Figure 4.6: The distribution of the hardening state variable K along the cleavage plane. K ahead of 
the current crack tip position (X - Xo) 2 0.5 is still evolving as dictated by the surrounding bulk 
material, while K behind the crack tip (X - Xo) 5 0.5 is .frozen since we prescribe K = 0 in the 
cohesive model. 
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Figure 4.7: A sequence of images showing contours of the equivalent plastic strain for the case 
= 0.5%. The time t shown is expressed in seconds. 
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Figure 4.8: Results of the calculations with applied K-field boundary conditions for &,,it = 0.5% 
showing (a) contours of the equivalent plastic strain plotted over the whole disc geometry and @) 
contours of the damage @ plotted over the 1 x 1 mm near tip region. 
overpredicted by the parameters selected for the cohesive relations. We suspect the calculations 
are overpredicting the amount of plastic dissipation in the bulk surrounding the crack tip. Detailed 
experimental measurements of the plasticity surrounding the crack tip would be very helpful for 
improving the model predictions. The results indicate that the work to fracture predicted by the 
simulations could be reduced by choosing smaller values of ht, which already has surprisingly 
low values. Defects may be playing a key role in producing the discrepancy between the simulation 
results and the experimental observations. q5 is a measure of distributed damage, while the in 
situ observations clearly show the crack path meandering between sources of stress concentration, 
such as second phase particles, grain boundaries, and persistent slip bands. Inhomogeneities like 
these may dominate the process of seain localization ahead of the crack tip. In any case, W e r  
parametric studies need to be performed to determine the parameters needed to produce more 
reasonable predictions of the fracture energy. 
The results indicate that the total dissipation increases as $,,it increases, despite the fact the 
zone's contribution to the total dissipation decreases under these conditions. This behavior clearly 
demonstrates the complicated interaction between the bulk and cohesive models with these ma- 
terials. The dramatic increase in the total dissipation is not simply a result of higher tractions in 
the fracture process zone, which don't vary much as &,,it + 0 but are instead due to the direct 
requirement of additional inelastic deformation of the bulk in order to reach the point at which 
the localized mode is activated. This is different from the dependence on the total dissipation on 
the cohesive stress shown by Tvergaard and Hutchinson [24] in which higher cohesive stresses 
triggered more extensive plastic deformation in the bulk. In our simulations, the interaction is 
the result of a direct connection between mechanisms of deformation within the bulk and fra- 
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process zone and not just coupling of mechanics. 
4.2 3-point bending calculations 
Figure 4.9: The geometry used for the three-point bending simulations. Dimensions are shown in 
millimeters. The size of the disc used for the K-field simulations is shown by the dashed circle. 
In this section, we modd the three-point bending experiments described in Section 3.1. The 
geometry and dimensions of the beam are shown in Figure 4.9, and are selected to match the 
dimensions of the experimental specimens. The beam has a height of 0.25 inches and a span 
of 2 inches. The initial crack length is 5 = i. The beam is shown together with a dashed 
circle indicating the scale of the disc used for the K-field calculations in Section 4.1. Clearly, the 
dimensions of the beam violate an assumption of small-scale yielding at the crack tip, therefore, 
we cannot determine the crack driving force from K or J. Under these circumstances, we must 
rely on the fact the dissipation mechanisms, not amount, remain the same for the small bending 
geometry as they are for the more idealized K-field simulations we use to characterize the model. 
This is underlying assumption behind cohesive approaches which focus on developing models for 
dissipation under general conditions rather than attempting to develop failure criterion which tend 
to be limited to specific growth conditions. 
4.2.1 Simulation procedures 
Parameters for the bulk and cohesive models are selected to represent 6061-T6, as described for 
the K-field calculations in Section 4.1. We select wo = 5pm and qi,- = 95%. The value of 
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&,it is varied to see its effect on the simulation results. We apply loads to the beam by prescribing 
displacement of the center pin with respect to the two pins supporting the span. The loading rates 
are selected to exercise the models in their rate-independent limits. The mesh size in the near tip 
region is h % 0.015 mm to capture the distribution of tractions in the cohesive zone and the details 
of the plastic zone in the surrounding material. 
4.2.2 Results 
Figure 4.10: Comparison of the force versus line-load displacement measured in the experiments 
and computed for different values of $ J ~ ~ .  Load reversals are not performed in the simulations. 
Figure 4.10 compares the force versus displacement at the center loading pin from the exper- 
iments with simulations results for &,it = (0.5, 1,2,3,4,5] %. Load reversals performed in the 
experiments are not included in the boundary conditions for the simulations. The simulation re- 
sults match the experimental measurements up to the point at which the load begins to plateau. 
The correspondence over this portion of the loading indicates the simulations are capable of repro- 
ducing gross structural response resulting from the beam dimension, the initial crack length, and 
the material properties of the bulk material. The peak in the response is due to the onset of plastic 
flow, while the subsequent drop in load is the result of crack extension. The simulations predict 
the peak load reasonably well, but the post-peak response differs significantly. As described in 
Section 4.1, the model parameters considered in this study overpredict the work to fracture for this 
material, and the results shown in this figure are consistent with that observation. The variation 
in the results with &,,it indicate we would need to choose &,it c 0.5% in order to achieve better 
agreement with the experimental observations. 
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Figure 4.11: Results of the three-point bending calculations with #*, = 0.5% showing (a) con- 
tours of the equivalent plastic strain plotted over the entire beam geometry and @) a near tip view 
of the mesh colored by the damage #. 
Figure 4.1 1(a) shows the final configuration of the beam and contours of plastic strain for 
&,,it = 0.5%. The contours of plastic strain display the pattern characteristic of the three-point 
bending configuration. Figure 4.1 I@) shows a near tip view of the damage over an outline view 
of the mesh. As expected, damage is strongly concentrated along the surfaces of the crack. The 
sequence of images in Figure 4.12 shows the evolution of the plastic strain with uack extension 
f d # ~  = 0.5%,~lasticiG begins by forming a thin band connecting the initial crack tip position 
with the area contacted by the center loading pin. This band is widened by the moving crack tip. 
The specimens in the experiments have sidi&oves on the surface to suppress the formation of 
shear lips, so this pattern of plasticity was not evident on the surface. 
In summary, the simulations are able to predict certain aspects observed in the experiments; 
however, the fracture resistance predicted by the calculations exceeds what is observed in the 
experiments, as was the case with the simulations in Section 4.1. Better parameters need to be 
determined for the model before attempting to model the more complicated loading conditions 
applied in the experiment, which include load reversals and asymmetric beam configurations. The 
simulations do demonstrate that laboratory experiments of ductile fracture can be modeled at a 
level of fidelity that captures all the relevant length scales in the problem. The simulations also 
point out that detailed information about the deformation surrounding the crack tip is necessary 
are needed to improve the model predictions. 
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Figure 4.12: A sequence of images showing contours of the equivalent plastic strain for the case 
&init = 0.5%. The time t shown is expressed in seconds. 
Chapter 5 
Summary 
5.1 Conclusions 
In this work, we develop thermodynamically consistent cohesive zone relations for modeling frac- 
ture in ductile materials. The cohesive relations are in the form of rate eauations for the evolution 
of the opening displacements and internal state variables as a function ojthe current state and the 
applied traction. The models exhibit purely inelastic response, which contributes to their ability 
to ensure traction continuity in time when the cohesive relations are activated. Expressed as rate 
equations, the cohesive relations readily admit transitions between rigid response and flow, de- 
pending on the traction and current state of the material in the zone. We employ an augmented 
Lagrangian approach for enforcing the displacement constraints under conditions when the cohe- 
sive relations predict rigid response. We developed a nodal integration scheme for integrating the 
variational equations over the cohesive zone which is used both during states of constraint and flow 
to produce smooth switching between the states. 
The SEM straining experiments effectively illustrated plastic zone development in fracture 
specimens containing cracks. The specimen size restrictions imposed by both the SEM environ- 
ment and modeling considerations prevented the observation of fracture in 304L specimens. Re- 
cent experiments involving similarly sized three-point bend geometry specimens of forged 21-6-9 
stainless steel have shown stable crack growth. Because 2 1-6-9 is an important alloy in gas transfer 
svstems, inclusion of this allov in future modelina efforts mav be of interest. The EBSD vattern 
- 
quality approach to mapping plastic zones using digital pattern capture and image analysis tech- 
niques failed to distinguish between calibration specimens subjected to different levels of plastic 
strain. The promise of this technique to provide-high-resolutk plastic zone mapping warrants 
further effort. However, that effort would best be carried out in an organization with direct access 
to facilities for electron microscopy. 
The examule calculations demonstrated reeularization orovided bv the cohesive zone even in 
" . . 
the situation where a geometric singularity still exists in the mesh, that is, there is a geometric crack 
tip for which the evening displacements are enforced to be zero through imposition of constraints. 
with cohesive mo&ls like the one proposed by Xu and ~eedlemG311,-the initial compliance 
effectively removes geometric singularities as well as the possibility for singular stresses. With 
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the initially rigid cohesive relations, there is still a sharp crack tip and the role of the cohesive 
tail is to remove the stress singularity resulting from the geometric singularity. Using parameters 
for the evolution relations in the cohesive zone model from values determined for the associated 
bulk model and combining these with parameters like the localized zone width wo inferred from 
the micrographs, the simulations were able to reproduce features observed in the experiments 
with some accuracy. At a local scale, the simulations predicted a process zone length of 300pm 
which is within a factor of two what can be seen in the micrographs. Macroscopically, the peak 
stress predicted for the three-point bending tests agreed very well with the experimental results. 
However, the calculations overpredicted the work to fracture for the 6061-T6 material used in the 
experiments. Although the simulation results did not reproduce all aspects of the crack growth 
behavior observed in the experiments, the simulations do demonstrate that laboratory experiments 
of ductile fracture can be modeled at a level of fidelity that captures all the relevant length scales 
in the problem. 
The progress achieved in this study suggests many avenues for future work: 
(i) Stability of traction integration with m > 1. We experienced instabilities in the traction 
integration scheme for values of the damage evolution exponent m > 1. The instabilities 
became more severe as rn increased. This parameter describes the stress concentrating effect 
of porosity in the zone and is a key parameter defining the traction evolution. ~dditional 
work is required to develop stabilized integration schemes that would allow greater flexibility 
in selecting m. 
(ii) The role of defects in initiating localized deformation. The results of the simulations with 
varying the level of damage at which the cohesive relations becomes active, indicate 
unusually low values (&it < 0.5%) would be needed to reproduce the experimental results. 
This conclusion suggests defects may be playing a key role in triggering the localized de- 
formation at the crack tip. This assumption is supported by the in situ observations which 
clearly show the crack path meandering between sources of stress concentration, such as 
second phase particles, grain boundaries, or the intersections of persistent slip bands. The 
detailed role these defects play at the head of a growing crack are not well understood. 
(iii) Rate and thermal effects. The calculations presented in this work intentionally considered 
loading conditions that would not trigger the inherent rate-dependencies in the cohesive 
model. The rate effects combined with the temperature dependence in the model needs 
to be investigated over a broader range of experimental conditions. 
(iv) Load reversals. Load reversals reveal information about the detailed structure of the defor- 
mation and state of the material around the crack tip. Simulations including load reversals 
should be exploited to see the predictive capability of the modeling approach. 
(v) Three-dimensional and mixed-mode effects. Shear lips and other variations in the plastic 
deformation through the thickness of the specimen provide severe tests of the predictive 
capabilities of the model under general conditions of loading. Mixed-mode loading condi- 
tions, which may be investigated in two-dimensions as well, also provide an opportunity to 
investigate the predictive capability of the modeling approach. 
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experiments conducted at higher rates, thermal imaging provides one option for determining 
the extent of plastic deformation. The role of defects in triggering localized deformation 
must be investigated experimentally before models for these triggering mechanisms can be 
incorporated in a cohesive modeling approach. 
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