We describe fundamental energy dissipation in dynamic nanoscale processes in terms of the localization of the interactions. In this respect, the areal density of the energy dissipated and the effective area of interaction in which each process occurs are calculated for four elementary dissipative processes. It is the ratio between these two, which we term M that provides information about how localized the interactions are.
Introduction
The increasing interest in Nanotechnology arises from the fact that nanoscale processes and properties lie in between the realm of atoms and that of the macroscale. Thus, the nanoscale can be seen as an interface between the laws governing atomic processes and the everyday macroscale world where Newton's laws apply [1] [2] . Research in this area has led to the discovery of graphene [3] [4] [5] , fullerene and nanotube molecules with true nanoscale dimensions [6] , artificial atoms such as quantum dots and the understanding of processes in the domain of molecular physics leading to fields ranging from molecular electronics [1] [2] , to the control of enzymatic and catalytic processes which have made possible, amongst others, the advent of genomics [7] and nanofabrication with biological molecules [8] [9] [10] .
With the Atomic Force Microscope (AFM), the interaction between a tip of nanoscale dimension and planar surfaces, quantum dots and biomolecules can be monitored. Thus this instrument provides a means to quantify specific phenomena occurring in a very small volume of interaction [11] [12] . Furthermore, because of its versatility, the AFM has rapidly evolved from the contact mode [13] (CM AFM), where the tip is in continuous repulsive contact with the surface, to dynamic modes [14] [15] (dAFM), where the cantilever is vibrated in the proximity of the surface, and other modes such as magnetic, thermal and conductive AFM modes [2] . Nevertheless, while it has been over 13 years since the first analytical expression [16] to determine the energy dissipated per cycle in the dynamic modes was provided, the details on the specific mechanisms of dissipative processes are still emerging [17] [18] [19] [20] [21] [22] [23] . In a significant contribution Garcia et al. showed that the derivative of the energy dissipated per cycle with decreasing oscillation amplitude can be used to identify short range viscosity and long range hysteresis [19] .
Here, we discuss elementary dissipative processes in dynamic nanoscale interactions in terms of the density of the energy dissipated and how localized dissipative processes are. We show that these depend not only on the magnitude of the dissipative force component, but on a combination between the nature of the dissipative process, the effective area (radius) of interaction, which we term S (r), and the dynamics at the nanoscale junction. In this contribution, we calculate S for each dissipative process, the density of energy dissipated per cycle or ρ and the ratio between the two. This provides a means to quantify energy distribution functions in the nanoscale and predict or tune the level of energy localization in the interaction. Moreover, we identify S as the source of phase contrast resolution. By analyzing each dissipative process, we show that each of them contributes independently to phase contrast formation. Furthermore, each dissipative process presents a characteristic degree of localization contributing to the total phase contrast as a superposition of all. Nevertheless, neither the phase contrast, nor ρ are sufficient criteria to understand how localized the dissipative processes are. In this respect, we define a parameter M as a ratio of ρ and S. This ratio shows that negligible phase lag and energy dissipation may result from highly localized dissipative processes and vice versa. We account for contact (c) and non-contact (nc) interactions, where these terms are used throughout with this meaning. In particular, we model S in the contact region due to attractive and repulsive interaction forces with areas S a and S r respectively and the area S nc. corresponding to the attractive forces in the nc region. 
Model

The static area of interaction
We calculate the areas of interaction using the conservative long range van der Waals (vdW) and the short range repulsive forces. For the attractive forces, consider the AFM tip as a nanoscale sphere of radius R interacting with an infinite surface at a distance d (Fig. 1a) . For this we use the Hamaker approach [24] where the long range vdW interaction between the tip and the surface is a triple volume integral for the atom-atom interaction. Here, in principle, all the atoms in the sphere are interacting with all the atoms in the infinite plane surface. Nevertheless, the actual interaction can be reduced to an arbitrary fraction of the total energy. We term this fraction p (Fig. 1a ) and write r a (p) and r nc (p) for the c and nc regions where the attractive force acts (Fig. 1b) . In Fig. 1a , r nc (p) is schematically shown to grow with increasing p (d>a 0 ). Here a 0 is an intermolecular distance which implies interpenetration between solid bodies cannot occur [25] . It can be shown [22, [26] [27] (see supplementary for details) that for r nc (p)
where for the nc region (d>a 0 ), d is simply the tip-surface distance. For the c region (d<a 0 ) Eqns. (1) and (2) become saturated ( Fig. 1c) , like the adhesive force [28] , and provide the radius of the attractive component of the interaction energy in the contact region by simply putting d=a 0 . This gives r a (p) (Fig. 1b) . The relevance of the 0.8 and 0.9 values is that beyond these, r nc (p) rapidly and exponentially increases with p [26] [27] .
A closed form for r nc (p) can be found by considering the force of interaction instead of the energy. Still, this expression remains explicit (see supplementary for details). The above takes care of S c (d<a 0 ) and S nc (d>a 0 ) for the attractive forces. [29] For the repulsive nc forces (d<a 0 ), we use the Derjaguin-Muller-Toporov (DMT) model of contact mechanics [28] that predicts a contact radius
where δ is the deformation in the contact (Fig. 1b) . Thus, when the tip and the surface are in mechanical contact (d<a 0 ), the effective radius due to the attractive and the repulsive interaction forces are the two contributions to a net value of effective radius r eff (p). The superposition of the attractive and the repulsive forces in the contact region producing r eff (p) is schematically shown in Fig. 1b . Mathematically, this can be defined
where F a and F r are the attractive and the repulsive forces in the contact respectively, with F a derived from vdWs calculations [24] and F r from the DMT model [28, 30] . In Fig. 1c , r a/nc (p), r r and r eff (p) are plotted as a function of d for p=0.8 and 0.9 and for R=20 nm by using Eqn. (4) and F a and F r as defined above. Furthermore, the relationships for the interaction energy (Eqns. (1) and (2)) have been used to obtain r a/nc (p). In the nc region, r nc (p) and r eff (p) are equal since only the nc forces act. Finally, Fig. 1d shows the relationship between r nc and p for the interaction force at d=1nm and for R=20 nm. The decreasing color gradient shows an increasing effective radius r nc (and r eff since they coincide there) with increasing p. Note that even at this small separation (d=1 nm) the diameter of S nc for p=0.8 is already ~15 nm. 
The dissipative forces
The second step involves modeling the dissipative interactions. Hysteresis and viscous processes in both the nc and the c regions form the four elementary ways in which energy can be dissipated in dynamic AFM. The viscosity in the nc region is related to; molecular displacement with tip motion, nanoscale confinement in the volume that lies in between the tip and the surface, general thermal excitation caused by atom collisions and breaking or disturbing chemical bonds either as the tip approaches or retracts (Fig.   2a ). Here η is the chosen symbol for viscosity. Physically, and from geometrical considerations, this implies a nc viscous force F ηnc which increases with decreasing separation and increasing radius of interaction r nc and velocity ż. The force in Eqn. (5) takes these factors into account respectively. The final expressions give
where η nc is a exponential function of d (see supplementary for details).
The viscosity in the c region is modelled with the Voigt model as in previous studies [19, 23] and is given by Eqn. (6), where η is a viscosity constant which is dependent on material properties [19] . A scheme representing the viscosity in this region is shown in Fig. 2b . The term may account for the local rearrangement and displacement of atoms, atomic reorientation and thermal excitation due to the relative motion between the atoms in the bodies in contact and the possible viscoelastic deformation of the tipsurface asperities [31] .
The other elementary inelastic interaction is hysteresis [19] , and this can be modelled also in the nc and the c regions as
where α nc and α>0 for retraction and zero for extension (Fig. 2c) . Extension and retraction refer to the tip approaching and retracting from the surface respectively. The α coefficients in (7) and (8) control the strength of the hysteresis in the nc and c regions respectively. RH is the term accounting for the tip radius and the tip surface chemical properties through R and the Hamaker constant H respectively [24] . The hysteresis effects are related to the chemical affinity and reactivity between the tip and surface and the relative ease with which bonds (be they induced dipoles, hydrogen bonding or any other) form, as the tip approaches the sample near the contact region (d~a 0 ) and break, as the tip retracts.
The dynamic area of interaction
Each of the four inelastic forces can now be linked to its respective interaction area as given by the expressions in Eqns. (1) to (3) . For the viscosity and hysteresis in the nc (Eqns. (5) and (7)) we take r nc (0.8) where p=0.8 has been assumed. For the viscosity and hysteresis in the c (Eqns. (6) and (8)) we take r r and r a (0.8) respectively. Then, for each of the dissipative processes, the effective area of interaction per cycle in the dynamic mode <S> can be found as [22, 26] 
where i stands for the instantaneous value of both the S and the F terms for a given tipsurface distance d and n refers to the points per cycle. The value of <S> converges rapidly for n>128 [22, 26] . In the simulations we have taken n=256. Furthermore
Thus <S> as given in Eqn. (9) will control the resolution of a given dissipative process while the resolution of all dissipative process, i.e. phase contrast, will be controlled by the effective area of interaction of the sum of each process (see supplementary for details). The mean areal density value <ρ> for the energy dissipated in the effective area <S> can now be defined as
where for the sum of the processes, <E> is the mean energy dissipated per cycle in the tip-surface interaction and can be experimentally calculated from the phase lag [16, 19, 32] . Nevertheless, we are interested here in <ρ> and, more particularly, in the relationship between <ρ> and <S>. These two parameters can be used to define a figure
where high values of <M> imply highly localized energy interactions through high energy density <ρ>, and high resolution, i.e. small <S>, or a combination of both. We use a point mass model where the cantilever stiffness k is modelled as a spring and the tip as a sphere of radius R and effective mass m. It has been previously shown that this model is a good approximation to the phenomena in ambient conditions where the Q factor is high (Q~10 2 -10 3 ) [33] . We have implemented the model in Matlab with the use of a standard fourth order Runge Kutta algorithm [34] . Besides the four dissipative forces above, the conservative long range attractive (vdW) and short range repulsive (DMT) forces have been added to the equation of motion [33, [35] [36] . The long range processes, in the attractive regime, are discussed first. respectively. The evolution of the phase shift for increasing η nc and α nc is that indicated by the direction of the black arrows in a) and d) respectively. The maxima in <E> are ~ 10 eV for η nc =30 Pa·s and ~ 6 eV for α nc =5 (see supplementary Fig. S1 for details) and always increase with η nc and α nc respectively. The simulation parameters are: f=f 0 =300 kHz (drive and natural frequency), k=40N/m, R=20 nm, Q=500, γ=30 mJ (surface energy), E=10 GPa (elastic modulus of the surface), E t =120 GPa (elastic modulus of the tip) and A 0 =5 nm. See text for details.
Results and discussion
In Fig. 3 the two elementary nc processes have been implemented separately and shown in the left and right columns respectively. Throughout the discussion, phase shifts imply differences between zero dissipation and non-zero dissipation since this is the mechanism behind phase contrast; see the arrows showing the tendency of the phase shift with increasing values of the dissipative coefficients (Figs. 3 and 4) . In Fig. 3 all data has been acquired in the nc region (see supplementary for details).
The characteristic behaviour of the phase shift with increasing η nc is shown in Fig. 3a . Here, the most important characteristic is that there is maxima at intermediate z c /A 0~0 .5 to larger separations z c /A 0 >0.5. Moreover, the phase shift, <ρ> ( Fig. 3b) and <M> ( Thus, it is possible to obtain larger values of phase contrast, <ρ> and <M> at lower values of <E>. Also note that, the maxima in phase shift, <ρ>, <M> and <E> increase with η nc . This implies that energy localization increases with increasing η nc . For long range hysteresis (Fig. 3d) , the behaviour of the phase shift is radically different to that displayed by long range viscosity. Here, the larger phase shifts are expected at the smaller separations z c /A 0 <<0.5 even if these still increase with α nc . Furthermore, the maxima for both <ρ> (Fig. 3e) and <M> (Fig. 3f) 
Conclusions
In summary, we have defined a figure of merit <M> that indicates how localized energy dissipation processes are in dynamic nanoscale interactions. We have shown that neither the amount of energy dissipated in the interaction nor the phase contrast are sufficient criteria to establish whether the interaction is highly localized. That is, while the interaction might involve several hundreds of eVs, these might affect a wider area involving hundreds of atoms or molecules. On the other hand, a few eVs dissipated in the interaction might involve only a few tens of atoms. M accounts for these differences in the extent of the interactions. While M and the energy per unit area have been calculated for four elementary dissipative processes, other more specific phenomena might occur in nanoscale dissipative processes. In this respect the method here presented can be readily implemented to account for those. Finally, we have shown that that large coefficients of viscosity and hysteresis do not directly result in phase contrast.
These results should provide insight into energy dissipation processes in nanoscale dynamics.
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