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KA¨HLER STRUCTURES ON SPACES OF FRAMED CURVES
TOM NEEDHAM
Abstract. We consider the space M of Euclidean similarity classes of framed loops
in R3. Framed loop space is shown to be an infinite-dimensional Ka¨hler manifold by
identifying it with a complex Grassmannian. We show that the space of isometrically
immersed loops studied by Millson and Zombro is realized as the symplectic reduction of
M by the action of the based loop group of the circle, giving a smooth version of a result
of Hausmann and Knutson on polygon space. The identification with a Grassmannian
allows us to describe the geodesics of M explicitly. Using this description, we show that
M and its quotient by the reparameterization group are nonnegatively curved. We also
show that the planar loop space studied by Younes, Michor, Shah and Mumford in the
context of computer vision embeds in M as a totally geodesic, Lagrangian submanifold.
The action of the reparameterization group on M is shown to be Hamiltonian and this
is used to characterize the critical points of the weighted total twist functional.
1. Introduction
Let Polpn,~rq denote the space of n-edge polygons in R3 with fixed edgelengths given by
~r “ pr1, . . . , rnq, where two polygons are identified if they differ by a rigid motion. In [15],
Kapovich and Millson realize Polpn,~rq as the symplectic reduction of a product of 2-spheres
by the diagonal action of SOp3q. Remarkably, essentially the same construction extends
to the infinite-dimensional space of smooth curves. Millson and Zombro show in [21] that
the space IsoImmpS1,R3q of smooth arclength-parameterized loops, identified up to rigid
motions, is realized as the symplectic reduction of the loop space of the 2-sphere by the
rotation action of SOp3q. Illustrating a symplectic Gelfand-Macpherson correspondence,
Hausmann and Knutson show in [13] that Polpn,~rq can alternatively be realized as the
symplectic reduction of the Grassmannian of 2-planes Gr2pCnq by the natural action of
Up1qn{Up1q. This idea was taken further by Howard, Manon and Millson in [14] to identify
Gr2pCnq with a moduli space of framed polygons called the space of spin-framed n-gons.
The aim of this paper is to give smooth versions of the constructions of [13, 14] and to show
a relationship between these ideas and recent work in the field of computer vision.
We begin by giving a construction of a Ka¨hler structure on the space of smooth, param-
eterized, framed paths in R3—a framing of a smooth curve is a choice of smooth normal
unit vector field along the curve. The basic idea of the construction is to represent a framed
path in R3 as a path in C2 (or the quaternions) via the Hopf map. This trick is well-known
to the computer graphics community [12] and has applications to contact geometry [1], but
we take the novel viewpoint that this representation is a local diffeomorphism of infinite-
dimensional manifolds. This locally embeds the space of framed paths into the path space
of C2—a complex Fre´chet vector space denoted PC2. We endow PC2 with a Hermitian
L2 metric, and the space of framed paths is thereby shown to have a rather transparent
Ka¨hler structure. Moreover, various natural moduli spaces of framed curves are realized as
symplectic reductions of PC2.
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We are particularly interested in the moduli space of framed loops,
M :“ trelatively framed loops in R3u{Sim,
where Sim denotes the group of Euclidean similarities. A relative framing of a loop is an
equivalence class of framings which is determined up to a choice of initial conditions. Our
first main result says that each connected component of M is identified in our coordinate
system with an infinite-dimensional complex Grassmannian (Theorem 3.15). This follows
from the fact that the closure condition for a framed path in the complex coordinate system is
simply L2-orthonormality—this is in stark contrast to the traditional curvature and torsion
functional coordinates on the space of Frenet-framed paths, in which the known closure
characterizations are impractical to check [9, 18].
The based loop group of the circle C8pS1, S1q{S1 acts on M by frame twisting ; that is,
it acts transitively on the set of relative framings of a fixed base curve. We show in Theo-
rem 4.7 that symplectic reduction by this group action produces the Millson-Zombro space
IsoImmpS1,R3q. The proof involves showing that M has the stucture of a principal bundle
over the space of unframed loops (Theorem 4.1). An immediate corollary formalizes a phe-
nomenon observed in computer graphics literature [5, 11, 28]: any attempt to continuously
assign a framing which works for all immersed loops will necessarily fail.
Since M consists of parameterized framed curves, we can also consider the action of the
reparameterization group Diff`pS1q. On the symplectic side, we show that the action is
Hamiltonian with a momentum map that records the twisting of the vector field. This is
used to characterize the critical points of a natural generalization of the classical total twist
functional (Theorem 5.2). The interplay of the Riemannian part of the Ka¨hler structure of
M and the action of Diff`pS1q shows connections with recent work on shape recognition
applications. The Riemannian metric of M is Diff`pS1q-invariant, meaning it induces a
well-defined metric on the quotient space of unparameterized framed loops M{Diff`pS1q.
The methods of the recently developed field of elastic shape analysis [2, 20, 27, 30] can
be employed to approximate geodesic distance in M{Diff`pS1q (see Section 3.4), thereby
giving a shape recognition algorithm for framed loops.
The shape recognition algorithm requires efficient computation of geodesics in M. Fortu-
nately, the fact that M is identified with a Grassmannian allows us to describe its geodesics
explictly. Using this description, we show that the planar loop space studied by Younes,
Michor, Shah and Mumford in [30] in the context of object recognition embeds as a totally
geodesic Lagrangian submanifold of M (Proposition 6.5). The spaces M and M{Diff`pS1q
are then shown to be nonnegatively curved (Theorem 6.12), echoing prior results in the
shape recognition literature for spaces of planar curves [2, 30].
The paper is organized as follows. Section 2 introduces the basic spaces of framed curves
of interest and Section 3 describes the complex coordinate system for framed curve space.
Sections 4 and 5 treat the actions of C8pS1, S1q{S1 and Diff`pS1q, respectively. Section 6
is devoted to the Riemannian geometry of M.
1.1. Notation. For a finite-dimensional manifold M , we will use the notation PM :“
C8pr0, 2s,Mq for the path space of M—the interval r0, 2s is chosen as the domain of any
path as a convenient normalization. Let LM :“ C8pS1,Mq denote the loop space of M .
We identify S1 with r0, 2s{p0 „ 2q so that LM includes naturally into PM . The spaces
PM and LM are tame Fre´chet manifolds (see [10] for a general reference on Fre´chet spaces)
and the inclusion LM ãÑ PM embeds LM into PM as a smooth submanifold of infinite
codimension. A smooth map f : M Ñ N induces a smooth map Pf : PM Ñ PN by the
formula pPfpγqqptq “ fpγptqq. A similar statement holds for the loop spaces.
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To distinguish from S1 “ r0, 2s{p0 „ 2q, we use Sn to denote the standard radius-1 n-
sphere embedded in Rn`1 with its induced Riemannian metric. We reserve 〈¨, ¨〉 and } ¨ }
for the Euclidean inner product and norm in R3, respectively. Other inner products will be
given specialized notation. We will use R` to denote the positive real numbers, considered
as a Lie group under multiplication.
2. Framed Curve Spaces
2.1. Framed Path Space. We begin with a formal definition of framed path space.
Definition 2.1. A framed path is a pair pγ, V q of smooth maps r0, 2s Ñ R3 such that the
base curve γ is an immersion and the framing V is a unit normal vector field along γ. The
moduli space of framed paths is the quotient space
O :“ tframed pathsu {R3,
where R3 acts on a framed path by translation.
It will frequently be convenient to represent elements of O as framed paths pγ, V q with
γp0q “ ~0. This representation is equivalent to choosing a global section of the R3-bundle
tframed pathsu Ñ O. This convention will be assumed unless otherwise noted.
A simple but useful observation is that it is possible to represent a framed path pγ, V q as
an element of PpSOp3q ˆ R`q via the frame map F : O Ñ PpSOp3q ˆ R`q defined by
(1) F : pγ, V q ÞÑ `pT, V, T ˆ V q, }γ1}˘ , T “ γ1}γ1} .
Since O contains framed paths defined up to translation, F is invertible. If we take elements
of O to be based at the origin, then the inverse is given explicitly by
(2) F´1 : ppU, V,W q, rq ÞÑ
ˆ
t ÞÑ
ż t
0
r
`
t˜
˘
U
`
t˜
˘
dt˜, V
˙
.
Here we are denoting an element of PSOp3q as a triple pUptq, V ptq,W ptqq of paths in R3
which are pairwise orthonormal for all t. The frame map gives an identification of O with
PpSOp3q ˆ R`q and we conclude that O naturally has the structure of a tame Fre´chet
manifold.
To simplify notation, we denote the group of Euclidean similarities by Sim :“ R3 ˆ
SOp3q ˆ R` and the subgroup of similarities that fix the origin by Sim0 :“ SOp3q ˆ R`.
2.2. Framed Loop Space. The manifold O of open framed paths contains the more inter-
esting submanifold of closed framed loops. It will be convenient to introduce an intermediate
space.
Definition 2.2. A frame-periodic framed path is a framed path pγ, V q such that γ1 and V
are closed smooth curves. If a frame-periodic framed path also satisfies γp0q “ γp2q, then it
is called a framed loop. The collections of frame-periodic framed paths and framed loops,
considered up to translation, will respectively be denoted Ofp and C.
As in the case of O, we will typically represent elements of Ofp and C as framed
paths/loops which are based at the origin.
If pγ, V q is a frame-periodic framed path, then its image under the frame map (1) is a
loop in Sim0. The identification O « PSim0 restricts to an identification Ofp « LSim0
and it follows that Ofp Ă O is a submanifold of infinite codimension. It is apparent that
the frame map restricts to give an embedding of C into LSim0 which is not surjective. In
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fact, the inverse frame map takes an element ppU, V,W q, rq of LSim0 into C if and only ifş
S1
rU dt “ ~0—this is simply the closure condition for γ. A straightforward application of
Hamilton’s Implicit Function Theorem [10, Section III, Theorem 2.3.1] proves the following
proposition. We omit the proof, but its structure is similar to the proof of Proposition 4.5,
which is given below.
Proposition 2.3. Framed loop space C is a codimension-3 submanifold of frame-periodic
framed path space Ofp.
The identification Ofp « LSim0 shows that Ofp has two path components. The subman-
ifold C therefore has at least two path components and an argument similar to the classical
proof of the Whitney-Graustein theorem [29] can be used to show that it has exactly two.
The path component of a framed loop pγ, V q with embedded base curve γ is determined
by the linking number of γ with a small pushoff γ ` V , modulo 2. Accordingly, the path
components of C are denoted Cod and Cev for odd and even self-linking number, respectively.
3. Complex Coordinates for Framed Curve Spaces
3.1. Complex Coordinates for Framed Paths. The goal of this section is to provide
a dictionary between the framed curve spaces O and C and various submanifolds of the
path space PC2. We begin by introducing some notation. Elements of the complex vector
space PC2 will be denoted Φ “ pφ, ψq, where φ, ψ P PC. We endow C2 with its standard
Hermitian inner product 〈¨, ¨〉C2 and PC2 with the L2 Hermitian (weak) inner product
〈Φ1,Φ2〉L2 :“
ż 2
0
〈Φ1ptq,Φ2ptq〉C2 dt.
The associated norm will be denoted } ¨ }L2 . This Hermitian structure trivially gives a
Ka¨hler structure on PC2 with Riemannian metric gL2 :“ Re 〈¨, ¨〉L2 , symplectic form ωL
2
:“
´Im 〈¨, ¨〉L2 and complex structure given by pointwise multiplication by the imaginary unit
i. Since ωL
2
doesn’t depend on its basepoint, it is obviously closed in the sense of [4,
Section 1.4]. This Ka¨hler structure restricts to the linear subspace LC2 and to the open
submanifolds
P˝C2 :“ PpC2zt~0uq and L˝C2 :“ LpC2zt~0uq.
We will abuse notation and continue to use 〈¨, ¨〉L2 , gL
2
and ωL
2
to denote the restrictions
of these objects to the subspaces. Abusing notation even further, we will denote the L2
Hermitian inner product on PC (and its restriction to any subspaces) by
〈φ, ψ〉L2 :“
ż 2
0
φψ dt,
and the induced norm by } ¨ }L2 .
We require the definition of a new subspace of PC2. A path Φ P PC2 is called smoothly
antiperiodic if
dk
dtk
ˇˇˇˇ
t“2
Φ “ ´ d
k
dtk
ˇˇˇˇ
t“0
Φ for all k “ 0, 1, 2, . . ..
The space of antiperiodic paths in C2, or the antiloop space of C2, is denoted AC2. The
antiloop space is a complex tame Fre´chet vector space. We define AC and ApC2zt~0uq “:
A˝C2 similarly. There is a biholomorphism from LC to AC given by φptq ÞÑ eit{2φptq.
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Proposition 3.1. There is a smooth double covering P˝C2 Ñ O which restricts to a smooth
double covering L˝C2 \ A˝C2 Ñ Ofp. By transfer of structure, O and Ofp are Ka¨hler
manifolds.
The proof of the proposition relies on the well-known trick of representing a framed path as
a path in the quaternions via the frame-Hopf map (see, e.g., [1, 12]). Let H “ spanRt1, i, j,ku
denote the quaternions. The frame-Hopf map is the map Hopf : HÑ R3ˆ3 defined by
(3) Hopfpqq “ pqiq, qjq, qkqq.
In the above, q denotes the quaternionic conjugate of q. Each entry on the right side
of (3) lies in spanRti, j,ku, which we identify with R3. We can identify C2 with H via
pz, wq Ø q “ z ` wj and i Ø i, and under this identification the frame-Hopf map is given
by the formula
(4) Hopfpz, wq :“
¨˝ |z|2 ´ |w|2 2Impzwq ´2Repzwq
2Impzwq Repz2 ` w2q Impz2 ` w2q
2Repzwq Imp´z2 ` w2q Repz2 ´ w2q
‚˛.
It easy to check that each column of Hopf restricts to give a Hopf fibration S1 ãÑ S3 Ñ S2.
The frame-Hopf map has several useful properties. We list a few of them in the following
lemma. Each assertion follows by an elementary computation. In the lemma and throughout
the rest of the paper we use Hopfj , j P t1, 2, 3u to denote the j-th column of Hopf.
Lemma 3.2. The frame-Hopf map has the following properties:
(i) Hopf restricts to a map C2zt0u Ñ R3ˆ3 with Hopfpz, wq “ Hopfpz1, w1q if and only
if pz, wq “ ˘pz1, w1q.
(ii) Hopf has the scaling property
Hopfpr ¨ pz, wqq “ r2Hopfpz, wq, r P R`.
In particular, each entry Hopfj, j “ 1, 2, 3, squares norms:
}Hopfjpz, wq} “ }pz, wq}2C2 .
(iii) The entries Hopfj are mutually orthogonal and have the same norm.
Proof of Proposition 3.1. It follows from Lemma 3.2 that Hopf induces a smooth double-
cover zHopf : C2zt0u Ñ Sim0 defined by
zHopfpz, wq :“ ˆ 1}pz, wq}2C2 Hopfpz, wq, }pz, wq}2C2
˙
,
where zHopfpz, wq “ zHopfpz1, w1q if and only if pz, wq “ ˘pz1, w1q. Applying the path functor
produces a smooth map PzHopf : P˝C2 Ñ PSim0 satisfying PzHopfpΦ1q “ PzHopfpΦ2q if and
only if Φ1 “ ˘Φ2 for Φj P P˝C2. In light of the identification PSim0 « O via the inverse
frame map F´1, this completes the proof of the first claim. The map PzHopf restricts to
a double covering L˝C2 \ A˝C2 Ñ LSim0 « Ofp, where each factor in the disjoint union
covers one of the two path components of LSim0. 
Since the maps in the proof will be used frequently throughout the rest of the paper, we
will use the simplified notation
H :“ PzHopf and pH :“ F´1 ˝H.
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3.2. Projective Spaces. The fact that pH is a double cover suggests that it would be useful
to projectivize.
Definition 3.3. For V “ PC, LC or AC, let SpV2q denote the radius-?2 L2-sphere in
V2. Let ProjRpV2q denote the projective space of real lines in V2, obtained from SpV2q by
identifying antipodal points. Let Proj˝RpV2q denote the open submanifold obtained as the
corresponding quotient of the open submanifold S˝pV2q :“ tΦ P SpV2q | Φptq ‰ ~0@ tu.
Remark 3.4. Adapting the usual finite-dimensional charts, one is able to show that the
spheres and projective spaces defined above are Fre´chet manifolds. We will define infinite-
dimensional complex projective spaces, Stiefel manifolds and Grassmannians below. These
spaces are also Fre´chet manifolds, and we will refer to them as such without further comment.
Moreover, one can show that the complex projective spaces and complex Grassmannians are
complex Fre´chet manifolds by adapting the classical holomorphic charts.
Phrasing the definition differently, ProjRpV2q is obtained as the quotient of V2zt~0u by
the action of Rzt0u by pointwise multiplication. The path component R` Ă Rzt0u acts on
framed path space by scaling base curves: that is, r P R` acts on pγ, V q P O according to
the formula pr ¨ pγ, V qqptq “ prγptq, V ptqq. Part (b) of Lemma 3.2 immediately implies the
following.
Lemma 3.5. The map pH is equivariant with respect to the pointwise multiplication action
of Rzt0u on P˝C2 and the scaling action of R` on O in the sense that pHpr ¨Φq “ r2 ¨ pHpΦq.
For the sake of concreteness, we will identify the quotient O{R` with the global cross-
section consisting of framed curves whose base curve has fixed length 2 (this normalization
will be convenient later on). Then pH restricts to give a double covering of O{R` by S˝pPC2q
with fibers of the form t˘Φu. Indeed, let Φ P S˝pPC2q and let pγ, V q “ pHpΦq. Then
}Φ}L2 “
?
2 implies
(5) lengthpγq “
ż 2
0
}γ1ptq} dt “
ż 2
0
}Hopf1pΦptqq} dt “
ż 2
0
}Φptq}2C2 dt “ 2.
The same argument holds for the loop space and antiloop spaces, and we conclude:
Corollary 3.6. The map pH induces diffeomorphisms
Proj˝RpPC2q « O{R` and Proj˝RpLC2q \ Proj˝RpAC2q « Ofp{R`.
Taking the real projectivization ignores the complex structure, and this suggests that we
should further quotient by the S1 factor of Czt0u « R` ˆ S1. More precisely, S1 Ă C acts
on PC2 by pointwise multiplication in each factor:
peiθ ¨ pφ, ψqqptq :“ peiθφptq, eiθψptqq, eiθ P S1 Ă C.
This action restricts to the various spheres SpV2q.
Definition 3.7. For V “ LC or PC, let ProjCpV2q denote the projective space of complex
lines in V. The projective space is given by the quotient of SpV2q by the pointwise S1-action.
Let Proj˝CpV2q :“ S˝pV2q{S1.
Once again, this group action has a natural interpretation for framed curves. The action
is by constant frame twisting : eiθ P S1 acts on pγ, V q according to the formula
eiθ ¨ pγ, V q “ pγ, cosp2θqV ` sinp2θqW q, W “ γ
1
}γ1} ˆ V.
The following lemma can be verified by a simple calculation.
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Lemma 3.8. The first coordinate of the frame-Hopf map Hopf1 is invariant under the
diagonal S1-action on C2 by multiplication; that is, for all eiθ P S1,
Hopf1peiθz, eiθwq “ Hopf1pz, wq.
The other coordinates of Hopf satisfy
Hopf2peiθpz, wqq “ cosp2θqHopf2pz, wq ` sinp2θqHopf3pz, wq,
Hopf3peiθpz, wqq “ ´ sinp2θqHopf2pz, wq ` cosp2θqHopf3pz, wq.
It follows that the map pH is equivariant with respect to the pointwise S1-action on PC2 and
the constant frame-twisting action of S1 on O; that is, pHpeiθΦq “ eiθ ¨ pHpΦq
An equivalence class of this S1-action on O will be called a relatively framed path. A
relatively framed path can be viewed as a path endowed with a framing which is well-
defined up to a choice of initial conditions. A well-known example of a relative framing is
the Bishop framing [3], obtained for a given base curve γ by evolving an initial vector V p0q
along γ with no intrinsic twisting. Other examples of relative framings include the writhe
framing of [6] and the constant twist minimizing framing introduced in Section 4.4.
The lemma implies that the complex projective spaces correspond to relatively framed
path spaces. As in the finite-dimensional case, the complex projective spaces are Ka¨hler
manifolds with Fubini-Study metrics inherited from their respective affine spaces. Summa-
rizing, we have shown:
Corollary 3.9. The map pH induces diffeomorphisms
Proj˝CpPC2q « O{pR` ˆ S1q and Proj˝CpLC2q \ Proj˝CpAC2q « Ofp{pR` ˆ S1q.
It follows that the relatively framed path spaces are Ka¨hler manifolds.
3.3. Complex Coordinates for Framed Loops. A major benefit of the complex coordi-
nates that we have developed for framed paths is that the necessary and sufficient conditions
for the periodicity of the resulting framed path are surprisingly nice. We have the following
key lemma, which can be seen as an infinite-dimensional analogue of the discussion in [13,
Section 3.5] regarding finite-dimensional polygon spaces.
Lemma 3.10. A path Φ “ pφ, ψq P P˝C2 corresponds to a framed loop under pH if and only
if
(i) The path Φ is either smoothly closed or smoothly antiperiodic and
(ii) the maps φ and ψ have the same L2 norm and are L2-orthogonal:ż 2
0
|φ|2 dt “
ż 2
0
|ψ|2 dt and
ż 2
0
φψ dt “ 0.
Proof. It follows from Proposition 3.1 that a path Φ satisfies pHpΦq P Ofp if and only if
Φ P L˝C2 \ A˝C2. In this case, let ppT, V,W q, rq :“ HpΦq P LSim0. Then the frame
periodic path pHpΦq “ F´1ppT, V,W q, rq P Ofp lies in the submanifold C Ă Ofp of framed
loops if and only if the closure condition
ş
S1
rT dt “ ~0 holds. We see from the formula for
the frame-Hopf map given in (4) that the closure condition is written in terms of φ and ψ
as ż 2
0
|φ|2 ´ |ψ|2 dt “
ż 2
0
2Impφψq dt “
ż 2
0
2Repφψq dt “ 0.
This is equivalent to the conditions given in (ii). 
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This lemma has a symplectic interpretation. In the following, let V “ LC or AC. The
group Up2q acts by isometries on the Hermitian vector space V2 by pointwise right multi-
plication. This action is also Hamiltonian with momentum map
µUp2q : V2 Ñ up2q p« up2q˚q
pφ, ψq ÞÑ i
ˆ 〈φ, φ〉L2 ´ 〈φ, ψ〉L2´ 〈ψ, φ〉L2 〈ψ,ψ〉L2
˙
.
The conditions in part (ii) of Lemma 3.10 can then be phrased in terms of the entries of the
entries of µUp2qpΦq.
Definition 3.11. For V “ LC or AC, the Stiefel manifold of L2-orthonormal 2-frames in
V is the Fre´chet manifold
St2pVq :“
 pφ, ψq P V2 | 〈φ, φ〉L2 “ 〈ψ,ψ〉L2 “ 1 and 〈φ, ψ〉L2 “ 0( “ µ´1Up2qˆ i 00 i
˙
.
Let St˝2pVq denote the open submanifold
St˝2pVq :“ tpφ, ψq P St2pVq | pφptq, ψptqq ‰ p0, 0q @ tu.
The scaling action of R` on O restricts to the space of closed framed loops C. We similarly
identify the quotient C{R` with the space of closed loops of fixed length 2.
Proposition 3.12. The restriction of pH gives double coverings
St˝2pLCq ˆ2ÝÝÑ Cod{R` and St˝2pACq ˆ2ÝÝÑ Cev{R`
Proof. A path Φ P P˝C2 lies in one of the Stiefel manifolds if and only if it satisfies the
conditions of Lemma 3.10 and }Φ}L2 “
?
2. The calculation (5) shows that this is equivalent
to pHpΦq P C{R`. To see that pH maps the path components as claimed it suffices to check
an example. For
Φptq “ 1?
2
pcosppitq ´ i sinppitq, 1q P St˝2pLCq
we have pHpΦq “ pγ, V q, where
γptq “ 1
pi
p0, cosppitq ´ 1, sinppitqq, V ptq “ p´ sinppitq, cos2ppitq, cosppitq sinppitqq.
Thus the image of Φ is a framed circle with linking number 1. 
Definition 3.13. For V “ LC or AC, the Grassmannian is the Fre´chet manifold Gr2pVq of
2-dimensional complex subspaces of V. It can be represented as the quotient space Gr2pVq :“
St2pVq{Up2q. Let Gr˝2pVq denote the open submanifold Gr˝2pVq :“ St˝2pVq{Up2q.
The Grassmannian Gr2pVq is a complex manifold (see Remark 3.4). Moreover, Gr2pVq
is obtained as the symplectic reduction of V2 by the isometric action of Up2q and there-
fore inherits a natural Ka¨hler structure. We will use double slash notation for symplectic
reductions for the rest of the paper; e.g., Gr2pVq “ V2 Up2q.
The next lemma shows that the action of the subgroup SUp2q Ă Up2q on PC2 corresponds
to the rotation action of SOp3q on framed path space; that is, an element A of the group
SOp3q acts on a framed path or loop pγ, V q pointwise by the formula A ¨ pγ, V qptq :“ pA ¨
γptq, A ¨V ptqq. For U P SUp2q, we define HopfpUq P R3ˆ3 by identifying SUp2q with S3 Ă C2
via ˆ
z w
´w z
˙
Ø pz, wq.
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The first statement of the lemma is well-known (see, e.g., [8, Section I.1.4]).
Lemma 3.14. The restriction of Hopf to SUp2q Ă C2 gives an anti-homomorphic double
cover of SOp3q. It follows that the map pH has the property that for Φ P P˝C2 and U P SUp2q,pHpΦ ¨ Uq “ HopfpUq ¨ pHpΦq.
This brings us to our first main result and to the space which the rest of the paper will
be primarily concerned with, the moduli space of framed loops
M :“ C{pSim0 ˆ S1q “ trelatively framed loops in R3u{Sim.
The moduli space M has two path components corresponding to the components of C.
We correspondingly denote these components Mev and Mod. For most of the paper we
will denote elements of M by rγ, V s, where pγ, V q is a framed loop with γp0q “ ~0 and
lengthpγq “ 2. The brackets denote the equivalence class of pγ, V q under the action of
SOp3q ˆ S1 by rotations and constant frame twisting.
Theorem 3.15. The map pH induces diffeomorphisms
Gr˝2pLCq «Mod and Gr˝2pACq «Mev.
By transfer of structure, M is a Ka¨hler manifold.
Proof. Lemma 3.14 implies that passing from St2pVq to the quotient St2pVq{SUp2q has the
effect of modding out by the rotation action of SOp3q on C{R`. As we have already seen,
the Up1q « S1 factor of Up2q « SUp2q ˆ Up1q corresponds to the constant frame twisting
action on C. Further quotienting by S1, we obtain Gr2pVq “ St2pVq{Up2q. Modding out
by S1 in particular identifies antipodal paths, thus the double cover pH : St˝2pLCq ˆ2ÝÝÑ Cod
induces a diffeomorphism Gr˝2pLCq «Mod. Similarly, we have an induced diffeomorphism
Gr˝2pACq «Mev. 
We will denote elements of Gr2pVq by rΦs for Φ “ pφ, ψq P St2pVq. The tangent spaces
to St2pVq are
TΦSt2pVq “
!
pδφ, δψq P V2 | gL2pφ, δφq “ gL2pψ, δψq “ 〈φ, δψ〉L2 ´ 〈δφ, ψ〉L2 “ 0
)
.
It will frequently be convenient to represent the tangent space to rΦs P Gr2pVq as the
horizontal tangent space to Φ P St2pVq—this is the subspace of tangent vectors which are
gL
2
-orthogonal to the Up2q-orbit of Φ given by
ThorΦ St2pVq “
 pδφ, δψq P V2 | 〈φ, δφ〉L2 “ 〈ψ, δψ〉L2 “ 〈φ, δψ〉L2 “ 〈ψ, δφ〉L2 “ 0( .
The identifications of this section are summarized below. The spaces in the first column
have Ka¨hler structures.
P˝C2 ˆ2ÝÝÑ O
L˝C2 \A˝C2 ˆ2ÝÝÑ Ofp
Proj˝CpPC2q « O{pR` ˆ S1q
Proj˝CpLC2q \ Proj˝CpAC2q « Ofp{pR` ˆ S1q
Gr˝2pLCq \Gr˝2pACq «M
Proj˝RpPC2q « O{R`
Proj˝RpLC2q \ Proj˝RpAC2q « Ofp{R`
St˝2pLCq \ St˝2pACq ˆ2ÝÝÑ C{R`
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3.4. Elastic Shape Analysis. We now take a brief detour to discuss the field of Elastic
Shape Analysis, a novel approach to shape recognition that has been developed over the
last decade [2, 20, 27, 30]. In this discussion we restrict our attention to shape recognition
for loops in Rd, although the methods of Elastic Shape Analysis have also been applied
to curves in manifolds [19], surfaces in R3 [16], et cetera. The main idea is to endow
the space of immersions ImmpS1,Rdq with a Riemannian metric which is invariant under
the reparameterization action of Diff`pS1q. Then the metric descends to a well-defined
metric on the quotient ImmpS1,Rdq{Diff`pS1q. Geodesic distance with respect to this
Riemannian metric is then interpreted as a measure of dissimilarity between shapes. In
practice, the geodesic distance between the shapes represented by parameterized loops γ1
and γ2 is typically computed by finding (or approximating) the infimum of geodesic distance
between the Diff`pS1q-orbits of γ1 and γ2 in the total space; that is, by computing
(6) inf
ρ1,ρ2PDiff`pS1q
distpγ1 ˝ ρ1, γ2 ˝ ρ2q “ inf
ρPDiff`pS1q
distpγ1, γ2 ˝ ρq,
where dist is geodesic distance in ImmpS1,Rdq and the equality follows from the assumption
that Diff`pS1q acts by isometries. In this applied field, efficient computability of the distance
(6) is paramount and one therefore seeks a Riemannian metric on immersion space for which
geodesics are easily computable.
The elastic metrics of Mio, Srivastava and Joshi [22] form a 2-parameter family of metrics
ga,b on ImmpS1,R2q with theoretically convenient properties. These are given explicitly for
γ P ImmpS1,R2q, δγ1, δγ2 P TγImmpS1,R2q « C8pS1,R2q and a, b ą 0 by the formula
(7) ga,bγ pδγ1, δγ2q “
ż
S1
a
〈
d
ds
δγ1, T
〉〈
d
ds
δγ2, T
〉
` b
〈
d
ds
δγ1, N
〉〈
d
ds
δγ2, N
〉
ds.
In the above, d{ds denotes derivative with respect to arclength, ds denotes arclength mea-
sure, T “ γ1{}γ1} is the unit tangent to γ and N is the oriented unit normal. In [30],
Younes, Michor, Shah and Mumford show that, with parameter choice a “ b, the space
ImmpS1,R2q{Sim of Euclidean similarity classes of immersions is locally isometric to an
infinite-dimensional Grassmannian with a natural L2 metric. This is remarkable because it
allows for computation of explicit geodesics in ImmpS1,R2q{Sim, whence the infimum pro-
cedure in (6) can be approximated very efficiently via a dynamic programming algorithm.
The relationship between our space M and the work of Younes et. al. will be expounded
upon in Section 6.5.
3.5. Induced Geometric Structures. Proposition 3.1 states that O inherits a Ka¨hler
structure from P˝C2 by transfer of structure under the local diffeomorphism : pH : P˝C2 Ñ
O. We will give explicit formulas for the various parts of the Ka¨hler structure here.
For pγ, V q P O and pδγj , δVjq P Tpγ,V qO, j “ 1, 2, we define a metric gO on O by the
formula
gOpγ,V q ppδγ1, δV1q, pδγ2, δV2qq “
1
4
ż 2
0
〈
d
ds
δγ1,
d
ds
δγ2
〉
` 〈δV1,W 〉 〈δV2,W 〉 ds,
where dds “ 1}γ1} ddt denotes arclength derivative and ds “ }γ1}dt denotes arclength measure.
The factor of 14 is included only as a convenient normalization whose utility is made apparent
by the following proposition. The proof of the proposition is a tedious but essentially
straightforward calculation, so we omit it.
Proposition 3.16. The pullback of gO to P˝C2 is gL2 .
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Note that gO is invariant under the rotation action of SOp3q and the constant frame
twisting action of S1, so it descends to a well-defined metric on the various quotient spaces
O{pR`ˆS1q, M, et cetera. More importantly from the perspective of applications, the met-
ric is also invariant under the reparameterization action (by composition) of the orientation-
preserving diffeomorphism group Diff`pr0, 2sq on O (and by the reparameterization action of
Diff`pS1q on the various loop spaces). This property is essential for elastic shape analysis ap-
plications, since the goal there is to compute geodesic distance in the quotientO{Diff`pr0, 2sq
via the process outlined in Section 3.4.
One might notice that the metric gO bears a strong resemblance to the elastic planar
metrics (7). Indeed, a natural extension of the planar elastic metrics to spaces of framed
curves is given by the four parameter family of framed curve elastic metrics
ga,b,c,dpγ,V q ppδγ1, δV1q, pδγ2, δV2qq
“ 1
4
ż 2
0
a
〈
d
ds
δγ1, V
〉〈
d
ds
δγ2, V
〉
` b
〈
d
ds
δγ1,W
〉〈
d
ds
δγ2,W
〉
` c
〈
d
ds
δγ1, T
〉〈
d
ds
δγ2, T
〉
` d 〈δV1,W 〉 〈δV2,W 〉 ds,
where T “ γ1{}γ1} and W “ T ˆ V . Where the planar curve elastic metrics have terms
comparing bending and stretching deformations of a variation, the framed curve elastic
metrics have terms comparing two types of bending deformation, stretching deformation
and twisting deformation (repectively). The reader can check that gO “ g1,1,1,1.
We now move on to the induced complex structure of O. Using quaternionic notation,
any variation δq of q P PH can be decomposed as
(8) δq “ λ1 q
2
` λ2 iq
2
` λ3 jq
2
` λ4 kq
2
for some λj P PR. The natural complex structure of PC2 « PH can be obtained by
extending the relations
i ¨ q
2
“ iq
2
, i ¨ jq
2
“ kq
2
, i2 “ ´Id
over combinations of the form (8). We will show that it is easiest to understand the induced
structure on O from this perspective.
We define four basic variations of a framed path pγ, V q
Xst :“ pδγst, δVstq, Xtw :“ pδγtw, δVtwq, Xb1 :“ pδγb1 , δVb1q, and Xb2 :“ pδγb2 , δVb2q
as the variations induced by the formulas
pδγ1st, δVstq “ p}γ1}T, 0q “ stretch the tangent vector, leave V unchanged
pδγ1tw, δVtwq “ p0,´W q “ twist the frame in the negative direction around γ
pδγ1b1 , δVb1q “ p}γ1}W, 0q “ bend the frame in the negative direction around V
pδγ1b2 , δVb2q “ p´}γ1}V, T q “ bend the frame in the negative direction around W.
In each case, δγ‚ is obtained from δγ1‚ by taking the antiderivative which is based at ~0. The
basic variations are tangent to O at pγ, V q. Indeed, the tangent space Tpγ,V qO consists of
variations pδγ, δV q satisfying the following three pointwise constraints:
(9) δγp0q “ ~0,
〈
d
dt
δγ, V
〉
`
〈
d
dt
γ, δV
〉
“ 0 and 〈δV, V 〉 “ 0.
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δVb2
Figure 1. The pointwise complex structure of O.
The constraints correspond to basepoint preservation, orthogonality preservation and nor-
mality preservation, respectively. Each basic variation satisfies these constraints. Any vari-
ation of pγ, V q can be written in the form
(10) λstXst ` λtwXtw ` λb1Xb1 ` λb2Xb2
for some real-valued maps λ‚, so we define an almost complex structure JO on O by ex-
tending the relations
JO ¨Xst “ Xtw, JO ¨Xb1 “ Xb2 and pJOq2 “ ´Id
over combinations of the form (10). The basic variations and almost complex structure are
depicted in Figure 1.
A simple calculation shows that DpHpqq gives a correspondence
q{2 ÞÑ Xst, iq{2 ÞÑ Xtw, jq{2 ÞÑ Xb1 , kq{2 ÞÑ Xb2 .
This proves the following proposition.
Proposition 3.17. The map pH intertwines the complex structure i on P˝C with the almost
complex structure JO on O. It follows that JO is integrable.
Finally, we define a non-degenerate, closed 2-form ωO on O by the formula ωO¨ p¨, ¨q “
gO¨ pJO¨, ¨q. The conclusion of this subsection is that pgO, ωO, JOq is the Ka¨hler structure on
O corresponding to the natural Ka¨hler structure of P˝C2. It follows from Corollary 3.9 and
Theorem 3.15 that the spaces O{pR`ˆS1q, Ofp{pR`ˆS1q and M inherit Ka¨hler structures
as well, as each of these spaces can be viewed as a Ka¨hler reduction of O. We will abuse
notation and continue to use gO, JO and ωO to denote the induced structures on these
spaces.
4. The Frame Twisting Action
4.1. Isometric Immersion Space. In this section we introduce an action of the based
loop space LS1{S1 on M, with the main goal being to use this action to relate M to the
isometric immersion space of Millson and Zombro [21]. More precisely, let
IsoImmpS1,R3q :“
!
γ P ImmpS1,R3q | }γ1ptq} “ 1 for all t P S1, γp0q “ ~0
)
{SOp3q
denote the moduli space of isometric immersions. Recall from the introduction that it is
shown in [21] that this space is realized as the symplectic reduction of LS2 by the natural
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action SOp3q and that this gives an infinite-dimensional version of the results of [15] on
polygon space Polpn,~rq. In this section we will show that IsoImmpS1,R3q is realized as the
symplectic reduction of M by the action of LS1{S1. This gives a smooth version of the main
result of [13], which says that the polygon space Polpn,~rq may be realized as the symplectic
reduction of the Grassmannian Gr2pCnq by the action of Up1qn{Up1q.
4.2. The Actions of PS1 and LS1. Recall that S1 acts on framed path spaceO by constant
frame twisting. We extend this idea to define an action of the path group PS1 on O by
nonconstant frame twisting. For eiα P PS1 and pγ, V q P O, the action is given explicitly by
(11) peiα ¨ pγ, V qqptq “ pγptq, cosp2αptqqV ptq ` sinp2αptqqW ptqq, W “ γ
1
}γ1} ˆ V.
The action of PS1 is transitive on the set of framings of a fixed path γ. Moreover, Lemma
3.8 implies that the equivariance propertypHpeiαΦq “ eiα ¨ pHpΦq;
holds for eiα P PS1 and Φ P PC2; that is, the frame twisting action is given in complex
coordinates by pointwise multiplication.
The action of PS1 on O restricts to give the frame twisting action of LS1 on C. The
factor of 2 that appears in formula (11) implies that the frame-twisting action preserves
path components of C. The action also restricts to C{R` and the complex version of this
action is given by pointwise multiplication in the Stiefel manifold.
When passing to the quotient M we obtain a well-defined action of LS1, since frame
twisting commutes with rigid rotations. However, this action is not free. This is because
framed loops are identified in M if they differ by a global frame twist—i.e., we have already
taken the quotient by the subgroup S1 Ă LS1 to obtain M. We will thus consider the free
action of the based loop group LS1{S1 on M. Let reiαs P LS1{S1 denote the equivalence
class of eiα P LS1. The corresponding action on rΦs P Gr2pVq is given by
reiαs ¨ rΦs “ reiαΦs.
4.3. Hamiltonian Structure. It is easy to show that the frame twisting action of LS1{S1
on M is by isometries, particularly when the action is expressed in the Grassmannian
formalism. We now wish to show that the action is also Hamiltonian. Using the fact that
the exponential map LRÑ LS1 is given explicitly by α ÞÑ eiα, one is able to show that the
induced vector field of α P LR on St2pVq is given by Xα|Φ “ iαΦ. For computations, the
vector field induced by rαs P LR{R on Gr2pVq is represented by
Xrαs|rΦs “ projpiαΦq,
where proj is orthogonal projection
(12) proj : TΦSt2pVq Ñ ThorΦ St2pVq « TrΦsGr2pVq
onto the codimension-4 horizontal space. The projection is necessary since LS1{S1-orbits of
elements of St2pVq are not L2-orthogonal to Up2q-orbits (although the orbits are transverse).
Note that this is formula depends on the choice of representation Φ P rΦs, but does not
depend on the choice of representation α P rαs. Indeed, for c P R, Xrα`cs|rΦs “ projpiαΦ`
ciΦq and iΦ is tangent to the Up2q-orbit of Φ.
We define an inner product on LR{R by the formula
(13) 〈rαs, rβs〉LR{R :“
1
2
ż 2
0
αβ dt´ 1
4
ż 2
0
α dt
ż 2
0
β dt, α, β P LR
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and use this to injectively map LR{R into its dual space. We then define our candidate for
the moment map for the LS1{S1-action to be
µ “ µLS1{S1 : Gr2pLCq Ñ LR{R
rφ, ψs ÞÑ r|φ|2 ` |ψ|2s.
In terms of framed loops, the momentum map has a simple interpretation: if pHprΦsq “ rγ, V s
then µprΦsq “ r}γ1}s.
For fixed rαs P LS1{S1, let frαs : Gr2pVq Ñ R denote the map
frαsprΦsq “ 〈µprΦsq, rαs〉LR{R .
Then we wish to show that
(14) DfrαsprΦsqpδΦq “ ωL2rΦspδΦ, Xrαs|rΦsq
To perform the calculation, we lift rΦs P Gr2pVq to Φ P St2pVq and consider δΦ P ThorΦ St2pVq.
The derivative on the lefthand side of (14) is then given by
d
d
ˇˇˇˇ
“0
1
2
ż 2
0
p|φ` δφ|2 ` |ψ ` δψ|2qα dt´ 1
2
ż 2
0
α dt “
ż 2
0
Repφδφ` ψδψqα dt.
The righthand side of (14) is equal to
´Im 〈δΦ, Xrαs|rΦs〉L2 “ ´Im 〈δΦ, iαΦ〉L2 “ Re 〈αΦ, δΦ〉L2 “ ż 2
0
Re
`
φδφ` ψδψ˘α dt.
We have omitted the projection from the notation for Xrαs|rΦs, since the symplectic form
vanishes along the Up2q-vertical direction by construction.
4.4. Principal Bundle Structure. Consider the moduli space of (unframed) loops,
B :“ ImmpS1,R3q{Sim
Using our usual conventions, we consider elements of B as SOp3q-orbits of based immersions
with fixed length 2. We denote the SOp3q-orbit of a based immersion γ by rγs. The moduli
space B is a Fre´chet manifold: the space of based immersions is an open submanifold of
the vector space of based loops, Hamilton’s Implicit Function Theorem can be used to show
that the fixed length subspace is a manifold of codimension-1, and one can construct smooth
cross-sections to the SOp3q-orbits by an argument similar to [21, Lemma 1.6].
The main result of this section is the following.
Theorem 4.1. Each component of the moduli space M is an LS1{S1-bundle over B.
We will focus on the component Mev—the proof can be translated to odd-linking framed
curves via the diffeomorphism Mev «Mod. The proof follows from a pair of lemmas, the
first of which is proved by an elementary computation. It is a statement about the total
twist functional. For a framed path pγ, V q, the twist rate is defined as
twpγ, V q :“
〈
d
ds
V,W
〉
, W “ γ
1
}γ1} ˆ V
and the total twist is
Twpγ, V q :“ 1
2pi
ż 2
0
twpγ, V q ds.
These quantities are invariant under rigid motions and constant frame twists, so they are
well-defined on equivalence classes rγ, V s.
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Lemma 4.2. Let rγ, V s PM and reiαs P LS1{S1. Then
(15) twpreiαs ¨ rγ, V sq “ ´ 2α
1
}γ1} ` twpγ, V q.
It follows that
Twpreıαs ¨ rγ, V sq “ Twpγ, V q ´ 1
pi
pαp2q ´ αp0qq.
From the second statement of the lemma, we have
Twpγ, V1q mod 2 “ Twpγ, V2q mod 2
for any even-linking framings V1, V2 of the same base curve γ. We are therefore able to
assign an invariant Tw2pγq to any loop γ via the formula Tw2pγq :“ Twpγ, V q mod 2, where
V is any choice of even-linking framing of γ.
Lemma 4.3. Let rγ, V s PMev and let αpγ, V q P PR be defined by
(16) αpγ, V qptq “ 1
2
ż t
0
twpγ, V q ds´ piTw2pγq
2
ż t
0
ds
Then eiαpγ,V q P LS1 and reiαpγ,V qs ¨ rγ, V s has constant twist rate equal to piTw2pγq and total
twist equal to Tw2pγq.
Proof. To see that eiαpγ,V q is a smooth loop, note that its derivative
αpγ, V q1ptq “ 1
2
twpγptq, V ptqq}γ1ptq} ´ pi
2
Tw2pγq}γ1ptq}
is a smooth loop in R, that αpγ, V qp0q “ 0 and that
αpγ, V qp2q “ piTwpγ, V q ´ pi pTwpγ, V q mod 2q “ pi ¨ 2k
for some k P Z. Formula (15) shows that twpreiαpγ,V qptqs ¨ rγptq, V ptqsq is given by
´ 2}γ1ptq}
ˆ
1
2
twpγptq, V pT qq}γ1ptq} ´ pi
2
Tw2pγq}γ1ptq}
˙
` twpγptq, V ptqq “ piTw2pγq.
It follows immediately that Twpreiαpγ,V qs ¨ rγ, V sq “ Tw2pγq. 
For any loop γ, we can assign a relative framing V pγq called the constant twist minimizing
framing (CTMF) which is characterized up to constant frame twists by having constant
twist rate equal to piTw2pγq. The CTMF is given by eiαpγ,V qpγ, V q where V is an arbitrary
framing. The framing V pγq is referred to as constant twist minimizing for the following
reason. If γ is an embedded loop, then the White-Fuller-Ca˘luga˘reanu Theorem states that
for any choice of framing V , Twpγ, V q`Wrpγq “ Lkpγ, V q, where Wrpγq is the writhe of γ (a
geometric invariant of γ—see [6]). It follows that Tw2pγq is the minimum possible positive
total twist of any framing of γ of even linking number, and that piTw2pγq is the minimium
possible positive constant twist rate for such a framing.
Recall from Section 3.2 that the Bishop framing of a path γ is a relative framing defined
by evolving an initial vector V p0q along γ with no intrinsic twisting; i.e., the Bishop framing
is a solution of the ODE twpγ, V q “ 0. For a generic closed loop γ, the Bishop framing
does not give a closed relative framing. Those loops γ which do admit a closed Bishop
framing will play a special role in our discussion, since they are the curves at which Tw2 is
discontinuous. More precisely, the map Tw2 : B Ñ r0, 2q is well-defined but discontinuous at
curves that admit framings with total twist equal to an even integer—this is simply because
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the mod 2 map RÑ r0, 2q is discontinuous at even integers. If pγ, V q is a framed loop with
Twpγ, V q “ 2k for some integer k, then eiαpγ,V q ¨ pγ, V q gives a closed Bishop framing of γ.
Let U Ă B denote the open subset containing orbits of loops which do not admit a closed
Bishop framing and let rU Ă Mev denote the open subset containing rγ, V s with rγs P U
and V any framing of even linking number. Then Tw2 : U Ñ r0, 2q is a smooth map and
it follows that rγ, V s ÞÑ reiαpγ,V qs ¨ rγ, V s is a smooth map from rU to itself, by the explicit
formula for αpγ, V q.
Proof of Theorem 4.1. The obvious projection Mev Ñ B is the forget framing map rγ, V s Ñ
rγs. The fibers of this projection are diffeomorphic to LS1{S1, as LS1{S1 acts transitively
and freely on the even-linking-number relative framings of a fixed base curve rγs.
It remains to show that Mev is locally diffeomorphic to BˆLS1{S1. This will be accom-
plished by constructing smooth sections on an open cover of B. The map U Ñ rU given by
rγs ÞÑ rγ, V pγqs is a section, since V pγq is uniquely determined up to constant frame twists.
Moreover, the section is smooth by the above discussion.
We wish to mimic this construction on another open subset of B. Let U 1 Ă B be the
open subset which excludes orbits of loops γ such that the Bishop framing V of γ satisfies
V p2q “ ´V p0q and let rU 1 ĂMev denote its preimage with respect to the forget framing map.
Consider the moduli space of anti-framed loops Manti consisting of pSim0 ˆ S1q-orbits of
framed paths pγ, V q such that γ is a smooth loop and V satisfies V p2q “ ´V p0q. This space is
diffeomorphic to M via the map Manti ÑM induced by taking pγ, V q to eipit{4 ¨ pγ, V q. LetrU 1anti ĂManti denote the preimage of rU 1 ĂMev under this diffeomorphism (rγ, V s P rU 1anti
is said to have an even anti-framing). By arguments similar to those above, we can construct
a smooth section U 1 Ñ rU 1anti which assigns to each loop its even anti-framing of minimal
possible positive constant twist rate. Composing with the diffeomorphism Manti Ñ M
yields a smooth section U 1 Ñ rU 1. Since U YU 1 forms an open cover of B, this completes the
proof. 
This theorem has a corollary which follows trivially but is of practical interest. A well-
studied problem in applied differential geometry is to algorithmically assign a framing or
relative framing to a given parameterized space curve [5, 6, 11, 28]. This has applications to
computer graphics, where one uses the framing to construct a tube around a given curve for
visual clarity [11], as well as animation, motion planning and camera tracking [28]. Desirable
properties of a curve framing algorithm include: the algorithm should be invariant under
ambient Euclidean similarities (it should depend only on the geometry of the curve), the
framing should close if the curve is a loop (necessary in computer graphics if the tube is to
be textured [11]) and the framing should vary continuously as the curve varies (necessary for
animation applications). We therefore define a curve framing algorithm to be a continuous
section from a subset of B to M.
Examples of curve framing algorithms include: the relative framing induced by the Frenet
framing (defined on the set of loops with nonvanishing curvature), the Bishop framing
(defined on the set of loops with integral writhe), and the Writhe framing (defined on the
set of embedded curves). Each of these algorithms fails on some subset of curves. The
following corollary says that this must be the case for any curve framing algorithm.
Corollary 4.4. There is no curve framing algorithm defined on all of B.
Proof. We have shown that each component of M is a principal bundle over B. A continuous
global section would imply that one of the components of M is homeomorphic to BˆLS1{S1,
which is not the case since LS1{S1 has infinitely many path-components. 
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4.5. Reduction onto IsoImmpS1,R3q. Let 1 P LR denote the constant loop in R. The
next step in the process of showing that IsoImmpS1,R3q is the symplectic reduction of each
component of M is to show that the level set µ´1pr1sq is a manifold, where µ “ µLS1{S1
continues to denote the moment map of the LS1{S1-action. We will use the notation
C1 :“ tpγ, V q P C | }γ1ptq} “ 1 @ tu and M1 :“ C1{pSim0 ˆ S1q.
It follows from Lemma 3.2 that pH `µ´1pr1sq˘ “M1, so it suffices to show that M1 ĂM is
a submanifold.
Proposition 4.5. The spaces C1 Ă C and M1 ĂM are submanifolds.
Proof. The embedding SOp3q ˆ t1u ãÑ Sim0 “ SOp3q ˆ R` induces an embedding of
LpSOp3q ˆ t1uq into LSim0 as a submanifold, so it suffices to show that the image of C1
under the frame map is a submanifold of LpSOp3q ˆ t1uq. The image of C1 is the set"
ppU, V,W q,1q |
ż
S1
U dt “ ~0
*
Ă LpSOp3q ˆ t1uq.
That this set is a submanifold follows by applying [10, Section III, Theorem 2.3.1], which
is an extension of the implicit function theorem to maps from a tame Fre´chet space to a
finite-dimensional vector space. To apply the theorem, we need to show that ~0 is a regular
value of the map f : LpSOp3q ˆ t1uq Ñ R3 defined by
f : ppU, V,W q,1q ÞÑ
ż
S1
U dt.
The tangent spaces to LpSOp3qˆt1uq are isomorphic to Lpsop3qˆt0uq, where 0 denotes the
constant zero map. We can therefore express a tangent vector at ppU, V,W q,1q P LpSOp3qˆ
t1uq as a variation ppδU, δV, δW q,0q, with δU “ ξ1V ´ ξ2W for some ξ1, ξ2 P LR. Then the
derivative of f is given by
DfppU, V,W q, rqppδU, δV, δW q, 0q “
ż
S1
δU dt “
ż
S1
ξ1V ´ ξ2W dt.
To show that C1 is a submanifold, we wish to show that
(17) span
"ż
S1
ξ1V ´ ξ2W dt | ξ1, ξ2 P LR
*
“ R3.
Toward this goal, we claim that there exists t0 P S1 such that
spantV p0q,W p0q, V pt0q,W pt0qu “ R3.
Indeed, the span of V p0q andW p0q is already 2-dimensional and if V ptq,W ptq P spantV p0q,W p0qu
for all t then Uptqmust be constant, and this contradicts the assumption that fppU, V,W q,1q “
~0. Assuming without loss of generality that V pt0q is linearly independent of V p0q and W p0q,
we choose bump functions ξ11 and ξ
2
2 around 0 and ξ
1
3 around t0 with sufficiently small
support so that ż
S1
ξ11V dt,
ż
S1
ξ22W dt, and
ż
S1
ξ13V dt
are linearly independent. These vectors belong to the left hand side of (17) and this shows
that C1 is a submanifold of C. Since this construction is Sim0 ˆ S1-invariant, the same
approach can be used to show that M1 is a submanifold. 
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We now wish to characterize the horizontal and vertical tangent directions with respect to
the LS1{S1-action on M. It will be useful to work in complex coordinates. For simplicity, we
focus on Gr2pLCq—all of the statements can be translated to Gr2pACq. Recall we have used
the notation for ThorΦ St2pLCq for the Up2q-horizontal subspace and identified TrΦsGr2pLCq «
ThorrΦs St2pLCq. We use proj to denote orthogonal projection TΦSt2pLCq Ñ ThorΦ St2pLCq.
Lemma 4.6. The tangent space to µ´1pr1sq splits orthogonally as
TrΦsµ´1pr1sq “ T vertrΦs µ´1pr1sq ‘ ThorrΦs µ´1pr1sq,
where T vertrΦs µ
´1pr1sq is the LS1{S1-vertical tangent space and
ThorrΦs µ
´1pr1sq “ tδΦ P ThorΦ St2pLCq | 〈Φ, δΦ〉C2 “ 0u
is the complex subspace of LS1{S1-horizontal tangents.
Proof. Lift rΦs P µ´1pr1sq to Φ P St2pLCq and let δΦ P ThorΦ St2pLCq. Then
DµprΦsqpδΦq “ d
d
ˇˇˇˇ
“0
|φ` δφ|2 ` |ψ ` δψ|2 “ 2Repφδφ` ψδψq “ Re 〈Φ, δΦ〉C2
and
TrΦsµ´1pr1sq “ kerDµprΦsqpδΦq « tδΦ P ThorΦ St2pLCq | Re 〈Φ, δΦ〉C2 “ 0u.
The LS1{S1-vertical directions of Gr2pLCq were already described in Section 4.3, whence
we conclude
T vertrΦs µ
´1pr1sq “ tprojpiαΦq | α P LRu,
where proj : TΦSt2pLCq Ñ ThorΦ St2pLCq denotes orthogonal projection. The LS1{S1-
horizontal tangent space to µ´1pr1sq is given by
tδΦ P ThorΦ St2pLCq | Re 〈Φ, δΦ〉C2 “ 0 and Re 〈iαΦ, δΦ〉L2 “ 0 for all α P LRu.
The second defining condition can be rewritten as
Re 〈iαΦ, δΦ〉L2 “ ´Im 〈αΦ, δΦ〉L2 “ ´
ż
S1
αIm 〈Φ, δΦ〉C2 dt “ 0
for all α P LR, and we deduce that Im 〈Φ, δΦ〉C2 “ 0.
From these characterizations, it is easy to see that the intersection of the horizontal
and vertical spaces is zero. To see that the tangent space splits orthogonally, we note
that the orthogonal projection operator TrΦsµ´1pr1sq Ñ T vertrΦs µ´1pr1sq is given explicitly by
proj p〈Φ, δΦ〉C2 Φq. 
We now arrive at the main result of this section.
Theorem 4.7. The moduli space of isometric immersions IsoImmpS1,R3q is obtained as
a symplectic reduction of either component of M by the action of LS1{S1. The induced
symplectic structure agrees with the Millson-Zombro symplectic form up to a constant.
Proof. Going through the proof of Theorem 4.1, we see that it can be directly adapted
to show that each component of M1 is an LS1{S1-bundle over IsoImmpS1,R3q. It follows
that each component of M1{pLS1{S1q is diffeomorphic to IsoImmpS1,R3q. It follows from
Lemma 4.6 that M  pLS1{S1q “M1{pLS1{S1q inherits a well-defined Riemannian metric,
symplectic form and almost complex structure and that these structures are compatible.
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To see that the induced structures agree with those of Millson-Zombro, we recall from
Section 3.5 that the admissible variations of q P PH « PC2 can be written in the form
λ1
q
2
` λ2 iq
2
` λ3 jq
2
` λ4 kq
2
,
where λj P PR. We also saw that the admissible variations of pγ, V q P O can be written as
combinations
λstXst ` λtwXtw ` λb1Xb1 ` λb2Xb2
of the basic variations and that DpH gives a correspondence
q{2 ÞÑ Xst, iq{2 ÞÑ Xtw, jq{2 ÞÑ Xb1 , kq{2 ÞÑ Xb2 .
The condition 〈Φ, δΦ〉C2 “ 0 defining ThorrΦs µ´1pr1sq implies that the LS1{S1-horizontal vari-
ations of an element of µ´1pr1sq must have λ1 “ λ2 “ 0 in the quaternionic notation.
This implies that an LS1{S1-horizontal variation of an element of M1 must take the form
λb1Xb1 ` λb2Xb2 ; that is, the variation cannot have any stretching or twisting component.
This means that the induced almost complex structure of M  pLS1{S1q can be succinctly
rewritten as
JO ¨ δγ “ T ˆ δγ.
This almost complex structure agrees with the Millson-Zombro almost complex structure of
IsoImmpS1,R3q. Moreover, the induced Riemannian metric reduces to
gOppδγ1, δV1q, pδγ2, δV2qq “ 1
4
ż 2
0
〈
d
ds
δγ1,
d
ds
δγ2
〉
ds “ 1
4
ż 2
0
〈
δγ11, δγ12
〉
dt
and this agrees with the Millson-Zombro metric up to a constant multiple of 1{4. Therefore
the symplectic structure agrees up to a constant as well. 
5. The Reparameterization Action
5.1. The Diff`pS1q-Action. As previously mentioned, the group Diff`pS1q of orientation-
preserving diffeomorphisms of S1 acts on M by reparameterizations. This action is impor-
tant for shape recognition applications, where one wishes to do computations in the space
of unparameterized shapes M{Diff`pS1q (see Section 3.4). In this section we study the
symplectic geometry of the Diff`pS1q-action.
One should immediately notice that this action is not well-defined with respect to our
usual conventions; i.e., reparameterization does not preserve basepoints, so representing
elements of M as framed loops based at the origin is no longer a sensible option. When
dealing with the Diff`pS1q-action we will denote elements of M by Jγ, V K, where pγ, V q is
a closed framed loop of length 2, not necessarily based at the origin, andJγ, V K :“ rγ ´ γp0q, V ´ V p0qs.
Here r¨, ¨s continues to denote the equivalence class of a based framed loop under the actions
of SOp3q by rotation and S1 by constant frame twisting. Then the action of ρ P Diff`pS1q
on Jγ, V K PM is given by
ρ ¨ Jγ, V K “ Jγ ˝ ρ, V ˝ ρK.
The diffeomorphism from M to Gr˝2pLCq \Gr˝2pACq involves taking a derivative, so the
issue with basepoint preservation is not relevant in Grassmannian coordinates. An element
ρ P Diff`pS1q acts on rΦs P Gr2pVq by the formula
ρ ¨ rΦs “ raρ1 ¨ Φ ˝ ρs.
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We leave it to the reader to check that pH is equivariant with respect to these actions of
Diff`pS1q; that is, if rΦs P Gr2pVq maps to rγ, V s then
raρ1 ¨ Φ ˝ ρs “ Jγ ˝ ρ, V ˝ ρK.
5.2. Hamiltonian Structure. Our next goal is to show that the reparameterization action
is Hamiltonian. It will be convenient to work in complex coordinates and we restrict our
attention to Gr2pLCq—the same arguments work for the anti-loop Grassmannian.
The construction of the momentum map for the action of Diff`pS1q is similar to the
construction for LS1{S1 in Section 4.3 so we will skip some details. We begin by determining
a formula for the vector field induced by ξ P LR. Let ρ be a path in Diff`pS1q with ρ0 the
identity and let dd
ˇˇ
u“0 ρ “ ξ P LR. Then
d
d
ˇˇˇˇ
“0
Φpρq
a
ρ1 “ Φ1pρ0qξ
a
ρ10 ` Φpρ0q
1
2
pρ10q´1{2ξ1 “ 12ξ
1Φ` ξΦ1.
We conclude that the the vector field induced by ξ P Diff`pS1q on Gr2pLCq is represented
by
Xξ|rΦs “ proj
ˆ
1
2
ξ1Φ` ξΦ1
˙
,
where proj denotes orthogonal projection onto the horizontal tangent space of St2pLCq at
Φ—the Diff`pS1q-orbits of St2pLCq are not, in general, L2-orthogonal to the Up2q-orbits.
Note that (as was the case with the vector fields induced by the LS1{S1-action on Gr2pLCq)
this representation depends on the choice of lift Φ P St2pLCq of rΦs P Gr2pLCq.
We endow LR (the Lie algebra of Diff`pS1q) with the L2 metric
〈ξ1, ξ2〉LR :“
1
2
ż
S1
ξ1ξ2 dt
in order to embed it into its dual space. Our proposed momentum map is
µDiff : MÑ LR
rΦs ÞÑ Impφ1φ` ψ1ψq.(18)
One can show that if Φ P PC2 maps to pγ, V q under pH, then
twpγ, V q “ 2Im 〈Φ,Φ
1〉C2
}Φ}4C2
.
It follows from this formula that the map µDiff has a natural interpretation in terms of
framed curves: if rΦs maps to a framed loop rγ, V s under pH, then the image of µDiff is
´ 12 twpγ, V q}γ1}2.
Our goal is to show
(19) DfξprΦsqpδΦq “ ωL2rΦspδΦ, Xξ|rΦsq
for δΦ P ThorΦ St2pLCq, where fξprΦsq :“
〈
µDiffprΦsq, Xξ|rΦs
〉
LR for fixed ξ P LR. A calcula-
tion similar to the one in Section 4.3 shows that the left hand side of (19) is
(20)
1
2
ż
S1
ξImpφ1δφ` δφ1φ` ψ1δψ ` δψ1ψq dt
KA¨HLER STRUCTURES ON SPACES OF FRAMED CURVES 21
and integration by parts shows that the right hand side is
´Im
ż
S1
1
2
ξpδφφ1 ` δψψ1q ` 1
2
ξ1pδφφ` δψψq dt “ 1
2
ż
S1
ξImpδφ1ψ ´ δψψ1 ` δψ1ψ ´ δψψ1q dt
“ 1
2
ż
S1
ξImpφ1δφ` δφ1φ` ψ1δψ ` δψ1ψq dt.
5.3. The Basepoint Action and Weighted Total Twist. We define the weighted total
twist functional ĄTw on M byĄTwpJγ, V Kq :“ 1
2pi
ż
S1
twpγ, V q}γ1} ds.
This functional is similar to the classical total twist Tw but has an added weight of }γ1}
in the integrand. The weighting makes ĄTw a more interesting functional on the space of
parameterized framed loops M than the unweighted Tw functional. In this section we
characterize its critical points.
Consider the action of the subgroup S1 Ă Diff`pS1q consisting of pure rotations. We
will refer to this S1-action as the basepoint action, as it can be interpreted as changing the
basepoint of a based framed loop. The next lemma shows that the restricted action of S1
on M is Hamiltonian with momentum map a constant multiple of ĄTw. The proof follows
by a calculation similar to the one in the previous section.
Lemma 5.1. The basepoint action of S1 on Gr2pVq is Hamiltonian with momentum map
µS1 : Gr2pVq Ñ R « R˚
rΦs ÞÑ
ż
S1
Impφ1φ` ψ1ψq dt.
For a framed loop rγ, V s this map has the form
µS1pJγ, V Kq “ ´1
2
ż
S1
twpγ, V q}γ1}2 dt.
Theorem 5.2. The critical points of ĄTw : MÑ R are equivalence classes Jγ, V K such that
γ is an arclength parameterized, length-2, multiply covered round circle and V has constant
twist rate. In complex coordinates, the critical points are represented by symmetric torus
knots on the Clifford torus in S3.
Proof. Lemma 5.1 implies that the critical points of µS1 (and hence of ĄTw) are exactly the
fixed points of the basepoint S1-action. For u P S1 « r0, 2s{p0 „ 2q, we abuse notation
slightly and write the basepoint action as Jγptq, V ptqK ÞÑ Jγpt ` uq, V pt ` uqK. Then Jγ, V K
is fixed under the basepoint action if and only if Jγpt` uq, V pt` uqK “ Jγptq, V ptqK for all t
and u. Unraveling the notation, this means that for each u P S1 there exists eiθpuq P S1 and
Apuq P SOp3q such that
(21) pγpt` uq ´ γpuq, V pt` uq ´ V puqq “ eiθpuq ¨Apuq ¨ rpγptq ´ γp0q, V ptq ´ V p0qqs
holds for all t, where eiθpuq acts by a constant frame twist and Apuq acts by a rigid rotation.
In particular,
γpt` uq “ Apuqγptq ` pγpuq ´Apuq ¨ γp0qq.
Taking the norm of the t-derivative of this expression yields›››› ddtγpt` uq
›››› “ ›››› ddtApuqγptq
›››› “ }γ1ptq}
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for all u and t, and we conclude that γ must have constant parameterization speed. Since
γ has length 2, it must be that γ is arclength-parameterized. Similarly, the invariance of
curvature under rigid motions implies that γ has constant curvature. The fact that γ is
a closed loop implies that its constant curvature must be positive, so its torsion is well-
defined and the same argument can be applied to show that it must be constant as well.
We conclude that γ is a round, arclength-parameterized circle. The same type of argument
shows that pγ, V q must have constant twist rate.
For a critical Jγ, V K we give an explicit complex representation as a knot on the Clifford
torus in S3 Ă C2. Assume that γ is an h-times-covered circle and that Lkpγ, V q “ k; that
is, V has constant twist rate pik. We claim that the Clifford torus knot
Φh,kptq :“ 1?
2
ˆ
exp
ˆ
i
2
pk ` hqpit
˙
, exp
ˆ
i
2
pk ´ hqpit
˙˙
maps to Jγ, V K under pH. Indeed, applying pH to Φh,k yields the h-times covered circle
γptq “ 1
pih
p0,´ cosphpitq, sinphpitqq .
Using the formula from Section 5.2, it is straightforward to check that the twist rate of the
framed curve pHpΦh,kq is pik. 
6. Riemannian Geometry of Framed Loop Space
6.1. Explicit Geodesics in Framed Loop Space. The identifications of various moduli
spaces of framed paths with classical manifolds given in Section 3 allow us to describe the
geodesics of these moduli spaces quite concretely. We will focus on the geodesics of M,
which have the most interesting description. By Theorem 3.15, the geodesics of the moduli
space of framed loops M are locally the geodesics of Gr2pVq and can therefore be described
explicitly. Let rΦ0s, rΦ1s P Gr2pVq:
1. Compute the singular value decomposition of the orthogonal projection map rΦ0s Ñ
rΦ1s (considering the points as complex 2-planes). This produces new orthonormal
bases rΦ0 “ ´φ˜0, ψ˜0¯ for rΦ0s and rΦ1 “ ´φ˜1, ψ˜1¯ for rΦ1s such that the orthogonal
projection map takes the form φ˜0 ÞÑ λφφ˜1 and ψ˜0 ÞÑ λψψ˜1, where 0 ď λφ, λψ ď 1
are the singular values.
2. Let θφ “ arccospλφq and θψ “ arccospλψq. These are the Jordan angles of rΦ0s and
rΦ1s.
3. Assuming generically that θφ, θψ ‰ 0 (the formulas are easy to modify otherwise),
the geodesic joining the subspaces is given by rΦus, where Φu “ pφu, ψuq is described
by the formulas
φuptq “ sinpp1´ uqθφqφ˜0ptq ` sinpuθφqφ˜1ptq
sin θφ
ψuptq “ sinpp1´ uqθψqψ˜0ptq ` sinpuθψqψ˜1ptq
sin θψ
.
The geodesic distance between rΦ0s and rΦ1s is
b
θ2φ ` θ2ψ.
In [30] the authors showed that the space of similarity classes of immersed planar loops
is locally isometric to a real infinite-dimensional Grassmannian (see Section 3.4 and Section
6.5 below) and they gave a similar description of geodesics in planar loop space. This
description of Grassmannian geodesics is based on work of Neretin [25].
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6.2. Regularity Issues. We note that the geodesics of Gr2pVq are only locally the geodesics
of M, since a geodesic in Gr2pVq does not necessarily stay in the open subset Gr˝2pVq.
The geodesic completion of Gr˝2pVq is Gr2pVq and the geodesics in the full Grassmannian
correspond to framed curve evolutions which pass through singular framed curves with
nonimmersed points and degenerate framings. One benefit of this is that the completion
Gr2pLCq Y Gr2pACq is connected, but there are many technical issues which need to be
considered here. Foremost is that one of the main goals that one has when using this
framework for shape recognition applications is to compute geodesics in the space of un-
parameterized shapes M{Diff`pS1q by optimizing geodesic distance over Diff`pS1q-orbits.
Orbits of the induced Diff`pS1q-action on the full Grassmannian are not closed, whence the
quotient Gr2pVq{Diff`pS1q is not Hausdorff! This suggests that one should further take the
metric completion of the Grassmannian and an appropriate completion of Diff`pS1q. These
technical issues are beyond the scope of this paper and will be treated in future work [24].
The rest of this paper will only require the use of sufficiently short geodesics so that lack of
completeness will not cause any problems.
6.3. Examples. In Figure 6.3 we give two examples of geodesics in M using this formula.
The geodesic in the top row is between a trefoil with its standard torus knot parameterization
and a round, arclength-parameterized circle, each with (the relative framings induced by)
their Frenet framings. We denote the these endpoints by pγ1, V1q and pγ2, V2q, respectively.
Framed curves are represented as thickened base curves with a line along their surfaces
representing the twisting of the frame. That this geodesic is in the moduli space M means
that the starting and ending positions are optimally aligned over SOp3q and constant frame
twists, and each curve throughout the homotopy is length 2 and based at the origin. Note
that this geodesic goes through a singular framed curve with cusps, illustrating the fact that
M is not geodesically closed. The geodesic distance between these framed curves is « 0.71,
where we have normalized the Grassmannian to have diameter 2.
The geodesic in the second row also starts at a standard parameterization of a trefoil
with its Frenet framing. It also ends at a circle, but the parameterization of this circle has
been chosen to minimize geodesic distance between the fibers of the Diff`pS1q-action. That
is, the circle has been reparameterized by approximating a realization of
inf
ρPDiff`pS1q
distppγ1, V1q, pγ2 ˝ ρ, V2 ˝ ρqq,
where dist is geodesic distance in M. This is the standard elastic shape analysis approach,
as outlined in Section 3.4. The infimum is approximated using a dynamic programming
algorithm. The framing of the circle is then chosen to minimize the distance between the
LS1{S1-fibers of the framed curves. The evolution of the base curve can therefore be seen
as a geodesic in the space B{Diff`pS1q of unparameterized, unframed loops. The evolution
is much less symmetric in this case. Also note that the resulting framing of the circle has
twist rate zero outside of 3 small regions where all of the twisting is localized. The geodesic
distance between these framed curves is « 0.46.
The details of the algorithms used to lift the curves to the Grassmannian in order to cal-
culate the geodesic, to approximate the optimal parameterization and to find the optimal
framing will be discussed in future work [24]. We also plan to give more concrete applica-
tions of this framework to elastic shape analysis of shapes such as protein backbones, DNA
minicircles and level curves on surfaces.
6.4. The Exponential Map. We can also obtain explicit formulas for the exponential
maps in St2pVq and Gr2pVq. The derivation is essentially the same as the derivation given
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Figure 2. Geodesics in M; see text for details.
by Edelman et. al. in [7] for finite-dimensional real Stiefel manifolds. In the following
proposition we identify Φ “ pφ, ψq P V2 with the linear map C2ˆ2 Ñ V2 defined by pointwise
left multiplication. We use the notation Φ˚ : V2 Ñ C2ˆ2 for the formal adjoint of the map
Φ, defined by
Φ˚pφ1, ψ1q “
ˆ 〈φ1, φ〉L2 〈ψ1, φ〉L2
〈φ1, ψ〉L2 〈ψ1, ψ〉L2
˙
.
We are now able to state the geodesic equation and its solution for St2pVq. In the proposition,
paths in St2pVq are written as Φu, where u is the homotopy parameter.
Proposition 6.1. The geodesic equation for St2pVq with respect to gL2 is
B2
Bu2 Φu ` Φu
ˆ B
BuΦu
˙˚ B
BuΦu “ 0.
The geodesic Φu with Φ0 “ Φ and BBu
ˇˇ
u“0 Φu “ δΦ satisfying }δΦ}L2 “ 1 is given by
(22) Φu “ pΦ, δΦq expu
ˆ
Φ˚δΦ ´δΦ˚δΦ
Id2ˆ2 Φ˚δΦ
˙
Id4ˆ2 expp´uΦ˚δΦq,
where pΦ, δΦq is treated as a map C4ˆ4 Ñ V2.
We refer the reader to [7, Section 2.2.2] for the derivation in the finite-dimensional real
case, to [17] for a description in the real infinite-dimensional case, and to the author’s
dissertation [23, Section 4.5.3] for the full details of adapting the derivation to the complex
infinite-dimensional case.
Proposition 6.1 has an immediate but useful corollary. Let Φ P St2pVq and δΦ P TΦSt2pVq
and let W “ spantΦ, δΦu Ă V2. Then W is a subspace of complex dimension at most 4.
Moreover, W inherits a Hermitian inner product by restricting 〈¨, ¨〉L2 and this defines an
embedded finite-dimensional Stiefel manifold St2pWq Ă St2pVq.
Corollary 6.2. The geodesic with initial data Φ and δΦ stays in St2pWq.
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Our next goal is to show that the exponential map for Gr2pVq is well-defined. The
following lemma is proved in the same way as Lemma 7 of [17], which treats the real Hilbert
space case.
Lemma 6.3. For any path Φu, u P r0, 1s, in St2pVq, there exists a path Au in Up2q so that
ΦuAu is horizontal with respect to the Up2q-action.
Now we note that if a geodesic in St2pVq has initial data pΦ, δΦq with δΦ P ThorΦ St2pVq,
then the geodesic stays horizontal. Otherwise it could be shortened by applying the pro-
jection of Lemma 6.3. We conclude that a geodesic in St2pVq with horizontal initial data
represents a geodesic in Gr2pVq. The next proposition follows immediately.
Proposition 6.4. The exponential map exp : TrΦsGr2pVq Ñ Gr2pVq is well-defined.
6.5. Planar Loop Space. Consider the subset LR Ă LC. Let Gr2pLRq denote the Grass-
mann manifold of real 2-planes in LR. The Neretin geodesics of Gr2pLRq Ă Gr2pLCq (with
respect to its induced L2 metric) are also of the form presented in Section 6.1 and it follows
that Gr2pLRq is a totally geodesic submanifold of Gr2pLCq. Moreover, the submanifold is
Lagrangian—this follows by exactly the same argument as for the finite-dimensional em-
bedding Gr2pRnq Ă Gr2pCnq.
The Grassmannian Gr2pLRq has a curve-theoretic interpretation. Consider the moduli
space of planar loops
N :“ ImmpS1,R2q{pR2 ˆ SOp2q ˆ R`q “ ImmpS1,R2q{SimpR2q.
This space was studied by Younes, Michor, Shah and Mumford in [30] for its applications
to shape recognition, where it was shown that Gr2pLRq with its natural L2 metric is locally
isometric to N with the elastic metric g1,1 (see Section 3.4 for the definition).
Putting these ideas together, we have the following proposition.
Proposition 6.5. The moduli space of planar loops N embeds as a totally geodesic, La-
grangian submanifold of the moduli space of framed loops M.
Proof. We choose a particular embedding N ãÑM as follows. Let rγs P N with γ “ pγ1, γ2q.
We map rγs to rpγ1, 0, γ2q, V s PM, where V is the planar framing constantly pointing in
the y-direction. In complex coordinates, this is exactly the embedding Gr2pLRq ãÑ Gr2pLCq
by inclusion. 
6.6. Sectional Curvatures. In this section we show that M and its quotient by Diff`pS1q
are nonnegatively curved with respect to gO, echoing similar results for spaces of planar
curves in [2, 30]. It was shown in Section 5.3 that the action of Diff`pS1q on M is not
free, whence M{Diff`pS1q has a discrete collection of singular points. It will therefore be
convenient to use the decomposition Diff`pS1q “ Diff`0 pS1q ˆ S1, where Diff`0 pS1q is the
subgroup of diffeomorphisms of S1 “ r0, 2s{p0 „ 2q which fix 0. We will then consider the
open submanifold Mf ĂM containing the points on which Diff`pS1q acts freely and the
quotient manifolds M{Diff`0 pS1q and Mf {Diff`pS1q.
Proposition 6.6. The spaces M{Diff`0 pS1q and Mf {Diff`pS1q are manifolds.
Proof. The space of arclength-parameterized framed loops M1 is a global cross-section to
the free action of Diff`0 pS1q on M and it was shown in Proposition 4.5 that M1 is a
manifold. It is straightforward to show that Mf {Diff`pS1q is a manifold by identifying it
with
`Mf {Diff`0 pS1q˘ {S1. 
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To show that these manifolds are nonnegatively curved, we will use an immediate corol-
lary of O’Neill’s formula [26]: if a Riemannian manifold pM, gq has nonnegative sectional
curvature and pM, gq Ñ pM 1, g1q is a Riemannian submersion, then pM 1, g1q is also nonneg-
atively curved. We need to show that certain projection operators are well-defined in order
to apply O’Neill’s formula to this infinite-dimensional setting. In the following lemmas, the
terms vertical and horizontal are used with respect to Diff`0 pS1q-orbits. We use L0R to
denote the space of real-valued loops based at 0; this is the Lie algebra of Diff`0 pS1q.
We define the curvatures of a framed curve pγ, V q by the formulas
κ1 “
〈
d
ds
T, V
〉
and κ2 “
〈
d
ds
T, T ˆ V
〉
,
where T “ γ1{}γ1}. These are related to the curvature κ of the base curve by κ2 “ κ21 ` κ22.
Lemma 6.7. The vertical tangent spaces of C contain tangent vectors of the form
pδγ, δV q “ pξT, ξp´κ1T ` twW qq ,
where ξ P L0R, and the horizontal space contains vectors pδγ, δV q satisfying〈
d2
ds2
δγ, T
〉
´ 〈δV,W 〉 tw “ 0.
Proof. Let ρ be a path in Diff
`
0 pS1q with ρ0 the identity and dd
ˇˇ
“0 ρ “ ξ P L0R. Then
d
d
ˇˇˇˇ
“0
pγpρq, V pρqq “ pξγ1, ξV 1q “ pξ}γ1}T, ξ}γ1}p´κ1T ` twW qq,
where the second equality follows by the fact that ddsV “ ´κ1T ` twW . Absorbing }γ1}
into ξ gives the characterization of the vertical space.
A tangent vector pδγ, δV q is horizontal if and only if
gOpγ,V qppδγ, δV q, pξT, ξp´κ1T ` twW qqq “ 0
for all ξ P L0R. Then for all ξ,
0 “ 1
4
ż
S1
〈
d
ds
δγ,
d
ds
ξT
〉
` 〈δV,W 〉 〈ξp´κ1T ` twW q,W 〉 ds
“ 1
4
ż
S1
ξ
"
´
〈
d2
ds2
δγ, T
〉
` 〈δV,W 〉 tw
*
ds,(23)
where we have integrated by parts and used the orthonormality of pT, V,W q to obtain the
last line. The integral vanishes for every ξ P L0R if and only if the bracketed term in (23)
is identically zero. 
Proposition 6.8. There exist orthogonal projections from the tangent space Tpγ,V qC to its
vertical and horizontal subspaces.
The proof of the proposition requires a technical lemma, which is proved by mildly
adapting the proof of [20, Lemma 4.5].
Lemma 6.9. Let pγ, V q be a framed loop. The operator L : L0RÑ LR defined by
L : ξ ÞÑ d
2
ds2
ξ ´ pκ2 ` tw2q ¨ ξ
is invertible.
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Proof of Proposition 6.8. If the projections exist then we can express an arbitrary tangent
vector as
(24) pδγ, δV q “ pξT, ξp´κ1V ` twW qq ` pδγhor, δV horq,
where pδγhor, δV horq is horizontal and ξ P L0R. From (24) we conclude
(25)
〈
d2
ds2
δγ, T
〉
“ d
2
ds2
ξ ´ ξκ2 `
〈
d2
ds2
δγhor, T
〉
.
On the other hand 〈δV,W 〉 “ ξtw ` 〈δV hor,W〉. Multiplying this expression by tw and
subtracting the result from (25) yields〈
d2
ds2
δγ, T
〉
´ 〈δV,W 〉 tw “ d
2
ds2
ξ ´ ξκ2 `
〈
d2
ds2
δγhor, T
〉
´ ξtw2 ´ 〈δV hor,W〉 tw.
The horizontality characterization of Lemma 6.7 simplifies this to〈
d2
ds2
δγ, T
〉
´ 〈δV,W 〉 tw “ d
2
ds2
ξ ´ pκ2 ` tw2qξ “ Lpξq,
where L is the invertible linear operator from Lemma 6.9. Therefore we define
ξ :“ L´1
ˆ〈
d2
ds2
δγ, T
〉
´ 〈δV,W 〉 tw
˙
.
This gives us a well-defined projection onto the vertical space of C and this suffices to prove
the proposition. 
Corollary 6.10. There exist well-defined orthogonal projections onto the vertical and hor-
izontal tangent spaces of M.
Proof. Since M “ C{pSim0ˆS1q is the image of a submersion with finite-dimensional fibers,
we can identify Trγ,V sM with a finite codimension subspace of Tpγ,V qC. Thus we can first
project onto the vertical or horizontal space of C using Proposition 6.8, then project onto
the finite codimension subspace. 
Finally, we will need the following lemma.
Lemma 6.11. Let rΦ1s, . . . , rΦks be distinct elements of Gr2pVq. There exists an embedded
finite-dimensional totally geodesic Grassmannian which contains every rΦjs.
Proof. Let W be a finite-dimensional linear subspace of V which contains all planes rΦjs.
By the explicit formula for the geodesics of Gr2pVq in Section 6.1, we see that the embedded
finite-dimensional Grassmannian Gr2pWq Ă Gr2pVq is totally geodesic. 
Theorem 6.12. The spaces M, M{Diff`0 pS1q and Mf {Diff`pS1q have nonnegative sec-
tional curvatures with respect to the metrics induced by gO.
Proof. By Theorem 3.15, M is locally isometric to Gr2pVq, and it suffices to bound the
curvature of the Grassmannian to prove that M is nonnegatively curved. This can be
done using classical methods (cf. [30]), but we will give a proof which emphasizes the role
of the explicit geodesics of M. Assuming that M has non-negative sectional curvature,
it follows by O’Neill’s formula that M{Diff`0 pS1q does as well. Indeed, the metric gO is
reparameterization-invariant by construction, so the quotient map M Ñ M{Diff`0 pS1q is
a Riemannian submersion and Corollary 6.10 shows that O’Neill’s formula can be applied.
O’Neill’s formula also implies that Mf {Diff`pS1q is nonegatively curved as it is identified
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with the quotient
`Mf {Diff`0 pS1q˘ {S1, which is the image of a submersion since we are
restricting to the free part Mf .
Let rΦs P Gr2pVq and let δΦ1, δΦ2 P TrΦsGr2pVq be linearly independent and assume
without loss of generality that each vector is L2-normalized. Using Proposition 6.4, we can
choose a point rΦjs along the geodesic through rΦs with velocity vector δΦj for j “ 1, 2.
These points can be chosen to be distinct, by the explicit description of the exponential
map given in Proposition 6.1. Next we use Corollary 6.11 to choose a totally geodesic
isometrically embedded finite-dimensional Grassmannian containing rΦs, rΦ1s and rΦ2s. In
particular, this Grassmannian contains rΦs and contains each δΦj in its tangent space. Thus
the sectional curvatures of Gr2pVq and the finite dimensional Grassmannian agree at that
point and plane. Finite-dimensional Grassmannians are well known to be nonnegatively
curved as they are symmetric spaces of compact type, so this proves that the curvature of
M is nonnegative.

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