Over the years, the vast majority of curvature-based simplification algorithms for vector data have employed pseudo-curvatures, rather than real curvatures. This is because the vector data in the field of Geographical Information Science (GIScience) is usually represented in the form of polylines, but polylines do not meet the requirements of traditional curvature calculation. This situation has been improved since the multi-scale visual curvature (MVC) was proposed. However, due to the high complexity and huge computation needed for the algorithm, it is difficult to make effective use of MVC in GIScience. In this paper, the MVC algorithm is used to simplify big vector data in a Hadoop-based cloud. The main challenge is that both the data and computation are simultaneously intensive. An accelerated MVC algorithm for simplification is proposed in this paper. This algorithm is performed by adopting a two-level acceleration approach: (1) a simplified calculation method of MVC for the vector data in GIScience, and (2) a parallelization strategy for the MVC algorithm in the Hadoopbased cloud. When simplifying big vector data in gigabyte (GB) size, the execution time is reduced to less than 2.2% of the original time. The proposed accelerated MVC algorithm has great potential in many GIScience applications, including map generalization, DEM simplification, and spatial-temporal data compression.
Introduction
Today, within the field of Geographical Information Science (GIScience), scientists have more and more data acquisition methods at their disposal, including satellite remote sensing (Kim et al. 2014 ) and laser scanning (Unger et al. 2014) . The data obtained by these methods are usually within the GB-TB range, and is therefore difficult to directly and efficiently process and utilize.
A significant way to improve processing efficiency 1 is to reduce the data size. For vector data in GIScience, the most commonly used algorithm is the Douglas-Peucker algorithm (Shi and Charlton 2013; García-Balboa, Reinoso-Gordo, and Ariza-López 2012) . In this algorithm, distance is employed to determine the importance of vertices, but the performance is not good enough (Chuon et al. 2011) . Hence, there are also many algorithms that determine this importance based on factors such as curvature.
By changing the value of α, we obtain a series of height functions. For a specific vertex v on the curve, the more times v becomes an extreme point, the more bent the curve is at v. Take the contour of a triangle (Figure 1a ) for example. When α equals 0°, 90°, 180°, and 270°, we get four height functions, as shown in Figure 1b -e, respectively. Among the four height functions, each of the angular vertices (i.e., A, B, and C) becomes an extreme point twice, while the remaining vertices do less than two times. The contour is thus more bent at angular vertices. Due to the existence of noise, the total number of extreme points in the Figure 1 . Contour of a triangle (a) and its height functions in directions of 0°, 90°, 180°, and 270°( b-e, respectively). The contour is more bent at angular vertex A/B/C than at the remaining vertices, since vertex A/B/C becomes an extreme point for more times than the others. Note: Since the contour is a closed figure, there exist two points A on the height functions, representing the start point and the end point are the same.
neighborhood SðvÞ is calculated instead of counting how many times v itself becomes an extreme point. We add up the number of extreme points in SðvÞ on all height functions and denote it by Sum. The greater the value of Sum, the more bent the curve at v.
Scale factor
In the MVC algorithm, the scale of an extreme vertex v e is defined by the scale factor λ α ðv e Þ:
where h α is the maximum height difference between two vertices on the height function H α when the rotation equals α, and r α ðv e Þ is the height of v e . The calculating method of r α ðv e Þ:
where R α ðv e Þ is the neighborhood where HðvÞ is less (greater) than Hðv e Þ, and R α ðv e Þ is divided into left and right parts by v e , denoted as R α À ðv e Þ and R α þ ðv e Þ, respectively. The significance of the scale factor is that it establishes a connection between v e and the curve. The scale factor also helps to define the significance of v e . The greater the value of the scale factor, the more important v e . If the scale factor value of v e is greater or equal to a predefined threshold, then it can be called an effective extreme vertex (EEV).
Calculation method
The calculation method of MVC is as follows:
where λ is the threshold of the scale factor, ΔS is the number of vertices in SðvÞ, H i represents the ith height function (i 2 f0; 1; Á Á Á ; N À 1g), N is the number of height functions, and #½H λ i ðSðvÞÞ indicates how many EEVs in H i .
Disadvantages of MVC
The MVC algorithm has been widely utilized for salient point detection and vector data simplification in the field of computer vision. As with computer vision, the development of GIScience demands the simplification of vector data, but the simplification characteristics and requirements in the two fields are different. The major difference in GIScience is that the objects that need to be simplified are greater in number, and, in addition, the efficiency of the simplification algorithm needs to be better (i.e., a faster algorithm is needed). For instance, simplification objects in GIScience are likely to be digital elevation models (Fei and He 2009) , road maps (Mustière 2005) , or outlines of buildings (Mayer 2005) , all of which include large numbers of vector features to be simplified. In comparison, most simplification objects in computer vision are single complex figures (Pedrosa and Barcelos 2010; Awrangjeb and Lu 2008) . Simplification in computer vision emphasizes the accurate detection of salient points; therefore, the efficiency requirement is relatively low. In GIScience, however, the purpose of simplification is usually for displaying maps on multiple scales, which requires a dramatically faster algorithm for real-time simplification (Ivanov 2012) .
The MVC algorithm is quite time-consuming (Rotaru et al. 2011) , because it is multilooped and requires a large amount of computation. To be more specific, when computing the MVC values for all vertices of a polyline, all height functions of this polyline and all the neighborhoods on the height functions, as well as all the vertices in the neighborhoods, need to be traversed in these loops. Therefore, before improving the original algorithm, it is difficult to apply MVC directly to simplify vector data (especially big vector data) in GIScience.
Accelerated MVC for GIScience

Height function
The height function of a curve 4 is actually the parametric form of the curve (Reeb 1946) . We can get a series of height functions by rotating the coordinate system while keeping the curve fixed. We denote the number of height functions by N, and the larger N, the more accurate the numerical value of MVC.
The ideal number of height functions should be positive infinity. This means the rotation angle α should range over all elements of its definition domain ½0; 360 Þ, which is impractical. An alternative approach is using uniform sampling, which uniformly distributes the values of α across the definition domain. For example, if N ¼ 360, then α ¼ 0; 1 ; 2 ; Á Á Á ; 359 . The sampling frequency utilized by Liu, Latecki, and Liu (2008) is 128. This frequency slightly decreases the accuracy of MVC, but hugely alleviates the amount of computation of height functions from positive infinity to 128. Nevertheless, the computation of 128 height functions is still a rather time-consuming process (Wang et al. 2012) .
In fact, the number of height functions could still be reduced without any influence on the accuracy of MVC. According to the geometric symmetry, when the difference between α 1 and α 2 is 180 , the maximum (minimum) extreme vertex on H α1 happens to be the minimum (maximum) extreme vertex on H α 2 , as the vertex A and B shown in Figure 2 . Therefore, the MVC formula could be amended as follows:
In other words, when using the approach of uniform sampling, the cumulative number of extreme vertices in SðvÞ in the first half of height functions equals to its counterpart in the second half of height functions. Therefore, we only need to complete the calculation related to the first half of height functions. This approach reduces the calculation steps of the MVC algorithm by half, and it does not affect the accuracy of MVC values.
Extreme vertex
In the original MVC algorithm, for each vertex v on the height function, the algorithm calculates the total number of EEVs in the neighborhood of v, instead of simply determining whether v itself is an EEV or not. The purpose of this approach is to eliminate the errors caused by curve discretization, but it requires a large amount of calculation. For example, Kerautret, Lachaud, and Naegel (2008) adopted a neighborhood of 15 vertices, so the determination mentioned above was performed 13 times (excluding 2 for the start/ end vertex in a neighborhood) for each vertex on each height function.
Discretization is an essential step before calculating the MVC values of the vertices of a regular curve. However, discretization is redundant for the curves in the field of GIScience. Most curves in GIScience are represented in the form of successive discrete vertices; this kind of form is known as the polyline (Tong et al. 2013) . When dealing with polylines by using the MVC algorithm, there is no need to eliminate discretization errors. We therefore improved the algorithm by determining whether the vertex v itself is an EEV or not, rather than perform determinations for all the vertices located in its neighborhood SðvÞ.
In addition, it should be noted that the width of the neighborhood is an important parameter used to adjust the value of MVC. However, our improvement made it impossible to adjust the MVC values by altering this parameter, since the question of whether or not a vertex v of a polyline is an EEV depends only on its two adjacent vertices (rather than all the vertices in SðvÞ). To resolve this problem, we modified the MVC algorithm by determining whether v is the effective maximum/minimum vertex in SðvÞ. This modification reduces the amount of calculation of the MVC algorithm. More importantly, this modification does not change the properties of MVC, because if the expressions "extreme vertex" are replaced by "maximum/minimum vertex," the theorems 1-3 in the original MVC literature remain correct. 
Simplification rule
In the original MVC algorithm, the vertices whose MVC values are greater than a threshold represent salient vertices that need to be retained in a simplification process. However, this approach ignores the importance of scale transformation.
In the field of GIScience, the scale transformation is considered as an important driving force for simplification (Jiang, Liu, and Jia 2013) . The rules of simplification should be directly related to different scales, rather than a compression ratio on a single scale. Thus, we introduced a new simplification rule: the MVC value of each vertex varies on different scales, and those vertices whose MVC values are non-zero should be considered as salient on the specific scale. In other words, we were more concerned with the scale transformation, focusing on the comparison of the MVC values of a same vertex on different scales, rather than the comparison of the MVC values of different vertices on the same scale.
According to our simplification rule, the calculation steps of the MVC algorithm can be further reduced. More specifically, if v is an effective maximum/minimum vertex of any height function, its MVC value will be a non-zero value. Hence, once v becomes an effective maximum/minimum vertex in the whole calculation process, it can be marked as a salient vertex immediately, and the remaining calculation steps related to v can be skipped.
In addition, if v and its adjacent vertices before and after it (denoted as v 0 and v 00 , respectively) are collinear, v can no longer be a maximum/minimum vertex of any height function. The MVC value of v at this time is constantly zero, so it is redundant to traverse v for N times on N height functions. Therefore, we added a second rule: one should set the MVC value of the vertex v which is on the line between v 0 and v 00 to zero, and skip the subsequent calculation steps related to v. This additional rule can save a significant amount of computing time when dealing with GIS data sets that include a large number of redundant vertices.
Hadoop-based parallelization
Each Hadoop task (or job) includes two phases: Map and Reduce. After being transferred to Hadoop, the original input files will be divided into a number of "splits" to be stored in the distributed file system (DFS). Each "split" will be processed by a corresponding Map task. The outputs of Map tasks will be processed continually by Reduce tasks, which are responsible for creating the final output. Most Hadoop jobs have both Map and Reduce tasks, because the results from different Map tasks have relevance and need to be combined in the Reduce phase.
However, it is a different case for the simplification of big vector data based on Hadoop, because there is no correlation between the results produced by different Hadoop "splits" (the topological/semantic property of a spatial object is ignored by the MVC algorithm). For any "split" of vector data, the output of the Map task itself is the final simplified result for this "split," and the result is independent of the outputs from other "splits." Therefore, when implementing the Hadoop-based MVC simplification algorithm, we only use the Map function, without any Reduce phases, as shown in Figure 3 . The vector data in this work were stored as a multi-line text file. Each line of the file was a set of sequential vertices (representing a complete polyline) and a unique ID number. The Map function we designed read data from the text file line by line, and organized the data in the form of <LongWritable, Text> , where the "LongWritable" stored the ID number and the "Text" stored the polyline.
In the Hadoop jobs with both Map and Reduce functions, the intermediate results from Map functions are required to be transmitted to Reduce functions through the network. The process of data transmission will take a large amount of time. This process was avoided in the proposed implementation shown in Figure 3 . Such an implementation is more suitable for the simplification of vector data, and, at the same time, improves the efficiency of simplification.
Optimization for long vector data
In the proposed Hadoop job, each polyline is simplified every time the Map function is executed. In exceptional circumstances, even a single polyline may contain a large number of vertices. For example, a GPS trajectory is likely to contain a 100,000 location points. In this case, the execution time of the Map function is bound to increase. If all the polylines in one data set are long trajectories, the whole execution time of the Hadoop task will be much longer.
We named the polyline with relatively more (e.g., more than or equal to 10,000) vertices "long vector data," and described the one with relatively less (e.g., less than 10,000) vertices as "short vector data." As a matter of experience, even when dealing with two vector data sets of the same size, the long vector data set takes longer to be simplified by the MVC algorithm than the short vector data set. With regard to this fact, we modified the Map function by processing the long vector data section by section, in order to save time.
In practice, we first cut the long vector data into several consecutive short vector data by using the StringTokenizer() function and the StringBuilder() function in Java. Then, we simplified each short vector data, and merged the results into one complete vector data in the Map function. Note that there exists a possibility that the merged vector data is selfintersecting. Thus, for simplification tasks that are intersection-sensitive, a larger threshold for long vector data should be adopted.
Experiments and discussion
Data source and computing environment
Our data sources include the GeoLife GPS trajectories (GeoLife) (Zheng et al. 2009 ) and the T-Drive Taxi trajectories (T-Drive) (Yuan et al. 2010) , both of which were released by Microsoft Research Asia. The spatial information was extracted from the GeoLife and T-Drive data sets as the vector data in the following experiments. GeoLife is a data set of GPS trajectories collected by 182 users over 5 years. The entire GeoLife data set includes 17,621 trajectories, and each trajectory is composed of a series of scattered points with the information on longitude, latitude, elevation, and time. The decompressed size of the GeoLife data set is 1.58 GB. The T-Drive contains 10,357 taxi trajectories in Beijing captured over a 1-week period. The number of vertices in the T-Drive amounts to approximately 15 million, and the total length of the taxi trajectories is approximately 9 million km. The decompressed size of the T-Drive data set is 778 MB.
Both the GeoLife and T-Drive data sets are composed of a large number of 10-500 KB sub-files, and each sub-file contains a trajectory. Prior to the experiments, all the trajectories were extracted into a text file. Each row in the file represents a trajectory, starting with a unique ID that comes from the name of its corresponding sub-file. The GeoLife data set then became a single file with a size of 528 MB, and the T-Drive data set 315 MB.
All the compute nodes used in this research are Linux virtual machines, with the same configurations of 1.80 GHz CPU, 2.0 GB RAM, and 20.0 GB Disk.
Experiment 1: acceleration performance 1
In this experiment, we tested the acceleration effect by improving the MVC algorithm itself. The experiment environment was a compute node from our computing environment.
First, we simplified the GeoLife data set by the original MVC algorithm (denoted as Algorithm 1). We calculated the MVC values of all vertices in the GeoLife data set and defined the vertices whose MVC values were equal to or greater than 0.01 as the salient ones. Second, we conducted three contrasting experiments to test the proposed acceleration strategies (i.e., the strategies in Sections 3.1-3.3. The three strategies were denoted as Improvements 1-3, respectively).
• In the first experiment, we used the algorithm with Improvement 1 (denoted as Algorithm 2) to simplify the GeoLife data set. • In the second experiment, we applied both Improvement 1 and 2 to the original MVC, and used the new algorithm (denoted as Algorithm 3) to simplify the GeoLife data set. • In the third experiment, we adopted the MVC algorithm with Improvement 1-3 (denoted as Algorithm 4) for the simplification of the GeoLife data set.
During the above simplifications, the sampling frequencies of height functions were set to 128, and the neighborhood widths were 10 vertices.
Meanwhile, in order to explore the impact of data size on the acceleration effect, we changed the data size in the experiments. The input data of the GeoLife data set was copied 2 times, 3 times, 4 times, and 5 times before simplification, and then repeated for all of the experiments above. The execution time is shown in Table 1 and Figure 4 .
As shown in Figure 4 , the processing efficiency improved significantly by using the accelerated MVC algorithms. The execution time decreased from Algorithm 1 to 4 when processing the same data, demonstrating that the improvements were effective. Though the execution time increases with the data size, the accelerating rates of Algorithms 2-4 to Algorithm 1 generally remained stable ( Table 2 ), demonstrating that the accelerated algorithms were robust.
Experiment 2: simplification quality assessment
In this experiment, we assessed the simplification quality of the accelerated MVC algorithm (i.e., the Algorithm 4). We extracted a part of vector data 5 from the GeoLife data set, as shown in Figure 5 . According to the shape of this figure, we can infer that it is a trajectory of a back and forth movement, from one place to another and then back again. The trajectory contains 2237 vertices. We utilized the accelerated MVC algorithm and the SimpliPoly algorithm (Chuon et al. 2011) , one of the state-of-the-art curvature-based simplification methods, to simplify the extracted data.
First, we started with the accelerated MVC algorithm. The sampling frequency was set to 128, the threshold of the scale factor 0.001, and the width of neighborhood 5 (the same Table 1 . Execution time of simplifying the GeoLife data set by the original and accelerated MVC algorithms.
Algorithm
Execution time of simplifying x copies of the GeoLife data set (sec) as the width in the original SimpliPoly algorithm). The number of the remaining vertices after simplification was 642, with a simplification rate of 28.7%. Second, we utilized the SimpliPoly algorithm. This algorithm has two parameters: the primary parameter is the pseudo-curvature threshold, and the secondary parameter is the local distance error. In order to simplify the data to the same simplification rate of 28.7%, we performed the following steps: (1) calculated the pseudo-curvatures of all vertices according to the rules of SimpliPoly; (2) selected the 1.2 × (100 -x) % vertices (denoted as Φ) with the smallest pseudo-curvatures, where x % was a rate that is equal to (or extremely close to) the pre-set 28.7%; (3) calculated the local distant errors of all the vertices in Φ, and removed the 83% vertices with the smallest local distant errors; and (4) repeated the above steps by adjusting the value of x %, until the simplification rate was equal to the pre-set 28.7%.
To assess the quality of simplified results, we adopted three quantitative evaluation indicators: the length deformation (LD) (Chen and Chen 2005) , the vector displacement (VD) (Park and Yu 2011; Veregin 2000) , and the shape distortion (SD) (Chen and Chen 2005) . For the results at the same simplification rate, the smaller the values of these indicators, the higher quality of the simplification. The formulas of LD, VD, and SD are as follows:
VD ¼ 
Accelerating rates when simplifying x copies of the GeoLife data set Figure 5 . Part of vector data from the GeoLife data set.
where L and l are the lengths of the polyline before and after simplification, respectively, e is the distance from a delete vertex to the line segment that is between the two nearest save vertices in front of and behind it, n and m are the numbers of vertices before and after simplification, respectively, k is the number of vertices in a distorted polygon caused by simplification, h represents the number of distorted polygons, the coordinates of the ith vertex are denoted as ðx i; y i Þ, and Abs() is the function to return the absolute value of a number.
The quantitative evaluation results in terms of LD, VD, and SD are shown in Table 3 . For the two simplified data at the same simplification rate, all the values of LD, VD, and SD of the one by the accelerated MVC algorithm are less than (even substantially less than) that of the one simplified by SimpliPoly. This experiment demonstrates that the accelerated MVC algorithm still has competitive performance in terms of the simplification quality.
Experiment 3: acceleration performance 2
In this experiment, the performance of the parallel-accelerated MVC algorithm (i.e., parallel Algorithm 4) was evaluated.
The experiment was conducted in a Hadoop environment with 8 compute nodes. The simplification parameters adopted were the same as that of Experiment 1. The size of the data blocks in the Hadoop Distributed File System (HDFS) was set to 64 MB, which is the default value (Zhang et al. 2013) . The replication number of the data blocks was set to 1 in the HDFS (i.e., dfs.replication = 1). We took 1-5 copies of the GeoLife data set as the input data, and recorded the execution time 6 (Table 4) of the parallel MVC algorithm.
As can be seen from Table 4 , the efficiency of the simplification was improved markedly by using the parallel algorithm, demonstrating that the proposed parallelization strategy was effective. Additionally, the accelerating rate is likely to increase further as the data size grows. Furthermore, when compared to the execution time of the original MVC algorithm (Table 1 , Algorithm 1), the accelerating rates of the parallel-accelerated MVC algorithm when dealing with 1-5 copies of the GeoLife data set were 3.5, 2.2, 1.7, 1.9, Table 4 . Execution time of simplifying the GeoLife data set by accelerated MVC algorithms in sequential/parallel mode.
Mode
Execution time of simplifying x copies of the GeoLife data set (sec) Sequential  742  1495  2161  2948  3687  Parallel  270  369  491  673  729 and 1.5%, respectively. In other words, the execution time was reduced to less than 2.2% of the original time when simplifying big vector data in GB size. If the original MVC algorithm (i.e., Algorithm 1), instead of Algorithm 4, was adopted to be parallelized (denoted as "the parallel original MVC"), and was utilized to simplify 1-5 copies of the GeoLife data set, the execution time would be much longer (615 s, 1037 s, 1506 s, 1931 s, and 2388 s, respectively). This suggests that when applying a compute-intensive algorithm to process big data in the cloud, the efficiency is not only limited by the data size, but also limited by the intensive calculation. For problems that are both data-and compute-intensive, it is not enough merely to parallelize the algorithm; we should also optimize the original sequential algorithm so as to reduce the complexity of the computation.
Experiment 4: data length effect
This experiment aimed to assess the influence of different data on the performance of the parallel-accelerated MVC algorithm.
We replaced the GeoLife data set in Experiment 3 with the T-Drive data set, and conducted the same experiment. The time needed for simplifying 1-5 copies of the T-Drive data set was 210 s, 358 s, 432 s, 547 s, and 649 s, respectively, which were longer than that of the GeoLife data set. As shown in Figure 6 , the "execution time" value of the T-Drive data set was always larger than that of the GeoLife data set at the same "data size" coordinate.
Since the data form and file format of the T-Drive data set was the same as that of the GeoLife data set, we supposed the reason for needing more time was that the average vertices of each trajectory in the T-Drive data set was more than that of the GeoLife data set. According to our previous calculation, the average number of vertices in a trajectory (i.e., a row of the text file) from the T-Drive data set was 1709, while that of the GeoLife data set was only 1332. To validate our hypothesis, we generated two sets of simulated data: Figure 6 . Sizes of 1-5 copies of the GeoLife/T-Drive data set and the corresponding execution time when simplified by the parallel-accelerated MVC algorithm.
• A long vector data set -The first row of the T-Drive data set was extracted as an example of long vector data. The long vector data contained 94,939 vertices, and the data was copied 605 times in a text file to be the long vector data set. The volume of the resultant text file was approximately 1 GB (1,052,100 KB).
• A short vector data set -The first row of the GeoLife data set was extracted as an example of short vector data, which contained 908 vertices. The short vector data set was generated by copying the example 56,988 times. The data set was a text file, with a volume of about 1 GB (1,052,887 KB).
We simplified the two simulated data sets using the parallel-accelerated MVC algorithms with and without the optimization for long vector data. The execution time was shown in Table 5 . For the short vector data set, both the execution time of the algorithm with and without the optimization was 349 s. However, for the long vector data set, the time required for simplifying by the parallel-accelerated MVC algorithm without the optimization was 990 s, while the time needed by the parallel algorithm with the optimization was only 580 s with an acceleration of 41.4%. Therefore, the proposed optimization strategy for the long vector data is beneficial to further improving the efficiency of the MVC algorithm.
Conclusions
As a universal method for curvature calculation, the MVC algorithm can be applied to both smooth curves and polylines. This algorithm is very popular in the field of computer vision, and is one of the state-of-the-art methods for simplifying graphics. However, in the field of GIScience, the MVC algorithm is rarely used for simplification tasks, since the efficiency of the algorithm is much lower than the commonly used simplification algorithms in GIScience.
In this paper, we proposed an accelerated MVC algorithm that is suitable for the efficient simplification of the big vector data in GIScience. The proposed algorithm was performed by adopting a two-level acceleration strategy. At the first level, the MVC algorithm was accelerated by a simplified calculation method for the value of MVC. At the second level, a parallel strategy was proposed for the MVC algorithm, in order to speed up the processing of big vector data. Our experiments showed that the original MVC algorithm was greatly accelerated: when simplifying a large-scale data set of polylines in GB size, the execution time was reduced to less than 2.2% compared to the original time. Although our study was limited to open polylines in GIScience, the method can be also applied to closed ones, since closed polylines can be easily converted into open ones. Our accelerated MVC algorithm is attractive for GIScience applications, including map generalization and spatial-temporal data compression. In the future, we plan to test the accelerated MVC algorithm by using more complex vector data, in order to further improve its acceleration performance, as well as its performance in terms of the simplification quality.
