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Abstract
We study the variation of the Jordan structure of a complex square matrix when we make
small perturbations on the elements of one row.
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1. Introduction
Two decades ago the problem of describing all the possible Jordan canonical
forms of the matrices obtained by addition of a complex matrix E, with sufficiently
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small entries, to a complex square matrix M was solved. See [3,5]. In this problem
all the elements of M were allowed to be modified.
Let us suppose that we know exactly the elements ofM in some concrete positions
and that the other elements ofM are determined except for a small margin of tolerance.
The question is: how can we take benefit of this information to describe all the possible
Jordan canonical forms of M? In this way, problems of structured perturbation arise.
In this paper we consider square matrices partitioned as follows:
M =
[
a bT
c D
]
∈ C(1+q)×(1+q).
Our aim is to study the change of the similarity invariants of M under small additive
perturbations on one of its rows, e.g., on [a bT]. Namely, we obtain necessary
conditions that have to be satisfied by the similarity invariants of the matrices
M ′ =
[
a′ b′T
c D
]
,
where [a′ b′T] ∈ C1×(1+q) is a matrix sufficiently close to [a bT].
Conversely, if ε > 0 is a real number, we find (necessary and sufficient) condi-
tions that have to be satisfied by some prescribed partitions in order to be the parti-
tions of the Weyr characteristic of an (1 + q)× (1 + q) matrix
M ′ =
[
a′ b′T
c D
]
which satisfies that ‖[a′ b′T] − [a bT]‖ < ε.
This is a sort of crossroad problem. On one hand it is a perturbation problem
and so the general perturbation theory plays an important role. But, on the other
hand, it is also very close to a completion problem. Indeed, if we allow not only
small perturbations in [a bT] but any additive modification we get the completion
problem solved in [10]. Thus this solution will be also expected to play a role in
solving this structured perturbation problem.
The paper is organized as follows: Section 2 will be dedicated to giving the nota-
tion, definitions and previous results which will take part in the main theorems in the
subsequent section; in Section 3 we give the theorem of necessary conditions, we
solve a particular underlying inverse problem which consists in the prescription of
the invariant polynomials of the square matrix and, finally, we prove the underlying
inverse problem when we make small perturbations on the first row of M .
2. Notation, definitions and previous results
A partition is a finite or infinite sequence of nonincreasing nonnegative integers
almost all zero,
a = (a1, a2, . . .).
We denote by (a) and |a| the length and weight of a, respectively. That is to say,
the number of the components different from zero and the sum of them.
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The conjugate partition of a, a¯ = (a¯1, a¯2, . . .) is defined by:
a¯k := Card{i : ai  k}.
We will use the symbol ≺ to mean majorization in the Hardy–Littlewood–Polya
sense (see [6]); that is to say, if a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) are
two partitions, then
a ≺ b ⇔
{∑k
i=1 ai 
∑k
i=1 bi, 1  k  n− 1,∑n
i=1 ai =
∑n
i=1 bi.
We define a ∪ b to be the partition whose components are those of a and b reor-
dered in nonincreasing order.
Let X be an m× n complex matrix, with m  n. We will call invariant factors of
X, the invariant factors of the polynomial matrix [sIm 0] −X. We will denote by
d(α) the degree of a polynomial α and by (α) the set of its roots.
(X) := {λ1, . . . , λv} denotes the spectrum of X; m(λi,X) the algebraic multi-
plicity of λi as an eigenvalue of X; s(λi, X) the partition of λi in the Segre charac-
teristic of X and w(λi,X) the partition of λi in the Weyr characteristic of X, i.e., the
conjugate partition of s(λi, X). If λ /∈ (X), w(λ,X) := (0) and s(λ,X) := (0).
We will consider the following matrix norm (the 1 vector norm):
‖X‖ :=
∑
i,j
|xij |, for X = (xij ).
Analogously, we define a norm in the vector space of the polynomials of degree
less than or equal to n (again the 1 norm):
‖b(s)‖ :=
n∑
i=0
|bi |, for b(s) = bnsn + bn−1sn−1 + · · · + b1s + b0.
For polynomial matrices we define:
‖M(s)‖ :=
∑
i,j
‖mij (s)‖, where M(s) = [mij (s)].
Given a real number η > 0, B(λi, η) is the open ball with center at λi and radius
η, and we define the η-neighbourhood of the spectrum of X as the set
Vη(X) :=
v⋃
i=1
B(λi, η) whenever the balls are pairwise disjoint.
From now on the companion matrix of a monic polynomial sn − cnsn−1 − · · · −
c2s − c1 ∈ C[s] will be

0 1 . . . 0 0
0 0 . . . 0 0
...
...
.
.
.
...
...
0 0 . . . 0 1
c1 c2 . . . cn−1 cn


.
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For a given matrix pair (A,B) ∈ Cp×p × Cp×q , C(A,B) =
[B AB . . . Ap−1B] denotes the controllability matrix of (A,B); and this pair
is said to be completely controllable if rank(C(A,B)) = p. The invariant factors
of (A,B) are those of the polynomial matrix [sIp − A −B], and the controlla-
bility indices of (A,B) are defined as in [8, p. 138]. An alternative criterion for
controllability is that all the invariant factors be equal to 1.
Two pairs (A1, B1) and (A2, B2) are said to be feedback equivalent if the sin-
gular pencils [sIp − A1 −B1] and [sIp − A2 −B2] are strictly equivalent. That
is to say, if there are nonsingular matrices P ∈ Cp×p and Q ∈ Cq×q and a matrix
R ∈ Cq×p such that
(A1, B1) = (P−1A2P + P−1B2R,P−1B2Q).
A complete system of invariants for the feedback equivalence is the one formed by
the invariant factors and the controllability indices.
In this paper we identify matrix pairs (A,B) ∈ Cp×p × Cp×q with rectangu-
lar matrices [A B] ∈ Cp×(p+q); and we will talk about controllability indices or
invariant factors, etc. of [A B] instead of (A,B).
A canonical form for the feedback equivalence is given by the so-called Brunov-
sky canonical form. This can be found in [10] among many other places.
Lemma 2.1. Let [A B] ∈ Cp×(p+q), rank(B) = r1, rank(C(A,B)) = r2, k1 
· · ·  kr1 > kr1+1 = · · · = kq = 0 be the controllability indices of [A B], and α1 |· · · | αp its invariant factors. Let us assume that αi = 1, for i = 1, . . . , t and
d(αt+1)  1. Then there exists a matrix [Ac Bc] ∈ Cp×(p+q) feedback equivalent
to [A B] which satisfies the following conditions:
(i) Ac = diag(M,N), M ∈ Cr2×r2 and N ∈ C(p−r2)×(p−r2).
(ii) Bc =
[
H
0
]
, where H = [H 0] ∈ Cr2×q and H ∈ Cr2×r1 .
(iii) (M,H) is a completely controllable pair, and k1, . . . , kq are its controllability
indices.
(iv) M = diag(M1, . . . ,Mr1)whereMi is the companion matrix of ski , i = 1, . . . , r1.
(v) H =


E1
...
Er1

 , where Ei =
[
0
ei
]
∈ Cki×r1 and ei is the ith row of Ir1 .
(vi) N = diag(N1, . . . , Np−t ) where Ni is the companion matrix of the invariant
factor αt+i , i = 1, . . . , p − t.
The following lemma expresses the continuity of the roots of a polynomial as
functions of the coefficients and conversely.
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Lemma 2.2 [2]. Let b(s) ∈ C[s] be a polynomial of degree n, b(s) = bnsn +
bn−1sn−1 + · · · + b1s + b0 = bn(s − µ1) · · · (s − µn).
(a) Given ε > 0 there exists δ > 0 such that if b′(s) is a polynomial of degree at most
n satisfying ‖b(s)− b′(s)‖ < δ, then the roots of b′(s) are in⋃ni=1 B(µi, ε).
(b) Reciprocally, given ε > 0 there exists δ > 0 such that if µ′i ∈ B(µi, δ), i =
1, . . . , n, and b′(s) = bn(s − µ′1) · · · (s − µ′n) then ‖b(s)− b′(s)‖ < ε.
Now we are going to describe the relationship between the invariants of the subm-
atrix [D C] and the matrix M . This is the solution to the completion problem
mentioned in Section 1.
Theorem 2.3 [10]. Let γ1 | · · · | γn and β1 | · · · | βq be the invariant factors of sIn −
M and of [sIq −D −C], respectively. Let l1  · · ·  lp  0 be the controllability
indices of (D,C). Then there exist matrices A and B such that M is similar to[
A B
C D
]
if and only if the following relations hold:
(i) γi | βi | γi+p, i = 1, . . . , q,
(ii) (l1 + 1, . . . , lp + 1) ≺ (d(τp), . . . , d(τ1)),
where
τj =
∏q+j
i=1 lcm(βi−j , γi)∏q+j−1
i=1 lcm(βi−j+1, γi)
, j = 1, . . . , p
and βi := 1 for i < 1.
Condition (i) giving the divisibility relationship between invariant factors is called
interlacing inequalities.
This preliminary theorem is an algebraic result. In the following ones we can find
matrices M ′ which are obtained from M by means of small perturbations. In the first
result the relationship between the invariants of M and M ′ is given.
Theorem 2.4 [3, 5]. Let (M) = {λ1, . . . , λv} be the spectrum of M. Let η > 0 be
sufficiently small. There exists ε > 0 such that if ‖M −M ′‖ < ε, then the following
conditions hold:
(i) (M ′) ⊂Vη(M),
(ii) ⋃tij=1 w(µij ,M ′) ≺ w(λi,M), i = 1, . . . , v,
where µij ∈ (M ′) ∩ B(λi, η), i = 1, . . . , v, j = 1, . . . , ti .
The next result is the corresponding underlying inverse problem when the Weyr
characteristic of M ′ is prescribed.
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Theorem 2.5 [5]. Let (M) = {λ1, . . . , λv} be the spectrum of M and η > 0 be
sufficiently small. For i = 1, . . . , v, j = 1, . . . , ti let m′ij be given partitions. Then
in every neighbourhood of M there exists a matrix M ′ such that
(a) (M ′) ⊂Vη(M),
(b) M ′ has ti eigenvalues µi1, . . . , µiti in B(λi, η) and m′ij = w(µij ,M ′), i =
1, . . . , v, j = 1, . . . , ti ,
if and only if
ti⋃
j=1
m′ij ≺ w(λi,M), i = 1, . . . , v.
When we want to prescribe the invariant factors of M ′, the solution is given in the
following theorem.
Theorem 2.6 [1, 4]. Let γ ′1 | · · · | γ ′n be monic polynomials. Let M ∈ Cn×n be a
matrix with γ1 | · · · | γn as invariant factors. In every neighbourhood of M there
exists a matrix M ′ such that γ ′1, . . . , γ ′n are its invariant factors if and only if
γ ′1 · · · γ ′i | γ1 · · · γi, i = 1, . . . , n− 1,
and
γ ′1 · · · γ ′n = γ1 · · · γn.
3. Main results
From now on we consider that we make small additive perturbations on the first
row of M , that is to say, p = 1.
Along this section (M) = {λ1, . . . , λv} will be the spectrum of M , γ ′1 | · · · | γ ′n
the invariant factors of sIn −M ′, β1 | · · · | βq the invariant factors of (D, c) and
l  0 its controllability index. Note that, since p = 1 there is only one controllability
index defined as in [8, p. 138].
First, we present a theorem which provides some necessary conditions.
Theorem 3.1 (Necessary conditions). Let η > 0 sufficiently small, then there exists
ε > 0 such that if
‖M −M ′‖ =
∥∥∥∥
[
a bT
c D
]
−
[
a′ b′T
c D
]∥∥∥∥ < ε,
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then
(i) γ ′i | βi | γ ′i+1, i = 1, . . . , q,
(ii) (M ′) ⊂Vη(M),
(iii) ⋃tij=1 w(µij ,M ′) ≺ w(λi,M), i = 1, . . . , v,
where µij ∈ (M ′) ∩ B(λi, η), i = 1, . . . , v, j = 1, . . . , ti .
The proof of this theorem follows at once from Theorems 2.3 and 2.4. In fact
condition (i) corresponds to the interlacing inequalities in Theorem 2.3. The major-
ization relation which appears in the same theorem is a trivial one in the case when
p = 1. Conditions (ii) and (iii) are the necessary conditions in Theorem 2.4.
In order to solve the corresponding underlying inverse problem, we first solve the
problem of prescribing the Weyr characteristic and the eigenvalues of M ′, i.e., the
invariant factors of M ′. We will need two lemmas that we present now.
Lemma 3.2. Let P,Q and R be such that
P−1
[
D C
] [P 0
R Q
]
= [DB CB]
is in Brunovsky canonical form. Let A := Q−1AQ−Q−1RP−1CQ,B := Q−1
AR −Q−1RP−1CR +Q−1BP −Q−1RP−1DP and
M =
[
A B
CB DB
]
.
Then in every neighbourhood of M there exists a matrix M ′ such that γ ′1, . . . , γ ′n are
its invariant factors, if and only if in every neighbourhood of M there exists a matrix
M ′ =
[
A′ B ′
CB DB
]
such that γ ′1, . . . , γ ′n are its invariant factors.
Proof. We have that P−1DP + P−1CR = DB and P−1CQ = CB . Let S :=
−Q−1RP−1. Then it is easily checked that
[
Q−1 S
0 P−1
]
M
[
Q R
0 P
]
= M.
Let ε > 0 and define ε′ a positive real number satisfying
ε′ < ε∥∥∥∥
[
Q R
0 P
]∥∥∥∥
∥∥∥∥
[
Q−1 S
0 P−1
]∥∥∥∥
.
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If we consider[
A+ E1 B + E2
CB DB
]
= M ′,
with ‖E1‖ + ‖E2‖ < ε′, and M ′ has prescribed invariant factors, then taking
M ′ =
[
Q R
0 P
]
M ′
[
Q−1 S
0 P−1
]
we have that
‖M −M ′‖
∥∥∥∥
[
Q R
0 P
]∥∥∥∥ ‖M −M ′‖
∥∥∥∥
[
Q−1 S
0 P−1
]∥∥∥∥

∥∥∥∥
[
Q R
0 P
]∥∥∥∥ ε′
∥∥∥∥
[
Q−1 S
0 P−1
]∥∥∥∥ < ε.
The converse is proved in an analogous way. 
Remark 3.3. From now on we will assume that (D, c) is in Brunovsky canonical
form. Recall that this implies that the uncontrollable part, i.e., the submatrix N in
Lemma 2.1, is formed by the companion matrices of the invariant factors.
We will also need the following technical result.
Lemma 3.4. Let
M =
[
a bT
c D
]
∈ C(1+q)×(1+q), D ∈ Cq×q
with (D, c) in Brunovsky canonical form. Let βt+1|βt+2| · · · |βq be the nontrivial
invariant factors of (D, c), i.e., d(βt+1)  1, and let l  0 be its controllability
index. Put d0 = l and di = d(βt+i ) and split bT into q − t + 1 subvectors bT =[
bT0 b
T
1 . . . b
T
q−t
]
with bTi = [bi1 bi2 . . . bidi ] of size di, i = 0, 1, . . . ,
q − t. Then there are unimodular matrices U(s) and V (s) of size q + 1 such that
U(s)(sIq+1 −M)V (s) =
[
It 0
0 M(s)
]
with
M(s) =


b0(s) b1(s) . . . bq−t (s)
0 βt+1 . . . 0
...
...
.
.
. 0
0 0 . . . βq

 ,
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where bi(s) =∑dij=1 −bij sj−1, for i = 1, . . . , q − t and b0(s) = sl+1 − asl −∑l
j=1 b0j sj−1.
Proof. Let us assume that (D, c) has only one nontrivial invariant factor β = sd −
cds
d−1 − · · · − c2s − c1 and bT =
[
bT0 b
T
1
]
with bT1 = [b1 . . . bd ]. The general
case is dealt with similarly.
We write sI −M =


s − a −b01 −b02 . . . −b0 l−1 −b0l −b1 −b2 . . . −bd−1 −bd
0 s −1 . . . 0 0
0 0 s . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . s −1
−1 0 0 . . . 0 s
s −1 . . . 0 0
0 s . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . s −1
−c1 −c2 . . . −cd−1 s − cd


.
By column elementary transformations, with the −1’s we replace the s’s in the main
diagonal by zeros, beginning from right to left.
By row elementary transformations, with each −1 (except for the −1 in the first
column) we can remove all the nonzero elements in its column.
Then we obtain a matrix which is equivalent to sI −M with the following form


s − a b0(s) 0 . . . 0 0 b1(s) 0 . . . 0 0
0 0 −1 . . . 0 0
0 0 0 . . . 0 0
...
...
...
.
.
.
...
...
0 0 0 . . . 0 −1
−1 sl 0 . . . 0 0
0 −1 . . . 0 0
0 0 . . . 0 0
...
...
.
.
.
...
...
0 0 . . . 0 −1
β 0 . . . 0 0


,
where b0(s) = −∑lj=1 b0j sj−1.
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Adding the first column multiplied by sl to the second one and then removing
s − a in position (1, 1) by a row elementary operation with the −1 in position
(l + 1, 1) we obtain the following matrix which is equivalent to sI −M

0 b0(s) 0 . . . 0 0 b1(s) 0 . . . 0 0
0 0 −1 . . . 0 0
0 0 0 . . . 0 0
...
...
...
.
.
.
...
...
0 0 0 . . . 0 −1
−1 0 0 . . . 0 0
0 −1 . . . 0 0
0 0 . . . 0 0
...
...
.
.
.
...
...
0 0 . . . 0 −1
β 0 . . . 0 0


.
Finally, by row and column permutations, we have that sI −M is equivalent to the
desired matrix. Since all the row or column elementary transformations correspond
to the premultiplication or postmultiplication by a unimodular matrix the theorem
follows. 
When we prescribe the invariant factors we have the following theorem.
Theorem 3.5 (Prescription of invariant factors). Let γ ′1 | · · · | γ ′q+1 be monic polyno-
mials. Let M be as in the previous lemma and let γ1 | · · · | γq+1 and β1 | · · · | βq be
the invariant factors of M and (D, c), respectively. Then in every neighbourhood of
M there exists a matrix
M ′ =
[
a′ b′T
c D
]
with γ ′1, . . . , γ ′q+1 as its invariant factors if and only if the following conditions hold:
(i) γ ′i | βi | γ ′i+1, i = 1, . . . , q,
(ii) γ ′1 · · · γ ′i | γ1 · · · γi, i = 1, . . . , q,
(iii) γ ′1 · · · γ ′q+1 = γ1 · · · γq+1.
Proof. The necessity of the conditions (i), (ii) and (iii) follows from Theorem 3.1
and Theorem 2.6.
We are going to prove that they are sufficient too.
Let βt+1 | · · · | βq be the nontrivial invariant factors of the pair (D, c). As
M =
[
a bT
c D
]
,
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by Theorem 2.3 we have that γi | βi | γi+1, 1  i  q. This and (i) yield:
γ ′i = γi = 1, for i = 1, . . . , t.
We now split bT as in Lemma 3.4: bT = [bT0 bT1 . . . bTq−t ], where bT0 has l
components, being l the only controllability index of (D, c), and bTi has di compo-
nents, being di = d(βt+i ), for i = 1, . . . , q − t . Also
bTi := [bi1 bi2 . . . bidi ], for i = 0, 1, . . . , q − t, with d0 := l.
By Lemma 3.4, sI −M is equivalent to[
It
M(s)
]
,
where
M(s) = (mij (s)) =


b0(s) b1(s) . . . bq−t (s)
βt+1
.
.
.
βq

 ,
with bi(s) =∑dij=1 −bij sj−1, for i = 1, . . . , q − t and b0(s) = sl+1 − asl −∑l
j=1 b0j sj−1. Since bidi can be equal to 0 for some i = 1, . . . , q − t we will denote
by bigi the leading coefficient of bi(s).
Matrix M(s) has γt+1 | · · · | γq+1 as invariant factors. Then γt+1 = gcd{mij (s)}
and, therefore, γt+1 | b1(s). Moreover, by (ii), γ ′t+1 | γt+1, and thus γ ′t+1 | b1(s).
First of all, let us consider that bk(s) /= 0 for all k ∈ {1, . . . , q − t}.
Let b1(s) = −b1g1γ ′t+1
∼
b1 (s), where
∼
b1 (s) is a monic polynomial. Write
∼
b1 (s) = (s − µ11) · · · (s − µ1∼d1) provided that
∼
b1 (s) /= 1.
Let us take an ε > 0 and for i = 1, . . . , q − t define 0 < εi < εq−t . If
∼
b1 (s) /= 1,
by Lemma 2.2, there exists δ1 > 0 such that if µ′1i ∈ B(µ1i , δ1), for i = 1, . . . ,
∼
d1,
and
∼
b′1 (s) = (s − µ′11) · · · (s − µ′1∼d1), then
‖ ∼b1 (s)−
∼
b′1 (s)‖ < ε1‖γ ′t+1‖|b1g1 |
.
Let us choose µ′1i in such a way that µ′1i /∈ (βt+1), for i = 1, . . . ,
∼
d1 (so that they
are not roots of γ ′t+1).
If
∼
b1 (s) = 1 then we define
∼
b′1 (s) =
∼
b1 (s).
In general, for k = 2, . . . , q − t , γt+1 · · · γt+k = gcd {minors of order k ofM(s)},
and one of this minors is βt+1 · · ·βt+k−1bk(s). In adition, by (ii), γ ′t+1 · · · γ ′t+k |
γt+1 · · · γt+k . Therefore, γ ′t+1 · · · γ ′t+k | βt+1 · · ·βt+k−1bk(s), for k = 2, . . . , q − t .
Let us write, like in the previous case,
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bk(s) = −bkgk
γ ′t+1 · · · γ ′t+k
βt+1 · · ·βt+k−1
∼
bk (s).
Notice that, by (i), γ
′
t+1···γ ′t+k
βt+1···βt+k−1 ∈ C[s]. Thus we can write
∼
bk (s) = (s − µk1) · · ·
(s − µ
k
∼
dk
) provided that
∼
bk (s) /= 1. If this is the case, by Lemma 2.2, there exists
δk > 0 such that if µ′ki ∈ B(µki, δk), for i = 1, . . . ,
∼
dk , and
∼
b′k (s) = (s − µ′k1) · · ·
(s − µ′
k
∼
dk
), then
‖ ∼bk (s)−
∼
b′k (s)‖ < εk∥∥∥ γ ′t+1···γ ′t+kβt+1···βt+k−1
∥∥∥ |bkgk |
.
We choose µ′ki in such a way that µ′ki /∈ (βt+k), for i = 1, . . . ,
∼
dk (so that they are
not roots of γ ′t+k).
If
∼
bk (s) = 1, then we take again
∼
b′k (s) =
∼
bk (s).
We define b′1(s) = −b1g1γ ′t+1
∼
b′1 (s) and, for k = 2, . . . , q − t , b′k(s) =
−bkgk γ
′
t+1···γ ′t+k
βt+1···βt+k−1
∼
b′k (s), then we have that:
‖bk(s)− b′k(s)‖ =
∥∥∥∥−bkgk γ
′
t+1 · · · γ ′t+k
βt+1 · · ·βt+k−1 (
∼
bk (s)−
∼
b′k (s))
∥∥∥∥
 |bkgk |
∥∥∥∥ γ
′
t+1 · · · γ ′t+k
βt+1 · · ·βt+k−1
∥∥∥∥ ‖ ∼bk (s)−
∼
b′k (s)‖
< εk <
ε
(q − t) , for k = 1, . . . , q − t,
where we have used that ‖a(s)b(s)‖  ‖a(s)‖‖b(s)‖, which is easily proved.
Let us observe that if
∼
bk (s) = 1, for some k ∈ {1, . . . , q − t}, then b′k(s) = bk(s).
Second, if bk(s) = 0, for some k ∈ {1, . . . , q − t}, this procedure does not allow
to construct the polynomial b′k(s). In this case we will define b′k(s) = εk
γ ′t+1···γ ′t+k
βt+1···βt+k−1 ,
with
0 < εk <
ε
(q − t)
∥∥∥ γ ′t+1···γ ′t+kβt+1···βt+k−1
∥∥∥ .
Therefore ‖b′k(s)‖ < ε(q−t) .
Let us define
M ′(s) =


b0(s) b′1(s) . . . b′q−t (s)
βt+1
.
.
.
βq

 .
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Then, by applying Lemma 3.4, the matrix diag(It ,M ′(s)) is equivalent to a matrix
sIq+1 −M ′ such that ‖M −M ′‖ is sufficiently small since ‖M(s)−M ′(s)‖ < ε.
Since the nontrivial invariant factors of diag(It ,M ′(s)) and M ′ are the same we
only have to show that the invariant factors of M ′(s) are γ ′t+1, . . . , γ ′q+1.
By (iii) γ ′1 · · · γ ′q+1 = γ1 · · · γq+1. Thus
b0(s) = γt+1 · · · γq+1
βt+1 · · ·βq =
γ ′t+1 · · · γ ′q+1
βt+1 · · ·βq .
Bearing in mind this equality, by means of a similar procedure to that in [7,9] it can
be proved that γ ′t+1 · · · γ ′t+k is a divisor of the following minors of M ′(s):
• b0(s)βt+1 · · ·βt+k−1;
• b′1(s)βt+2 · · ·βt+k;• b′i (s)βt+1 · · ·βt+i−1βt+i+1 · · ·βt+k , for i = 2, . . . , k − 1;• b′k(s)βt+1 · · ·βt+k−1; and• b′i (s)βt+1 · · ·βt+k−1, for i = k + 1, . . . , q − t .
Also, by (i), γ ′t+1 · · · γ ′t+k | βt+1 · · ·βt+k , which is another minor of M ′(s) of order
k. It turns out that any other minor of M ′(s) is a multiple of one in this list.
As a consequence γ ′t+1 · · · γ ′t+k is a divisor of any minor of order k of M ′(s).
Let us consider two of such minors: b′k(s)βt+1 · · ·βt+k−1 and βt+1 · · ·βt+k .
From the definition of b′k(s) we obtain that if bk(s) /= 0
b′k(s)βt+1 · · ·βt+k−1 = −bkgkγ ′t+1 · · · γ ′t+k
∼
b′k (s),
and if bk(s) = 0
b′k(s)βt+1 · · ·βt+k−1 = εkγ ′t+1 · · · γ ′t+k.
As µ′kj /∈ (βt+k), we have that gcd{
∼
b′k (s), βt+1 · · ·βt+k} = 1. This implies that,
in any case, gcd{b′k(s)βt+1 · · ·βt+k−1, βt+1 · · ·βt+k} = γ ′t+1 · · · γ ′t+k .
Therefore γ ′t+1 · · · γ ′t+k = gcd {minors of order k of M ′(s)}, i.e., it is the kth
determinantal divisor of M ′(s). So γ ′t+1, . . . , γ ′q+1 are the invariant factors of M ′(s)
and the theorem follows. 
Remark 3.6. It is worth-noticing that the small perturbations have been made on
the elements of bT corresponding to the submatrix of [c D] which defines the
uncontrollable part of (D, c).
Now, in order to deal with the possible Jordan forms of the matrices close enough
toM , we give a lemma which provides some inequalities equivalent to the interlacing
relations, in terms of the Segre and Weyr characteristics.
Lemma 3.7. Let γ1 | · · · | γn and β1 | · · · | βq be the invariant factors of sIn −M
and of [sIq −D −C], respectively. Then the following relations are equivalent:
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(a) γi | βi | γi+p, i = 1, . . . , q.
(b) s(λi,M)k+p  s(λi, [D C])k  s(λi,M)k, i = 1, . . . , v, k = 1, . . . , q.
(c) 0  w(λi,M)k − w(λi, [D C])k  p, i = 1, . . . , v, k = 1, . . . , q.
Now we present the aforementioned result:
Theorem 3.8 (Underlying inverse problem). Let η > 0 be sufficiently small. For i =
1, . . . , v let ti  1 be given integers and for i = 1, . . . , v, j = 1, . . . , ti let m′ij be
given partitions. In every neighbourhood of
M =
[
a bT
c D
]
there exists a matrix
M ′ =
[
a′ b′T
c D
]
such that
(a) (M ′) ⊂Vη(M),
(b) M ′ has ti − 1 eigenvalues µi2, . . . , µiti different from λi in B(λi, η),m′i1 =
w(λi,M
′), and m′ij = w(µij ,M ′), i = 1, . . . , v, j = 2, . . . , ti
if and only if the following conditions hold:
0  m′i1k − w(λi, [D c])k  1, i = 1, . . . , v, k = 1, . . . , (m′i1),
0  m′ijk  1, i = 1, . . . , v, j = 2, . . . , ti , k = 1, . . . , (m′ij )
(3.1)
and
ti⋃
j=1
m′ij ≺ w(λi,M), i = 1, . . . , v. (3.2)
Remark 3.9. Let us observe that m′i1 can be equal to the partition (0), for some
i ∈ {1, . . . , v}. This means that λi ∈ (M ′).
Proof. As it has already been said we can consider [D c] in Brunovsky canonical
form.
The necessity of the conditions (3.1) and (3.2) follows from Theorem 3.1 and
Lemma 3.7.
To prove the sufficiency, for i = 1, . . . , v let ∼mi :=⋃tij=1 m′ij and ∼ni := ∼mi (i.e.,
the conjugate partition). Put also ∼γ q+1:=∏vi=1(s − λi)∼ni1 , ∼γ q :=∏vi=1(s − λi)∼ni2 ,
. . . ,
∼
γ 1:=∏vi=1(s − λi)∼niq+1 .
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According to Lemma 3.7 condition (3.1) implies condition (i) of Theorem 3.5 and
it is easily seen that condition (3.2) implies condition (ii) and (iii) of Theorem 3.5.
Then, for a given ε > 0, there exists
∼
M∈ B(M, ε2 ) such that
∼
γ 1, . . . ,
∼
γ q+1 are its
invariant factors. As we have mentioned in Remark 3.6 we only have perturbed the
elements of bT corresponding to the uncontrollable part of [D c].
By Lemma 3.4, the matrix sIq+1−
∼
M is equivalent to diag(It ,
∼
M (s)) where
∼
M (s) =


b0(s) b′1(s) . . . b′q−t (s)
βt+1
.
.
.
βq

 .
Since γ1 · · · γq+1 =
∼
γ 1 · · ·
∼
γ q+1= b0(s)βt+1 · · ·βq , we have that b0(s) =
(s − λ1)c1 · · · (s − λv)cv where ci = m(λi,M)−m(λi, [D c])  0.
If ci /= 0 and ti  2, for some i ∈ {1, . . . , v}, we will change |m′ij | factors s − λi
in b0(s) into s − (λi + εij ), for j = 2, . . . , ti where εij > 0 are sufficiently small.
The remaining factors of b0(s) are unaltered. Notice that this corresponds to the indi-
ces i for which ci = 0 or when ti = 1. Notice also that by definition of
∼
γ 1, . . . ,
∼
γ q+1,
m′i1 = w(λi,
∼
M).
We denote by b′0(s) the obtained polynomial.
By substituting b0(s) by b′0(s) we get a matrix M ′(s), and from this we obtain
a matrix M ′ by using Lemma 3.4. This matrix satisfies that M ′ ∈ B(M, ε) if we
choose εij sufficiently small so that M ′ ∈ B(
∼
M,
ε
2 ).
Since, by (3.1), 0  m′ijk  1, for i = 1, . . . , v, j = 2, . . . , ti , and k = 1, . . . ,
(m′ij ), the matrix M ′ has ti − 1 eigenvalues µi2, . . . , µiti different from λi , with
m′ij = w(µij ,M ′) for i = 1, . . . , v and j = 2, . . . , ti . As desired. 
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