Abstract. We study the scaling limit of random forest with prescribed degree sequence in the regime that the largest tree consists of all but a vanishing fraction of nodes. We give a description of the limit of the forest consisting of the small trees, by relating plane forest to marked cyclic forest and its corresponding lattice path.
Introduction
A plane tree is a finite rooted tree in which the children of each node are ordered. A plane forest is a finite sequence of plane trees.
Fix a plane tree T and a plane forest F = (T 1 , . . . , T c ). The node set of F is v(F ) = i≤c v(T i ), where v(T i ) is the node set of T i and where denotes disjoint union. For a node v ∈ v(T ), by the degree of v we mean the number of children of v in T . We denote this quantity k T (v). The degree of v ∈ v(F ), denoted k F (v), is its degree in its tree, so if v ∈ v(T i ) then k F (v) = k T i (v). For F , we let F ↓ be the sequence of reordering {T 1 , · · · , T c } in decreasing order of number of nodes, breaking ties by the original order of appearance in F .
For i ≥ 0 let s i (T ) = #{v ∈ v(T ) : k T (v) = i} and define s i (F ) accordingly, so s i (F ) = j≤c s i (T j ). The degree sequences of T and of F are s(T ) = (s i (T ), i ≥ 0) and s(F ) = (s i (F ), i ≥ 0), respectively. Any sequence s = (s i , i ≥ 0) of non-negative integers with The goal of this paper is to study the asymptotic structure of large random forests with a given degree sequence, in the "supercritical", finite variance regime. In this setting, the forest typically consists of a single, large tree containing all but a vanishing fraction of the nodes. The scaling limit of this tree is T , the Brownian Continuum Random Tree (CRT) introduced by Aldous in [2] [3] [4] . The remaining nodes form another random forest, which may be expected to have its own scaling limit (with an appropriate rescaling, which should be different from that of the large tree). The contributions of this paper confirm that the above picture is correct, and yield a pleasingly straightforward description, which we now provide, for the joint scaling limit of the large tree and the small trees.
Let B = (B(t), t ≥ 0) be a linear Brownian motion. For t ≥ 0 let R(t) = B(t) − inf(B(s), s ≤ t); the process R = (R(t), t ≥ 0) is Brownian motion reflected at its running minimum. Let Z = {t ≥ 0 : R(t) = 0} be the zero set of R. By definition, this is also the set of times at which B is equal to its running minimum. Now let τ (x) = inf(t : B(t) ≤ −x) for x ≥ 0, and let Z(x) = Z ∩ [0, τ (x)]. For σ > 0, the relative complement [0, τ ( For i ≥ 1 let T i be the continuum random tree coded by 2B i , where
this construction is described in more detail and generality in Section 1.1. Then the scaling limit of the small trees has the law of the sequence F = (T ↓ i , i ≥ 1), which is a decreasing reordering of (T i , i ≥ 1) according to ( 
For any probability distribution q = (
n , i ≥ 0) be a degree sequence with i≥0 s i n = n and write p n = (p i n , i ≥ 0) = (s i n /n, i ≥ 0) and c n = c(s n ). Let F n be a uniformly random plane forest with degree sequence s n . LetF n = (T ↓ n,i , 2 ≤ i ≤ c n ) be the decreasing reordering of F n , excluding the largest tree
where the first coordinate of the joint convergence is in the GHP sense, the second coordinate is in the sense of coordinatewise GHP convergence, and T and F are independent.
Remarks.
• The condition that i≥0 s i n = n in Theorem 1.1 is for notational convenience; all proofs carry through with only cosmetic changes provided that
• Fix a critical, finite variance offspring distribution ν, and let F n be a forest of c n independent Galton-Watson(ν) trees with offspring distribution ν, conditioned to have total progeny n. It is not hard to check, as in [6] , that with high probability the degree sequence of F n satisfies the conditions of Theorem 1.1, so the distributional convergence of the theorem also applies to F n . The convergence of the third coordinate, in the Galton-Watson setting, appears as Theorem 2.1.5 of [15] , and provides a new proof and different perspective on that result; the convergence of the second coordinate strengthens and generalizes and removes a moment assumption from Theorem 1.7 of [7] .
The field of scaling limit of large random structures is motivated by the seminal papers [2] [3] [4] by Aldous, where he introduced the concept of Brownian Continuum Random Tree and showed that critical Galton-Watson tree conditioned on its size has CRT as limiting object. To be more specific, our work here is a natural generalization of [6] where it is shown that under natural hypotheses on the degree sequences, after suitable normalization, uniformly random trees with given degree sequence converge to CRT as sizes of trees tend to infinity. Let n be the number of nodes of the forest. In this paper we work on uniformly random forests where the number of trees is o(n 1/2 ); a previous paper [12] addressed the asymptotic behaviour of such forests in the regime where the number of trees is of order n 1/2 .
Outline of the section. In the remainder of this section, we first briefly introduce the concepts required to understand the statement of Theorem 1.1 rigorously. In Section 1.2 we describe the key ingredients of the proof of our main theorem. In Section 1.3 we explain how to deduce Theorem 1.1 from the results of Section 1.2, and outline the remaining sections of the article.
Concepts.
Real trees. We briefly recall the concepts of real trees and real trees coded by continuous functions, which are necessary for understanding the construction of F. A more lengthy presentation about the probabilistic aspects of real trees can be found in [10, 11] . 
.
) is a real tree (see, e.g. Theorem 2.2 in [11] ).
GHP convergence. Let (X, d) and (X , d ) be compact metric spaces. Then the GromovHausdorff distance between (X, d) and (X , d ) is given by
where the infimum is taken over all isometric embeddings φ : X → Z and φ : X → Z into some common Polish metric space (Z, d Z ) and d Z H denotes the Hausdorff distance between compact subsets of Z, that is,
where A is the −enlargement of A:
Note that strictly speaking d GH is not a distance since different compact metric spaces can have GH distance zero.
A measured metric space X = (X, d, µ) is a metric space (X, d) with a finite Borel measure µ. Let X = (X, d, µ) and X = (X , d , µ ) be two compact measured metric spaces, they are GHP-isometric if there exists an isometric one-to-one map Φ : X → X such that Φ * µ = µ where Φ * µ is the push forward of measure µ to (X , d ), that is, Φ * µ(A) = µ(Φ −1 (A)) for A ∈ B(X ). In this case, call Φ a GHP-isometry. Suppose both X and X are compact, then define the Gromov-Hausdorff-Prokhorov distance as:
where the infimum is taken over all GHP-isometric embeddings Φ : X → Z and Φ : X → Z into some common Polish metric space (Z, d Z ), and d Z P denotes the Prokhorov distance between finite Borel measures on Z, that is,
Let K denote the set of GHP-isometry classes of compact measured metric spaces and we identify X with its GHP-isometry class. We next define coordinatewise GHP convergence of sequences of measured metric spaces. For X n = (X n,j , j ≥ 1), X = (X j , j ≥ 1) in K N , we say that X n converges to X in coordinatewise GHP sense if for any j ∈ N,
Now to understand the statement of Theorem 1.1 in the rigorous way, we are viewing T ↓ n,1 and each tree components ofF n as measured metric space where the distance is rescaled graph distance and the measure is the uniform measure putting mass 1/n on each node of T ↓ n,1 andF n .
1.2.
Functional convergence and proof of Theorem 1.1. Given a degree sequence s = (s i , i ≥ 0) with |s| = n, we let d(s) ∈ Z n ≥0 be the vector whose entries are weakly increasing and with s i entries equal to i, for each i ≥ 0. For example, if s = (3, 2, 0, 1, 0, 0, · · · ) with
with mean 1 and finite variance σ 2 on N.
Our proof makes use of the following functional convergence theorem. Theorem 1.4. We have the following convergence of processes:
where (B(t), t ≥ 0) is standard Brownian Motion. Theorem 1.4 will yield a description of the asymptotic behaviour of the sizes of all but the largest tree of F n . Corollary 1.5. We have
Corollary 1.5 is equivalent to the assertions that
and that for any fixed j ∈ N,
We will prove this corollary in Section 3. To describe the limit structure of each tree, we appeal to the following theorem in [6] . Theorem 1.6. Let {s n , n ≥ 1} be a degree sequence such that |s n | = n → ∞, ∆ n := max{i : s i n = 0} = o(n 1/2 ). Suppose that there exists a distribution p = (p i , i ≥ 0) on N with mean 1 such that p n = (s i n /n, i ≥ 0) converges to p coordinatewise and such that σ(p n ) → σ(p) ∈ (0, ∞). Let T n be the random plane tree under P sn , the uniform measure on the set of plane trees with degree sequence s n and let d Tn be the graph distance in T n . Then when n → ∞,
in the GHP sense.
To apply Theorem 1.6 to each T ↓ n,i , we also need to verify that the assumptions of Theorem 1.1 hold. For fixed integers i ≥ 0 and l ≥ 1, let
In Section 4 we prove the following assertions:
for any fixed i ≥ 0 and l ≥ 1,
and
Note that once these two conditions are verified, it follows that for any fixed l ≥ 1,
see, e.g. Proof. It suffices to prove that for any fixed j ∈ N,
The convergence of the third coordinate is simply (1.2). This in particular implies that
, it straightforwardly follows that with probability 1 − o(1), T ↓ n,1 satisfies the conditions of Theorem 1.6; this yields the convergence of the first coordinate. With (1.4) and (1.5), we can also apply Theorem 1.6 to each T ↓ n,l with l ≥ 2 and conclude that σ(p n,l )
Since the trees (T ↓ n,l , l ≥ 1) are conditionally independent given their degree sequences, it follows that σ(p n,l )
where (T l ) l∈N are independent copies of T . Using (1.5) again, together with (1.3) and Brownian scaling, the convergence of the second coordinate then follows.
Outline of the rest of the paper. In Section 2 we describe a combinatorial construction which associates a marked cyclic forest with the concatenation of a sequence of first passage bridges, followed by one lattice bridge. This construction is what links Theorem 1.4 with random forests. In Section 3 we give the proof of Theorem 1.4 and Corollary 1.5. Finally in Section 4 we prove (1.4) and (1.5) using martingale concentration inequalities.
Coding marked forests by lattice paths
We call a sequence of integers b = (b(0), b(1), . . . , b(n)) a lattice bridge if
If b is a lattice bridge and min i {i : b(i) = −1} = n, then we call b a first passage bridge.
Given a lattice bridge b and a positive integer k ≤ n, we define a lattice bridge b (k) as follows. First, for 1
We have the following elementary lemma as a variant of the classical ballot theorem. A plane tree is a rooted tree T in which the children of each node have a left-to-right order. Recall that for a plane tree T and a node v ∈ v(T ), we write k T (v) to denote the degree of v in T . We also write lex(
For any sequence c = (
W c (0) = 0 and make W c a continuous function on [0, n] by linear interpolation. A classical bijection between plane trees and first passage bridges associates to a tree T its depth-first walk (W lex(T ) (i), 0 ≤ i ≤ n), see, e.g. Chapter 6 of [16] . We build on this bijection below.
For a plane tree T and v ∈ v(T ), we call the pair (T, v) a marked tree and call v the mark. The bijection between first passage bridges and plane trees also leads to a bijection between lattice bridges and marked trees. This bijection, depicted in Figure 2 
A marked forest is a pair (F, v) where F is a plane forest and v ∈ v(F ). We refer v as the mark of (F, v). A marked cyclic forest is a marked forest with its mark in its last tree; the name is because we can equivalently view such a forest as having its trees arranged around a cycle.
Fix an integer sequence W = (W i : 0 ≤ i ≤ n) with W 0 = 0, W n = −k, and W i −W i−1 ≥ −1 for all 1 ≤ i ≤ n. The bijections described above allow us to view W as a marked cyclic forest (F, v) = (F (W ), v(W )) consisting of k − 1 trees and one marked tree, as follows. For integer b < 0, let τ (b) = inf{t ∈ N : W t ≤ b}. For 1 ≤ j ≤ k − 1, let T j be the tree whose depth-first walk is (
We call W the coding walk of the forest, and note that the coding is bijective: W can be recovered from (F (W ), v(W )) as the concatenation of the first-passage bridges which code T 1 , . . . , T k−1 and the lattice bridge which codes (T k , v). This bijection is illustrated in Figure 2 .2 and Figure 2 .3. In Figure 2 .2 the whole sequence is decomposed into three segments (divided by vertical dashed lines). The first two segments are first passage bridges, hence correspond to plane trees T 1 , T 2 . The last part is a lattice bridge, hence corresponds to a marked tree (T 3 , v) and the node v is again depicted by a square mark. These trees are shown in Figure 2 .3.
Given a degree sequence s = (s (i) , i ≥ 0) with i≥0 s i = n, recall from Section 1.2 that d(s) ∈ Z n ≥0 is the vector whose entries are weakly increasing and with s (i) entries equal to i, for each i ≥ 0. Let D(s) be the set of sequences d ∈ Z n ≥0 which are permutations of d(s) (there are n!/( i s i !) of them). Let MCF(s) be the set of all marked cyclic forests with degree sequence s. By the correspondence we developed previously, the following is lemma is immediate. Lemma 2.2. Fix a degree sequence s = (s (i) , i ≥ 0) with i≥0 s i = n. Let π be a uniformly random permutation of [n], and let W = W π(d(s)) . Then the marked cyclic forest (F (W ), v(W )) coded by W is uniformly distributed on MCF(s).
In particular, we have the following corollary. Corollary 2.3. Let s = (s (i) , i ≥ 0) with i≥0 s i = n. Let (F, v) be a uniformly random element of MCF(s), and let M be the total number of nodes in the non-marked trees of (F, v). Let π be a uniformly random permutation of [n] and let S :
We will also need the following easy fact connecting linear forests with marked cyclic forests.
Lemma 2.4. Fix a degree sequence s = (s (i) , i ≥ 0), and let F be a uniformly random linear forest with degree sequence s, and let (F * , v) be the marked cyclic forest obtained from F by marking a uniformly random node and applying the requisite cyclic shift of the trees of F . Then (F * , v) is a uniformly random element of MCF(s).
Proof. Let F(s) be the set of all plane forests with degree sequence s. The operation of marking a node induces an n-to-c(s) map from F(s) to MCF(s), from which the lemma is immediate. The preceding lemma allows us to relate the random forest F n from Theorem 1.1 with the lattice path S n = (S n,k , 0 ≤ k ≤ n) from Theorem 1.4. Let (F * n , v n ) = ((T n,k , 1 ≤ k ≤ c n ), v n ) be obtained from F n by marking a uniformly random node and applying the requisite cyclic shift of the trees of F n . Then we may couple F n and S n so that S n = (S n,j , 0 ≤ j ≤ n) is the coding walk of (F * n , v n ). We work with such a coupling for the remainder of the paper.
Convergence of the coding processes
The goal of this section is to prove Theorem 1.4 and Corollary 1.5. To achieve that, we decompose the walk process into two random processes. To be precise, let d n := n 1/2 cn and fix a sequence (t n ) n∈N , such that t n = o(d n ) and t n = ω(1). This is possible since d n → ∞ as n → ∞ by our assumption that c n = o(n 1/2 ). We consider the following two processes. Let (M n,k , k ≤ n) be as follows, M n,0 = 0 and for k ≥ 1,
Similarly, let (R n,k , k ≤ n) be given by R n,0 = 0, and for k ≥ 1,
Then clearly we have S n,k = M n,k + R n,k for all k ≤ n. Define the following quantity:
Theorem 1.4 is an immediate consequence of the following two results:
where 0 denotes a process Z such that P {Z(t) = 0, ∀t ≥ 0} = 1. For (3.1), we are going to use the following theorem from [8] .
Theorem 3.1 (Theorem 4 in [8] ). Suppose an urn U contains n balls, each marked by one or another element of the set S, whose cardinality c is finite. Let H U k be the distribution of k draws made at random without replacement from U , and M U k be the distribution of k draws made at random with replacement. Then the two probabilities on S k satisfy
where || · || denotes the total variation distance.
Proof of (3.1). Let (X n,k , k ≤ n) be i.i.d. with the law of X n,1 1 |X n,1 |<tn , setM n,0 = 0 and
Now apply Theorem 3.1 with urn U containing n balls, with s 
Note that
Applying Donsker's theorem to the process M n,
as a → ∞.
By our assumption that
Hence for any prescribed δ > 0, we can find L large such that
Since t n → ∞, we must have µ + n ≤ j>L (j − 1) s j n n < δ for n large enough, i.e.
Similarly the assumption that
where we let (
n . Using (3.4),(3.6) and (3.7), we have
To prove (3.2), we need the following result concerning dilation. Recall (or see, e.g., [5] ) that given real random variables U, V , we say U is a dilation of V if there exist random variablesÛ ,V such thatÛ [5] ). Suppose X 1 , · · · , X k and X * 1 , · · · , X * k are samples from the same finite population x 1 , · · · , x n , without replacement and with replacement,
for all continuous convex function φ : R → R. Proof of (3.2). We prove that for all > 0, we have lim sup
this immediately implies (3.2). Fix n and let c 1 , . . . , c n be such that |{1 ≤ k ≤ n : c k = j}| = s j n . Let C 1 , . . . , C n be a uniformly random permutation of c 1 , . . . , c n . Fix t n ∈ N. Define (R i , 0 ≤ i ≤ n) as follows: let R 0 = 0, and for i ≥ 0, let
For 0 ≤ i ≤ n, let F i = σ(C 1 , . . . , C i ). Since R n = nµ + n and the process (R i , 0 ≤ i ≤ n) has exchangeable increment,
n−i . Then using (3.9), we have
Hence K i is an F i −martingale. Since for any 0 ≤ i ≤ s,
and µ + n is a constant, if we defineK i = iµ + n −R i n−i , thenK i is also an F i −martingale. It follows that for any > 0, 10) where in the first line we use Markov's inequality and in the last line we use the L 2 maximal inequality for martingales (see, e.g. Theorem 5.4.3 in [9] ). Since the process (R s , 0 ≤ s ≤ n) has exchangeable increments, we have
Therefore,
Now take s = s(n) = c 2 n / in (3.10). For n large this is less than n/2, so (n − s) 2 > n 2 /4 and we obtain P 1 c n max
≤ , the last inequality holding for n large since σ + n → 0 as n → ∞. This completes the proof.
Recall that in Section 1 we let τ (x) = inf(t : B(t) ≤ −x) for x ≥ 0. By (2.1) if we let τ n = 1≤i<cn |T n,i | = n − |T n,cn | be the total size of non-marked trees of (F * n , v n ), then since S n is the coding process of (F * n , v n ) we have τ n = inf{k : S n,k = −(c n − 1)}. where (B(t), t ≥ 0) is standard Brownian Motion.
Remark. Note that the right-hand side of (3.11) has density 1 σ √ 2πt 3 exp − 1 2tσ 2 dt ; see, e.g., Theorem 6.9 in [17] .
The corollary above in fact tells us something about the size of the largest tree T ↓ n,1 .
Corollary 3.4. For a marked cyclic forest (F, v), let M T (F, v) denoted the marked tree, i.e. the tree of F containing v. Then
Proof. It is clear that
where in the last line, the first equation is by Lemma 2.4 and the final convergence is by Corollary 3.3 and the assumption c 2 n = o(n).
Now we are ready to prove Corollary 1.5.
Proof of Corollary 1.5. As noted, it suffices to prove (1.2) and (1.3). Corollary 3.3 and Corollary 3.4 together imply (1.2). For (1.3), first note that by Lemma 2.2, the process S n = (S n,k , 0 ≤ k ≤ n) has the same law as the coding walk W (F n ) of F n . Applying Corollary 3.4 then yields that the law of (|T 
Empirical degree sequences of trees
In this section we aim to prove (1.4) and (1.5). For i ≥ 0 and x ≤ n, let Q i n (x) := |{1 ≤ j ≤ x : C n,j = i}| where (C n,1 , · · · , C n,n ) is a uniformly random permutation of d(s n ) and that S n,k = k j=1 (C n,j − 1). Let F j = σ(C n,1 , . . . , C n,j ). Since Q i n (n) = s i n = np i n and the process (Q i n (j), 0 ≤ j ≤ n) has exchangeable increments,
We now use the following martingale bound from [13] . Let {X j } n j=0 be a bounded martingale adapted to a filtration {F j } n j=0 . Let V = n−1 j=0 var{X j+1 | F j }, where 
We shall apply this theorem to bound the fluctuations of Q i n (s). Proposition 4.2. For any 0 < t < 1, we have P ∃s > c n :
Proof. It is not hard to show that for any 0 ≤ j ≤ n − 2,
see, e.g., Lemma 3.2 of [12] . Thus, for 1 ≤ x ≤ n − 2,
On the other hand, for 0 ≤ j ≤ x − 1, if Q i n (j + 1) = Q i n (j), then
while if Q i n (j + 1) = Q i n (j) + 1, then |K j+1 −K j | = np i n − Q i n (j) (n − (j + 1))(n − j) − 1 n − (j + 1)
Applying Theorem 4.1 to both {K j } x j=0 and {−K j } x j=0 with x = n − c n , we have
Hence, for t ≤ 1,
Using the exchangeability of C n,1 , . . . , C n,n , it follows that P ∃s > c n :
We next give the proofs of (1.4) and (1.5). In both proofs we use the coupling between F n , (F * n , v n ) and S n explained at the end of Section 2.
Proof of (1.4). Fix i ≥ 0 and l ≥ 2. By Corollary 3.4, with high probability T ↓ n,1 = T n,cn , i.e., T ↓ n,1 is the last tree of (F * n , v n ), in which case T ↓ n,l = T n,j for some j < c n . Recall that τ n = 1≤k<cn |T n,k |. Let 1 ≤ j < c n , and suppose |{v ∈ T n,j : k(v) = i}|/|T n,j | ∈ [p i n − δ, p i n + δ]. Suppose that |T n,j | > δc 2 n > c n and τ n < c 3 n . Then there must exist m > c n and 1 ≤ u ≤ τ n − m such that |{t ∈ [m] : C n,u+t = i}| m − p i n > δ.
By union bound and the exchangeability of (C n,1 , . . . , C n,n ), the probability of this is bounded above by τ n P ∃m > c n :
− p i n > δ . Thus, for l ≥ 2, for n large enough that δc 2 n > c n , we have For any > 0, P τ n > c 3 n < /3 by Corollary 3.3 for n large enough, and P |T ↓ n,l | < δc 2 n < /3 by Corollary 1.5. The second last probability tends to zero by Corollary 3.4. And for the last probability, for n large enough, , which tends to zero. Thus, P p i n,l − p i n > δ < for n large; this proves (1.4) for i ≥ 0 and l > 1.
Finally, since T ↓ n,1 /n → 1, the fact that p i n,1 − p i n → 0 in probability for each i ≥ 0 is immediate.
Proof of (1.5). Fix > 0. By Corollary 3.3, we can pick M > 0 large enough such that for n large enough, P τ n > M c 
