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Abstract
The stochastic gradient descent (SGD) method
is the most widely used for deep neural network
(DNN) training. However, this method requires
the use of appropriate regularization techniques
to prevent overfitting and improve the general-
ization capability. Weight perturbations such as
DropConnect and noise injection are widely used
techniques. We propose an easy-to-use regular-
ization method that adds symmetrical noises to
the DNN weights. The proposed Symmetrical-
SGD (S-SGD) algorithm evaluates the loss sur-
face at two separate points during training to
avoid convergence to sharp minima. The training
stability is considerably improved by injecting
fixed-magnitude symmetrical noise. The S-SGD
method was applied to image classification using
convolutional neural network models, end-to-end
speech recognition with Gated ConvNet, and lan-
guage modeling using recurrent neural network
models. In all experiments, S-SGD outperformed
conventional weight noise injection and dropout-
based regularization techniques.
1. Introduction
Recently, there have been many studies on the shape of the
loss function, and it has become clear that local minima that
generalize well lie on wide valleys of the loss landscape,
rather than in sharp, isolated minima (Hochreiter & Schmid-
huber, 1997a; Keskar et al., 2017). In addition, the spectrum
of Hessian matrix exhibits that well-generalized networks
contain low eigenvalues of Hessian (Ghorbani et al., 2019).
The stochastic gradient descent (SGD) algorithm is widely
used for deep neural network (DNN) training, but its conver-
gent properties in non-convex optimizations are explained
only in a probabilistic manner. Many types of research have
been conducted to help SGD passing through saddle points
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and sharp minima by providing momentum or changing the
learning rate in the weight updates (Jastrzkebski et al., 2018;
Kleinberg et al., 2018; Chaudhari et al., 2017; Loshchilov
& Hutter, 2017; Keskar & Socher, 2017; Johnson & Zhang,
2013; Smith, 2017; Jastrzebski et al., 2018; Kingma & Ba,
2015). In particular, SGD-based training demands the use
of regularization techniques to prevent overfitting and im-
prove the generalization capabilities. Popular regularization
techniques include weight decay, Dropout, DropConnect,
and noise injection to weights or gradients. (Zur et al., 2009;
Ho et al., 2008; Murray & Edwards, 1993; An, 1996; Wen
et al., 2018; Jin et al., 2017; Wan et al., 2013; Srivastava
et al., 2014).
This study was strongly motivated by recent research on
loss surface visualization and sharpness measurements (Li
et al., 2018; Keskar et al., 2017). Loss surface flatness
can be visualized by inferring a DNN model after injecting
random noise to the weights. A flat surface indicates that
the loss does not appreciably change when the weights are
perturbed by the injected noise (Chaudhari et al., 2017).
This suggests that we can improve the training of a DNN
model while observing the loss surface or using the error
term that depends on the surface flatness.
In this study, we propose a symmetrical SGD (S-SGD) al-
gorithm that computes the loss and flatness to reach flat
minima in DNN training. The loss surface flatness is mea-
sured using two sets of weights formed by adding and sub-
tracting the same noises to the current model in adaptation.
When arriving at minima, we can derive that the gradient
for weight updates also depends on the Hessian, or the flat-
ness. To reduce the fluctuation of loss via perturbation, we
add symmetrical noises of a fixed amount to the weights.
We compare this approach with the conventional SGD and
weight noise injection-based methods using convolutional
neural network (CNN) and recurrent neural network (RNN)
models.
This paper is organized as follows. In Section 2, we review
related works on regularization and loss surface measure-
ment methods. The proposed training algorithm is described
in Section 3. Section 4 includes the hyperparameter opti-
mization. The experimental results are shown in Section 5.
Section 6 discusses this algorithm in comparison to other
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regularization techniques. Section 7 concludes the paper.
2. Related Works
Many regularization techniques have been developed to
ensure that DNNs do not overfit the training set. An early
study showed that flat minima in the loss surface are closely
related to good generalization (Hochreiter & Schmidhuber,
1997a). Recent studies also confirmed that reaching flat
minima or wide valleys of loss landscape in DNN training
provide robustness against weight and data disturbances,
suggesting good generalization capabilities. Many training
techniques have been developed to aid the SGD method
to escape from sharp minima (Johnson & Zhang, 2013;
Keskar & Socher, 2017; Jastrzkebski et al., 2018). One
is a gradient update method, such as momentum (Qian,
1999), Adam (Kingma & Ba, 2015), RMSProp (Tieleman &
Hinton, 2012), and Adagrad (Duchi et al., 2011). Learning
rate scheduling is known to be an effective technique for
improving the generalization capability. These techniques
include linear learning rate scaling (Smith et al., 2017) and
warm-up training (Loshchilov & Hutter, 2017).
Weight perturbation using noise modulation or injection
has been studied for regularization for a long time. A well-
known method is the Dropout that randomly drops some
units during training (Srivastava et al., 2014). DropConnect
is based on a similar idea, but it drops weights, not units,
using random masks (Wan et al., 2013). Three types of noise
injection methods have been studied; input data, weight, and
gradient (Zur et al., 2009). Although the concept dates back
more than 20 years, research remains quite active (Murray
& Edwards, 1993; An, 1996). Several recent studies can be
found in (Wen et al., 2018; Chaudhari et al., 2017).
Measuring flatness of local minima can help to understand
DNN training and optimization. Eigenvalues of Hessian
characterize the loss surface sharpness. However, Hessian
computation is not feasible because a DNN typically has
millions of parameters. Instead, (Keskar et al., 2017) pro-
posed -sharpness, which measures the maximum value
within a distance  from the local minimum. (Li et al., 2018)
visualized loss surfaces by projecting ‘filter normalized’ pa-
rameters to the space defined with random directions. This
corresponds to adding weight noises of normalized magni-
tude many times and observing the loss surface. Recently,
Entropy-SGD (Chaudhari et al., 2017) was developed to
construct a local-entropy-based objective function that fa-
vors well-generalized solutions lying in large flat regions of
the loss landscape.
3. Algorithm and Operation
In this section, we describe the conventional SGD, weight
noise injection, and the proposed S-SGD algorithms. Then,
the convergence property of the S-SGD is analyzed.
3.1. Conventional SGD, Weight Noise Injection, and
S-SGD Methods
The conventional SGD method that operates with a batch
size of B updates the weights using Eq. 1, as follows:
wt+1 = wt − η
B∑
i=1
∇Li(wt), (1)
where Li is the loss computed with the i-th data in the batch
and wt are the trainable parameters. η is proportionally
scaled to the batch size B (Zhu et al., 2018; Jastrzkebski
et al., 2018). When the batch size is very large, approxi-
mately 1/10 of the total training data size, it is termed large
batch training. The SGD method is based on the gradient
descent, which was developed to solve convex optimiza-
tion problems. However, the finite batch size introduces
data-dependent variability or noise in inferring the loss func-
tion; as a result, the small-batch SGD method is known to
be more effective in escaping from sharp minima than the
large-batch SGD (Keskar et al., 2017; Goyal et al., 2017).
The weight and gradient noise injection algorithms were
developed to provide perturbation to the weights, which can
be described as follows
wt+1 = wt − η
B∑
i=1
∇Li(w˜t), (2)
where w˜t = wt + nt, and nt is the weight noise injected.
Typically, the noise has uniform or Gaussian distributions
(Wen et al., 2018). The weight update is conducted us-
ing the derivative of the loss obtained with noise-injected
weights. As the weight noise perturbs the network, the loss
surface measured is blunt; thus, the training algorithm can-
not properly recognize sharp minima, increasing the chance
of skipping them.
In this study, we propose a symmetric weight noise injection
method, termed S-SGD method. The proposed algorithm
injects two symmetrical noises, nt and −nt, to the weight,
wt, to form w˜t+ and w˜t−. Forward and backward propaga-
tion operations are conducted using these two weight sets
and the gradients obtained are averaged and used for the
weight updates. The magnitude or L2 norm of the injected
noise, nt, is constant or slowly adapted and is proportional
to the L2 norm of the weights for each layer. This scheme
demands twice the amount of computation when compared
to the conventional weight noise injection method. How-
ever, it shows very good ability in finding flat minima as
presented in Section 4.
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Figure 1. The structure of Symmetrical SGD.
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Figure 2. 1-D linear interpolation of solutions obtained by SGD
and S-SGD. The misclassification ratio (MCR) of train and test
sets are plotted.
The update equation for S-SGD is as follows:
wt+1 = wt − η
B∑
i=1
∇(Li(w˜t+) + Li(w˜t−))
2
, (3)
The structure of the S-SGD is shown in Figure 1. Two
independent paths, one with w˜t+ and the other with w˜t−,
are used for loss measurements and weight updates. Two
symmetrical noises are added to the weights, and the mag-
nitude of the noise is fixed or very slowly adjusted. The
amount of injected noise is related to loss surface sharpness
to escape. The weight update is conducted on the master
weight only, wt. In the next sub-section, we explain the
S-SGD operation in more detail.
3.2. S-SGD Operation
The S-SGD method updates weights using the gradients
measured at two symmetrically perturbed weights, w˜t+
and w˜t−. The forward and backward procedure using the
proposed method is identical to that of the conventional
SGD method; a difference, however, is that both w˜t+ and
w˜t− are used for forward and backward propagation.
For the simplicity of explanation, we assume to have only
one variable w instead of w, which means that w is a one-
dimensional vector and the added noise n is a positive con-
stant.
The loss with the perturbed weight, w˜+ = w + n, can be
approximated as follows:
L(w + n) = L(w) + (L(w + n)− L(w)) (4)
= L(w) +
(L(w + n)− L(w))
n
· n (5)
According to the mean-value theorem, we have the follow-
ing equation.
L(w + n) = L(w) +∇L(w + n1) · n, (6)
where n1 is between 0 and n.
At the same way,
L(w − n) = L(w)−∇L(w − n2) · n, (7)
where n2 is between 0 and n.
∇LS−SGD(w) = ∇L(w + n) +∇L(w − n)
2
(8)
= ∇L(w) + ∇
2L(w + n1)−∇2L(w − n2)
2
· n (9)
Note that the first term, ∇L(w), is the same as that of the
derivative of SGD loss, while the second term is related to
the second order derivatives.
In DNNs, wt is a multi-dimensional variable and the noise
nt is also a multi-dimensional random number. Note that
nt has a constant magnitude, but is randomly generated for
each weight update.
In Eq. 6, we assume a derivative at w + n1, which can
easily be determined in the one-dimensional case. However,
in the multi-dimensional case, this is a derivative only at
the direction of noise n. As the dimension is as large as
the number of parameters, it is not practical to evaluate the
exact derivatives. Thus, we only measure the derivative in
the direction of randomly generated noise or use random
sampling. If the flatness of the loss function around the
current weight in training is fairly smooth, we can assume
to have a fairly good gradient estimate or the estimate of
∇L(wt+nt) and∇L(wt−nt). Then, the∇2 in Eq. 9 can
be considered the approximation of the Hessian function
obtained via random sampling.
Eq. 9 suggests that if w is at the center of a flat minimum
in which Hessian terms at wt + nt and wt − nt are similar,
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it becomes an optimum point to reach; in contrast, if the
Hessian terms at wt + n1,t and wt − n2,t are considerably
different or have the opposite signs, the weight updates
continue even if∇L(wt) is zero.
Figure 2 clearly shows the difference of solutions obtained
by SGD and S-SGD. This is a one-dimensional misclassifi-
cation ratio (MCR) function when the weights are perturbed
along the direction of wSGD and wS−SGD This plot is ob-
tained from the ResNet20 training using CIFAR-100 dataset.
We can observe that the SGD solution corresponds to the
point whose training loss or training MCR is the lowest.
S-SGD finds the point whose loss is slightly higher than
that of SGD, but its solution is moved toward the center of
the flat minimum. The injected noise makes S-SGD main-
tain some distance from the sharp wall around the solution
of SGD. The test MCR curve is also shown in this figure.
Surprisingly, the test MCR obtained by S-SGD, which is
30.52%, is much lower than that of SGD, 31.74%. This is
because the statistics of test data are not exactly the same
as those of the training data. This figure clearly shows the
regularization of S-SGD and its effects on generalization.
The two-dimensional version of this plot is shown in Section
6.
The amount of computation demanded for S-SGD is about
twice that of the conventional SGD. The convergence speed
and reduction of computation are discussed in Section 4.
4. Optimization of S-SGD hyperparameters
Hyperparameters need to be carefully selected for DNN
training. In this section, we consider the effects of injected
noise levels and those of injection. We also perform an
ablation study and propose a few variations of the S-SGD
method that do not demand increased amount of training
time. The large batch training results are also presented.
We conducted experiments with ResNet20, a popular
model that employs batch normalization (Ioffe & Szegedy,
2015). CIFAR-10 and CIFAR-100 (Krizhevsky et al., 2010)
datasets were used for parameter optimization. We applied
channel-wise normalization to the training data and aug-
mented them by random cropping with a size of 4 and hori-
zontal flipping following (Lee et al., 2015). A momentum
optimizer with a batch size of 128 was used for training,
unless otherwise specified. The initial learning rate was 0.1,
which decays by a factor of 10 at epochs of 75 and 125. We
trained the models for 175 epochs. All the experiments were
implemented in TensorFlow (Abadi et al., 2016).
4.1. Optimum Noise Level
The performance of S-SGD depends on the amount of in-
jected noises. We also observed the effects of selective
noise injection to either convolution or dense layers. Note
0 0.2 0.4 0.6 0.8 1
62
63
64
65
66
67
68
69
70
Noise level [σ]
A
cc
ur
ac
y[
%
]
S-SGD
S-SGD Conv only
S-SGD Dense only
SmoothOut
SGD+Dropout(0.2)
Figure 3. Test accuracy according to the amount of injected noise
in S-SGD and SmoothOut. Average test accuracy value and its
error bar are computed from 5 runs. S-SGD Conv only and S-SGD
Dense only denotes the results of the selective noise injection.
Dropout is only applied to a dense layer in SGD+Dropout.
that the Dropout and DropConnect were developed for the
regularization of parameter rich dense layers.
We observed the effect of noise level for S-SGD and
SmoothOut with ResNet20 on CIFAR-100 dataset. The
SmoothOut is one of the weight noise injection algorithms
(Wen et al., 2018). The noises were injected into weights
of convolution and dense layers. Figure 3 shows that both
S-SGD and SmoothOut yield the best results when the noise
level is 0.4 σ of the weights, where σ is the L2 norm of
weights for each layer. Although the optimum level is simi-
lar, S-SGD injects stronger noise than SmoothOut because
it injects two noises and the noise strength of the former
is always constant, while that of the latter is uniformly
distributed between 0 and the specified noise level. Note
that S-SGD shows consistent improvement at broad noise
levels. Figure 3 also contains the results when the symmet-
rical noises are injected only to convolution or dense layers
of ResNet20. We can observe that the symmetrical noise
injection to convolution layers also yields good results, indi-
cating that S-SGD is a flexible regularization method when
compared to Dropout or DropConnect.
4.2. Convergence Curve and Training Time Reduction
The S-SGD method employs two forward and backward
passes; thus, the training time for each epoch increases
when compared to that of the conventional SGD method.
Although this work was intended to find the best model, we
examined the convergence speed.
Figure 4 shows the convergence curves of SGD and S-SGD
for ResNet20 on CIFAR-10 dataset. The training was con-
ducted for 175 epochs. Figure 4 (a) shows the beginning and
intermediate stages of training, and Figure 4 (b) depicts the
final stage. Here, we can notice that both SGD and S-SGD
S-SGD: Symmetrical Stochastic Gradient Descent for Reaching Flat Minima in Deep Neural Network Training
Table 1. Test accuracy (%) for ResNet20 on CIFAR-10 and CIFAR-
100 under the equal computation budget with SGD. S denotes that
the symmetrical noises are injected.
Train Epochs CIFAR-10 CIFAR-100
75 - 50 - 50 92.17 68.26
37S - 25S - 25S 91.70 67.89
75 - 50 - 25S 92.33 69.32
75 -25S -50 92.06 68.99
75 - 25S - 25S 92.55 69.57
convergences are similar at the beginning stage, but S-SGD
outperforms SGD when applied to intermediate and final
stages.
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Figure 4. Convergence curve of the conventional SGD and S-SGD
for ResNet20 on CIFAR-10. (a) Test accuracy plot from 0th to
90th epochs, (b) Test accuracy plot from 100th to 175th epochs.
In Table 1, we show various mixes of SGD and S-SGD
under the constraint that the computation budget does not
increase compared to SGD training of 75 epochs, 50 epochs,
and 50 epochs. For example, 75 epochs of SGD training at
the beginning stage can be replaced by 37 epochs of S-SGD
training because S-SGD consumes twice the computation of
SGD for each epoch. Here, we can find that ‘75 - 25S - 25S’
that means 75 epochs of SGD training for the beginning
part, 25 epochs of S-SGD in the middle, and 25 epochs of
S-SGD at the final stage of training shows the best results
for both CIFAR-10 and CIFAR-100 datasets.
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Figure 5. Large-batch training of ResNet20 on CIFAR-10.
4.3. Large Batch Training
Training a DNN using multi-GPUs is an attractive method
for reducing the training time, and it typically requires
a batch-size increase because a data-parallel approach is
widely employed for reducing the communication overhead.
The increased batch size decreases the data-dependent noise
of the SGD method and hinders the escape from sharp min-
ima. Recent studies suggest that increasing the learning rate
proportionally to the batch size relieves this problem (Smith
et al., 2017). However, the learning rate cannot be flexibly
scaled owing to the stability problem (You et al., 2017).
We also evaluated the performance of the S-SGD method
when combined with a learning rate scheduling method that
is also intended to reach flat minima. Stochastic gradient
descent with warm restarts (SGDR) was used (Loshchilov
& Hutter, 2017). The SGDR periodically resets the learn-
ing rate to the initial value. Specifically, we used an initial
learning rate of 0.1 and decayed with the cosine function
for the initial 10 epochs. The learning rate decay period
was doubled at every new restart. The experimental re-
sults with ResNet20 on the CIFAR-10 dataset are shown in
Figure 5. The S-SGDR method is the combination of the
symmetrical weight noise injection and the SGDR learning
rate scheduling. We used 300 epochs for the SGDR and
S-SGDR methods.
Here, we conducted experiments to show that the pro-
posed S-SGD or S-SGDR methods can improve the per-
formance of large-batch training. We used a four-GPU train-
ing employing synchronous SGD using Horovod (Sergeev
& Del Balso, 2018). The experiments were performed on
NVIDIA DGX-1 (NVIDIA, 2018). The batch size for each
GPU was one quarter of that shown in Figure 5. Batch
normalization statistics are computed for each device in
training (Hoffer et al., 2017). The other hyperparameters
were identical to those of the single-GPU training.
Figure 5 shows the performance of ResNet20 on the CIFAR-
10 dataset, in which batch sizes of 1, 2, 4, and 16 K were
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employed. For each batch size, four training methods, SGD,
SGDR, S-SGD, and S-SGDR, were employed for perfor-
mance measurement. For a batch size of 16,384, the pro-
posed S-SGDR method showed the best test accuracy, ap-
proximately 2.9% higher than that of the conventional SGD-
based training. We found almost no performance decrease
compared to that of the small-batch training even at a batch
size of 4,096. The performance degradation with increasing
batch size is very slow when S-SGDR or S-SGD is used.
The training data size of CIFAR-10 dataset was only 50,000.
Thus, the batch size of 4K was almost 1/10 of the total
training dataset.
5. Experimental Results
We conducted various experiments to assess the perfor-
mance of S-SGD algorithm with CNNs for image classifi-
cation, Simple Gated ConvNet for speech recognition and
RNNs for language modeling. All the experiments were
implemented in TensorFlow (Abadi et al., 2016).
5.1. Image Classification with CNN Models on
CIFAR-10, CIFAR-100, and ImageNet
We measured the performance of S-SGD on various
CNN models using CIFAR-10, CIFAR-100, and ImageNet
datasets (Russakovsky et al., 2015). The S-SGD method
employs noise strengths of 0.4 σ and 0.5 σ.
The experimental results are presented in Table 2, for which
the test accuracies of widely used CNN models were mea-
sured. As shown in Table 2, the S-SGD method exhibited
approximately 0.45% (92.62% - 92.17%) of accuracy in-
crease for ResNet20 on CIFAR-10, which means that the
error rate decreased from 7.83% to 7.38%. An accuracy
increase of 0.44% (93.50% - 93.06%) was also observed for
ResNet56 on CIFAR-10. A higher performance gain, about
1.5% to 2.0%, can be seen for the CIFAR-100 dataset.
The ResNet18 and ResNet50 training results on ImageNet
dataset are exhibited in Table 3. We used an 8-core Cloud
TPU for training. A batch size of 1024, assigning 128 for
each core, was used. Each model was trained for 90 epoch
with learning rate scheduling from (Ying et al., 2018).
5.2. Speech Recognition with Simple Gated ConvNet
The Simple Gated ConvNet (SGCN) is a convolution-based
sequence modeling network used for end-to-end speech
recognition (Lee et al., 2019). The connectionist temporal
classification (CTC) loss is used for training (Graves et al.,
2006). Usually, end-to-end speech recognition using CTC
loss employs long short-term memory (LSTM) (Hochre-
iter & Schmidhuber, 1997b) based models, but SGCN is
more suitable for embedded applications because it is free
from the sequential dependency problem inherent to LSTM
Table 2. ResNet (He et al., 2016), WideResNet (Zagoruyko & Ko-
modakis, 2016) and VGG (Simonyan & Zisserman, 2014) trained
with CIFAR-10 and CIFAR-100 using conventional SGD and S-
SGD. Average test accuracy values (%) over 5 runs are reported.
The value inside of the parentheses in training method indicates
the noise level.
Model Method CIFAR-10 CIFAR-100
ResNet20
SGD 92.17 68.00
S-SGD (0.4) 92.34 (+0.17) 69.44 (+1.44)
S-SGD (0.5) 92.62 (+0.45) 69.48 (+1.48)
ResNet56
SGD 93.06 70.12
S-SGD (0.4) 93.50 (+0.44) 71.61 (+1.49)
S-SGD (0.5) 93.50 (+0.44) 72.19 (+2.07)
WRNet28-2
SGD 94.20 74.81
S-SGD (0.5) 94.50 (+0.30) 75.43 (+0.62)
S-SGD (0.7) 94.68 (+0.48) 75.55 (+0.74)
WRNet28-4
SGD 95.07 77.12
S-SGD (0.5) 95.20 (+0.13) 77.66 (+0.54)
S-SGD (0.7) 95.30 (+0.23) 77.57 (+0.45)
VGG6
SGD 92.94 74.81
S-SGD (0.7) 94.30 (+1.36) 75.61 (+0.80)
S-SGD (0.9) 94.37 (+1.43) 75.81 (+1.00)
VGG16
SGD 92.18 72.68
S-SGD (0.7) 93.72 (+1.54) 73.31 (+0.63)
S-SGD (0.9) 93.57 (+1.39) 73.11 (+0.43)
Table 3. Training of ResNet18 and ResNet50 on ImageNet. The
value inside of the parentheses in training method indicates the
noise level. The results are the average of three runs.
Model Method Top-1 Acc Top-5 Acc
ResNet18 SGD 70.24 89.43S-SGD (0.25) 70.42 89.57
ResNet50 SGD 76.11 93.04S-SGD (0.25) 76.38 93.13
RNN models, and allows the processing of multiple output
samples at a time. The network configuration and model pa-
rameters were imported from (Lee et al., 2019).The SGCN
model consists of 12 layers and each layer contains 190
units. Consequently, the number of parameters is about 1 M.
The SGCN employs 1-dimensional time-depth convolution
to increase the sequential classification capability without
considerably increasing the number of parameters. Wall
Street Journal si-284 (Paul & Baker, 1992) is used for the
training, which contains 81 hours of training data. The orig-
inal work was trained using Adam. We trained the network
using S-SGD Adam, and compared the results.
Figure 6 shows the training loss and validation character er-
ror rate (CER) curves when the model is trained with Adam
and S-SGD Adam. The training results are summarized in
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Table 4. WER (%) of Simple Gated ConvNet trained with S-SGD.
The models are trained on WSJ si-284.
Model Params. WER (%)
12x190 SGCN 1.09M 21.66
12x190 SGCN + S-SGD 1.09M 19.90(-1.76)
12x300 SGCN 2.24M 18.30
12x300 SGCN + S-SGD 2.24M 16.87(-1.43)
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Figure 6. Train loss and valid CER curve of the SGCN. Solid and
dashed lines denote the valid CER and train loss, respectively.
Table 4. For the 1M parameter SGCN model, the word error
rate (WER) of Adam training with greedy decoding was
21.66%, while the S-SGD result was 19.90%. A similar per-
formance improvement was observed for the 2M parameter
model. This clearly indicates that S-SGD is very effective
for sequence recognition problems.
5.3. Language Modeling with LSTM RNN
We trained an LSTM network on the Penn Tree Bank (PTB)
dataset (Marcus et al., 1994) for word-level language model-
ing. This dataset contains about one million words divided
into training, validation, and test sets of about 930K, 74K
and 82K words, respectively, with a vocabulary size of 10K.
The network consists of two layers, each with 1,500 hidden
units, resulting in about 6.7 million weights. We unrolled the
network in 35 time steps for training. Dropout was applied
between the layers. We reproduced the training pipeline
of (Zaremba et al., 2014) for this network (SGD without
momentum) and obtained a word perplexity of around 81.43
and 78.68 on the validation and test sets, respectively, with
this setup; these numbers closely match the results of the
original work. We ran S-SGD for 55 epochs, and obtained
a word perplexity of 76.86 and 73.83 on the validation and
test sets, respectively. The performance according to the
injected noise level is shown in Table 5. We observed that
S-SGD works very well with RNN. Table 5 also shows the
results of the small RNN model, which consists of a single
LSTM layer containing 300 units (Hubara et al., 2017). In
both models, we could obtain very improved results when
compared to original RNN-based language models.It is well-
known that the Dropout technique does not yield good re-
sults when applied to recurrent paths of RNN, and in the
original work of (Zaremba et al., 2014) the dropout was only
applied to the forward paths. In our implementation, we
injected noises to all weights, except for the biases. Thus,
in the forward-path, both Dropout and symmetrical weight
noise injection were applied, while in the recurrent path,
only symmetrical weight noise injection was used.
Table 5. Test perplexity of RNN based language modeling on PTB
dataset. The value inside of the parentheses in training method
indicates the noise level.
Model Method Test Perplexity
Large RNN
SGD 78.68
S-SGD (0.8) 74.47 (-4.21)
S-SGD (0.9) 73.95 (-4.73)
S-SGD (1.0) 73.83 (-4.85)
Small RNN
SGD 88.85
S-SGD (0.6) 85.56 (-3.29)
S-SGD (0.7) 84.86 (-3.99)
S-SGD (0.8) 86.04 (-2.81)
6. Discussion
6.1. Comparison with other regularization methods
Most DNNs currently used employ a large number of pa-
rameters, but the amount of training data is insufficient for a
good training. Thus, the importance of regularization grows
as the network size increases. We compared the proposed
S-SGD with the well-known regularization methods, such
as Dropout, DropConnect, and SmoothOut.
Dropout is an approach to regularization in neural networks
that helps to reduce interdependent learning among the neu-
rons (Srivastava et al., 2014). Individual nodes are either
dropped out of the net or kept, with probabilities 1− p and
p, respectively. Incoming and outgoing edges to a dropped-
out node are also removed. Dropout is especially useful
when applied to fully connected layers, but it has limitations
when applied to batch normalization layers in CNNs or re-
current paths in RNNs (Ioffe & Szegedy, 2015; Zaremba
et al., 2014). In Section 4.1, we showed the performance
improvement of S-SGD training for ResNet20 using CIFAR-
100 dataset. However, for the same setup, Dropout applied
to the fully connected layer did not yield any performance
improvements regardless of the dropout rate.
DropConnect sets a randomly selected subset of weights
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Figure 7. Illustrations of loss surface for train and test error on ResNet20 CIFAR-100. The three points are ResNet20 that trained with 125
epochs of SGD (SGDm), SGDm + 50 epochs of SGD (SGDf), and SGDm + 50 epochs of S-SGD (S-SGD).
within the network to zero (Wan et al., 2013). Thus, it can be
considered a fine-grained version of the Dropout. DropCon-
nect was originally developed for the regularization of fully
connected layers. RNN regularization with DropConnect
was studied in (Merity et al., 2018). We applied DropCon-
nect to the ResNet20 model using CIFAR-10 data. When
DropConnect was applied to convolution layers, the training
was not successful, resulting in very low accuracy. Applica-
tion of DropConnect to the fully connected layers resulted in
92.18% of accuracy, which was, however, just comparable
to SGD (92.17%) and lower than S-SGD(92.62%).
The SmoothOut is a weight noise injection method in
which the noise injected weights are used for forward- and
backward- passes (Wen et al., 2018). As the noise is ran-
domly distributed, the operation may be considered an ana-
log version of the DropConnect. The comparison of S-SGD
with SmoothOut was presented in Section 4. There are no
application results of SmoothOut on RNNs.
6.2. Visualization of Loss Surface
We attempted to observe the training and test loss surfaces
of SGD and S-SGD trained models, using the visualization
method developed by (Garipov et al., 2018). This method
can show the locations of three different models. We trained
ResNet20 on CIFAR-100 dataset using SGD for the first
75 and the next 50 epochs with learning rates (LR) of 0.1
and 0.01, respectively. This half-trained model was stored
as SGDm. The SGDm was trained using SGD with LR of
0.001 for 50 epochs to obtain the fully trained ResNet20.
This model was stored as SGDf. In addition, SGDm was
trained using S-SGD with LR of 0.001 for 50 epochs, and it
was named S-SGD. The training accuracy values of SGDm,
SGDf, and S-SGD were 81.44%, 91.14%, and 86.62%, re-
spectively. The test accuracy values of SGDm, SGDf, and
S-SGD were 65.55%, 68.51%, and 69.63%.
Figure 7 (a) shows the training loss surface, where SGDm,
SGDf, and S-SGD are located. We observed that SGDf is
near the lowest point in the loss surface. This seems natural
considering the operation of SGD seeking minimum. How-
ever, we found that SGDf is located very close to the very
steep loss wall, suggesting the possibility of sharp minimum.
The loss would sharply increase with variation of input data
characteristics, which means overfitting or poor generaliza-
tion. For training set, loss of S-SGD is a little higher than
that of SGDf but it is located far from the steep loss wall,
which shows the possibility of improved robustness to input
data perturbation. Figure 7 (b) exhibits the test loss surface,
where SGDm, SGDf and S-SGD are included. The location
of S-SGD becomes the minimum point located near the cen-
ter of the basin. We noticed that S-SGD avoids overfitting
by adding weight noise in the training phase. The amount of
added noise would determine the distance to the sharp loss
wall. Figure 2 is a 1-D sectional view of Figure 7, where
the line connecting SGDf and S-SGD becomes the axis of
1-D plot.
We have included all the training parameters and training
results of the experiments in the Appendix. The eigenvalues
of Hessian for SGD and S-SGD trained networks are also
presented in the Appendix.
7. Concluding Remarks
We proposed the Symmetrical Stochastic Gradient De-
scent (S-SGD) algorithm, which injects symmetrical weight
noises for measuring loss surface flatness in DNN train-
ing. This method aids in reaching flat minima during SGD
training because the loss values are measured at two points
at each weight update. The S-SGD method is very stable
because two symmetrical noises are added to the weights.
The weight update analysis for this algorithm shows that
the gradient for the weight update depends on the flatness
of loss surface, or Hessian. We conducted many experi-
ments using several CNN models, datasets, batch sizes, and
learning rate scheduling for a performance evaluation of the
method. The S-SGD also showed substantial performance
improvements when applied to end-to-end speech recogni-
tion with Simple Gated ConvNet and language modeling
with LSTM RNN. When compared to previously developed
regularization methods, such as Dropout and DropConnect,
S-SGD: Symmetrical Stochastic Gradient Descent for Reaching Flat Minima in Deep Neural Network Training
S-SGD is considerably more flexibile and can be applied to
fully connected, convolution and recurrent layers.
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