The nite sample performance of a number of linear regression estimators is investigated in a variety of parametric settings involving outliers. A Bayesian approach is shown to have good overall comparative performance. It is then shown how the same Bayesian methodology can be easily extended to robust nonparametric regression. The Bayesian analysis is carried out using the Gibbs sampler.
Introduction
This paper compares the nite sample performance of a particular Bayesian approach to robustly estimating a regression function, either linearly or nonparametrically, with several non-Bayesian estimators. The comparison is based on simulation. The Bayesian approach models the errors as a mixture of normals, an approach that has been discussed previously by a number of authors including Box and Tiao (1968) and Pettit and Smith (1985) .
Robust linear regression attempts to protect the user from outlying values in both the dependent and independent variables. Many robust non-Bayesian linear regression estimators have been proposed in the literature and our paper studies the nite sample properties of M estimators, least median of squares estimators and generalized M and R estimators. M estimators (Huber, 1973 ) are included in a number of software packages and as such are widely used in practice. However, such M estimators provide no protection against outliers in the x-space. Least median of squares and generalized M and R estimators are designed to cope with outliers in both the x-and yspaces.
Robust linear regression estimators assume that the regression function is linear in the independent variables. If the form of the regression function is unknown then it is often more appropriate to estimate it nonparametrically. In nonparametric regression a robust estimator attempts to protect the user locally from outlying observations. The Bayesian approach to robust nonparametric regression considered in this paper is that of Smith and Kohn (1996) . They model the regression function using cubic regression splines having many knots, and choose the signi cant knots by Bayesian variable selection. As in the linear case, the errors are modeled as a mixture of normals. This is a model based approach to robust nonparametric regression which is computationally tractable. Although it is straightforward in principle to generalize some robust linear regression estimators to the nonparametric case, most of the generalizations are at present computationally very expensive if it is also necessary to obtain a reliable estimate of the smoothing parameter. For example, Hastie and Tibshirani (1990, Ch. 9 ) discuss M estimators for smoothing splines. However, their estimator of bandwidth does not adequately take account of curvature in the unknown regression function because it does not depend on the dependent variable. Koenker, Ng and Portnoy (1994) present an L 1 quantile smoothing spline estimator, with the bandwidth estimated from the data. We compare the robust Bayesian nonparametric estimator with the robust estimator in Koenker et al. (1994) .
The simulation results presented in the paper suggest that, overall, the Bayesian approach has good nite sample performance and ought to be included in a user's toolkit for both robust linear and nonparametric regression.
The Bayesian approach used in the paper for outlier detection and variable selection is made computationally feasible by using the Gibbs sampler. Verdinelli and Wasserman (1991) is one of the rst papers to use the Gibbs sampler for outlier detection. George and McCulloch (1993) were the rst to propose using the Gibbs sampler to carry out variable selection. George and McCulloch (1995) discuss a number of approaches to variable selection in linear regression.
The paper is organized as follows. Section 2 describes the robust linear regression estimators considered in the paper. Section 3 compares their performance using simulation for a number of regression curves and outlier levels. Section 4 outlines the Bayesian approach to robust nonparametric regression and compares it to L 1 quantile smoothing splines. Section 5 illustrates the Bayesian approach to robust additive semiparametric regression by applying it to the electricity savings data previously analyzed using linear regression by Mitchell and Beauchamp (1988) . Section 6 shows how to implement the Gibbs sampler e ciently. where X is an n p matrix of explanatory variables (with the rst column of X being a column of ones), is a p 1 vector of parameters, and e is an n 1 vector of independent identically distributed random errors. Let denote the standard deviation of e i , b denote an estimate of and b e i denote the i-th residual. It will be convenient to write the ith row of X as x i = (1; x 0 2;i ).
The speci c estimators of considered in this paper are brie y described below.
Least squares estimator
The least squares estimate of is the solution of the estimating equation
(y i ? x 0 i ) x i = 0 :
Huber M estimator
The Huber M estimate of , (Huber, 1973) , is the solution of the estimating equation where (t) = HUBER (t) = t minf1; k=jtjg. In this paper, we use the default values for k and^ used in the statistical package S-Plus, namely, k = 1:345 and the median absolute deviation (MAD) b = 1:483med i jb e i ?med j b e j j. Unlike the least squares estimator, the M estimator above downweights outliers in the y-space. However, it does not provide any protection against outliers in the x-space.
Least median of squares estimator
The least median of squares (LMS) estimate of , (Rousseeuw, 1984) , is given by Minimize med (y i ? x 0 i ) 2 : Rousseeuw (1984) showed that this estimator provides protection against outliers in both the x-and y-spaces, and, in fact, has a 50% breakdown point. However, the LMS estimator converges at rate n ?1=3 (Rousseeuw and Leroy, 1987) , rather than at the usual rate n ?1=2 . In addition, Davies (1993) showed that while the in uence function of the LMS estimator is bounded to the e ects of outliers in the x-space, it is not bounded to the e ects of centrally located x.
Least trimmed squares (LTS) estimators and S estimators are comparable to the LMS estimator, but converge at the rate n ? 1 2 . Rousseeuw and Leroy (1987) discuss both of these classes of estimators. We decided to focus on LMS rather than LTS or S estimators, since LMS seems to be more widely used in practice.
2.5 Generalized M high breakdown estimators Mallows (1975) proposed the class of generalized M estimates of given by the solution of the estimating equation denote the corresponding residuals, and let b 0 , the initial estimate of scale, be the MAD. We consider the one step scoring estimate de ned by,
0 (b e 0;i =b 0 ) X 0 WX and W = diagfw 1 ; : : :; w n g is a diagonal matrix of weights. Simpson, Ruppert, and Carroll (1992) proposed an estimator of the form (1). This estimator, which we shall call a generalized M high breakdown estimator (GMHB), has an in uence function that is bounded in both the yand x-spaces, a 50% breakdown point and, in addition, it converges at rate n ?1=2 . The estimator is based on a high-breakdown initial estimate of and weights w i = min 
where b C x and b x are high-breakdown point robust estimates of the scatter and location of the independent variables. In this paper, the LMS estimate is used as the initial estimate of and the minimum volume ellipsoid (MVE), Rousseeuw and van Zomeren (1990) , is used as the estimate of the scatter matrix. The form of the MVE used is the in ated variance-covariance matrix discussed by Rousseeuw and van Zomeren (1991) . We set b M at the 95th percentile of the 2 distribution with p ? 1 degrees of freedom (Rousseeuw and van Zomeren, 1990) . Following Simpson, Ruppert and Carroll (1992) , was chosen to be 2 and the function used was a three-part redescending Hampel with bends at 1.5, 3 and 8.
Generalized R estimators
The generalized R (GR) estimate of , (Naranjo and Hettmansperger, 1994) is the solution of the estimating equation 
where fw 1 ; : : :; w n g is a set of weights that depend on x i . Naranjo and Hettmansperger (1994) showed that the GR estimator has an in uence function that is bounded in both the y-and x-spaces and, in addition, that the breakdown point of their estimator is at most 1 3 . Following Naranjo, McKean, Sheather and Hettmansperger (1994) , the weights w i are of the form given by (2) based on MVE with equal to 2.
Bayesian estimator
In the Bayesian approach the estimators of and are based on their posterior distributions, which depend on the data and the prior distributions.
To allow for the possibility of outliers the errors are modeled as a mixture of two normals. This requires the introduction of a vector of weights !, which determine whether, or not, each observation is an outlier. That is, e N(0; 2 ! ), where ! = diag(!), with ! = (! 1 ; : : :; ! n ). If is a large positive number, to be speci ed later, we take ! i = if the ith observation is an outlier and ! i = 1 if it is not. The posterior distribution of the ith element of ! gives the probability that the ith observation is an outlier.
The priors for !; 2 and are constructed as follows.
1. The weights ! i are a priori independent, with pr(! i = ) = e for i = 1; : : :; n. The paper takes e = 0:05, to re ect the notion that the outliers occur infrequently, and = 100. In our simulations we found that these values of e and consistently work well for outliers of di erent sizes and with the actual percentage of outliers in the range of 0% ? 30%.
2. Given !, the prior for 2 is p( 2 ) / 1= 2 . This is a commonly used prior for 2 and means that log 2 is uniformly distributed on the real line.
3. Given ! and 2 , the prior for is at, that is, non-informative.
Because ! can take on 2 n values it is di cult to obtain its posterior distribution by direct enumeration even for moderate values of n. Instead, the following Gibbs sampler, with and 2 integrated out, is used for the computation. For good introductory discussions of the Gibbs sampler see Gelfand and Smith (1990) and Casella and George (1992) .
Gibbs Sampler:
1. Choose an initial value ! 0] of !; this value is either xed or generated from some distribution.
2. Generate ! i from p(! i jy; ! j6 =i ) for i = 1; : : :; n. This step is repeated a number of times.
The Gibbs sampler produces iterates from a Markov chain which is invariant to the posterior distribution p(!jy). The Markov chain is both irreducible and aperiodic because all densities are positive. It therefore converges to p(!jy), and the iterates generated by the Gibbs sampler are eventually a sample from this posterior distribution.
Step (b) of the Gibbs sampler is usually carried out in two stages. The rst stage is a warmup period at the end of which it is assumed that the sampler is generating iterates from the posterior distribution. The second stage is the sampling period with the iterates of ! generated in this period used for inference.
By integrating out and 2 , it is possible to show that This probability can be evaluated for both ! i = 1 and ! i = 100 and ! i then generated. Similarly, the posterior distribution of ! can be calculated up to a constant so that
Let J w and J s be the lengths of of the warmup and sampling periods, and let ! j] be the jth iterate of !. The posterior mean of and the posterior probability that ! i is equal to are equal to 
We use^ andp i as the estimate of and the estimate that the ith observation is an outlier. A strength of the Bayesian approach is that all outliers are identi ed simultaneously. This contrasts with some other approaches in the literature, where detection is sequential; one or more outliers or in uential points are rst identi ed, for example as having large t-residuals or Cook's distance. Such outliers are deleted and the regression is then rerun, with the the process of outlier detection and deletion continued until no further outliers are detected. For an example of such an approach see section 8.1 of Lawrance (1991) .
Simulation Comparisons
To assess the quality of the various robust estimators we report simulation results for four cases which are representative of more extensive simulations. The rst looks at the performance of the estimators when observations are generated from a three dimensional linear model with normal errors and no outliers. In cases 2, 3 and 4 the regression curve is a function of a single variable although the X matrix may have more than two columns. Outliers are introduced at four levels: 0%, 10%, 20% and 30%; the error standard deviation of the`clean' observations is = 1=4 function range. In all the cases the total number of observations per replication is n = 100. To help the reader visualize cases 2 to 4, for each case a typical realization with a 10% contamination is presented in gures 1(a){1(c).
Case 1: Three dimensional noise.
Observations are generated from a 3 dimensional linear model with normal errors and no outliers. Without loss of generality we take the coe cients of the independent variables as zero. The three independent variables are simulated from a uniform distribution on the domain 0; 1] 0; 1] 0; 1]. The dependent variable was distributed as independent N(0; 1).
Case 2: Linear regression spline.
The independent variable x Uniform(0; 1), and`clean' observations are generated from the model y = f(x)+e, where f(x) = 1+x+10(x? 0:2) + ? 10(x ? 0:8) + , e N(0; 2 ), and (z) + = max(0; z). Outliers are introduced by generating from the same model, but increasing the standard deviation of the errors to 15 . This is a challenging example for high breakdown methods as the regression line in the middle of the data is not the same as on the boundaries. We note that there are no high leverage outliers in this example. This example is important because unknown nonlinear regression functions are often estimated by regression splines, e.g., Hastie and Tibshirani (1990, Ch. 9 ) and Smith and Kohn (1996) . In particular, regression splines are used for robust nonparametric function estimation in section 4.1. The independent variable x Uniform(0; 0:4), and`clean' observations are generated from the model y = 1+2x+e, where e N(0; 2 ). High leverage outliers are introduced by generating the independent variable uniformly on the interval 0.8,1] and increasing the error standard deviation to 15 . The independent variable x Uniform(0; 1), and`clean' observations are generated from the model y = f(x) + e, where e N(0; 2 ) and f(x) = 4+2 cos(6x =5)+1:6 sin(6x =5). Outliers are introduced, that not only have high variance, but also a di erent mean. This is achieved by generating x Uniform(0:3; 0:7), and setting y = f(x) ? 4 + e, where the error standard deviation was increased to 7:5 . The two regressors cos(6x =5) and sin(6x =5) are nonlinear functions of each other and so may trouble the high breakdown estimators as shown for the polynomial case by McKean, Sheather and Hettmansperger (1994) .
Let f(x) be the true regression curve andf(x) the estimated regression curve. For cases 2 to 4 our measure of the performance of the estimators is integrated squared error (ISE) de ned as the integral of (f(x) ?f(x)) 2 over the domain of x. We approximate the ISE by ISE = 1 400
with the z i equally spaced, z 1 = 0 and z 400 = 1:0. For case 1, the ISE was computed at the abcissae of the generated data because it is computationally too demanding to carry out the evaluation on a 400 400 400 grid. One hundred replications were run for each case, noise level and estimator described in section 2. Tables 1 and 2 summarize the results of the simulations. For each regression function and each contamination level, Table 1 gives the ranking of the estimator and the mean over the replicates of the logarithm of the ISE which is the rst number in brackets. For the GRHB estimator the median of the logarithms of the ISE is also reported because it was only for this case that the mean of the logarithms of the ISE is noticeably di erent from the median of the logarithms of the ISE. To avoid di erences in ranking simply due to random variation, we carried out pairwise t-tests on the logarithm of the ISE of the estimators ranked by increasing value of ISE. We use a significance level of 0:33% for each individual case which gives an overall level of signi cance of at most 5% if all 15 comparisons are carried out between the estimators. Table 2 gives the mean percentage increase in the square root of the ISE of each estimator relative to the estimator having the smallest mean root ISE. We use the square root of ISE as it is on the same scale as the data. Tables 1 and 2 indicate that for case 1, the three dimensional regression with no outliers, all the estimators performed similarly with the exception of LMS. The poorer performance of LMS is expected as explained in section 2. The high breakdown estimators LMS, GRHB and GMHB performed very poorly in the linear regression spline case because they determined robust location and scale estimates in the independent variable space from the middle part of the data and relied on the independent variables being approximately elliptically distributed in determining the weights in (2) and (3). In this case, the independent variables x; (x?0:2) + and (x?0:8) + have a very nonelliptical distribution leading to a choice of weights that ignores informative data.
For the regression spline, the Bayesian estimator performed best, with the Huber estimator next. However, for case 3, which is a simple linear regression with high leverage outliers, the high breakdown estimators GRHB and GMHB performed best. Nevertheless, the Bayesian mean estimator outperformed LMS except at the 30% contamination level. For case 4, the trigonometric case, the Bayesian mean performed best, but LMS and Huber performed poorly.
Overall, the Bayesian estimator performed considerably better than both Huber and least squares. It was often much better than both these estimators and for those cases where its performance was worse, the di erence in performance was at most 1.5% as judged by the mean of the root of ISE. Except for case 3, the Bayesian estimator outperformed the high breakdown estimators. These estimators performed particularly poorly for the regression spline case.
To judge the performance of the Bayesian estimator visually, gure 1 plots the curve estimates for cases 2 to 4, for the 10th worst estimates in terms of ISE, the median estimates in terms of ISE, and the 10th best estimates in terms of ISE. The plots con rm the good performance of the Bayesian estimator suggested by the comparisons of ISE. They also show that improved performance in terms of ISE corresponds to better visual performance.
For the four cases examined we conclude that overall the Bayesian estimator compared favorably to the other estimators. 
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Details of the Simulation
The estimators used in this section were implemented as follows. The least squares estimates, Huber's M estimates, and the least median of squares estimates were obtained using S-Plus, version 3.1. The programs to compute the GMHB, GRHB, and the Bayesian estimates were written in Fortran. The MVE estimates for both GMHB and GRHB were obtained using S-plus. The warmup and sampling periods for the Bayesian estimators were 50 and 300 iterations. seconds for the linear function to 5 seconds for the regression spline. The corresponding times for the LMS estimator were 4 seconds and 7 seconds. Furthermore, the Bayesian algorithm is O(n). An IBM Power PC with 32 MB of RAM, which is a low end modern workstation, was used for all the simulations.
4 Robust univariate nonparametric regression.
Nonparametric estimation
We now outline the Bayesian approach for robust nonparametric regression proposed by Smith and Kohn (1996) . Suppose that y i = f(x i ) + e i ; i = 1; : : :; n ;
where y i is the ith observation and f is a smooth regression function. As in section 2, to allow for outliers in the data we model the errors as a mixture of two normals. Given !, the errors e = (e 1 ; : : :; e n ) 0 are independently distributed so that e i N(0; ! i 2 ), for all i, with ! i = 1 or 100. We approximate f by the regression spline 1 + 2 x + 3 x 2 + 4 x 3 + m X k=1 k+4 (x ?x k ) 3 + ;
(6) wherex 1 ; : : :;x m are m knots placed along the domain of the independent variable x, such that min(x i ) <x 1 < <x m < max(x i ), and (z) + = max(0; z). Let r = m + 4, x = (x 1 ; : : :; x n ) 0 and let 1 be a vector of n ones.
If we de ne the n r design matrix X = (1; x; x 2 ; x 3 ; (x ? 1x 1 ) 3 + ; : : :; (x ? 1x m ) 3 + ) and the r 1 coe cient vector = ( 1 ; : : :; m+4 ) 0 , then by replacing f in (5) by the approximation (6), the nonparametric regression problem can be expressed as the linear regression model y = X + e. The most important question associated with tting such a regression spline is the choice of both the number and the location of the knotsx 1 ; : : :;x m ; see, for example, Friedman and Silverman (1989) . If the knots are badly located, details of the curve can be missed, while if too many knots are included the tted spline based on these knots will have high local variance. One way to solve this problem is to introduce a large number of knots from which a signi cant subset can be selected. The problem then becomes one of robust variable selection where each knot corresponds to a column of the design matrix from which a signi cant subset is to be selected. We use Bayesian variable selection to solve this problem.
Bayesian variable selection.
Let be a r 1 vector of indicator variables where the ith element i = 0 if i = 0, while i = 1 if i 6 = 0. Given , let consist of all the nonzero elements of and let X be a matrix of the corresponding columns of X. Therefore, for any given , we can write the linear model as y = X + e
We make the following prior assumptions on !; 2 , and .
(a) The priors for 2 and ! are the same as in section 2.
(b) Given 2 and !, the i are a priori independent with pr( i = 1) = i for each i.
In this paper we take i = 1 2 , for all i, to represent the absence of prior knowledge on which terms should be included. In all our empirical work we standardized the X matrix as in Dongarra et al. (1979) and take c = 100. In extensive testing we have found that the results are relatively insensitive to the choice of c, for c 10. The reason for choosing a large value of c, and in particular c = 100, is that for such a large value the prior for , given 2 and !, contains very little information about compared to the likelihood.
The Bayesian approach estimates the regression curve robustly using the posterior distributions of the parameters. To make the computation tractable we use an expanded Gibbs sampler which is described as follows.
Gibbs Sampler
Choose initial values 0] and ! 0] of and !. Then, successively generate from: (i) p( i jy; j6 =i ; !) for i = 1; : : :; r; (ii) p(! i jy; ! j6 =i ; ) for i = 1; : : :; n.
This Gibbs sampler does not condition on and 2 when generating and !. A sampling scheme that conditions on tends to be either reducible or converge too slowly to be practical; see Smith and Kohn (1996) .
To generate i we note that p( i jy; j6 =i ; !) / i (1 + c) ?q =2 S( ; !) ?n=2 ; 
The conditional distribution of i is obtained by evaluating (7) for i = 0 and 1 and normalizing. It is then straightforward to generate i . Similarly, the value of ! i can be generated from its conditional probability p(! i jy; ; ! j6 =i ) / (! i ) ? 1 2 S( ; !) ?n=2 p(w i ) :
Two types of Bayesian estimates of and ! are obtained. The rst consists of mixture estimates of and the posterior probability that ! i = , for i = 1; : : :; n. Let J w and J s be the warmup and sampling periods and The corresponding estimate of the regression function is obtained usinĝ = (X 0 ?1 ! X ) ?1 X 0 ?1 ! y ; evaluated at the optimal coe cient and outlier combination ( ; !) = (^ ;!). Outliers are determined by!.
We usually estimate the regression function and the outliers using the mixture estimates because they are require about ten times fewer iterations than the modal estimates to obtain estimates of similar quality. The modal estimates are mainly used in the additive semiparametric setting discussed in section 5 if it is also necessary to select variables. Raftery, Madigan and Hoeting (1993) advocated the use of mixture estimates for variable selection in linear regression using a prior that is related to the one above.
Robust estimation and model mis-speci cation.
When a nonlinear regression model is mis-speci ed as a linear model, robust linear estimation a ords some protection by locating any linearity in the data and down-weighting any discrepant observations as outliers. However, when more than fty percent of the data is distinctly nonlinear even the high breakdown methods may not produce any meaningful results. In such cases a robust nonparametric estimator becomes necessary.
To illustrate, consider two cases based on the following regression function,
for 0 < x < 2 2x ? 6 for 2 < x < 3 2x ? 12 for 3 < x < 4
In the rst case, sixty observations were generated from (5) using the f dened above with x uniformly distributed in the range (0; 2), and forty observations with x uniformly distributed in (3; 4) . The errors were distributed as standard normal. The least squares, Bayesian linear posterior mean, GMHB and LMS estimates were computed for this data and the corresponding regression curve estimates plotted in gure 2(a). The least squares and the Bayesian linear estimators broke down. Only the high breakdown linear estimators GMHB and LMS did better. They focused on the majority of the data and tted the correct regression curve in the interval 0 x 2. Regression diagnostics could then be used to study the regression curve for the other 40% of the data. A robust Bayesian nonparametric estimate (modal) of the regression curve was also computed and plotted in gure 2(a). The plot shows that the nonparametric estimator performed well in both sections of the domain.
In the second case, forty observations were generated with x Uniform(0,2), thirty with x Uniform(2,3) and thirty with x Uniform(3,4). All estimators were calculated as in the rst case and plotted in gure 2(b). All the linear estimators failed to identify the functional relationship on any section of the domain. The robust nonparametric estimator produced a good approximation to the piecewise linear function. This example illustrates that high breakdown estimators can fail to deal with grouped data when a piecewise linear relationship exists, but there are more than two groups. 
Simulation comparison
This section uses simulation to study the performance of the robust Bayesian estimators and compares it to the L 1 quantile smoothing spline estimator proposed by Koenker, Ng and Portnoy (1994) . We use the median quantile which means that this estimator is the solution tô 
over all f that are continuous on 0; 1], with absolutely continuous rst derivative and absolutely integrable second derivative. In (11), we assume, without loss of generality, that the independent variable lies in 0; 1]. The smoothing parameter in (11) needs to be estimated from the data. Koenker, et al. (1994) suggested estimating using the following information criterion, by numerically evaluating it over a grid of potential values of .
Here, p is the number of interpolated data points and, for given ,f is the solution to (11).
The following three test functions were used in the simulation f 1 (x) = = 1 3 fB 10;5 (x) + B 5;10 (x) + B 7;7 (x)g f 2 (x) = 1 + 2x f 3 (x) = sin(2 x 3 )
where B p;q (x) is a beta function with parameters p and q. The function f 1 requires a smoother with a single bandwidth, f 2 is a straight line (such functions are used frequently in regression), and the function f 3 is of a type that requires a degree of`local adaptability' to capture the di erent curvature on both the left and right hand sides of the function domain. One hundred observations of the independent variable were generated from a Uniform(0,1) distribution, while one hundred corresponding observations of the dependent variable y were generated from the a univariate nonparametric regression model for functions f 1 ; f 2 and f 3 . Ninety of these were`clean' observations, having error standard deviation = 1 4 function range, while ten were`dirty', having error standard deviation = 15 4 function range. A single such simulated data set generated for each of the two functions is shown in gures 3(a), 3(d) and 3(g).
Both the robust Bayesian nonparametric estimator and the L 1 quantile smoothing spline were t to these data. Figures 3(b) , 3(e) and 3(h) plot thè clean' data points, along with the true curve and Bayesian mode, Bayesian mean and L 1 quantile smoothing spline estimates for each of the three functions on the full data sets. All estimators appear to down-weight the outlying observations appropriately. However, the L 1 quantile smoothing spline has problems dealing with f 1 , which is poorly t by such an e ectively piecewise linear estimator, and f 3 , which requires a degree of local adaptability not displayed by a smoothing spline using a single smoothing parameter. The L 1 estimator performed well on the linear function f 2 because is is piecewise log(AISE) log(AISE) linear.
To ensure that the generated data was representative, the simulation was repeated one hundred times and the ISE calculated as a measure of the quality of the various function estimates. The resulting boxplots of the log e (ISE) of the Bayesian modal estimate (MODE), Bayesian mean estimate (MEAN), and the L 1 smoothing spline estimate (LQSS2) are shown in gures 3(c), 3(f) and 3(i). They con rm the conclusions reached above.
To benchmark the overall performance of the L 1 smoothing spline estimator and the robust Bayesian estimators, the kernel weighted local linear estimator proposed by Ruppert, Sheather and Wand (1995) , along with the L 1 smoothing spline estimator, were t to only the`clean' data and the corresponding boxplots of the log e (ISE) of the kernel estimator (KER) and the L 1 estimator (LQSS1) are also given in gures 3(c), 3(f) and 3(i). They reveal that the L 1 smoothing spline is robust and that the Bayesian estimators appear highly e ective in detecting the underlying signal, while down-weighting the outlying observations.
In all the simulations, the Bayesian mean estimates were based on warmup and sampling periods of 50 and 300 iterations respectively. The modal estimate required 3000 iterations for estimates of similar quality.
We also compared the run times of the L 1 estimator and the robust Bayesian mean estimator for the three functions using the two sample sizes, n = 100 and n = 200. For both examples the error standard deviation was 1=4 the range of the function. For the Bayesian estimator the warmup period was 50 iterations and the sampling period was 300 observations. The times are given in table 3 and show that the Bayesian estimator is much faster than the L 1 estimator. The reason for the disparity in the running times of the L 1 estimator across functions is that most of the computation time involves the grid search for , and a smaller grid was chosen for the linear function than for the other two functions. The code for both the L 1 estimator and the Bayesian estimators was written in Fortran. 
Software
The software to estimate robustly a semiparametric regression is called`br' and was written by Mike Smith. It is available from him and from the S archive in Statlib.
5 Robust additive nonparametric regression.
Consider an additive regression model
If some of the f j are assumed linear in x j and the rest are assumed to be unknown smooth functions of their arguments then (12) is called a semiparametric model. We model the unknown nonlinear f j using regression splines, as in section 4.1, but to ensure that all the f j are properly identi ed we also require the normalization condition f j (0) = 0 for j = 1; : : :; l. Therefore, the model (12) can be written as a linear model by combining the design matrices corresponding to the individual f j and also adding a column of ones. By applying Bayesian variable selection as in section 4.2, the functions f j can be estimated robustly.
To illustrate the potential of such a methodology, we apply it to the elec-tricity savings data collected by Hirst, White, Holub and Goeltz (1985) and further examined by Mitchell and Beauchamp (1988) . This data set consists of 401 observations of a dependent variable, y, measuring electricity savings (in kilowatt hours per year) against the following ten potential predictors. We model the continuous variables (x 5 ; x 8 ; x 9 and x 10 ) using cubic regression splines as discussed in section 4.1. The variables (x 2 ; x 3 ; x 4 and x 7 ) are highly discrete (see gures 4(a){(d)) and are modeled using linear regression splines with knots placed at the values of highest frequency as they are not well modeled using piecewise cubic polynomials. The full model is y = + 1 x 1 + f 2 (x 2 ) + f 3 (x 3 ) + f 4 (x 4 ) + f 5 (x 5 ) + 6 x 6 + f 7 (x 7 ) + f 8 (x 8 ) + f 9 (x 9 ) + f 10 (x 10 ) + e :
For each of the continuous variables the knots are set to follow the density of the observations; a knot being placed every 35 observations. This gives a total of 11 knots which, when combined with the 3 polynomial terms, means that the 4 continuous variables possess a total of 14 terms each. Thus, there are a total of 67 columns in the design matrix as the linear regression splines have 5, 3, 4 and 6 knots plus 4 linear terms. The modal estimate (^ ;!) was obtained by robust variable selection, using a sampling run of 3000 iterations. Based on these, the estimates of the regression coe cients{and hence of the unknown functions themselves{were obtained using weighted least squares. Figures 4(a){(h) plot the component estimates as solid lines with the scatter plots being the partial residual plots from the t; the circled points are the observations which are down-weighted as outliers by!. The dummy variable x 1 and the intercept were not selected by the modal estimate, while 6 = 2695:957. Of the continuous variables, x 3 was also not selected by the modal estimate. The few outliers found in this data set have relatively low leverage. The variables x 2 ; x 5 ; x 8 ; and x 9 appear to enter nonlinearly. The (weighted) R 2 of this regression is 0.6132, substantially higher than the gure of 0.46 obtained from a robust linear t. The two values of R 2 are not comparable, strictly speaking, as the rst is obtained after carrying out variable selection. Nevertheless, the nonlinearity of some of the function estimates and the higher value of R 2 suggest that the nonparametric t is better than the robust linear t. The posterior mean estimates of the components were similar to the modal estimates and are not presented.
For comparison, a non-robust nonparametric regression was also performed in exactly the same way and function estimates based on the resultinĝ determined. Because of the low impact of the outliers most of the function estimates are unchanged. However, the estimate for f 10 was perturbed by a single outlying observation lying on a section of the domain of X 10 containing few data points. The function estimate, and corresponding partial residuals, are plotted in gure 4(i). All the observations previously determined to be outliers are circled, while the o ending data point is marked by a cross. This comparison highlights the danger of non-robust nonparametric regression in the presence of even relatively few and unremarkable outlying data points.
E cient implementation
For the Bayesian approach to be a practical solution to robust linear regression and robust nonparametric regression, the Gibbs samplers in sections 2 and 4 need to be implemented e ciently. This section shows how to generate ! i , given ! j6 =i and , in the Gibbs sampler of section 4. The e cient generation of i , given j6 =i and !, is discussed in Smith and Kohn (1996) .
Suppose ! 1 ; : : :; ! i?1 have already been generated. To generate ! i it is necessary to evaluate the right side of (9) These terms allow the conditional probability of ! i to be evaluated and ! i generated.
If the generated value of ! i is not the same as the previous value then the Cholesky decomposition of C(! i ) is also updated. This update is necessary to generate ! i+1 if i < n, or to generate 1 if i = n. The required Cholesky decomposition is obtained e ciently from L using the updating algorithms in Dongarra et al. (1979, ch. 8) . For most i, this Cholesky update is not required because the previous value and the generated value will be the same, that is, an observation that is not identi ed as an outlier previously will not be identi ed as an outlier when ! i is generated, and vice versa.
We evaluate the term b 0 C ?1 b for the alternative value of ! i as above, rather than by updating the Cholesky decomposition of C, because it is more than twice as fast to do so.
