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Moment problems, with finite, preassigned support, regarding the probability distribution, are 
formulated and used to obtain sharp lower and upper bounds for unknown probabilities and ex- 
pectations of convex functions of discrete random variables. The bounds are optimum values of 
special linear programming problems. Simple derivations, based on Lagrange polynomials, are 
presented for the dual feasible basis structure theorems in case of the power and binomial moment 
problems. The sharp bounds are obtained by dual type algorithms and formulas. They are 
analoguous to the Chebyshev-Markov inequalities. 
1. Introduction 
Let t be a discrete random variable, the possible values of which are known to 
be the numbers zo<zl<~-. <z, . Introduce the notations 
p;= P(( = z;), i = O,l,...,n. (1.1) 
Suppose that the probabilities (1.1) are unknown but known are either the power 
moments ,Q=E(~~), k= 1, . . . , m or the binomial moments S,=E[($)], k=l,...,m, 
where m<n. Our aim is to minimize or maximize a linear functional, defined on 
{p;}, subject to the constraints that arise from the moment equations. In other 
words, we consider the following linear programming problems 
min resp. max (fop0 +fiP, + ... +f,P,}, 
subject to Po+Pl+ *** +p7, = 1, 
ZOPO + 21 PI + .--+znpn=rU1, 
2,2p,+z;p1+-- +z;P,=h 
min rev. max (fop0 +fiPl + **a +f,P,l, 
subject to Po+Pl+ *-*+pn= 1, 
(1.2) 
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ZOPO + 21 PI + ... + z&P” = s, , 
(~)Po+(Z;)P1+...+(~)Pn = s2, (1.3) 
(3)Po+(~)P,+...+(‘,“)Pn=S,, 
po2o,p120 ,..., Pn20. 
Problems (1.2) and (1.3) will be called the power and binomial moment problems, 
respectively. The matrix of the equality constraints in either problems, its columns 
and the right-hand side vector will be designated by A; ao, al, . . . , a,, and b, respec- 
tively. Thus, in case of the power moment problem 
(1.4) 
and in case of the binomial moment problem 
ai= I(], i=O,l,..., n; b= [ii]. (1.5) 
Problems (1.2) and (1.3) can be transformed into each other by the use of the Stir- 
ling numbers of the first and second kind, designated by s(l, k) and S(1, k), respec- 
tively, and defined by the equations 
(z), = f: s(L mk, 
k=O 
2’ = f: s(l, k)(&, 
(1.6) 
k=O 
where (~)k=~(~-l)..‘(Z-_+l) for k-1,2,..., (& = 1. Let slk = s(i, k)//! , s/k = 
S(I, k)k !. Applying (1.6) for z = r and taking expectations on both sides, we see that 
when multiplying the vectors (1.4) by the matrix 
(1.7) 
from the left, we get the vectors (1.5) and multiplying the vectors (1.5) by the matrix 
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T2 = (1.8) 
from the left, we get the vectors (1.4). We have the relation T, = T;‘. 
AS regards the f vector, we consider four special cases in more detail. Before 
presenting these, we mention that instead of the notation fk we will alternatively 
use the notation f(zk) and sometimes extend the definition of the function f to all 
points of the interval [zo,z,]. The four special cases are the following. 
(1) The function f has positive divided differences of order m + 1 on the set 
{Zo,Z,, **., z,}, in other words, the function f, defined on this discrete set, is convex 
of order m + 1. This condition is satisfied if f is defined in [zo,z,] and f(m+l)(.z)>O 
in the interior of this interval. The optimum values of problems (1.2) and (1.3) give 
sharp lower and upper bounds for E [f(r)]. 
(2) f,= 1, fi= 0, if i # r, for some 01 TI n. The optimum values of problems 
(1.2) and (1.3) give sharp lower and upper bounds for P(r = z,). 
(3) fo=.-.=fr_l=O, f,=..-=f,=l, for some l<rln. The optimum values of 
problems (1.2) and (1.3) give sharp lower and upper bounds for P(r2 z,.). 
(4) Assuming zi = i, i = 0, 1, . . . , n and restricting ourselves to problems (1.3), let 
A=(i), i=O,l,..., n, where t is an integer satisfying m + 15 t< n. If (pi} is the true 
probability distribution, then we have the equality fop0 + a-1 + f,p, = S, . Thus, the 
optimum values of problems (1.3) give sharp lower and upper bounds for S,, based 
on the knowledge of S,, . . . , S, . 
One of the most important chapters of the classical theory of moments is that of 
the Chebyshev-Markov inequalities (see, e.g., [ 111). In these inequalities lower and 
upper bounds are given for functionals on probability distributions subject to some 
moment conditions. The support of the probability distributions used in the mo- 
ment constraints is an interval on the real line, and it is shown that the extremal 
values of the functionals are attained at principal and canonical representations of 
the moments, under some conditions. 
Even though the extremal distributions are discrete, the location of their mass 
points can be arbitrary. There are many practical problems, however, where the sup- 
port of the probability distributions, which come into account, is known to be a 
special finite set. This is the case, e.g., in the binomial moment problems discussed 
by Prekopa [15,16], where the random variable <, some of the binomial moments 
of which are supposed to be known, can take the values 0, 1, . . . , n, only. In fact, < 
equals the number of events which occur, out of n given events. For these problems 
the classical Chebyshev-Markov inequalities do not give the right lower and upper 
bounds, in general, because there is no guarantee that the principal and canonical 
representations of the given moments realize on the given finite set. On the other 
hand, through the solution of the discrete moment problem, in the above sense, we 
can provide with approximate solution that variant of the moment problem, in which 
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the support of the probability distribution is a finite interval on the real line but not 
restricted otherwise. In fact, any such probability distribution can arbitrarily closely 
be approximated by a discrete distribution with finite support, hence, choosing a 
satisfactorily dense subdivision of the interval, in which the random variable 4 takes 
its values and applying our algorithms, the desired approximations can be obtained. 
Discrete moment problems have been considered by Karlin and Studden [9], where 
the support of the random variable forms an infinite sequence. Our approach is 
different. Using powerful linear programming theory and algorithms we are able to 
obtain closed form formulas as well as algorithmic bounds in a relatively simple way. 
Section 2 deals with some basic notions and theorems. In Section 3 we character- 
ize the dual feasible bases of the linear programming problems involved. In Section 
4 generalizations and algorithmic solutions of the problems are mentioned. In Sec- 
tion 5 the power moment problem is analysed in more detail and closed form bounds 
are derived for probabilities, expectations and higher order binomial moments. 
2. Basic notions and theorems 
In what follows we will frequently use the word “minor” in the following sense: 
a minor is the determinant of a finite part of a given matrix traced out by the same 
number of rows as columns. If these rows and columns are consecutive, then the 
minor is called a block minor. The determinant of a matrix B will be designated 
by PI. 
Let f be a function defined on the discrete set z. < zl < a.. < zn. The first order 
divided differences off are defined by 
[z. z. 
I, r+l ]f : f(zi+l)-f(zi) , i = (),I)..., n-1. 
Zi+l -Zi 
The kth order divided differences are defined recursively by 
tZi7 ***9 L+ 
z, klf= [Zi+lr...rzi+klf-[zi,...,z,+k-llf, kr2, 
Zi+k-Zi 
The function f is said to be kth order convex if all of its kth order divided dif- 
ferences are positive. It is well known (see e.g. [S]) that 
1 1 . . . 1 
Zi Zi+l *‘* Zi+k 
k’p 1 k-1 . . . Z;+-k’ 
*‘* f(Zi+k) 
[Zi, . * * 9 Zi+klf= 
?iZ;) $+ll) 
1 1 ... 1 
Zi Zi+l ‘.. Zi+k 
k’- 1 
Z, 
k-l 
Zi+l ... 
k-l 
Zi+k 
Z,’ Z,‘+ , ‘* * $+ k 
-, OSiln-k. (2.1) 
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The denominator in (2.1) is a Vandermonde determinant which is always positive, 
hence the sign of [z;, . . . , ~~+~]fdepends on the sign of the determinant standing in 
the numerator. The functionfis increasing iff all first order divided differences are 
positive. The function f is said to be convex iff for every 0 I i < j < k I n we have 
fCZj) < Ef(Zi) + 
I 
Ef(zA 
I 
(2.2) 
i.e., the second order divided differences are positive. For this, it is sufficient to 
assume that (2.2) holds for all 0 I is n - 2, j = i + 1, k = i + 2. The corresponding 
assertion for higher order differences is also known (see e.g. [14]). We show that 
it is an immediate consequence of a theorem of Fekete. 
Theorem 2.1 [6]. Let us consider a matrix of m + 2 rows and n + 1 columns, where 
m 2 1 and n > m. Suppose that 
(1) all block minors of order m + 2 are positive; 
(2) all minors of order m + 1 from the first m + 1 rows of the matrix are positive. 
Under these conditions all minors of order m + 2 are positive. 
Since all Vandermonde determinants are positive, this theorem implies 
Theorem 2.2. If the (m + 1)st divided differences of the function fare positive on 
consecutive points, then all minors of order m + 2 of the matrix 
(2.3) 
are positive. In other words, the (m + 1)st divided differences corresponding to any 
(m + 1)-element subset of {zo, .. . , z,} are also positive. 
We will also need 
Theorem 2.3. Let 11i<...<i,<...<i,.21n. Then, we have 
(_l)t 0 ... 0 1 *** 1 > o, 
a;, **a ai, a;,+, .a. aim+z 
where the vectors ai, . . . , ai,+z are all of the type in (1.4) or all of the type in (1.5). 
Proof. Consider first the vectors in (1.4). We remark that if uo< or < +.. < u, , then 
the Vandermonde determinant corresponding to these numbers equals 
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, (2.4) 
hence the determinant on the right-hand side is positive. A simple argument shows 
that 
The first element in the first row of this determinant is equal to 1, the others are 
0. Hence, we have a determinant of the type (2.4) and thus, the inequality is proved. 
The assertion for the vectors in (1.5) follows by the fact that if ao, . . . , a, are the 
vectors in (1.4), then Tr a,, . . . , Tl a,, are the vectors in (1 S) and 1 Tl I> 0. 0 
This theorem can be interpreted so that, defining g(zi,) = *** = g(zi,) = 0, g(Zi,+,) = 
... = g(zi,+,) = 1, we have the inequality 
(--l)f+m+‘[Zil,...,Zim+Z]g>O. 
3. The structure of the dual feasible bases 
In both problems (1.2), (1.3) the matrix A has full rank. Let B be an (m + 1) x 
(m + 1) part of A and designate by I the set of subscripts of those columns of A 
which form B. The collection of these vectors, as well as the matrix B, is called a 
basis. Sometimes we write B(I) instead of B. Let fs designate the vector of the 
basic components off. The vector y satisfying 
yTB = f; (3.1) 
is called the dual vector corresponding to B. The basis B is said to be dual feasible, 
relative to the minimization (maximization) problem, if we have 
_ 
yTaPIfP forpE{O,...,n}--I 
(yTaprf, forpE{O,...,n}-1). 
(3.2) 
If for every PE (0, . . . . n} -I we have yTap#fp, then the basis is said to be dual 
nondegenerate. 
The inequalities (3.2) are called the condition of optimality because if the basis 
B is primal feasible and (3.2) holds, then B is an optimal basis and the corresponding 
solution is an optimal solution to the problem. The differences fP - fzB-‘a, satisfy 
the equations 
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-fzB-‘aP = fP 
dP >(> 
, 
UP 
PE (4 *a*, n} -I, hence we get the formulas 
& fB’ 
fp-flB-‘ap = I I UP 
B 1 fp f; 
lfl =map B’ 
I I 
I I 
0 B 
PE{O,...,tz}-I. 
(3.3) 
(3.4) 
Let b, ao, . . . , a,, be the vectors in (1.4). Then, the equality constraints in problem 
(1.2) can be written in the form 
(~,~o)~o+--~+(~lan)pn = W 
and we have 
(T,B)-‘7’,b = B-lb, 
&-fi(FB)-‘(Gap) =f,-f:B-‘a,. (3.5) 
Thus, r, B is a primal feasible basis in problem (1.3) if and only if B is primal 
feasible in problem (1.2) and Tr B is a dual feasible basis in the minimization (max- 
imization) problem (1.3) if and only if B is a dual feasible basis in the minimization 
(maximization) problem (1.2). 
Let L,(z) be the Lagrange polynomial of order m, corresponding to the points 
Zip iE1, i.e., 
where 
LZ(z) = f f(Zi)LZ,i(Z)* (3.6) 
i=o 
Lz, I(Z) = 
IIjcZ-{i}(z-Zj) 
IIjcZ-{i)(Zi-Zj) . 
Define the vector 
for every real z. We assert that 
f;B-‘(I)b(z) = Lz(z). 
In fact, I = a; for ie I, hence 
f:B-‘(l)b(z;) =f(zJ, iel. 
(3.7) 
(3.8) 
(3.9) 
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Thus, (3.8) holds for every real z. By a well-known formula in approximation 
theory, we have 
f(z)-&(z) =i~~(z-Z,)[z,z;,iEllf, (3.10) 
valid for every z for which f is defined. From the above discussion a nice 
characterization follows, for the dual feasible bases, in terms of Lagrange poly- 
nomials: in the minimization (maximization) problem (1.2) a basis B(Z) is dual feasi- 
ble if and only if the function f(z) runs above (below) L,(z) for every z;, i al. 
Relation (3.10), on the other hand, shows that if we have knowledge about the 
sign of the divided differences [z, zi, i E I] f, then we can find out what subscript sets 
Z determine dual feasible bases. These observations enable us to present simple 
proofs for the following three theorems. 
Theorem 3.1. Suppose that all (m + 1)st divided differences of the function f(z), 
ZE {ZO,Zl, ***, z,} are positive. Then, in problems (1.2), (1.3), all bases are dual 
nondegenerate and the dual feasible bases have the following structures, presented 
in terms of the subscripts of the basic vectors: 
m+ 1 even m+l odd 
minproblem {j,j+l,..., k,k+l} {O,j,j+l,..., k,k+l} 
maxproblem (O,j,j+l,..., k,k+l,n} {j,j+l,..., k,k+l,n}, 
where in all parentheses the numbers are arranged in increasing order. 
Proof. It is enough to prove the theorem for problems (1.2). Let Z be any basis 
subscript set. If ZI$ (zi, ie Z}, then, by equation (3.10), f(z) - Lt(z)#O. Hence, the 
corresponding basis is dual nondegenerate. 
As regards the structures of the dual feasible bases, consider the minimization 
problem, where dual feasibility means f(z) -L,(z) > 0, for z $ {Zi, i E Z}. By assump- 
tion, [z, Zi, i E I] f > 0 for z $ {zi, i EZ}, hence for every such z we must have 
n (z-Zj) > 0. 
jcI 
This requirement is satisfied if and only if Z consists of consecutive pairs, if m + 1 
is even and it consist of 0, furthermore, consecutive pairs from 1, . . . , n, if m + 1 is 
odd. 
If we have a maximization problem, then the dual feasibility of B(Z) means 
f(z) - Lt (z) < 0 for z $ (zi, i E Z}, thus, for every such z we must have 
n (Z- Zj) < 0. 
jeI 
This requirement determines the remaining two structures of the set I. Cl 
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Remark. It is interesting to remark that the optimal basis is the same for all func- 
tions f, the (m + 1)st order divided differences of which are positive. This holds 
separately for the minimization as well as the maximization problem. 
Theorem 3.2. Suppose that f, = 1 and fi = 0 for i # r, where 0 I r-5 n. Then every 
dual feasible basis subscript set I has one of the following structures: 
minimization problem, m + 1 even 
l WI, 
l {O,i,i+l,..., j,j+l,r-l,r,r+l,k,k+l,..., t,t+l), if2rrln-1, 
l {i,i+l,..., j,j+l,r-l,r,r+l,k,k+l,..., t,t+l,n}, if llrln-2, 
l (O,l,i,i+l,..., j,j+l}, if r=O, and 
l (i,i+l,..., j,j+l,n-l,n}, if r=n; 
minimization problem, m + 1 odd 
l reL 
l {O,i,i+l,..., j,j+l,r-l,r,r+l,k,k+l,..., t,t+l,n}, if21rSn-2, 
l {i,i+l,..., j,j+l,r-l,r,r+l,k,k+l,..., t,t+l), if lrrln-1, 
l {O,l,i,i+l,,.., j,j+l,n}, if r=O, and 
l (O,i,i+l,..., j, j+l,n-l,n}, if r= n; 
maximization problem, m + 1 even 
l {i,i+l, .,., j,j+l,r,k,k+l,..., t,t+l,n), if Olr%n-1, 
l {O,i,i+l,..., j,j+l,r,k,k+l,..., t,t+l}, if llrln; 
maximization problem, m + 1 odd 
l {i,i+l,..., j,j+l,r,k,k+l,..., t,t+l}, if OSrln, 
l (O,i,i+l,..., j,j+l,r,k,k+l ,..., t,t+l,n}, if Isrln-1, 
where in all parentheses the numbers are arranged in increasing order. If n > m + 2, 
then all bases for which re I, are dual degenerate. The bases in all other cases are 
dual nondegenerate. 
Proof. On the basis of relations (2.1), (3.8) and (3.10), the proof is straightforward. 
To illustrate how the structures can be obtained, consider the minimization pro- 
blem, assume that m + 1 is even, 2 5 rI n - 1, r E I and there are an even number of 
integers in I which are less than r. Then, by relation (2.1) we have 
[z,.q,iEllf>O, if z<z,, 
[z,z;,iEZlf<O, if z>z,. 
Thus, the product 
n (z-zj) 
jE1 
must be positive, for z< z, and negative, for z> zr . These requirements determine 
the second structure among those listed above. 0 
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Theorem 3.3. Suppose that f0 = **a =f,_,=O, f,=---=f,=l, where lsrsn. Then, 
every dual feasible basis subscript set has one of the following structures: 
minimization problem, m + 1 even 
l Zc{O,..., r-l), if rrm+l, 
l {O,i,i+l,..., j,j+l,r-l,k,k+l,..., t,t+l}, if 21rln-1, 
l {i,i+l,..., j,j+l,r-l,k,k+l,..., t,t+l,n}, if 15rSn; 
minimization problem, m + 1 odd 
l ZC{O,..., r-l}, if r?m+l, 
l {O,i,i+l,..., j,j+l,r-l,k,k+l,..., t,t+l,n}, if 21rln, 
l {i,i+l,..., j,j+l,r-l,k,k+l,..., t,t+l}, if llrln-1; 
maximization problem, m + 1 even 
l Zcjr,..., n}, if n-r2m, 
l {i,i+l,..., j,j+l,r,k,k+l,..., t,t+l,n}, if lsrln-1, 
l {O,i,i+l,..., j,j+l,r,k,k+l,..., t,t+l}, if llrln; 
maximization problem, m + 1 odd 
l ZC{r, . . . . n}, if n--rLm, 
l {i,i+l,..., j,j+l,r,k,k+l,..., t,t+l}, if 15r5n, 
l {O,i,i+l,..., j,j+l,r,k,k+l,..., t,t+l,n}, if llr5n-1, 
where in all parentheses the numbers are arranged in increasing order. Those bases 
forwhichZC(0 ,..., r-l) (Zc{r ,..., n}) are dual nondegenerate in the minimization 
(maximization) problem, if r > m + 1 (n - r + 1 > m + 1). The bases in all other cases 
are dual nondegenerate. 
Proof. Based on relations (2.1), (3.8), (3.10) and Theorem 2.3, the proof can be car- 
ried out by using very similar ideas as those, used in the proofs of the former two 
theorems. 0 
Theorem 3.4. Assume that in problems (1.3) we have zi = i, i = 41, . . . , n and J = 
(t), i=O,l,..., n for some integer t, satisfying m + 1 I t 5 n. Then every dual feasible 
basis subscript set has one of the following structures: 
minimization problem, m + 1 even 
l Zc{O,...,t-1}, 
l {i,i+l,..., k,k+l}; 
minimization problem, m + 1 odd 
l Zc{O,...,t-1}, 
l {O,i,i+l,..., k,k+l}; 
maximization problem, m + 1 even 
l (O,i,i+l,..., k,k+l,n}; 
maximization problem, m + 1 odd 
l {i,i+l,..., k,k+l,n). 
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IfIC{O,..., t - 1> and t z m + 2, then the basis is dual degenerate in the rninimiza- 
tion problem. The bases in all other cases are dual nondegenerate. 
Proof. We use equation (3.4) to prove this theorem. Let IC { 0, . . . , t - I}. Then 
fB=O and 
jBI >o, (3.11) 
hence the basis is dual feasible. If t>m + 2, then there exists a nonbasic ap with 
fp=O, consequently the second determinant is zero for this p, meaning that the 
basis is dual degenerate. In all other cases the second determinant in (3.11) can be 
rearranged so that it becomes a minor of the Pascal matrix, having all positive 
elements in the main diagonal and above it. We only have to put the row of fp, f; 
in the last row (m + 1 row interchanges) and put the first column in its “right place”, 
so that the column subscripts form an increasing sequence. All such minors are 
positive, by [ 15, Theorem 41. This means that the equality sign in the relations (3.2) 
cannot occur and the basis subscript set must have the relevant structure mentioned 
above. 0 
4. Generalization and solutions of problems 
In this section we extend Theorems 3.1, 3.2 and 3.3 for the more general problem 
min resp. max {f0p0+fipl+ ... +f,p,l 
subject to Po+PI + ***+p” = 1, 
aloP + al 91 + . ..+al.,p,, = b,, 
a20po+a21pl+...+a2npn = b2, (4.1) 
amopo+amlp~ + . ..+amnpn = b,, 
poro,p1zo )...) pnlO. 
We designate by A the matrix of the equality constraint and by a,, . . . , a,, its col- 
umns. We say that A has the alternating sign property if for every 1 I il < ... < 
il < . ..<i m+2 5 n, we have the inequality 
C-1)’ 
0 . . . 0 1 . . . 1 
> 0. 
ai, *a. ai, ail+, *a* ai,+2 
Theorem 4.1. Suppose that all minors of order m + 1 from A and all minors of 
order m + 2 from (‘,’ ) are positive, where f T = ( fO, fl, . . . , f,). Then, the assertions 
of Theorem 3.1 hold. 
Proof. The proof can be carried out, by the use of equation (3.4), in the same way 
as [15, Theorems 9 and lo] are proved. 0 
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Theorem 4.2. Suppose that f, = 1, fi= 0, i#r, where 01 r5 n, furthermore, 
minors of order m + 1 from A are positive. Then, the assertions of Theorem 
hold. 
all 
3.2 
Proof. Based on equation (3.4), the proof is the same as that of [16, Theorem 
11. 0 
Theorem 4.3. Suppose that (a) f0 = . . . =fr_l =O, f,=... =f,= 1, where 1 Irln, (b) 
all minors of order m + 1 from A are positive, (c) A has the alternating sign proper- 
ty. Then, the assertions of Theorem 3.3 hold. 
Proof. The same as that of [16, Theorem 21. 0 
Theorem 4.4. Concerning problems (4.1) the following assertions hold. 
(a) If all minors of order m + 1, m + 2 from (i’) are positive and B is any 
basis, then all components of the dual vector f:B-’ are different from 0 and have 
alternating signs starting with +. 
(b) If the objective function coefficients are: f, = 1, A = 0, if r for some 0 5 rI n 
and B(I) is a basis such that I contains an even (odd) number of subscripts which 
are less than r, furthermore r E I and all minors of order m, m + 1 from A are 
positive, then all components of f;B- are different from 0 and have alternating 
signs starting with + (-). 
(c) Let the objective function coefficients in problems (1.2) be: f0 = .** =f,- I = 0, 
f, = ... =f, = 1 for some 1~ rs n. Assume that all minors of order m + 1 from A are 
positive and deleting any row from A, the remaining matrix has the alternating sign 
property, furthermore B(Z) is a basis such that I contains an even (odd) number of 
elements which are less than r, Ic (0, . . . , r- l}, IQ {r, . . . , n}, then all components 
of fiTBe are different from 0 and have alternating signs starting with + (-). 
Proof. Since we have 
(:, $)‘=( :, -fy ), 
it follows that the vector f:B-’ is a positive multiple (the factor is l/IB I) of the 
minors of the matrix 
supplied by alternating signs, starting with +, when deleting the first column and 
subsequently the second, . . . , (m + 2)nd rows. In case (a), all the minors are positive, 
whereas in cases (b) and (c), the minors are all positive (negative) if Z contains an 
even (odd) number of elements which are less than r, provided r E Z in case (b) and 
IC{O, . . . . r-l}, Ic{r,..., n} in case (c). This proves the theorem. 0 
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Theorem 4.5. Let 1 I rs n - 1 and consider the following problems 
(a) maximization problem (4.1) under the conditions of Theorem 4.2; 
(b) maximization problem (4.1) under the conditions of Theorem 4.3; 
(c) minimization problem (4.1) under the conditions of Theorem 4.3, replacing 
r by r+l. 
The optimal solution of the problem in (a) is unique and it is also an optimal solu- 
tion to the problems in (b) and (c). 
Subject to the constraints of problem (4. I), the maximum value of pr+ ... +pn 
equals the sum of the maximum value of pr and the minimum value of pr+, + 
*** +pPn. 
Proof. All dual feasible bases of the problem in (a) are dual nondegenerate, hence 
the optimal solution is unique. Since all dual feasible bases of the prolem in (a) are 
dual feasible also in (b) and (c), it follows that this unique optimal solution is an 
optimal solution for the problems in (b) and (c), too. The remaining assertion of 
the theorem follows from this. 0 
Under the conditions of Theorems 3.1-3.4, 4.1-4.3, the numerical solution of 
problems (1.2), (1.3) and (4.1) can be carried out by the algorithms presented by 
Prekopa [15, Section 7; 16, Section 51. These algorithms are special cases of the dual 
algorithm of Lemke [12] and are very simple. We start from any dual feasible basis 
B that we choose by using the dual feasible basis structure theorems. Next we check 
if B-‘br0, i.e., if B is also primal feasible. If this is the case, we stop, B is an op- 
timal basis. Otherwise we pick any component of B-lb for which (B-‘b)j< 0, 
delete the jth vector from the basis and include that one which restores the basis 
structure. This vector is unique as long as no dual degeneracy occurs. When we pass 
through dual degenerate bases then we have to avoid cycling by a suitable rule (see 
112, 21). 
One numerical example is presented below for illustration. Let the set of possible 
values of 5 be the integers 0, 1, . . . , 20 and the first 5 moments as follows 
PI = 10, 
,u2 = 136.66666, 
p3 = 2100, 
p‘, = 34412.66667, 
/Is = 581300. 
We want to find the sharp upper bound for E[f(<)], where f is any function defined 
on the possible values of < such that its 6th order divided differences are positive. 
We may have, e.g., f(z) =z6. Since m =5, m + 1 is even and we want to solve a 
maximization problem, the subscript set Z= {0,4,5,6,7,20} corresponds to a dual 
feasible basis, by Theorem 3.1. Choosing this as initial basis, the subsequent bases 
in the algorithm are as follows 
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045 6 7 20 
0567 8 20 
0678 9 20 
0 7 8 9 10 20 
0 8 9 10 11 20 
0 8 9 11 12 20 
0 7 8 11 12 20 
0 7 8 12 13 20 
0 6 7 12 13 20 
0 6 7 13 14 20 
0 5 6 13 14 20 
0 5 6 14 15 20 
The basic components of the optimal solution are 
po = pzo = 0.1039153439, 
ps =p,* = 0.1782716049, 
p6 =p14 = 0.2178130511. 
The moments ,ui, i = 1,2,3,4,5 have been chosen equal to those corresponding to 
the uniform distribution pi= l/21, i= 0, 1, . . . , 20. It is interesting to compare the 
6th moment of this distribution with the optimum value of the problem in case of 
f(z) =z6, 05~5 20. We have E[r6] = 10307419.52, while (with the above presented 
basic components) the sharp bound is 
56p5 + 6”~~ + 146p,, + 156p,, + 206p,, = 10334186. 
5. Closed form bounds 
In this section we look at problems (1.2), (1.3) and discuss all four cases mention- 
ed in Section 1, regarding the objective function. 
First we look at problems (1.2). The advantage of these problems is that any basis 
is a Vandermonde matrix, the inverse of which can be expressed in closed form. Let 
uo<o,<*** CO, be any real numbers and form the Vandermonde matrix 
Let V-’ = (u,). It is well known that 
(5.1) 
(5.2) 
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where of) is the pth elementary symmetric function of the variables uo, . . . ,us-19 
V s+l,.**,Um, i.e., 
(5.3) 
Using (5.2), we can express the inverse of any basis in problems (1.2) in closed 
form. This, in turn, can be used in the algorithms mentioned in Section 4 so that 
at each iteration we only need to know the update of the basis subscript set Z and 
then use (5.2), rather than to update the basis inverse by one of the methods propos- 
ed for the revised simplex and revised dual algorithms. Another application of the 
closed form inverse (5.2) is that we can give lower and upper bounds for E[f(r)], 
P(< = z,), P(<>z,), by formulas. These are discrete variants of the Chebyshev- 
Markov inequalities. 
Let B(Z) be any basis in problem (1.2). By (3.8), we derive the equality 
We will utilize it in the proof of the following three theorems. 
(5.4) 
Theorem 5.1. Suppose that the (m + 1)st divided differences of the function f, 
defined on the discrete set z. < z1 < ... <z,, , are positive and let Z be a basis subscript 
set. The following assertions hold: 
(a) ifm+l iseven andZ={j,j+l,...,k,k+l}, then 
E[f(Ol 2 J%%(t-)I 
and the inequality is sharp if Z is the subscript set of a primal feasible basis; 
(b) ifm+l iseven andZ={O,j,j+l,..., k,k+l,n}, then 
E[f(C)l 5 ill 
and the inequality is sharp if Z is the subscript set of a primal feasible basis; 
(c) ifm+l is odd andZ={O,j,j+l,..., k,k+l}, then 
E[f(Ol 2 w&31 
and the inequality is sharp if Z is the subscript set of a primal feasible basis; 
(d) ifm+l isoddandZ={j,j+l,..., k,k+l,n}, then 
E[f(<)l 5 -w,w1 
and the inequality is sharp if Z is the subscript set of a primal feasible basis. 
Proof. The assertion follows from Theorem 3.1, formula (5.4) and the fact that any 
dual feasible basis in a minimization (maximization) problem produces an objective 
function value less (greater) than or equal to the optimum value. 0 
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If m = 1, then the second order differences offare positive, meaning thatfis con- 
vex. In this case m + 1 is even and the first two inequalities of Theorem 5.1 give 
zj+l-pl ftzj)+ nf(~,,~) 
Zj+l -Zj Zj+l -Zj 
5 E u-(01 
-= =&(zo) +  
n 
5 f(zJ. 
n 
(5.5) 
The right-hand inequality depends only on z e, z,, f(zo),_f(z,) and is always sharp. 
The left-hand inequality is sharp if {j, j+ l} is a primal feasible basis subscript set, 
i.e. j is determined by the inequality 
Zjl/lSZj+l* (5.6) 
Let us extend the definition of the function for every point of the interval [ze, z,] 
SO that we define f(z)=f(zi)+ t[f(Zi+l)-f(Zi)] for z=z~+ t(Zi+l -Zi), O< t< 1 and 
i=O, 1, . . . . n - 1. Then we get a piecewise linear convex function for which (5.5) 
holds true. Since every convex function defined on a finite interval can be approx- 
imated arbitrarily closely by piecewise linear convex functions, we obtain the follow- 
ing inequalities (zc = o, zn = p): 
(5.7) 
These are the Jensen and the Edmundson-Madansky inequalities, respectively. Us- 
ing different method, DupaEova [4], Birge and Wets [l], have shown that these ine- 
qualities can be derived from moment problems. 
If m = 2, then the third order divided differences off have to be positive. The 
estimation of E[f(<)] is based on the knowledge of pl and p2, Since m + 1 is odd, 
any dual feasible basis in the minimization (maximization) problem is of the form 
(0, i, i+ l} ({j,j+ 1, n}). Using Theorem 5.1, we get the inequalities 
Zi~i;;,bli+$i~ fPzl,tP2 f(zO) _ 
I It 0 
“Ozi;l,r*(“z~)~~~~~)+ p2 f(Zi) 
I I 
+ ZOZi-(ZO+Zi)Pl +P2 
(z.+ 1 - Zi)(Zi + , - zo) AZi+ 1) c5 E[f(ol 
(Zj+ 1 - Zj)(Zn - Zj) 
f (Zj) - 
+ ZjZj+l-(Zj+Zj+l)Pl +P2 
(Zj+ 1 - Zj)(Zn - Zj) 
.f(z,). (5.8) 
The above inequalities are sharp if the bases are primal feasible too, i.e., i and j are 
determined by the inequalities 
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Z; ~ P2- ZOPl 
IZi+l, 
P1-Zo 
Zj 5 
ZnPl -P2 
Z,-Pl 
5 Zj+l- 
(5.9) 
(5.10) 
One obtains an interesting example, by choosing the function f so that f(z) = zk, 
where k> m. Assuming z. 2 0, the (m + 1)st divided differences off on zo, zl, . . . , z, 
are positive. Thus, Theorem 5.1 applies and by the remark made concerning 
Theorem 3.1, the sharp inequality in a given case, among the cases (a)-(d), is attain- 
ed at the same basis B(Z), independently of k. In particular, in (5.8) we can write 
f(zo)=z~,f(zi)=z~,f(z~+I)=z~+l,f(z~)=z~,f(zj+~)=z~+l,f~z~)=z~, and the he- 
qualities remain sharp for every k>2 provided that Zi and Zj are chosen according 
to (5.9)-(5.10). 
Theorem 5.2. Suppose that in problems (1.2) the coefficients of the objective func- 
tion are: f, = 1, fi = 0, if r, for some 0 5 t-5 n. Then, the following assertions hold 
true: 
(a) if I is any dual feasible basis subscript set in a minimization problem, i.e., it 
has one of the structures given by Theorem 3.2, then 
and the inequality is sharp if I is a primal feasible basis subscript set; 
(b) if I is any dual feasible basis subscript set in a maximization problem, i.e., 
it has one of the structures given by Theorem 3.2, then 
P(< = z,) 5 Ek,,(Ol 
and the inequality is sharp if I is a primal feasible basis subscript set. 
Proof. Theorem 5.2 follows by Theorem 3.3 and formula (5.4). We only have to 
remark that any dual feasible basis in a minimization (maximization) problem pro- 
duces an objective function value smaller (greater) than the optimum value. The 
primal feasible bases can be obtained by the algorithm presented in Section 4. 0 
Theorem 5.3. Suppose that in problems (1.2) the coefficients of the objective func- 
tion are: fo=.*. =fr_l =O, f,=... =f,= 1, for some 1 <r<n. Then the following 
assertions hold true : 
(a) if Z is any dual feasible basis subscript set in a minimization problem, i.e., it 
has one of the structures given by Theorem 3.3, then 
P(r 2 G) 2E 
[ 
jEgzrLt,j(5) 
I 
and the inequality is sharp if I is a primal feasible basis subscript set; 
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(b) if I is any dual feasible basis subscript set in a maximization problem, i.e., 
it has one of the structures given by Theorem 3.3, then 
P(r 2 2,) SE 
I 
jEEz,LI,j(O 
I 
and the inequality is sharp if I is a primal feasible basis subscript set. 
Proof. The assertion follows by Theorem 3.3 and formula (5.4). The sharp bounds, 
i.e., the primal feasible bases can be obtained by the algorithms mentioned in Sec- 
tion 4. 0 
A number of formulas involving the binomial moments Si, S,, S3, S, are 
presented in the paper by Boros and Prekopa [3], to approximate probabilities of 
the type P(< = r), P(< 2 r), where < is the number of those events which occur, out 
of n given events. These are derived by the use of the basis structure theorems 
(3.1-3.3), applied to problems (1.2), where z;=i, i=O,...,n. We have remarked 
that a basis is primal feasible in problems (1.2) if and only if it is primal feasible 
in problems (1.3), hence expressing Si , S,, S3, S, by pl, L(~, ,u~, ,u4, we can obtain 
the sharp inequalities for P(r = r), P(r 2 r), in terms of the power moments. 
It is easier, however, to derive the formulas directly from the inequalities, 
presented in the theorems of this section, because these have nice forms involving 
Lagrange polynomials. To find the primal feasible basis among the dual feasible 
ones is more complicated, however (so that already in case of m = 3 we may prefer 
to run the algorithm, rather than to use a complicated formula). For the case of 
m I 3, [3] offers formulas for the use of the binomial moments, which are applicable 
in case of the power moments too, because the collection of primal feasible bases, 
in the two problems, is the same. As examples we derive the sharp upper bounds 
for P([I r), based on ,~i , p2 and ,u~. 
In [3, Section 81 we have shown that the possible dual feasible bases are 
ZC {r,...,n}, 
Z={O,i,i+l,r}, 35rSn, 
I= {O,r,i,i+l}, 1 <rSn-2, 
I= {i,i+l,r,n}, 25rln-1. 
In case of the first structure the upper bound is 1. In case of the second structure 
we obtain rpl - p2 2 0 and if we assume rpl - p2 > 0, then the sharp upper bound is 
PC< 14 5 E[LJ,X>I = E 
t(t-i)(t-i-1) 
r(r-i)(r-i-1) 1 
where 
i(i+l)pl-(2i+l)puz+p3 
= 
r(r-i)(r-i-1) ’ 
(5.11) 
(5.12) i=l+ I (r+l)p2-w-P3 ‘pi -iu2 1. 
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In case of the third structure we obtain rpl -p2<0 and if we assume rp, -p2<0, 
then the sharp upper bound is 
( 
11 1 1 1 
= -+_+p 
r I 
i+l P1- ;+ 
> ( 
- 
r(i+ 1) > 
L12+ &““’ (5.13) . 
where i is given by (5.12). In case of the fourth structure we obtain ,u2 - (r + n)pul + 
rnl0 and if we assume that it holds strictly, then the sharp upper bound is 
1 
= (r-i)(r-i-l)(n-i)(n-i-1) 
[i(i+l)r-(i2+3i+l)(r+n-2i-l)p, 
+(r2+m+n2 -3i(i+l)-l),u2+(r+n-2i-1)p3], (5.14) 
where 
i= /13-(r+n)~2+tr~-r-n+3)~ul 
1 P2-(r+nh+r~ 1. 
(5.15) 
Finally, we present the sharp upper bound for S,, based on Si , S2 and S3. This 
is given by the maximum value of problem (1.3), under the conditions of Theorem 
3.4. Since m + 1 = 4, the dual feasible bases are of the type I= { 0, i, i + 1, n}. It has 
been shown by Boros and Prtkopa [3, Formula (8.25), applied to r=n] that this 
basis is primal feasible if 
i= l+ 1 2(n - 2)S2 - 6S3 1 (n-l)S,-2S2 
Using the formulas (7.7) and (5.4) of [3], we obtain 
: 
1 1 1 1 -’ 
WY’ 0 (f) i-t1 = 
0 (‘;I) 
(I) 0 (;) C:‘) (;) 1 
1 -i(i+2n-1) 2(2i+n-2) -6 
i(i + 1)n i(i+ 1)n i(i + 1)n 
0 ~ i(n-1) -2(i 2) + n - 6 
i(n-i) i(n-i) n(n - i) 
O- 
(i-l)(n-1) 2(i+n-3) -6 
(i+l)(n-i-1) (i+l)(n-i-1) (i+l)(n-i-1) 
i(i 1) - 6 0 -4(i- 1) 
n(n-i)(n-i-l) n(n-i)(n-i-1) n(n-i)(n-i-1) 
(5.16) 
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The sharp upper bound is f;B(Z)P1 b, where fl = (0, ( : ), ( i:' ), (: )) and bT = 
(l,S,,S,,S,). Thus, we have the sharp inequality 
s2 
(5.18) 
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