In this paper, we show that when the alternating direction method of multipliers (ADMM) is extended directly to the 3-block separable convex minimization problems, it is convergent if one block in the objective possesses sub-strong monotonicity which is weaker than strong convexity. In particular, we estimate the globally linear convergence rate of the direct extension of ADMM measured by the iteration complexity under some additional conditions.
Introduction
Because there is still a gap between the empirical efficiency of the direct extension of ADMM for a variety of applications and the lack of theoretical conditions that can both ensure the convergence of the direct extension of ADMM and be satisfied by applications, the main attention of this paper is paid to the study of the convergence of the direct extension of ADMM for the -block separable convex optimization problems.
We consider the following separable convex minimization problem whose objective function is the sum of three functions without coupled variables: 
where λ ∈ R l and β > .
The classical alternating direction method of multipliers (ADMM) for solving the -block separable convex minimization problems was first introduced by Gabay and Mercier [] and Glowinski and Marrocco [] , respectively, and its iterative scheme can be described by Due to the classical ADMM extreme simplicity and efficiency in numerous applications such as mathematical imaging science, signal processing, and so on, it is natural to extend the classical ADMM (a)-(c) directly to (). The direct extension of the ADMM for solving problem () consists of the following iterations:
Despite the scheme working very well for many concrete applications of () (see e.g. [, , , ]), Chen et al. [] showed by a counter example that the convergence of (a)-(d) fails. The absence of the convergence of () has inspired some improved algorithms. These algorithms are mainly used the following two ways: One way is to correct the output of (a)-(d). For example, the authors of [, ] added an additional Gaussian back substitution correction step in each iteration after all the block variables are updated. Although, numerically, these algorithms perform slightly slower than the scheme (a)-(d), they possess global convergence. The other way is to employ a simple proximal term to solve inexactly the x i -subproblem in (a)-(d), which can make the subproblems of (a)-(d) become much easier to carry out and the entire algorithm runs in less time. The readers can refer to [, -].
On the other hand, several researchers have also studied the convergence of the direct extension of the ADMM (a)-(d) by introducing some strong conditions. Han and Yuan [] have showed that the scheme (a)-(d) with α =  is convergent if the functions θ i (i = , , ) are all strongly convex and the penalty parameter β chosen in a certain interval. Subsequently, these conditions were weakened in [, ] , and the authors showed that the condition that the two functions are strongly convex can ensure the convergence of (a)-(d) with α = . Recently, these conditions were further weakened, Cai et al. [] had proved that the scheme (a)-(d) with α =  was convergent if one function in the objective is strongly convex. Very recently, Li et al. [] showed that the directly extended -block ADMM with α ∈ (, ( + √ )/) is convergent, if β is smaller than a certain threshold and the first and third linear operators in the linear equation constraint are full column rank, and the second function in the objective is strongly convex. However, many applications that can be efficiently solved by the scheme (a)-(d) will be excluded because of the strong convexity. Thus, these conditions are of only theoretical interests and they seem to be too strict to be satisfied by many mentioned applications.
In the cyclic sense, the scheme (a)-(d) can be rewritten as
In this manuscript, we show that (a)-(d) is convergent if one function in the objective of () is sub-strongly monotone together with some minor restrictions on the coefficient matrices A  , A  , A  , and the penalty parameter β, which explains why the direct extension of ADMM (a)-(d) works well for some applications, even though there are not strong convex functions in such applications. Furthermore, we establish a globally linear convergence rate for the direct extension of ADMM (a)-(d) under some additional conditions. After presenting in Section  the needed preliminary material, we devote Section  to a proof of the global and linear convergence of the scheme (a)-(d) under some assumptions. In Section , we construct an example which satisfies the convergence conditions given in Section  but do not satisfy the condition that one of the functions in the objective is strongly convex.
Preliminaries
In this section we summarize some of notations and the fundamental tools of variational analysis.
We use ·, · to denote the inner product of R n , and denote by · its induced norm. 
Ax x
to denote its norm.
Given a nonempty subset C in R n , its indicator function is defined as
and it is strongly convex with modulus μ >  if
and strongly monotone with modulus μ >  if
It is well known that a function f is convex if and only if ∂f , the subdifferential of f , is monotone; and f is strongly convex if and only if ∂f is strongly monotone (see, e.g., [] ). For a differentiable function f , the gradient ∇f is called Lipschitz continuous with con-
For any two vectors x and y with the same dimension, we have
Throughout this paper, we make the following standard assumption.
Suppose that the constraint qualification (CQ) holds, then we know from Corollary .. of [] and Corollary .. of [] 
is an optimal solution to problem () if and only if there exists a Lagrange multiplier λ
is a solution to the following Karush-Kuhn-Tucher (KKT) system:
We denote by W * the set of the solutions of (a)-(d).
Convergence
In this section, we prove that the iterative sequence
which is a solution of the KKT system (a)-(d) under the following assumption. In the following, the matrices A  , A  , and A  are assumed to be full column rank. We define the notations
and
where ρ >  and β is the penalty parameter in the direct extension of ADMM (a)-(d). Then the matrices G and G  are symmetric.
Global convergence
Assumption . (Sub-strong monotonicity) There exist (x *  ,x *  ,x *  ,λ * ) ∈ W * and a real number μ  >  such that
Now, we start proving the convergence of the iterative scheme (a)-(d) under Assumption .. First, we give several lemmas.
Lemma . Suppose Assumption . holds. For the iterative sequence
Proof Indeed, the optimality condition of subproblems in (a)-(d) can be written as
Using (c), (a)-(c) can be rewritten as
Using the monotonicity of the subdifferential and Assumption ., it follows from (a)-(d) and (a)-(c) that we have
where μ  > . Adding up these three inequalities in (a)-(c) and using (d), we obtain
Using the notations G and v, we further obtain
which implies () and thus completes the proof.
Lemma . There exists a real number ρ ∈ (, ) such that the matrix G  is symmetric and positive definite.
Proof Let
In order to justify the matrix G  is symmetric and positive definite, we only need to show the matrix P  is positive definite. Since
, then for any ρ ∈ (, ), we have
Otherwise, for any
Thus, it follows from the Schur complement [], Section A.., that there exists a real number ρ ∈ (, ) such that the matrix P  is symmetric and positive definite, and so is G  .
Lemma . Let the iterative sequence
Proof Note that (b) is also true for k := k -, i.e.,
Using the monotonicity of the subdifferential ∂θ  , we have
It follows from () that
It follows from () that
which together with (), (), and () gives
which implies that
Using the notation G  and (), we have
To prove such η >  exists for (), we only need μ  - 
Theorem . Let the iterative sequence
Proof It follows from () that
and the sequence {v k } is bounded. Equation (c) then further implies that {x 
 , λ k j )} be the subsequence converging tow. By the inequality (), we havex  =x *  . It follows from (c) and (a)-(c) that
Taking the limit in (a)-(d) and using (), we obtain
which implies that (x  ,x  ,x  ,λ) is a KKT point in W * . It follows from () and (c) that the 
where
Global linear convergence
Cai et al. [] show that the globally linear convergence of the direct extension of ADMM (a)-(d) can be ensured if θ  and θ  are strongly convex. In this subsection, we will show that the globally linear convergence rate of the direct extension of ADMM (a)-(d) can be ensured under weaker conditions. More precisely, we establish the globally linear convergence result for the iterative scheme (a)-(d) by showing that there exist σ ∈ (, ) and η  >  such that Remark . If the function θ  is strongly convex, then Assumption . or Assumption . holds trivially. The example () shows that the direct extension of ADMM (a)-(d) applied to () is convergent, although θ  is not strongly convex. This explains why the original scheme of the direct extension of ADMM works well for some applications even though there is not a strong convex function in the objective.
