Abstract-Machine learning techniques have been actively pursued in the last years, mainly due to the great number of applications that make use of some sort of intelligent mechanism for decision-making processes. In this context, we shall highlight pruning strategies, which provide heuristics to select from a collection of classifiers the ones that can really improve recognition rates when working together. In this paper, we present an ensemble pruning approach of Optimum-Path Forest classifiers based on metaheuristics, as well as we introduced the concept of quaternions in ensemble pruning strategies. Experimental results over synthetic and real datasets showed the effectiveness and efficiency of the proposed approach for classification problems.
I. INTRODUCTION
The use of multiple classifiers has become an area of great interest in pattern recognition, being highly motivated due to the likeliness in including other classifiers during the decision process as a good approach to improve the generalization ability of the ensemble. Also, the strategy of polling the decisions of classifiers that are complementary to each other can improve the classification accuracy of an ensemble with respect to the individual learners.
Different methods to combine classifiers have been proposed, such as voting [1] , weighted voting [2] and methods based on Dempster-Shafer theory of evidence [3] . Some authors model the combination of classifiers as an optimization problem [4] , where the weights of the confidence levels for each classifier are determined by evolutionary optimization techniques [5] .
However, combining a large number of classifiers requires a considerable memory at the price of a slower classification phase. One way to speed up such process is the selection of a subset of the classifiers from the original ensemble. Such approach, also known as ensemble pruning, has provided several benefits in different approaches [6] , [7] . Usually, large ensembles of classifiers may comprise both high and low predictive performance models [8] . Pruning these low predictive models for a given classification problem while maintaining the high predictive ones may contribute to improve the overall predictive performance of the whole ensemble. In general, ensemble pruning selects a subset of the models, thus providing efficiency by reducing the ensemble size prior to combine the model.
It is worth noting to highlight that finding the optimal sub-ensemble is a hard problem, whose solution is computationally expensive [9] . Therefore, an interesting way of dealing with such problem is to model ensemble pruning as a metaheuristic-driven optimization task, such as by means of Genetic Programming [6] . In general, is expected that Genetic Programming may provide a near-optimal ensemble selection with a significant reduction of the number of classifiers. A number of works also employed metaheuristics to prune ensembles of classifiers as well [10] , [11] , [12] , with very suitable results.
Some years ago, Papa et al. [13] , [14] , [15] introduced the Optimum-Path Forest (OPF) classifier, which is a graphbased pattern recognition technique that uses a generalization of Dijkstra algorithm for multiple sources and path-cost functions. The OPF classifier has demonstrated interesting results in terms of efficiency and effectiveness, being some of them comparable to the ones obtained by Support Vector Machines, but usually faster for training, since OPF [13] , [14] is parameterless and its training step takes θ(m 2 ), where m stands for the training set size.
However, the reader can refer to a very few works that deal with the problem of combining ensembles of OPF classifiers. Ponti and Papa [16] , for instance, showed the training step of the OPF classifier can be more efficient and effective when using combination of disjoint training subsets. Furthermore, Ponti et al. [17] proposed the combination of OPF classifiers using Markov Random Fields as a decision graph, as well as Game Theory to compute the final decision, i.e., each classifier is seen as player and each classifier decision (class label) is seen as a strategy. Moreover, to the best of our knowledge, we have not observed any work that attempted at pruning ensembles of OPF-based classifiers.
Therefore, the main contributions of this work are twofold: (i) to investigate the use of ensemble pruning methods based on metaheuristic techniques considering the OPF classifier, as well as (ii) to evaluate the effectiveness and efficiency of ensemble pruning when modeled as an optimization task in a quaternion-driven space. In this work, we evaluated five different optimization algorithms for ensemble pruning, say that Particle Swarm Optimization (PSO) [18] , Harmony Search (HS) [19] , Quaternion-based Harmony Search (QHS) [20] , Cuckoo Search (CS) [21] and Firefly Algorithm (FFA) [22] .
The remainder of the paper is organized as follows. Sections II and III present the OPF and quaternion-based representation background theories, respectively. Section IV discusses the proposed approach for ensemble pruning, and Section V describes the methodology and the experimental results. Finally, conclusions and future works are stated in Section VI.
II. OPTIMUM-PATH FOREST
In this section, the theoretical foundation of the naïve OPF is briefly presented. Let D = D 1 ∪ D 2 be a λ-labeled dataset, such that D 1 and D 2 stand for the training and test sets, respectively. Let S ⊂ D 1 be a set of prototypes of all classes (i.e., key samples that best represent the classes). Let (D 1 , A) be a complete graph whose nodes are the samples in D 1 , and any pair of samples defines an arc in A = D 1 × D 1 . Additionally, let π s be a path (i.e. a sequence of adjacent and distinct samples) in (D 1 , A) with terminus at sample s ∈ D 1 . The OPF algorithm employs the path-cost function f max , as follows:
where d(s, t) stands for the distance between nodes s and t. Therefore, f max (π s ) computes the maximum distance among adjacent samples in π s , when π s is not a trivial path. In short, the OPF algorithm tries to minimize f max (π t ), ∀t ∈ D 1 . In regard to the training phase, the optimum set of prototypes, say that S * , can be found by exploiting the theoretical relation between the minimum-spanning tree and the optimumpath tree for f max [23] . Essentially, the training step consists in finding both S * and an OPF classifier rooted at S * . By computing a minimum spanning tree (MST) in the complete graph (D 1 , A), one obtain a connected acyclic graph whose nodes are all samples of D 1 , and the arcs are undirected and weighted by the distances d among adjacent samples. After that, a competition process among samples in S takes place, which try to conquer samples in S using f max (Equation 1).
In regard to the classification phase, for any sample t ∈ D 2 , we consider all arcs connecting t with samples s ∈ D 1 , as though t were part of the training graph. Considering all possible paths from S * to t, we find the optimum path P * (t) from S * and label t with the class λ(R(t)) of its most strongly connected prototype R(t) ∈ S * . This path can be identified incrementally, by evaluating the optimum cost C(t) as follows:
Let the node s * ∈ D 1 be the one that satisfies Equation 2 (i.e., the predecessor P (t) in the optimum path P * (t)). Given that L(s * ) = λ(R(t)), the classification simply assigns L(s * ) as the class of t. An error occurs when L(s * ) = λ(t).
III. QUATERNION ALGEBRA
A quaternion q is composed of real and complex numbers, i.e., q = x 0 + x 1 i + x 2 j + x 3 k, where x 0 , x 1 , x 2 , x 3 ∈ and i, j, k are imaginary numbers following the next set of equations:
and
Roughly speaking, a quaternion q is represented in a 4-dimensional space over the real numbers, i.e., 4 . Actually, we can consider the real numbers only, since most applications do not consider the imaginary part, as the one addressed in this work.
Given two quaternions q 1 = x 0 + x 1 i + x 2 j + x 3 k and q 2 = y 0 + y 1 i + y 2 j + y 3 k, the quaternion algebra defines a set of main operations [24] . The addition, for instance, can be defined by:
while the subtraction is defined as follows:
Another important operation is the norm, which maps a given quaternion to a real-valued number, as follows:
Finally, Fister et al. [25] introduced two other operations, qrand and qzero. The former initializes a given quaternion with values drawn from a Gaussian distribution, and it can be defined as follows:
The latter function initialized a quaternion with zero values, as follows:
Although there are other operations, we defined only the ones employed in this work.
IV. ENSEMBLE PRUNING AS A METAHEURISTIC-BASED OPTIMIZATION
In this section, we describe the proposed approach to prune ensembles based on metaheuristic techniques. The OPF classifier uses the abstract output method when classifying samples, i.e., the output of the classifier is a single label. Xu et al. [26] defined an interesting approach to combine the outputs of L classifiers in an ensemble depending on the information obtained from the individual members. Such approach considers that each classifier assigns a class label to every sample in the dataset. Therefore, the ensemble of classifiers generates a collection of L possible outputs to each sample to be classified.
Consider an ensemble of L OPFs in a bagging approach, i.e. the classifiers are aggregated by using different bootstrapped samples of the original training data. Let M = {M 1 , M 2 , . . . , M L } be a set of L classifiers, and Ω = {ω 1 , ω 2 , . . . , ω K } be a set of K class labels. Each classifier takes an n-dimensional input vector and associates it to a class label, i.e., M i :
Therefore, for any sample to be classified, the ensemble of classifiers generates a collection
However, instead of considering the outputs of all classifiers, the idea of ensemble pruning is to select a subset M ⊂ M such that the recognition rate over a validating set is maxi-
The main idea is to train each classifier M i overD i 1 , and then classify D v using the majority voting. In short, the idea is to turn "on" or "off" each classifier in M to build M , and then classify D v . The task to consider or not a given classifier is performed by the metaheuristic optimization technique, which essentially aims at learning what classifier will be turned "on" or "off". Therefore, such choice will be guided by the maximum accuracy over D v .
In order to decide whether we are going to select a given classifier or not, we associate a weight w i ∈ [0, 1] to each classifier, which is further selected to compose M if w i > τ, being τ an adaptive threshold [27] updated as follows:
where ρ is the mean weight, and σ is calculated by:
where m is the number of classifiers whose weight is smaller than ρ. Notice the above equation considers a classifier M i whose weight w i is smaller than ρ only. In short, the main idea is to model each possible solution of the search space as a set of weights, and the optimization technique problem aims at finding the best values for such weights that maximize the OPF accuracy over D v . Figure 1 illustrates the above situation, and Algorithm 1 implements the proposed approach for ensemble pruning. 
A. Optimizing with Quaternions
Usually, it is expected that optimization with quaternions may produce smoother fitness landscapes, thus designing surfaces with less local optima [25] , [20] . The idea is to model each real-valued decision variable to be optimized (i.e. each classifier's weight in the ensemble) as being another realvalued variable, but now in 4 , since a quaternion comprises four real variables, as discussed in Section III. Therefore, we have a tensor T 4×L in the optimization space for each possible solution, since we have a 4-dimensional quaternion for each one of the L classifiers.
We use the norm of each quaternion (Equation 7) to map it to a real-valued variable aiming at performing standard optimization. However, it is important to highlight we play with the values in the quaternion space, for further mapping them to standard Euclidean space. This means we are interested in finding good representations in the quaternion space first. Figure 2 illustrates the above situation. 
V. METHODOLOGY AND EXPERIMENTAL RESULTS
The proposed metaheuristic-based ensemble pruning approach concerning OPF classifiers is compared against standard OPF over 6 real and synthetic benchmark classification datasets 123 , whose main characteristics are presented in Table I 4 . In order to obtain statistically meaningful results, three different ranges of training, validating and testing data were used: (i) in a first stage, each dataset was partitioned into three subsets, say that training (50%), initial validating (10%) and testing sets (40%), hereinafter denoted as 50:10:40; (ii) in a second stage, the datasets were partitioned as 45:20:35; and (iii) in the last stage, the datasets were partitioned as 40:30:30. For each range, training, validating and testing sets were selected randomly and the process was repeated 20 times (cross-validation) 5 . In order to allow a fair comparison, we trained standard OPF over D 1 ∪ D v considering the aforementioned three stages. In addition, the mean accuracy and computational load (in seconds) are also computed for each technique. Notice the idea of using different percentages for D 1 , D v and D 2 is motivated to assess the effectiveness of the proposed approach under distinct scenarios. The final results were evaluated through the Wilcoxon signed-rank test with significance of 0.05 [28] . For the sake of implementation purposes, we used the open-source libraries LibOPF 6 and LibOPT 7 . In order to evaluate the influence of different ensembles, we performed a comparison with ensembles comprising 3, 5, 7 and 9 classifiers. Furthermore, in regard to the metaheuristic optimization, we opted to employ the following techniques:
• Harmony Search (HS): 5 harmonies with 20 iterations, HMCR = 0.7, PAR = 0.7 and β = 10. Variables HMCR and PAR, which stand for "Harmony Memory Considering Rate" and "Pitch Adjusting Rate", are used to guide HS onto the search space, as well as to avoid traps from local optima.
• Quaternion-based Harmony Search (QHS) : an improved variant of HS based on quaternions [20] . Such variant has the very same input configuration used in HS. Variable p a is used to control the elitism and the balance of the randomization and local search. In this case, few parameters in CS make an algorithm less complex and thus potentially more generic. Table II presents the mean accuracies and standard deviation over all datasets, being the recognition rates computed according to Papa et al. [13] . The values in bold stand for the most accurate techniques according of the Wilcoxon signed-rank test. We can observe the proposed OPF ensemble pruning has obtained the best results in almost all datasets. Consider "Synthetic2" dataset (Figure 3 ), which comprises a high level of overlapping among samples from different classes. In this case, ensemble pruning was considerably more effective. Therefore, the use of multiple classifiers may be more effective when applied to more complex problems. Table III presents the mean F-measure results concerning the very same group of datasets using 9 classifiers. In this case, all the pruning-based approaches shown the similar behavior. The In order to provide a robust statistical analysis, we performed the non-parametric Friedman test, which is used to rank the algorithms for each dataset separately. In case of Friedman test provides meaningful results to reject the nullhypothesis (h 0 : all techniques are equivalent), we can perform a post-hoc test further. For this purpose, we conducted the Nemenyi test, proposed by Nemenyi [29] and described by Demšar [30] , which allows us to verify whether there is a critical difference (CD) among techniques or not. The results of the Nemenyi test can be represented in a simple diagram, in which the average ranks of the methods are plotted on the horizontal axis, where the lower the average rank is, the better the technique is. Moreover, the groups with no significant difference are then connected with a horizontal line. Figure 4 depicts the statistical analysis considering the accuracy results for ensemble pruning using 9 classifiers. As one can observe, the pruning-based approaches can be considered the most accurate ones by Nemenyi test. Such point reflects the OPF ensemble pruning using metaheuristic techniques achieved the best accuracy rates in the majority of datasets. Furthermore, the HS approach can be considered the most accurate technique. However, the statistical test did not point out a CD between HS, PSO and CS metaheuristics in the first group, which means they performed similarly. Figure 5 depicts the statistical analysis considering the FMeasure results for ensemble pruning using 9 classifiers. In this case, all pruning-based approaches belong in the same group (most accurate) according to the Nemenyi test. Table IV shows the mean computational load of all compared techniques with respect to the training step for ensemble pruning using 9 classifiers. The values in bold stand for the most accurate techniques according concerning the Wilcoxon signed-rank test. For all metaheuristic technique (i.e., CS, FFA, HS, PSO, QHS), the training time includes the training phase + validating step to finding the optimal sub-ensemble. The QHS has been considered the fastest one in almost of datasets. Figure 6a depicts the computational load (seconds) considering the training time (training+validating) with the Nemenyi test for ensemble pruning using 9 classifiers. The group considered the fastest one in the training+validating phase consists of standard OPF and OPF pruning using QHS, wherewith there is no CD between them. On average, the OPF pruning using QHS has been about 1.351 times faster than standard OPF in training+validating phase, since QHS approach has shown a rapid convergence against other metaheuristic techniques, and faster for training compared to the traditional approach (notice a larger training set -D 1 ∪D v -in standard OPF requires more computational effort).
In regard to the testing phase, Table V presents the mean computational load in seconds, and Figure 6b shows the Nemenyi test concerning all compared techniques. As we can observe, the HS and FFA approaches have been the fastest ones, since both techniques pruned more classifiers with respect to the original ensemble, i.e., fewer classifiers for testing phase. It is worth noting that QHS approach has demonstrated interesting results in the statistical test (Figure 4 ) according to the recognition accuracies, but being among the fastest ones for training+validating. Also, QHS was around 1.525 times faster than standard OPF considering the testing phase. 
VI. CONCLUSIONS
In this work, we introduced the idea of ensemble pruning considering the OPF classifier, as well as a quaternionbased representation. Roughly speaking, the idea is to build a reduced ensemble of OPF classifiers using metaheuristicbased optimization algorithms, such as HS, PSO, CS, FFA and QHS. Experiments over real and synthetic datasets showed the robustness of the proposed approach, which obtained the best results in almost all datasets. The proposed approach has demonstrated to improve standard OPF classification results, as well as QHS has shown to hold the best trade-off between effectiveness and efficiency.
