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Resumo 
Neste trabalho apresentamos um estudo sobre polinômios centrais graduados e po-
linômios centrais com involução para algumas álgebras importantes na PI-teoria sobre cor-
pos infinitos. Mais precisamente, descrevemos os polinômios centrais Z2-graduados para as 
álgebras M2(K) (matrizes 2 x 2 sobre um corpo K), M1,1(S), onde Sé uma álgebra super-
comutativa (em particular, obtemos o caso M 1,1(E)), e E 0 E. Para M1,1 (S), apresentamos 
antes uma classificação em termos de identidades .Z2-graduadas. Aqui E é a álgebra de 
Grassmann de dimensão infinita com unidade e M1,1(S) é a subálgebra de M2(S) 1 cujos 
elementos são as matrizes que têm a diagonal principal com elementos de S0 , a componente 
par (central) de S, e a diagonal secundária com elementos de 8 1 , a componente ímpar (anti-
comutativa) de S. Descrevemos também os polinômios centrais graduados para as álgebras 
Mn(K) (matrizes nxn sobre K), considerando suas graduações naturais pelos grupos cíclicos, 
e finalmente os polinômios centrais com involução para M2(K), considerando as involuções 
transposta e simplética. 
VI 
Abstract 
In this thesis we study graded central polynomials and central polynomials with involu-
tion for some important algebras in the theory of algebras with polynomial identities, over 
infinite fields. Namely we describe the Z2-graded central polynomials for the algebras M2(K) 
(the 2 x 2 matrices over the field K), M1,1(S), where S is an arbitrary supercommutative 
algebra. In particular we obtain the cases M1,1 (E), and furthermore E® E. For the case 
M1,1 (S) we first give a classification in terms of Z2-graded identities. Here E stands for the 
infinite dimensional Grassmann algebra with 1. Also M1,1(S) is the subalgebra of M2 (S) 
with elernents the matrices whose main diagonal has entries from S0 , the even (central) 
component of S, and off-diagonal entries from S~: the odd (anticommutative) component 
of S. We also describe the graded central polynomials for the algebras Mn(K), the n x n 
matrices over K, considering their natural gradings by cyclic groups, and finally the cen-
tral polynomials with involution for M 2 (K), considering the transpose and the symplectic 
involutions. 
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Introdução 
As álgebras são objetos de grande importância na teoria de anéis e dentre elas destacamos 
as álgebras com identidades polinomiais ou FI-álgebras. Uma identidade polinomial de uma 
álgebra A é um polinômio f(xi, ... , Xn) em variáveis não comutativas que se anula quando 
avaliado em quaisquer elementos de A. Dizemos que A é urna FI-álgebra quando existe um 
polinômio não nulo nestas condições (identidade polinomial não trivial), e como exemplos 
podemos citar as álgebras comutativas, as de dimensão finita e as nilpotentes. Tendo em 
vista que as identidades polinomiais dizem muito sobre a estrutura de uma álgebra, seu 
estudo é algo de grande interesse. 
A teoria das álgebras com identidades polinomiais (ou FI-teoria) teve início com traba-
lhos de matemáticos como Jacobson, Kaplansky, Levitzki, Dubnov e lvanov (podemos citar 
como exemplos [24L [25], [37] e [16]), que tratavam da estrutura de anéis (ou álgebras) que 
satisfazem uma identidade polinomial, e começou a se desenvolver mais intensamente por 
volta de 1950, quando foi provado o Teorema de Amitsur-Levitzki [1]: o qual afirma que a 
álgebra Mn(K) das matrizes n x n sobre um corpo K satisfaz a identidade "standard" de 
grau 2n. Este trabalho é baseado em argumentos combinatórios e, posteriormente, outras 
demonstrações foram dadas para este teorema usando-se técnicas diversas. 
Uma questão central na PI-teoria é a descrição das identidades polinomiais de uma 
álgebra, ou seja, a determinação de um conjunto gerador do T-ideal (ideal das identida-
des): ou base das identidades. Em 1950, W. Specht colocou o problema da existência de 
base finita para as identidades de uma álgebra associativa sobre um corpo de característica 
zero, que é conhecido como problema de Specht. Kemer, em seu importante trabalho [27, 28] 
sobre a estrutura dos T-ideais em característica zero, apresentou uma solução positiva para 
este problema. Contudo, apesar de sua importância e profundidade, o trabalho de Kemer não 
mostra como determinar uma tal base finita e portanto não resolve o problema da descrição 
das identidades de uma álgebra, o qual continua em aberto até hoje, tendo sido resolvido 
apenas para algumas álgebras em particular. 
O trabalho de Kemer também trata das importantes álgebras T-primas, que são álgebras 
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cujos T-ideais são T-primos. Ele mostra que os únícos T-ideais T-primos não triviais em 
característica zero são os T-ideais das álgebras Mn(K), Mn(E) e Ma,b(E), onde E é a álgebra 
de Grassmann de dimensão infinita e Ma,b(E) é a subálgebra de Ma+b(E) que consiste das 
matrizes que têm na diagonal principal um bloco a x a e outro b x b com entradas em E0 , o 
centro de E, e na diagonal secundária blocos com entradas em E1 , a parte anti-comutativa 
de E. Também foi mostrado que em característica zero valem as igualdades T(E 0 E) = 
T(M,,,(E)), T(Ma,,(E)@ E) ~ T(Ma+b(E)) e T(M,,,(E)@ M,,,(E)) ~ T(Ma,+bd,ad+k(E)) 
(onde T(A) denota o T-ideal das identidades da álgebra A), sendo este resultado conhecido 
como Teorema do Produto Tensorial de Kemer e do qual segue que o produto tensorial de 
álgebra..s T-primas ainda é uma álgebra T-prima. 
Ainda se sabe pouco sobre as descrições das identidades das algebras T -primas, apesar de 
nas últimas décadas terem surgido vários trabalhos neste sentido. As identidades da álgebra 
de Grassmann E foram descritas em característica zero por Latyshev [34] (o raciocínio usado 
neste artigo também funciona para corpos infinitos de qualquer característica maior que 2) e 
por Krakowski e Regev [33] (veja também o artigo [19] para as identidades de E sobre sobre 
corpos infinitos de característica diferente de 2). A descrição das identidades de Mn(K) é 
conhecida apenas para n = 2 e foi dada por Razmyslov [40] e Drensky [13], em característica 
zero, e por Koshlukov [30], para corpos infinitos de característica diferente de 2. Em carac-
terística zero, geradores das identidades da álgebra E 0 E, e consequentemente da álgebra 
M1,1 (E), foram determinados por Popov [39]. É importante ressaltar que em característica 
positiva ainda não se tem descrição para as identidades destas álgebras e nem é válida a 
igualdade T(E ®E)~ T(M1,1 (E)). 
Urna das maiores ferramentas no trabalho de Kemer foi o uso de identidades graduadas. 
Est~ tipo de identidade é uma generalização das identidades ordinárias e tem uma estreita 
relação com elas. Vemos então que as identidades graduadas têm grande importância na 
PI-teoria e por esta razão se tornaram objetos de estudos independentes. 
Por ser um trabalho mais fácil que a descrição das identidades ordinárias, a descrição 
das identidades graduadas das álgebras T-primas vai mais além. As álgebras E, M 2 (K), 
M1,1 (E) e E 0 E possuem Z2-graduações naturais e os geradores de suas identidades Z2-
graduadasjá são conhecidos. No caso da álgebra E, a descrição das identidades Z2-graduadas 
é bem simples e pode ser encontrada no segundo capitulo deste trabalho. As identidades 
Z2.graduada.<l de M 2 (K) e de M 1,1(E) foram descritM for Di Vincenzo [12], em característica 
zero, e por Koshlukov e Azevedo [31], para corpos infinitos de característica diferente de 2. 
Em [31] também foram descritas as identidades Z2-graduadas de E0E. No caso das álg_ebras 
Mn(K), ao contrário das identidades ordinárias, as graduadas são bem mais conhecidas. 
Mn(K) possui graduações naturais pelos grupos Z e Zn e suas identidades Z-graduadas e 
Zn-graduadas foram descritas para n qualquer por Vasilovsky [48, 47], em característica zero, 
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e por Azevedo [3, 4], para corpos infinitos. 
As identidades com involução também aparecem como um importante tipo de genera-
lização das identidades polinomiais ordinárias. Uma involução (do primeiro tipo) em uma 
álgebra A é um automorfismo de ordem 2 do espaço vetorial A que satisfaz (ab)* = b*a* 
para quaisquer a, b E A. Quando se estuda o gTupo de Brauer de um corpo K, observa-se 
que se uma K-álgebra central simples A possui uma involução, então sua classe no grupo 
de Brauer é o elemento neutro ou tem ordem 2. O problema da descrição das identidades 
com involução das álgebras T-primas ainda está longe de uma solução, tendo sido resolvido 
apenas para a álgebra E, por Anisimov [2] em característica zero, e para a álgebra M 2 (K) 
por Levchenko, para char K = O [35] e para K finito [36], e por Colombo e Koshlukov [lO], 
para K infinito com char K f 2. 
Um outro conceito que merece destaque na FI-teoria por sua estreita relação com o de 
identidade polinomial é o de polinômio centraL Um polinômio j(x1 , ... ,xn) é dito central 
para uma álgebra A se resulta em elemento do centro de A quando avaliado em quais-
quer elementos desta álgebra. Observe que as identidades polinomiais aparecem como os 
exemplos mais simples, e são ditas polinômios centrais triviais. Em 1956, Kaplansky [26] 
apresentou uma lista de problemas em aberto que motivaram muitos pesquisadores nas 
décadas seguintes. Um destes problemas era sobre a existência de polinômio central não 
trivial para a álgebra de matrizes Mn(K), com n > 2 (no caso n = 2 o polinômio de 
Hall [x1 , x2][x3 , x4 j + [x3 , x4][x1, x2] já era conhecido). A solução para este problema foi 
dada em 1972-1973 independentemente por Formanek [17] e Razmyslov [41] (veja também 
[43]), que provaram a existência de tais polinômios por construção direta. Mais tarde, ou-
tros polinômios centrais para Mn(K) foram construídos, veja por exemplo [22], [14] e [20]. 
Razmyslov também construiu em [43] polinômios centrais para as álgebras Ma.,b(E) e Belov 
[6] provou que toda variedade T-prima de álgebras possui um polinômio central. 
Assim como a descrição das identidades, a descrição dos polinômios centrais de uma 
álgebra é uma importante questão na PI-teoria. No entanto, muito pouco se conhece neste 
sentido. No caso das álgebras Mn(K), geradores dos polinômios centrais são conhecidos 
apenas para o caso n = 2, e foram determinados por Okhitin [38], quando cha.r K = O, e 
por Colombo e Koshlukov [9], quando K é infinito de característica diferente de 2. No caso 
da álgebra de Grassmann, uma descrição dos polinômios centrais em característica zero é 
apresentada no primeiro capítulo deste trabalho, onde também é apresentada uma demons-
tração de que os únicos polinômios centrais para Un(A), a álgebra das matrizes triangulares 
superiores com entradas numa álgebra associativa com unidade A, são as identidades. 
Uma generalização natural dos conceitos de T-ideal e de polinômio central é o de T-
espaço. Um T-espaço na álgebra associativa livre é um subespaço que é fechado sob os 
endomorfismos dessa álgebra. Os T-espaços estão sendo estudados por vários algebristas, 
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pois providenciam um meio de estudar as propriedades dos T ~ideais através de métodos 
provenientes da combinatória algébrica. Os estudos sobre T~espaços mostraram~se bastante 
eficientes nesse sentido. Ressaltamos que, usando-se T~espaços, pode ser obtida uma de-
monstração relativamente menos sofisticada do Teorema de Kemer sobre a geração finita 
dos T ~ideais em característica O. Ainda, os primeiros exemplos de T ~ideais sem bases finitas 
de geradores, em característica positiva, foram obtidos estudando~se T ~espaços. O leitor 
interessado pode procurar mais informações no artigo [21]. Aqui ressaltamos somente que, 
diferentemente das identidades polinomiais, nem todo T~espaço coincide com o conjunto dos 
polinômios centrais de alguma álgebra. 
A importância das álgebras graduadas, das álgebra..c; com involução e do conceito de 
polinômio central, e o fato de se saber pouco sobre as descrições dos polinômios centrais 
de álgebras importantes são motivações para o estudo de polinômios centrais graduados 
e com involução. O presente trabalho tem por objetivo este estudo para álgebras sobre 
corpos infinitos e está dividido em quatro capítulos. No primeiro são apresentados conceitos 
e resultados básicos necessários no seu desenvolvimento. No segundo são apresentadas as 
descrições dos polinômios centrais Z2~graduados para as álgebras M2(K), M 1,1(S), onde Sé 
uma álgebra supercomutativa, e E®E. Também é demonstrado que M1,1(S) tem as mesmas 
identidades Z2~graduadas que M1,1(E) ou M1,1 (En), onde En é a álgebra de Grassmann de 
dimensão 2n. 
O terceiro capítulo é destinado à descrição dos polinômios centrais graduados para 
Mn(K). Nestas descrições são consideradas as Zn-graduação e Z-graduação naturais desta 
álgebra e são usadas as matrizes genéricas graduadas definidas em [3] e [4]. Também é 
feito, através de métodos combinatórios, um estudo do número de geradores obtidos para os 
polinômios centrais. 
Finalmente, no quarto capítulo é feito primeiramente um estudo sobre álgebras com 
involução, no qual são apresentados os conceitos de identidade e polinômios central com 
involução e também a classificação das involuções em álgebras centrais simples. Depois, são 
apresentadas as descrições dos polinômios centrais com involução para a álgebra M2 (K), 
considerando as involuções transposta e simplética. Nestas descrições são usadas idéias e 
resultados de [9] e [10]. 
Em todas essas descrições de polinômios centrais, as identidades (graduadas ou com 
involução) das álgebras em questão são de fundamental importância, tanto na composição 
dos conjuntos geradores, quanto nas "reduções" feitas no sentido de mostrar que um dado 
polinômio central é realmente conseqüência desses geradores. 
Esperamos que este trabalho contribua no sentido de ampliar um pouco o conhecimento 
acerca dos polinômios centrais das álgebras T-primas e melhorar a compreensão da forma 
concreta desses polinômios. 
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Capítulo 1 
Conceitos Básicos 
Neste capítulo vamos apresentar os conceitos e resultados básicos necessários para o desen-
volvimento deste trabalho. Vamos começar falando sobre álgebras, que é o nosso objeto 
fundamental de estudo. Em todo este capítulo K será sempre um corpo e, a menos de 
alguma menção em contrário, todas as álgebras e espaços vetoriais serão sobre K. 
1.1 Álgebras 
Definição 1.1 Uma K-álgebra é um par (A,*), onde A é um espaço vetorial e* é uma 
operação em A que é uma aplicação bilinear, ou seja, * : A x A ----+ A satisfaz 
• a•(b+c)=(a•b)+(a>c) 
• (a+b)•c= (a>c)+(b•c) 
• (>.a)•b=a•(>.b)=>.(a•b) 
para quaisquer a, b, c E A e À E K. 
Na definição acima,* é chamada de produto ou multiplicação. Para simplificar a notação, 
vamos denotar a K-álgebra (A,*) por A, ficando o produto subentendido1 e a*b, para a, b E 
A, vamos denotar simplesmente por ab. Também por simplicidade1 vamos usar a expressão 
álgebra ao invés de K-álgebra. Definimos a1a2a3 como sendo (a1a2)as e1 indutivamente, 
a1a2 ... anan+l como sendo (a1a2 ... o.n)an+l para ai E A. Dizemos que um subconjunto /3 é 
uma base da álgebra A se (3 é uma base de A como espaço vetorial e definimos a dimensão 
de A como sendo a dimensão de A como espaço vetorial. 
Uma álgebra A é dita: 
• associativa se (ab)c = a(bc) para quaisquer a 1 b, c E A. 
• comutativa se ab = ba para quaisquer a 1 b E A. 
• unitária (ou com unidade) se o produto possui elemento neutro, ou seja, se existe 1 E A 
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tal que la = al = a para todo a E A. 
• álgebra de Lie se a2 ~ aa ~ O e (ab)c + (bc)a + (ca)b ~ O (identidade de Jacobi) para 
quaisquer a, b, c E A. 
• nilpotente se existe n E N tal que o produto de quaisquer n + 1 elementos de A com 
qualquer disposição de parênteses é igual a zero (se A é de Lie ou associativa isto equivale a 
a 1a2 ... anan+I =O para quaisquer a 1, a2 , ... , an, an+l E A). Neste caso, definimos o índice 
(ou classe) de nilpotência de A como sendo o menor n que satisfaz esta condição. 
De agora em diante, a menos que mencionemos o contrário, todas as álgebras serão 
associativas e com unidade. Em toda álgebra A, sendo 1 sua unidade e À E K, identificamos 
naturalmente À1 com À e { À1 I À E K} com K. Vejamos alguns exemplos importantes. 
Exemplo 1.2 Para n E N, o espaço vetorial Mn (K) de toda.s as matrizes n x n com entradas 
em K, munido do produto usual de matrizes, é uma álgebra associativa com unidade de 
dimensão n2 • Nesta álgebra é importante destacar as matrizes unitárias Eij, para 1 :::; i, j :5. 
n, onde Eu é a matriz cuja única entrada não nula é 1 na i-ésima linha e j-ésima coluna. É 
fácil ver que elas formam uma base para Mn(K). 
Mais geralmente, se A é uma álgebra, consideremos o espaço vetorial Mn(A) de todas as 
matrizes n x n com entradas em A. O produto de matrizes em Mn(A) é análogo ao produto 
de matrizes com entradas em K. Temos então uma estrutura de álgebra em Mn(A). 
Exemplo 1.3 Seja V um espaço vetorial com base { e1, e2 , e3 , ... }. Definimos a álgebra de 
Grassmann (ou álgebra exterior) de V 1 denotada por E(V) (ou simplesmente por E) 1 como 
sendo a álgebra com base {1, ei1 ei2 ... ei,. I i1 < i2 < ... < ik, k ~ 1} e cujo produto é 
definido pelas relações e~ = O e eiej = ~ejei para quaisquer i, j E N. Destacamos em E 
os subespaços vetoriais Eo, gerado pelo conjunto {1, ei1 eb ... eim I m par}, e E1, gerado 
pelo conjunto { f:i1 ei2 ••• ei,. I k ímpar}. Claramente, E= Eo E9 E 1 como espaço vetorial. De 
eiej = -ejei segue que (ei1 ... eim.)(ej1 ••• ej~o) = (-1)mk(ej1 ••• ei~o)(ei 1 ••• eim) para quaisquer 
m, k E N, e assim podemos concluir que ax = xa para quaisquer a E E0 ex E E, e bc = -cb 
para quaisquer b, c E E 1. Observamos facilmente que se char K = 2 1 então E é uma álgebra 
comutativa. 
Tomando agora E' como sendo a álgebra com base { ei1 ei2 ••• ei~o I i1 < i2 < ... < zk, 
k > 1}, temos que E' não tem unidade e é chamada de álgebra exterior sem unídade. 
Exemplo 1.4 Seja A uma álgebra e consideremos o espaço vetorial 
Definindo em K E9A o produto (ÀL a1)(>.2, a2) = (À1À2, À1a2 +.\2a1 +a1a2), temos que K EBA 
é uma álgebra associativa com unidade (que é o elemento (1, 0)). Esta construção é chamada 
de adjunção formal da unidade a A. 
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Observação 1.5 Se A é um espaço vetorial1 {3 é uma base de A e f : {3 x {3 ----------+ A é uma 
aplicação qualquer, então existe uma única aplicação bilinear F :A x A ----------+A estendendo f. 
Assim, para definir uma estrutura de álgebra em A basta definir o produto para os elementos 
de uma base. Uma vez definido o produto, verifica-se que A é uma álgebra associativa se, e 
somente se, (v1v2 )v3 = v1 (v2v3) para quaisquer v1, v2 , v3 E {3. Isto se deve ao fato de que a 
aplicação g : A x A x A ____. A, definida por g(a, b, c) = ( ab )c- a(bc), sendo trilinear, é nula 
se, e somente se, é nula em {3 x {3 x {3. 
Exemplo 1.6 Produto tensorial de álgebras. Sejam A e B duas álgebras. Recordamos 
que o produto tensorial dos espaços vetoriais A e B, denotado por A 0 B, é o espaço vetorial 
que consiste dos elementos da forma L: ui 0 vi para ui E A e vi E B. Os elementos a 0 c 
(tensores) satisfazem (a+ c) 0 b ~ (a 0 b) + (c 0 b), a 0 (b + d) ~ (a 0 b) + (a 0 d) 
e Àa 0 b ~ a 0 >.b ~ >.(a 0 b) para quaisquer a, b E A, c, d E B e À E K. É um 
fato bem conhecido que se {31 e !32 são bases de A e B, respectivamente, então o conjunto 
{3 = {u 0 v I u E {31 , v E {32} é uma base de A 0 E. Se V é um espaço vetorial e 
f : A x B ____. V é uma aplicação bilinear, então existe uma única transformação linear 
<p: A®B--+ V satisfazendo <p(a0b) = f(a, b) (propriedade universal do produto tensorial). 
Para maiores detalhes, veja [11], Capítulo 11, §12. 
Para definir uma estrutura de álgebra em A 0 B, fixemos duas bases /31 e /32 de A e B, 
respectivamente, e definimos ( Ut 0 v1) ( u 2 0 v2) = u 1u2 0 v1 v2 . Temos que A 0 B, munido 
deste produto, é uma álgebra associativa, o que é fácil ver pela Observação 1.5. Ademais, o 
elemento lA 0 lB é a unidade desta álgebra. 
Tomando agora a11 a2 E A e b1, b2 E E elementos quaisquer e escrevendo-os como 
combinações lineares dos elementos de ;31 e /32, respectivamente, podemos ver facilmente que 
(a1 0 bi)(a2 0 b2 ) = a1a2 0 b1b2 • Temos então que a definição do produto independe da 
escolha das bases. 
Se A é uma álgebra associativa e a1 b E A, definimos o comutador [a, b] = ab- ba e: se 
char K # 2, o produto de Jordan a o b = ~(ab + ba). Definimos também o comutador de 
comprimento n como sendo [a1 , •.. , an_1, an] = [[a1 , ... , Gry._l], an] para ai E A. Através de 
um cálculo simples, podemos mostrar que para quaisquer a, b, c E A vale 
[ab, c]~ a[b, c[+ [a, c]b. (1.1) 
Ademais, usando indução e (1.1), é possível mostrar que 
n 
[a1a2 ... an, c] =L ar ... ai_I[ai1 c]ai+l ... an. 
i=l 
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(1.2) 
Definição 1. 7 Seja A uma álgebra. Dizemos que um subespaço vetorial B de A é uma 
subálgebra de A se BB Ç B e 1 E B. Dizemos que um subespaço vetorial I de A é um ideal 
deAseAiçi e!AÇJ. 
Exemplo 1.8 Considere a álgebra exterior E (Exemplo 1.3). Dado n E N1 tomemos o 
subespaço En de E gerado pelo conjunto {1, ei1 ei2 ••• eik I i 1 < i 2 < ... < Ík :::; n }. Temos 
que En é uma subálgebra de E de dimensão 2n e é a álgebra exterior do espaço vetorial com 
base {el,e2,···:en}-
Exemplo 1.9 Centro de uma álgebra. Sendo A uma álgebra1 o conjunto 
Z(A) ={a E A I ax = xa para todo x E A} 
é uma importante subálgebra de A, chamada de centro de A. É um fato bem conhecido que 
para todo n E N vale Z(Mn(K)) = {Unxn I À E K} (matrizes escalares). Quanto à álgebra 
de Grassmann: observando o Exemplo 1.3 podemos concluir que Z(E) = E0 (char K f. 2). 
Exemplo 1.10 Subálgebra gerada. Sejam A uma álgebra de S Ç A. Consideremos o 
subespaço Bs de A gerado pelo conjunto {1, s1s2 ... Sk I k E N, si E S}. Temos que Bs é 
multip1icativamente fechado e que 1 E Bs. Logo, Bs é uma subálgebra de A: chamada de 
subálgebra gerada por S. Observe que toda subálgebra de A que contém S deve conter Bs e 
assim Bs é a menor subálgebra de A contendo S. 
Definição 1.11 Sejam A e B duas álgebras. Uma transformação linear r.p: A .......-)o B é um 
homomorfismo de álgebras se <p(xy) = tp(x)tp(y) para quaisquer x, y E A, e <p(!A) = lB. 
Se r.p é um homomorfismo de álgebras: dizemos que é um mergulho (ou monomorfismo) 
se é injetivo: e que é um isomorfismo se é bijetivo. Um endomorfismo de uma álgebra A é 
um homomorfismo de A em A e um automorfismo é um endomorfismo bijetivo (endomor-
fismo e isomorfismo ao mesmo tempo). Denotamos por End A e Aut A os conjuntos dos 
endomorfismos e automorfismos, respectivamente, da álgebra A. Quando existe um isomor~ 
fismo r.p : A - B, dizemos que as álgebras A e B são isomorfas e denotamos A ~ B. 
Como exemplo, observamos que as álgebras E e K EB E' (Exemplo 1.4) são isomorfas, sendo 
1/J: K EB E'- E, definida por 1/J(À, x) =À+ x, um isomorfismo. 
Se 'P: A- B é um homomorfismo de álgebras, o conjunto ker<p ={a E A I <p(a) =O}, 
núcleo de r.p, é um ideal de A~ e o conjunto Imr.p = {r.p(a) I a E A}, imagem de r.p, é uma 
subálgebra de B. 
Sendo A uma álgebra e I um ideal de A: consideremos no espaço vetorial quociente A/ I 
o produto (a+I)(b+ I) = ab+ I para a, b E A. Este produto está bem definido (não depende 
8 
da escolha dos representantes das classes laterais) e faz de A/ I uma álgebra, chamada de 
álgebra quociente de A por I. Vamos denotar a + I por a. A aplicação n : A -------t Aj I, 
definida por n(a) =a, é um homomorfismo chamado de projeção canônica. 
É um fato bem conhecido que se r.p : A -------t B é um homomorfismo de álgebras, então 
A/ker<p"' Im<p. 
Definição 1.12 Seja A uma álgebra. Dizemos que A é simples se {O} e A são seus únicos 
ideais. Dizemos que A é central simples se A é simples e Z(A) = K. 
Dizemos que um elemento r E A é invertível se existe r~ 1 E A tal que rr- 1 = r~ 1r = 1. 
Vamos denotar por U(A) o conjunto dos elementos invertíveis de A. Se r E U(A), a aplicação 
(r: A-------tA, definida por x<r = r- 1xr, é um automorfismo de A, chamado de automorfismo 
interno determinado por r. 
Proposição 1.13 Se A é uma álgebra central simples de dimensão finita, então todo auto-
morfismo de A é interno. 
Este resultado é uma conseqüência imediata do Teorema de Skolem-Noether, cuja de-
monstração pode ser encontrada em [23], página 99. 
1.2 Identidades polinomiais 
Seja X = {x1, x2 , x 3 , •. . } um conjunto enumerável, cujos elementos vamos chamar de 
variáveis. Uma palavra em X é uma seqüência Xi 1 Xi2 ••• xin onde n E N e XiJ E X. Va-
mos também considerar a palavra vazia, que denotaremos por 1. Tomemos K (X) como 
sendo o espaço vetorial que tem como base o conjunto de todas as palavras em X. Assim, 
os elementos de K{X), que chamaremos de polinômios, são somas (formais) de termos (ou 
monômios) que são produtos (formais) de um escalar por uma palavra em X. 
Consideremos agora em K {X) a multiplicação definida por 
Munido deste produto, K(X) é uma álgebra associativa (veja a Observação 1.5) com unidade, 
que é a palavra vazia 1. 
Sejam A uma álgebra e h : X -------t A uma aplicação qualquer1 com h(xi) = a; para 
i E N. Consideremos agora a aplicação linear i.ph : K(X) -------t A tal que ~.p(l) = lA e 
rp(xi1Xi2 ... x;J = a;1 a;2 ••• ain· Temos que ttJh é um homomorfismo de álgebras e é o único 
satisfazendo ~Phlx = h. Dizemos então que K(X) é a álgebra associativa livre unitária, 
livreinente gerada por X. Sendo f= f(xi,··. ,xn) E K{X), vamos denotar por J(a 1, ••• ,an) 
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a imagem de f por l.fJh· Observe que f(a 1 , ••. , an) é o elemento de A obtido substituindo-se 
Xi por ai em f. 
Definição 1.14 Seja A uma álgebra. Um polinômio f(xr, ... ,xn) E K(X) (ou a expressão 
f(x 1, ... , Xn) = O) é dito ser uma identidade polinomial de A se f(a1, ... , an) = O para 
quaisquer a1 , ... , an E A. 
Observemos então que f = f(x 1 , ... ,xn) é uma identidade de A se, e somente se, f 
pertence aos núcleos de todos os homomorfismos de K (X) em A. 
Denotando por T(A) o conjunto de todas as identidades polinomiais de A, dizemos que 
A é uma álgebra com identidade polinomial ou ?I-álgebra se T(A) # {0}. Se A1 e A2 são 
álgebras, dizemos que A1 e A2 são PI-equwalentes se T(A1) ~ T(A2 ). 
Exemplo 1.15 Se A é uma álgebra comutativa, então o polinômio f(x 1,x2 ) = [x1,x2] 
xrx2- x2x1 é uma identidade de A. 
Exemplo 1.16 O polinômio [x1, x2 , x3] é uma identidade polinomial da álgebra de Grass-
mann E. Para ver isto, basta observar que [a, b] E Eo = Z(E) para quaisquer a, b E E. 
Exemplo 1.17 Considere o polinômio 
Sn(XIJ ... 1 Xn) = L EaXa(l) · · · Xa(n) 
aES,.. 
onde Sn é o grupo simétrico sobre n elementos, .s,. = 1 se a é par, e .s,. = -1 se a é ímpar, 
é chamado de polinômio standard de grau n. Em [1] foi provado que s2n(x1, .•• , x2n) E 
T(Mn(K)), fato conhecido como Teorema de Amitsur-Levitzki. Posteriormente, foram apre-
sentadas outras demonstrações deste teorema (veja [32], [46], [42] e [44]). 
O conceito que apresentaremos agora e suas propriedades são de extrema importância na 
Pl-teoria. 
Definição 1.18 Dizemos que um ideal I de K(X) é um T-ideal se <p(I) ç: I para todo 
'P E End K(X), ou equivalentemente, se f(g 1, ••• ,gn) E I para quaisquer f(x 1, ••• ,xn) E I 
e 9t, ... , gn E K(X). 
Proposição 1.19 Se A é uma álgebra, então T(A) é um T-ideal de K (X). Reciprocamente1 
se I é um T-ideal de K(X), então existe alguma álgebra B tal que T(B) ~I. 
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Demonstração. Primeiramente, é fácil ver que T(A) é um ideal de K(X). Agora, sejam f= 
f(x 1 , ... , Xn) E T(A) e cp E End K(X), arbitrários. Provemos que cp(f) E T(A). De fato, se 
7/J : K (X) ~ A é um homomorfismo qualquer de álgebras, então 7/J( cp(f)) ~ ( 'lj; o cp) (f) ~ O 
pois 'lj; o cp: K(X) ~A é um homomorfismo de álgebras e f E T(A). Assim, cp(f) E ker'lj; 
e daí cp(f) E T(A). 
Sendo I um T-ideal de K(X), tomemos a álgebra quociente E= K(X)/1 e a projeção 
canônica 7r : K(X) ~ K(X)(I. Se f E T(B), então f deve pertencer a ken. Como 
kerJr ~I, devemos ter T(B) Ç I. Por outro lado, se f(x 1 , ••• ,Xn) E I e g1, ... , 9n E K(X), 
então f(g,, ... , 9n) E I e daí f(g,, ... , 9n) ~ f(g,, .. . , 9n) ~O. Logo, f(g,, ... , 9n) E T(B), 
o que conclui a demonstração. D 
Não é difícil ver que a interseção de uma família qualquer de T-ideais é ainda um T-ideal. 
Logo, dado um subconjunto S qualquer de K (X), podemos definir o T-ideal gerado por S, 
denotado por (S)Y, como sendo a interseção de todos os T-ideais de K(X) que contêm S. 
Assim, (S)T é o menor T-ideal de K(X) contendo S. 
Do ponto de vista prático, o T-ideal gerado por S coincide com o subespaço vetorial de 
K(X) gerado pelo conjunto {hrf(g,, ... ,gn)hzl f E S, h1 , h,,g,, ... ,9n E K(X)}. 
Se A é uma álgebra e S Ç T(A) é tal que T(A) ~ (S)T, dizemos que Sé uma base das 
identidades de A. Se existe S finito nestas condições, dizemos que A possui a propriedade 
da base finita ou propriedade de Specht (W. Specht). A questão da existência de base finita 
para as identidades das álgebras associativas sobre corpos de característica Úro é conhecida 
como problema de Specht e, em [28], Kemer deu uma solução positiva para este problema. 
Vejamos agora alguns exemplos de bases de identidades de algumas álgebras importantes. 
Exemplo 1.20 Se A é uma álgebra comutativa qualquer e K é um corpo infinito1 então é 
um fato bem conhecido que T(A) = ([xt,x2])r. Dizemos então que todas as identidades de 
A seguem (ou são conseqüências) do polinômio [x1, x2]. 
Exemplo 1.21 Se K é um corpo infinito de característica diferente de 21 então T(E) 
([x1 ,x2 ,x31)T (veja [33] e [19]). 
Exemplo 1.22 Em 1973 Razmyslov [40] provou que T(M2 (K)) é finitamente gerado para 
char K = O, determinando uma base com 9 identidades. Posteriormente, Drensky [13] mos-
trou que T(M2(K)) ~ (s4 (x1,x2,x3,x4 ), [[x1,x2J',x3]JT, também para char K ~O. Em 2001 
Koshlukov [30] generalizou este resultado de Drensky para K infinito de característica dife-
rente de 2 e 3. Quando char K = 3, uma terceira identidade é necessária para gerar o T-ideal 
(veja [9]). Para char K ~ 2, o problema da descrição de T(M2(K)) ainda está em aberto. 
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1.3 Variedades e álgebras livres 
Definição 1.23 Seja S um subconjunto de K (X). A classe B de todas as álgebras que têm 
todos os polinômios de S como identidades é chamada de variedade (de álgebras associativas) 
definida por S. 
Se B é uma classe de álgebras, seja T(B) a interseção de todos os T-ideais T(A) com 
A E B. A variedade de álgebras definida por T(B) é chamada de variedade gerada por 8 e 
denotada por varB. Se B ={R}, então denotamos varB simplesmente por varR. Observe 
que a variedade definida por 8 é igual à variedade definida por (S)r. 
Teorema 1.24 (Birkhoff) Uma classe não vazia de álgebras 8 é uma variedade se, e so-
mente se, é fechada a produtos diretos, subálgebms e álgebras quocientes. 
Demonstração. Veja [15], página 24. D 
Seja V uma variedade de álgebras. Dizemos que uma álgebra F E V é uma álgebra 
relativamente livre de V (de posto enumerável) se existe um subconjunto Y (enumerável) 
gerador de F tal que para toda álgebra A E V e toda aplicação h : Y ----+ A existe um 
homomorfismo de álgebras tp : F -----+ A estendendo h. F é então dita ser livremente gerada 
porY. 
Teorema 1.25 Toda variedade V possui alguma álgebra relativamente livre. Ademais, duas 
álgebras relativamente livres de V são isomorfas. 
Demonstração. Seja I = nREV T(R) e considere a álgebra quociente F = K (X) I I. Tomando 
Y = {X I x E X}, temos que F é gerada por Y e que Y é enumerável (para i =f j 
temos xi - Xj ~ I). Tomando agora uma álgebra A E V e uma aplicação h : Y -----+ A, 
consideremos'!/;: K(X) -----+A o homomorfismo de álgebras que satisfaz '!j;(x) = h(X) para 
todo x E X. Como I Ç T(A), temos que I Ç ker'lj; e assim a aplicação tp : F -----+ A, 
dada por <p(J) ~ ,P(f), é bem definida. Além disso, <p é um homomorfismo de álgebras que 
estende h. 
Suponhamos agora F 1 e P2 álgebras relativamente livres de V. Sendo F 1 e F2 livremente 
geradas por Y1 e }2, respectivamente, tomemos uma bijeção g : Y1 ----+ Yz. Temos então 
que existem homomorfi.smos de álgebras tp 1 : F1 ----)- F2 e tp2 : F2 -----+ F 1 estendendo g e 
g-1, respectivamente. Logo, (tp2 o tp1)(y) = y e (rp1 o tpz)(z) = z para quaisquer y E Y1 e 
z E }2. Segue então que rp2 otp1 = I dp1 e rp1 orp2 = I dF2 , e portanto rp1 e r.pz são isomorfismos.D 
As idéias de variedades e álgebras livres são na verdade mais gerais do que acabamos de 
apresentar. Para maiores detalhes, veja [15], Seções 1.2, 2.2 e 2.3. 
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' 1.4 Algebras envolventes 
Seja A uma álgebra associativa e considere em A o novo produto [a, b] = ab- ba para a, 
b E A. Com este produto ternos uma nova estrutura de álgebra em A, que vamos denotar por 
Ai-l. Como [a, a]= O e [a, b, c]+ [b, c, a]+ [c, a, b] =O (identidade de Jacobi) para quaisquer 
a, b, c E A: temos que A(-) é uma álgebra de Lie. Se uma álgebra de Lie L é isomorfa a 
uma subálgebra de A<-), dizemos que A é uma álgebra envolvente de L. 
Exemplo 1.26 Seja L urna álgebra de Lie com base {u 1 v} tal que u *v= v. A álgebra 
M 2(K) é uma álgebra envolvente de L, pois o subespaço vetorial V de M2 (K) gerado por 
{E11 , E12 } é uma subálgebra de M2(K)<-J e a aplicação linear 'P: L ~ V que satisfaz 
<p(u) = E 11 e r.p(v) = E 12 é um isomorfismo de álgebras de Lie. 
Seja L uma álgebra de Lie. Dizemos que uma álgebra associativa U é uma álgebra 
universal envolvente de L se L é uma subálgebra de u<-l e para toda álgebra associativa A 
e todo homomorfismo cP: L- A(-) de álgebras de Lie, existe um único homomorfismo de 
álgebras associativas 'ljJ : U -A tal que '1/JIL = c/J. 
Teorema 1.27 (Poincaré, Birkhoff, Witt) Toda álgebra de Lie L possui uma única (a 
menos de isomorfismo) álgebra universal envolvente U(L). Se L possui uma base { ei I i E I}, 
sendo I totalmente ordenado, então U(L) possui uma base formada pelos elementos 
com i 1 :S: i 2 :S: ... :S: ip , ik E I e p =O, 1, 2, ... 
onde p =O nos dá a unidade de U(L). 
Demonstração. Veja [15], página 11. D 
Sendo X= {x1,x2,X31 ---}, tomemos ComX = {[xipxi2, ... ,xi~.;]l k ~ 2, xij E X}. 
Sejam B(X) a subálgebra (com 1) de K(X) gerada por CamX e L( X) o subespaço vetorial 
de K(X) gerado por X U CCJ'f"ttX. Os polinômios de E( X) são chamados de polinômios 
próprios. 
Consideremos agora a álgebra de Lie K(X)<-)_ Usando a identidade de Jacobi é possível 
mostrar que se u, v E X U CamX, então [u, v] E L(X). Logo, L(X) é uma subálgebra de 
Lie de K(X)I-l. 
Teorema 1.28 (Witt) U(L(X)) = K(X). 
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Demonstração. Veja [15], página 14, Teorema 1.3.5. o 
Se L é uma álgebra de Lie e h : X ___,. L é uma aplicação qualquer, tomemos o homo-
morfismo de álgebras 'P : K(X) ~ U(L) que estende h. Temos que 'P([x,, x;, ... , x;,]) = 
[<p(x;,),<p(x;,), ... ,<p(x;,)] para k ::> 2, e assim <p(L(X)) c;; L. Ademais, é fácil ver que se 
h, f, E L( X), então 'P([h, f,]) = ['P(h), <p(f,)]. Logo, '{J[L(X) : L( X) ~ L é um homo-
morfismo de álgebras de Lie estendendo h e assim chamamos L( X) de álgebra de Lie livre, 
livremente gerada por X. 
Consideremos agora uma base ordenada de L( X) consistindo dos elementos 
onde { u1 , u2 , u3 , .. . } c;; ComX é uma base de [L(X), L( X)], o subespaço vetorial de L(X) 
gerado por ComX. Segue dos Teoremas 1.27 e 1.28 que K{X) possui uma base formada 
pelos elementos 
(1.3) 
onde i 1 < i2 < ... < ik, j 1 ::::;; j2 ::; ... ::; }q- Observe que os elementos com k = O formam 
uma base para B(X) e que se f(x 1 ,x2 , .•• ,xn) E K(X), então 
a 
onde a = (a1, a2, ... , an), ai 2: O, O:a E K e 9a E B(X). Ademais, pela independência linear 
dos elementos em (1.3), temos que f possui uma única expressão nesta forma. 
1.5 Polinômios multi-homogêneos e multilineares 
Definição 1.29 Sejam m E K(X) um monômio e xi E X. Definimos o grau de xi em 
m, denotado por degz, m, como sendo o número de ocorrências de xi em m. Um polinômio 
f E K(X) é dito homogêneo em Xi se todos os seus monômios têm o mesmo grau em xi. f 
é dito multi-homogêneo quando é homogêneo em todas as variáveis. 
Se m = m(x1, x2 , ... : xk) é um monômio de K(X), definimos o multigrau de m como 
.sendo a k-upla (a1,a2, ... ,ak) onde ai= degx,m. Se f E K(X), a soma de todos os 
monômios de f com um dado multigrau é dita ser uma componente multi-homogênea de f. 
Observe então que f é multi-homogêneo se, e somente se, possui uma única componente 
multi-homogênea. 
O próximo resultado nos dá uma importante ferramenta no trabalho de determinar ge-
radores para T-ideais quando K é infinito. 
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Proposição 1.30 Sejam I um T-ideal de K(X) e j(x1,x2, ... ,x,) E I. Se K é infinito, 
então cada componente multi-homogênea de f pertence a I. Consequentemente, I é gerado 
por seus polinômios multi-homogêneos. 
Demonstração. Seja no maior grau em x 1 de algum monômio de f. Para cada i= O, 1, ... , 
n, tomemos fi(x 1 , x 2 , ... , Xk) como sendo a soma de todos os monômios que têm grau i em 
x 1 (a componente de grau i em x!). Temos claramente f= fo + j 1 + ... + fn· Como K é 
infinito, podemos escolher >.0 , .\1 , ... , Àn E K todos distintos. Para cada j = O, 1, ... , m, 
temos 9i = f(ÀjXr,x2, ... ,xk) = fo + Àj]l + ... + X'}fn e assim 
Àn o 
Àn 1 
fo 
h 
!lo 
91 
9n 
Observe que g0 , g1, ... , 9n E I, pois I é T-ideal. Ademais, a primeira matriz na igualdade 
acima é uma matriz de Vandermonde invertível. Logo, devemos ter f 0 , j 1 , ... , fm E I. 
Agora, para cada i = O, 1, ... , n e cada t = O, 1, 2, ... , tomemos fit como sendo a 
componente homogênea em h de grau tem x2 . Usando então os mesmos argumentos acima, 
concluímos que fit E I e assim, repetindo o processo para cada variável, temos a primeira 
afirmação. Finalmente, observando que f é a soma de suas componentes multi-homogêneas, 
concluímos que I é gerado por seus polinômios multi-homogêneos. O 
Dizemos que um polinômio f(x 1, x2 , •.• , xk) E K{X) é multilinear se é multi-homogêneo 
com multigrau (1,1, ... ,1), ou seja, se em cada monômio cada variável tem grau exatamente 
1. Neste caso, f tem a forma 
L O'aX<1(l)Xu(2) · · · Xu(k) 
aES~o 
com a,. E K. 
Suponhamos f(xl, Xz, . .. , xk) E K {X) multi-homogêneo de grau n em x1. Tomando Y1 e 
y2 variáveis de X distintas de x1, x2 , ... , Xk, consideremos o polinômio h(yi, Y2. x2, ... , xk) = 
f(y1 +y2 , x2 , ... , xk)· Tomando h1 (y1 , y2 , x 2 , ... , xk) como sendo a componente homogênea de 
grau 1 em y1 de h(y1, y2, x 2 , ... , xk), temos que degy2 h1 = n~ 1 e que h1 (x1, x~, X2, ... , xk) = 
nj(x1, x,, ... , Xk)· 
De posse dessas idéias, vamos agora provar o seguinte resultado. 
Proposição 1.31 Se I é um T-ideal de K(X) e charK =O, então I é gerado por seus 
polinômios multilineares. 
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Demonstração. Como char K = O, temos que K é infinito e portanto I é gerado por seus 
polinômios multi-homogêneos. Seja então j(x1,x2, ... ,xk) E I multi-homogêneo. Como 
I é T-ideal, temos h(y1, y2, x2 , ... ,Xk) = f(Yt + y2, x2 , ... , xk) E I e daí, como K é in-
finito, h1 (y1, Y2, xz, ... : xk) E I. Da igualdade h(xi, x1, xz, ... , xk) = nj(x1, Xz, ... , xk) e 
da hipótese de char K = O segue que f é conseqüência de h1 (y1 , y2 , x2, ... , xk)· Tomemos 
agora hz(YI, yz, y3, y4, x3, ... , xk) como sendo a componente de grau 1 em Y3 de h1 (y1, Yz, Y3 + 
y4, x3, ... , xk)· Usando as mesmas idéias, concluímos que degY~ hz = degx2 h1 -1, hz E I e h1 
é conseqüência de h2 • Continuando com este processo (chamado de processo de linearização), 
concluímos que f é conseqüência de algum polinômio multilinear de I e assim o resultado 
está demonstrado. D 
1.6 T-espaços e polinômios centrais 
Definição 1.32 Sejam A uma álgebra e j(x1, ... ,xn) E K(X). Dizemos que f é um po-
linômz'o central para A se f tem termo constante nulo e f(ab ... , an) E Z(A) para quaisquer 
a1, ... , an E A. 
De acordo com esta definição, dizer que f é um polinômio central para A significa dizer 
que [f,g] é uma identidade de A para todo polinômio g E K(X). Segue então que se duas 
álgebras são FI-equivalentes, então elas têm exatamente os mesmos polinômios centrais. 
Vejamos agora alguns exemplos. 
Exemplo 1.33 Sendo A uma álgebra, toda identidade de A é um polinômio central para 
A. As identidades são ditas polinômios centrais triviais. Conforme veremos mais adiante, a 
álgebra Un(A) (n;::: 2) das matrizes triangulares superiores com entradas em A não possui 
polinômios centrais além dos triviais. 
Exemplo 1.34 O polinômio f(x 1,x2 ,x3 ,x4 ) = [x1 ,x2] o [x3,x4] (polinômio de Hall) é um 
polinômio central para a álgebra M 2 (K). Okhitin [38] descreveu os polinômios centrais para 
a álgebra M2(K) 1 no caso de char K = O, e Colombo e Koshlukov [9] generalizaram esta 
descrição para o caso de K ser um corpo infinito de característica diferente de 2. 
Exemplo 1.35 Sejam K um corpo qualquer e E a álgebra exterior sobre K. Temos que 
f(x 1 , x 2 ) = [x11 x2] é um exemplo de polinômio central para E. No caso de char K = p > O, 
temos que g(x) = xP é um polinômio central para E. Mais adiante, apresentaremos a 
descrição dos polinômios centrais para E quando char K = O. 
Definição 1.36 Um subespaço V de K (X) é dito ser um T-espaço se cp(V) c; V para todo 
'P E End K(X). 
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Sabemos que dado um subconjunto {f, I i E N} de K(X), existe um único endomorfismo 
rp de K(X) tal que rp(xi) = fi para todo i E N. Assim, dizer que que V é um T-espaço 
de K(X) significa dizer que V é um subespaço tal que f(g 1 , ••• , 9n) E V para quaisquer 
J(x11 ... 1Xn) E V e 91, ... ,gn E K(X). Vejamos agora alguns exemplos de T-espaços 
importantes. 
Exemplo 1.37 Todo T-ideal de K (X) é um T-espaço. O subespa<;o K ~ { ctl I <> E K} é 
também um exemplo de T-espaço de K(X). 
Exemplo 1.38 Sejam A uma K-álgebra e W um subespaço de A. O conjunto 
{f(x1, ... ,Xn) EK(X) I f(a,, ... ,an) E Wparaa,, ... ,an E A} 
é um T-espaço de K (X). 
No exemplo anterior 1 destacamos o caso particular W = Z (A) 1 no qual temos nosso maior 
interesse. Neste caso temos o T-espaço 
{f(xr, ... , Xn) E K(X) I f(ar, ... , On) E Z(A) para a,, ... ,an E A} 
que é chamado de espaço dos polinômios centrais de A e é normalmente denotado por C(A). 
Como Z(A) é uma subálgebra de A 1 temos que C(A) é multiplicativamente fechado, condição 
que nem todo T -espaço satisfaz, como veremos mais adiante. 
Observação 1.39 É importante observar que os elementos de C(A) são na verdade da forma 
g +C, onde g é um polinômio central (de acordo com a Definição 1.32), e C é uma constante. 
É também importante observar que o conjunto dos polinômios centrais propriamente ditos 
de alguma álgebra pode não ser um T-espaço. No Exemplo 1.35, considerando char K = p, 
vimos que g(x) = xP é um polinômio central para E. No entanto, g(x + 1) = xP + 1 possui 
termo constante não nulo. 
É fácil ver que a interseção e a soma de uma família qualquer de T -espaços ainda são 
T -espaços. Dado então um subconjunto S de K (X), podemos definir o T-espaço gerado 
por S como sendo a interseção de todos os T-espaços que contêm S. Em outras palavras, 
estamos tomando o menor T-espaço de K (X) que contém S. A próxima proposição nos dá 
uma caracterização (mais interessante do ponto de vista prático) do T-espaço gerado por 
um conjunto. 
Proposição 1.40 Se S Ç K(X) e V é o T-espaço de K(X) gerado por S, então V é 
exatamente o subespaço de K (X) gerado por 
{f(gr, • • · ,gn) I f E S, g,,. · · ,gn E K(X)} 
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Demonstração. Comecemos observando que este conjunto é exatamente igual a 
(End K(X))S = {<p(J) I f E S, <p E End K(X)}. 
Tomemos V1 como sendo o subespaço de K(X) gerado por (End K(X))S. Como S Ç V e 
V é um T-espaço, temos que <p(f) E V para quaisquer f E Se <p E End K(X), ou seja, 
(End K(X))S ç V. Logo, V1 ç V. 
Observando agora que 1/J(g) E (End K(X))S para quaisquer 1/J E End K(X) e g E 
(End K(X))S, concluímos que V1 é um T-espaço de K(X). Ademais, temos S Ç V1 . Logo, 
V Ç Vi, o que conclui a demonstração. 
Exemplo 1.41 Sejam S Ç K(X) e J o T-ideal gerado por S. Tomando 
Sr = {xn+rf(xr, · · ·, Xn)Xn+2 I f E S} 
o 
temos que J é exatamente o T-espaço de K (X) gerado por S1 . Assim, a partir de uma base 
de um T-ideal é possível construir um conjunto capaz de gerá-lo como T-espaço. 
Observação 1.42 Sabemos que todo T -ideal é gerado por seus polinômios multilineares 
quando o corpo base tem característica zero, e por seus polinômios multi-homogêneos quando 
o corpo base é infinito. Essas técnicas de redução são extremamente importantes quando 
trabalhamos com identidades polinomiais e, conforme veremos, também no estudo de po-
linômios centrais. Através dos mesmos processos usados para T-ideais é possível mostrar 
que todo T-espaço é gerado por seus polinômios multilineares no caso de característica zero, 
e por seus polinômios multi-homogêneos no caso de corpo base infinito. 
Nos próximos exemplos vamos ver as descrições de alguns T-espaços interessantes. 
Exemplo 1.43 Seja K um corpo e consideremos a álgebra Mn(K), com n;::: 2. Sejam I o 
T-ideal das identidades de Mn(K) e 
V= {f(x1, ... ,Xm) E K(X) I tr(J(Ar, ... , Am)) =O para Ar, ... , AmE Mn(K)}. 
Temos que V é um T-espaço de K(X) e que I Ç V. Ademais, [x1 , x2] E V e daí I+ Vi Ç V, 
onde V1 é o T-espaço gerado pelo polinômio [x1 , x2]. Mostremos agora que quando char K =O 
temos V = I+ V1 . De fato, tomemos 
J(xr, ... ,xm) = ~ O!uXu(l) ... Xu(m) E V 
uES,.,.. 
lembrando que V é gerado por seus polinômios multilineares. Observemos que, para todo 
(]'E Sm 1 
Xu(l) · ·. Xu(m) = XlXu(i+l) · · · Xu(m)Xu(1) · · · Xu(i-1) + [xu(l) · • · Xu(i-1) 1 X1Xu(i+l) · • · Xu(m.)] 
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onde o-( i) ~ 1. Logo, f(x1, ... , xm) = x1g(x,, ... , Xm) (mod V1), onde g é um polinômio 
multilinear. Como Vj_ Ç V e f E V, devemos ter x1g(x2,- .. ,xm) E V, o que significa 
tr(A1g(A2 , ..• , Am)) ~ O para quaisquer A1 , A,, ... , Am E Mn(K). Mas, isto só é possível 
se g(A2 , ... , Am) = O para quaisquer A2 , •.. , Am E Mn(K). Logo, x 1g(x2 , ... , xm) deve ser 
identidade de Mn(K) e portanto f E I+ V1. 
No caso n = 2, temos uma descrição completa de V, uma vez que se conhece uma base 
finita do T-ideal I. Observando o Exemplo 1.22, podemos concluir que os polinômios 
[x1,x2] 
gerani V como T -espaço. 
É fácil ver que V não é multiplicativamente fechado. Basta observar que [x1,x2]2 fj V, 
fato que se verifica facilmente tomando X1 = E12 ~ E21 e x2 = E22· 
Exemplo 1.44 Sejam n ;;::: 2 e A uma álgebra qualquer. No Exemplo 1.33, mencionamos 
que os únicos polinômios centrais para a álgebra Un(A) s-ão as identidades. Para demonstrar 
este fato: comecemos considerando os subespaços V (matrizes diagonais) e N (matrizes com 
diagonal nula) de Un(A). Temos que V é uma subálgebra e N é um ideal de Un(A). Adernais, 
Un(A) =V EB N como espaço vetorial. Ternos também que o centro de Un(A) é exatamente 
o conjunto das matrizes da forma alnxn, onde a E Z(A). 
Tomemos f(x 1, ••• ,xm) E K(X) um polinômio central para Un(A). Primeiramente, 
vejamos que f é uma identidade de D. De fato, dados a1, ... , am E A, temos que 
f(a 1En, ... , amEn) = j(a1, ... , am)E11 • Mas, como f é central para Un(A), devemos 
ter f(a 1 , ••• , arn)E11 = alnxn para algum a E Z(A). Logo, a deve ser nulo e portanto 
f(a 1 , ... , am) ~ O. Segue então que f E T(A) e daí é imediato que f E T(V). To-
mando agora X1, . .. ,Xrn E Un(A), temos Xi =Di+ Ni, com Di E De Ni E N, e assim 
f(X, ... , Xm) ~ f(D1 , ... , Dm) +C ~ C, onde C E N. Como f(X1, ... , Xm) é diagonal, 
devemos ter C= O e assim f é uma identidade de Un(A). 
Exemplo 1.45 Seja V o T-espaço de K(X) gerado pelos polinômios [x1 , x2] e [x1 , x2] [x3 , x4]. 
Da igualdade (1.1) temos 
e 
[x1, X2,X3X4] = x3[x1, X2, x4] + [x1, X2, x3]x4. 
Da primeira segue que [x1,X2,x3]x4 E V e da segunda obtemos 
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Logo, x3[xbx2,x4]x5 E V e portanto o T-ideal ([x1,x2,x3])r está contido em V. Usando 
agora a igualdade (1.2), podemos concluir que 
para todo n ;.:::: 3, e assim, como 
temos que [x1, x2J[x3 , x4] ... [x2 .. _ 1, x2 .. ] E V e daí segue que V é multiplicativamente fechado. 
Vamos agora mostrar que, quando char K =O, C(E) =V (sendo E a álgebra exterior). 
Como [x1,x2] e [x1,x2][x3 ,x4] são polinômios centrais para E, temos V Ç C(E). Ademais, 
T(E) Ç V, uma vez que T(E) é exatamente o T-ideal de K(X) gerado por [x1 ,x2,x3]. 
Tomando agora f(x 1 , ... ,x .. ) E C(E) multilinear e usando a mesma idéia do Exemplo 
1.43, podemos concluir que f(x 1 , ... , Xn) = x1g(x2, ... , Xn) (mod V), onde g é multilinear. 
Segue então que x1g(x2 , •.• , xn) E C(E) e daí g(x2 , ..• , Xn) E C(E) (faça x1 = 1). Mas, g e 
x1g pertencentes a O( E) só é possível se g for identidade de E. Logo, x1g E T(E) e assim 
devemos ter f(x 1 , ... , x .. ) E V. 
Observação 1.46 No caso de char K = p > O temos V f C(E). De fato, consideremos a 
álgebra U2(K) (matrizes 2 x 2 triangulares superiores) e o T-espaço 
W = {f(x1, ... , Xn) E K(X) I j(A1, ... , An) tem diagonal nula para A 1, ... , An E U2(K)}. 
É fácil ver que [xbx2] e [xl,x21[xs,x4] então em w~ donde v ç w. tomando agora o 
polinômio g(xi) = xf de C(E), verificamos facilmente que não pertence a W (basta fazer 
x 1 = E11 ). Logo, g(x1) E C(E)- V. 
No estudo que fizemos até agora de T -espaços e polinômios centrais, vimos que o conjunto 
C(A) é sempre um T-espaço de K(X) para toda álgebra A. Quando falamos em descrever 
os polinômios centrais de A, estamos falando em determinar um subconjunto de C(A) que 
possa gerá-lo como T -espaço. Assim, observa-se uma ampla ligação entre os conceitos de 
polinômio central e T-espaço, embora este último seja mais abrangente. Existem T-espaços 
que não são multiplicativamente fechados (observe o Exemplo 1.43) e também T-espaços 
multiplicativamente fechados que não são espaços de polinômios centrais para nenhuma 
álgebra. O T-espaço V do Exemplo 1.45 satisfaz estas condições em característica positiva, 
conforme veremos a seguir. 
Proposição 1.47 Se charK = p > 2, então não existe álgebra A tal que C(A) =V. 
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Demonstração. Suponha, por contradição, que C(A) = V para alguma álgebra associativa 
A. Então, [x1 ,x2] E C(A) e daí [x1,x2 ,x3] E T(A). Usando indução é possível mostrar que 
j n j n-j 
n ( ) [y,;r, ;.,xj~~(-1) j xyx 
para n 2:- 1, em toda álgebra associativa. Logo, para n = p, temos [y, x, ... , x] = yxP -xPy = 
[y, xP]. Assim, concluímos que [x2 , x~] E T(A) e daí xf E C(A), o que contradiz a hipótese 
de que C(A) ~V (veja a observação anterior). D 
1. 7 Identidades e polinômios centrais graduados 
Nesta seção vamos apresentar os conceitos de identidades e polinômios centrais para álgebras 
graduadas. As idéias apresentadas aqui serão fundamentais nos próximos dois capítulos. 
Alguns resultados têm demonstrações análogas às daqueles relacionados a identidades e 
polinômios centrais ordinários e assim faremos apenas breves comentários a respeito deles. 
Comecemos com a definição de álgebra C-graduada. Em toda esta seção, C denotará um 
grupo abeliano com notação aditiva. 
Definição 1.48 Dizemos que uma álgebra A é C-graduada se existe uma família de su-
bespaços {A, I g E G} de A tais que 
para quaisquer g, h E G. 
A= E9A9 e A9 Ah ç A9+h 
geG 
Na definição acima, dizemos que a família { A9 I g E G} é uma C-graduação em A e que 
os elementos de A9 são homogêneos de grau g. 
Exemplo 1.49 Toda álgebra A admite uma G·graduação. Basta tomar A0 ~A e A,~ {O} 
para todo g E G- {0}. Esta graduação é chamada de trivial. 
Exemplo 1.50 A álgebra exterior E possui uma Z2-graduação natural: E= Eo EB E 11 onde 
E0 é o subespaço dos elementos pares e E1 dos elementos ímpares. Considerando agora a 
álgebra exterior En de dimensão 2n (veja o Exemplo 1.8) e tomando (En)o = En n E0 e 
(Enh = En n E1 , temos En = (En)o G1 (Enh e esta decomposição define uma Z2-graduação 
em En. 
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Exemplo 1.51 Considere num inteiro positivo eM = Mn(K). Para cada 'Y E Zn, tomemos 
o subespaço M-y = (Eij I j- i= '"'f). Para cada k E Z, tomemos 
M - { {O} 
k - (E,, I j -i~ k) 
, se Jkl ::> n, 
, se Jkl < n. 
Observe que Mõ = M0 é exatamente o conjunto das matrizes diagonais. Do fato do conjunto 
{ Eij jl ::; i, j ~ n} ser uma base de M segue que 
e 
Agora, para ver que estas decomposições definem uma Zn-graduação e uma Z-graduação, 
respectivamente, em Mn(K), basta observar que 
, se j f k, 
, se j = k. 
Proposição 1.52 Se A é uma álgebra C-graduada, então 1 E A0 . 
Demonstração. Temos que existem g11 ••• 1 9n E G tais que 
com a0 E A0 e a9, E A9,, para i= 11 ••• , n. Tomando agora h E G e ah E Ah, arbitrários, 
temos 
Observando que ahao E Ah, ahagi E Ah+gi e h, h + 91 1 ••• 1 h + 9n são dois a dois distintos, 
podemos concluir que aha9i = O para i = 11 ••• , n, donde ahao = ah. De modo totalmente 
análogo mostramos que aoah = ah e assim concluímos que a0 = 1. D 
Definição 1.53 Sejam A e B álgebras C-graduadas com componentes homogêneas A9 e B9 , 
respectivamente. Dizemos que um homomorfismo de álgebras tp : A ----+ B é G -graduado se 
<p(A,) Ç B, para todo g E G. 
Vamos agora tratar de identidades e polinômios centrais C-graduados. Para isso, pre-
cisamos do conceito de álgebra associativa livre G-graduada. Para definí-lo, comecemos 
considerando para cada g E G um conjunto enumerável X 9 , e suponhamos que X 91 e X 92 
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são disjuntos para 91 i- 92· Tomemos então X = ugEG Xg E:l consideremos a álgebra associa-
tiva livre unitária K (X). Definimos agora 
a(l) =O e a(x1x2 ... Xm) = a(x1) + a(x2) + ... + a(xm) 
onde a(xi) = 9 se xi E X 9 . Sendo então m um monômio de K(X) 1 dizemos que a(m) é o 
G-grau de m. Tomando para cada 9 E G 
K(X) 9 =(mIm é monômio de K(X). a(m) = g) 
temos 
K(X) = ffiK(X), e K(X),K(X)h <;: K(X)g+h 
gEa 
para quaisquer g, h E G, assim K(X) é chamada de álgebra associativa livre C-graduada. 
Se f E K(X) 9 , dizemos que f é homogêneo de G-grau g e usamos a notação a(f) = g. 
Agora estamos prontos para definir identidade e polinômio central C-graduados. 
Definição 1.54 Seja A = ffi9EG A9 uma álgebra C-graduada. Dizemos que um polinômio 
f(x,, ... , Xn) E K(X) é: 
a) uma identidade C-graduada de A se f(al, ... , an) = O para quaisquer ai E Aa(xi) com 
i= 1, ... ,n. 
b) um polinômio central C-graduado para A se f(a11 ... , an) E Z(A) para quaisquer 
ai E Aa(:q) com i= 1, ... , n. 
No estudo das identidades e polinômios centrais ordinários, os conceitos de T-ideal e 
T -espaço têm importância fundamental, como foi visto nas seções anteriores. Para o caso 
de identidades e polinômios centrais C-graduados temos conceitos análogos, a saber, os de 
T c-ideal e Ta-espaço, que definiremos a seguir. 
Definição 1.55 Seja K (X) a álgebra associativa livre C-graduada. Um ideal I de K (X) 
é dito ser um Ta-ideal se <p(I) <;:I para todo endomorfismo C-graduado <p de K(X). Um 
subespaço V de K(X) é dito ser um Ta-espaço se <p(V) <;: V para todo endomorfismo C-
graduado <p de K (X). 
De acordo com esta definição, dizer que I é um Ta-ideal equivale a dizer que f(gt. ... , 9n) E 
I para quaisquer f(x 1 , •.. , Xn) E I e 9i E K (X)a(x,) com i= 1, ... , n. Analogamente, para 
Ta-espaços. As idéias de Te-ideal e Ta-espaço gerados por um subconjuntoS de K(X) são 
análogas às idéias de T-ideal e T-espaço gerados. Denotamos por (S)Tc o Ta-ideal gerado 
por S. 
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Sendo A urna álgebra C-graduada, temos que o conjunto Ta(A) das identidades C-
graduadas de A é um Te-ideal de K(X) e que o conjunto Cc(A) dos polinômios centrais 
C-graduados para A é um Ta-espaço de K(X). 
É importante observar que todo Ta-ideal e todo Ta-espaço é gerado por seus polinômios 
multi-homogêneos no caso do corpo base ser infinito, e por seus polinômios multilineares 
no caso do corpo base ter característica zero (as demonstrações são as mesmas feitas para 
T-ideais). 
Exemplo 1.56 Consideremos a álgebra exterior E com sua Z2-graduação natural (Exemplo 
1.50). Sendo K (X) a álgebra livre Z,-graduada, temos X= X 0 U X 1 . Como ab = -ba para 
quaisquer a,b E E1, ternos que j(x1,x2) = x1 ox2, com a:(xt) = a(x2) = 1, é identidade 
Z2-graduada de E. Como E0 = Z(E), temos que todo polinômio f E K {X)0 é um polinômio 
central Z2-graduado para E. 
O próximo resultado mostra uma importante relação entre os conceitos de identidades 
polinomiais ordinárias e graduadas. 
Proposição 1.57 Sejam A e B duas álgebras. Se A e B possuem C-graduações tais que 
Ta( A) ç Ta( E), então T(A) ç T(B). Ademais, se Ta( A)= Ta( E), então T(A) = T(B). 
Demonstração. Consideremos a álgebra associativa livre K(Y), onde Y = {y1,y2, ... } e seja 
f(y11 yz, ... , Yn) E T(A). Dados b1 , bz, ... , bn E B, tomemos big E B 9 , para i = 1, ... , n 
e g E G, tais que b1 = L 9eabt9 . Para cada bi9 =f O, tomemos Xig E X 9 e consideremos o 
polinômio h= f('I:.,eax,,, ... ,I:,,EGxn9) E K(X). Como f E T(A), temos j 1 E Ta(A) e 
daí h E Ta(B). Fazendo então as substituições Xig = bíg: para i= 1, ... : n e g E G, ternos 
e assim f E T(B). 
Se Ta(A) = Ta(B), então Ta(A) Ç Ta(B) e Ta(B) Ç Ta(A), donde temos a última 
afirmação. D 
É importante observar que a recíproca do resultado acima é falsa. Para ver isto tomemos 
n par e as álgebras En e En+l (sendo o corpo K lnfinito de característica diferente de 2) 
com suas Z2-graduações naturais (Exemplo 1.50). Temos que T(En) = T(En+l) (veja [15], 
página 52), mas Tz2 (En) =f Tz2 (En+r), pois o polinômio f(x1, X2, ... , Xn+l) = X1X2 ... Xn+I, 
com a(x1) = a:(x2) = ... = a(xn+r) = 1, é identidade Z2-graduada para En, mas não é para 
En+l· 
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Capítulo 2 
Identidades e Polinômios Centrais 
, 
para Algebras Z2-graduadas 
As identidades graduadas apareceram como uma forte ferramenta no trabalho de Kemer 
[27, 28] (veja também [29]) sobre a estrutura dos T-ideais em característica zero e, por sua 
importância, se tornaram objetos de estudos independentes. Neste trabalho de Kemer foi 
feita, entre outras coisas, a classificação das álgebras associativas T-primas sobre um corpo 
de característica zero. Como exemplos deste importante tipo de álgebra podemos citar as 
álgebras comutativas, a álgebra de Grassmann E, as álgebras M2(K), M1,1 (E) e E0E. Essas 
três últimas possuem Z2-graduações naturais e as identidades Z2-graduadas·de M2(K) e de 
M1,1 (E) foram descritas por Di Vincenzo [12] em característica zero. Mais tarde, Koshlukov e 
Azevedo [31] generalizaram estas descrições para corpos infinitos de característica diferente 
de 2, e também descreveram as identidades Zz-graduadas de E 0 E. No decorrer deste 
capítulo, estes resultados serão oportunamente enunciados. 
Nas primeira e quarta seções deste capítulo apresentaremos as descrições dos polinômios 
centrais Z2-graduados para M2 (K) e E0E que foram feitas em [8]. Nas outras duas seções, 
serão estudadas as álgebras supercomutativas e as álgebras M1,1(S), onde Sé supercomuta-
tiva. Este estudo consiste na classificação destas álgebras do ponto de vista da FI-teoria e 
na descrição dos polinômios centrais Z2-graduados para M1,1(S), a qual é uma generalização 
da descrição dos polinômios centrais Z2-graduados para M1 ,1 (E), também feita em [8]. 
A álgebra associativa livre Zz-graduada, que tem fundamental importância neste capítulo, 
será denotada por K(X U Y), onde X= {x1 , x2 , x3 , .. . } é o conjunto das variáveis de.grau O 
e Y = {Yl, y2 , y3, ... } é o conjunto das variáveis de grau 1. A construção de K (X UY), assim 
como os conceitos e notações relacionados com ela, podem ser vistos na Seção 1. 7, fazendo 
G = Z2 • Para simplificar a notação, vamos denotar Tz2 e Oz.2 por T2 e C2 , respectivamente. 
Em todo este capítulo K será sempre um corpo infinito de característica diferente de 2. 
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2.1 Polinômios centrais Z2-graduados para M2(K) 
A álgebra M2(K) possui uma Z2-graduação natural: a qual definiremos agora. Tomando 
e 
temos que M2 (K) = Ao EB A1 (como espaço vetorial) e também que AiAj Ç Ai+i para 
quaisquer i, j E Z2 • Observe que este é o caso particular n = 2 no Exemplo 1.51. 
A descrição das identidades Z2-graduadas de M2(K), feita primeiramente para char K = 
O e depois generalizada para K infinito com char K f 2, é dada pelo seguinte teorema. 
Teorema 2.1 ([12, 31]) O T,-ideal das identidades Z,-graduadas de M,(K) é gerado pelos 
polinômios [x1, x2] e Y1Y2Ys - Y3Y2Y1· 
Vamos começar nosso estudo dos polinômios centrais Z2-graduados para M2 (K) obser-
vando que 
( O b )' = ( bc O ) E Z(M,(K)) c O O bc 
para h: c E K. Dai concluímos que yf E C2(M2 (K)). Consideremos então o T 2-espaço V de 
K (X U Y) gerado pelos polinômios 
onde z1 e z2 são variáveis em X U Y. Nosso objetivo nesta seção é mostrar que 0 2(M2 (K)) 
é igual a V. Tendo em vista que os três polinômios acima são centrais 1 concluímos que 
V c;; C,(M2 (K)). Pelo Teorema 2.1 temos T2 (M2(K)) c V. 
Lema 2.2 Os polinômios Y1 o y2, YiY~ e [YI, Y2HYs, Y4] pertencem a V. Ademais, V é mul-
tiplicativamente fechado. 
Demonstração. Como y1 + y, E K(X U Y)l, temos que (y1 + y2)2 E V. Mas, (Yl + y2)2 = 
Yi + Y? + 2(yl o y,). Logo, Y1 o Y2 E V. 
Observando agora que y1 + y1 y~ E K (X U Y)l, temos 
2 2 2 2 ( ')' ( + ')' v Y1 + Y1Y2 + Y1Y2Y1 + Y1Y2 = Yt Y1Y2 E • 
Logo, yfy~+YIY~Yl E V. Mas, como [yi,YI] E T2(Mz(K)), devemos ter Yhi+Y1YiY1 = 2yiyi 
(mod T,(M2 (K))) e assim Y1Y? E V (lembre que T,(M2(K)) c V). 
Para mostrar que [y1, Y2HYs, Y4] E V, observemos primeiramente que Y2Y3Y4- Y4Y3Y2 é 
uma identidade Z2-graduada de M2(K) e consequentemente YtY2Y3Y4- Y1Y4Y3Y2 também é. 
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Logo, Yl Y2Y3Y4 - YlY4Y3Y2 E V. Como a igualdade -ab = ba - 2a o b vale em toda álgebra 
associativa, temos 
-Y1Y4Y3Y2 ~ Y2Y1Y4Y3- 2((y,y,y,) o y,) 
e daí segue que Y1Y2YsY4 +Y2Y1Y4Ys E V, pois (Y1Y4Y3) oy2 E V. De modo análogo mostramos 
que Y2YIY3Y4 + YlY2Y4Y3 E V e assim concluímos que [Y1 1 Yz] [Ys, Y4] E V. 
Para mostrar que V é multiplicativamente fechado, observemos que todos os seus ele-
mentos têm a forma 
o:Ift + · .. + anf~ + 9 
onde a, E K, f, E K (X U Y)! e g E T2 (M,(K)). Logo, o produto de dois elementos de V é 
a soma de uma identidade com uma combinação linear de elementos da forma fl f], os quais 
pertencem a V, de acordo com a afirmação anterior. Assim, temos o resultado. D 
Provemos agora o principal resultado desta seção. 
Teorema 2.3 C2(M2(K)) ~V. 
Demonstração. Como já sabemos que V ç; Cz(M2 (K)), basta mostrar a inclusão contrária. 
Seja f E C2 (M,(K)) multi-homogêneo (lembre que o corpo K é infinito). Suponhamos 
primeiramente que f depende somente de variáveis de grau O, digamos f = f(x 1, ... , xn)· 
Usando então o fato de que [xi,xJ] E T2 (M2(K)), cDncluímos que f= o:xi1 ••• x~ + g, Dnde 
g E T2(M2 (K)). Logo, f(E11 , ••• , E11 ) = o:E11 e daí devemos ter o: = O, o que nos dá 
f E T2(M2(K)). Assim, podemos supor que f depende também de variáveis de grau 1. 
Sendo f multi-homogêneo, temos que todos os seus termos têm as mesmas variáveis 
com os mesmos graus. Logo, todos os termos de f têm o mesmo Z2-grau e portanto f é 
homogêneo com respeito à Z2-graduação de K (X U Y). Supondo a(!) ~ 1, temos que todo 
valor que f assume em M2(K) é uma matriz de diagonal nula. Daí, sendo central, f deve 
ser uma identidade. 
Suponhamos agora que o:(J) = O, o que significa que em cada termo de f o número 
de variáveis de grau 1 (contando com repetições) é par. Concluímos então que f é uma 
combinação linear de termos da forma u1 u2 ... Un, ui é um monômio de Z2-grau 1 e n é 
par. Observando agora que uiui+l =(ui o Ui+l) + tlui, ui+1J, podemos concluir que, módulo 
T2 (M2 (K)), f é uma combinação linear de termos da forma 
m, l 2:: O 
onde cada hi é da forma ( u; o Ui+ I) e cada Vi é da forma [ui 1 Ui+ I]· É importante observar que 
a ordenação pode ser feita, pois os hi's e os vi's têm Z 2-grau O e portanto comutam módulo 
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T,(M2 (K)). Assim, f= h+ f, (mod T2 (M2 (K))), onde h é uma combinação linear de 
termos com l par e h é uma combinação linear de termos com l ímpar. Pelo lema anterior, 
temos j 1 E V e daí segue que h é centraL Mas, cada termo hr ... hmv1 ... Vt com l ímpar 
resulta em matriz de traço O, pois h1 ... hmv1 ••• v1_ 1 é central e vz é um comutador. Logo, 
h é central e resulta em matriz de traço O, donde h E T2(M2(K)). Segue então que f E V, 
o que conclui a demonstração. D 
' 2.2 Algebras supercomutativas 
Nesta seção vamos fazer um breve estudo das álgebras supercomutativas, observando que 
elas estão fortemente relacionadas com as álgebras exteriores. Comecemos com a definição 
de álgebra supercomutativa e alguns exemplos. 
Definição 2.4 Dizemos que uma álgebra ~-graduada S = So EB 8 1 é supercomutativa se 
ab = ( -l)ijba para quaisquer a E Si e b E Si. 
De acordo com esta definição, dizer que Sé álgebra supercomutativa equivale a dizer que 
S0 c; Z(S) e ab ~ -ba para quaisquer a, b E S1. 
Exemplo 2.5 A álgebra exterior E, com sua Z2~graduação natural E = E0 EB E 1 , é um 
exemplo de álgebra supercomutativa. A álgebra exterior En de dimensão 2n, com sua Z2-
graduação natural En = (En)o ffi (Enh (veja o Exemplo 1.50), também é um exemplo de 
álgebra supercomutativa. 
Exemplo 2.6 Seja L uma álgebra de Lie nilpotente de classe 2 e seja L 1 um subespaço tal 
que L~ Z(L) Ell L1 (como espaço vetorial), onde Z(L) ~ {x ELIxa~ O para todo a E L} 
(centro de L). Consideremos a álgebra HL ~ K Ell L (veja o Exemplo 1.4), cujo produto é 
dado por ( >.1, x) ( >.2, y) ~ (>.1>.2, À1 y + >.,x + xy). Como (xy)z ~ x(yz) ~ O para quaisquer 
x, y, z E L, temos que HL é associativa. 
Tomando agora Vo ~ {(>.,x) I>. E K, x E Z(L)} e Vi~ {(O,y) I y E L1}, observamos 
que HL = V0 EB Vi e que esta decomposição define uma Z2-graduação em HL. Ademais, 
Vo = Z(HL) e uv = -vu para quaisquer u, v E V1. Logo, HL é supercomutativa. 
Exemplo 2. 7 Se S = 80 EEl 8 1 é uma álgebra supercomutativa e A é uma álgebra comutativa 
qualquer, então A 0 S é uma álgebra supercomutativa. Para ver isto basta observar que a 
decomposição A 0 S ~ (A 0 S0 ) Ell (A 0 SI) define uma Z2-graduação em A 0 S e que 
A 0 So c; Z(A 0 S) e xy ~ -yx para quaisquer x, y E A 0 S1. 
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Proposição 2.8 SejaS= S0 EB S1 uma álgebra supercomutativa. Então T2 (S) = T2(E) ou 
T2 (S) = T2 (En) para algum n E N. 
Demonstração. Segue imediatamente da definição de álgebra supercomutativa que os polinô-
mios [x1 ,x2], [x1 ,yr] e yf são identidades z,-graduadas de S. Se I= ([x1 ,x,], [x1 ,y1],yf)T', 
temos I Ç T2(S). Seja f(x 1, ••• , Xm, y1 , •.. , yq) E Tz(S) um polinômio multi-homogêneo. 
Como [x1,x2], [x1,y1], Y1 oyz E I, temos 
(mod I) 
onde a E K, li = degx, f e ki = degy1 f. Se f tj. I, devemos ter k1 = ... = kq = 1 e 
o: =I= O. Daí, fazendo xi = 1 para i= 1, ... , m, concluímos que y 1y2 ... Yq E T2(S). Logo, se 
y1y2 ••• y, <t T2 (S) para todo tE N, devemos ter T2 (S) =I. Particularmente, T2 (E) =I. 
Supondo agora que YIYz· .. Yt E Tz(S) para algum tE N, tomemos to= min{t E N I 
y1y2 ... y, E T2 (S)}. Dai, I 1 = ([x 1,xz],[x1,y,j,yf,y,y, ... y,0 )T' c;: T,(S). Usando os argu-
mentos acima, concluímos que se f f) I, então q '2:: t 0 e daí f é congruente módulo I a uma 
consequência de y1y2 .•• Yto· Logo, Tz(S) = I1 • No caso particular S = En, temos t0 = n + 1 
e assim Tz(En) = ([x1, xz], [x1, Y1], YLY1Y2 ... Yn+I)T2 • O 
Corolário 2.9 Se Sé uma álgebra supercomutativa, então T(S) = T(E) ou T(S) = T(En) 
para algum n E N. 
Demonstração. É imediato do resultado anterior e da Proposição 1.57. o 
Proposição 2.10 SejaS= 80 EBS1 uma álgebra supercomutativa tal que y 1y2 ••• Yn f) T2 (S) 
para algum n E N. Então, existe um mergulho graduado de En em S. Ademais, se 
y1y2 ... Yn '% T2 (S) para todo n E N (equivalentemente, T2(S) = T2(E)), então S tem di-
mensão infinita. 
Demonstração. Sejam b1 , b2 , •.• , bn E 51 tais que b1b2 ••• bn-=/= O e seja ln = {1,2, ... ,n}. 
Para cada J Ç ln, definamos 
{ 
1 , se J = 0, 
VJ= bhbi2 ••• bik ,seJ={ii,iz, ... ,ik}. 
Para mostrar que estes elementos são LI, suponhamos que L:J O:.JVJ = O, onde J corre 
sobre todos os subconjuntos de ln· Multiplicando esta equação por VJn, temos a0VJn = O 
e daí "' = O. Tomando agora I c;: Jn tal que VJ = O para todo J c;: Jn com IJI < III 
e multiplicando a equação por VJn\f• concluímos que o.1 = O. Assim, por indução, temos 
aJ = O para todo J Ç ln- Considerando agora a transformação linear f : En ____,. S tal que 
f ( 1) = 1 e f ( ei1 ei2 ••• eik) = bi1 bi2 ••• bik, é fácil ver que f é um monomorfismo de álgebras e 
que f((En)i) c;: S; para i E Z,. 
A última afirmação é imediata. o 
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2.3 As álgebras M1,1(S) 
Dada uma álgebra Zz-graduada A= Ao EB A1, definimos 
M 1,1 (A) ~ { (: ! ) I a, dE A0 , b, c E A1 } 
É imediato que M1,1(A) é uma subálgebra de M2(A). Tomando agora os subespaços 
M,,,(A)o ~ { ( ~ n I a, dE Ao} e Mu(A), ~ { ( ~ ~) I b, c E A,} 
de Mi,1(A), temos M,,,(A) ~ M,,,(A)o Ell M1,1(A)l e M1,1 (A)iM1,1(A); ç M1,1(A)i+i• para 
quaisquer i, j E Zz. Assim, esta decomposição define uma Zz-graduação em M1,1 (A), a qual 
estaremos considerando até o final desta seção. 
Consideremos agora a álgebra M 1,1(K(X U Y)) e os elementos 
eY;~(Oti) 
Ui Ü 
onde i E N, ti ~ Yzi-1 e Ui ~ Y2i· SejaM a subálgebra de M,,,(K (X U Y)) gerada por essas 
matrizes. Observe que M herda a Z2-graduação de M1,1 (K (X u Y) ). 
Consideremos agora f(xl, ... , Xn, Y1 1 ••• , Ym) E K (X U Y). Temos que 
f(X, ... ,Xn,Y,, ... ,Ym) = (f, fz) h j, 
onde fi, !2, h, j4 E K(X U Y). Desta forma, dada uma álgebra Zz-graduada qualquer 
A= Ao Ell A,, temos que f E T,(M1,1(A)) se, e somente se, /!,f, f, f 4 E T2 (A). Assim, o 
seguinte resultado está demonstrado. 
Proposição 2.11 Sejam A e B duas álgebras Zz-graduadas. Se T2 (A) Ç T2 (B), então 
T2 (M1,1(A)) Ç T2(M1,1(B)). Ademais, se Tz(A) = Tz(B), então T2(M1,1(A)) ~ T,(M1,1(B)). 
Nesta seção estamos particularmente interessados em M1,1(S), onde S é uma álgebra 
supercomutativa. Como consequência da Proposição 2.11 temos T2 (M1,1 (E)) Ç T2 (M1,1(S)), 
pois T2(E) Ç T2(S). Além disso, aplicando a Proposição 2.8, podemos concluir que 
T2 (M1,1(S)) = T2 (M1,1(E)) ou T2 (M1,1(S)) = T2 (M1,1 (En)) para algum n E N. Daí, 
T(M1,1(S)) ~ T(M1,1(E)) ou T(M1,1(S)) ~ T(M1,,(En)) (pela Proposição 1.57) e portanto 
temos a classificação do ponto de vista da PI-teoria das álgebras M1,1 (S). 
Agora, para conhecer a forma concreta das identidades Z2-graduadas de M1,1(S) pre-
cisamos das descrições de T2 (M1,1 (E)) e T2 (M1,1(En)). A descrição de T2 (Mu(E)), feita 
primeiramente em característica zero e depois generalizada para corpos infinitos de carac-
terística diferente de 2, é dada pelo seguinte teorema. 
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Teorema 2.12 ([12, 31]) O T,-ideal das identidades Z 2-gmduadas de M 1,1 (E) é gerado 
pelos polinômios [xr, Xz] e YrY2Y3 + Y3Y2Yl· 
Vejamos agora a descrição de T2 (M1,1 (En)). 
Teorema 2.13 Se n E N, então T2(M1,1 (En)) é gerado como T2 -ideal pelos polinômios 
Y1 Y2 · · · YnYn+l· 
Demonstração. Seja In o T 2-ideal de K(X U Y) gerado por estes polinômios. Observe que 
as dois primeiros são identidades Z2-graduadas de Mu(E) e portanto de Mu(En)· Um 
cálculo simples mostra que o terceiro também é identidade Zz-graduada de M1,1(En). Logo, 
In c; T2 (M1,1(En)). Suponhamos agora f= f(x 1 , ... ,xm,y1 , ... ,y,) E T,(Mr,r(En)) multi-
homogêneo e suponhamos também que o grau total nas variáveis Yi's de cada monômio de f 
é par, digamos 2s. Se 2s > n, então f E In, uma vez que y1yz ... Yn+l E In. Logo, podemos 
supor 2s :::;: n. Observemos que, módulo In, f é uma combinação linear de termos da forma 
onde ac.,B E K, u corre sobre todas as m-uplas (h, l2, ... , lm), com O ~ li ~ degx, f, e B 
corre sobre todos os subconjuntos { i 1 , i 2 , ..• , i 5} de s elementos de {1, 2, ... , q}. Chamando 
o segundo membro desta congruência de g(x1, ..• , Xm, y1 , ... , yq), temos 
( !r o ) o f, 
onde Jr, f, E K (X U Y)o, 
e 
fi (x~, ... 1 X 2m, t1, ... , tq, ul! ... , uq) = L au,sXi1 ... X~~-t ti1 X~1 ... X~~Uj1 ... ti. Uj. 
o,B 
h(xt, ... , X2m, h, ... , tq, u1, ... , Uq) =L aa,sXt1 ... xt~Ui1 X~1 •.• X~_1tj1 ... ui. tis· 
o,B 
Observando agora que g E T2 (M1,1 ( En) ), concluímos que ! 1 e h são identidades Z2-graduadas 
de En· Tomando então ).1 , .À2 , ... , .Àm elementos arbitrários de K e fazendo em j 1 as subs-
tituições Xi = 1, para i par, e X2i-l = \, para i= 1, 2, ... , m, temos que o polinômio 
L: aa,s.Ài1 ••• >.;.ti1 uh ... tis Uj. 
o,B 
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também é uma identidade Zrgraduada de En. Observe agora que neste polinômio dois 
monômios têm mesmo multigrau se, e somente se, correspondem ao mesmo B. Assim, 
fixado B0 = {i1,i2, ... ,is}, arbitrário, temos 
Tomando então ti1 = e1, Uj1 = e2, ... , tis = e2s-l e Uj5 = e2s, podemos concluir que 
l:aaa,BoÀi1 ... À~= O. Como os Ài's foram tomados arbitrários e K é infinito, devemos ter 
aa,Bo =O para todo a. Daí, f E In, pois Bo também foi tomado arbitrário. No caso do grau 
total de f nas variáveis Yi's ser ímpar, o procedimento é totalmente análogo. D 
Vamos agora estudar os T2-espaços C2 (M1,1 (S)), onde Sé supercomutativa. Como já 
foi visto que T,(M1,1(S)) é igual a T2(M1,1(E)) ou a T2(M1,1(En)), temos que C2 (A1ú(S)) 
é igual a C2(M1,1(E)) ou a C2(M1,1(En)). Assim, basta estudar esses dois últimos. Como 
primeiro passo neste sentido, vamos ver a descrição do centro de 1\.1ú ( S). 
Proposição 2.14 Se S é uma álgebra supercomutativa1 então 
Demonstração. Seja X= ( ~ ~) E M1,1 (S), com (a- d)S1 =O. Como 80 Ç Z(S) temos 
que X comuta com todo elemento de Mu(S) 0 . Tomando agora b,c E S1 , temos 
( o b)x=(o db)· c O ac O 
Como (a- d)b =(a- d)c =O, temos a igualdade dessas matrizes e assim X E Z(M1,1(S)), 
uma vez que M1,1(S) = M1,1(S)o Ell M1,1(S)J. 
Tomemos agora Y = (: :) E Z(M1,1(S)). Pela Proposição 1.52, temos 1 E Soe 
assim E11 E M1,1 (S). Como EuY = Y E11 , devemos ter b =c= O. Tomando agora b1 E 8 1, 
arbitrário, e Z = ( ~ b~ ). segue da igualdade ZY = YZ que (a- d)b1 = O. Logo, 
(a- d)S1 =O. D 
Corolário 2.15 Z(M1,1(E)) = {alzxz I a E Eo}, Z(Ml,l(En)) = {alzxz I a E (En)o}, se n 
éímpar,eZ(Ml,l(En))={(~ ~)la-dE(e1 ez ... en)},senépar. 
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Demonstração. Se n é ímpar ex E (En)o, então x é uma combinação linear de produtos da 
forma ei1ei2 ••• eik' onde i 1 < i2 < ... < ik e k é par. Logo, k < n e daí podemos escolher em 
que não esteja em algum termo de x. Temos então xem f- O e portanto x(Enh f- O. Segue 
daí que Z(M1,1(En)) = {al2x2 I a E (En)o}. Usando exatamente a mesma idéia mostramos 
que Z(MI,I(E)) = {al2x2 I a E Eo}. 
Suponhamos agora n par ex E (En)o tal que x(Enh =O. Usando os argumentos acima, 
concluímos que x E (e1e2 ... en) e assim temos a última afirmação. D 
Lema 2.16 Se Sé uma álgebm supercomutativa, então [y!,Y2] E C,(MI,I(S)) e (YI o y,) 
sempre resulta em matriz de traço zero em M1,1(S). 
, +O b ) E Z(M1,1(S)) 
ll2 Ct 1 C2 
e 
que é claramente uma matriz de traço zero. Temos então as duas afirmações. o 
Seja W o T 2-espaço de K(X U Y) gerado pelo polinômio ly1 , y2]. Sendo S = S0 Ell 5 1 
uma álgebra supercomutativa, tomemos Ws = T2(M1,1(S)) + W. Pelo Lema 2.16 temos que 
Ws Ç C2(M1,1(S)). Vamos agora mostrar que se Z(MI,I(S)) = {ai,x2 I a E So}, então vale 
a igualdade. Como consequência deste resultado teremos as descrições de C2 (M1,1 (E)) e de 
C,(MI,I(En)) para n ímpar. 
Lema 2.17 Os polinômios (y1 o y2)(Ys o y,) e [y1 , y,][y,, y4] pertencem a Ws. Ademais, Ws 
é multiplicativamente fechado. 
Demonstração. Observemos primeiramente que YtY2Y3Y4 + YtY4Y3Y2 E Ws, pois Y2Y3Y4 + 
y,y,y, E T,(MI,I(S)). Como YIY<Ys tem Z,-grau 1, temos que [y,y,y,, y,J E Ws e daí segue 
que YtY2Y3Y4+Y2YtY4Y3 E Ws. De modo inteiramente análogo temos YtY2Y4YJ+Y2YtY3Y4 E Ws 
e assim, como 
e 
1 (YI 0 y,)(Ys o y,) = ;;.(YIY2Y3Y4 + YIY2Y<Y3 + Y2YIY3Y4 + Y2YIY<Ys) 
temos a primeira afirmação. 
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Para mostrar que Ws é multiplicativamente fechado, observemos que todos os seus ele-
mentos são da forma 
ai[!J, 91] + ... + <>n[fn, 9n] +h 
onde h E T2(M1,1(S)) e fi e 9i são polinômios quaisquer em K(XUY),. Como [y1, y2][y3 , y4] E 
Ws, concluímos que o produto de dois elementos quaisquer de Ws ainda está em Ws: o que 
é exatamente a segunda afirmação. o 
Teorema 2.18 Se Z(M1,1(S)) ~ {al,x,] a E So}, então C,(MI,I(S)) ~ Ws. 
Demonstração. Basta mostrar que C2 (M1,1(S)) Ç Ws, pois já sabemos que a inclusão 
contrária é válida. Seja f E C2(M1, 1(S)) multi-homogêneo (K é infinito). Suponhamos 
primeiramente que f depende somente de variáveis de grau O, digamos f= f(x1: ... , xn)· 
Usando então o fato de que [xi,XJ] E T2(M1,1(S)), concluímos que f= ax~1 ••• x~n + g, onde 
g E T2(M1,1(S)). Como 1 E So, temos En E M1,1(S)o e daí podemos substituir cada Xi 
por E 11 em f. Temos então f(Eu, ... , Eu) = aE11 , donde segue que a = O e portanto 
f E T2 (M1,1 (S)). Assim, podemos supor que f depende também de variáveis de grau 1. 
Sendo f multi-homogêneo, temos que também é .Z2-homogêneo. Se a(J) = 1: todo valor 
que f assume em M1,1 (S) é uma matriz de diagonal nula. Daí, sendo central, f deve ser 
uma identidade. 
Suponhamos agora que a(f) = 0: o que significa que em cada termo de f o número 
de variáveis de grau 1 (contando com repetições) é par. Concluímos então que f é uma 
combinação linear de termos da forma u1u2 ... Un, Ui é um monômio de .Z2-grau 1 e n é 
par. Observando agora que uiui+l =(ui o ui+l) +~[Ui, ui+I], podemos concluir que, módulo 
T2(M1,1(S)), f é uma combinação linear de termos da forma 
m,l ::00 O 
onde cada hi é da forma [Ui, ui+I] e cada Vi é da forma (ui o 14+1) (observe que a ordenação 
pode ser feita porque os hi's e os vi's têm Z2-grau O e portanto comutam módulo T2(M1,1 (8))). 
Assim, f= h+ f, (mod T2 (M1,1(S))), onde h é uma combinação linear de termos com l 
par e h é uma combinação linear de termos com l ímpar. PeJo lema anterior, temos f 1 E Ws 
e daí segue que h é central. Mas, cada termo h 1 ... hmv1 •.. Vi com l ímpar resulta em 
matriz de traço zero, pois h1 ... hmv1 •.. v1-1 é central e v1 resulta em matriz de traço zero. 
Logo: h resulta em matriz de traço zero, pois Z(M1,1(S)) = {al2x2 I a E So}. Observando 
agora que um elemento central com traço zero em M1,1 (S) deve ser nulo, concluímos que 
f, E T,(M1,1(S)) e daí f E Ws, o que encerra a demonstração. O 
Corolário 2.19 a) C2 (M1,1(E)) é gerado como T2-espaço pelos polinômios 
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b) C2(M1,1(En)), para n ímpar, é gerado como T2-espaço pelos polinômios 
Demonstração. Segue do Corolário 2.15 e do Teorema 2.18 que C2 (M1,1 (E)) 
T2 (M1,1(E)) + W e C2 (M1,1(En)) ~ T,(Mu(En)) + W para n ímpar. Observando agora 
os Teoremas 2.12 e 2.13 1 temos o resultado. D 
Vamos agora descrever C2(M1,1(En)) para n par. Comecemos considerando o T 2-espaço 
Un dos polinômios f(x 1 , ... ,Xm,y1 , ... ,y,) E K(XUY) tais que f(a,, ... ,am,h, ... ,b,) E 
(e1e2 .. . en) para quaisquer ai E (En)o e bj E (Enh· 
Lema 2.20 Se f E Un e cada termo de f tem grau total nas variáveis Yi 's menor que n, 
então f E T,(En)· 
Demonstração. Como K é infinito, podemos supor f multi-homogêneo. Assim1 sendo f = 
f( ) t f - h <m '' '' ( d T (E )) d K x 1 , ... 1 Xm,y1, ... ,yq, emos que = ax1 ... X Yl ···Yq mo 2 n , on e a E , 
li = degx; f e kj = degYJ f. Se algum ki for maior que 1, então f E T2 (En)· Supondo então 
k1 = ... = kq = 1, temos q < n. Logo, f(1, ... , 1, eb ... , eq) = ae1 ... eq E (e1e2 ... en) e daí 
devemos ter a= O, o que conclui a demonstração. D 
Teorema 2.21 Se n é par, então C2 (M1,1 (En)) é gerado como T2-espaço pelos polinômios 
Demonstração. Seja R o T 2-espaço de K (X U Y) gerado por esses polinômios. Pelo Teorema 
2.13 temos que T,(M,,1(En)) C R e que [Y1Y2 ... Yn, x!] e [y,y, ... Yn, Yn+l] são identidades 
Z,-graduadas de Mu(En)· Logo, R Ç C,(M,,1(En)). 
Para mostrar a inclusão contrária, tomemos f E C2(M1,1(En)) multi-homogêneo. Se f 
depende apenas de variáveis de grau O ou se a(f) = 1, então mostramos que f E T2(M1,1 (En)) 
exatamente como na demonstração do Teorema 2.18. Supondo então que f não está em 
nenhuma dessas duas situações, temos que cada termo de f é um produto da forma uv, 
onde u e v são monômios de grau L Como uv = (u o v)+ ~[u, v], temos f = h+ h, 
onde f 1 é uma combinação linear de termos ( u o v) e h é uma combinação linear de termos 
[u, v]. Observe que h e h são multi-homogêneos com mesmo mu1tigrau que f e que h E R. 
Logo, f, E C2 (M,,1 (En)). Seja h ~ h (x, ... , Xm, y,, ... , y,). Pelo Lema 2.16, h resulta 
em matriz de traço zero em M1,1 (En) e dai, usando a última afirmação do Corolário 2.15, 
podemos concluir que 
( 
91 o ) 
o g, 
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onde 91 , 92 E Un. Observe agora que os polinômios g1, 92 e f têm o mesmo grau total nas 
variáveis y/s. Assim, se este grau total for maior ou igual a n, então claramente f1 E R. 
Se for menor que n, então, pelo lema anterior, g1 , 92 E T2(En) e consequentemente f 1 E 
T,(M1,1(En)). Logo, ]J E R, o que conclui a demonstração. D 
Observação 2.22 No enunciado do teorema anterior, o polinômio y1y2 .. ·Yn não pode ser 
omitido. De fato, considerando Qn o T2-espaço dos polinômios f(x 1 , ... , Xm, y1 , ... , yq) E 
K (X u Y) tais que J(B,, ... , Em, c" ... , C,) E { al2x2 I a E (En)o} para quaisquer B, E 
M 1,1 (En)o e C; E M 1,1(Enh, temos T2 (M1,1(En)) Ç Qn e também [y1,y2] E Qn (observe 
a demonstração do Lema 2.16). Logo, T,(Ml,l(En)) + W Ç Qn, lembrando que W é o 
T 2-espaço gerado por [y1, y2]. Observando agora a igualdade 
concluímos que y,y2 ... Yn <;t Qn e portanto y,y, ... Yn <;t T,(M,,,(En)) + W. 
2.4 Polinômios centrais Z2-graduados para E® E 
A álgebra E 0 E possui uma Z2-graduação natural, conforme comentamos no início deste 
capítulo. Para defini-la, consideremos os subespaços 
(E 0 E) o~ (E0 0 Eo) Gl (E1 0 E1 ) e (E 0 E) 1 ~ (Eo 0 E,) EB (E1 0 E0 ) 
de E 0 E. Como E 0 E ~ (E 0 E)o 4 (E 0 E)J e (E 0 E),(E 0 E); Ç (E 0 Eh;, 
para quaisquer i, j E Z:2, temos de fato uma Z-:2-graduação definida em E 0 E. Azevedo e 
Koshlukov mostraram em [31] que, para char K = O, as álgebras E 0 E e M1,1 (E) possuem 
as mesmas identidades .Z2-graduadas. Consequentemente, elas têm os mesmos polinômios 
centrais Z2-graduados, os quais foram descritos no Corolário 2.19. Vamos então supor que 
o corpo K tem característica p > 2. Neste caso, observa-se que xf é um polinômio central 
Z2-graduado para E®E, mas não é para M 1,1 (E). Logo, C2 (E0E) # C2 (M1,1(E)). 
No sentido de descrever o T 2-espaço 0 2(E 0 E), comecemos considerando a álgebra 
onde Eb é a componente par da álgebra exterior sem unidade E'. Observemos que A é uma 
subálgebra de M 1,1(E) e que possui uma Z2-graduação natural induzida pela Z2-graduação 
de M1,,(E). 
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Em [5] foi demonstrado que as álgebras E 0 E e A pO$Suem o mesmo T 2-ideal de iden-
tidades Z2-graduadas, o qual é gerado pelos polinômios 
[x1, x2] 
Segue então que E 0 E e A possuem os mesmos polinômios centrais Z2-graduados e assim 
nosso trabalho será descrever o Tz-espaço C2 (A). 
Sabe-se que xP é uma identidade para a álgebra E'. Daí, para quaisquer a, b E E~ e 
À E K, temos 
.(a+.\ O )P-
0 b+ .\ ( 
aP + ).P O ) = ).P I E Z(A). 
0 bP + ).P 2 
Logo, xf é um polinômio central Z2-graduado para A. De modo igual ao que foi feito na 
seção anterior, se mostra que [y1 , y2 ] também é um polinômio central Z2-graduado para A. 
Consideremos agora o T2-espaço U de K (X U Y) gerado pelos polinômios 
[y,, y,] p x,. 
É fácil ver que T2 (A) c U Ç C2 (A). Mostraremos agora que esta última inclusão é, na 
verdade, uma igualdade. 
Lema 2.23 Os polinômios (y1 o y2 )(y3 o y4 ), [y1 , y2Jiy3 , y4 ], xjxl: e [y1 , y2]xj pertencem a U. 
Ademais, U é multiplicativamente fechado. 
Demonstração. Para os dois primeiros polinômios a demonstração é a mesma da primeira 
parte do Lema 2.17. Como [x1,x2] E T2 (A), temos xjxj = (x1x2 )P (mod T2 (A)) e as-
sim xfx~ E U, uma vez que (x1x2)P E U. Quanto ao último polinômio, observemos que 
[YI,Yz]x1t = [ylxf,yz]- YI[xl,yz] e assim temos [Yl.Y2]xf EU, uma vez que [y1x~,y2] EU e 
[xf, Y2l é identidade. 
Para ver que U é multiplicativamente fechado ba.'lta observar que todos os seus elementos 
são da forma 
[ur, vr] + ... + [un, Vn] + .\rff + .. · + Àmfi:, + g 
onde g é identidade, ÀIJ ... , À111 E K, ui, Vi E K (X U Y)I e fi E K (X U Y)o, e usar a primeira 
afirmação. D 
Teorema 2.24 C2 (A) = U. 
Demonstração. Seja f E C2 (A) multi-homogêneo. Supondo que f depende de alguma(s) 
variável(is) de grau 1, a demonstração de que f E U é exatamente a mesma do Teorema 
2.18 para esta situação. 
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Vamos agora supor que f depende apenas de variáveis de grau O, ou seja, f= f(x 1 , ... , Xn)· 
Como [x1, x2[ E T,(A) temos f = Àxi' ... x!;' + g, onde À E K e g E T2 (A). Fazendo então 
em f as substituições 
x = ( e3e4 + 1 O ) 
1 2 o 1 ' ••• 1 
devemos ter 
À ( (e, e,; 1)1' ~ ) ... ( (e2n-le~n + 1)1' ~ ) E Z(A). 
Observando agora a igualdade (e2i-le2i + 1)1i = lie2i-le2i + 1 e lembrando a forma dos 
elementos de Z(A), podemos concluir que ..\(he1e2 + 1) ... (lne2n-le2n + 1) = >.. Mas, 
onde h é uma combinação linear de termos ei1 ei2 ••. eim, com m > 2. Segue então que ).h = 
).h= ... = Àln =O, o que nos dá À= O ou h1K = ... = ln1K =O. Na primeira situação 
temos f E T2(A). Na segunda devemos ter h, l2, ... , ln todos múltiplos de p (lembrando que 
char K = p) e assim f= ..\(x~1 )P ... (x~)P + g, que é um polinômio deU. D 
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Capítulo 3 
Polinômios Centrais Graduados para 
, 
a Algebra Mn(K) 
No capítulo anterior, descrevemos os polinômios centrais Z2-graduados para as álgebras 
M2 (K) 1 E O E e M1,1(S), onde S é uma álgebra supercomutativa qualquer. Para cada 
uma delas foram apresentados geradores do respectivo T -espaço Z2-graduado de polinômios 
centrais. Neste capítulo vamos apresentar as descrições feitas em [7] dos polinômios centrais 
Zn-graduados e dos .'l-graduados para a álgebra Mn(K). Nestas descrições estaremos consi-
derando as graduações naturais de Mn(K) pelos grupos Zn e Z, as quais estão definidas no 
Capítulo 1. 
As identidades Zn-graduadas e as Z--graduadas de Mn(K) foram descritas primeiramente 
por Vasilovsky [48, 47] em característica zero. Mais tarde, Azevedo [3, 4] generalizou esta 
descrição para corpos infinitos quaisquer. Estes resultados serão apresentados oportuna-
mente neste capítulo, devido à sua importância nas composições dos conjuntos geradores de 
polinômios centrais que apresentaremos. 
O resultado que descreve os polinômios centrais Zn-graduados para Mn(K) é uma gene-
ralização do caso n = 2, feito no capítulo anterior. No entanto, enquanto para n = 2 traba-
lhamos basicamente fazendo '~reduções" de polinômios através de identidades e polinômios 
centrais Z 2-graduados conhecidos, no caso geral utilizaremos idéias sobre matrizes genéricas 
Zn-graduadas que podem ser encontradas em [3]. A descrição dos polinômios centrais Z-
graduados segue idéias análogas também relacionadas com matrizes genéricas graduadas, as 
quais estão no artigo [4]. 
Os conceitos e resultados básicos necessários sobre álgebras graduadas podem ser encon-
trados na Seção 1. 7, assim como as notações utilizadas. 
Em todo este capítulo K será sempre um corpo infinito. 
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3.1 Polinômios centrais Zn-graduados 
Em toda esta seção K (X) denotará a álgebra associativa livre Zn-graduada, onde X = 
u')'EZn. x,. Vamos considerar as notações introduzidas na Seção 1. 7 e denotar Tz, e Ozn 
simplesmente por Tn e Cn, respectivamente. 
Nesta e na próxima seções vamos considerar, para cada inteiro positivo m 1 o m-ciclo 
Bm = (1 2 ... m) do grupo simétrico Srn e o subgrupo cíclico Hm = (FJ.m) de Sm· 
Fixemos agora um inteiro positivo n. Consideremos a álgebra Mn(K) e a sua Zn-
graduação natural, que está definida no Capítulo 1, Exemplo 1.51. A descrição das identi-
dades Zn-graduadas de Mn(K), feita primeiramente para char K = O e depois generalizada 
para K infinito, é dada pelo seguinte teorema. 
Teorema 3.1 ([48, 3]) Todas as identidades polinomiais da álgebra Zn-graduada Mn(K) 
seguem de 
x1x2 - x2x1 = O 
X1X2X3 - X3X2X1 = Ü 
a(x1) = a(x,) = Õ; 
a(x1) = a(x3) ~ -a(x2). 
(3.1) 
Claramente, os polinômios em (3.1), por serem identidades, são polinômios centrais 
Zn-graduados para Mn(K). Mas, existem polinômios centrais Zn-graduados para Mn(K) 
que não são identidades. Vamos agora apresentar um tipo importante de polinômio nestas 
condições. Para isso, precisaremos do conceito de seqüência completa em Zn dado a seguir. 
Definição 3.2 Sejam 71, [2, ... , 'Yn E Zn. Dizemos que a n-upla (!'11 "(2, ... ,[n) é uma 
seqüência completa se { ')'1, ')'1 + '/'2, ... , ')'1 + ')'2 + ... + 'Yn} = Zn e /'I + 12 + ... + "'n =O. 
Exemplo 3.3 (f, 2, 3, 2) é uma seqüência completa em Z4. Dado "f E Zn, temos que 
(I,')', ... , l') é uma seqüência completa se, e somente se, 7 é um gerador do grupo Zn· 
Lema 3.4 Se (1'1, ')'2, ... , /11.) é uma seqüência completa, então hcr(I) 1 /u(2), ... , í'a(n)), para 
u E Hn, e (rn, 'Yn-11 ... 1 ')'2, 'Y1) são seqüências completas. 
Demonstração. Temos { ')'1 1 ')'1 + 'Y2, ... , /1 + ')'2 + ... + 'Yn} = Zn e 'Y1 + ')'2 + ... + 'Yn = 
Õ. Assim 11 + ... + /j = -(r;+1 + ... + 'Yn) para todo j = 11 ••• , n - 1, e portanto 
{ 12 + ... +-yn, ... , 'Yn-1 +'Yn, '/'n, Õ} = Zn· Segue daí que ('Yn, í'n-1, ... , ')'2, 'Yt) é uma seqüência 
completa. 
De {'YI 1')'I +')'z, ... ,')'1 +'Yz+ ... +')'n} = Zn temos {Õ,')'z, .. . ,')'z+ .. . +')'n} = Zn, ou seja, 
{'!,, ... , "1'2+. · .+í'n, "1'2+ .. . +í'n +")'!} = Zn. Logo, (í',, · .. , í'n, í'd ~ hsn(l), í'B,(2)• · .. , í'e,(n)) 
é uma seqüência completa e assim, como Hn = ( 8n), podemos mostrar por indução que 
ba(t),'Ya(2), ... ,"fa(n)) é uma seqüência completa para todo u E Hn. O 
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Lema 3.5 Sejam= XrX2 .•• Xk um monômio multilinear de K {X) com a:(m) =O. Se uma 
substituição standard S (conforme {48}} 
é tal que mls =f O, então muls =f O para todo a E Hk, onde mu = Xu(r)Xu(2) •.• Xa(k)· 
Demonstração. Sendo mls =f O, temos Jr = i2, J2 = i3, ... , J·k-1 = ik. Como mls = Eidk e 
o:(m) = Õ, devemos ter ir= )k· Observemosquemek = x2 .. . xkxr equemekls = Ei2JkEid 1 = 
Ei2i2 #- O. O resultado segue então indutivamente. O 
Proposição 3.6 O polinômio multilinear 
f(xr, x2, ... 'Xn) = E Xu(r)Xu(2) ... Xu(n) 
uEHn 
onde (o:(x1),o:(x2), ... ,o:(xn)) é uma seqüência completa em Zn, é um polinômio central 
Zn-graduado, que não é identidade, para a álgebra Mn(K). 
Demonstração. Como f é multilinear, basta mostrar que fls E Z(Mn(K)) para toda subs-
tituição standard S. Pelo lema anterior, se XrX2 ... xnls =O, então Xa(r)Xu(2) ... Xa(n)ls =O 
para todo a E Hn, e daí fls =O. Suponhamos então Suma substituição standard 
tal que XrX2 ... Xnls =f O. Claramente devemos ter Jr = i2, j2 = i3, ... , Jn-r =in e também 
Jn =ir, pois o:(xrx2 ... Xn) = o:(xr) + o:(x2) + ... + o:(xn) =O. Logo, 
Observando agora que 
temos 
a(xl) + a(x,) = is i, , ... , a(xl) + ... + a(xn-1) =in ,,. 
Como (a:(x1), o:(x2), ... , o:(xn)) é uma seqüência completa, devemos ter i 2 - i1 , i3 - ir, ... , 
in- i 1 não nulos e dois a dois distintos, donde segue que i 1, i2, ... , in devem ser dois a dois 
incôngruos módulo n. Mas, {ir, i2 , ... , in} Ç {1, 2, ... , n}. Logo, temos a igualdade destes 
dois conjuntos e portanto fls = Inxn E Z(M.(K)). D 
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Sejam In oTn-ideal das identidades Zn-graduadas de Mn(K) e Cn(Mn(K)) oTn-espaço 
dos polinômios centrais Zn-graduados de Mn(K). Claramente, temos In C Cn(Mn(K)). 
Tomemos agora V como sendo o T n-espaço gerado pelos polinômios 
zi[x1, x2]z2 
z1 (x1x2X3- xsx2x1)z2 
L Xa(l)Xo-(2) · .. Xu(n) 
rTEH, 
onde z1 e z2 são variáveis em X. 
a(x1 ) ~ a(x2 ) =O; 
a(x,) ~ a(x3 ) = -a(x2 ); (3.2) 
(a(x1), a(x2 ), .•. , a(xn)) seqüência completa 
Do fato de todos os polinômios em (3.2) serem centrais segue que V Ç Cn(Mn(K)). 
Observando agora que o T n-espaço gerado pelos dois primeiros polinômios em (3.2) é exa-
tamente In (lembre que os polinômios em {3.1) geram In como Tu-ideal), concluímos que 
In C V. Nosso objetivo nesta seção é mostrar que Cn(Mn(K)) = V quando char K não 
divide n. Vamos começar apresentando as idéias sobre matrizes genéricas Zn-graduadas 
desenvolvidas em [3]. 
Seja Y = {yio) I i E N1 a E Zn} um conjunto de variáveis e consideremos a álgebra 
polinomial (comutativa) O= K[Y]. Para cada o: E Zn, consideremos o subespaço 
Mn (O)n ~ { (fij )nxn I fij E O, fij ~ O se j -i f C>} 
da K-álgebra Mn(O). Temos 
M.(O) ~ Efl Mn(O). 
oEZn 
e esta decomposição define uma Zn-graduação em Mn(Sl). 
Observe que se o: E Zn e k E {1, 2, ... , n} é tal que o:= -k, então Mn(fl)c. é o conjunto 
das matrizes da forma 
o o f, o o 
o o o f, o 
o o o o !k 
ik+l o o o o 
o fn o o o 
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Lema 3.7 Sejam o:1 E Zn e 
o o J}Õ) o o 
o o o I?> o 
B1= o o o o J1(-ari) 
J/-o!) o o o o 
o J,Cn-1) o o o 
pertencente a Mn(D)a1, para l = 1, 2, ... , m. Então cada entrada não nula de B1 B2 ..• Em 
é da forma Jif31 ) JJfhl ... JY{m), onde /3q - /3p = Ctp + Ct'p+l ... + Gq-l, para 1 :S p < q ::; m. 
Demonstração. É imediato que se g é uma entrada não nula de B1B2 ... Bm, então g é da 
forma J}.B1) JJ!h) ... J/:fm). Sendo i 1 e j 1 os números da linha e da coluna, respectivamente, do 
elemento J}8d na matriz Bz, l = 1, 2, ... , m, temos j 1 - i1 = a:1 e i 1 - 1 = /31• Como g é uma 
entrada do produto B 1B 2 ••• Em, devemos ter j 1 = i 2 , j 2 = i 3 , ... , Jm-l = im, e portanto 
a:P + a:p+l + ... + O:q-I = iq tw Tendo em vista que (3q = iq - 1 e f3P = ip - 1, o resultado 
está demonstrado. O 
Lema 3.8 Sejam c., (3 E Zn, com c. ~ -(3, A E Mn(S'l) 0 e B E Mn(Sl)e. Se AB -
diag(f0, fr, ... , fn_ 1 ), então BA ~ diag(f,, fe+T• ... , fe+n_,). 
Demonstração. Para cada i = 1, ... , n, denote por {J:ç:f a entrada não nula da i-ésima 
linha de A e por hr=r a entrada não nula da i-ésima linha de B. Pelo lema anterior, te-
mos AB = diag(9õha, f!rha+I' ... , 9n-lha+n-l) e daí f "f = g"fh,+a para todo 'Y E Zn, Segue 
também do lema anterior que BA = diag(hõgf3, hi9tJ+I' ... , hn-l9/3+n-1). Mas, para"( E Zn, 
o 
Seja f(x 1,x2, ... ,Xm) E K(X). Tomando 
o o (Ü) y, o o 
o o o (f) y, o 
A.~ o o o o ( -a(x.;)-I) Yi 
(-a(x.;)) y, o o o o 
o (n-1) y, o o o 
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temos A, E Mn(Q)a(x,) e f(AJ, A,, ... , A~) = (F;;)nxn, onde F;; E Q. De K ser infinito segue 
que Fij se anula para quaisquer valores de yfo:l em K se, e somente se, Ptj é o polinômio 
nulo. Logo, f E In se, e somente se, f(A 1, A 2 , ... , A~) =O. 
Lembrando que o centro de Mn(K) é o conjunto das matrizes escalares e novamente 
observando que K é um corpo infinito, podemos concluir que f E Cn(Mn(K)) se, e somente 
se, f(A 1, A2 , ... , A~)= diag(F,F, ... , F) para algum F E Q. 
fi . - S . (O'J) (0'2) (aç) ~ . n J: '7! D ji . De ntçao 3.9 e)am w = Yi, Yi2 ••• Yiq um monomw em H eu E lún· e mmos 
(a:, +8) (a2+ó) (aq+8) 
WJ = YÍ! Yi2 •.. Yiq . 
Se w é um monômio de O e b, fJ E Zn, observa-se imediatamente que Wõ = w e que 
(w8 ) 6 = WJ+B· Também não é difícil verificar que se w1 e w2 são monômios de n e 8 E Zn, 
então (wi)a = (w2)a se, e somente se, w1 = w2 . 
Lema 3.10 {[3], Lema 4) Se m = m(xr, X2, ... , xk) . XiJXi2 ... xiq é um monômio em 
K(X) e a= n(m), então existem a1, a2, ... , O'q E Zn tais que 
o o W(j o 
o o o wr 
m(A1 , A2 , ..• , A,) = o o o o 
W-a o o o 
o wn-1 o o 
com w = Y!~1 )y};2 ) ••• y;;q) 
o 
o 
w -
-o-1 
o 
o 
Demonstração. Fixemos l E {1 1 2, ... , n} 1 arbitrário. Pelo Lema 3.7, temos que a entrada 
- l d l ' · l" h d (A A A ) ' · l c~,J c~,J c~,J j3 j3 nao nua a -es1ma ma em 1, 2, ••• , k e 1gua a Yi1 Yi2 ···Yiq , com i- 1 = 
o:(Ah) + ... + o:(Ai,_1 ), para 2::;: j::;: q. Tomemos então o:i = a(Ai1 ) + ... + a:(Aii_1 ), para 
2 $ j $ q, e o:1 =O. Observando agora que /31 = l- 1, temos fji = ai + l- 1 e daí segue o 
resultado. O 
Corolário 3.11 Se "'! é um gerador do grupo Zn e x 1 E X é tal que o:(x1 ) 
f(xl) =X~ E Cn(Mn(K)). 
'Y, então 
Demonstração. Pelo Lema 3. 7 temos que a entrada não nula da primeira linha de A~ é 
(Õ) h) (20) ((n-lh) U d f d {-0 2 ( 1) } ~ l w = y1 y1 y1 ••. y1 • san o agora o ato e que , "f, ... , n- 'Y = iún e o ema 
anterior, podemos concluir que f(Al) =A~= diag(w, w, ... , w) e assim f E Cn(Mn(K)). O 
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Observação 3.12 Observamos que o corolário anterior é válido independentemente da ca-
racterística de K. Quando char K não divide n, temos que f é conseqüência do polinômio 
l:uEHn Xu(!)Xu(2) ... Xu(n), onde <>(x,) = <>(Xz) = ... = <>(Xn) ='"f· 
Lema 3.13 ([3], Lema 5) Sejam m 1 (x1,x2, ... ,xm) e m 2(x11 x2, ... ,xm) monômios de 
K(X). Se as matrizes m1 (A1, A2, ... , Am) e m2(A1 , A2, ... , Arn) têm numa mesma posição 
a mesma entrada não nula, então m 1 = m2 (mod In). 
Demonstração. É imediato do Lema 3.10 e do fato de (w1 ) 6 = (w2 ) 6 implicar em w 1 = w2 , 
para 8 E Zn e WI e w2 monômios de n. 
Lema3.14 Sejam= m(x1,x2, ... ,xk) um monômio de K{X) com o:(m) 
existem um inteiro d divisor de n e um monômio w E n tais que 
m(Ar, A2, ... , Ak) = diag(wo, ... , WJ=i, WQ, ... , Lvd=T' ... , WQ, ... , WJ=I). 
D 
O. Então 
Demonstração. Pelo Lema 3.10 existe um monômio w E O tal que m(A1, A2 , ..• , Ak) 
diag(Wõ, wr, ... , wn--r). Consideremos agora G = { 8 E Zn I w,s = w }. Como G é não vazio, 
aditivamente fechado e finito, concluímos que G é um subgrupo de Zn. Tomando então 
d = 1~ 1 , temos G = (il) = {0, d, 2d, ... , (IGI- l)d}. 
Para e E Zn consideremos G, = {ó E Zn I (w,), = w,}. Como (w,J, = We+J = (w,J,, 
temos claramente G Ç Go. Por outro lado, se 8 E Ge então w0 = (wo)6 = (w,s)e, o que nos 
dá w,s = w. Logo, Ge Ç G. 
Mostramos então que Go = G para todo e E Zn, e daí podemos concluir que W,s = w8+kd• 
para quaisquer 8 =O, T, ... , d- 1 e k =O, 1, ... , IGI - 1, e também que wo, Wf, ... , ~ 
são todos distintos. Assim, temos o resultado. D 
Lema 3.15 Seja m = m(x1, x2, ... , Xk) = Xi1Xi2 ... Xiq um monômio de K\X) tal que 
o:(m) = O e uma das entradas de m(A1, A2 , ••• , Ak) tem a forma y}~1 >y}:2 ) ••• y};q) com 
{a1,o:2, ... ,aq} = Zn· Então existem monômios m1, m2, ... , mn E K(X) tais que 
m = m1m2 ... mn e (a(m1), a(m2), ... , a(mn)) é uma seqüência completa. 
Demonstração. Como { o:1 , o:2 , •.. , aq} = Zn podemos escolher 1 = j 1 < j 2 < ... < jn S q 
de modo que {aj11 0:j21 ••• ,0:'Jn} = Zn. Para não carregar a notação, vamos renomear as 
· variáveis denotando Xi1 por z1, para l = 1, 2, ... , q. Dai, m = z1z 2 ... Zq· Tomemos agora 
Pelo Lema 3. 7 temos 
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e assim 
Como { O:j1 , a h, . .. , O:j,..} = Zn, temos que {0, O:j2 - O:j1 , ... , O:j,.. - O:j1 } = Zn e, além disso, 
a(m1)+a(m2 ) + ... +a(mn) ~ a(m) ~O. Logo, (a(m1 ), a(m2 ), ... , a(mn)) é uma seqüência 
completa. O 
Vamos agora ao principal resultado desta seção, o qual afirma, em outras palavras, que 
todo polinômio central Zn-graduado para Mn(K) é conseqüência dos polinômios em (3.2), 
quando char K não divide n. 
Teorema 3.16 Se char K não divide n, então Cn(Mn(K)) ~V. 
Demonstração. Seja f ~ f(x,, x2, ... , Xm) E Cn(Mn(K)). Como K é infinito, podemos 
supor que f é multi-homogêneo. Assim, todos os monômios de f têm exatamente as mesmas 
variáveis com os mesmos graus, donde todos esses monômios têm o mesmo Zn-grau. Segue 
então que f é homogêneo com respeito à Zn-graduação de K (X). Se a (f) -f O, então todo 
valor que f toma em Mn(K) é uma matriz de diagonal nula. Logo, f é urna identidade 
Zn·graduada de Mn(K) e portanto f E V. Suponhamos então a(!) ~O. 
Seja f= À1m1 +À 2m2+ ... Àtmb onde Ài E K e mi = m(x1, x2, ... , xm) é um monômio. 
Como In C V, podemos supor que mi ~ mj (mod In), ou seja, mi(A11 A2 , ... , Am) f 
m;(A1, A,, ... , Am) para i -f j. 
Consideremos agora monômios w1, w2 , •.. , w, E O tais que mi(A1, A2 , ... , Am) 
diag((w;)õ, (w;)T, ... , (w;)n_1 ) para i~ 1, 2, ... , l. Temos então 
onde F,~ ),1(w,), + Àz(w,)o + ... + .>,,(w,), para 6 E Zn· Como f E Cn(Mn(K)), devemos 
ter Fõ = Fr = ... = Fn_1 • Ademais, como mi(A1, A2, ... , Am) -=f mj(A1, A2, ... , Am), para 
i f j, devemos ter Wt -=f wj (observe o Lema 3.13). Assim, para cada 8 E Zn, deve existir 
i E {1, 2, ... , l} tal que (wt)J = w1 • Consequentemente, para cada ó E Zn, w1 contém 
pelo menos uma variável da forma yi8). Segue então, pelo Lema 3.15, que existem alguns 
monôrnios Pl, P2, ... , Pn em K (X), onde Pi = Pi(XI, x2, ... , Xm), tais que 
m, ~ p,p, ... Pn e (a(p1), a(p2), ... , a(pn)) é uma seqüência completa. 
Observe que se tomarmos ói = a(Pn+l-j .. ·Pn) para j = 1, 2, ... , n, teremos, pelo Lema 
3.4, que {51, 1h, ... , Ón} = Zn· Consideremos agora Pj = Pj(Ab A2, ... , Am), para j = 11 ••• 1 
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n, e o polinômio 
n 
g(x1,X2, ·· · ,Xm) = L Pu(l)Pu(2) · · ·Pu(n) = LPn+l~j · ··PnP1· · ·Pn~j 
aEHn j=l 
que claramente pertence a V. Observando que 
temos, pelo Lema 3.8, 
g(A 1 , A,, ... , Am) ~ L diag((w,),, (w,)HI• ... , (w,)Hn-1). 
liEZn 
De acordo com o Lema 3.14, seja do divisor dental que (w1)5 = (wl)Hkd para quaisquer 
O= O, I, ... , d- 1 e k =O, 1, ... , J -1. Novamente observando que Fo = Fr = ... = Fn_ 1, 
podemos concluir, reordenando os mi's se necessário, que 
Logo, temos )q = À2 = ... = Àd e 
para i= O, 1, ... , d- 1. Segue então de (wi)J = (wl)li+kd que 
d L diag((w1) 0, (w1)HI• ... , (w1)8+n_1) ~ ~L m;(A1, A 2 , ••• , Am) 
óeZ,. i=l 
e portanto 
Como char K não divide n, temos 
e assim m 1 + m2 + ... + md = ~g (mod In)· Como conseqüência desta afirmação e das 
igualdades A1 = >.2 = ... = Àd demonstradas acima, temos f :::: Àd+1md+1 + ... + À1m1 
(mod V) e assim o resultado segue por indução em l. D 
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Observação 3.17 Vamos observar agora o caso particular n = 2. Mostramos no capítulo 
anterior que os polinômios centrais Z2-graduados para M2 (K) (com char K =J 2) seguem de 
onde as variáveis x/s têm grau O e as y/s têm grau I. 
Agora, os polinômios em (3.2), no caso n = 2, são 
uma vez que a única seqüência completa em Z2 é (I, T). Observe que z1 (x1x2x3 ~ x3x2xi)z2 
é conseqüência de z1[x1, x2]z2 e que, para char K diferente de 2, yr e y1y2 + y2y1 são con-
seqüências um do outro. 
Para concluir esta seção vamos fazer um estudo da quantidade de polinômios centrais 
Zn-graduados definidos pela Proposição 3.6. Fixado n inteiro positivo, consideremos os 
conjuntos 
se= { s = (l'J, l'2, ... 'l'n) E z~ I s é seqüência completa} 
e 
E= {(al, a2, ... 'an) E z~ I {al, a2, ... , an} = Zn ' an = Õ}. 
É imediato que lEI = (n ~ 1)!. Considerando agora a aplicação p : SC ----t B, definida 
por p(Jr, 1'2, ... , 'Yn) = (1'1, 1'1 + ')'2, ... , 1'1 + 1'2 + ... + 'Yn), temos que p é uma bijeção e daí 
concluímos que ISCI = (n ~ 1)!. Apesar de existirem (n ~ 1)! seqüências completas em Zn, 
o número de polinômios centrais Zn-graduados determinados por elas é menor, e o objetivo 
deste estudo é determinar este número. 
Para a E Hn e s = (11,')'2, ... ,'Yn) E Se, definimos a· s = (1',-(1) 1 1'.,-(2), ... ,1'.,-(nJ)-
Pelo Lema 3.4, a · s E Se e, além disso, I d · s = s (onde I d é a identidade de Hn) e 
a 1 · (a2 · s) = (a1a2) · s para quaisquer a1, a2 E Hn. Logo, temos uma ação de Hn em Se. 
Tomemos agora x1 , x2, ... , Xn E X variáveis distintas tais que a(xi) = 'Yi, para 1 ::; i ::; n. 
Sendo 1T E H n, é fácil ver que os polinômios 
L X.,-(l)Xa-(2) ... XO"(n) e L X11'(<7(1))X7r(.,.(2)) ... X1l"(<7(n)) 
determinados pelas seqüências completas s e 1r · s, respectivamente, são iguais. Assim, duas 
seqüências completas numa mesma órbita da ação de Hn em se determinam o mesmo 
polinômio. Ademais, seqüências completas em órbitas distintas determinam polinômios dis-
tintos. Assim, devemos determinar o número r de órbitas distintas da ação de Hn em Se. 
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De acordo com a fórmula de Burnside que dá o número de órbitas (veja [18L página 222) 
temos 
onde SCa = { s E se I a. s = s }. Para determinar I SOa I 1 observemos primeiramente que se 
J 1, a2 E Hn, então a1 e a2 têm a mesma ordem se, e somente se, (ai)= (a2). Logo, se a 1 e 
a2 têm a mesma ordem, então SC(I1 = SC(I2 • Assim, fixando-se um divisor d de n, tomemos 
q = ~ e ó = ()~. Temos que o número de elementos de ordem d do grupo Hn é exatamente 
1;(d), onde cjJ é a função de Euler, e que ó é um destes elementos. Desta forma, 
1 r= n ~</>(d)ISC,I 
dln 
e agora vamos determinar ISC.sl· Para s = ( "/1' "/2, ... 1 "'n) E se, temos que s E SC.s se, 
e somente se, li = "/i+q para todo i = 1, 2, ... , n - q, ou seja, s E SCó se, e somente 
se, s = (f1, ... 1"fq:"/l, ... ,"fq,····'YI,···:'Yq)· Observe agora que s tem esta forma se, e 
somente se, p(s) = (a11 ••• , aq-1: aq 1 aq + a11 ••• , aq + aq-1, 2aq 1 • •• , (d- l)aq + a1 1 ••• 1 daq), 
onde ai =/I+ ... + "fi, para j = 1, 2, ... , q. Como p(s) E B, temos que p(s) tem esta forma 
se, e somente se, aq é um gerador do subgrupo N de ordem d de Zn e as classes laterais a 1 +N, 
... , aq-I + N, N são todas distintas. Nestas condições, o número de possibilidades para aq 
é cj;(d) e o número de possibilidades para a seqüência (a1, a 2 , ••• 1 aq_1 ) é dª- 1(q- 1)!, pois 
para cada permutação das classes laterais a 1 + N, ... , aq-l + N, existem dq-l possibilidades 
de escolha das entradas da seqüência, lembrando que cada classe lateral tem exatamente d 
elementos. Concluímos então que ISC,I = </>(d)d'-'(q- 1)! e portanto 
r=; ~4>(d) 2d~-l G -1)!. 
dln 
3.2 Polinômios centrais Z-graduados 
Nesta seção, vamos considerar K (X) como sendo a álgebra associativa livre Z-graduada, 
com X= UmEZ Xm, onde Xm é o conjunto das variáveis deZ-grau m. 
Fixemos um inteiro positivo n. Consideremos a álgebra Mn(K) e a sua Z-gracluação 
natural, que está definida no Capítulo 1, Exemplo 1.51. A descrição das identidades Z-
graduadas de Mn(K)) feita primeiramente para char K = O e depois generalizada para K 
infinito, é dada pelo seguinte teorema. 
Teorema 3.18 ([471 4]) Todas as identidades polinomiais da álgebra 'l--graduada Mn(K) 
seguem de 
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x~O, la(x)l>n; 
[x1, x2] ~O 
X1X2X3- XsX2X1 = O 
a(x1 ) ~ a(x2 ) ~O; 
a(x1 ) ~ a(x3 ) ~ -a(x2 ). 
(3.3) 
Seja I o Tz-ideal das identidades Z-graduadas de Mn(K) e consideremos o Tz-espaço W 
gerado pelos polinômios 
z1xz2 la(x)l 2 n; 
zi[x1, x2]z2 
z1(x1x2x3- xsx2x1)z2 
L Xu(I)Xo-(2) · · · Xu(n) 
<TEHn 
a(xl) ~ a(x2 ) ~O; 
a(x1) ~ a(x3 ) ~ -e>(x2); 
(a(xl), a(x2), ••• , a(xn)) seqüência completa 
(3.4) 
onde la:(xi)l < n e z1 e z2 são variáveis em X. Observemos que os três primeiros polinômios 
em (3.4) são identidades Z-graduadas de Mn(K) e geram I como Tz-espaço. O quarto é um 
polinômio central Z-graduado, que não é identidade, para Mn(K), sendo a demonstração 
deste fato praticamente igual à da Proposição 3.6. 
Assim, tomando Cz(Mn(K)) como sendo o Tz-espaço dos polinômios centrais Z-graduados 
para Mn(K), temos I C W Ç Cz(Mn(K)). Nosso objetivo nesta seção é mostrar que 
Cz(Mn(K)) ~ W. 
Como na seção anterior, vamos considerar a álgebra polinomial (comutativa) f!= K[Y], 
sendo que agora Y será o conjunto {y;k) I i E .N, 1 ::; k ::; n }. Para cada k E Z, definimos 
Mn(O)k ~ {(J,,)nxn I /i, E n, J;, ~o se j- i i k} 
se lkl < n, e Mn(O)k ~ {0}, se lkl 2 n. Claramente, Mn(O)k é um subespaço de Mn(rl) e 
Mn(fl) ~ EB Mn(fl)k. 
kEZ,.. 
Ademais, esta decomposição define uma Z-graduação em Mn(O). 
Seja f(x 11 x 2 , ••• ,xm) E K(X). Tomando 
o o (1) Yi o o 
o o o (2) y, o 
Ai= o o o o Y;n-a(xi)) 
o o o o o 
o o o o o 
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se O ::; a(xi) < n, ou 
o o o o o 
o o o o o 
Ai= yp-a(x,)) o o o o 
o (2-o;(x;)) y, o o o 
o o (n) Y; o o 
se -n < a(x,) <O, temos A, E Mn(il)a('d e f(A,, A,, ... , Am) ~ (Fij)nxn , onde Fi; E il. 
Observemos que f E I se, e somente se, f(A,, A,, ... , Am) ~O, e que f E Cz(Mn(K)) se, e 
somente se, f(A 1, A2 , ... , Am) ~ diag(F, F, ... , F) para algum F E il. 
Lema 3.19 {[4], Lema 3) Seja m(x1 , x2 , ... ,xk) = xi1Xi 2 ... Xiq um monômio de 71.-grau a 
em K(X). Se m(A1 , A2 , ... , Ak) =I O, então existem s, tE N, com 1 ::; s ::; t ::; n, tais que 
t 
m(Al,Az, ... ,Ak) = LwtEt,l+a 
l=s 
d (hl,d (h2,d (hq,l) h h 1 < l < t 1 1 < . < on e Wt = Yi1 yh ... Yiq e j,l+l = j,l + paras ~ ~ ~ e ~ J ~ q. 
Observação 3.20 a) No lema acima, observamos que wlt =f w12 , para s ::; l1 < l 2 ::; t. 
Assim, em m(A1, A2, ••• , Ak) não existem duas entradas não nulas iguais. 
b) Usando as idéias da demonstração do Lema 3.7, é possível mostrar que para 1 ::; j < k ::::::; q 
temos 
Lema 3.21 ([4], Lema 5) Sejam ml(xi,xz, ... ,xm) e m2(xl,x2,---,xm) dois monômios 
de K{X). Se as matrizes m 1(A1 ,Az, ... ,Am) e mz(A1 ,Az, ... ,Am) têm numa mesma 
posição a mesma entrada não nula, então m1 - mz (mod I). 
Lema 3.22 Sejam= m(x1,x2 , ••• ,xk) = Xi 1Xi2 ... Xiq um monômio de K(X) com a(m) = 
O S d t d d (A A A ) . d f (h,) (h,) (h,) . . e uma as en ra as e m 1, 2 1 ••• , k e a arma w = Yi 1 Yi2 ••• Yiq , com 
{h1 ,h2 , ... ,hq} = {1,2, ... ,n}, então existem monômios m1 , m2 , .•. , mn E K(X) tais 
quem= m1m2 ... mn e (o:(m1), o:(m2), ... ,o:(mn)) é uma seqüência completa em Zn. 
Demonstração. Observe 3.20.b e a demonstração do Lema 3.15. D 
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Lema 3.23 Se B~, B2, ... , Bn são matrizes homogêneas com respeito à Z-graduação de 
Mn(O) tais que (a(B1), a(B2 ), ..• , a(Bn)) é uma seqüência completa em Zn, então 
Demonstração. Considere primeiramente A e C duas matrizes Z--homogêneas de Mn(O) 
tais que a(A) = -a(C). Através de um cálculo simples podemos ver que se AC = 
diag(!J, h ... , fn), então CA ~ diag(/e>(l)• /o'l'l• ... , fe>(n)), onde k ~ a( C) e e é a per-
mutação (1 2 ... n) de Sn· Assim, 
onde kj = a(Bn+l-i ... Bn)· Pelo Lema 3.4 temos 
{ ()k1 : ••• 1 ()kn} = Hn, o que conclui a demonstração. 
{kt, ... 1 kn} = Zn e daí segue que 
D 
Vamos demonstrar agora o principal resultado desta seção. 
Teorema 3.24 Cz(Mn(K)) ~ W. 
Demonstração. Seja f = f(x 1 ,x2 , ••• ,xm) E C,(Mn(K))- I. Podemos supor f multi-
homogêneo e com Z-grau igual a O (observe os argumentos iniciais da demonstração do 
Teorema 3.16). 
Seja f= À1m1 +.\2m2+ ... Àlml, com Ài E K e mi = m(x1,x2, ... 1 Xm) monômio. 
Como I C W, podemos supor que m, ;f; mi (mod I), ou seja, m,(A1 , A2 , ... , Am) f 
m5(A 1 , A2 1 ••• , Am) para i-=/=- j. 
Consideremos monômios Wij> 1 :::; i :::; l e 1 :::; j < n, de n tais que 
Temos então 
f(A,, A,, ... , Am) ~ diag(F,, F,, ... , Fn) 
onde F5 = À1w1j + .\2w25 + ... + ÀlWlj· Segue do Lema 3.21 que se Wid e Whj, com i1 i= i2, são 
não nulos, então wiü =/= wiú· Como f E Cn(Mn(K)) -I, devemos ter F 1 = F2 = ... = Fn =/=O 
e assim podemos supor, sem perda de generalidade, que wu =/=-O. Dai, observando 3.20.a e 
reordenando os m/s (se necessário), podemos concluir que l 2:: n e wu = w22 = ... = Wnn· 
Segue daí que .\1 = .\2 = ... = Àn e que para cada j E {1, 2, ... , n} aparece em wn pelo 
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menos uma variável da forma Yii). Logo, pelo Lema 3.22, devem existir monômios p1 , p2 , 
... ,pnemK(X) (p,~p,(x 1 ,x,, ... ,xm)) tais que 
mr = PrP2 ... Pn e (a(pr), a(p2), ... , a(pn)) é uma seqüência completa em Zn. 
Considerando agora o polinômio 
g(xr, X2,. · ·, Xm) = L Pu(I)Pu(2) · · · Pu(n) 
uEH,. 
que claramente pertence a W, devemos ter 
g(Ar, A2, · · ·, Am) = L diag(wru(Ib Wra(2) 1 ••• , Wra(n)) 
aeH,. 
pelo Lema 3.23. Segue então do Lema 3.21 e das igualdades w11 = w22 = ... = Wnn que 
g(x 1 , X2, ... ,xm) = m 1 + m2 + ... + mn (mod I). Logo, m 1 + m2 + ... + mn E W. Como 
conseqüência disto e das igualdades À1 = À2 = ... = Àn. temos f = Àn+Imn+l + ... + >.1m 1 
(mod W) e assim o resultado segue por indução em l. D 
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Capítulo 4 
' Polinômios Centrais para Algebras 
com lnvolução 
Devido à importância das álgebras com involução, as descrições de suas identidades e de 
seus polinômios centrais são questões de grande interesse. No caso particular de M2 (K): a 
descrição das identidades com involução já é conhecida, tendo sido feita primeiramente para 
char K =O e para K finito por Levchenko [35, 36] e depois para K infinito de característica 
diferente de 2 por Colombo e Koshlukov [lO]. 
Neste capítulo vamos apresentar as descrições feitas em [8] dos polinômios centrais com 
involução para a álgebra M2(K), considerando as involuções transposta e simplética. Antes, 
porém, será necessário um breve estudo sobre involuções, o qual será feito nas duas primeiras 
seções. Nesse estudo apresentaremos conceitos e resultados básicos e veremos que, em se 
tratando de identidades e polinômios centrais com involução do primeiro tipo para M 2 (K), 
só é preciso realmente considerar as involuções transposta e simplética. 
Em todo este capitulo K será sempre um corpo infinito de característica diferente de 2. 
' 4.1 Algebras com involução 
Nesta seção estudaremos o conceito de involuçâo. Vamos ver exemplos, propriedades e as 
idéias básicas sobre identidades e polinômios centrais para álgebras com involução. 
Definição 4.1 Seja A uma álgebra. Dizemos que uma aplicação * : A ---+ A é uma zn-
volução se 
(a')' ~a (a+ b)" ~ a• + b" e (ab)" ~ b"a" 
para quaisquer a, b E A. 
54 
Sendo* uma involução em A e a E A, observamos que al* = l*a =a e assim 1* = 1. 
Observamos também que* é uma transformação linear se, e somente se, *IK = IdK· 
Quando uma involução é também uma transformação linear dizemos que ela é do primeiro 
tipo. Caso contrário, dizemos que é do segundo tipo. Neste trabalho trataremos apenas de 
involuções do primeiro tipo. 
Exemplo 4.2 A aplicação t : Mn(K) ~ Mn(K), definida por A' ~ transposta de A, é 
uma involução do primeiro tipo em Mn(K). 
Exemplo 4.3 A aplicação s: M2n(K) ~ M,n(K), definida por 
( A B )' ~ ( D' -B') C D -C' A' 
onde A, B 1 C, D E Mn(K), é uma involução do primeiro tipo em lvf2n(K), chamada de 
involução simplética. 
Exemplo 4.4 Considerando M2 (1C) como <C-álgebra, temos que * M2 (1C) ~ M2 (1C), 
definida por 
é uma involução do segundo tipo. 
Observação 4.5 Se* é uma involução em A, então G* = {x E U(A) I x*x = 1} é um 
subgrupo de U(A). No caso A~ Mn(K), temos U(A) ~ GLn(K), o grupo linear, e G, ~ 
On(K), o grupo ortogonal (por esta razão a involução transposta é também chamada de 
ortogonal). Sendo n par, temos Gs = Spn(K), o grupo simplético. 
Seja (A,*) uma álgebra com involução. Dizemos que um elemento a em (A,*) é simétrico 
se a*= a e que é anti-simétrico se a* = -a. É fácil ver que A+= {a E A I a* =a} e 
A-~ {a E A 1 a• ~-a} são subespaços de A e que A+ nA-~ {0}. Ademais, dado a E A, 
temos 
a+ a* a- a* 
a~ 
2 + 2 
e assim, como o primeiro termo no segundo membro é simétrico e o segundo anti-simétrico, 
temos A~ A+ Ell A-. 
Definimos um homomorfismo de álgebras com involução I{J : (A1, *) ----+ (A2,ry) como 
sendo um homomorfismo I{J : A1 --+ A2 que satisfaz lfJ(a*) = c.p(a)" para todo a E A1 . 
Quando existe um isomorfismo nestas condições, dizemos que as álgebras com involução 
(Ar,•) e (A2,~) são isomorfas e denotamos (Ar,•) ::oe (A,,~). 
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Vamos agora falar de identidades e polinômios centrais com involução. Para isso, pre-
cisamos definir a álgebra associativa livre com involução. Sejam X = {x1,x2,x3 , •.. } e 
Y = {y1, y2 , y3 , ... } conjuntos disjuntos de variáveis e tomemos a álgebra associativa livre 
K(X UY). Consideremos a aplicação linear* : K (XUY) ___, K (XUY) que satisfaz 1' ~ 1, 
xj = xi e Yi = -yi para todo i E N, e 
para quaisquer z1,z2, ... ,zk E XUY. Sendo entãomr = Z1 .. . z1 e m2 = Zl+I··-Zn rnonômios 
em K (X U Y) temos 
Ademais, é fácil ver que mi* = m 1. Logo, * é uma involução e K (X U Y) é chamada 
de álgebra associativa livre com involução1 sendo X o conjunto das variáveis simétricas e 
Y o das variáveis anti-simétricas. Dizemos que um endomorfismo r.p de K (X U Y) é um 
*-endomorfismo se tp(xi) é simétrico e r.p(yi) é anti-simétrico para todo i E N (isto é equiva-
lente a dizer que r.p comuta com *). 
Estamos prontos agora para definir identidades e polinômios centrais para uma álgebra 
com involução. 
Definição 4.6 Sejam f(x 1, ... , Xn, y1, ... , Ym) E K{X U Y) e (A,*) uma álgebra com in-
volução. Dizemos que f é uma identidade de (A,*) se f(a1, ..• , an, b1: ... , bm) = O para 
quaisquer ai E A+ e bi E A-. Dizemos que f é um polinômio central para (A:*) se 
f(a,, ... ,an,b1 , ... ,bm) E Z(A) para quaisquer a; E A+ e b; E A-. 
Exemplo 4. 7 Consideremos a álgebra M 2 (K) com a involução transposta. Se A1 e A 2 são 
elementos anti-simétricos e B é um elemento simétrico de (M2 (K), t): então [A1 , A2 ] = O e 
[A2 , A1 o B] = O (é fácil ver que (Ar o B)t = -Ar o Beque duas matrizes anti-simétricas 
2 x 2 comutam). Logo, 
O~ [A2 , A1 o B] ~ [A2 , A1] o B + A1 o [A2 , B] ~ A1 o [A2 , B] 
e assim f(x 1 ,yr,y2 ) = Yl o [y2,x!] é identidade de (M2(K), t). Conforme veremos na Seção 
4.3, g(y1 ,y2 ) = y1y2 é um polinômio central para (M2 (K), t). 
Dizemos que um ideal (resp. subespaço) J de K(X U Y) é um *-ideal (resp. *-
espaço) se r.p(J) Ç J para todo *-endomorfismo r.p de K(X U Y) (isto equivale a dizer 
que f(gl,··-,9n,hll···•hm) E J para quaisquer f(xi,--.,Xn,Yl,···,Ym) E J e 91 1 ---,9n 
elementos simétricos e h1 , ... ,hm elementos anti-simétricos de K(X U Y)). Temos que o 
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conjunto T(A, *) das identidades da álgebra com involução (A1 *) é um *-ideal e que o con-
junto C( A,*) dos polinômios centrais para (A,*) é um *-espaço. 
As idéias de *-ideal e *-espaço gerados por um conjunto e de redução para polinômios 
multi-homogêneos (lembrando que K é infinito) são análogas àquelas relacionadas com iden-
tidades e polinômios centrais ordinários e graduados. 
Encerraremos esta seção falando de polinômios *-próprios e posto de um polinômio. Va-
mos definir um comutador de grau 1 como sendo simplesmente uma variável de X U Y. 
Definição 4.8 Dizemos que um polinômio f E K (XUY) é *-próprio se f é uma combinação 
linear de produtos de variáveis anti-simétricas seguidas por comutadores de grau maior ou 
igual a 2. 
Observando o que foi desenvolvido na Seção 1.4, consideremos uma base ordenada de 
L( X U Y) formada por 
onde ui = [zi,, zh, ... , Zik], com Zii E X U Y e k ~ 2. Temos então que existe uma base de 
K (X U Y) formada pelos elementos 
Definição 4.9 Seja f um polinômio multi-homogêneo em K(X U Y). Escrevendo 
onde ga é um polinômio *-próprio, definimos o posto de f, denotado por r(f), como sendo 
a maior n-upla a = ( a 1 , a2 , ... , an) na ordem lexicográfica. 
Como f possui uma única expressão na forma acima, temos que r(f) está bem definido. 
Observemos que, de acordo com esta definição, f é *-próprio se, e somente se, r(f) = 
(0, O, ... , 0). É importante observar também que a ordem lexicográfica é uma boa ordem no 
conjunto NQ = N0 x ... x N0 (No =NU {O}) e assim o princípio da indução é válido, sendo 
portanto possível fazer indução em r (f). 
Vejamos agora o que há de importante por trás do conceito de polinômio *-próprio. 
Considere um polinômio multi-homogêneo 
(4.1) 
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onde a, Ga E K-{0}, gega são *-próprios e a= (a1,a2, ... ,an) < (b1,b2,···,bn) =r(!) 
(na ordem lexicográfica). Observe que quanto maior a entrada a 1 na n-upla a, menor é o 
grau de x 1 em 9a· 
Como em g e em 9a não aparecem variáveis simétricas fora de comutadores, a substituição 
de Xi por xi + 1 não altera estes polinômios e assim 
f(xl + 1, x2, ... , Xn, Yl, ... 'Ym) = a:(xl + 1)hxt2 ... x~g +L O:a(Xl + 1t1 X~2 ... x~n9a· 
Observe que a componente de menor grau em x 1 deste polinômio é 
f - "'X"' '" + "' "' x""g 1 u 2 · · • Xn g L.,_... Ct:aX2 · · · n a 
onde o somatório é sobre todos os a's tais que a1 = b1. Observe também que para a1 = b1 , 
temos (b,,"' 'bn) >(a,,"'' an), 
Consideremos agora o polinômio h (x1, X2 + 1, X3 1 ••• , Xn, YI, ... , Ym) e tomemos a sua 
componente de menor grau em x 2 , que é 
f _ ba 1m + "'\:"' aa an 2- O:X3 · .. Xn g L..,_...O:aX3 ·· .xn 9a 
onde o somatório é sobre todos os a's tais que a1 = b1 e a2 = b2. Temos que para a1 = b1 e 
a,~ b, vale (b,, ... , bn) > (a,, ... , an), 
Substituindo x 3 por x 3 + 1 em ]2 e continuando com esse processo, vamos chegar ao 
polinômio fn = ag. A partir dessas idéias, temos o seguinte resultado. 
Proposição 4.10 Sejam V um •-espaço de K(X U Y) e f E V (f como em (4.1)). Então 
g E V. Ademais, se V é um *-ideal, então os polinômios 9a 's também estão em V. Conse-
quentemente, todo *-ideal é gerado por seus polinômios *-próprios. 
Demonstração. Como 1 é simétrico, temos que x1 + 1 é simétrico e daí o polinômio 
f(x 1 + 1, x2 , ... , Xn, y1 , ... , Yrn) pertence a V. Como K é infinito, temos h E V (veja a 
Seção 1.5) e assim, como x2 + 1 é simétrico, temos JI(xl, X2 + 1, xs, ... , Xn, YI 1 ... , Ym) E V. 
Novamente usando o fato de K ser infinito, concluímos que h E V. Seguindo assim chegamos 
a fn E V e daí g E V. 
Se V é um *-ideal, temos a:x~1 xt2 ••• x~g E V e portanto o somatório em (4.1) também 
pertence a V. Usando então indução no posto, concluímos que os 9a's também estão em V, 
donde segue a última afirmação. O 
Observemos que este processo de "eliminação" de variáveis simétricas fora de comutadores 
usado na proposição anterior não funciona para variáveis anti-simétricas1 pois a substituição 
de Yi por Yi + 1 não define um *-endomorfismo de K(X U Y), uma vez que Yi + 1 não é 
anti-simétrico. 
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4.2 Involuções em álgebras centrais simples 
Seja A uma álgebra central simples de dimensão finita. Nosso objetivo nesta seção é estudar 
a idéia de equivalência de involuções em A (na Seção 1.1 apresentamos conceitos e resultados 
importantes aqui). Como resultado deste estudo, teremos a classificação das involuções do 
primeiro tipo na álgebra Mn(K). 
Sejam *• J E Inv(A), o conjunto das involuções do primeiro tipo em A. 
Lema 4.11 Se*= J(c para algum r E U(A), então r• = rJ =±r. 
Demonstração. Temos rh = r11(r =r(,. =r e daí r1 =r*. Para x qualquer em A temos 
x = x .. = (xJCcJ• = (r- 1xJr)" = r•xJ•(r•)-1 = r•r-1xr(r•)-1 e assim r•r-1 E Z(A). Logo, 
existe,\ E K tal que r*= Àr. De r**= r segue que >.2r =r e portanto )..2 = 1. Como K é 
um corpo, devemos ter ). = ±1, o que conclui a demonstração. D 
Teorema 4.12 (Albert) Existe r E U(A), com r1 =r*= ±r, tal que*= l(r· Reciproca-
mente, se r E U(A) e rJ =±r, então J(c E Inv(A). 
Demonstração. Como J * é um automorfismo de A, temos, pela Proposição L13 , que J * = (r 
para algum r E U(A), e daí* = J(r. Pelo lema anterior temos r1 = r* = ±r. Recipro-
camente, tomando J 1 = J(n com r E U(A) e r1 = ±r, temos aJ,J, = r-1(r- 1aJr)1 r = 
r-1r1 a(r1 )- 1r =a para todo a E A. As outras condições são de verificação imediata. D 
Definição 4.13 Dizemos que * e J são equivalentes se existe r E U(A) *-simétrico tal que 
* = J(c· 
Observemos que a definição acima nos dá uma relação de equivalência em lnv(A). De 
fato, a reflexividade é imediata. Para ver a simetria, basta observar que * = J(r implica em 
J = *(r-' e aplicar o Lema 4.11. Quanto a transitividade, supondo 11 , 12 ,13 E Jnv(A) e 
TI, T2 E U(A), com r{' =TI e r{2 = T2, tais que J1 = J2Cr, e J2 = J3(r21 temos J1 = J3(r2r1 
e (T2r!) 11 = T{'Tf1 = T1r;2(r, = r2r1. Logo, 1I e 13 são equivalentes. 
Teorema 4.14 A relação dada na Definição 4.13 determina, no máximo, duas classes de 
equivalência em Inv(A). Ademais, se*= 1(r para algum r E U(A) *-anti-simétrico, então 
· * e 1 não são equivalentes. 
Demonstração. Sejam 1I, 12, *E Inv(A), com 11 e 12 não equivalentes e* não equivalente a 
12. Existem então T1 , T2 E U(A), com rf' = Tf2 =-ri e Tf2 = T2 = -r2 , tais que 11 = 12(q e 
h= *(r2 • Daí, 11 = *(r2r1 e (r2rd 1' = T{'Tf' = -ri(Tl1 Ti2 TI) = T2T1. Logo,* é equivalente 
a 11. 
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Supondo agora * = J(r e * = J(r11 com r* = -r e ri = r1, temos (r = (r1 e daí 
r 1r-
1 E Z(A). Logo, r 1 = Àr para algum À E K, o que nos dá r~= -r1• Mas, isto é uma 
contradição e assim * e J não ~odem ser equivalentes. ( X, X, ) O 
Vamos agora olhar para a algebra Mn(K). Sendo n = 2m e X = , com 
x, x. 
X 1,X2 ,X,,X4 E Mm(K). temos 
e X'~ ( Xl -Xj ) 
-xt xt 3 1 
donde observamos que i = s(c para C = . Como C = -C, temos que ( 
O fmxm) t 
-fmxm O 
te s não são equivalentes e assim há duas classes de equivalência em Inv(Mn(K)). 
Supondo agora n ímpar e * uma involução qualquer em Mn(KL temos i = *(B para 
algum B E GLn(K) tal que B' = ±B. Mas, se B' = -B, então detB = det(-B) = -detB 
e assim detB = O, o que é um absurdo. Logo, Bt = B e portanto * é equivalente a t. 
Teorema 4.15 Seja* uma involução do primeiro tipo em Mn(K). Se * é equivalente a 
t (resp. as), então para alguma extensão L do corpo K, estendendo naturalmente* para 
Mn(L) = Mn(K) ÜK L, temos (Mn(L), •) oo (Mn(L), t) (resp. (Mn(L), •) oo (Mn(L), s)}. 
Consequentemente, como K é um corpo infinito, temos T(Mn(K), •) = T(Mn(K), t) {resp. 
T(Mn(K), •) ~ T(Mn(K),s)). 
Demonstração. Veja [45], página 169, Teorema 3.1.61. o 
Segue imediatamente deste teorema que C(M2 (K), *) = C(M2(K), t), se * é equivalente 
a t, ou C(M2(K), *) = C(M2(K), t), se * é equivalente a s. Assim, precisamos estudar 
apenas os •-espaços C(M2(K), t) e C(M2 (K),s). 
4.3 A involução transposta 
A involução transposta na álgebra M2(K) é a aplicação t : Mn(K) - Mn(K), definida por 
Observemos que os elementos simétricos de (M2 (K), t) são as matrizes da forma 
e os anti-simétricos são as da forma ( ~b ~ ) . 
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A descrição das identidades de (M2(K), t), feita primeiramente para char K = O e depois 
generalizada para K infinito de característica diferente de 2, é dada pelo seguinte teorema. 
Teorema 4.16 {[35, 10]) O •-ideal T(M2 (K), t) é gerado pelos polinômios 
[Y!Yz, x,j 
[y!,y,] 
[x1 , x2][x3 , x4] - [x~o x3][x2 , x4 ] + [x2 , x3][x1, x4] 
[y1x1y,, x,]- YlYz[x,, x1J-
Consideremos agora os seguintes polinômios 
Y1 o [y,, x1] 
[y1, x1][y,, x,]- 2yly,[x,, x1] + [y1, x1, x2]y2. 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
Conforme vimos no Exemplo 4.7, o polinômio (4.6) é uma identidade de (M2 (K), t). O 
polinômio (4.7) também é uma identidade de (M2(K) 1 t). Para ver isso, basta observar que ele 
é multilinear e verificar que se anula para quaisquer valores de x1 e x 2 em {E11 , E 22 , E 12+ E 21 } 
(que é uma base para as matrizes simétricas) e para y1 = y2 = E 12 - E 21 . Uma outra 
demonstração pode ser encontrada em [10]: seção 2. 
A partir de agora, vamos denotar T(M2(K), t) por I. Seja V o •-espaço de K(X U Y) 
gerado pelos polinômios 
Y1Y2 z1[Y1Y2, x1]z2 zl[y1, Y2Jz2 
z1([x1, x,][x,, x4] - [x1, xs][x,, x4] + [x2, xs][x1, x 4])z2 
Z1 ([Y!X!Y2, xz] - Y1Y2 [x,, x1])z,. 
(4.8) 
Observemos que I c V. Mais precisamente, V = I+ Vi, onde Vi é *-espaço de K {X U Y) 
gerado por y1y2 . Nosso objetivo nesta seção é mostrar que C(M2 (K), t) =V. Como 
( O a) ( O b ) ~ ( -ab O ) E Z(M,(K)) 
-a O -b O O -ab 
para quaisquer a, b E K, concluímos que y1y2 E C(M2(K), t). Ademais, os outros polinômios 
em (4.8) são identidades e portMto centrais para (M2(K), t). Logo, V Ç C2(M2 (K), t). 
No sentido de demonstrar a inclusão contrária, nosso primeiro passo será mostrar que 
todos os polinômios *-próprios de C(M2(K), t) estão em V. 
Observação 4.17 Através de cálculos simples e rápidos, podemos verificar que os po-
linômios (x1 o Yl), [x1, x2], [y1, Yz] e y1y2y1 são anti-simétricos e que o polinômio [x1, y1] 
é simétrico. 
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Lema 4.18 Y1Y2 ... Y2n-tY2n E V para todo n 2:: 1. 
Demonstração. Vamos usar indução em n. Para n = 1 o resultado é imediato. Suponhamos 
então que é válido para n 2:: 1. Pela observação anterior, Y2n+1Y2nY2n+l é anti-simétrico 
e assim1 trocando Y2n por Y2n+1Y2nY2n+I em Y1 ... Y2n-tY2n (que pertence a V), temos que 
YI ... Y2n-IY2n+IY2nY2n+1 E V. Segue da identidade ( 4.3) que 
Y1 · · · Y2n-IY2n+1Y2nY2n+I = YI · · · Y2n-IY2nY~n+l (mod I) 
Como I C V e Y2n+1 + Y2n+2 é anti-simétrico, podemos afirmar que 
Mas, este último polinômio é congruente módulo I a 
2 2 2 Y1 · · · Y2nY2n+I + Y1 · · · Y2nY2n+1Y2n+2 + YI · · · Y2nY2n+2 
e como o primeiro e o terceiro termos deste polinômio estão em V, temos o resultado. D 
Lema 4.19 Todo comutador de grau maior ou z"gual a 2 em K(XUY) é congruente módulo 
I a uma combinação linear de produtos de comutadores das formas: 
Y; [y;,x;, ... ,x;,] (k 2 I) [x;, ... , x;,] (l 2 2). (4.9) 
Demonstração. Vamos usar indução no grau do comutador. Se v é um comutador de grau 
2, então v = [xi, Xj], v = [xi, Yil = -[yi, xi] ou v= [yi, Yil· Como [yi, Yil E I e os demais têm 
uma das formas em (4.9), temos o resultado válido para comutadores de grau 2. 
Suponhamos agora que o resultado vale para comutadores de grau n 2: 2 e tomemos v 
um comutador de grau n + 1. Temos que v = [w, x] ou v = [w, y], onde w é um comutador 
de grau n. Por hipótese de indução, w é uma combinação linear de produtos w 1w2 ... w1, 
onde cada wi tem uma das formas em (4.9). No caso v= [w, x], observemos que 
l 
[w1w2 ... Wz,x] =L Wt- .. Wi-dwi,x]wi+l ... Wz. 
i=l 
Como [wi,x] tem necessariamente uma das formas em (4.9), este caso está concluído. Já no 
caso v = [w, y], basta observar que 
e que .ambos os termos no segundo membro têm a forma desejada. D 
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Lema 4.20 Seja f E K(X U Y) *-próprio. Então, módulo I, f se escreve como uma soma 
h + h + f3, onde h, f2 e h são combinações lineares de polinômios das formas 
respectivamente, onde cada Ui é um comutador anti-simétrico de grau maior ou igual a 1 e 
w é um comutador simétrico de grau maior ou igual a 2. 
Demonstração. Sendo f *-próprio, temos que f é uma combinação linear de produtos de 
comutadores, sendo os comutadores de grau 1 variáveis anti-simétricas. Assim, pelo lema 
anterior, f é congruente módulo I a uma combinação linear de produtos w1w2 ..• w1, onde 
cada Wt tem uma das formas em (4.9). Vamos então analisar estes produtos. Se para algum 
i temos wi simétrico e wi+l anti-simétrico, então necessariamente wi = [v, x], onde v é 
um comutador anti-simétrico ex é uma variável simétrica (observe (4.9)). Logo, segue da 
identidade (4.6) que WiWi+I _ -wi+1wi (mod I). 
Considerando agora a situação Wi e wi+1 simétricos para algum i, temos wi = [v1 , Xi1] e 
wi+1 = [v2 ,xi2], onde v1 e v2 são comutadores anti-simétricos. Usando a identidade (4.7), 
concluímos que 
Tendo em vista que os elementos [xi2 , Xi 1 ] e [vi, Xi 11 Xi2 ] são anti-simétricos, a demonstração 
está concluída. D 
Proposição 4.21 Se f E C(M2(K), t) é *-próprio, então f é congruente a f 1 módulo 
I, onde h é uma combinação linear de produtos de um número par de comutadores anti-
simétricos. Consequentemente, f E V. 
Demonstração. Sejam fi, h e h como no lema anterior. Pelo Lema 4.18, h E V e assim 
f~ h E C(M2(K), t). Logo, fz +h E C(Mz(K), t). Como toda matriz anti-simétrica em 
(M2(K),t) tem traço zero e u1 •. • u2n é central, temos que h sempre resulta numa matriz 
de traço zero em (M2 (K), t). Para ver que f3 resulta em matriz de traço zero, basta obser-
var que w (que é comutador de grau maior ou igual a 2) resulta em matriz de traço zero 
e que o produto de uma matriz anti-simétrica por uma simétrica também tem traço zero. 
Segue então que h + h resulta em matriz de traço zero, além de ser central. Logo, temos 
fz +h E I, o que nos dá f= h (mod I). Como f, E V e I c V, segue que f E V. D 
Vamos agora estudar o caso geral. Para esse estudo vamos precisar dos polinômios hn 
que definiremos a seguir. O conceito de posto (Definição 4.9) terá grande importância na 
demonstração do resultado principal desta seção, pois através dele obteremos uma redução 
para polinômios *-próprios e daí utilizaremos a proposição anterior. 
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Definição 4.22 Sejam z0, z1, z2, ... variávezs em X U Y. Definimos hi(zhzo) 
h2 (z2 , ZI, z0 ) = Z2 o (z1 o z0 ) e, indutivamente, 
z1 o zo, 
Como (xi o y1 ) é um polinômio anti-simétrico (Observação 4.17), podemos facilmente 
concluir que se u0 é anti-simétrico e vi, ... , Vn são simétricos, então hn(vn, ... , vi, u 0 ) é anti-
simétrico para todo n :2: 1. 
Lema 4.23 Sejam ui, ... , Um comutadores anti-simétricos de graus maiores ou iguais a 11 
com m par, e XI, x2 , ••• , Xn variáveis simétricas. Então 
onde s é uma soma de polinômios da forma Xi 1 Xi 2 ••• Xik9, onde O < k < n e g é um 
polinômio *-próprio. Ademais, Xn ... x1u 1u2 ... Um= s (mod V). 
Demonstração. Vamos usar indução em n. Como x 1ui = ~[x1 , u1] + (x1 o u 1), temos 
Mas, [x1,u1]u2···um é *-próprio (podemos ordenar os termos usando a relação ab = ba+ 
[a, b]), donde temos que o resultado é válido para n = 1. 
Supondo agora que o resultado vale para n :2: 1, temos 
Observemos que 
1 
Xn+Ihn(Xn, · · · 1 XI 1 UI) = 2[Xn+I 1 hn(Xn, · · ·, XI 1 UJ)] + hn+I(Xn+1 1 Xn 1 • • • 1 X1, ui) 
e que hn(Xn, ... , x1, u1) é uma combinação linear de produtos de ui, XI, ... , Xn· Pela igual-
dade (1.2) podemos ver que [xn+l, hn(Xn, ... , x 1, ui)] é uma combinação linear de produtos 
nos quais aparecem no máximo n variáveis simétricas (que estão em { x 1 , ... , xn}) fora de 
comutadores. Assim, usando a relação ab = ba + [a, b] para reordenar os termos, mostramos 
que [xn+l• hn(xn, ... , x1, ui)]u2 ... Um é um somatório de produtos da forma xi1xi2 ... Xi~o9 1 
onde O .:::; k < n + 1 e g é um polinômio *-próprio. Observando agora que Xn+Is também é 
um somatório de produtos da forma apresentada, temos a primeira parte do resultado. 
A última afirmação se verifica facilmente; pois hn(Xn, ... , x 1 , u 1)u2 .•. Um. E V, uma vez 
que m é par e hn(Xn, ... , X1, u1) é anti-simétrico. D 
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Teorema 4.24 C(M2(K), t) =V. 
Demonstração. Como a inclusão V Ç C(M2 (K), t) já foi verificada, basta mostrar a inclusão 
contrária. Seja então f(x 1, ... , Xn, y1, ... , Ym) E C(M2(K), t) multi-homogêneo. Vamos usar 
indução no posto de f. Se r (f) = (0, O, ... , 0), então f é *-próprio e assim, pela Proposição 
4.21, f E V. Suponhamos então que r(!) = (b,, b,, ... , bn) > (0, O, ... , O) e que o resultado 
é válido para todos os polinômios em C(M2(K), t) de posto menor que r (f). Temos 
a 
onde g e 9a são polinômios *-próprios e a= (a1, a2 , .•. , an) < r(f). Pela Proposição 4.10 
g pertence a C(.i\12(K), t) e assim, pela Proposição 4.21, g deve ser congruente módulo I a 
uma combinação linear de produtos da forma u 1u2 ... u1, onde l é par e ui é um comutador 
anti-simétrico de grau maior ou igual a 1. Segue então que 
(mod I) 
a 
onde v é uma combinação linear de termos da forma xt1 x~2 ••• x!7'u1u2 ••• u1• Vamos então 
analisar esses termos. Usando o Lema 4.23 (e a relação ab = ba +[a, b] para reordenar 
termos) podemos afirmar que 
onde sé uma combinação linear de polinômios da forma x~1 x~ ... x';;:q, onde q é *-próprio, 
c,<: b, e c1 + ... +c,.< b1 + ... +bw Temos então (c1, ... ,cn) < (b,, ... ,bn) =r(!) e 
portanto f é congTuente módulo V a um polinômio 7 de posto menor que r (f). Mas, como 
f é central, devemos ter 7 também central e daí, por hipótese de indução, 7 E V, o que nos 
dá f E V. D 
4.4 A involução simplética 
A involução simplética na álgebra M,(K) é a aplicação s : Mn(K) ---> Mn(K), definida por 
( a b )' ( d -b). c d -c a 
Observemos que os elementos simétricos de ( M 2 ( K), s) são exatamente as matrizes escalares 
e os anti-simétricos são as matrizes de traço zero. 
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Em [10] foi provado que o •-ideal J das identidades de (M2 (K), s) é gerado pelos po-
linômios [x1 , x2 ] e [x1 , y1]. Consideremos agora o *-espaço de K (X U Y) gerado pelos po-
linômios 
(4.10) 
Denotando por W este *-espaço, temos J c W Ç C(M2(K), s). Para ver isso, basta observar 
que todo elemento simétrico de (M2(K), s) é central e assim todo polinômio simétrico de 
K(X u Y) é central para (M2(K), s). Ademais, os outros dois polinômios em (4.10) são 
identidades e portanto centrais para (M2 (K), s). 
Teorema 4.25 C(M2 (K), s) ~ W 
Demonstração. Como já vimos que W ç: C(M2 (K), s), basta mostrar a inclusão contrária. 
Seja então f E C(M,(K), s). Temos 
f+!' f-f' f~ 2 + 2 
onde (f+ f')/2 é simétrico e (f- f')/2 é anti-simétrico em K (X UY). Como f e (f+ f')/2 
são centrais, temos que (f- f')/2 deve ser centraL Mas, (f- f')/2 resulta em matriz de 
traço zero, pois todo elemento anti-simétrico em (M2(K), s) é uma matriz de traço zero. 
Assim, (f- J')/2 E J. Logo, como J C W e (f+ J')/2 E W, devemos ter f E W. D 
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