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Abstract
We introduce a simple and linear SNR (strictly speaking, peri-
odic to random power ratio) estimator (0 dB to 80 dB without
additional calibration/linearization) for providing reliable de-
scriptions of aperiodicity in speech corpus. The main idea of
this method is to estimate the background random noise level
without directly extracting the background noise. The proposed
method is applicable to a wide variety of time windowing func-
tions with very low sidelobe levels. The estimate combines the
frequency derivative and the time-frequency derivative of the
mapping from filter center frequency to the output instantaneous
frequency. This procedure can replace the periodicity detection
and aperiodicity estimation subsystems of recently introduced
open source vocoder, YANG vocoder. Source code of MAT-
LAB implementation of this method will also be open sourced.
Index Terms: speech analysis, fundamental frequency, aperi-
odicity, instantaneous frequency, group delay
1. Introduction
Aperiodic components in speech sound play important roles in
speech communication (normal, expressive, extreme and so on)
and singing expression [1–4]. They contribute to the synthe-
sized speech quality and intelligibility [5–8]. In spite of their
importance, reliable estimation of aperiodic components has
been a challenging topic [9–13]. The major difficulty is the fact
that such aperiodic components in speech are generally much
weaker than the periodic components. We propose to use de-
viations of the prominent periodic components to estimate the
level of the aperiodic components [10], instead of directly ex-
tracting and measuring them.
This article is organized as follows. First, we briefly review
aperiodicity estimation methods and their underlying principles.
Second, we intuitively introduce the underlying idea of the pro-
posed method. Third, we introduce and discuss on each compo-
nent of the proposed method. They are, stabilization of instan-
taneous frequency estimation, modulation behavior of mapping
from the filter center frequency to the output instantaneous fre-
quency, and effects of the maximum sidelobe level and the de-
caying behavior of sidelobes. Then, we introduce and test sev-
The main body of this article is accepted for publication in Inter-
speech2017. This article has supplemental materials for details which
were dropped due to limited space.
eral implementation models and their performance. Finally, we
discuss the issues of applying the proposed method to speech
analysis / synthesis systems.
The main contribution of this paper is a simple SNR esti-
mator based on the above-mentioned idea. The estimator uses
a six-term cosine series function, which was proposed to im-
plement the antialiased Fujisaki-Ljungqvist model [14]. This
function provides a linear and robust SNR estimation ranging
from 0 dB to 80 dB SNR without additional linearization.
2. Background
Voiced sounds are almost periodic but are not perfectly peri-
odic [5]. Amplitude and timing of each glottal cycle are not
exactly the same each other. It also comprises random noise,
owing to turbulence around constrictions of vocal tract and glot-
tis. Among these factors, amplitude and timing deviations can
be estimated using spectrum analysis and fo
1 (fundamental fre-
quency) analysis, respectively [13, 16, 17]. In this paper, we
focus on the remaining difficult issue, the random noise. We
also focus on its spectral shape, because our primary goal is to
use them for designing excitation signals for speech synthesis
and modification.
One typical approach for estimating random noise compo-
nent is to extract random components using harmonic analysis
or using residuals of inverse filtering [9, 12, 13, 18–21]. Predic-
tion and subtraction of waveforms one pitch-period apart, also
try to measure the residual levels [13,22,23]. These approaches
are generally sensitive to the fo estimation error and the model
parameter errors, because of the large level difference between
prominent periodic component and the random noise compo-
nent. In other words, removing the effects of the strong periodic
component is the key issue to be solved.
We introduced an algorithm to eliminate the prominent pe-
riodic component, without estimating the frequency of the pe-
riodic component [17]. The algorithm alleviates the issue men-
tioned above based on a self-tuning process, which does not re-
quire prior frequency information. This merit of the algorithm
is obtained at the expense of temporal resolution. In this paper,
we propose an alternative approach, which does not estimate
the random components directly and does not need to sacrifice
the temporal resolution. It starts from revisiting our legacy-
1We use “fo” instead of “F0” based on the recommendation [15].
STRAIGHT [24] and the fixed-point-based fo extractor [10].
3. Phase-deviation-based SNR estimation
The instantaneous frequency of a sinusoidal component, which
is separated by using a band-pass filter, is modulated by other
components contained in the same filter output. The relative
background noise level to the prominent periodic component
can be estimated by measuring the magnitude of this modula-
tion. This idea was implied in our fixed-point-based fo extrac-
tor [10] but was not investigated further. We revisit this idea in
this paper based on detailed analyses of the filtered signal phase
behavior and the windowing function.
We focus on phase derivatives, instead of using the phase
directly. Derivatives of the phase of a filtered signal are eas-
ier to interpret than phase itself. The time derivative of the
phase provides the instantaneous frequency and the frequency
derivative (with negative sign) provides the group delay. The
power-spectrum-weighted average of each representation pro-
vides centroid of the frequency and the temporal position, re-
spectively [25–27]. These are better understood by deriving
Flanagan’s instantaneous frequency equation [28] and similarly
derived group delay equation [29].
When a band-pass filter comprises one prominent sinu-
soidal component and a low-level interfering sinusoid, the in-
stantaneous frequency of the filter output varies at the rate of
their frequency difference. The magnitude of the variation is
proportional to the ratio of their amplitude. This ratio depends
on the relative location of the filter center frequency and the
components. In other words, the magnitude of the frequency
derivative of the mapping from the filter center frequency to the
output instantaneous frequency provides the estimate of the ra-
tio of their amplitude. For a sinusoidally varying signal, the sig-
nal and its time derivative are orthogonal to each other and the
magnitude is represented as the RMS (root mean square) value
with proper scaling. A random noise is a collection of inde-
pendent identically distributed frequency components, the RMS
value of the frequency derivative and the time-frequency deriva-
tive of the above-mentioned mapping provides the ratio of the
prominent sinusoidal component and the background random
component. This is an intuitive introduction to the proposed
method.
For the proposed method to work properly, the following
issues to be solved.
Removal of singularities Cancellation of neighboring har-
monic components yields singularities of instantaneous
frequency. Effects of background noise are significantly
magnified in the vicinity of these singularities and are
harmful for reliable estimation.
Rejection of leakage from outside Voiced signal consists of
harmonic components. The target band-pass filter has
to isolate one harmonic component from the others. The
other harmonic components have to be sufficiently atten-
uated.
Scaling of derivatives For minimizing the effect of the leak-
age and statistical fluctuations, the signal and the time
derivative of the signal have to be properly scaled.
Design and calibration The estimator has performance gov-
erning system parameters. The estimator design needs
selecting and tuning these parameters, followed by cali-
bration using known test signals.
The following sections address and solve each problem.
3.1. Removal of singularities
To remove singularities, revisit the derivation of the instanta-
neous frequency. Assume that the impulse response of a band-
pass filter is complex valued and the filtered output x(t) =
|x(t)|ejθ(t) is also complex valued. The imaginary part of the
logarithmic conversion of x(t) is the phase function θ(t). The
time derivative of it yields the Flanagan’s phase equation [28].
By definition, it is the instantaneous (angular) frequency ωi(t):
ωi(t) =
ℜ[x(t)]
dℑ[x(t)]
dt
− ℑ[x(t)]
dℜ[x(t)]
dt
|x(t)|2
, (1)
where the denominator is zero yields singularity.
Let us define the filter impulse response h(t, ω) by using a
symmetric non-negative windowing function w(t) for its enve-
lope and using a complex exponential ejωt for the carrier signal.
Therefore, the filter output is a function of t and the carrier fre-
quency ω and is represented using x(t, ω). The instantaneous
frequency of this filter output ωi(t, ω) is represented as follows:
ωi(t, ω) =
ℜ[x(t, ω)]ℑ[xd(t, ω)]−ℑ[x(t, ω)]ℜ[xd(t, ω)]
|x(t, ω)|2
, (2)
where xd(t, ω) represents the time derivative of x(t, ω). Be-
cause the filter output x(t, ω) is the convolution of the input
signal s(t) and the impulse response h(t, ω), the time deriva-
tive of x(t, ω) is represented as follows:
xd(t, ω) = jωh(t, ω) ∗ s(t)− hd(t, ω) ∗ s(t), (3)
where “∗” represents convolution and hd(t, ω) represents the
time derivative of h(t, ω). Equations 2 and 3 provide a proce-
dure for calculating instantaneous frequency without introduc-
ing phase unwrapping and numerical differentiation.
Equation 2 indicates that making denominator always posi-
tive removes singularities. Specifically, using |x(t, ω)|2 for the
weight and using a non-negative smoothing kernel wF (ω) to
calculate the following weighted average ωis(t, ω) removes sin-
gularities [25, 26].
ωis(t, ω) =
∫
∞
−∞
wF (ν)|x(t, ω − ν)|
2ωi(t, ω − ν)dν∫
∞
−∞
wF (ν)|x(t, ω − ν)|2dν
, (4)
where the kernel wF (ω) is bounded inside (−ωw, ωw).
3.2. Rejection of leakage from outside
Because speech signals are time varying, the observation win-
dow has to be bounded in time. This finite bounding results in
infinite spread in the frequency domain. The prolate spheroidal
wave function provides the best time-frequency concentration
among time bounded functions [30, 31]. The Kaiser window
[32] is an engineering approximation of this best function.
The frequency domain representation of bounded functions
has the main lobe and the sidelobes. The normalized frequency
bandwidth characterizes the main lobe. The maximum level
and the decay rate characterize the sidelobes. These indices
can be designed and have to be tested in terms of their effects
on the SNR estimation performance. Cosine series windowing
functions [14, 33, 34] are useful for testing trade-offs between
these design indices.
We proposed a six-term cosine window [14] for antialiased
Fujisaki-Ljungqvist model and it turned out that the proposed
six-term window also is the best function for SNR estimation.
It has strong attenuation (-114.24 dB) and steep decay rate
(54 dB/oct) of sidelobes. The form of the window w(t) and
the coefficients are as follows:2
w(t) =
5∑
k=0
hk cos
(
kpit
tw
)
(5)
{hk}
5
k=0 = {0.2624710164, 0.4265335164, 0.2250165621,
0.0726831633, 0.0125124215, 0.0007833203} , (6)
where tw represents the half length of the windowing function
and for |t| ≥ tw, the value of w(t) is zero.
3.3. Scaling of derivatives
The variance of the frequency derivative of the mapping from
the filter center frequency to the output instantaneous frequency,
V∆ω = V
[
dωis(t,ω)
dω
]
, is approximately proportional to the fol-
lowing value:
C∆ω =
∫ ωw
−ωw
|W (ω)ω|2dω∫ ωw
−ωw
|W (ω)|2dω
, (7)
whereW (ω) represents the frequency response of the response
envelope w(t). The variance of the time-frequency derivative
V∆ωt = V
[
d2ωis(t,ω)
dωdt
]
is also approximately proportional to:
C∆ωt =
∫ ωw
−ωw
|W (ω)ω2|2dω∫ ωw
−ωw
|W (ω)|2dω
. (8)
Scaling each derivative to make V∆ω = V∆ωt minimizes
the variance of the mixed index η(t, ω) defined as follows:
η(t, ω) =
[(
dωis(t, ω)
dω
)2
+ Ceq
(
d2ωis(t, ω)
dωdt
)2] 12
, (9)
where Ceq ∝ C∆ω/C∆ωt represents the scaling coefficient.
3.4. Design and calibration
3 We conducted a set of simulations to set design parameters,
the windowing function, the window length, the smoothing ker-
nel and the size, and the scaling coefficients. The first test is for
trade-offs between the maximum sidelobe level and the decay
rate of sidelobes. Table 1 shows the tested windowing functions.
The items named “DPSS-4” and “DPSS-4.5” represent the win-
dows based on the prolate spheroidal wave function, which is
implemented as a MATLAB function dpss. The table lists the
characterizing indices of each windowing function. The length
(nominal length) of each window was designed so as to locate
the first zero point at fo.
2The coefficients are rounded to ten digits to the right of the deci-
mal point. The best coefficients were selected from rounded numbers.
Derivation details are given in our paper [14].
3MATLAB scripts and functions used here are online-available.
http://www.sys.wakayama-u.ac.jp/%7ekawahara/IS2017AP/
Table 1: Tested windowing functions. Windows 1 to 5 are cosine
serie [14,33,34]. Windows 7 and 8 are the best energy bounded
functions [30, 31]. The window 6 is their approximation [32].
maximum asymptotic nominal
sidelobe level decay rate length
Type (dB) (dB/oct) (re. 1/fo)
1 Hanning -31.47 18 2
2 Blackman -58.11 18 3
3 Nuttall-11 -82.60 30 4
4 Nuttall-15 -98.17 6 4
5 six-term -114.24 54 6
6 Kaiser -98.32 6 4.273
7 DPSS-4 -95.47 6 4.078
8 DPSS-4.5 -108.57 6 4.567
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Figure 1: SNR estimation using cosine series windows. The
horizontal axis shows the given SNR and the vertical axis shows
the median of the estimated SNR.
The test signal was a 100 Hz pulse train plus Gaussian
white noise with given SNR. The sampling frequency was set
44,100 Hz. The length of the FFT buffer was 32,768 samples.
We tested at all possible relative window center locations in
each pitch cycle. We also tested at all harmonic frequencies up
to the Nyquist frequency and yielded 96,579 estimates for each
test condition. Each window was scaled 1.5 times of its nominal
length and the width of the frequency smoother wF (ω)
4 was set
a value from 0.25 to 0.35, based on preliminary tests. Each esti-
mator was calibrated using the median of the distribution of the
mixed index η(t, ω).
Figure 1 shows the relation between the given SNR and the
median of estimated SNR using the windows in Table 1. The re-
sults suggest that the most contributing factor on the estimation
accuracy is the maximum sidelobe level. The proposed six-term
cosine series shows the best linearity from 0 dB to 80 dB SNR
range. Other windows show saturation in the estimated SNR.
Figure 2 and 3 illustrate the behavior of outliers of the es-
timates. Figure 2 shows the distance between 0.5% and 99.5%
4We used a raised cosine for wF (ω) in this implementation. Other
smoothing functions are being tested.
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Figure 2: Distribution of SNR estimation. The vertical axis
shows the distance between 0.5% and 99.5% locations of the
cumulative distribution of the estimated SNR.
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Figure 3: Distribution of SNR estimation. The vertical axis
shows the distance between 25% and 75% locations of the cu-
mulative distribution of the estimated SNR.
points of each cumulative distribution. It illustrates that the win-
dows with 6 dB/oct sidelobe decay rate have extreme outliers.
The smaller width of distribution for Hanning and Nuttallwin-
11 is caused by the saturation of the estimates and does not in-
dicate that the windows perform better.
Figures 3 shows that Blackman window suffers from dis-
torted distribution for SNR higher than 40 dB. In addition,
the estimates by Blackman window saturate from 30 dB SNR.
These results indicate that the proposed six-term cosine se-
ries window provides the best estimates. The second best is
Nuttallwin-11, because saturation from 50 dB is practically ac-
ceptable and it has shorter window length (nominal length: 4)
than the six-term window (nominal length: 6).
4. Application to real speech analysis
The proposed procedure, when it is implemented using FFT,
works properly for known constant fo signals. However, fo of
real speech varies almost all the time. To make apparent fo of
Algorithm 1: SNR estimation of real speech
Data: Speech signal s(t) and fo(t)
Result: Time-frequency map of SNR, SNR(t, ω)
Adaptive time warp: s(t) −→ u(τ ) using fo(t)
ftgt
;
Convert the original frame time tk to the frame time on
the warped time τk ;
for k ← 1 toK do
Spectrum analysis: u(τ ) using w(t) and wd(t) at τk;
for n← 1toN(k) do
νn ← 2pinftgt ;
SNR(τk, νn)← C0η(τk, νn) ;
ωn ← nfo(tk) ;
SNR(tk, ωn)← SNR(τk, νn) ;
end
end
Interpolate {SNR(tk, ωn)} → SNR(t, ω) ;
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Figure 4: Estimated time-frequency SNR map of a Japanese
vowel sequence /aiueo/ spoken by a male speaker. This map
used the proposed six-term function. The bottom panel shows
the waveform. The middle panel shows the SNR map. The value
of −20 log10(SNR(t, ω)) is displayed using the pseudo-color
mapping, which is shown as the color bar on the top panel.
such signal constant, we apply an adaptive time axis warping
using the fundamental frequency trajectory fo(t) of the signal
and the target constant frequency ftgt. The ratio fo(t)/ftgt pro-
vides the necessary stretching factor of the time axis. This adap-
tive time warping also removes side-band components, which
are the results of frequency modulation of harmonic compo-
nents [10, 16, 35]. Algorithm 1 shows the pseudo code of
this procedure, where K represents the number of frames and
N(k) represents the number of harmonic components at the k-
th frame. The coefficient C0 represents the calibration constant,
which depends on the used window function.
4.1. Example and issues for excitation source design
Figure 4 shows an example SNR map of a Japanese vowel se-
quence /aiueo/, spoken by a male speaker. The signal was sam-
pled at 22,050 Hz with 16 bit resolution. The SNR in dB value
is clipped at 40 dB.
The estimated SNR SNR(t, ω) is sufficient to describe the
signal characteristics. It is useful for generating annotation of
physical attribute to speech corpus, for example. However, it
is not enough to design an excitation source signal for synthe-
sizing speech. There are four factors to be considered; non-
speech background noise, the discrepancy between fo(t)move-
ment and movement of resonance frequencies of the vocal tract,
and the auditory filter shape.
The background noise dominates when/where the power of
the speech signal is weak. Figure 4 has a dark horizontal curved
trace around 4,500 Hz from 0.2 s to 0.6 s. The trace roughly cor-
responds to the deep spectral dip, owing to pyriform fossa [36].
This dip of speech power may contribute to this dark trace. The
background noise also introduces bias in the estimated SNR.
This effect has to be compensated before determining the noise
level in the excitation source signal.
The discrepancy between fo(t) movement and movement
of resonance frequencies of the vocal tract makes the estimated
SNR increase at resonance frequencies. It is because the res-
onance frequencies on the warped time axis move and deviate
from precise repetition. These resonances have to be equalized
to alleviate this effect before estimating SNR.
The initial stage of the human auditory system is approxi-
mately a constant-Q filter bank. Each filter bandwidth is propor-
tional to its center frequency. The SNR map has to be smoothed
according to this frequency resolution for designing the excita-
tion source signal. This also reduces the variance of estimates.
In addition to these, non-linear interactions of the vocal
tract and the vocal fold vibration, with its temporal fluctuation
[37] may introduce apparent aperiodicity around resonant fre-
quencies. Detailed analysis and tuning of the proposed method
to the target application, specifically speech synthesis, are is-
sues which need further research.
5. Discussion
The proposed mixed index η(t, ω) can also be implemented us-
ing wavelet analysis, similar to YANG vocoder [17]. The SNR
estimator based on wavelet analysis can replace the periodicity
detector in the first stage of YANG vocoder and can provide the
probability map of fo location. This way, the proposed method
is applicable to the initial stage of fo estimation. The FFT-based
implementation is also applicable to the refinement stage of fo
estimation of YANG vocoder.
We did not discuss the temporal distribution of the random
component within one pitch period, but it is an important is-
sue [11, 16]. It has to be properly estimated because the tem-
poral location of a noise burst has a significant impact on the
perceived noise level [38]. A weighted average of group delay
with minimum phase compensation [29] can be applicable to
this issue by revisiting derivation of the group delay equation
and windowing function design. This is the next research target
of aperiodicity analysis.
6. Conclusion
We propose a simple and linear SNR (periodic to noise compo-
nent ratio) estimator, which is operational spanning from 0 dB
to 80 dB SNR range, without using additional linearization.
We introduced a six-term cosine series window, which has very
low maximum sodelobe level (-114.24 dB) and steep decay rate
(54 dB/oct), for implementing the estimator. These will serve
as a dependable infrastructure for speech analysis. We are plan-
ning to use this estimator for updating our new open source
vocoder (YANG vocoder).
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A. Windowing functions
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Figure 5: Windowing function shapes and gain.
Figure 5 shows the temporal shape and the frequency gain
characteristics of used windowing functions. The upper plot
Table 2: Duration and band-width of windowing functions
Type σt σt/σtR σf σf/σfR
1 Hanning 0.2829 0.9800 0.2861 0.4959
2 Blackman 0.3564 1.2346 0.2216 0.3841
3 Nuttall-11 0.3828 1.3261 0.2057 0.3565
4 Nuttall-15 0.4106 1.4223 0.1915 0.3320
5 six-term 0.4444 1.5394 0.1766 0.3061
6 Kaiser 0.4142 1.4349 0.1898 0.3289
7 DPSS-4 0.4072 1.4105 0.1931 0.3348
8 DPSS-4.5 0.4299 1.4892 0.1827 0.3167
Figure 6: Cumulative distribution of the true SNR level and the
estimated SNR. The windowing function is the proposed six-
term cosine series.
shows the shape and the bottom plot shows the gain. The nom-
inal length of each windowing function shown in Table 1 is de-
signed to make the first zero to locate at one on the normalized
frequency.
However, the nominal length is not relevant for represent-
ing windowing functions. It is relevant to represent their dura-
tion and bandwidth in terms of 2nd order moment, σt and σf
respectively.
σ2t =
∫
∞
−∞
|w(t)|2t2dt (10)
σ2f =
∫
∞
−∞
|W (f)|2f2df, (11)
where the temporal representation |w(t)|2 and the frequency
representation |W (f)|2 are normalized for their integration to
yield one.
Table 2 shows the duration and the bandwidth of each win-
dowing function, where σtR represents the duration of a rectan-
gular window of the unit length and σfR represents the band-
width of a rectangular low-pass filter of unit cutoff frequency.
B. Distribution of estimated SNR
This section provides detailed simulation results which were
used to generate Fig. 1, Fig. 2 and Fig. 3. The SNR of the test
signal varied from 0 dB to 80 dB in 10 dB steps.
Figure 6 shows the simulation results using the proposed
six-term cosine series window. The horizontal axis represents
Figure 7: Cumulative distribution of the true SNR level and the
estimated SNR. Upper plot shows results using Hanning win-
dow and the lower plot shows results using Blackman window.
the estimated SNR and the vertical axis represents the proba-
bility of the estimated SNR SNRE yields lower value than the
horizontal axis value SNRTh . In short, the vertical axis rep-
resents Pr(SNRE ≤ SNRTh), where Pr(Q) represents the
probability of logical predicate Q to be true.
Figure 7 shows results using Hanning and Blackman win-
dowing functions. Strong leakage from sidelobes made distri-
bution for higher SNR signals saturate.
Figure 8 shows reults using windows with more attenuated
sidelobe levels. The highest sidelobe level of the 15-th item is
lower than the 11-th item. For the 11-th item, saturation of the
distribution occurs for 60 dB or higher SNR. For the 15-th item,
strong distortion of the distribution occurs for 60 dB or higher
SNR.
Figure 9 shows the results using theoretically the best local-
ized function, prolate spheroidal wave function and its approxi-
mation, Kaiser window.
Figure 8: Cumulative distribution of the true SNR level and the
estimated SNR. Upper plot shows the results using the 11-th
item of the Table II of Nuttall’s windows and the lower plot
shows that for the 15-th item. Note that MATLAB uses the 15-th
item for its nuttallwin function.
Figure 9: Cumulative distribution of the true SNR level and
the estimated SNR. The top plot shows the results using Kaiser
window and the bottom two plot shows results using prolate
spheroidal wave function. The lower plot has the similar high-
est sidelobe level to Kaiser window.
