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ABSTRACT
The World Health Organization claims that there are more than 285 million blind and visually
impaired people in the world. In the US, 25 million Americans suffer from total or partial vision
loss. As a result of their impairment, they struggle with mobility problems, especially the risk of
falling. According to the National Council On Aging, falls are among the primary causes for fatal
injury and they are the most common cause of non-fatal trauma-related hospital admissions among
older adults. Visibility, an organization that helps visually impaired people, reports that people
with visual impairments are twice as likely to fall as their sighted counterparts.
The Centers for Disease Control and Prevention reported that 2.5 million American adults
were treated for fall-related injuries in 2013, leading to over 800,000 hospitalizations and over
27,000 deaths. The total cost of fall injuries in the United States in 2013 was $31 billion, and the
financial total is expected to rise to $67.7 billion by 2020. Reducing the amount of these unexpected
hospital visits saves money and expands the quality of life for the affected population.
Technology has completely revolutionized how nowadays activities are conducted and how var-
ious tasks are accomplished, and mobile devices are at the center of this paradigm shift. According
to the Pew Research Center, 64% of American adults own a smartphone currently, and this number
is trending upward. Mobile computing devices have evolved to include a plethora of data sensors
that can be manipulated to create solutions for humanity, including fall prevention.
Fall prevention is an area of research that focuses on strengthening safety in order to prevent
falls from occurring. Many fall prevention systems use sensing devices to measure the likelihood of
a fall. Sensor data are usually processed using computer vision, data mining, and machine learning
techniques.
This work pertains to the implementation of a smartphone-based fall prevention system for
the elderly and visually impaired. The system consists of two modules: fall prevention and fall
xii
detection. Fall prevention is in charge of identifying tripping hazards in the user’s surroundings.
Fall detection is in charge of detecting when falls happen and alerting a person of interest. The
proposed system is challenged by multiple problems: it has to run in near real time, it has to run
efficiently in a smartphone hardware, it has to process structured and unstructured environments,
and many more related to image analysis (occlusion, motion blur, computational complexity, etc).
The fall prevention module is divided into three parts, floor detection, object-on-floor detection,
and distance estimation. The evaluation process of the best approach for floor detection achieved
an accuracy of 92%, a precision of 88%, and a recall of 92%. The evaluation process of the best
approach for object-on-floor detection achieved an accuracy of 90%, a precision of 56%, and a recall
of 78%. The evaluation process of the best approach for distance estimation achieved a MSE error
of 0.45 meters.
The fall detection module is approached from two perspectives, using inertial measuring units
(IMU) embedded in today’s smartphones, and using a 2D camera. The evaluation process of the
solution using IMUs achieved an accuracy of 83%, a precision of 89%, and a recall of 58.2%. The
evaluation process of the solution that uses a 2D camera achieved an accuracy of 85.37% and a
recall of 70.97%.
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CHAPTER 1
INTRODUCTION
In the United States, every 11 seconds an older adult is treated in an emergency room for a fall
related accident, furthermore, an older adult dies due to a fall every 19 minutes [1]. Falls are among
the primary causes for fatal injury and they are the most common cause of non-fatal trauma-related
hospital admissions among older adults. In addition to the heavy impact on quality of life, falls
cost the American population an estimated $31 billion in annual medicare costs, an amount that
may reach $67.7 billion by 2020 [1].
As people get older, their bodies go through multiple physical changes making them more fragile,
and more prone to falls. For instance, vision deteriorates over time hindering one’s capability to
explore their surroundings and identify tripping obstacles. In order to minimize the effects of aging
as the human physicality decays medications are prescribed. Paradoxically, this increases a person’s
probability to fall since some drugs reduce mental alertness [2].
A person’s living environment is filled with potential fall hazards; which is the reason why most
falls happen at home [3]. Slippery floors, clutter, poor lighting, unstable furniture, obstructed ways
and pets are common hazards inside a home [4].
[5], [6] and [7] suggest conducting a thorough analysis of the house and identifying the possible
causes of a fall. From this analysis, a preventative checklist can be created to minimize the risk of
a fall. An example checklist might be the following:
• Install handrails on stairs and steps.
• Remove tripping objects (such as papers, books, clothes, and shoes) from stairs and walkways.
• Put grab bars inside and next to the tub or shower, and next to your toilet.
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• Improve lighting.
• Wear sturdy shoes both inside and outside the house.
• Train pets. Dogs are more likely to cause a fall than cats.
Falls are not only a threat to older adults, fall related accidents are one of the main problems
people with visual impairments face every day. Visibility reports that people with visual impair-
ments are twice as likely to fall as their sighted counterparts [8]. In America, 25 million people
suffer from total or partial vision loss [9] and are constantly visiting hospitals due to falls. Reducing
the amount of these unexpected hospital visits saves money and expands the quality of life for the
affected population.
There exist other ways to prevent fall-related accidents besides home modifications. Motivating
patients to exercise, being aware of medication side effects and taking care of vision problems are
common methods to avert a fall. Teaching adults how to prevent risk factors is crucial to avoid
future falls, since most of them believe that falls are part of aging and nothing can be done about
it [10].
Falls have unique patterns that can be used to detect when they occur or/and prevent them from
happening. The falling speed, for example, rises proportionally with the inertial characteristics of
the falling subject. While falling, the acceleration of the subject’s mass is biased to its negative
component along the axis that is perpendicular to the ground. After a fall and subject ground
impact, there is a change in the direction of the subject mass, followed by a period of the subject’s
inactivity [11].
Technology has changed how nowadays activities are conducted and how daily routine tasks
are accomplished. Smartphones are at the center of this paradigm shift. According to the Pew
Research Center, 64% of American adults own a smartphone currently, and this number is trending
upward [12]. Smartphones have evolved to include multiple sensors that can be leveraged to create
solutions for humanity, particularly for fall detection and prevention.
Fall detection and fall prevention are research areas that are committed to improve people’s lives
through the use of pervasive computing. Fall detection uses sensor data to identify the patterns of
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a fall as the fall happens. Fall prevention focuses on strengthening safety and the knowledge of the
subject’s environment in order to prevent falls from occurring. Many fall prevention systems also
use sensors or computer devices to measure the likelihood of a fall. Sensor data is usually processed
using computer vision and other techniques [11].
Fall detection systems were created due to the increasing need to minimize the consequences
of a fall. A fall detection system determines if a fall has occurred by analyzing sensor data about
a subject of interest. Most systems use external sensors attached to the subject’s body. These
sensors can also be found embedded in regular off-the-shelf smartphones [13].
Fall prevention systems analyze the user’s surrounding in order to identify tripping hazards.
Like fall detection systems, fall prevention systems employ sensing devices to accomplish their
tasks. They make sense of the collected data through computer vision, data mining and machine
learning techniques [11].
Fall detection and prevention systems have been designed using either external sensors or wear-
able sensors. External sensors are deployed in the vicinity of the subject of interest (SOI), and
wearable sensors are attached to the SOI [14]. There have been also other approaches that use a
combination of both types of sensors, known as hybrid systems.
Camera-based sensors are perhaps the most common types of sensors used in external sensing.
One or multiple cameras are placed in predefined fixed locations where the SOI will perform his/her
daily activity. The main drawback of these sensors is their inability to track the user out of the
cameras’ range of visibility. Another important fact about external sensing is its high cost, as
multiple sensors must be purchased to increase the system’s coverage [14].
Proximity sensors are another typical example of the external sensors used in fall detection
systems. Many of these sensors are usually attached to a walking-aid device, such as a cane or a
walker. A fall is detected by measuring sudden changes in the SOI’s movements and his/her distance
from the proximity sensors. One of the problems these sensors have is their short proximity range;
if a person steps away from the walker, the SOI will be out of the sensors’ range, which can be
misinterpreted as a fall. Also, some proximity sensors can be significantly expensive [15].
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Wearable sensors are an alternative to external sensing. They are frequently employed in fall
prevention and fall detection systems. Wearable sensors are attached to the SOI’s body, eliminating
the space limitation imposed by external sensing. In addition, wearable sensors are generally
cheaper than external sensors. The main disadvantage of wearable sensors is their high level of
obtrusiveness [14].
Accelerometers are a type of wearable sensors that are widely used in fall detection systems.
They are cheap and can be worn on different parts of the body. They are usually embedded in
other devices such as watches, shoes, belts, etc. With this single sensor most of the SOI’s movement
characteristics can be extracted and used to detect falls.
Fall prevention systems also take advantage of external sensors and wearable sensors. Similarly,
different motion characteristics are extracted from the collected data, which are used to estimate
the likelihood of a fall and alert the user in real time.
1.1 Problem Statement
This work pertains to the implementation of a smartphone-based fall prevention system for
the elderly and visually impaired. The system consists of two modules: fall prevention and fall
detection. Fall prevention is in charge of identifying tripping hazards in the user’s surroundings.
Fall detection is in charge of detecting when falls happen and alerting a person of interest.
This system faces multiple challenges due to the complexity of the problem. First of all, the
system is limited by a real time constraint, its response has to happen within a time-restricted
window. For this dissertation the system must respond within a one second window. In addition
to this, the solution has to be as efficient as possible because it is implemented in the hardware of a
smartphone, which is significantly less powerful than a desktop computer. Also, some parts of the
system has to deal with the complexity of analyzing unstructured environments. Other challenging
factors are related to the process of analyzing pictures that are captured by the smartphone camera
in a mobile setting. Some of these factors are occlusion, motion blur, computational complexity,
cost, noise, camera calibration, and lighting conditions.
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The proposed solution uses built-in sensors (accelerometer, gyroscope, camera) found in today’s
off-the-shelf smartphones in order to detect and prevent falls. IMU (Inertial Measurement Unit)
sensors are used to identify the position of the smartphone in the user’s body (chest’s pocket,
pant’s pockets, etc), and to detect the events leading to a fall. Images that are captured by a
smartphone’s camera are analyzed in order to detect tripping hazards in the vicinity of the users.
Computer vision and machine learning techniques were utilized to make sense of the data.
1.2 Contributions
The main contributions of this dissertation are presented next. Each one of these contributions
will be elaborated in depth in subsequent chapters.
• The dissertation introduces a three-level taxonomy (physical, psychological and environmen-
tal) to describe the falling risk factors associated with a fall.
• Three approaches to detect the location of the floor in images are also introduced.
• Shows how to use neural network topologies to identify tripping obstacles in the surroundings
of a user of interest using images from a smartphone’s camera.
• Describes two techniques to measure distance between the user of interest and the obstacles
on the floor.
• Implements a system capable of preventing and detecting falls. Including the infrastructure to
run optimized neural network models through a Web API and/or directly on the smartphone.
1.3 Structure of the Dissertation
The rest of the dissertation is structured as follows. Chapter 2 contains the related work,
presenting the learning model used in fall prevention and detection systems and their design issues,
it also introduces a taxonomy based on falling risk factors, and it assesses multiple systems found in
the literature. Chapter 3 describes and summarizes the different modules of the system. Chapter 4
shows three methods to identify the floor area in images captured by a smartphone’s camera.
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Chapter 5 presents multiple neural network topologies used to identify tripping objects in the
vicinity of the user. Chapter 6 explains two methods to estimate the distance from the tripping
objects on the floor to the user, it also illustrates a methodology to determine if the user is at risk.
Chapter 7 shows two methods to detect falls. Chapter 8 describes the evaluation of the system.
Finally, Chapter 9 concludes the dissertation and presents possible areas of future research.
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CHAPTER 2
RELATED WORK
2.1 Introduction
Fall detection (FD) and fall prevention (FP) systems use a well defined model to describe the
different steps that must be taken in order to detect or prevent falls. Figure 2.1 depicts the general
model employed by these systems. The data collection module is in charge of gathering the SOI’s
motion data. The feature extraction module selects relevant and more meaningful characteristics
that are fed into the next module. Before the learning module is used, the data are split into sets
known as the training set and the testing set. Learning algorithms are used to find relationships
from the extracted features in the training set. As a result of this process, a descriptive model
of the training set is generated. The evaluation model assesses the performance of the generated
model by testing its performance with the testing set as input [16]. The following sections will
expand on each of the modules.
Figure 2.1: General Model of FD and FP Systems.
Before delving into further details about the general model used by FD and FP systems, a brief
explanation of key terms is important:
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• Dataset. The input of any learning scheme. An assembly of similar sets of information. In
the context of machine learning, a table formed by features, also known as attributes, and
instances. Table 2.1 shows an example of a weather dataset. It is used to determine if a
particular soccer team should play a match or not.
• Features. The variables of interest. Outlook, temperature, humidity, etc. in Table 2.1.
• Instances. The determinant of different collection times for the same or different SOI. Rows
in Table 2.1.
• Class. Something that needs to be learned or predicted. In Table 2.1, the class is the attribute
“play”, which is used to determine whether the team should play or not.
• Classifier. A descriptive model used to predict relationships among the attributes and the
class.
• Feature Space. Set of all possible instances. Instances are represented as a vector of features
< x1, x2, x3, ..., xn >. Each feature can be thought of as a “dimension” of the problem and
each example is a point in an n-dimensional feature space. For example, the first instance in
Table 2.1 can be represented with the vector of features < Sunny,Hot,High, False,No >.
Table 2.1: Example of a Dataset.
OUTLOOK TEMPERATURE HUMIDITY WINDY PLAY
Sunny Hot High False No
Overcast Hot High True Yes
Rainy Mild Normal False No
Rainy Cool Low False No
Overcast Cool Normal True Yes
Overcast Mild High True Yes
Rainy Mild High True No
2.1.1 Data Collection
The data collection module is in charge of recording specific variables in a systematic fashion.
A formal procedure must be used to ensure the accuracy and validity of the collected data.
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The whole process starts by identifying the variables needed. In the fall detection context the
following variables are commonly used: falling speed, acceleration coordinates, angular velocity,
inactivity periods, etc. The next step is to determine where and how this data can be gathered.
Data can be compiled in different ways such as observing changes, measuring items or weighing
items. Noise (meaningless information) is removed from the data; only useful values are used to
form the final output data, which must follow a specific format [17], [18].
2.1.2 Feature Extraction
Feature extraction is the process by which relevant characteristics or attributes are identified
from the collected data [19]. In fall-related systems the acceleration magnitude or the angular
magnitude are frequently extracted. Features have to be cautiously picked in order to get a more
descriptive and usually smaller output dataset.
The number of features in a dataset has a direct impact on the dataset’s descriptive power.
The more features a dataset has, the more expressive it is. However, finding meaningful relation-
ships among the instances and the class can be more difficult because the feature space grows
exponentially with the number of features.
Feature extraction is also known as dimensionality reduction. Raw data are usually filled with
meaningless information. By selecting only the features that best describe the input data and
discarding redundant features, the size of the dataset is reduced. This reduction usually lowers the
work of the subsequent modules [20].
Although the size of the dataset is usually shrunk (space embedding procedures), there are some
methods that enlarge it (non-linear expansions, feature discretization) or even leave it unchanged
(e.g., signal enhancement, normalization, standardization) [19].
Feature extraction is commonly divided into 2 categories: feature construction and feature
selection. They are described next.
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2.1.2.1 Feature Construction
The descriptive power of the feature space is determined by how well the collected data are
represented. Feature construction is a key element in the data analysis process, and has a significant
impact on subsequent stages of the learning endeavor [19].
Realizing an optimal way to represent the input data is domain specific. Most of the time,
human experts help in the construction of the feature space. Through their knowledge raw data
are converted into meaningful features. Also, their expertise is used to facilitate the task of choosing
the adequate variables to observe and not the ones that are irrelevant [21].
Feature construction is also considered as a preprocessing step. The collected data goes through
a series of transformations that intend to purify (get rid of irrelevant values) the dataset while pre-
serving the essential information [19]. Some of the preprocessing transformations are the following:
• Standardization. Maximize compatibility among attributes. Feature space size does not suffer
a change.
• Normalization. Attributes are adjusted to share a common measurement scale. Feature space
size suffers no change.
• Signal enhancement. Used to improve signal-to-noise ratio. Commonly used in images. Nor-
mal operations include: baseline or background removal, de-noising, smoothing, or sharpen-
ing. The Fourier and wavelet transforms are widely used. Feature space size does not suffer
a change.
• Extraction of local features. Attributes are encoded with problem specific knowledge. Feature
space size can increase or decrease.
• Linear and non-linear embedding methods. Used to reduce the size of the original feature
space when it is considerably big without losing excessive information. Principal Component
Analysis (PCA) and Multidimensional Scaling (MDS) are frequently used.
• Non-linear expansions. Increasing the size of the feature space to ameliorate the complexity.
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• Feature discretization. Continuous data can be troublesome for some algorithms. It helps in
the description and understanding of the data. Feature space is enlarged.
2.1.2.2 Feature Selection
Knowing how pertinent or relevant a feature is, is essential to have a more descriptive feature
space. Feature selection is in charge of eliminating redundant and meaningless values without losing
significant information [19]. This translates into storage space savings and processing algorithms’
speed.
Some of the feature selection strategies used nowadays are briefly introduced next.
• Filters. Ranking method. A relevance index is used to assign an order of importance to the
attributes. Use of classical statistical tests: T-test, F-test, Chi-squared, etc.
• Wrappers. Predictor or classifier is involved in the selection process. Subsets of features are
chosen and a learning scheme is evaluated with them. Scores are assigned to the features
depending on the accuracy of the predictor.
• Embedded methods. Predictor or classifier is involved in the selection process. Similar to
wrappers. They are specific to given learning machines.
2.1.3 Learning Module
A machine in this context is an automated system that may be implemented through software.
Machine learning focuses on finding relationships in data and analyzing the processes to extract
such relationships.
There are two types of learning mechanisms, namely supervised and unsupervised. The former
creates a prediction scheme using labeled data. The dataset is usually split and one part is used
for training and the rest for testing [22]. The latter creates a recognition model using unlabeled
data. Every activity is weighted based on a probability that is assigned manually. It uses a pre-
established model and the current state of the system to update these weights every time a new
observation is detected [22].
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While supervised learning is widely used in fall-related event systems, hardly any information
can be found about unsupervised learning. Unsupervised learning will not be covered in this review.
In the next section, the most relevant supervised learning algorithms are described.
2.1.3.1 Decision Trees
Decision trees (DTs) are one of the oldest algorithms used in supervised learning. These algo-
rithms use a divide and conquer approach, and their basic data structure is a tree that most of the
time is binary [20].
The C4.5 algorithm, created by Ross Quinlan generates a decision tree that can be used to solve
classification problems. The construction of the tree is performed in a recursive manner [23]. An
attribute is chosen as the root of the decision tree, and branches are created for every value of the
attribute. The process is repeated on every branch using the remaining attributes that reach them.
The stopping criteria is met when all of the instances in the branch have the same class or there
are no more attributes left [20].
The selection of the nodes (attributes) is determined using a measurement of the purity of all
possible nodes. The level of purity associated to each node is just the number of instances in the
node that have the same class. The more instances of a given class the node has, the more pure
this will be. C4.5 uses information gain to measure the purity of the nodes [20]. Algorithm 1 shows
the steps to calculate the information gain of a node.
Algorithm 1: Information gain pseudocode.
Input: Dataset D={(x1,c1),...,(xN ,cN )}
Output: predicted class Ci.
for each attribute or node i do
Calculate the information of each branch
Average information of all attribute values or branches, avg
Calculate the information of the unsplit node, unsplitINFO
Calculate the information gain of the node i:
Gain[node] = unsplitINFO − avg
end
return Gain[node]
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2.1.3.2 Naive Bayes
This is a very popular supervised algorithm that uses a probabilistic model based on the Bayes
Theorem [20]. It is said to be naive because independence is assumed among the different attributes
within the dataset. The common data structures used are matrices, and its algorithmic design
approach is usually a straightforward or brute force one. Its time complexity depends on the
number of training examples (T) and the number of attributes or features (A), and it is equal to
O(T ·A) [24]. Figure 2.2 shows a basic block diagram of the learning algorithm.
Figure 2.2: Naive Training Algorithm Block Diagram for a Binary Class Dataset.
2.1.3.3 K-nearest Neighbor
This algorithm belongs to a subgroup of supervised learning algorithms known as instance-based
classifiers. New and unseen instances are compared with instances that are stored in the training
set.
K -nearest neighbor algorithms are also called lazy classifiers because there is no training in-
volved. The basic algorithm uses the closest neighbors of the not yet classified new instances to
classify them. Every time that a new example needs to be classified, it is compared with all the
examples in the dataset. Consequently, k-neighbor algorithms use a straightforward approach to
solve classification problems [20].
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Suppose there is a dataset with n classified examples and the only categorical or nominal
attribute is the class, the rest are real value attributes. Each classified example acts as a point
in the feature space. A way to calculate the k -nearest neighbors for unclassified examples would
be to find the k already classified examples that are closest to the unclassified data. Once the k
neighbors have been identified, a majority class vote will take place among them to classify the
new instances. Since the attributes are numeric, distance measurements can be used to determine
which are the k closest neighbors. Euclidean, Manhattan and city-block distances are commonly
used in k -nearest neighbors algorithms [20].
On k -nearest neighbor algorithms, most of the time, the information or collected data are stored
in matrices. And since every instance must be checked in order for a new entry to be classified,
the time complexity of these algorithms is equal to O(n2), where n is the number of classified
examples [20]. A basic k -nearest neighbor pseudocode is shown in Algorithm 2.
Algorithm 2: K-nearest neighbor pseudocode.
Input: Dataset D={(x1,c1),...,(xN ,cN )}, and unlabeled instance x=(x1,...,xN ).
Output: predicted class Ci.
for each classified example (xi,ci) do
calculate distance d(xi,x)
order d(xi,x) from lowest to highest
select k nearest neighbors to x
vote for majority class among k neighbors, Ci
return Ci.
end
2.1.3.4 Support Vector Machines
Support vector machines (SVMs) are a relatively new type of supervised machine learning
algorithms, and they outperform many of the classic algorithms. In a 2-class classification problem,
the main goal is to create a model that places every new example in the correct class. SVMs
algorithms try to solve this problem by taking the training examples into a higher dimension where
they are linearly separable and can be assigned to a class with little uncertainty [20].
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Binary class datasets that are linearly separable are easy to classify because the decision bound-
ary of the two classes is just a straight line or plane that divides the feature space into two regions:
class A and B.
In SVMs, the input space is transformed into a higher dimensional space using a non-linear
mapping. The idea is to take the instances from the original feature space where they are not
linearly separable to a new feature space where they are. On this new space, a hyperplane (a
straight line in 2 dimensions) is created, and it works as a decision boundary that separates the
data; this boundary is also known as the maximum margin hyperplane.
The training points that are closest to the decision boundary are called support vectors. The
support vectors uniquely define the maximum-margin hyperplane for the learning problem. In this
manner, support vector machines search for a maximum margin hyperplane to separate the data
with the examples on the border called support vectors. Every new entry will be taken to this
new space where it will be classified depending on the region it falls into [20]. Figure 2.3 shows an
example of a decision boundary.
Figure 2.3: SVMs Maximum Margin Hyperplane.
The math involved in SVMs is extremely complex and therefore difficult to implement [25]. The
steps in order to realize a SVM training algorithm are described in Algorithm 3.
Calculating the maximal margin hyperplane can be achieved by solving Equation 2.1.
x = b+
∑
i is support vector
αicia(i) · a (2.1)
where b = Numeric parameter, αi = Numeric parameter, a(i) = Support Vector, and a = Test vector
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Algorithm 3: SVMs training pseudocode.
Input: Training data
Output: Maximum margin hyperplane, Hmax.
calculate support vectors a(i)
calculate maximum-margin hyperplane, Hmax
return Hmax
Finding b, αi and the support vectors a(i) is a type of optimization problem known as constrained
quadratic optimization. There are currently two approaches to solving the quadratic optimization
problem: the primal form and the dual form. The former transforms the original equation into a
form that can be solved by quadratic optimization methods. The latter rewrites the classification
rule into its unconstrained dual form, where the problem depends only on the support vectors [26]
[25].
In [26], an analysis of both kinds of implementation is given. They concluded that for a dataset
or matrix of a attibutes (columns) and n examples (rows), the training computational time com-
plexity is equal to O(na2 + a3) for the primal form and O(an2 + n3) for the dual form.
Table 2.2 compares the most relevant characteristics of the supervised learning algorithms re-
viewed.
Table 2.2: Comparison Among Supervised Learning Algorithms.
ALGORITHM
DATA
STRUCTURE
APPROACH
TIME
COMPLEXITY
Decision
Tree
Trees
Divide And
Conquer
O(m · n · log n)
+
O(n · (log n)2)
Naive
Bayes
Matrices
Probabilistic
Straightforward
O(T ·A)
K-nearest
Neighbor
Matrices
Brute
Force
O(n2)
Support Vector
Machine
Matrices Optimization
(Primal) O(n · a2 + a3)
Dual (O(a · n2 + n3)
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2.1.3.5 Neural Networks
A neural network is a model formed by neurons arranged in different layers and resembles the
structure and behavior of the human brain. The network has an input layer with input neurons,
and an output layer with output neurons. Between the input and output layers there can be zero,
one or more hidden layers with neurons. The neurons from a given layer are connected to neurons
from the previous layer (to receive the input values), and to neurons from the next layer (to pass the
outputs). The neurons make decisions (output) based on some knowledge or information received
(input). If a neural network has more than one hidden layer, it is considered a deep neural network.
Figure 2.4: A Typical Deep Learning System.
Deep learning is a field of machine learning concerned with the design and implementation of
deep neural networks. In general all deep-learning-based approaches proposed in this dissertation
consist of three modules: a data collection and labeling module, a training module, and a testing
module. In the first module, images of indoor areas are collected and preprocessed, the ground
truth is generated, and labels are created. In the second module, the neural network topology is
created, the network is trained, and regularization methods are applied. Finally, in the last module,
the network is evaluated with unseen data. Figure 2.4 shows the structure of a typical deep neural
network.
Three types of deep neural networks are used in this dissertation, namely, fully connected,
convolutional, and recurrent neural nets. In fully connected networks all neurons are connected
with all the neurons in the previous and next layers, forming a clique-like structure between the
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layers [27]. In convolutional neural networks (CNN) the connectivity patterns among neurons
follows the organization of the animal visual cortex [27]. In recurrent Neural Networks connections
among neurons create a directed cycle [27].
Neural networks require a great number of input instances to properly learn the work that are
tasked to do. There exists multiple known datasets available in the literature that can be used to
train and evaluate neural-net-based systems, however, there are times where the dataset must be
collected and manually labeled to be able to train a neural net.
In the world of machine learning generalization is everything. Generalization is the capacity of
a learned model to properly perform the task it was trained to do with inputs it has not seen before.
Generalization determines how well the model, that is learned in the training phase, performs with
unseen data [27]. If the model is not capable of capturing the underlying structure of the training
data, underfitting occurs. If the model learns ‘too’ well the details and the noise from the training
samples, and it does not generalize well, overfitting happens. Overfitting is a common problem
(specially in neural networks) when the number of samples in the training set is small compared
with the number of parameters that the model must learn. A way to minimize the chances of
overfitting is by having a bigger training set. Data augmentation is the process of augmenting the
size of the dataset by creating synthetic data based on real data [27].
Neural networks can (learn) train weights and biases through the gradient descent algorithm [28].
This algorithm requires a cost function in order to estimate how bad the network is at detecting the
floor [28]. It uses the cost function to calculate an error based on the net-superlabels, generated at
the output layer of the network, and the original superlabels (ground truth). This error is later used
to back-propagate changes in the network layers’ weights and biases in order to minimize the error
at the output. This is an iterative process where at every iteration the backpropagation algorithm
calculates the error (forward pass) and back-propagates the changes (backward pass) within the
layers.
The main goal of the backpropagation algorithm is to measure how the changes in the weights
and biases of all the layers in the network affect the cost function. Therefore, the back propagation
is only interested in solving two partial derivatives, ∂C/∂w and ∂C/∂b. Where C is the cost
18
function, w is the weights of a neuron in a layer, and b is the bias of a neuron in a layer. These
derivatives can be solved by using Equations 2.2 - 2.5. Equation 2.2 calculates the error at the
output layer, C represents the cost function at the output layer, and σ
′
(zL) represents the output
of the network after applying the activation function. Equation 2.3 calculates the error at the
internal layers, wl+1 represents the weights in the layer l+ 1, δl+1 represents the error in the layer
l + 1, σ
′
(zl) represents the output of layer l after applying the activation function. Equation 2.4
calculates the contribution of the biases in each layer to the cost function, δlj represents the error of
neuron j in the layer l. Equation 2.5 calculates the contribution of the weights in each layer to the
cost function, al−1k represents the output of the activation function k in layer l−1, and δlj represents
the error of neuron j in the layer l. [28] provides further information about these equations.
δL = ∇aC  σ′(zL) (2.2)
δl = ((wl+1)T δl+1) σ′(zl) (2.3)
∂C
∂blj
= δlj (2.4)
∂C
∂wlj
= al−1k δ
l
j (2.5)
Regularization is defined as “any modification we make to the learning algorithm that is intended
to reduce the generalization error, but not its training error” [27]. The goal in regularization is to
minimize the chances of creating an overfitted neural net. Dropout is an example of a regularization
method used to prevent overfitting. Dropout randomly disables neurons in the net, hence, discon-
necting the communication among nodes that use the disabled nodes as a gateway. By dropping
out nodes, the net becomes more robust and less sensitive to noise. Dropout can also be seen as
an “ensemble method”, where multiple smaller neural nets are combined to solve the task at hand.
Another way to minimize overfitting is through early-stop. Early-stop uses a stopping criteria to
prevent a neural net from being overtrained while it is being trained.
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2.1.4 Model Evaluation
Evaluation is a fundamental module in the learning process because it permits to systematically
assess different learning techniques and compare them with one another [20].
Performance indicators are frequently used to measure the efficiency of the inferred structure
[29]. The error rate is a common predictor employed in the assessment of learning machines. The
system predicts the class of each instance: if it is correctly classified is marked as a success, otherwise
is marked as an error. So, the error rate is a ratio of the errors over the whole set of instances.
As stated before, the dataset is usually split and one part is used for training and the rest for
testing. The latter is a considerable conditioning factor in the performance of the system. For
instance, using the training set for testing purposes can be misleading; the estimated performance
is highly optimistic.
Another way to measure the performance of the system is through cross-validation. A fixed
numbers of folds or partitions of the data are selected, some are used for training and the rest for
testing. The process is repeated many times until all of the folds (group of instances) are used
exactly once for testing. The results of every iteration are averaged and an overall error rate is
calculated.
Cross-validation is perhaps the method of choice in most of fall-related systems. Statistical tests
are usually used with cross-validation to compare the performance of a classifier for a particular
dataset [14].
The results of a classifier are commonly stored in an array known as confusion matrix. It allows
to visualize the learning algorithm’s performance in a specific table. An example of a confusion
matrix is depicted in Figure 2.5.
• True Positives (TP): Number of positive instances that were classified as positive.
• True Negatives (TN): Number of negative instances that were classified as negative.
• False Positives (FP): Number of negative instances that were classified as positive.
• False Negatives (FN): Number of positive instances that were classified as negative.
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Figure 2.5: Confusion Matrix Example.
Performance indicators used to evaluate the efficiency of learning algorithms are presented next.
The accuracy of the system is the most extensively used performance indicator in classification
problems. It is defined as follows:
Accuracy =
TN + TP
TP + TN + FP + FN
(2.6)
The recall or sensitivity or true positive rate is the ratio of the correctly classified positive
instances over the entire set of positive instances.
Recall =
TP
TP + FN (2.7)
The precision or positive predicted value is the ratio of the number of correctly classified positive
instances to the entire set of instances classified as positives.
Precision =
TP
TP + FP (2.8)
The specificity (SPC) or true negative rate is the proportion of the correctly classified instances
as negative over the entire set of negative instances.
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SPC =
TN
FP + TN
(2.9)
The fall-out or false positive rate (FPR) is the proportion of the incorrectly classified instances
as positive over the entire set of negative instances.
FPR =
FP
TN + FP
(2.10)
A way to combine this indicators is through the F-measure (a measure of a test’s accuracy).
F −measure = 2 · Precision ·Recall
Precision+Recall
(2.11)
ROC (Receiver Operating Characteristic) curves are also used as a tool for diagnostic test eval-
uation. The performance of a binary classifier is plotted as the classifier’s discrimination threshold
is varied. It is created by plotting the recall vs. the fall-out, at various threshold settings. The
threshold is used to determine the class the current instance belongs to, when the output of the
classifier is a real value (continuous output). Figure 2.6 shows an example of a ROC curve.
Figure 2.6: ROC Curve Example.
22
2.2 Design Issues
In this section the most important aspects that need to be considered when designing or eval-
uating FD and FP systems are described.
2.2.1 Obtrusiveness
People tend to use things that are comfortable and non-invasive. Neither fall detection nor
fall prevention systems should require people to wear or to interact with devices. This is even
more important on monitoring systems, where the subject is under surveillance 24/7. Camera-
based systems do not suffer from these types of problems since no object is attached to the user.
Wearable sensors have to deal with this problem though. The level of obtrusiveness varies from
system to system and in the number of sensors used. While some systems only require the user to
wear simple items like a wrist band or a belt, others may require additional gadgets.
There is no doubt that embedding the analysis and classification modules in the data collection
module results in a more robust and responsive system, since it will not depend on unreliable
wireless communications that might be unavailable or prone to errors. However, this usually means
bigger and more obtrusive devices.
2.2.2 Occlusion
Line of sight obstructions are a major problem in camera-based systems. If the subject is being
blocked by an object, no analysis of his/her current activity can be performed. In fact, the entire
system becomes useless at that point. The work in [30] suffers from occlusion since subjects can
sometimes be behind a sofa or furniture while been monitored. The most common solution is to
place multiple cameras in different areas of interest to widen the visibility range so the target is
visible from any angle. The drawback of this solution is the increase in computing complexity and
cost.
Depth cameras are used to mitigate occlusion problems. These cameras make use of two or more
sensors to generate 3D depth perception. Images are created using range imaging techniques. Some
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of these techniques are [31]: stereo triangulation, sheet of light triangulation, structured light, and
time of flight. Stereo triangulation is achieved by finding the corresponding points in two frames
from two different cameras. In sheet of light triangulation, a source of light is projected into the
scene creating a reflected line as seen from the source; the shape of the reflected line is used to
measure the distance of the light source and the reflected points. Structured light works similar to
sheet of light triangulation but the scene is illuminated with a predefined light pattern. Time of
flight is similar to a radar, but it uses a light pulse instead of an RF pulse; it measures the distance
of the objects in the scene based on the speed of light.
A typical example of a depth camera is the popular Microsoft Kinect. It uses two sensors (an
infrared projector and an infrared sensor) to generate a 3D map of the scene [32]. The use of a
3D map allows to differentiate between obstructions and the subject (depending on the camera
position), therefore further analysis can be done on the current activity of the subject.
2.2.3 Multiple People in the Scene
Systems that utilize cameras to track a person usually assume that only the targeted subject
will be captured. In normal life scenarios, multiple people live in the same place and share the
same environment. If there are multiple people in the scene the system might suffer from occlusion,
because one person might be partially blocking the line of sight to another person. A possible
solution is to use additional cameras placed in different locations to get a different perspective of
the same scene.
2.2.4 Aging
Fall-related systems depend on people’s movement patterns to track their fall susceptibility.
However, human body deterioration leads to changes in the kinematic characteristics of a person
over his/her life span. For instance, if a person’s gait changes, his/her previous gait data lose their
value since that information can no longer be used as “ground truth” to draw conclusions about
his/her walking behavior. When these changes are detected, a new set of data has to be collected
and used as a reference to further analyze the kinematic behavior of the target.
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2.2.5 Privacy
One of the main problems of camera-based systems is the fact that people do not like to be
watched; they are worried that their intimacy will be violated. Few studies address this issue. The
most common way researchers approach this issue is by only sending subjects’ images when an alarm
is triggered. Ozcan et al. [33] developed a fall detection system that utilizes a wearable embedded
smart-camera that is mounted on the waist of the subject of interest. The camera captures the
images of the environment and not the subject’s, eliminating the privacy concern. [32] developed
a fall detection system using a depth camera (Microsoft Kinect). Privacy issues are not a problem
due to the fact that this cameras do not recognize the facial characteristics of the subject.
2.2.6 Computational Cost
It is crucial to determine if activity classification will be performed on a server or in the data
collection device. A server is usually an entity with huge processing power, storage and energy
capabilities that are suitable for performing complex computations. On the other hand, data
collection devices are restricted in their processing power, storage, and energy consumption; they
are usually not suitable to perform complex operations. For instance, classification algorithms such
as Instance Based Learning and Bagging [20] are very computationally intensive in their evaluation
phase, which makes them not suitable for use in data collection devices.
2.2.7 Energy Consumption
Communicating the kinematic information of a subject over a wireless network consumes a lot
of power on mobile devices, so energy must be carefully scheduled to minimize its use. Extending
the battery life can sometimes be advantageous if the size and weight of the device does not present
a problem.
Some of the factors that have a direct impact in the energy consumption of a fall-related system
device are: Communication type, number of sensors or cameras, number of images.
Communication is usually the most energy consuming operation, therefore it is necessary to
create communication strategies to minimize the amount of transmitted data. Short range wire-
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less technologies (Bluetooth, Wi-Fi, etc.) should be chosen over long range technologies (Cellular,
WiMAX, etc.) since they use less power. There exist other methods to reduce the energy consump-
tion but jeopardize the system’s performance, like data aggregation and compression. Another way
to save energy is by performing the analysis and classification stage in the data collection device,
so, no data has to be sent to a server [34].
The number of sensors or cameras used have a direct impact on the energy consumption of a
system. It is obvious that the more sensors or cameras a system has the more energy energy it
consumes. There are occasions where not all sensors or cameras are necessary and they can be
turned off contributing to energy savings.
The frame rate and image resolution are directly related with the amount of energy consumed
by a system. The more pixels are processed the more energy the system utilizes. So, compacting
images and choosing an appropriate frame rate is crucial to decrease the energy used.
2.2.8 Noise
Noise is considered as all external signals that distort the signals being monitored. There are
different types of noise depending of its source but in general they all affect the proper observation of
variables of interest. The most common sources of noise in wearable sensors (e.g., accelerometers)
are mechanical and electrical thermal noise. The former is related to the mass and mechanical
resistance of the sensor’s seismic system. The latter is related to internal or external electronics
used in the measurement device [35].
The following are noise considerations when using accelerometers that are worth mentioning.
Cables should be as small as possible to minimize the effect of the cable’s capacitance noise. Devices
should be shielded to reduce the noise generated by external signals. The selection of accelerometers
should be based on their noise specifications [35].
Noise can also be found in images as random brightness variations or color information that
generates undesirable results. In [30], a computer-vision fall detection system, image noise is
eliminated by removing blobs with a size smaller than 50 pixels.
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2.2.9 Defining a Threshold
Threshold-based systems use thresholds to draw conclusions of an event; setting these thresholds
can be a considerable challenge. Thresholds depend on the method used, fall type (fall forward, fall
backward, etc.), and the physical characteristics of the subject being monitored. The rules applied
to a tall person are not usually the same for a short one and viceversa. The common approach is
to set a threshold that generalizes as much as possible a targeted population.
2.3 Fall Detection Systems
The following sections present the basic structure of a FD system and the different types of
sensors (external or wearable) that are used. Figure 2.7 [16] shows a flow chart of the sensors that
will be discussed here.
Figure 2.7: FD Sensors.
2.3.1 External Sensors
External sensors are devices that sense information about the environment and are commonly
used to capture the SOI’s movements in order to detect falls. There exist two types of external
sensors, namely camera-based sensors and ambient sensors. Both types of sensors will be covered
next.
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2.3.1.1 Camera-based Sensing
Fall accidents happen in fractions of seconds, typically between 0.45 and 0.85 seconds [36].
During the incident, the posture and shape of the faller change drastically. These sudden changes
are key to determine if a fall occurred. Camera-based systems benefit from these patterns by
monitoring the subject’s posture and shape during and after a fall.
Dealing with images consumes a considerable amount of processing power. The frame rate
(images per second) of a video is usually 24 frames per second (FPS); on each frame, camera-
based algorithms process images pixel by pixel. A common digital image can have 720x480 pixels,
that is 345,600 pixels that must be analyzed in 41.6 milliseconds, which requires a great deal of
computational power. To mitigate this computational cost, images are usually compacted and
redundant pixels are discarded in a pre-processing stage.
Camera-based fall detection systems use different approaches to detect falls. For example, some
systems such as the ones described in [36] and [37] are based on human skeleton. They are robust
solutions but their computational cost is unattractive for real time applications. Others systems
are based on simpler features (e.g., the falling angle, vertical projection histogram) [38], [39]. They
are not as computationally intensive as the human skeleton based systems but they suffer from a
high false alarm rate.
Privacy issues are one of the biggest concerns for camera-based systems. Few solutions to
alleviate this problem are known. In [33], Ozcan et al. developed a fall detection system that
utilizes a wearable embedded smart-camera that is mounted on the waist of the SOI. The camera
does not record the SOI’s motion pictures but the environment’s around him/her. Other possible
solutions use infrared cameras [40] and thermal cameras [41].
2.3.1.2 Ambient Sensing
The environment surrounding a subject of interest is usually targeted to track his/her falling
behavior. Multiple sensors are deployed in the vicinity of the user, and they are used to collect
information about the user’s interaction with the sensors.
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Pressure sensors are frequently used because of their low cost and non-obtrusiveness. The basic
principle is that the pressure changes when the user is close to a sensor; the closer the user is to the
sensor the higher the pressure is. The main drawback these sensors have is their low fall detection
accuracy (below 90%).
Alwan et al. [42] developed a floor-vibration fall detector. The system relies on the floor vibra-
tions produced by humans when performing daily activities. It uses the vibration patterns of the
floor to detect a fall.
Sixsmith et al. ( [43], [44]) introduced a fall detection system based on Pyroelectric IR sensor
arrays. The arrays only track moving warm objects. Two characteristics are analyzed to detect
falls: target motion and inactivity periods.
In [45], a bed exit detection apparatus is presented. The device detects the presence of a patient
on a patient-carrying surface. It is used to assist caregivers in determining when patients fall and
their falling patterns.
2.3.2 Wearable Sensors
Wearable sensors are electronic devices that are worn by a SOI, and they collect data about
the SOI’s motion characteristics. Besides their small size, these sensors are typically of low cost,
making them an attractive solution to low-budget projects [46].
Accelerometers are the most common wearable sensors used nowadays. They are small in size
and cheap; they can be easily placed in any part of the human body. The pelvis of a subject is a
common location because the center of mass can be easily calculated [47], [48], [49]. Other frequent
positions are the wrist and the ankle.
Most of the studies in the literature use accelerometer data along with threshold-based algo-
rithms to detect fall-related events. A threshold is a limit that when surpassed triggers an action in
the system (e.g., a fall is detected - caregiver is informed). The most common threshold used with
the accelerometer data is the sum vector magnitude of acceleration, which describes the activity
level of the body, given by equation 2.12.
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[47] developed a fall detection system using a tri-axial accelerometer. The sensor is mounted
on the subject’s pelvis, and it is used to identify human movements. Eight fall scenarios were used:
stand still, sit to stand, stand to sit, walking, walking backwards, stoop, jump and lie on the bed.
The solution proposes a three-level fall detection criteria that includes a sum vector magnitude of
acceleration, acceleration on the horizontal plane and the reference velocity. The first one describes
the spatial changes of the acceleration while falling. The second one measures the body inclination.
And the last one is used to determine if the subject is at rest or not. The results of this study show
the effectiveness of the accelerometer data to detect falls.
While it is true that falls generate higher accelerations than other activities, there are others
that have similar accelerations patterns such as jumping, climbing stairs, sitting or standing up
quickly. This overlapping data poses a problem when distinguishing a fall from activities of daily
living (ADL), and it is the main drawback threshold-based systems have [49]. Figure 2.8 shows ac-
celeration data collected from 10 subjects during falls and while doing normal activities as explained
in [49].
Figure 2.8: Falls vs Normal Activities - Acceleration Data.
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The use of machine learning techniques with acceleration data is an approach that does not
necessarily employ a threshold-based solution to detect falls. [49] proposed an alternative fall de-
tection method that uses artificial neural networks. The system consists of a 3D accelerometer
mounted on the waist, a microcontroller, ZigBee module, some LEDs and a lithium battery. The
artificial neural network is fed with the data collected, and it was able to classify if the person
was performing a normal activity or if a fall occurred. The results of the experiments show that
machine learning does not require threshold-based solutions to detect falls.
2.4 Fall Prevention Systems
According to [50], $43.8 billion dollars are estimated to be used in fall-related medical care
expenditures by 2020. It is of extreme importance to find ways to minimize these costs, and at the
same time, improve the quality of life of the people who suffer the consequences of a fall [50], [51].
The easiest way to accomplish this is through prevention.
Educating and discussing the potential consequences of a fall with the patients constitute the
principal method doctors and caregivers have in order to prevent falls. Although important, this
solution is not enough, more non-patient dependent strategies must be considered.
Care givers have to identify all of the scenarios and circumstances surrounding a fall and provide
a framework to prevent them. This framework must be constructed based on data acquired from
various scenarios surrounding fall-related events.
Most of fall-related events are usually collected through questionnaires, fall diaries, and/or phone
calls. Although these data collection practices do provide relevant information, the information is
not always reliable. This happens because people often forget or remember incorrectly the exact
conditions of their fall [50].
People do not just fall; there is always an underlying cause or risk factor involved in every fall.
The more risk factors there are, the more a person is susceptible to experiencing a fall.
Falls are roughly associated with three risks factors: environmental, physical, and psychological
factors. The first, environmental conditions, are obstacles on the floor, climbing or descending
stairways, slippery floors, etc. The physical factors are those related to a patient’s body condition
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such as muscle weakness, gait balance, posture, sight, etc. Psychological factors deal with things
that temporarily affect people’s minds such as fever, alcohol, lack of attention, etc. Most of the times
only psychological and physical falling factors are tackled. [52]. Figure 2.9 depicts the taxonomy
for fall prevention systems.
Figure 2.9: Falling Factors.
The following sections expand on the aforementioned risk factors.
2.4.1 Environmental Factors
Environmental hazards are obstacles, bumps, or any tangible object that causes a fall. Most
older adults come in contact with these hazards in their homes [3]. This is the reason why home
safety assessment and household modifications have been proposed as a way to minimize the risk
of falls [4].
Home hazards alone do not seem to be enough to cause a fall, but the exposure to environmental
risks have a greater role in fall events for the elderly population. A review of the efficacy of
home modifications for fall prevention was proposed by [4]. They assessed the contribution of
environmental hazards to fall-related accidents and the advantages of environmental interventions
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to reduce falls. Six case-control studies were reviewed in their assessment. Not surprisingly, they
found that frail people have a higher tendency to experience a fall than vigorous ones. However,
they claimed that energetic older people are more susceptible to environmental hazards due to their
risk-taking behavior. They finished their assessment with the following conclusions:
• “Household environmental hazards may pose the greatest risk for older people with fair bal-
ance”.
• “Reducing hazards in the home appears not to be an effective fall-prevention strategy in the
general older population and those at low risk of falling”.
• “Home hazard reduction is effective if older people with a history of falls and mobility limi-
tations are targeted”.
A concept introduced in [53], not implemented though, proposes the addition of localization
features to a fall prevention system. The idea is to assess the risk of a fall depending on the current
location of the subject. There are some areas of a household where the risk of experiencing a fall is
higher (e.g., bathroom, stairways) [4]. Whenever the subject is close to one of these areas, he/she is
informed about the risk associated with the place. The purpose behind this approach is to increase
the subject’s awareness and his/her disposition to be careful.
Environmental fall prevention systems strive to gather enough data from the subject’s surround-
ings in order to identify and avoid fall hazards in real time. They also alert the subject of possible
tripping obstacles in his/her way.
The environmental fall prevention area of research has been ignored over the years because
almost no study can be found in the current literature.
2.4.2 Physical Factors
As people get older, their bodies start to lose the vitality they once had; in addition to this,
medical conditions start to arise. Due to lack of exercise and the natural deterioration that comes
with age, muscles, bones and other parts of the body weaken; which leads to many problems
including falling [7].
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Over the last years, intelligent walking-aid devices have been made available to assist patients
who are prone to falling in their daily life. They take advantage of robotic advances in motion
control to create responses based on human intentions. These walking-aid devices not only offer
physical support to the patients, but also prevent falls by detecting possible hazards around the
subject [5].
Intelligent walkers have been used during the last decade to assist and/or rehabilitate people
experiencing weakness in their lower limbs. These types of walkers offer obstacle avoidance, path
following, gravity compensation, and many other features. They fall into two categories: active and
passive walkers. The first one uses servo motors and the second one does not. Active walkers are
robust, but they can be dangerous if not calibrated properly because they can move unintentionally.
Passive walkers, on the order hand, are safer but not as sturdy as the active ones due to their light
weight.
RT walker [37] is a passive-type walker which only uses servo brakes. It employs the user’s
dynamics and movement directions as feedback to realize the different motion characteristics. An
estimation method based on the user’s state is used to get his/her motion features. Three user’s
states were utilized; these states are stopped, walking, and emergency. The distance between the
user and the RT walker, and the walker’s velocity are used to determine the current state. In the
stopped and walking state, the risk of falling is at a minimum. In the emergency state, the apparent
dynamics of the walker are modified by controlling the brake torques of the wheels, thus preventing
the fall. The prototype consists of a support frame, two wheels with powder brakes, two passive
casters, two laser range finders, and a tilt sensor and controller.
Other methods to assist and/or monitor the patient’s physical health include: robo-cane [54],
accelerometer-based gait analysis [55], camera-based posture and gait analysis [56].
2.4.3 Psychological Factors
Psychological risk factors are those factors that alter a person’s cognition, either temporarily or
permanently. Cognition is a mental process that deals with how a person understands and behaves
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in the world. When a person’s cognitive faculties are not fully functional, the simplest tasks become
extremely complex and hard to complete [57].
When a person experiences a fall due to psychological factors, it may be because one or more
brain cognitive functions fail to perform their job. These are the cognitive brain functions that have
a direct impact on fall-related events: perception, attention, motor, visual and spatial processing,
and executive functions. Perception is the one in charge of recognition and interpretation of sensor
stimuli (e.g., touch, hearing, smell, etc.). Attention deals with the ability to maintain concentration
on a specific object, action, and/or thought. The motor brain function controls the ability to move
limbs and extremities. Visual and spatial processing manage the ability to process incoming visual
stimulus, and interpret how objects interact with one another in terms of the spatial relations
among them. The executive brain function permits people to make plans and execute them [57].
Emotions are strong factors that may significantly impact health in a number of ways. They
can be highly overwhelming affecting mental state, ability to be optimistic about life, and/or self
perception. Depression, loneliness, and anxiety are some of the many psychological emotion-related
factors that contribute to fall accidents. [58] conducted a study involving 761 participants age 65
or older, where the main objective was to evaluate the relationship between psychological factors
and falls among the elderly in Baghdad city, Iraq. Their main finding is that depression is the most
important risk factor that contributes to fall accidents.
An important area of research, yet ignored, is the influence of psycho-social factors in fall-
related injuries [58]. They are considered to have a major role in aging. The following are some
of these factors: stress and coping, marital status, living arrangements, life satisfaction, emotional
status, cognition and social correctness [58]. Factors with a negative connotation may produce
negative symptoms such as lack of air and/or dizziness. Peel et al. [58] conducted a study with 387
participants to determine the contribution of psycho-social factors to fall-related hip fractures. The
data collection questionnaires were administered through face-to-face interviews. Three psycho-
social factor domains were defined, namely community support systems, psychological well-being,
and engagement with life. Some of the results of this study are the following:
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• Marital status is a determinant of fall-related hip fractures due to the beneficial effects of
marriage on health behaviors. Life partners look after each other.
• Living alone represents a greater vulnerability to an unhealthy lifestyle and a reduced social
network, which are tightly related to fall related hip fractures.
• Depression is one of the biggest fall-related accident triggers.
Table 2.3: List of Abbreviations and Acronyms.
ABBREVIATION DESCRIPTION
3D-ACC Tri-axial Accelerometer
3D-GYR Tri-axial Gyroscope
AC Accuracy
ADL Activity of Daily Living
ARBFNN Augmented Radial Basis Neural Networks
BPNN Back Propagation Neural Networks
BSLT Body Silhouette
COG Center of Gravity
CM Color Matching
DAGSVM Directed Acyclic Support Vector Machine
DT Decision Tree
EM Ellipse Matching
ENV Environmental
FS Falling Signal
FSE Force Sensor
FTDNN Focused Time Delay Neural Network
HI Head Information
HP Highest Point of the Body
HS Human Skeleton
IN Inertial Sensor
ABBREVIATION DESCRIPTION
IP Inactivity Period
KNT Microsoft Kinect
k-NN k-Nearest Neighbor
LDM Load Distribution Sensor Mat
LRFs Laser Rangefinders
MLP Multilayer Perceptron
OCSVM Online one-class Support Vector Machine
PDRCR Pulse-Dopler Range Control Radar
PHY Physical
PR Precision
PRSS Pressure Sensor
PSY Psychological
PST Posture
RC Recall
SCH Sudden Change
SP Specificity
SVMs Support Vector Machines
TB Threshold Based
VC Video Camera
VM Vibration Magnitude
2.5 Assessment of Reviewed Systems
In order to evaluate the state-of-the-art FP and FD systems, it is necessary to establish a com-
mon ground where the systems can be compared and analyzed. This sections presents a qualitative
evaluation of the most important FD and FP systems based on the design issues described in
Section 2.2.
The criteria used to correlate and assess each system is based on the following elements:
• Type of sensor used (external or wearable)
• Feature analyzed (Gait, posture, etc.)
• Falling Factors (Section 2.4)
• Level of obtrusiveness (Low, Medium, High)
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• Energy Consumption (Low, Medium, High)
• Data Collection scenario
• Learning Algorithm
• Overall accuracy
Albeit a large number of systems are present in the literature, twenty four have been selected
based on their relevance in terms of the aforementioned elements.
The abbreviations and acronyms used are defined in Table 2.3. Table 2.4 summarizes the state-
of-the-art fall detection approaches. Table 2.5 reviews the state-of-the-art fall prevention systems.
2.5.1 Fall Detection Systems
The most relevant studies on fall detection systems are described next.
Table 2.4: Summary of State-of-the-art Detection Systems.
REFERENCE
EXPERIMENT
ENVIRONMENT
SENSOR
SENSOR’S
LOCATION
FEATURE
ANALYZED
OBTRUSIVE
ENERGY
CONSUMPTION
COST
COMP.
COMPLEXITY
LEARNING RC / PR / SP / AC
Bilgin [59] LAB 3D-ACC WAIST
SCH
+
IP
MEDIUM MEDIUM MEDIUM LOW k-NN 100% / 85% / NA / 89.40%
Ozcan [60] LAB VC
SUBJECT’S
VICINITY
PST MEDIUM HIGH HIGH HIGH TB NA / NA / NA / 84% - 86%
Bashir [61] LAB
3D-ACC
+
3D-GYR
NECK PST MEDIUM LOW LOW LOW TB 81.60% / NA / NA / NA
PerFallD [62] LAB
SMARTPHONE
(3D-ACC
+
3D-GYR)
WAIST (BELT) PST LOW LOW MEDIUM LOW TB NA / 91.3% / NA / NA
uCare [63] LAB
SMARTPHONE
(3D-ACC)
POCKET
SCH
+
IP
LOW LOW MEDIUM LOW TB + SVMs 90% / 95.7% / NA / NA
eHome [64]
LAB
+
REAL
HOME
3D-ACC FLOOR
VM
+
IP
LOW HIGH MEDIUM LOW TB 87% / NA / 97.7% / NA
Sengto [65] LAB 3D-ACC WAIST FS MEDIUM LOW LOW LOW BPNN 96.25% / NA / 99.50% / NA
Chen [36] LAB VC
SUBJECT’S
VICINITY
HS LOW HIGH HIGH HIGH TB NA / NA / NA / 90.09%
Yu [30] LAB VC
SUBJECT’S
VICINITY
BSLT LOW HIGH HIGH HIGH DAGSVM NA / 99.2% / NA / 97.08%
Sorvala [48] LAB
SMARTPHONE
(3D-ACC
+
3D-GYR)
WAIST
AND ANKLE
SCH
+
IP
LOW LOW MEDIUM MEDIUM TB 95.60% / NA / 99.6% / NA
Humenberger [66] LAB VC
SUBJECT’S
VICINITY
COG
+
HP
+
BSLT
LOW HIGH HIGH HIGH FTDNN NA / NA / NA / 90% - 99%
Chen [67] LAB 3D-ACC WAIST
SCH
+
IP
MEDIUM LOW LOW LOW TB 97% / NA / 100% / NA
Yuwono [68] LAB 3D-ACC WAIST FS MEDIUM MEDIUM LOW HIGH
TB
+
ENSEMBLE
CLASSIFIER
(MLP + ARBF)
97.65% / NA / 96.59% / NA
SAFE [69] LAB
SMARTPHONE
(3D-ACC
+
3D-GYR)
CHEST
AND THIGH
FS HIGH MEDIUM MEDIUM LOW DT 92% / 81% / NA / 98.91% - 99.45%
Shoaib [70] REAL HOME VC
SUBJECT’S
VICINITY
HI
+
FI
LOW HIGH MEDIUM HIGH TB + EM + CM NA / NA / NA / 96%
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• Bilgin et al. [59]
This system uses a data mining approach to detect falls. It is based on wireless sensor networks
(WSNs). A WSN is a network where all of its nodes (also known as motes) are deployed in
predefined locations gathering data about their surrounding. Each mote sends the collected
information wirelessly (RF) to a base station or sink where the information is processed.
Motes are usually equipped with multiple types of sensors (e.g., thermometers, barometers,
microphones, accelerometers, etc.). Motes are constrained in energy, computational power
and bandwidth. This work only employs the accelerometer, and it is only capable of detecting
a fall when a person is standing. The sensor is placed on the waist of the subject. It uses a
k-NN (Section 2.1.3) approach to detect if a fall has occurred. The accuracy obtained on the
conducted experiments was 89.4% with a recall of 100% and precision of 85%.
• Ozcan et al. [33]
The basic idea behind this solution is to create an autonomous system that is able to provide
quick and accurate real-time responses to critical events like a fall, while preserving compu-
tational resources. The system is not only able to detect falls but also to classify non-critical
events such as sitting and lying down. Their solution is based on a modified version of the
histogram of oriented gradients (HOGs) algorithm [71]. When a fall occurs edge orienta-
tions in a frame vary drastically and extremely fast, as a result of this subsequent frames get
blurred. A dissimilarity distance is computed between two frames, and if it is greater than a
predefined threshold a fall is detected. A microsoft LifeCam camera mounted on the center
of the SOI’s pelvis was used to capture the images. One of the drawbacks of the system is its
lack of auto exposure adjustment in the camera. False alarms may be raised if the scenery
changes.
• Bashir et al. [61]
The proposed system is based on a wireless body area network. It uses a tri-axial accelerom-
eter, and a tri-axial gyroscope embedded in a necklace-like sensor. Three stages are used to
determine human status namely, fall, activity, and sleep. The information is sent to a base
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station that receives and stores the data. The algorithms used are threshold-based and very
simple. It employs the posture angle, angular velocity, and acceleration to determine if a
fall has occurred. If the aforementioned features surpass a pre-established threshold a fall is
detected. The accuracy for ADLs was 100%, while the overall recall was 81.6%.
• PerFallD [62]
This system was one of the first, if not the first, smartphone Android-based fall detection
system. It was introduced by Dai et al. in 2010. PerFallD takes advantage of the sensors
(e.g., accelerometer, gyroscope, etc.) and communication technologies embedded in a smart-
phone to not only detect falls, but also to send alerts automatically when a patient is not
responsive within a pre-specified time after a fall. Its user interface is highly friendly, and no
additional hardware is required. The acceleration and angular data are used to set thresholds
that determine if a fall has occurred. People nowadays are used to carrying their cellphones
everywhere, making PerfallD highly unobtrusive. Multiple experiments were performed plac-
ing the phone in different locations (chest, waist and thigh); different thresholds had to be
set per location. The waist was found to be the best location with an average performance
of 2.76% for FN and 8.7% for FP.
• uCare [63]
uCare is another fall detection system based on an Android-based smartphone. It was devel-
oped by Shi et al. in 2012, and it integrates a support vector machine (SVM) (Section 2.1.3) in
the classification stage. The proposed technique uses the acceleration data from the phone’s
accelerometer to detect a fall. The fall detection process is divided into five phases namely,
normal, unstable, free fall, adjustment, and motionless. Normal refers to ADLs. Unstable is
related with the moment prior the fall. Free fall is experimented when falling. Adjustment
deals with the impact of the fall. And motionless is the period of time after the fall when
the subject is not moving. An acceleration threshold is used to trigger the five-phases feature
extraction method. A 16-elements vector is obtained as a result of the extraction method.
This vector is fed into a SVM that is used to differentiate falls from ADLs. The data col-
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lection and experiments were conducted in a lab environment using a Google Nexus S phone
and MATLAB was used to build the classifier. The acquired results were the following: recall
90% and precision 95.7%.
• eHome [64]
Werner et al. developed an ambient assisted living system (AAL) that thrives for giving old
people the feeling of security in their homes. The prototype was created in 2011 and was
named eHome. The idea behind ehome is to provide a user’s home with a set of unintrusive
wireless sensors to gather his/her behavioral data when faced to a life-threatening situation
such as a fall. The system uses floor-mounted accelerometers to collect vibration patterns of an
individual that are sent wirelessly to a base station where data analysis and decision-making
is accomplished. The fall detection process is based on the belief that distinctive impact
vibrations propagate through the floor when a fall occurs. These vibrations are compared to
a threshold in order to identify if a fall-related accident took place. When a fall is detected
the user is asked if he/she is ok or not. If the user does not respond within a predefined
period an alarm is triggered and relatives and care givers are notified. eHome uses at least
three sensor boxes that are placed in the middle of the room’s edges; the boxes are within
an aggregated network. The Fast Fourier Transform is one of the techniques used for feature
extraction. The initial experiments were performed in a lab environment and later on in
real home settings. No real fall happened in the real trials, as a result no conclusion for
this scenario was provided. The recall and specificity in the experiments were 87% and 97%,
respectively.
• Sengto et al. [65]
In 2012, Sengto et al. proposed a fall detection system algorithm based on a back propagation
neural network (BPNN). The system utilizes a tri-axial accelerometer mounted on the user’s
waist in order to collect his/her acceleration data behavior. Human activities are divided
in three groups: falling activities (forward, backward, right and left), slow motion activities
(walking, getting up from bed, flopping), and sudden motion activities (running, jumping).
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An acceleration threshold is set to differentiate between slow motion activities and other
activities. Sudden motion and falling activities have similar acceleration signal patterns. If
the threshold is surpassed a BPNN will determine if a fall occurred. The overall recall of the
detection algorithm was 96.25% while the specificity was 99.5%.
• Chen et al. [36]
A human fall detection system using a computer vision approach is introduced in [36]. The
solution is capable of detecting fall-related events in real time using skeleton features and
human shape variations. The system is able to extract the human posture and reduce the
computational burden by using a 2D model instead of a complicated 3D one. The human
contour is partitioned into triangular meshes by using the constrained delaunay triangulation
algorithm [72]. The skeleton (a spanning tree) is acquired by running the well-known graph
traversal algorithm Depth-first search (DFS) on the center of the triangular meshes. The
Douglas-Peucher algorithm is used to reduce the number of pixel in the human contour,
effectively decreasing the computational complexity. A distance map is used to calculate the
distance between two skeletons. A fall is detected if the user’s motion does not change within
a certain period of time. The system is able to obtain a high detection accuracy (90.9%)
while maintaining a low false alarm rate.
• Yu et al. [30]
A posture recognition-based fall detection system is proposed in [30]. It uses computer vision
techniques to detect fall-related accidents. Background subtraction is applied to distinguish
moving objects from the background. The resulting image is polished in postprocessing to
get a more accurate body silhouette. Feature extraction is achieved through ellipse fitting
and a projection histogram. A multiclass support vector machine (DAGSVM) is used for
classification purposes. Ground detection is also performed to improve the accuracy of the
system. Three conditions are necessary to detect a fall: the posture is classified as “lie” or
”bend“, the posture is inside the ground region, and the first two conditions must be held for
30 seconds. The system suffers from occlusion and multiple moving objects. The experiments
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showed promising results with a detection rate of 97.08% and a low false detection rate of
0.8%.
• Sorvala et al. [48]
False alarms can represent a major issue for nurses and physicians who have to take care
of several patients in the ICUs. Sorvala et al. developed a fall detection algorithm that
reduces false alarms. The algorithms employs a tri-axial accelerometer, a tri-axial gyroscope
(both mounted on the pelvis of the patient), and an ankle-worn tri-axial accelerometer. The
solution distinguishes from falls, possible falls, and ADLs. A possible fall is one where the
subject gets up within a 10-second period after the detected impact. If the subject does not
recover within the specified time an alarm will be sent to a predefined person (nurse, doctor,
relative). It uses a ruled-based approach to differentiate from the aforementioned activities.
The total sum vector magnitude for the tri-axial acceleration data and the total sum vector
magnitude for the tri-axial angular velocity are used to determine if there was an impact.
The use of a two-threshold algorithm showed that this system is better suited to detect falls
than the ones that only use one.
• Humenberger et al. [66]
In 2012 a bio-inspired stereo vision fall detection system was introduced by Humenberger
et al.. The system design is described in [73] and it utilizes two optical detector chips,
a field-programmable gate array (FPGA), a digital signal processor (DSP) and a wireless
communication module. The optical chips capture video frames. The FPGA creates the
input data for the DSP by calculating 3D representations of the environment. The DSP is
loaded with a neural network that is used for classification purposes. Falls are divided into
4 states or phases pre-fall, critical, post-fall, and recovery phase. To run the experiments
the hardware was mounted on the top corners of a room in order to monitor the subjects of
interest. The trial results are 90% of fall detection rate for all networks, and 97-98% for the
best network.
• Chen et al. [67]
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Chen et al. proposed a wireless fall detector using accelerometers. The system consists of two
modules, a fall detection terminal and a remote one; they can communicate with each other
through wireless communication. The fall detection terminal works without the remote one.
The remote terminal is used to receive and store kinematic characteristics and raise alarms.
The solution employs an inertial sensor (an accelerometer), a microcontroller and wireless
SoC (System on chip). A threshold-based algorithm is used to detect falls. Five tests were
performed: forward fall (FF), backward fall (BF), left-side fall (LF), right-side fall (RF), and
ADLs. The results of the study showed a 97% of recall and 100% of specificity.
• Yuwono et al. [68]
This system uses a gaussian distribution of clustered knowledge, an augmented radial basis
neural network (ARBFNN) and a multilayer perceptron (MLP) to detect falls. 3D accelera-
tion data collected from the user’s waist is used as the input signal. The collected information
is sent to a receiver board via wirelessly. If the acceleration magnitude surpasses a predefined
threshold the input signal is pushed to a classification queue. A discrete wavelet transform
(DWT) is employed to filter the acceleration signal and reduce the sampling signal rate; de-
creasing complexity and improving classifier generalization. The filtered data are fed into an
ensemble classifier: MLP neural network and an ARBFNN. Falls and ADLs were simulated
by volunteers in a lab environment using mattresses. The results of the experiment are the
following: an ingroup recall of up 100%, an outgroup recall of 97.65% and an ADLs specificity
of 99.33%.
• SAFE [69]
In 2011 a fall detection system using wearable sensors was introduced by Ojetola et al.. The
system uses a wireless sensor platform known as SHIMMER (Sensing Health with Intelligence,
Modularity, Mobility and Experimental Reusability) [74]. Every SHIMMER node is equipped
with a tri-axial accelerometer and tri-axial gyroscope, a bluetooth device and a microcontroller
device. Two SHIMMER nodes were used, one in the CHEST and the other one in the subject’s
right thigh. The acceleration and angular velocity magnitudes were used as input features
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for a C4.5 decision tree (Section 2.1.3). Four fall types were aimed to be detected, namely
forward, backward, right and left. Falls and ADLs were simulated by volunteers in a lab
environment. Leave one-out and leave N-out methods were used to evaluate the system
performance. Falls and ADLs were identified with a precision of up to 81% and recall of 92%.
The accuracy ranged from 98.5% to 99.45%.
• Shoaib et al. [70]
A context-based fall detection method was presented in 2010 by Shoaib et al.. It exploits
computer vision techniques in order to identify head and feet locations to build a context
model for detecting falls. A fall is detected by comparing the position of the head from
the floor. A combination of ellipse matching and skin color matching is used to detect the
head of the subject in the frames of a video clip. Once the head has been located, the feet
area is found using the medial axis [75]. Frames are divided into three blocks, namely head,
floor and neutral blocks. Three conditions are necessary to detect a fall, head location, feet
location, and the vertical distance of the head from the head centroid mean. Six fall types
are considered, backward, forward, lateral (right and left), syncope (fainting) and neutral.
The system was tested using twenty six video clips recorded in real home environments. The
reported accuracy was 96%.
2.5.2 Fall Prevention Systems
The most relevant studies on fall prevention systems are described next.
• Rantz et al. [56]
Rantz et al. proposed an in-home monitoring system that monitors the daily routine of a
person and collects gait-related data for fall risk assessment. The system is able to detect
when a fall occurs or when the risk of falling increases. A pulse-Doppler range control radar,
a Microsoft kinect, and two Web cams were used to track the patient’s movements inside
his/her house. This information is analyzed and periodic evaluations of the patient’s gait
conditions are made. If a change from the normal gait parameters are detected an alarm is
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Table 2.5: Summary of State-of-the-art Prevention Systems.
REFERENCE
EXPERIMENT
ENVIRONMENT
SENSOR
SENSOR’S
LOCATION
TAXONOMY
FEATURE
ANALYZED
OBTRUSIVE/
INVASIVE
ENERGY
CONSUMPTION
COST
COMPUTATIONAL
COMPLEXITY
Rantz [56]
LAB
+
COMMUNITY
PDRCR
+
KNT
SUBJECT’S
VICINITY
PHY
+
PSY
GAIT
CONDITION
LOW HIGH HIGH HIGH
Fallarm [53]
LAB
+
CLINICAL
FACILITY
IN WRIST PHY
MOBILITY
PATTERNS
LOW LOW LOW LOW
Hirata [37] LAB LRFs WALKER
PHY
+
PSY
DISTANCE
BTW
USER AND
WALKER
HIGH MEDIUM MEDIUM LOW
Ni [76] HOSPITAL KNT
SUBJECT’S
VICINITY
PSY POSTURE LOW HIGH MEDIUM HIGH
Takeda [52] LAB LDM FLOOR
PHY
+
PSY
SOLE
PRESSURE
LOW MEDIUM MEDIUM MEDIUM
iCane [54] LAB
FSE
+
LRFs
CANE PHY
GAIT
CONDITION
MEDIUM HIGH HIGH MEDIUM
Hsieh [50] LAB 3D-ACC WAIST PHY
FALLING
DIRECTION
AND
IMPACT
PARTS
HIGH LOW LOW LOW
smartPrediction [77] LAB
SMARTPHONE
(3D-ACC
+
3D-GYR)
+
PRSS
POCKET
+ SHOE
PHY
GAIT
CONDITION
HIGH MEDIUM MEDIUM MEDIUM
STRATIFY [78] [79] HOSPITAL NA NA PHY + PSY + ENV
AGE
BARTHEL INDEX
USE OF WALKING AID
CURRENT MEDICATION
VISION
NURSES’ JUGDEMENT
LOW NA LOW NA
raised, the patient and care givers are notified. To preserve the patient’s privacy only the
depth image was used. The data collection process took eighteen months, and the system
was deployed in an independent senior living community. The ground truth was provided
by a vicon optical montion capture system that uses infrared markers that were worn by the
SOI’s; monthly fall risk assessments were performed by the health care provider to validate
and improve the sensor system. The results were promising since high correlation between
the ground truth and the deployed system was found.
• Fallarm [53]
Vision based systems perform properly only if the whole environment is equipped with cam-
eras. Besides being expensive, they may fail when more than one subject is in the field of
view. Fallarm is a pervasive fall prevention system meant to be used in hospitals and care
facilities. The hardware consists of an un-obtrusive wearable wrist device, a visual feedback
component, an auditory feedback component (mini speakers), and a tactile feedback compo-
nent. Mounted on the wrist device, an inertial sensor is used to extract the mobility patterns
of the subject. The system keeps the user informed about his/her current falling risk level
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through a traffic-light-like alert system via the visual feedback component. Three different
colors are used to represent the risk of falling: red, amber, and green to indicate high, medium
and low respectively. When the risk level rises the tactile feedback component is activated.
The user receives a short ascending pattern of vibrations by means of a pager motor. Con-
versely, if the risk level decreases a short descending pattern of vibrations will be generated.
If the user persists in performing activities the system identifies as dangerous a continuous
vibration will be triggered in the pager. In addition to these functions, the care provider will
be notified to assess the situation and take the corrective measures.
• Hirata et al. [37]
Hirata et al. proposed a method that calculates the user’s center of gravity position based on
the user’s skeleton model (human model) in the sagittal plane [15]. The system uses passive-
type walkers for fall prevention. Two conditions were considered for the creation of the human
model. First the user must hold the walker with both hands. Second, the user’s limbs (legs
and arms) must be measured a priori. Two laser range finders were used, one placed at the
same height of user’s hip joint, and the other one at the lower part of the walker. The first
one is used to create the upper section of the skeleton, and the second one for the lower part.
The center of gravity of the human model is used to determine whether the user is within
a predefined stability region. If the user is outside the stability region the servo brakes will
be triggered making the walker stop. As the walker stops, the user has a better support to
accommodate himself/herself and return to the stability region.
• Ni et al. [76]
The majority of the patients that suffer a fall while in the hospital, tried to either suddenly
get up from their bed or move from the bed to a chair. Ni et al. designed a computer-
vision-based system to prevent in-hospital patients from falling from their beds. This system
performs event detection, specifically, detecting when a person gets up from a bed. The idea
behind this study is to alert the nursing staff when the patient gets up. In this way, nurses
can immediately assist him/her and avoid any fall. A Microsoft kinect was used to capture
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the images of the patients. The camera is mounted to a bed from the side view. A specific
region of interest was used (the bed area), that was further divided into 4x2 equally sized
rectangular boxes, which were called channels. A multiple kernel learning framework was
employed to extract the features from the channels. A leave-one-subject-out testing scheme
was utilized to measure the performance of the system. The system was compared with a
state-of-the-art recognition system (STIPs [80]), which was outperformed by its results.
• Takeda et al. [52]
Takeda et al. developed a foot age assessment system that estimates how likely a person is
to fall based on his/her balance ability and gait condition. The proposed method employs
a person’s age to infer his/her probability of suffering a fall. The system uses mat type
distribution sensor to gather the SOI’s gait characteristics. Through fuzzy logic the system
is able to make educated guesses about the SOI’s age which is supposed to have a correlation
with falling risks. The fuzzy membership functions were obtained through a learning process.
The system was evaluated through leave the one-out cross validation method. Although not
very reliable, this system is able to shed some light on how age and gait condition are related.
• iCane [54]
Rehabilitation robots are another way to help the elderly to overcome their mobility problems.
These robots are commonly used for assisting and training the whole body. Di et al. designed
an omnidirectional cane-type robot called iCane that helps old adults to walk. The system is
considered a smart-cane since it is able to not only assist people to walk but also to prevent
and detect falls. The idea behind this cane is to perform optimized actions for the user
such as guiding, fall prevention, rehabilitation, and much more. The concept of intentional
direction (ITD) is introduced, where the robot estimates the direction where the person wants
to move to. The intelligent cane was constructed with the following elements: a force sensor,
an omni-directional mobile base, a metal stick, and a laser rangefinder (LRF). The system
uses the center of gravity (COG) of the user in conjunction with the cane sensors to create a
fall prevention strategy.
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• Hsieh et al. [50]
Hsieh et al. proposed a falling characteristics collection system that gathers patients’ fall
patterns in order to create fall prevention strategies. The prototype takes advantage of a
6G tri-axial accelerometer that measures the three axial accelerations of a fall. The device
monitors the whole body movements, and it is placed on the SOI’s pelvis due to its proximity
to the center of the body mass. The detection algorithm that was proposed in [47] was used
to detect falls. The results of this study can be used to find relationships between falls and
particular injuries.
• smartPrediction [77]
In 2013, Majumber et al. presented smarPrediction, a real time fall prediction and prevention
platform. The system is composed of a smartphone and a smartshoe. The accelerometer and
the gyroscope embedded in the phone, along with four pressure sensors placed at the bottom of
a shoe are used to collect gait/walking data of the user. The smartphone and the smartshoe
are connected via wifi. The system uses an Android-based application that is capable of
triggering an alarm when an anomaly in the subject’s gait condition is detected. A decision
tree with 10 fold-cross validation was used to validate the effectiveness of the implemented
approach. A 97.2% accuracy was found in gait abnormality detection.
• STRATIFY [78]
St Thomass’ risk assessment tool in falling elderly inpatients (STRATIFY) is a risk assessment
tool developed to predict elderly patient falls in hospitals. It uses a 0-5 (low risk - high risk)
score system to rank patients’ likelihood of experiencing a fall. Patients of elderly units from
St Thomas, Kent and Canterbury Hospital in the UK were monitored in order to identify
the risk factors of a fall. After a fall occurs a series of falling characteristics (risk factors)
are recorded in a log and used to compute the probability of a future fall. Five factors were
found to have a direct impact in falls and were used to build the risk assessment tool. These
factors were agitation, patient was admitted with a fall or patient fell inside the ward, visual
impairment, need of toileting, and a transfer and mobility score (0-6) based on the transfer
48
and mobility section of the barthel index [81]. The recall and specificity of the score for fall
prediction were 92% and 68% respectively.
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CHAPTER 3
SYSTEM DESCRIPTION
The proposed system uses built-in sensors (accelerometer, gyroscope, camera) found in today’s
off-the-shelf smartphones in order to prevent and detect falls. It consists of two modules: fall
prevention and fall detection. Fall prevention uses images that are captured by a smartphone’s
camera to detect tripping hazards in the vicinity of the users. Fall detection uses IMU (Inertial
Measurement Unit) sensors to identify the position of the smartphone in the user’s body (chest’s
pocket, pant’s pockets, etc), and to detect the events leading to a fall. Figure 3.1 depicts the
proposed system.
Figure 3.1: Proposed System: A Fall Prevention System for the Visually Impaired and the Elderly.
OpenCV is a popular computer vision library that includes a vast compilation of algorithms
that focus on computational efficiency [82]. Its suitability for real-time applications and great
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online support was the reason to choose it as the framework to build our computer-vision-based
algorithms.
Tensorflow was also an essential tool to develop all of the deep-learning-based algorithms used in
this project. Tensorflow is an open source software library for numerical computation that uses data
flow graphs [83]. Tensorflow was created by the Google Brain research team within Google’s machine
intelligence research organization to do machine learning and deep neural networks research.
3.1 Fall Prevention
Fall prevention consists of 4 components: floor detection, object-on-floor detection, distance
estimation and tripping analysis. The goal is to find tripping hazards in the vicinity of the user by
analyzing images captured by a smartphone’s camera placed in the waist of the user.
3.1.1 Floor Detection
The first milestone is to limit the search area by finding where the floor is. The following section
provides a brief description of the employed approaches.
3.1.1.1 Floor Detection in Structured Environments
(a) Input. (b) Smoothing. (c) Edge Detection. (d) Line Detection. (e) Polygon Generation. (f) Output.
Figure 3.2: Proposed System: Floor Detection in Structured Environments - Modules.
This solution relies on the fact that the incoming frames are part of a structured environment,
e.g., a building corridor or hallway. Corridors or hallways are found in any building or house. They
have a well defined physical structure that can be used as the framework for floor detection. Figure
3.2a shows an example of a typical building hallway. Corridor frames usually have walls, a floor, a
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ceiling, and doors. This information is expected and can be used to identify the boundary between
the floor and the walls, which is key to detect the area of the floor.
The proposed floor detection system consists of five modules that are in charge of processing the
captured frames. These modules are: smoothing, edge detection, line detection, floor-wall boundary
detection, and floor detection. Smoothing is in charge of eliminating unwanted noise, Figure 3.2b
shows an example of a smoothed image. Edge detection captures the most relevant information in
an image: the edges, Figure 3.2c shows an example of the edges found in an image. Line detection
deals with the identification of lines in the edge image, Figure 3.2d shows an example of the lines
detected in an image. The floor-wall module separates lines into horizontal and obliques lines in
order to find a boundary that separates the wall and the floor, Figure 3.2e shows the example of the
floor-wall boundary. Finally, floor detection discards those lines that are not part of the floor-wall
boundary and estimates an area in the image that corresponds to the floor, Figure 3.2f shows an
example of the floor estimation process.
Further information about this work can be found in Chapter 4.
3.1.1.2 Floor Detection in Unstructured Environments
(a) Input. (b) Super-pixel Segmentation. (c) Floor Detection.
Figure 3.3: Proposed System: Floor Detection in Unstructured Environments - Modules.
This section talks about the continuation of the work explained in Section 3.1.1.1. As its
predecessor, this work attempts to identify the floor area ahead of the walking person. However,
the settings where this solution operates are unstructured environments, areas that do not have a
well defined shape.
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The input of this system are image frames that are captured by a smartphone camera. The
captured frames are then resized and smoothed (Figure 3.3a). Once smoothed, the images are
formatted to the CIELAB [31] color space which is required to generate super-pixels. The formatted
images are fed to a super-pixel segmentation module that decomposes the image into homogeneous
regions or clusters (Figure 3.3b). Super-pixels are generated by running the SLIC [84] (Simple
Linear Iterative Clustering) algorithm in the CIELAB formatted images. After the super-pixel
segmentation, the location of the floor is estimated by selecting super-pixels that are associated
with the floor using a ground-location assumption (Figure 3.3c).
Further information about this work can be found in Chapter 4.
3.1.1.3 Floor Detection Using Deep Learning
(a) Neural Net.
(b) Input. (c) Output.
Figure 3.4: Proposed System: Floor Detection Using Neural Nets.
One of the main drawbacks of the previous systems (Section 3.1.1.1 and Section 3.1.1.2), besides
its low performance, was its high sensitivity to camera shakiness. This system tries to solve this
problem by using deep neural nets.
Multiple networks topologies were tested in the training process, Figure 3.4a shows one of the
created network topologies. This topology consisted of a hybrid network with seven convolutional
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neural layers and two fully connected layers. Maxpooling was used at the end of the internal layers.
All of the layers but the output layer used a relu function as the activation function, the output
layer used a sigmoid function. The number of trainable parameters (weights and biases) for this
network was equal to 8650169. Figure 3.4b and Figure 3.4c show an example of the input and the
output of the system.
Further information about this work can be found in Chapter 4.
3.1.2 Object-on-floor Detection
The previous sections constitute the first module of the fall prevention system. Tripping hazards
are almost always on the floor, which is the reason why in the first module of the fall prevention
system the floor is found. The idea behind finding the floor is to narrow the space in which
tripping objects need to be found. This section focuses on the second module of the fall prevention
system. This module is in charge of detecting any object in the vicinity of the user. It presents
two approaches to find objects on the floor and one approach to find puddles of water on the floor.
The first one is based on segmentation and the last two are based on deep learning.
3.1.2.1 Segmentation
(a)
(b)
Figure 3.5: Proposed System: Object-on-floor Detection Module - Segmentation.
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The proposed solution consists of four modules: a preprocessing module (3.1.1.1), a floor detec-
tion module (3.1.1.1), a segmentation module, and an object detection module, as shown in Figure
3.5a. Preprocessing reduces complexity and noise by shrinking and smoothing the input image.
The floor detection module estimates the location of the floor in the image. The segmentation
module divides the area of the floor into two segments, objects and non-objects. The object de-
tection identifies the segments that correspond to objects and it returns their centroid coordinates.
Figure 3.5b shows an example of the output of the module.
Further information about this work can be found in Chapter 5.
3.1.2.2 Deep Learning
Figure 3.6: Proposed System: Object-on-floor Detection Module - Deep Learning.
Multiple deep neural networks were used to find the objects on the floor. The chosen topology
consisted of a hybrid network of convolutional neural layers and fully connected layers. Maxpooling
was used at the end of the internal layers. All of the layers but the output layer used a relu function
as the activation function, and the output layer used a sigmoid function. Figure 3.6 shows examples
of the output of the trained neural network.
Further information about this work can be found in Chapter 5.
3.1.2.3 Water-on-floor Detection
There is little to no research on detecting puddles of water on the floor in indoor environments.
This section presents an approach to detect puddles of water on the floor. The proposed solution
uses edge detection, floor detection (Section 3.1.1.3), and a deep neural network that identifies
indoor puddles in single images taken with a smartphone camera. Water detection is a difficult
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Figure 3.7: Proposed System: Water-on-floor Detection Module.
task because of the transparency of the water, the small size indoor puddles of water usually have,
the reflective properties of the liquid and brightness in different indoor environments, which is
challenging even for the human eye to detect. Figure 3.7 shows all the stages of this process.
Further information about this work can be found in Chapter 5.
3.1.3 Distance Estimation and Tripping Analysis
Once the objects have been found on the floor area, the fall prevention system must provide an
estimation of how far the objects on floor are from the user, and how likely the user is to fall if she
continues her current path. This section presents two approaches to estimate the distance from the
objects on the floor to the user, and one approach to determine the likelihood of a fall.
The two approaches to estimate the distance to the objects on the floor are: the angle proper-
ties of triangles and deep learning. The former uses the accelerometer and magnetic field reader
embedded in a smartphone to calculate the angle of rotation of the phone. Knowing this angle
and the height of the phone from the floor, one can calculate the distance to the center pixel of
the image using the angle properties of a right triangle. This information can be used to create
a boundary that determines whether the object is close to the user or not. Deep learning uses
depth images captured by an Intel Real Sense Camera to train a deep neural net that estimates
the distance to the objects on the floor.
Once the location and distance to the objects on the floor are known, one can estimate the
likelihood of a fall, this is the job of the tripping analysis module. First of all, a safe zone must be
established. For this project, if any object is two meters or more away from the object, then the
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user is assumed to be in a safe zone. If the object is found to be within two meters of the user, a
grid over the input image is used to determine if the object is in the trajectory of the user.
Further information about this work can be found in Chapter 6.
3.2 Fall Detection
The primary goal of the fall prevention system is to prevent falls from happening. However, in
the event that a fall happened, the system must be able to detect it and notify a person of interest
if the user loses consciousness. This sections presents two approaches for fall detection, using IMU
sensors and using dynamic background subtraction.
3.2.1 Using IMU Sensors
This section proposes a modular solution that encompasses cellphone location identification and
fall detection. The user is able to carry the cellphone in the six most popular body’s locations:
chest’s pocket, pant’s pocket, holster, on both hands while texting, on the face while talking on the
phone, and on the hand while walking with the phone.
3.2.1.1 Data Collection
The first step in detecting a fall is gathering information about the user’s kinematic charac-
teristics. The accelerometers and the gyroscopes embedded in today’s smartphones are excellent
sources of information that could be used to infer kinematic data about the user. The proposed fall
detection approach uses the raw values of a 3-axes accelerometer and the magnitude of a gyroscope
to detect the in-body position of the smartphone and to trigger fall related events.
3.2.1.2 Location Selection
Using the x, y, and z axes values of the accelerometer and the magnitude of the gyroscope
(Equation 3.1), the system is able to determine the in-body position of the smartphone. The
accelerometer’s axes values and the magnitude of the gyroscope, that are stored in 10-cells buffers
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Figure 3.8: Proposed System: Rule-based Component.
(respectively), are averaged. The in-body location of the smartphone is found by setting thresholds
on the averaged values.
||Gtot|| =
√
G2x +G
2
y +G
2
z (3.1)
3.2.1.3 Fall Detection
A rule-based fall detection component is activated when a location is determined in the user’s
body. By analyzing the magnitude of the acceleration (Equation 3.2) and comparing it with
predefined thresholds, one can accurately determine if a fall has taken place or not. The magnitude
of the acceleration is filtered using a high-pass filter to stabilize the signal around zero (amplitude);
this facilitates the fall detection process.
||Atot|| =
√
A2x +A
2
y +A
2
z (3.2)
Once all the conditions are met, the rule-based component depicted in Figure 3.8 is executed.
A person is assumed to be walking when the process starts. A fall is detected after three triggers
are fired. The first trigger is fired if the peak to peak amplitude of the magnitude of the acceler-
ation surpasses the predefined threshold. Trigger two fires when the average current acceleration
(magnitude) value of the signal centers around zero. A fall is detected when an inactivity period
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(signal values are close to zero) is detected for a predefined window of time. If the inactivity period
is longer than a predefined threshold an alarm is triggered, and a person of interest is notified via
text message.
3.2.2 Dynamic Background Subtraction Using a 2D Camera
This section proposes a fall detection system that utilizes a 2D camera. It employs an open
source library (OpenCV) and computer vision techniques in order to detect falls. Background
subtraction (dynamic) and movement detection are used to detect falls.
3.2.2.1 Dynamic Background Substraction
In Background substraction parts of the images that are not relevant are removed, for this
project, things that are not moving. This approach uses dynamic background subtraction and
movement detection in order to detect falls. It compares the current frame with the previous one
and it updates the background removing anything that is not moving. It uses OpenCV, an open
source library with multiple tools that helps developers to complete and achieve a wide variety of
tasks using computer vision techniques. A Microsoft Kinect is used as a 2D camera, approximately
26 inches from the floor to capture video frames. Figure 3.9 depicts an example of the output of
this module.
Figure 3.9: Fall Detection - Background Substraction.
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3.2.2.2 Movement Detection
Once the background has been removed the foreground image is analyzed. Morphological oper-
ations of dilation and erosion are applied. The moving pixels (contours) are detected and rectangles
are created around them and stored in a vector. Figure 3.10 shows an example of this process.
Figure 3.10: Fall Detection - Movement Detection.
3.2.2.3 Fall Detection
This module finds a bounding box around the moving pixels in the foreground and feeds it to
a rule-based system. Two conditions must be satisfied in order for a fall to be detected. First, the
height of the bounding box must go down approximately 45% of the height of the frame. Second,
the rectangle must stay 2 seconds or more below the specified threshold (45% of the frame’s height).
An example of the result of this method can be seen in Figure 3.11. Further information about
these two methods can be found in Chapter 7.
Figure 3.11: Fall Detection - Example.
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CHAPTER 4
FLOOR DETECTION
Floor detection is the first module of the fall prevention system. The idea behind finding the
floor is to narrow the space in which tripping objects need to be found. This section presents
three approaches to identify the floor in images captured by smartphone cameras: floor detection
in structured environments, floor detection in unstructured environments, and floor detection using
deep learning.
4.1 Structured Environments
Figure 4.1: Floor Detection in Structured Environments - System.
Smartphones have limited resources and any design must accommodate these limitations. The
system proposed in this paper takes into account these limitations by using a modular divide-
and-conquer approach. The overall problem is divided into smaller problems which are easier to
solve and their computational complexity is feasible in a smartphone. Five modules are used to
process the captured frames; they work sequentially, that is, the output of the first module is used
as the input of the second module which is used as the input of the third module, and so forth.
OpenCV [82] was chosen as the framework to develop the proposed system due to its vast collection
of computer vision algorithms, community support, and its suitability for real-time applications.
An Android-based smartphone in conjunction with OpenCV was used in this project.
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The application relies on the fact that the incoming frames are part of a structure environment,
i.e., a building corridor or hallway. Corridors or hallways are found in any building or house.
They have a well defined physical structure that can be used as the framework for floor detection.
Figure 4.2a shows an example of a typical building hallway. Corridor frames usually have walls, a
floor, a ceiling, and doors. This information is expected and can be used to identify the boundary
between the floor and the walls, which is key to detect the area of the floor.
The proposed floor detection system1 consists of five modules that are in charge of processing
the captured frames. These modules are: smoothing, edge detection, line detection, floor-wall
boundary detection, and floor detection. Smoothing is in charge of eliminating unwanted noise.
Edge detection captures the most relevant information in an image: the edges. Line detection
deals with the identification of lines in the edge image. The floor-wall module separates lines into
horizontal and oblique lines. Finally, floor detection discards those lines that are not part of the
floor-wall boundary and estimates an area in the image that corresponds to the floor. Figure 4.1
depicts a block diagram of the system. Further information about these modules is provided next.
(a) Input. (b) Smoothing. (c) Edge Detection. (d) Line Detection. (e) Polygon Generation. (f) Output.
Figure 4.2: Floor Detection in Structured Environments - Examples.
4.1.1 Smoothing
The process of floor detection starts with capturing the incoming images. As soon as an image
is captured, it is resized (320x240) in order for the smartphone to be able to handle the subsequent
operations. The image is then converted to gray scale and processed by a smoothing filter.
The smoothing or blurring module strives to keep the relevant characteristics in the image
while eliminating unwanted noise. Three different smoothing filters with a 5x5 mask (a matrix)
1This section was published in Medical Measurements and Applications (MeMeA). Permission is included in
Appendix A.
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were tested: average filter, median filter, and Gaussian filter [31]. The Gaussian filter provided
better results than the other filters; more noise was eliminated while preserving a sharp image.
This is the reason why a Gaussian filter was selected to be used in the first module. The blurred
version of the hallway can be seen in Figure 4.2b.
4.1.2 Edge Detection
In the context of computer vision, an edge is a local high variation in the image intensity.
These variations are commonly related with discontinuities in the image intensity [31]. Edges are
usually found in the boundary of two distinct image regions where the intensity of the image varies
suddenly.
Edge detection is in charge of detecting rapid local intensity variations in an image. It does
this by calculating the gradient of a blurred image. There exist several methods to estimate the
gradient of an image. For this project, three different techniques were assessed, namely, sobel
operator, laplacian operator, and canny edge detector [31]. The canny edge detector was selected
because it is less sensitive to noise than the sobel operator, it does not require doing second order
derivatives like the laplacian operator, and it includes a Gaussian filter in its first stage, which was
selected as the smoothing filter in the first module. An example of the output image of a canny
edge detector can be seen in Figure 4.2c.
4.1.3 Line Detection
A corridor or hallway is considered a structured environment with a well defined shape. Hallways
have a cubic shape where the top side is the ceiling, the left and right sides are the walls, and the
bottom side is the floor. Lines that delimit the boundaries of this box-like shape can be found using
geometric analysis.
In analytic geometry, a line is a set of points that satisfies a linear equation. In an image, the set
of points are pixels. A line can be represented using Equation 4.1, where r is the distance between
a point in the line, that forms a vector normal to the line, and the origin; θ is the angle formed by
r and the x-axis; x and y are the coordinates of a pixel in the image [85].
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r(θ) = y · sin(θ) + x · cos(θ) (4.1)
Line detection deals with the task of identifying the edges that constitute a line in an edge
frame. The most popular method of choice for line detection is the Hough transform [31]. It uses
polar coordinates to represent a line in the plane in the form of Equation 4.1. A two-dimensional
array, known as the parameter space, is used to store the contributions of a pixel to a line. The
dimensions of the parameter space correspond to the quantized parameters of r and θ. The Hough
transform iterates through the edge image and at each edge it determines the likelihood that the
edge belongs to a line [31]. A voting process that takes place in the parameter space determines
which lines are detected. In an image with E edges and a parameter space of size Nθ × Nr, the
computational complexity is O(E ×Nθ) for the voting stage and O(Nθ ×Nr) for the search stage.
The Hough transform is a method that requires several iterations on the image in order to detect
the lines. This poses a problem for the implementation of such process in a resource-constrained
smartphone, specially if the application is supposed to run in real time.
The probabilistic Hough transform is a variation of the original Hough transform where only a
subset of the edges in the frame are processed, therefore, its complexity is greatly reduced. This
transform takes random edge samples and estimates their contributions to possible lines in the
image. There exist several implementations for probabilistic Hough transforms [86], however, the
one proposed in [87] was selected because it offers a good trade-off between running time (less than
one second for 80 lines) and false positives (less than 2% for 80 lines).
The probabilistic Hough transform makes possible the line detection process in the smartphone,
however, it also adds unwanted errors. It sometimes includes edges that are not part of a line. An
example of the line detection process can be seen in Figure 4.2d.
4.1.4 Floor-wall Boundary Detection
The boundaries of the corridors are determined by the walls, the ceiling, and the floor. The
goal of the floor-wall boundary detection module is to find candidates for the lines that delimit the
boundaries between the floor and the walls. Lines are divided into two groups, one with the lines
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on the left-hand side of the frame and the other one with the lines on the right-hand side of the
frame.
Vertical lines that are formed at the end of a wall or door give a good indication of where the
floor is. They usually originate close to the ceiling, in the upper part of the frame, and collide with
the surface of the floor in the bottom part of the frame. The idea behind this approach is to create
two sets of lines, one set with the vertical lines on the left-hand side of the screen and another set
with the vertical lines on the right-hand side of the screen. Only the lines whose endpoints are
below the half of the image’s height are considered; irrelevant lines are filtered out. Algorithm 4
shows the pseudocode with the steps followed by this process.
Algorithm 4: Vertical Line Detection.
Input: Lines
Output: Vertical lines
height ← ImageHeight;
width ← ImageWidth;
for all detected lines do
line ← read current;
if lineAngle = 90 ± 10◦ and endpoint > height/2 then
if linePosition < width/2 then
VerticalLinesLeft ← line
else if linePosition > width/2 then
VerticalLinesRight ← line
end
end
The farther an object is from a camera the smaller it will appear in the image and vice versa.
This is known as linear perspective [88]. Linear perspective is the reason why two parallel lines
in the real world appear to meet at distant point, the vanishing point. The lines that separate
the walls from the floor are parallel in the real world, however, they appear as oblique lines in an
image. In this part, two sets of lines are created, one set with the oblique lines on the left-hand
side of the screen and another set with the oblique lines on the right-hand side of the screen. The
angle of the lines is used to determine which set a line belongs to. Lines on the left-hand side of
the screen are expected to have a negative angle and lines on the right-hand side of the screen are
expected to have a positive angle. Algorithm 5 shows the pseudocode with the steps followed by
this process.
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Algorithm 5: Oblique Line Detection.
Input: Lines
Output: Oblique lines
height ← ImageHeight;
width ← ImageWidth;
for all detected lines do
line ← read current;
if lineAngle = 45 ± 20◦ and endpoint > height/2 then
if linePosition < width/2 and lineAngle < 0 then
ObliqueLinesLeft ← line
else if linePosition > width/2 and lineAngle > 0 then
ObliqueLinesRight ← line
end
end
4.1.5 Floor Detection
As previously mentioned, this work is the first module of a fall prevention system for the blind.
It aims to detect the position of the floor where possible tripping objects may lay on. Only the
objects that are near the user qualify as a possible tripping hazard, therefore, only the portion of
the floor where the nearby objects are is relevant. In this project, an object is near the user if the
object is within a 4-line polygon that starts in the middle of the frame and finishes at the bottom
of it. Figure 4.2e shows an example of a 4-line polygon.
Floor detection is the last module of the system and it is in charge of selecting the area that
corresponds to the floor. The main purpose of the floor detection module is to discard lines that are
not part of the floor-wall boundary and to generate a 4-line polygon that encloses the floor-area of
interest. It takes the sets of lines (vertical and obliques) found in the floor-wall boundary detection
module, sorts them based on length and proximity to the center of the screen, and selects four
lines that form the aforementioned 4-line polygon. Algorithm 6 shows the pseudocode with the
steps followed by this process. An example of the result of the floor detection module is shown in
Figure 4.2f.
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Algorithm 6: Floor Detection - Combining Lines.
Input: Vertical/Oblique/Horizontal Lines
Output: 4-line Polygon
if ObliqueLinesLeft not empty then
SortedObliqueLinesL ← Sort(ObliqueLinesLeft);
LineLeft ← BiggestLine (SortedObliqueLinesL);
flag ← false;
end
if ObliqueLinesRight not empty then
SortedObliqueLinesR ← Sort(ObliqueLinesRight);
LineRight ← BiggestLine (SortedObliqueLinesR);
flag ← false;
end
if LineLeft or LineRight are not found then
if Both are not found then
SortedVerticalLinesL ← Sort(VerticalLinesLeft);
SortedVerticalLinesR ← Sort(VerticalLinesRight);
// Create 55◦ line that goes through lowest endpoint of line
LineLeft ← CreateLine (SortedVerticalLinesL);
// Create -55◦ line that goes through lowest endpoint of line
LineRight ← CreateLine (SortedVerticalLinesR);
else if Only LineLeft is found then
SortedVerticalLinesR ← Sort(VerticalLinesRight);
// Create 55◦ line that goes through lowest endpoint of line
LineRight ← CreateLine (SortedVerticalLinesR);
else if Only LineRight is found then
SortedVerticalLinesL ← Sort(VerticalLinesLeft);
// Create -55◦ line that goes through lowest endpoint of line
LineLeft ← CreateLine (SortedVerticalLinesL);
end
drawPolygon(LineLeft,LineRight);
4.2 Unstructured Environments
Figure 4.3: Floor Detection in Unstructured Environments - System.
This section describes how the floor is located in unstructured environments, areas that do not
have a well defined shape. The proposed system2 consists of three components, pre-processing,
super-pixel segmentation, and floor detection, as depicted in Figure 4.3. Preprocessing reduces
complexity and noise by shrinking and smoothing the input image. Super-pixel segmentation par-
titions the image into small clusters of pixels that are known as super-pixels. Floor detection selects
2This section was published in Pervasive Computing and Communication Workshops (PerCom Workshops). Per-
mission is included in Appendix A.
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the super-pixels that correspond to the area of the floor based on a ground-location assumption.
These components are meant to be executed consecutively on a smartphone.
OpenCV was chosen as the framework to build the proposed algorithms due to its suitabil-
ity for real-time applications and great online support. Further information about the system’s
components is provided next.
(a) Input. (b) Super-pixel Segmentation. (c) Floor Detection.
Figure 4.4: Floor Detection in Unstructured Environments - Examples.
4.2.1 Pre-processing
The preprocessing module is in charge of preparing the captured frame for the next modules.
The process begins with the capturing of the incoming frames by the smartphone camera. The
frames are then resized to 320x240 pixels. The image resizing is essential because processing a
small image is computationally cheaper than processing a full-sized one. Once resized the image is
smoothed. Smoothing the image allows the system to keep important characteristics of the image
while removing unwanted noise. A Gaussian filter [31] was used to smooth the image because of
its efficiency and simplicity. Figure 4.4a shows an example of a preprocessed image.
4.2.2 Super-Pixel Segmentation
The super-pixel segmentation module is in charge of decomposing the preprocessed image into
homogeneous regions or clusters known as super-pixels. These super-pixels are the backbone of the
floor detection process.
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The super-pixels generation process consists of multiple stages that render the floor detection
process significantly difficult. In the first stages of the development of the system it was noticed
that using a Java-based environment resulted in running times above the chosen real time response
constraint. In order to speed up the system, the implementation of the remaining modules was
migrated to a native environment. Programming the algorithms using C++ greatly improved the
performance of the system. Inside the native code a clone of the preprocessed image in the CIELAB
colorspace [31] is created; this colorspace image is required by the super-pixel segmentation module.
In addition to the environment migration, multi-threading techniques were utilized to overcome
the real-time constraint. The CIELAB formatted image was split into 4 images that were processed
individually by different threads. In each individual thread the Simple Linear Iterative Clustering
algorithm (SLIC [84]) was run to generate super-pixels. For efficiency, the number of iterations
was reduced to five from the standard 10 iterations, but was compensated by reducing the size
of the super-pixel clusters. Afterwards, the threads were joined and the data were merged into
a large 2-dimensional array of labels. This array contains the label number of each pixel of the
original image. From here, the data were reorganized and two additional lists were created. One of
them is a list of all the super-pixels, while the other one is the list of every super-pixel’s neighbor.
Algorithm 7 shows the pseudocode with the steps followed by this process. An example of the
output of the super-pixel segmentation module can be depicted in Figure 4.4b.
Algorithm 7: Super-pixel segmentation.
Input : Array of labels for every pixel (int[][])
Output: 1. List containing each super-pixel.
2. List containing list of neighbor labels.
for every coordinate in label array do
label = labels[x][y];
clusters[ label ].push( point(x,y) );
for every pixel around xy coordinate do
if pixel’s label not in neighbor list then
cluster-neighbor[ label ].push( eval-label );
end
end
end
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4.2.3 Floor Detection
The floor detection module estimates the location of the floor by selecting super-pixels based
on a ground-location assumption. The floor is assumed to be located at the bottom of the image,
and the super-pixel in the bottom center of the image is selected as the starting point of the floor
area. Using a color-based distance function, the neighboring super-pixels are compared with the
floor area. Super-pixels with an average color similar to the current floor area are merged to the
floor area. Algorithm 8 shows how the color of each super-pixel is calculated.
Algorithm 8: Used to calculate each super-pixel’s color.
Input : 1. List containing each cluster’s pixels.
2. RGB Image
Output: List of each cluster’s average color
for every cluster in cluster list do
int r,g,b;
for every coordinate in list do
r += image.getPixel(x,y).r;
g += image.getPixel(x,y).g;
b += image.getPixel(x,y).b;
end
r = r/cluster.size;
g = g/cluster.size;
b = b/cluster.size;
colors[ label ] = Color(r,g,b);
end
Algorithm 9 shows the steps of the floor-area region-growing process. First, the algorithm
evaluates every neighbor surrounding the initial super-pixel. For each neighbor, it compares their
color with a color from inside the grown super-pixel. This color can vary if the starting super-pixel
is not the closest one to the one that is currently being evaluated. In some cases, colors from super-
pixels that were joined will be used if their positions before joining were closer. The comparison
of color is based on the difference in RGB values. If these values are below a 75 integer difference
then the super-pixel will be merged, and the old super-pixel’s neighbors become the starting super-
pixel’s neighbor. The merging process entails replacing the label of the evaluating super-pixel for
the one that the starting super-pixel has. This process continues until there are no neighbors to
evaluate. Figure 4.4c shows an example of the output of the floor detection module.
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Algorithm 9: Used to merge clusters into a large floor area.
Input : 1. Array of labels for every pixel.
2. List contaning each cluster’s pixels.
3. List contaning list of neighbor labels.
4. List of each cluster’s average color
Output: Array of merged labels for every pixel.
int start-label;
while start-label has no neighbors do
label = cluster-neighbor[ start-label ].pop;
label-color = colors[ label ];
visited.add( label );
if merged label that is closer exists then
compare-color = colors[ closer-label ];
else
compare-color = colors[ start-label ];
end
if label-color and compare color are similar then
for every coordinate in evaluating cluster do
labels[x][y] = start-label;
end
cluster-neighbor[ start-label ].addAll( cluster-neighbor[ label ] )
end
end
4.3 Deep Learning
The proposed system uses single image analysis to estimate the location of the floor area. It
uses the power behind artificial neural networks to create a network topology that employs images
of floor areas as input, and it is capable of generating a black and white superlabel (Section 4.3.1.4),
where black areas represent the pixels of the floor, and white areas represent the pixels that do
not belong to the floor. Figure 2.4 depicts a block diagram of the approach used in this solution.
Figure 4.5 shows some examples of the output of the network once it is trained.
TensorFlow and OpenCV were chosen as the framework to develop the proposed system due
to its vast collection of deep learning, computer vision algorithms, community support, and its
suitability for real-time applications. Further information about these modules is provided next.
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Figure 4.5: Floor Detection Using Deep Learning - Examples.
4.3.1 Data Collection and Labeling
In the current literature, there are no public datasets for floor detection. Therefore, it was
necessary to generate one in order to validate the proposed system. This section describes how the
dataset (images) that is used to train the network was collected, what percentage of the dataset
was used for the training set and for the testing set, and how the ground truth was generated.
4.3.1.1 Data Collection
Figure 4.6: Floor Detection Using Deep Learning - Smartphone Position.
Neural networks require a great number of input instances to properly learn the work that are
tasked to do (Section 2.1.3.5). For this project, images of indoor areas were used as the input of
the network. Several video recordings were conducted in different buildings of the University of
South Florida’s campus. Frames from these videos were later extracted and saved; a total of 3276
1080p (1920x1080) frames were collected. A smartphone (Nexus 6p) was held by a holster in the
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center of the user’s waist as shown in Figure 4.6 while the videos were recorded. Samples of the
captured images can be seen in Figure 4.7.
In order to expose the network to different scenarios, several things must be taken into account
when collecting the images. For example, the floor detection task is greatly impaired by the high
levels of noise introduced by the shakiness of the walking motion; this effect is commonly known
as motion blur. The network must also be able to identify where the floor is even when there are
objects/people on it. Another important aspect to consider is how the cellphone is tilted in the
holster, as it determines what portion of the scene is captured. While collecting the images for this
project, images that represent these scenarios were included in the dataset.
Figure 4.7: Floor Detection Using Deep Learning - Data Collection Samples.
4.3.1.2 Labeling/Ground Truth Generation
(a) Original pictures.
(b) Labeled pictures.
Figure 4.8: Floor Detection Using Deep Learning - Ground Truth Generation.
After the data collection process is completed, a label is created for each of the captured images.
A label is a black and white image of the same size of the original image, where black areas represent
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the pixels of the floor, and white areas represent the pixels that do not belong to the floor. This
process is also known as ground truth generation. Figure 4.8 shows examples of this process.
4.3.1.3 Data Augmentation
For this project, every original image was scanned, and nine new images were created by shifting
and cropping a box of size 1080x1080 around the original image. Every new image was later resized
to 240x240; small images require less processing power. The new dataset had a total number of
29484 images in it, 75% was used for the training set, 5% was used for the validation set, and 25%
for the testing set.
4.3.1.4 Superlabel Generation
A neural network that generates a 240x240 image as an output requires an extremely high
number of parameters to train. The higher the number of parameters the more computing resources
are needed to train the network.
In order to reduce the computational complexity of the training task, superlabels were created
based on the labeled images. A superlabel is a cluster of pixels in the labeled image. Superlabels
are created by overlapping a grid in the labeled image (Section 4.3.1.2) and grouping the pixels
within a cell; every cell in the grid corresponds to a superlabel.
Superlabels were used instead of the labeled images in the training process. By using superlabels
resolution detail is decremented but less processing power is required. Prior to using superlabels,
the network had to generate 250000 pixel values (neurons’ output values) as output; when using
superlabels the network only needed to generate 1250 cell values (neurons’ output values) as output.
Figure 4.9 shows an example of this process.
In order to make a distinction between the superlabels generated in the superlabeling phase
and the superlabels generated by the neural net, the following word association will be used for
the remainder of this chapter. Superlabels created in the superlabeling phase will be referred as
original superlabels, and the ones generated by the neural net will be referred as net-superlabels.
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(a) Label. (b) Superlabel.
Figure 4.9: Floor Detection Using Deep Learning - Superlabel Generation.
4.3.2 Network Training
Figure 4.10: Floor Detection Using Deep Learning - Network Topology.
This section describes how the deep neural network was constructed and the considerations that
were taken into account.
4.3.2.1 The Hardware
In order to train the system an Ubuntu computer with the following specifications was used.
A dual Intel(R) Xeon(R) CPU E5-2670 0 2.60GHz, 128G of RAM, and an Nvidia Geforce GTX
1060 GPU card.
4.3.2.2 Network Construction
The system receives color images of size 240x240 as input. These images are normalized and
fed to the neural net, which generates a superlabel, similar to the one in Figure 4.9b. Normalizing
the input images guarantees that the activation functions work within their non-linearity regions
and do not suffer saturation.
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Different network topologies were attempted when constructing the neural network, the one
with the best performance metrics was selected. Figure 4.10 depicts one of the network topologies
used. This topology consisted of seven convolutional neural layers and two fully connected layers.
Maxpooling was used at the end of the internal layers. All of the layers but the output layer used
a relu function as the activation function; the output layer used a sigmoid function [27]. Table 4.1
shows some of the training parameters of the chosen topologies.
Table 4.1: Floor Detection Using Deep Learning - Topologies Comparison.
Topology Layers # Parameters # Iterations # Learning Rate
1 2 38881128 10000 0.0001
2 5 2432294 50000 0.0001
3 4 1621427 50000 0.0001
4 6 2432661 10000 0.0001
5 9 29167505 10000 0.0001
4.3.2.3 Backpropagation Algorithm
For this project, a variation of the backpropagation algorithm known as stochastic gradient
descent was used [27]. In stochastic gradient descent, the aforementioned partial derivatives are
calculated for a small sample of randomly selected input images (mini-batch). This way the training
process time is significantly accelerated and the processing requirements are reduced.
The images in the mini-batch are pulled from the training set at each iteration of the training
phase, they are then fed to the neural net which generates net-superlabels of each input image.
The resulting net-superlabels are compared (cell by cell) with the original superlabels (Section
4.3.1.4) of the input images in order to calculate the error produced by the cost function. Two cost
functions were used while training the net, namely, mean square error and cross entropy [27]. Mean
square error was slightly better which it is the reason why it was selected as the cost function for
the project.
4.3.2.4 Regularization Methods
The goal in regularization is to minimize the chances of creating an overfitted neural net (Section
2.1.3.5). In Section 4.3.1.3, data augmentation was presented as a method to regularize (improve
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generalization) the neural net. Dropout is another regularization method used in this project to
prevent overfitting.
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CHAPTER 5
OBJECT-ON-FLOOR DETECTION
Once the floor has been identified, the next step is to detect what objects are on the floor. This
section focuses on the module that is in charge of detecting any object in the vicinity of the user.
It presents two approaches for object-on-floor detection, binary segmentation and region growing,
and deep learning.
5.1 Segmentation
Figure 5.1: Object-on-floor Detection Using Segmentation - System.
The proposed system consists of four modules: a preprocessing module , a floor detection
module, a segmentation module, and an object detection module, as shown in Figure 5.1. The
Preprocessing and the floor detection module are the ones introduced in Chapter 4.1. The seg-
mentation module divides the area of the floor into two segments, objects and non-objects. The
object detection identifies the segments that corresponds to objects and it returns their centroid
coordinates. Figure 5.2 show an example of this process.
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Figure 5.2: Object-on-floor Detection Using Segmentation - Binary Segmentation.
5.1.1 Binary Segmentation
The segmentation module takes the estimated area of the floor that is returned by the floor
detection module (Chapter 4.1) and it runs a binary segmentation algorithm on it. Using the lines
returned from the polygon in the floor detection module, their line equations are calculated. A
reference point is created for the largest y direction. With the reference point created, we can
bound check each pixel as we walk through the image. Pixels that are less than the reference point
are ignored because they lie above the horizontal line of the polygon. In order to make sure we
are within the boundary of the two oblique lines of the polygon, we use each line’s equation to
check if the x value of the pixel is greater than the left line and less than the right line. Once
those conditions are met it is certain the pixel is inside the proper boundaries. The segmentation
algorithm walks through an image pixel by pixel and converts the pixel to gray scale by extracting
the RGB values of the pixel. The RGB values are then averaged to turn the pixel into grayscale. A
threshold is set to determine whether the pixel in grayscale is above or below the threshold value.
The pixels of the floor are turned to white, while the other pixels are turned black. The black pixels
represent objects that are on the floor. Figure 5.2 shows an example of this process. See Algorithm
10 below for more details:
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Algorithm 10: Binary Segmentation on a Selected Region Based on Line Equations.
Input : 2 oblique lines
Output: A segmented area of floor
if temp1.getstart().y is less than temp2.getstart().y then
ReferencePoint equals temp1.getstart().y
end
else
ReferencePoint equals temp2.getstart().y
end
for row and column do
if y is greater or equal to ReferencePoint then
slope1 = temp1.getslope()
intercept1 = temp1.getIntercept()
lineX1 = (y - intercept1 / slope1)
slope2 = temp1.getslope()
intercept2 = temp1.getIntercept()
lineX2 = (y - intercept2 / slope2)
if row is greater than X1 AND row is less than X2 then
Get color intensity value of pixel at x y location Average the RBGA values to convert to gray scale
end
if grayscale value is greater than threshold then
Replace the pixel value with white
end
else
replace pixel value with black
end
end
end
5.1.2 Clustering
The final module uses the binary area of the estimated floor and clusters together the closest
black pixels based on proximity. Each cluster is classified as its own separate object. The clusters
are determined by a nearest depth first search algorithm. The input for this algorithm is a 2
dimensional array of pixels that contain the pixel values after segmentation. The algorithm works
by ignoring all pixels that do not have a black value in order to speed up processing time; Iterating
through the array until a black pixel is found. Once we locate a black pixel, the pixels neighbors
are checked to determine which binary value they hold. The neighbors of the pixel are considered
to be the eight pixels that surround the current pixel in each direction of the 2 dimensional array.
The neighbors are placed in a storage structure that is used to keep track of all the pixels that
are considered to belong to a specific cluster. Once the cluster has been created and stored the
algorithm continues until another black pixel is found and repeats the clustering process, ignoring
any pixel that has already been visited. Finally, the entire array is iterated through, each cluster
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is bound by a box in order to display a visual representation of where each cluster is located in the
floor. Finally, the centroid of each objects is calculated. Figure 5.3 shows examples of the results
of this process.
(a) Output - Example 1. (b) Output - Example 2.
Figure 5.3: Object-on-floor Detection Using Segmentation - Clustering Examples.
5.2 Deep Learning
One of the major drawbacks from the method introduced in Section 5.1 was its hight sensitivity
to noise (lighting conditions, motion blur, etc), and its inability to work in dark floor areas. This
section deals with the implementation of a deep neural network capable of identifying tripping
objects in the user’s surroundings. As in Section 4.3, this system consists of three modules: a data
collection and labeling module, a training module, and a testing module. In the first module, images
of indoor areas are collected and preprocessed, the ground truth is generated, and superlabels are
created. In the second module, the neural network topology is created, the network is trained,
and regularization methods are applied. Finally, in the last module, the network is evaluated with
unseen data, this module will be covered in Chapter 8. Figure 2.4 depicts a block diagram of the
proposed solution. Figure 5.4 shows some examples of the output of the network once it is trained.
5.2.1 Data Collection and Ground Truth Generation
As it happened in 4.3, no known dataset could be found in the literature to train the neural
network. Therefore, the testing and training datasets had to be created. A total of 7339 images of
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Figure 5.4: Object-on-floor Detection Using Deep Learning - Examples.
objects on the floor were captured in different building of the University of South Florida. These
images were fed to a neural network similar to the one described in Section 4.3.2.2, and the results
were used to recreate the original image but painting white the areas that were not part of the
floor. Figure 5.5 shows examples of the recreated input images.
Figure 5.5: Object-on-floor Detection Using Deep Learning - Input Recreation.
The new images were labeled manually by creating a copy of each image and painting the
objects on the floor black and non-objects white, as depicted in Figure 5.6. Each labeled image
was then inserted into a grid that would generate a vector with averaged pixel values of each grid
cell, as shown in Figure 4.9. Each grid is considered a superlabel, a cluster of pixels in the labeled
image. The resulting dataset was synthetically augmented (Section 2.1.3.5) and a total of 58712
new images with their corresponding superlabels were created. This dataset was divided into three
parts, a training set (70%), a validation set (5%), and a testing set (25%).
5.2.2 Data Normalization
The input values were normalized so that their value range was [-128, 128]. The reason behind
this decision is that it is beneficial to have input values normalized with zero mean and relatively
small and equal variance so we have a well-conditioned problem and better optimization. The origin
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(a) Input. (b) Label.
Figure 5.6: Object-on-floor Detection Using Deep Learning - Label Generation.
in the cartesian coordinate system does not mean as much and it is desirable to find the center of
the input data and centralize the input data in regard to this center. That is why the input data
is centralized and normalized, because zero is very important in most activation functions (tanh,
ReLu, sigmoid). Equation 5.1 shows how the input is normalized.
new pixel value =
original pixel value− 128
128
(5.1)
5.2.3 Regularization Methods
In order to minimize the effect of overfitting in the neural networks, the following techniques
were used:
• Data augmentation (Section 2.1.3.5)
• Dropout (Section 2.1.3.5)
• Early Stop (Section 2.1.3.5)
5.2.4 Network Construction and Training
A computer with the following specifications was used to train the network. A dual Intel(R)
Xeon(R) CPU E5-2670 0 2.60GHz, 128G of RAM, and an Nvidia Geforce GTX 1060 GPU card.
The training process works as follows. The input layer receives a batch of images and it cal-
culates an error using the equations defined in Section 2.1.3.5. Once calculated, the error is back-
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propagated (Section 2.1.3.5) to the internal layers of the network, and the weights and biases of
the network are adjusted. This process is repeated multiple times with new batches, and after a
predefined number of iterations the training process stops.
Since the area containing objects in the image is small compared to the area that does not
contain objects, the network is susceptible to learning a majority vote rule where it would learn to
classify everything as non-objects, which would produce high accuracy numbers. For the neural net
it would seem like it was learning but since the images in our dataset had a majority of non-objects
areas, this was contrary to our goal. Weights were added to the loss function to penalize for the
classification of false negatives. A false negative in the scope of our project would mean that an
object would be classified as a non-object. The loss function, Mean Square Error, used is displayed
in Equation 5.2, where Yˆi is the expected output, Yi is the net output and k is the weight penalty
of the loss function.
modMSE =
1
N
N∑
i=1
(Yˆi − Yi +max(0, (Yˆi − Yi) · k))2 (5.2)
When training neural networks it is a good practice to lower the learning rate as the training
progresses. Reducing the learning rate after a period of performance stagnation may increase the
chances of finding a local minima, reducing the error. This process is usually referred as learning
rate decay. In this project, while training the nets, the learning rate was reduced by 5% every 500
iterations without improvement.
Multiple different topologies were created and compared with and without floor detection (Sec-
tion 4.3), with and without adding weights to the cost function, and with and without early stop.
The Input size was 240x240x3, and output size was 6x1 (superlabel) or 900x1. Initially, the net-
works were trained to generate superlabels of size 900x1, but this was later changed to 6x1 because
a high level of granularity was not necessary in the context of the problem. This switch in out-
put size had the added benefit of substantially decreasing the number of trainable parameters. A
combination of convolutional and fully connected layers, and relu, tanh, and sigmoid activations
function were used. Table 5.1 shows a comparison of the best network topologies trained for object
detection.
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Table 5.1: Object-on-floor Detection Using Deep Learning - Topologies Comparison.
Topology
Output
Size
Floor
Detection
Layers #
Learning
Rate
Decay
Early
Stop
Weight Iterations #
Learning
Rate
Parameters #
1 6x1 Yes 4 Yes Yes 1.2 14451
0.001
-
0.00081450624
11333
2 6x1 No 6 No No 1.5 10005 0.001 17967
3 900x1 No 8 No No 0 10000 0.0001 29167505
4 6x1 No 6 No No 1.5 15000 0.001 17967
5 6x1 No 6 Yes Yes 0 6331
0.001
-
0.0006634204
17967
6 6x1 Yes 5 No No 1.5 10000 0.001 17600
7 6x1 No 4 Yes Yes 1.2 5793
0.001
-
0.0009025
11333
8 900x1 No 8 No No 2 10000 0.0001 29167505
9 6x1 Yes 6 Yes Yes 0 12332
0.001
-
0.0008552315
17967
10 900x1 Yes 2 No No 2 10000 0.0001 2432294
5.2.5 Water Detection
This section introduces a water detection system based on edge detection [31] and a deep
neural network that identifies indoor puddles in single daytime images taken from a sequence of
video frames from a smartphone camera. Water detection is considered a variation of object-on-
floor detection. From labeled ground truth data, a deep neural network topology is created, trained
and evaluated.
Figure 2.4 shows the general structure followed to obtain the deep neural network model. The
different steps are explained in the following sections.
5.2.5.1 Data Collection and Labeling
As in any deep-learning-based solution, a considerable amount of data is needed. Since no
public dataset regarding indoor water detection is available, 46 videos with 1920x1080 resolution
were taken using a Pixel G-2PW4100 5 32GB. 4060 single frames were extracted from these videos
using ffmpeg with 4 frames/second. These frames were labeled manually to mark those pixels that
belong to a water area in the image. Figure 5.7 is an example of the final results of this phase.
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(a) Input. (b) Label.
Figure 5.7: Water Detection Using Deep Learning - Label Generation.
Although the data collection phase yielded 4,060 images, a much higher number is needed.
Since collecting and manually labeling all those pictures would not be feasible, data augmentation
(Section 2.1.3.5) scripts were run. These scripts would crop the images into 9 separate images, resize
them to 500x500, and then create the superpixels that will be used to paint the water puddles.
Working with superlabels decreases the number of neurons needed in the output layer of the
net. Otherwise, the output layer of the neural net would need 500x5000 = 250000 neurons, since
the net would classify every pixel in the original image as belonging to a body of water or not.
However, superlabels reduce this number and a bottleneck can be avoided. The output layer of the
net contains 1250 neurons, each one classifying the superlabel or group of 200 pixels as belonging to
water or not water. When the superlabels are created for the labeled pictures, they will be marked
as ”water” unless more than 95% of their pixels are not water.
The data augmentation process produced 36,540 images that would consist of our entire dataset
for this project. These images were split into a training, validation, and testing dataset, with the
split being 70/5/25 respectively.
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(a) Input.
(b) Superlabels.
Figure 5.8: Water Detection Using Deep Learning - Superlabel Generation.
Figure 5.8 shows an example of two images and their superlabel labels created after executing
the data augmentation scripts.
5.2.5.2 Edge Detection
Detecting indoor water puddles is a complex task due to the transparency of the liquid, the
small size puddles have and the difference in brightness in different scenarios. Edge detection would
outline the edges of the water puddle to give more context to the network during training. Two
edge detectors were used and compared: Laplacian and Canny. The Laplacian Edge detector had a
kernel size = 3, and the Canny Edge detector had minValue threshold = 40 and maxValue threshold
= 60. These images would then be merged with the input images. The Laplacian Edge Detection
was more useful because the edges were smoother and more accurately detected the outline of the
water puddle, while the Canny Edge Detection had much more harsher edges. Therefore, the final
solution works with the Laplacian edge detector. Figure 5.9 shows an example of the output yielded
by both detectors.
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(a) Canny. (b) Laplacian.
Figure 5.9: Water Detection Using Deep Learning - Edge Detection.
5.2.5.3 Network Construction
Recurrent Neural Networks or RNN are a type of neural network that is able to remember data
that they save in the model state for later use. Their input is a temporal sequence of data, with
multiple time steps. Each time, the model reflects on its previous state to see which data to keep
there, and which new data from the new input to update and add to the state, removing old state
data.
Long Short Term Memory or LSTM are a type of recurrent neural network very popular in the
literature. LSTM was selected because this type of RNNs are able to remember data for longer
periods of time. Since the purpose of the project is to create a model that will be integrated in a
smartphone application and that will be taking video frames from the camera of the smartphone, it
seemed appropriate to try to process this data as temporal and ordered sequences of images. The
RNN part of the final model would process and remember data from previous time steps, while
the Convolutional part of the model would perform the image processing to extract features and
detect if there’s a water puddle in the sequence or not.
Multiple networks topologies were tested in the training process. A false negative penalization
weight of five was used through out all of the network topologies (Section 5.2.4). Different input
and output sizes were used. The number of iterations in the training phase was equal to 10000.
Neither learning decay nor early stop were used. The topologies consisted of a hybrid network with
convolutional neural layers, fully connected layers, and recurrent layers (LSTMs). Maxpooling
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was used at the end of the internal layers. All of the layers but the output layer used a relu
function as the activation function, the output layer used a sigmoid function. Using the same
reasoning explained in Section 5.2.4, Equation 8.1 was used as the loss function. Table 5.2 shows a
comparison of the best network topologies trained for water detection. Figures 5.10 through 5.16
show pictures of these topologies.
Table 5.2: Water Detection Using Deep Learning - Topologies Comparison.
Topology
Input
Size
Output
Size
Floor
Detection
Layers # LSTM
Edge
Detection
Learning
Rate
Parameters #
1 500x500x4 1250x1 No 5 No Yes 0.002 3847015
2 500x500x5 1250x1 Yes 5 No Yes 0.001 3847015
3 500x500x4 1250x1 Yes 7 No Yes 0.001 8649011
4 224x224x3 784x1 No 2 No No 0.001 38881128
5 224x224x4 784x1 No 4 No Yes 0.001 38881128
6 224x224x4 784x1 No 1 Yes Yes 0.001 26215169
7 224x224x4 1x1 No 3+1 Yes No 0.001 6552065
Figure 5.10: Water Detection Using Deep Learning - Network Topology 1.
Figure 5.11: Water Detection Using Deep Learning - Network Topology 2.
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Figure 5.12: Water Detection Using Deep Learning - Network Topology 3.
Figure 5.13: Water Detection Using Deep Learning - Network Topology 4.
Figure 5.14: Water Detection Using Deep Learning - Network Topology 5.
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Figure 5.15: Water Detection Using Deep Learning - Network Topology 6.
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Figure 5.16: Water Detection Using Deep Learning - Network Topology 7.
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CHAPTER 6
DISTANCE ESTIMATION AND TRIPPING ANALYSIS
This chapter describes two approaches to estimate the distance to tripping objects on the floor,
and a methodology to determine if a user is at risk of suffering a fall.
6.1 Angle Properties of Triangles
This section deals with the implementation of a small Android application that uses raw sensor
data and the height at which the phone is being held to compute the distance to the object or area
that would be displayed in the middle of the phone screen if the camera was being used.
6.1.1 Estimating the Distance
Using the accelerometer and the magnetic field sensors embedded in a smartphone the system
can calculate the angle of rotation of the phone. Knowing this angle and the height of the phone
from the floor, one can calculate the distance to the center pixel of the image using the angle
properties of a right triangle.
The distance from the user to the point in the middle of the phone screen can be computed with
the tangent properties of the angle of inclination of the phone. We use the Android accelerometer
and the Android magnetic field sensors to obtain the acceleration force, including the force of
gravity, and the ambient magnetic field on all three axes of the device.
In Fig. 6.1 we can see all three axes and the name of the rotation angles on them. The z-axis
is the axis perpendicular to the screen plane, going from the back towards the front of the phone.
The rotation around this axis is called azimuth. The x-axis is horizontal and goes from the left to
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Figure 6.1: Distance Estimation Using the Angle Properties of Triangles - Axes and Rotation.
the right side of the smartphone. The rotation on this axis is called pitch. The y-axis is vertical
and goes from the bottom to the top side of the device. The rotation on this axis is called roll.
Therefore, in order to know the angle of inclination of the phone we use the pitch when the
phone is in portrait mode, and the roll when in landscape mode. Although users are expected to
use the application in landscape mode, both options are supported.
The first step is to gather accelerometer and magnetic field raw sensor data. The accelerometer
measures the acceleration force, including gravity, on all three axes. It returns an array with
three values: acceleration on the x-, y- and z-axis respectively. The Android magnetic field sensor
measures the ambient magnetic field on the x-, y- and z-axis, and returns an array with these
three values respectively. Once we have the acceleration and magnetic field, we compute the
Android rotation matrix R, that transforms a vector from the device coordinate system to the
world’s coordinate system, defined as a direct orthonormal bases where the x-axis points roughly
towards the East, the y-axis points to the magnetic North Pole and the z-axis points towards the
sky. Android offers functionality to compute this rotation matrix R from the accelerometer and
magnetic field data.
From the rotation matrix R we can compute the orientation of the device, which contains values
for the azimuth, pitch and roll angles. The azimuth and pitch measures take values from -pi to +pi,
while roll takes values between -pi/2 to +pi/2. All three orientations are expressed in radians, so
we convert them to degrees.
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When the application is executed, the user is asked to input the height at which the phone is
being held, so at this point the application knows the height and the inclination angle. Using the
tangent properties of the angles, we can compute the distance between the user and the point the
phone is pointing to in the following way.
Figure 6.2: Distance Estimation Using the Angle Properties of Triangles - Distance Calculation.
The angle α in Fig. 6.2 is known and has been computed: if the phone is in portrait mode
it’s the pitch and if the phone is in landscape mode it’s the roll. Since auto-rotation might be
disabled, we can use the gravity values of the phone axes to know if the device is in landscape mode
or portrait mode. When in landscape mode, the absolute acceleration value on the x-axis is close
to the gravity magnitude, while the absolute acceleration value on the y-axis is much smaller. On
the other hand, when the phone is in portrait mode the absolute acceleration value on the x-axis
is much smaller than that of the y-axis, which is approximately equal to the gravity magnitude.
Therefore, we know the phone is in landscape mode if the absolute acceleration on x-axis is greater
than on the y-axis, and it’s in portrait mode otherwise, as displayed in Fig. 6.3. Going back to
Fig. 6.2, the green line parallel to the phone screen and the orange line perpendicular to the screen
that goes to the object or area the phone is pointing to form a right angle (90), so we can obtain
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angle β as 90 - α. Since lines L1 and L2 are parallel to each other, we know that the angle between
the floor and the orange line is also β.
At this point, we know the angle β and the height h, and we want to calculate the distance d.
To do this we can use the tangent of β: tangent(β) = hd , so d =
h
tangent(β) .
To recapitulate, from the accelerometer and magnetic field raw sensor data we have obtained
the rotation matrix R, which allowed us to obtain the orientation matrix with the roll and pitch
angles on the y and x axis respectively. With these angles we can compute the inclination angle,
and with the height at which the phone is being held, we calculate the distance from the user to
the point the phone is pointing to.
Finally, Fig. 6.4 contains some screenshots of the application.
Figure 6.3: Distance Estimation Using the Angle Properties of Triangles - Orientation Modes.
6.2 Deep Learning
This section explains how the distance (from the camera) to possible tripping hazards on the
floor is estimated using deep learning.
6.2.1 Data Collection and Ground Truth Generation
As in previous sections, no known dataset was found in the literature and one needed to be
created. The Intel RealSense R200 depth camera was used to generate the ground truth. The R200
has three cameras that provides RGB Color and stereoscopic IR to generate depth in the order of
millimeters. The camera depth range is up to 10 meters. Images of 320x240 (color and depth) were
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(a) Height Input (b) Results
Figure 6.4: Distance Estimation Using the Angle Properties of Triangles - Screenshots.
captured in different buildings of the USF campus, a total of 7339 (color and depth) images were
collected. Figure 6.5 shows an example of this process.
The labels (depth images) that are generated by the depth camera are incomplete due to
misreadings by the depth sensor. Depth cannot be calculated in certain areas of the image due to
the surface color (black areas are not reflective) or due to the distance to the surface it self (too
far), the sensor returns a white pixel when it cannot generate a depth value. In order to overcome
this issue, an inpainting algorithm [89] was applied to all of the label images. Inpainting attempts
to reconstruct missing parts of an image by using the information in the neighboring areas. An
example of this procedure can be seen in Figure 6.6.
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(a) Color (b) Depth
Figure 6.5: Distance Estimation Using Deep Learning - RAW Ground Truth.
(a) Color (b) Label (c) New Label
Figure 6.6: Distance Estimation Using Deep Learning - Inpainting.
The inpainted images are then used to create superlabels. The new superlabels contained six
macro pixels or clusters where their intensity values correspond to the average value of the cluster’s
intesity pixel values. Figure 6.7 depicts the results of this operation, the cluster values (in red in
image) are normalized to 10 meters. These images were later on processed by a data augmentation
algorithm, images were resized and cropped in order to generate a new dataset containing 58712
240x240 images.
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(a) Label (b) Superlabel
Figure 6.7: Distance Estimation Using Deep Learning - Superlabel Generation.
6.2.2 Network Construction and Training
In order to construct and evaluate the neural network the following things were taken into
accout. The input was normalized so that their value range was [-128, 128] using Equation 5.1.
Dropout (Section 2.1.3.5) along with data augmentation (Section 6.2.1) was used to minimize
overfitting. Input size was 240x240x3, and output size 6x1 (superlabel). A learning rate of 0.001,
a combination of convolutional and fully connected layers, and relu, tanh, and sigmoid activations
function were used. Five different network topologies were trained using the specifications in Table
6.1.
Table 6.1: Distance Estimation Using Deep Learning - Network Topologies.
Topology # Layers # Iterations # Parameters
1 2 10000 259434
2 5 10000 17600
3 4 10000 11333
4 6 20000 17967
5 8 10000 25948211
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6.3 Tripping Analysis
The methodology introduced here requires the location of the user in the cameras coordinate’s
system. For this dissertation, the phone is assumed to be located in the waist of the user with
the back camera facing forward. Knowing this information is crucial because it allows the system
to place the user in the camera’s coordinate system. Specifically, the user is located in the same
position as the origin of the camera’s coordinate system. Therefore, any detection or estimation
made in the images generated by the camera can be interpreted as seen by the user itself, and the
trajectory of the user as she moves in the world is the trajectory of the camera.
In order to estimate the likelihood of a fall we must know if there are any tripping hazards
(objects on the floor) in the vicinity of the user and their distances, and the trajectory of the
user. Determining where these objects are, can be accomplished using the methods introduced in
Chapter 5 can be used. The distance to any object (if there is one) can be estimated using the
methods described in Sections 6.1 and 6.2. Finally, the trajectory of the user can be inferred by
analyzing the images that are captured by the camera held in the user’s waist.
6.3.1 Establishing a Safe Zone
First of all, a safe zone for the user must be established. For this project, if any object is two
meters or more away from the object, then the user is assumed to be in a safe zone. If the object
is found to be within two meters of the user, then the user is in a dangerous zone. If the user is in
a dangerous zone the user must be notified, the notification must make a suggestion as to where to
move (left or right) in order to avoid a fall.
6.3.2 Zone Analysis
A grid over the input image is used to determine if any object is in the trajectory of the user as
depicted in Figure 6.8. The grid cells are numbered based on their position in the image, the cells
in the top portion of the image are numbered one through three from left to right, the ones at the
bottom are numbered from four to six. If any object is within two meters and in front of the user,
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Figure 6.8: Tripping Analysis - Zones.
the rest of the cells in the grid are analyzed to generate a suggestion for the user. Figure 6.9 shows
an example of this process, the cells in red are considered to be in a dangerous zones because there
are objects in them and they are within two meters, green cells are in safe zones. Since cells two
and five are within a dangerous zone, the remaining cells are analyzed. Given that cells three and
six are also in a dangerous zone, the user is suggested to move to her left (cell four).
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(a) Input (b) Output
Figure 6.9: Tripping Analysis - Zone Analysis.
102
CHAPTER 7
FALL DETECTION
The primary goal of the fall prevention system is to prevent falls from happening. However, in
the event that a fall happened the system must be able to detect it and notified a person of interest
if the user loses consciousness. This chapter describes two approaches to solve the fall detection
problem, using IMU sensors and using a 2D Web camera.
7.1 Fall Detection Using IMU Sensors
Figure 7.1: Fall Detection System - Modules.
The proposed approach1 is divided into 3 different modules: data collection, location selection,
and fall detection. Figure 7.1 and 7.2 depict a block diagram and a flow chart of the proposed
system. Before a location or fall is detected, a data collection process runs to gather accelerometer
and gyroscope data. These data are first used in the location selection algorithm. When a location
is selected, the proposed algorithm for detecting a fall is executed. If the predefined thresholds are
1This section was published in IEEE Latin America Transactions and Communications (LATINCOM). Permissions
are included in Appendix A.
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exceeded, a fall is detected and an alarm is activated. The following subsections will expand on the
system’s components.
Figure 7.2: Fall Detection System - Flow Chart.
7.1.1 Data Collection
The data used in the process of location selection and fall detection are collected from the
accelerometer and gyroscope sensors of a smartphone. For this project a google nexus 5 running
Android 4.4.2 was used. The program is constantly collecting data that are supplied to the other
system’s components; utilizing the raw sensors’ values and/or their magnitudes independently. The
first collected values are employed by the location selection algorithm which is explained next.
104
7.1.2 Location Selection
One of the goals of this work is to give the user enough freedom to choose the position where
to carry the device. These locations are: shirt chest’s pocket, pants’ side pocket, smartphone
holster (horizontal), talking activity position, texting activity position, and smartphone on the
hand position.
Using the x, y, and z axes values of the accelerometer and the magnitude of the gyroscope, the
system is able to determine the position of the device. Every ten accelerometer buffered samples, a
per axis average is calculated and stored. At the same time, the average of the magnitude (Equation
7.1) of ten gyroscope buffered samples is calculated and stored. A location is selected by making
decisions based on the accelerometer averaged axes values, and a threshold set on the averaged
magnitude of the gyroscope. Table 7.1 shows the decision rules used for each position. Using an
”is greater” approach among the three averaged axes values of the accelerometer, some locations
were detected with ease. Other locations, because of signal similarity, were detected including
additional thresholds. The magnitude of the gyroscope gave extra information that facilitated the
identification of the smartphone’s location.
||Gtot|| =
√
G2x +G
2
y +G
2
z (7.1)
An empirically calculated 30 seconds window is employed to recalculate the location of the
smartphone. This process checks if the user has changed the location of the smartphone. Once a
position is detected, it is used as the default position to detect a fall.
7.1.3 Fall Detection
The fall detection component is activated when a location is determined. The location is key
to select the thresholds to detect a fall since they depend on the position of the smartphone.
The system benefits from the magnitude of the accelerometer (Equation 7.2) to detect a fall.
Falls have unique patterns and characteristics that can be exploited to detect them. Figure 7.3
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Table 7.1: Location Selection.
Location
Accel. Averaged Axes Values
(x, y, z)
Gyro. Averaged Magnitude
Shirt
Chest
Pocket
[z > x]
AND
[y > x]
[1.5 > G > .5]
Pants
Side
Pocket
[z > x]
AND
[ y > z]
AND
[ y > x]
[2.0 > G > 1.3]
Holster
[z > x]
AND
[ z > y]
AND
[x > y]
[2.0 > G > 1.3]
Talking
[x > y]
AND
[z > x]
AND
[7.3 > y > 3.5]
[G < .8]
Texting
[y> x]
AND
[y > z]
AND
[x < .7]
[1.0 > G > .5]
On Hand
[x > y]
AND
[z > y]
AND
[x > 10]
[G > 1.6]
shows a regular accelerometer-magnitude signal of a fall. Before a fall takes place, there is an
increase in the peak to peak signal amplitude followed by a period of inactivity.
A high pass filter is used to eliminate the low frequency components from the accelerometer-
magnitude signal. The purpose of using a high pass filter is to center the signal around zero (am-
plitude), making the process of identifying inactivity periods easier. Figure 7.4 shows an example
of a high-pass-filtered accelerometer (magnitude) signal.
||Atot|| =
√
A2x +A
2
y +A
2
z (7.2)
The proposed algorithm uses the state diagram depicted in Figure 7.5 to detect falls. A person
is assumed to be walking when the process starts. A fall is detected when three triggers are fired.
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Figure 7.3: Fall Detection System - Accelerometer Magnitude of a Fall - Raw Values (Side Pocket).
Figure 7.4: Fall Detection System - Accelerometer Magnitude of a Fall - High Filter Values (Side
Pocket).
The first trigger is fired when an abnormal peak to peak amplitude is detected (ST1 is reached).
ST2 is reached (trigger 2 fires) when the average current value of the signal stabilizes near zero. The
final trigger is fired (a fall is detected) when an inactivity period (signal values are close to zero)
is constant for a predefined window of time. A detailed description of the algorithm is presented
next.
1. A total of 100 accelerometer’s magnitude-high-filtered values are divided in five groups (20 per
group). An average value of each group is calculated and stored in five temporary variables
(Avg1, Avg2, Avg3, Avg4, Avg5). This is only done the first time the algorithm runs.
2. The first trigger is fired when the absolute difference between the Avg1 and Avg2 is greater
than the threshold specified by the current location (chest, pants’ pocket, holster, texting,
talking, on hand).
3. The second trigger is fired when the absolute difference between Avg2 and Avg3 is greater
than 1.0.
4. The third and final trigger is fired when Avg4 and Avg5 remains approximately zero (ampli-
tude) or near a specified value.
5. If the three triggers are fired, then a fall is detected.
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6. If a fall is not detected, the current 5 averages would be shifted to the left. That is, Avg5 is
copied in Avg4, Avg4 is copied in Avg3, Avg3 is copied in Avg2, Avg2 is copied in Avg4. a
new average is calculated using 10 new values and stored in Avg5.
Figure 7.5: Fall Detection System - State Diagram.
7.2 Dynamic Background Subtraction Using a 2D Camera
This approach2 uses dynamic background subtraction (Section 3.2.2.1) and movement detection
in order to detect falls. It uses OpenCV, an open source library with multiple tools that helps
developers to complete and achieve a wide variety of tasks using computer vision techniques. A
Microsoft Kinect is used as a 2D camera, approximately 26 inches from the floor to capture video
frames. A laptop running a Linux operating system (Ubuntu) is used as a workstation. Figure
7.6 depicts the main parts and components of the proposed fall detection system. The following
sections will expand on each of the components.
Figure 7.6: Fall Detection Using Dynamic Subtraction - Model.
2This section was published in Communications (LATINCOM). Permission is included in Appendix A.
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7.2.1 Background Subtraction
A dynamic background subtraction algorithm is used to identify the foreground image from
the camera. Using dynamic background subtraction is better than static background subtraction
because it updates the background image while comparing the current frame with the previous one
eliminating non-moving objects from the scene (Figure 3.9).
If something that was not on the background enters the scene and stays still (chairs, tables,
etc.) for approximately 1.5 seconds, the algorithm will make that object part of the background
and it will disappear from the foreground.
7.2.2 Movement Detection
The foreground image is pre-processed using the morphological operations of dilation and ero-
sion; these methods are typically used with binary images. Pre-processing is performed in order to
delete the noise of the image and make the movement detection more efficient. After the foreground
image is processed, the moving pixels (contours) are detected and rectangles are created around
them and stored in a vector.
There are multiple rectangles in the vector and all of them are enclosed by a bigger rectangle
using the procedure specified in Algorithm 11.
This procedure looks for the x and y coordinates in the frame of each rectangle and stores the
maximum and minimum values of x and y. After the search, a rectangle is drawn with the point
(x1, y1), the superior left corner point, and the point (x2, y2), the inferior right corner (opposite).
Figure 3.10 shows an example of the procedure.
7.2.3 Fall Detection
The fall detection algorithm uses the height of the rectangle around the moving object to detect
falls. Two conditions must be satisfied in order to detect a fall. First, the height of the rectangle
must go down approximately 45% (Empirically obtained) of the height of the frame. Second, the
rectangle must stay 2 seconds or more below the specified threshold (45% of the frame’s height).
Figure 7.7 shows and example of a detected fall.
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Algorithm 11: Rectangle enclosing
x1 = width of frame
y1 = height of frame
x2 = y2 = 0
for i = 0; i < vector size; i+ 1 do
if x of vector(i) < x1 then
x1 = x of vector(i)
end
if y of vector(i) < y1 then
y1 = y of vector(i)
end
if x of vector(i) > x2 then
x2 = x of vector(i)
end
if y of vector(i) > y2 then
y2 = y of vector(i)
end
end
return rectangle (point (x1, y1), point (x2, y2))
The starting point of the person is extremely important in order to properly detect a fall. If the
person’s starting position is the floor (e.g., sleeping, looking for something), a false positive output
can be generated. In order to avoid this problem, a flag variable is used. The flag variable is set to
false until the algorithm detects that a threshold has been surpassed; when this happens the flag is
set to true. Figure 7.8 depicts an example when the starting position of the person in on the floor,
no fall is detected.
If an object (e.g., a backpack, a ball, etc) is thrown to the scene captured by the camera false
positives can be generated. To avoid this problem a timer is used. Once the object reaches the
floor it stops moving. The timer (2 - 3.5 seconds is a good range) allows the dynamic background
subtraction method to eliminate the non-moving object. Figure 7.9 shows two examples of objects
being thrown to the scene, no fall was detected. Algorithm 12 shows the implemented logic for the
timer.
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Figure 7.7: Fall Detection Using Dynamic Subtraction - Fall Detected Example.
Figure 7.8: Fall Detection Using Dynamic Subtraction - Starting Position (Floor).
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Figure 7.9: Fall Detection Using Dynamic Subtraction - Non-moving Objects.
Algorithm 12: Timer
if rectangle height < 45% of frame height AND flag off then
flag on
end
if flag on then
if rectangle height > 45% of frame height then
if Clock off then
Start timer
Clock on
else
if time elapsed >= 2.5 then
Output “FALL”
end
end
else
clock off
end
end
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CHAPTER 8
SYSTEM EVALUATION AND RESULTS
8.1 Introduction
Evaluation is a fundamental module in the learning process because it permits to quantitatively
assess how good a system is at performing a task. This chapter focuses on the evaluation and
results of the different modules introduced in the previous chapters. Before delving into the details
of the system’s evaluation, it is important to establish a set of rules that specify how every part of
the system is assessed.
8.1.1 Dataset Splitting
As explained in previous chapters, every dataset was divided into three sets. 70% of the dataset
was used for training, 5% was used for validation, and the remaining 25% was used for testing.
This is a process called cross-validation. The idea is to evaluate the system with data that it has
not seen before to avoid misleading results. Using data that the net has seen before might generate
results that are highly optimistic.
8.1.2 Performance Metrics
Performance indicators are frequently used to measure the efficiency of the learned structure
by comparing the output of the system with the ground truth (what we know actually happened).
This comparison generates a number that represents how good the system is at doing a task. There
are multiple performance indicators in the literature [20], however, four very popular performance
metrics were chosen to evaluate the modules, namely, accuracy, precision, recall, and mean squared
error (MSE) [11]. Accuracy measures the overall performance of the system. Precision measures
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what percentage of the detected elements are significant. Recall measures what percentage of the
significant elements are detected. Equations 2.6, 2.8, and 2.7 show how these metrics are calculated.
The MSE measures the difference between the estimation and the ground truth.
8.1.3 Mobile Application
All of the proposed modules were implemented in an Android-based application, except for fall
detection using dynamic subtraction (Section 7.2). Battery consumption was extremely important
when developing the application. Thus, the image collection part of the application consisted of a
background service that used the Camera2 [90] Android API to collect the images from the back
camera. In order to save energy, this service did not require to have the screen on to function. This
was necessary because the screen is the component that consumes the most energy.
Tensorflow and Opencv provide interfaces that can be used in Android. Once these libraries
were integrated in the applications, it was relatively easy to execute all of the proposed solutions,
including the trained deep learning models.
Processing the images was done locally and/or through a Web API. Inference operations rely
on the Tensorflow mobile interface and/or Web API. Images are received by the image collection
service and fed to the trained neural nets on the smartphone and/or Web API. Images sent to
the Web API are encoded into a base64 string through HTTP. The trained neural nets return a
superlabel. Figure 8.1 shows some screenshots of the application.
8.1.3.1 Tests Considerations
All tests in this dissertation were performed on a Google’s Pixel 2 running Android 8.1 (Oreo),
unless stated otherwise. Some key specifications of this smartphone are: a 2.35 GHz Octa-core
ARM processor and 4GB of LPDDR4 RAM, and a 2700 mAh battery.
The proposed app was tested using the following scenarios: executing all operations locally, over
a WIFI connection, and over a cellular connection. The idea was to evaluate all of the modules
in terms of the chosen performance metrics, including response time and energy consumption. In
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Figure 8.1: Mobile Application - Screenshots.
order to measure the power savings when running the application with the screen off, these scenarios
were tested with the screen on and off.
There are multiple benefits for executing all neural network operations in the phone (locally).
When running locally, the application is resilient to network disruptions, latency is better since
no request over a network must be made, it is more secure and private since no data leaves the
device. However, evaluating neural networks involves a lot of computation, which increases energy
consumption [91].
8.2 Floor Detection
This section presents the evaluation process of all of the floor detection methods introduced in
this dissertation.
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8.2.1 Floor Detection in Structured Environments
8.2.1.1 Evaluation Process
Several experiments were conducted in different buildings of the University of South Florida’s
campus where common hallway areas can be found. An Android-based smartphone was held by a
holster in the center of the user’s waist as shown in Figure 4.6 while the pictures were being recorded.
This system was tested using a Nexus 6p (2015). Some key specifications of this smartphone are: a
1.55 GHz Octa-core ARM processor and 3GB of DDR3 RAM. A total of 1352 images were captured.
Samples of the captured images can be seen in Figure 8.2.
Figure 8.2: Floor Detection in Structured Environments - Input Examples.
After the data collection process was completed, a label for each of the images was created. A
label is a black and white image where floor areas are painted black and non-floor areas are painted
white; these images were used as ground truth. Figure 8.3b shows the results of labeling Figure 8.3a.
A similar approach was used in the images generated by the proposed system. Figure 8.3c shows a
sample output image of the system. This allowed us to compare the labeled images with the output
of the system. Every pixel of the labeled image was compared against their corresponding pixel in
the output image of the system. If the pixel in the output image was black and the corresponding
pixel in the labeled image was also black, the pixel is marked as a true positive (TP). If the pixel
in the output image was white and the corresponding pixel in the labeled image was also white,
the pixel is marked as a true negative (TN). If the pixel in the output image was black and the
corresponding pixel in the labeled image was white, the pixel is marked as a false positive (FP).
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If the pixel in the output image was white and the corresponding pixel in the labeled image was
black, the pixel is marked as a false negative (FN). Figure 8.3d shows an example of this process.
(a) Original Picture. (b) Labeled Picture.
(c) System’s Output Picture. (d) Pairwise-pixel Comparison.
Figure 8.3: Floor Detection in Structured Environments - Evaluation.
8.2.1.2 Results and Discussion
Table 8.1 provides the time and space complexity of each of the modules of the floor detection
system. M and N are the rows and columns of the image in its matrix form and E is the edges.
Nθ × Nr is the size of the parameter space (see line detection in Section 4.1.3), where Nθ is the
number of quantized θ elements, and Nr is the number of quantized r elements. This table also
shows the per-module average time (in milliseconds) when tested on 320x240 images captured by the
smartphone’s camera. It can be observed that the line detection module takes 88% of the system’s
total running time. As previously mentioned, the line detection module can be accomplished
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through the standard Hough transform or the probabilistic one. We chose to use the probabilistic
Hough transform due to the real-time nature of the system. On average, the standard Hough
transform took twice as much time as the probabilistic one.
Table 8.1: Floor Detection in Structured Environment - System’s Complexity and Runtime.
Modules Time Comp. Space Comp. Avg. Time per Frame (ms)
Smoothing O(MN log MN) O(MN) 2.80
Edge Detection O(MN log MN) O(MN) 4.91
Line Detection
O(E ×Nθ)
+
O(Nθ ×Nr)
O(Nθ ×Nr) 62.82
Floor-Wall
Boundary Detection
O(LINES) O(LINES) 0.37
Floor Detection O(LINES log LINES) O(LINES) 0.96
Total
O(E ×Nθ)
+
O(Nθ ×Nr)
O(MN) 71.0
Every captured image was analyzed and evaluated using the pairwise-pixel comparison described
before and the aforementioned metrics (Section 8.1.2), Table 8.2 shows the results of the evaluation.
An average accuracy of 82%, an average precision of 90.3%, and an average recall of 75% were
obtained. The relative low accuracy and recall of the system can be attributed to two factors,
motion blur and lighting conditions. In the former, the system’s floor detection rate is greatly
impaired by the high levels of noise introduced by the shakiness of the walking motion. In the latter,
the lighting conditions can negatively affect the ability of the system to identify the visual cues it
needs to detect the floor area. When evaluating the system different light conditions were used,
low light, moderate light, and bright light. These categories were empirically selected based on the
number of lamps in a corridor and the day/night cycle. After the evaluation we found this system
to be particularly susceptible to low light. It is important to note that the system exhibits a high
enough precision, which makes the system worth of conducting further investigation. Furthermore,
our evaluation also demonstrates that the most immediate area of the floor in front of the user is
always found, 100% precision is not needed.
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Table 8.2: Floor Detection in Structured Environments - Evaluation Results.
Performance Indicator Results
Accuracy 82%
Precision 90.3%
Recall 75%
8.2.2 Floor Detection in Unstructured Environments
8.2.2.1 Evaluation Process
In order to evaluate the system, 100 images that contained floor areas were selected, saved in
an SD card, and processed in the smartphone. Ground truth was generated using Photoshop. For
each image, a second image was generated where every floor-pixel was painted white and every non-
floor-pixel was painted black, Figure 8.4 shows an example of this procedure. The original images
are then processed in the smartphone using the proposed algorithms. A third image, similar to the
second image (white and black) is generated by the system, and it is used in conjunction with the
second image (ground truth) to assess the performance of the proposed algorithms. This system
was tested using a Nexus 5 (2013). Some key specifications of this smartphone are: a 2.26 GHz
quad-core ARM processor and 2GB of DDR3 RAM.
(a) Original Picture. (b) Labeled Picture.
Figure 8.4: Floor Detection in Unstructured Environments - Ground Truth Generation.
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8.2.2.2 Results and Discussion
During field tests, the system exhibited a stable runtime of 500ms when multithreaded. Table
8.3 shows the runtime (in seconds) of the system at different stages of the development process.
Table 8.3: Floor Detection in Unstructured Environments - Runtime and Energy Consumption.
Stage Environment Multi-threaded Runtime/Image (Sec) mAh/min
1 Java No 3 - 4 N/A
2 Native No 1 - 1.5 N/A
3 Native Yes 0.4 - 0.6 9
Table 8.4 shows the results of the evaluation process. Accuracy, precision, and recall were the
chosen performance metrics (Section 8.1.2). It can be seen that the system exhibits a low precision
and a relatively low accuracy. This happens because the pixels in the edges of the floor are being
detected as non-floor pixels due to changes in the color of the floor. The color of the floor can vary
if the lighting of the scene is not even. The system uses a distance function based on the RGB
color domain to merge the clusters that corresponds to the floor. This function is highly sensitive
to changes in the intensity of the image. As a result, a great number of False Positives (FP) are
generated, reducing the precision of the system. Further studies are necessary to choose a better
distance function.
While low, the results are good enough because the area that is directly in front of the user
is correctly classified. This area is the most important one for a system such as a fall prevention
system where the tripping hazards are the ones close to the user, and not those far away.
Table 8.4: Floor Detection in Unstructured Environments - Evaluation Results.
Performance Indicator Results
Accuracy 87.6%
Recall 93.5%
Precision 73.59%
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Figure 8.5: Floor Detection in Unstructured Environments - Evaluation Output
8.2.3 Floor Detection Using Deep Learning
8.2.3.1 Evaluation Process
Once the training process has been completed (Section 4.3.2), the trained net is evaluated in
the following manner. All of the color images in the testing set are fed to the neural net which
generates a corresponding net-superlabel for each of the images. These net-superlabels are then
compared (cell by cell) with the original superlabels (Section 4.3.1.4) of the input images. If the
resulting cell in the net-superlabel is black and the cell in the original superlabel is also black, the
cell is flagged as a true positive (TP). If the resulting cell in the net-superlabel is white and the cell
in the original superlabel is also white, the cell is flagged as a true negative (TN). If the resulting
cell in the net-superlabel is black and the cell in the original superlabel is white, the cell is flagged
as a false positive (FP). If the cell in the generated superlabel is white and the cell in the original
superlabel is black, the cell is flagged as a false negative (FN). Figure 8.6 shows an example of this
process.
8.2.3.2 Results and Discussion
Table 8.5 shows a comparison among the topologies described in Section 4.3.2.2. The overall
performance is calculated by averaging the accuracy, precision, and recall. The table shows that
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(a) Original picture. (b) Original superlabel.
(c) Network net-superlabel. (d) Pairwise-cell comparison.
Figure 8.6: Floor Detection Using Deep Learning - Evaluation Example.
topology four exhibited the best overall performance. When comparing this solution with the ones
in Section 4.1 and Section 4.2, it is clear that this one outperforms the other ones. This topology
offers not only higher performance metric values but a better balance among accuracy, precision
and recall. This topology was chosen as the solution for floor detection in this dissertation.
Table 8.5: Floor Detection Using Deep Learning - Evaluation Results.
Topology Accuracy Precision Recall
Overall
Performance
1 83% 79% 85% 82.3%
2 89% 87% 89% 88.3%
3 89% 84% 90% 87.6%
4 92% 88% 92% 90.6%
5 88% 86% 86% 86.6%
Table 8.6 shows the response times (in milliseconds) and energy consumption of the chosen
floor detection neural network topology (topology four). These results were obtained running the
application (Section 8.1.3) over a WIFI connection, a cellular connection, and locally. As expected,
the best response times are obtained when running the trained neural net locally. However, running
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the application locally drains the battery the fastest. Using WIFI consumes the least energy. In
the worst scenario, screen ON and local execution, this module would consume the battery of a
Pixel 2 in about 2 hours.
Table 8.6: Floor Detection Using Deep Learning - Runtime (in milliseconds) and Energy Consump-
tion.
Connection Screen On
Android
Time
(min)
Android
Time
(max)
Android
Time
(average)
Server
Time
(min)
Server
Time
(max)
Server
Time
(average)
mAh/min
LOCAL Yes 38 114 55.24 N/A N/A N/A 22.73
WIFI Yes 67 1107 94.61 18 51 35.82 17.27
CELLULAR Yes 120 1324 183.90 20 66 39.59 17.73
LOCAL No 39 303 56.26 N/A N/A N/A 20.36
WIFI No 67 2693 97.13 17 55 35.19 14.82
CELLULAR No 169 1389 301.80 19 54 39.91 15.70
8.3 Object-on-floor Detection
This section presents the evaluation results of all of the methods for detecting objects on the
floor.
8.3.1 Object-on-floor Detection Using Segmentation
8.3.1.1 Evaluation Process
In order to evaluate the system, over 200 images that contained objects on the floor were
collected, saved in an SD card, and processed in the smartphone. Ground truth was generated
using Gimp. For each image, a second image was generated where every object-pixel was painted
black and every non-object-pixel was painted white. Figure 8.7 shows an example of this process.
8.3.1.2 Results and Discussion
Table 8.7 shows the results of the system evaluation. One of the major drawbacks of the
system is its inability to work in dark floor areas, because the segmentation would not make a good
separation between an object and the floor, which is the reason why it performed poorly in the
evaluation process. Given the poor performance this approach was discarded.
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(a) Input. (b) Label.
Figure 8.7: Object-on-floor Detection Using Segmentation - Labeling.
Table 8.7: Object-on-floor Detection Using Segmentation - Evaluation Results.
Performance Indicator Results
Accuracy 58.2%
Recall 42%
Precision 32%
8.3.2 Object-on-floor Detection Using Deep Learning
8.3.2.1 Evaluation Process
The dataset constructed in Section 5.2.1 was used to evaluate the system. As in Section 8.2.3.1,
all of the color images in the testing set are fed to the neural net which generates a corresponding
net-superlabel for each of the images. These net-superlabels are then compared (cell by cell) with
the original superlabels (Section 5.2.1) of the input images. If the resulting cell in the net-superlabel
is black and the cell in the original superlabel is also black, the cell is flagged as a true positive
(TP). If the resulting cell in the net-superlabel is white and the cell in the original superlabel is
also white, the cell is flagged as a true negative (TN). If the resulting cell in the net-superlabel is
black and the cell in the original superlabel is white, the cell is flagged as a false positive (FP). If
the cell in the generated superlabel is white and the cell in the original superlabel is black, the cell
is flagged as a false negative (FN). Figure 8.6 shows an example of this process.
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8.3.2.2 Results and Discussion
Table 8.8 shows a comparison among the topologies described in Section 5.2.4. The overall
performance is calculated by assigning some weights to the accuracy, precision, and recall; 20%,
40%, and 40% were used, respectively. These values were chosen based on the importance of the
performance metrics. Precision and recall offer more information than the accuracy. As explained
in Section 5.2.4, the network has a tendency of assigning high values of accuracy without performing
a good job due to the disproportion between the number of pixels that belong to the objects and the
ones that do not. There are usually more pixels that do not belong to the object. This table shows
that topology one exhibited the best overall performance. This topology offers the best balance
among the performance metrics. The low precision can be attributed to the fact that the objects in
the training images were at different distances. The neural net is expected to perform better when
the objects are closer to the camera. This topology was chosen as the solution for object-on-floor
detection in this dissertation.
Table 8.8: Object-on-floor Detection Using Deep Learning - Evaluation Results.
Topology Accuracy Precision Recall
Overall
Performance
1 90% 56% 78% 71.6%
2 78% 46% 89% 69.6%
3 97% 63% 57% 67.4%
4 87% 72% 53% 67.4%
5 86% 64% 60% 66.8%
6 85% 45% 78% 66.2%
7 77% 44% 78% 65.2%
8 95% 36% 70% 61.4%
9 85% 44% 61% 59%
10 95% 29% 66% 57%
Table 8.6 shows the response times (in milliseconds) and energy consumption of the best trained
neural net (topology one). These results were obtained running the application (Section 8.1.3) over
a WIFI connection, a cellular connection, and locally. Once again, it is observed that the best
response times are obtained when running the trained neural net locally. However, running the
application locally drains the battery the fastest. Using WIFI consumes the least energy. In the
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worst scenario, screen ON and local execution, this module would consume the battery of a Pixel
2 in about 1.4 hours.
Table 8.9: Object-on-floor Detection Using Deep Learning - Runtime (in milliseconds) and Energy
Consumption.
Connection Screen On
Android
Time
(min)
Android
Time
(max)
Android
Time
(average)
Server
Time
(min)
Server
Time
(max)
Server
Time
(average)
mAh/min
LOCAL Yes 82 229 111.85 N/A N/A N/A 31.64
WIFI Yes 272 1470 428.184 77 158 124.10 24.50
CELLULAR Yes 244 1937 481.58 71 475 124.65 26.82
LOCAL No 83 274 113.17 N/A N/A N/A 21.00
WIFI No 236 1013 419.60 18 52 31.25 15.32
CELLULAR No 304 2257 456.17 72 190 126.34 15.55
8.3.3 Water Detection Using Deep Learning
8.3.3.1 Evaluation Process
The evaluation process used in Section 8.3.2.1 was also used here.
8.3.3.2 Results and Discussion
Table 8.10 shows a comparison among the topologies described in Section 5.2.5.3. The overall
performance is calculated by assigning some weights to the accuracy, precision, and recall, 20%,
40%, and 40% respectively. These values were chosen based on the importance of the performance
metrics. Precision and recall offer more information than the accuracy. As explained in Section
5.2.4, the network has a tendency of assigning high values of accuracy without performing a good
job due to the unbalance between the number of pixels that belong to puddles of water and the
ones that do not. There are usually more pixels that do not belong to puddles of water. If either
the recall or the precision is equal to 100% that means that the network is classifying everything
as water or as non-water. When this happens the overall performance is divided by two. The low
metric values can be attributed to the complexity of the problem at hand. The transparency of
the water and the different lighting conditions in indoor environments make the water detection
task extremely difficult, even for the human eye. We observe that topology three exhibited the
best overall performance. This topology offers the best balance among the performance metrics,
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however, the results are suboptimal. This topology does not have enough information to properly
learn the underlying structure of puddles of water in images.
Table 8.10: Water Detection Using Deep Learning - Evaluation Results.
Topology Accuracy Precision Recall
Overall
Performance
1 92.67% 19.33% 73% 55.46%
2 95.45% 27.36% 72.79% 59.15%
3 95.49% 24.97% 90.33% 65.21%
4 10% 5% 93% 41.2%
5 59% 21% 100% 37.77%
6 73% 6% 32% 29.8%
7 41% 0% 0% 8.2%
Table 8.6 shows the response times (in milliseconds) and the battery consumption of the best
trained neural net (topology three). The application (Section 8.1.3) was executed over a WIFI
connection, a cellular connection, and locally. Once again, it is observed that the best response
times are obtained when running the trained neural net locally. However, running the application
locally drains the battery the fastest. Using WIFI consumes the least energy. In the worst scenario,
screen ON and local execution, this module would consume the battery of a Pixel 2 in about 1.4
hours.
Table 8.11: Water Detection Using Deep Learning - Runtime (in milliseconds) and Energy Con-
sumption.
Connection Screen On
Android
Time
(min)
Android
Time
(max)
Android
Time
(average)
Server
Time
(min)
Server
Time
(max)
Server
Time
(average)
mAh/min
LOCAL Yes 90 263 112.16 N/A N/A N/A 30.7
WIFI Yes 274 1693 359.8 21 165 99.5 24.23
CELLULAR Yes 232 862 361.l7 18 49 100.3 25.52
LOCAL No 91 293 113.95 N/A N/A N/A 23.18
WIFI No 267 953 354.12 19 56 99.4 16.9
CELLULAR No 314 1111 428.5 19 62 92.1 17.5
8.4 Distance Estimation
This section presents the evaluation process of all of the distance estimation methods introduced
in this dissertation.
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8.4.1 Angle Properties of Triangles
8.4.1.1 Evaluation Process
In order to evaluate the system, 100 images that contained a measuring tape placed on the floor
were used as ground truth. The basic idea is to compare the calculated distance by the method
introduced in Section 6.1, associated with the center of the image, and the value in the measuring
tape. Figure 8.8 shows an example of how the ground truth is generated.
Figure 8.8: Distance Estimation Using the Angle Properties of Triangles - Ground Truth.
8.4.1.2 Results and Discussion
In order to evaluate the system, the mean squared error (MSE) was used. Equation 8.1 shows
how the MSE is calculated. The system exhibited an MSE of 9.42 centimeter around the center
pixel of the image. Even though this solution only provides a way to create a boundary around the
center of the image, this is a satisfactory result due its low MSE, and it can easily be integrated
to the fall prevention system. The mobile application provides a response within 39 milliseconds
and consumes 6.2 mAh/min. To provide some context for battery performance, this module would
consume the battery of a Pixel 2 in about 7.25 hours. These results are shown in Table 8.12.
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Table 8.12: Distance Estimation Using Angle Properties of Triangles - Runtime, MSE, and Energy
Consumption.
Min Time Max Time Average Time Error (MSE) mAh/min
27 45 39 9.42 6.7
MSE =
1
N
N∑
i=1
(Yˆi − Yi)2 (8.1)
8.4.2 Using Deep Learning
8.4.2.1 Evaluation Process
Once the training process has been completed (Section 6.2.1), the trained net is evaluated in
the following manner. All of the color images in the testing set are fed to the neural net which
generates a corresponding superlabel for each of the images. Every generated superlabel contains
six values associated with the distance to a particular area in the input image. These values are
compared with the ground truth superlabels in the testing set using the MSE, and an averaged
MSE is computed. Equation 8.1 shows how the MSE is calculated.
8.4.2.2 Results and Discussion
Table 8.13 shows a comparison among the topologies described in Section 6.2.2. The best
topology (four) exhibited an MSE of 0.45 meters. This solution is preferred over the one in Section
8.4.1 because it offers information about the distance of six different areas in the image, as opposed
to one. In Section 8.4.1 only the distance of one pixel is known, therefore the level of uncertainty
of the distances of the other areas of the images is higher.
Table 8.14 shows the response times (in milliseconds) and the battery consumption of the of the
best trained neural net (topology four). The application (Section 8.1.3) was executed over a WIFI
connection, a cellular connection, and locally. It is no surprise that the best response times are
obtained when running the trained neural nets locally. And like in the previous systems, running
the application locally drains the battery the fastest. Using WIFI consumes the least energy. In
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Table 8.13: Distance Estimation Using Deep Learning - Evaluation Results.
Topology
Error (MSE)
In Meters
1 2.64
2 0.5
3 0.55
4 0.45
5 2.64
the worst scenario, screen ON and local execution, this module would consume the battery of a
Pixel 2 in about 2 hours.
Table 8.14: Distance Estimation Using Deep Learning - Runtime and Energy Consumption.
Connection Screen On
Android
Time
(min)
Android
Time
(max)
Android
Time
(average)
Server
Time
(min)
Server
Time
(max)
Server
Time
(average)
mAh/min
LOCAL Yes 38 114 55.24 N/A N/A N/A 22.00
WIFI Yes 67 1107 94.60 18 51 35.82 18.55
CELLULAR Yes 120 1324 183.90 20 66 39.58 19.80
LOCAL No 39 303 56.26 N/A N/A N/A 20.00
WIFI No 67 2693 97.13 17 55 35.19 15.91
CELLULAR No 169 1389 301.80 19 54 39.91 15.27
8.5 Combining All Modules for Fall Prevention
8.5.1 Results and Discussion
In the previous sections the runtime and battery consumption of all the modules were evaluated
separately. This section shows the evaluation results of all the selected modules. Water detection
was not included in this analysis due to its poor performance. Table 8.15 shows the evaluation
metrics of the fall prevention system.
Table 8.15: Fall Prevention System - Evaluation Results.
Module Accuracy Precision Recall
MSE
(Meters)
Floor Detection 92% 88% 92% N/A
Object-on-floor Detection 90% 56% 78% N/A
Distance Estimation N/A N/A N/A 0.45
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Table 8.16 shows the results of the runtime in (milliseconds) and energy consumption, when
executing all the selected modules at the same time. As before, the best response time is obtained
when running the application locally. However, running the application locally drains the battery
the fastest. Running the application over a WIFI connection offers the best trade-off between
energy consumption and response time. Therefore, the application should always be executed with
the screen off and over a WIFI connection when possible. If network disruptions were to happen
the application can easily switch to local execution. In this scenario, screen off over WIFI, the
application would consume the battery in about three hours.
Table 8.16: Fall Prevention System - Runtime (in Milliseconds) and Energy Consumption.
Connection Screen On
Android
Time
(min)
Android
Time
(max)
Android
Time
(average)
Server
Time
(min)
Server
Time
(max)
Server
Time
(average)
mAh/min
LOCAL Yes 117 311 141.20 N/A N/A N/A 42
WIFI Yes 295 1482 454.22 94 183 148.26 16.8
CELLULAR Yes 364 1519 517.47 79 762 128.45 38.17
LOCAL No 119 297 146.21 N/A N/A N/A 21
WIFI No 258 2555 442.54 80 224 137.34 15.40
CELLULAR No 316 1907 450.432 95 204 151.06 19
8.6 Floor Detection
8.6.1 Fall Detection Using IMU Sensors
8.6.1.1 Evaluation Process
A total of 180 experiments were conducted, 36 location selection experiments, 36 fall experi-
ments, and 108 non-fall experiments. Six subjects in the ages between 20 and 38 participated in the
experiments. Falls were simulated in no particular order using the specified locations (chest, pant’s
pocket, holster, talking, texting, on hand). Three basic activities were used to simulate non falls.
These activities were: stopping, bending over to pick up an object from the floor, and stumbling.
The results of the location selection algorithm were stored in an array known as confusion
matrix [11]. A confusion matrix allows to visualize the algorithm’s performance in a table containing
all real and predicted/detected outcomes. Table 8.17 shows the results of the location selection
algorithm experiments.
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To measure the efficiency of the location selection algorithm the accuracy performance indicator
was used.
The experiments’ results of the fall detection algorithms were also stored in an confusion matrix.
These results were classified as follow:
• True Positives (TP): Number of falls that were detected as falls.
• True Negatives (TN): Number of non-falls that were detected as non-falls.
• False Positives (FP): Number of non-falls that were detected as falls.
• False Negatives (FN): Number of falls that were detected as non-falls.
To measure the efficiency of the system, the accuracy, precision, and recall were used.
8.6.1.2 Results and Discussion
Table 8.17 compares the real location of the smartphone versus the location the proposed
algorithm detected. For the chest’s pocket position 6 out of the 6 experiments were correctly
detected. However, 7 experiments were incorrectly detected as chest’s pocket. This is a consequence
of the similarity of the signals generated by the other locations and the chest’s pocket location.
Out of the 6 positions texting was the one with the highest detection rate due to its significantly
different signal behaviour.
The following tables shows the results of the experiments based on the location of the smart-
phone. Table 8.18 confirms what table 8.17 exhibits, texting is the best location to detect a fall.
Five out of six falls were correctly detected. No false positive was generated. All non-falls were
correctly detected, and only one experiment was incorrectly detected. Table 8.18 also shows the
results of the calculation of the aforementioned performance indicators. The rest of the tables
follow the same analysis used here.
Table 8.24 summarizes the results of all the experiments. The system’s overall accuracy is
81.3%; clearly affected by the low performance of the algorithm in the holster position. This is
probably because the holster’s initial state was static.
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Table 8.17: Fall Detection Using IMU Sensors - Location Selection.
DETECTED
CHEST’S
POCKET’
PANT’S
POCKET’
HOLSTER’ TALKING’ TEXTING’ ON HAND’ TOTAL
REAL
CHEST’S
POCKET
6 0 0 0 0 0 6
PANT’S
POCKET
3 3 0 0 0 0 6
HOLSTER 1 0 5 0 0 0 6
TALKING 2 0 0 4 0 0 6
TEXTING 1 0 0 0 5 0 6
ON HAND 0 0 3 0 0 3 6
TOTAL 13 3 8 4 5 3 36
ACCURACY 72%
Table 8.18: Fall Detection Using IMU Sensors - Texting Position.
DETECTED
REAL
FALL’ NON-FALL’ Total
FALL 5 TP 1 FN 6
NON-FALL 0 FP 18 TN 18
Total 5 19
Accuracy 95.8%
Recall 83%
Precision 100%
Table 8.19: Fall Detection Using IMU Sensors - Pants’ Side Pocket.
DETECTED
REAL
FALL’ NON-FALL’ Total
FALL 6 TP 0 FN 6
NON-FALL 3 FP 15 TN 18
Total 9 15
Accuracy 87.5%
Recall 100%
Precision 67%
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Table 8.20: Fall Detection Using IMU Sensors - Shirt Chest’s Pocket.
DETECTED
REAL
FALL’ NON-FALL’ Total
FALL 6 TP 0 FN 6
NON-FALL 4 FP 14 TN 18
Total 10 14
Accuracy 83.3%
Recall 100%
Precision 60%
Table 8.21: Fall Detection Using IMU Sensors - Talking.
DETECTED
REAL
FALL’ NON-FALL’ Total
FALL 6 TP 0 FN 6
NON-FALL 6 FP 12 TN 18
Total 12 12
Accuracy 75%
Recall 100%
Precision 50%
Table 8.22: Fall Detection Using IMU Sensors - Smartphone on Hand.
DETECTED
REAL
FALL’ NON-FALL’ Total
FALL 5 TP 1 FN 6
NON-FALL 5 FP 13 TN 18
Total 10 14
Accuracy 75%
Recall 83%
Precision 50%
Table 8.23: Fall Detection Using IMU Sensors - Smartphone on Holster.
DETECTED
REAL
FALL’ NON-FALL’ Total
FALL 4 TP 2 FN 6
NON-FALL 5 FP 13 TN 18
Total 9 15
Accuracy 70.8%
Recall 67%
Precision 44%
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Table 8.24: Fall Detection Using IMU Sensors - Total Results.
DETECTED
REAL
FALL’ NON-FALL’ Total
FALL 32 TP 4 FN 36
NON-FALL 23 FP 85 TN 108
Total 55 89
Accuracy 81.3%
Recall 89%
Precision 58.2%
8.6.2 Dynamic Background Subtraction Using a 2D Camera
8.6.2.1 Evaluation Process
Multiple experiments were performed in order to assess the efficiency of the proposed system.
The results were stored in a confusion matrix that compares the actual event with the proposed
system’s prediction. A total of 82 trials were performed including activities such as walking, sitting
in a chair, starting lying on the floor, throwing objects to the scene, and falling down. The accuracy
and recall were used to evaluate the performance of the solution.
8.6.2.2 Results and Discussion
The walking scenario was tested with different behaviors in a person. First, a person starts
walking in the scene and grabs a pencil from the floor. Next, she/he bends over for 4 seconds
and then he/she sits on the floor (Figure 8.10). Afterwards, the person stands up and simulates 2
stumbles to different sides (Figure 8.11). At last, the person falls 3 times in different ways: first
fall with 5 seconds on the floor after fall, second one with 3 seconds on the floor after fall, and the
last one only one second (falls and stands up quickly) (Figure 8.12 and Figure 8.13). The results
collected in this scenario can be seen in Figure 8.9.
The sitting in a chair scenario was tested with three falls per person and the starting position
was sitting in a chair. A person falls and stands up again 3 times. First, the person simulates
standing up and falls in the process of standing; he/she waits 5 seconds on the floor after the fall.
The process is repeated 2 more times: one with 3 seconds on the floor after the fall, and the last
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Figure 8.9: Fall Detection Using Dynamic Background Subtraction - Walking Test Results.
Figure 8.10: Fall Detection Using Dynamic Background Subtraction - Pencil, Crouch, Sit.
Figure 8.11: Fall Detection Using Dynamic Background Subtraction - Stumble.
Figure 8.12: Fall Detection Using Dynamic Background Subtraction - Fall Detected 1.
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Figure 8.13: Fall Detection Using Dynamic Background Subtraction - Fall Detected 2.
one only one second (falls and stands up quickly). An example of the experiment can be seen in
Figure 8.15 and the results of the experiments can be seen in Figure 8.14.
Figure 8.14: Fall Detection Using Dynamic Background Subtraction - Sitting in a Chair Results.
The Lying on the floor scenario tests the flag used to avoid false positives (non-falls detected as
falls) if the starting position is lying on the floor. A person starts lying on the floor for five seconds,
then he/she stands up to activate the flag and simulates a fall. An example of the experiment can
be seen in Figure 8.17 and the results of the experiments can be seen in Figure 8.16.
Throwing objects to the scene scenario was used to test the timer of the system. The timer
allows the dynamic background subtraction method to eliminate non-moving objects from the
scene. This was tested two times: throwing a backpack and pushing a trash can to the scene. An
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Figure 8.15: Fall Detection Using Dynamic Background Subtraction - Chair: Fall Detected.
Figure 8.16: Fall Detection Using Dynamic Background Subtraction - Lying on the Floor Results.
Figure 8.17: Fall Detection Using Dynamic Background Subtraction - Lying: Fall Detected after
Flag.
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example of the experiment can be seen in Figure 7.8 and the results of the experiments can be seen
in Figure 8.18.
Figure 8.18: Fall Detection Using Dynamic Background Subtraction - Throwing Objects Results.
Combining all the results in each test a total accuracy of 87.84% (Figure 8.19) is obtained. This
percentage is affected because of the FNs produced in all of the tests where the subject only stays
one second on the floor. The reason why this happens is because the timer is set to wait 2 seconds
in order to detect a fall.
Figure 8.19: Fall Detection Using Dynamic Background Subtraction - Total Results.
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CHAPTER 9
CONCLUSION AND FUTURE WORK
This work pertains to the implementation of a smartphone-based fall prevention system for the
visually impaired and the elderly. The system consists of two modules: fall prevention and fall
detection. Fall prevention is in charge of identifying tripping hazards in the user’s surroundings.
Fall detection is in charge of detecting when falls happen and alerting a person of interest. The
proposed system is challenged by multiple problems: it has to run in near real time, it has to run
efficiently in a smartphone hardware, it has to process structured and unstructured environments,
and many more related to image analysis (occlusion, motion blur, computational complexity,etc).
The fall prevention module is divided into three parts, floor detection, object-on-floor detection,
and distance estimation. The evaluation process of the best approach for floor detection achieved
an accuracy of 92%, a precision of 88%, and a recall of 92%. The evaluation process of the best
approach for object-on-floor detection achieved an accuracy of 90%, a precision of 56%, and a recall
of 78%. The evaluation process of the best approach for floor detection achieved a MSE error of
0.45 meters.
All of the proposed fall prevention modules were implemented in an Android-based application.
The best response time is obtained when running the application locally. However, running the
application locally drains the battery the fastest. Running the application over a WIFI connection
offers the best trade-off between energy consumption and response time. Therefore, the application
should always be executed with the screen off and over a WIFI connection when possible. If network
disruptions were to happen the application can easily switch to local execution. In this scenario,
screen off over WIFI, the application would consume the battery in about three hours.
The fall detection module is approached from two perspectives, using inertial measuring units
(IMU) embedded in today’s smartphones, and using a 2D camera. The evaluation process of the
140
solution using IMUs achieved an accuracy of 83%, a precision of 89%, and a recall of 58.2%. The
evaluation process of the solution that uses a 2D camera achieved an accuracy of 85.37% and a
recall of 70.97%.
This work can be extended and improved specially in the area of water detection. One possible
approach could be to use the smartphone camera’s flash when capturing the images, casting a light
over the surface may be helpful to identify puddles of water. Another idea is to analyze reflection
across multiple images and use this information to differentiate reflections from water better, the
concept of reflection must be characterized first in order for the system to be able to learn what a
reflection is.
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