Source localization employing time-differences-of-arrival has been employed for many applications. The accuracy of source localization is limited by the errors in the time differences of arrival estimation as well as microphone position calibration errors. Because a microphone position error will affect multiple time differences of arrival, correlation between these quantities will be introduced. This work presents a new mathematical framework in which we quantify the localization performance of a microphone array in which the microphone positions are subject to such errors.
INTRODUCTION
Advances in array processing and sensor fusion have motivated the study and implementation of microphone arrays for source localization. In military applications, microphone arrays have been deployed together with sensors such as the geophone for parameter security purposes and intruder detection [1] . The use of microphone arrays in commercial applications facilitates source localization involving automatic video steering in videoconferencing for example [2] .
The most popular method for source localization is the use of time-differences-of-arrival (TDOA) between the microphones [3] . The TDOA between any two microphones defines a hyperbolic function with the microphones corresponding to the foci of the hyperbola. Using several TDOA estimates, the intersection of these hyperbolae provides the source location. In practice, this intersection point can be achieved by solving a set of nonlinear equations relating to the source and the known microphone positions. The use of Taylor series expansion is commonly employed to linearize the set of nonlinear equations. Starting from an initial position, an iterative gradient descent is applied to improve the position estimates provided that the initialization point is close to the true solution. Altemative methods for source localization are presented in [4] .
The main challenges in acoustic localization are TDOA errors, calibration errors and the design of array configurations. A popular method of TDOA estimation is the generalized cross correlation (GCC) [5] which estimates the time index corresponding to the peak of the cross-correlation function. Several factors influencing the accuracy of peak estimation include multipath effects, signal-to-noise ratio and wind turbulence. The presence of multipath may result in a loss of resolution and multiple peaks in the crosscorrelation [5] . These challenges have motivated much research interests especially in room environments where reverberation can be significant [6] . An adaptive solution for TDOA estimation is also This work is supported by the Department of Trade and Industry UK, and by Thales Research and Technology (UK) Ltd as part of the "Multi-Modal System for Perimeter Security -Seismic, Acoustic, UltraWideBand" Project.
presented in [7] . In addition, source localization algorithms require the knowledge of microphone positions and many localization algorithms assume the knowledge of these locations through calibration [8] . Microphone positioning calibration errors inevitably reduce the localization accuracy. Array configuration is also an important consideration when deploying microphone arrays. Due to the miniaturization of microphones, there is increasing flexibility on how microphones can be placed in, for example, personal digital assistants (PDAs) and laptops for commercial applications. These configurations include the uniform linear array (ULA) and circular array. The cross-dipole array has also been implemented for vehicular and aerial target localization [9] .
The aim of this work is to quantify positioning errors through a mathematical framework taking into account (a) errors associated with time-of-arrival (TOA) that may arise from positioning errors of the microphones and (b) cross-correlation peak estimation errors. We also compare the performances of array configurations using the above framework given the constraints of having a fixed number of microphones and aperture size. Unlike previous publications such as [10] , our analysis do not assume a diagonal error covariance matrix. To address this, we first express a mathematical relationship between TDOA and localization errors in Section 2. In Section 3, we present the TDOA error model and show how we derive the maximum likelihood estimator of the position deviation and its covariance matrix. This allows us to compute the localization accuracy given the position of the microphones and compensate for any errors that may arise such as described above. In Section 4, we validate our analysis through simulation and compare the positioning errors of the cross-dipole and circular microphone arrays. In addition, we provide comparisons between the analytical and simulated results. We conclude this paper in Section 5. AJ(e; 0, Re) where E{ } is defined as the expectation operator. The probability of e given h is then p(elh) = A/(t -c-Jh; 0, Re).
We then obtain the maximum likelihood estimate h by maximizing p(e h) with respect to h and setting the differential to zero giving
as a vector containing measurement errors where f (.) is the nonlinear function defined in (2) for all p, q, the TDOA measurements at position ho + h can be approximated using first order Taylor series expansion about the position ho giving to +t = f(ho+h)+e (4) f(ho)+c-Jh+e 
where ON X 1 is the D x 1 null vector and h is the maximum likelihood estimator of h. We are interested in determining the statistical properties of positioning errors, i.e., the variance of the deviations from the true position ho. This can be obtained by setting h = OD X 1 giving t = e with a PDF of AJ(e; 0, Re). The covariance matrix of h is then given by
and hence our aim is to compute h and Rh in order to quantify the localization performance of microphone arrays given the microphone positions subject to errors.
TDOA ERROR MODEL
where each D x Ivector gp = (ho -mp) /Idp 2, p 1, ...,M, is a unit vector pointing towards the source from microphone p. The scaled Jacobian matrix is then J = KGT (9) where the N x M matrix K performs subtraction operation between vector pairs gp and gq and hence each row of K contains only two non-zero entries: +1 and -1. Using (8) and (9) We assume that the TDOA errors, e, arise from two zero mean sources (a) an independent TOA error at each microphone, vm, m= 1, ... , M and (b) an independent TDOA evaluation error, b , n = 1, ... , N, for each of the N equations. The independent TOA errors encompass both microphone positioning errors that may arise due to calibration errors and also errors due to sound propagation delay uncertainties. The TDOA evaluation errors are a function of the signal and noise spectra and lower bounds are given in [11] . The N errors due to (a) and (b) can then be expressed jointly as e= b+Kv, (20) where we have employed the relationship KI= 0. We note that the computation of (20) does not require any matrix inversion and unlike previous works, we have not assume independent TDOA errors.
Maximum likelihood estimator using error model
The maximum likelihood estimator h in (13) Substituting (21) into (13), we obtain the maximum likelihood estimator of the deviation from source position
which is independent of ab and a-.
Covariance of deviation using error model
The covariance matrix of the deviation from true given by (14) can be simplified using (21) 
SIMULATION RESULTS
We now provide simulation results to validate our derivations and compare the performances of array configurations in a planar case where D = 2. We estimated source positions ho + h for 5000 trials using two methods (a) minimizing IIe 12 in (3) using the lsqnonlin function in MATLAB and (b) minimizing IIe 12 in (6) by means of (22).
We constrained the number of microphones to 5 which then allow us to consider both the cross-dipole and circular arrays. For fair com- parison, all microphones lie within a circle of radius 0.5 m. Table 1 shows the coordinates of the microphones for each configuration. In these experiments, the standard deviation of the TOA for each microphone is set to a, = 5.79 x 10-6 which corresponds to 2 mm in microphone positioning error. The independent calculation error is set to 0b = 2.08 x 10-5 s. We analyzed the performance of each array by positioning the source at angular positions every 18 degrees for both ranges 2 and 4 m. Figure 1 (a) and (b) show respectively the mean bearing errors for the cross-dipole and circular array obtained using Taylor series approximation denoted by (-o-) and L sqnon 1 in denoted by (-x -). It can be seen that the mean range errors obtained using the first order Taylor series expansion are close to that of the simulated errors. We also note that the mean bearing errors are within 0.02°for both the cross-dipole and circular array configuration. Figure 2 shows the standard deviations of the bearing errors for (a) the cross-dipole and (b) the circular array. As before, results are obtained using Taylor series approximation denoted by (-o-) and L s qnronlin denoted by (-x-). In addition, we computed the theoretical standard deviation for the bearing errors using (23) denoted by (-e-). These results show no significant differences between results obtained using Taylor series approximation and simulation for a source range of 2 m and hence we see that the linearized theory provides a good estimate of the position error uncertainty. The Taylor series approximation over estimates the standard deviation to within 0.04°and 0. bearing errors for both array configurations considered. Comparing Figs. 2 (a) and (b), the standard deviation of the bearing errors for the circular array is lower than that for the cross-dipole array. Figure 3 show the mean range errors for the (a) cross-dipole and (b) circular array. As before, we note the closeness between the simulated results and results generated using the first order Taylor series approximation given in (5) for a source range of 2 m. The Taylor series approximation gives an approximate zero mean range error for both array configurations but results obtained using Lsqnonlin shows that the range is in fact consistently overestimated. We also note that the circular array provides lower mean range errors compared to the cross-dipole array.
Figures 4 (a) and (b) show respectively the standard deviation of range errors for the cross-dipole and circular array. Similar to Fig. 2 , we included the analytical estimate given by (23). We observe that the standard deviation of range errors increases with range for both the cross-dipole and circular array. Results for the Taylor series approximation showed that the standard deviation for the range errors is lower than that using the L s qn onli n function for a source range of 4 m. In addition, we note that the circular array has a lower standard deviation for the range errors than the cross-dipole array configuration.
CONCLUSION
We presented a new mathematical framework to evaluate the performance of source localization for acoustic arrays. This analysis do not assume independent TDOA errors between the microphones and we evaluate the mean and standard deviations of positioning errors by employing the matrix inversion lemma. It has been shown that the errors between the true source position and estimated position for both Taylor series expansion and simulation increase with range for both the cross-dipole and circular arrays. Simulation results have verified our analysis and have shown that the Taylor series expansion provides a good estimate of the positioning error uncertainty. We observe from these results that although their best performances are similar, the worst-case performance of the circular array is much better than that of the cross-dipole array.
