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Abstract 
One of the most sensitive and demanding types of network traffic is the one concerning medical information. Unlike other 
cases, medical data are distinguished in many different types, and the traffic generated by each one of them has different 
resource demands and requires different levels of reliability. On the other hand, in ad hoc networks, which constitute the most 
rapid and straight solution for communication and data exchange in conditions of crisis, bandwidth availability is limited, 
while QoS guarantees are difficult to be provided. Given this context, an intelligent agent is designed in this paper, suitable 
for ad hoc networks, which categorizes medical traffic in classes, and reserves bandwidth according to each node’s needs. The 
whole operation is based on a sophisticated algorithm that calculates the optimal paths in each case and reconfigures the 
nodes’ routing tables. Experimental results through simulation show that the agent can guarantee strict limits of bandwidth 
reservation and high levels of reliability, for all types of medical traffic. 
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1. Introduction 
With today’s networks’ and databases’ abilities, in conjunction with the infinite amount of medical 
information existing, it is obvious that medical traffic is complicated, consisted of different service 
characteristics, and requiring different priorities concerning network resources. In other words, traffic 
prioritization and QoS provision should be an integral part of medical purpose networks. This is not difficult to be 
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achieved in infrastructured networks, where QoS protocols are applied (e.g. RSVP, MPLS, IntServ, DiffServ 
e.t.c.). 
However, infrastructured networks are not always easy to set up. Characteristic examples are war-torn and 
earthquake-torn areas, abstracted regions, and developing countries. This is where ad hoc networks consist the 
best and more suitable solution. Nevertheless, in ad hoc networks, characteristics of infrastructured networks like 
QoS provision are difficult to be implemented, so medical traffic cannot be prioritized in a straight manner. 
Many works have been proposed in the literature for QoS provision in ad hoc networks, like [1]-[7], but they 
do not consider the special characteristics of traffic produced by medical data, in order to categorize the 
information and set priorities according to traffic type. One of the special demands of medical information for 
example, is that every piece of information is critical, so, the meaning of best effort traffic does not exist. 
Towards this direction, in this paper, a scheduling agent is designed, which coordinates network nodes, in order to 
guarantee some minimum levels of bandwidth for all services running in medical ad hoc networks. Contrarily to 
other works, traffic is first categorized by taking into account special medical characteristics. Then, routing paths 
are first set for services requiring permanent QoS (e.g. alarms / monitoring), and afterwards, each time a node 
asks for bandwidth, a procedure similar to RSVP is followed and routing paths are updated. 
The rest of the paper is organized as follows: Section 2 presents the design characteristics of the agent. 
Specifically, the traffic categorization principles are described, the algorithm of the optimum path selection is 
outlined, and the messages by which the agent coordinates the network nodes are defined. Section 3 performs an 
evaluation of our work through simulation, where comparative results are outlined and discussed. Finally, Section 
4 is a discussion about the most important conclusions of this work. 
2. The proposed design architecture 
In this section, the proposed architecture is outlined, and the operation of the agent is explained. It is worth 
noting that, in order to prioritize the traffic, the communication protocol between nodes must support traffic 
categorization. Mapping of the traffic priority classes to network priority classes on each node is a task depending 
on the network protocol itself, so its description is out of the scope of this paper. Hence, we focus our discussion 
on the agent’s operation. 
Four different functional blocks compose our agent, namely the coordinator, the network control function, the 
service mapper, and the admission control function. The first one is responsible for coordinating the whole 
procedure of resource reservation. The second one is responsible for communicating with the network nodes, 
asking for network information, and building the network topology. The third one makes the categorization of 
services and the mapping to traffic network priority classes. The last one is responsible for the implementation of 
the admission control algorithm that performs the bandwidth reservation for each service. 
A sequence diagram of the agent operation is outlined in Figure 1. In the rest of this section, the operation of 
each entity is explained in detail. 
2.1. Coordinator 
This is the entity responsible for coordinating the whole procedure of resource reservation, which is separated 
in the following distinctive phases: 
Network structure setup. During this phase, the coordinator asks from the network control function to get 
information from nodes about the network. This information is used by the latter to make a figure of the network. 
Service identification and categorization. The coordinator asks from the network control function to provide 
information about each node’s services. This information is forwarded to the service mapper, which categorizes 
and tags the services (see below). 
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Permanent resource reservation. This is one of the novelties that our proposed architecture supports. In 
medical purpose networks, applications like monitoring may be running permanently. These require a permanent 
resource reservation guarantee. Towards this context, the coordinator asks from the admission control function to 
perform resource reservation calculations, based on information received from the other entities. Upon calculation 
of optimal routing paths, the network control function sends control messages to nodes in order to update their 
routing tables accordingly. 
Network topology update and temporary resource reservation. These actions are performed upon node request, 
and, more specifically, when a new node joins or leaves the network, when a new link is detected or an existing 
one fails, and when a new service is started. In this case, an execution of most of the above tasks is performed, 
depending if it concerns a node, a link, or a service. 
 
 
Figure 1. Sequence diagram of agent operation 
2.2. Network control function 
This functional block is the interface between the agent’s logic and the network. Using control messages, it 
asks information from nodes about their condition (link status, bandwidth e.t.c.), and it gives instructions to them 
for updating the routing tables and for accepting / rejecting traffic. Namely, the control messages are the 
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following: request_link_info, request_service_info, link_info, service_info, tag_info, route_update, node_arrived, 
service_started, link_detected, link_failed. The first two messages are beacon frames sent from the network 
control function to nodes, in order to provide information. The second two are their reply messages containing the 
information requested. tag_info is a message sent from the network control function to nodes, containing 
information about service tags (see below). route_update is a message sent from the network control function to 
nodes, containing information about routing paths. This information is used by nodes to update their routing 
tables. The last four messages are sent from nodes to the network control function in order to inform for a node 
arrival, service start, new link, or link fail respectively. The control messages are depicted in Figure 2. Those 
omitted are simple messages containing only a request id. 
2.3. Service mapper 
This is the entity responsible for the categorization of services and for the translation of medical traffic’s 
special characteristics to network parameters. During network setup, services are defined by the network 
administrator through an interface, where the characteristics of each one are set. Then, each time a topology 
update is required, the service mapper, with the help of the network control function, makes a table with all the 
services that each node supports along with each one’s characteristics. At this point, an approach similar to MPLS 
is followed, where each service of each node gets a tag. This tag is used by nodes for identifying and routing the 
traffic of each other appropriately. Tags are set by the service mapper and may be updated if the latter decides.  
2.4. Admission control function 
This is the entity where the algorithm is implemented. Its operation is as follows: First, with the help of the 
network control function, a graph of the network is constructed. Each link has a weight, being its available 
bandwidth, namely Bi,j, where i, j are the link’s edge nodes.  
After that, a table with the characteristics of each service is constructed. These are the source and destination 
nodes, and the required data rate. Let Rk be the required data rate for service k. 
The next step is to find the optimal routing path for each service, given that it satisfies the QoS requirement. 
The algorithm is as follows: (a) For each link, update the available bandwidth: Bi,j = Bi,j - Rk. If Bi,j<0, delete this 
link. (b) Make a temporary network topology with the remaining links. (c) Use Bellman Ford algorithm to find 
the shortest path. (d) Make the bandwidth reservation: Update the (original) network topology, setting the 
available bandwidth of the links of the shortest path to the new values. If no solution is found, this means that the 
current network topology (link bandwidth and traffic load) cannot satisfy the bandwidth requirements of the 
service. Two different approaches can be followed at this point. (I) Renegotiate for less bandwidth. (II) Go one 
step behind, and reconfigure the optimal path of the service previously set up. Despite that the second approach 
can lead to better results, we always have the risk to end up in a deadlock. So, when the network topology gets 
complex, the second approach should be avoided. For our case, we chose the first one. 
When the final network topology is constructed, it is provided to the network control function, which updates 
the node’s routing paths through update messages. 
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Figure 2. Control messages 
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3. Performance Evaluation 
In order to evaluate the performance of the agent, we simulated an ad hoc network with medical services, 
consisted of 30 nodes. The IEEE 802.11e standard was used as the physical layer protocol, which is a suitable 
solution for ad hoc networks, while it supports four priority classes for QoS. Nodes are geographically distributed 
in a mesh network and the wireless channel data rate was set to 1Mbps (worst case scenario). In order to create a 
variable topology, we set each node to switch on and off in random periods, defined by an IPP process where ON 
and OFF parameters were set to 1 hour and 5 minutes respectively. Three applications were used, namely 
monitoring, alarms and telephony, with bandwidth requirements set to 20Kbps, 10Kbps and 64Kbps respectively. 
We assume that each node send one alarm each 3 minutes to another random node. We set the monitoring service 
to be always running sending one monitoring packet every 30 seconds, and we set each node to make one 3 
minute phone call every 30 minutes.  
The simulation was performed in Pamvotis simulator [8], which is capable of simulating the IEEE 
802.11a/b/g/e standards. Simulation time was set to 3 hours. Figures 3a, 3b and 3c show the comparative results 
with and without the operation of our agent. Basically, the traffic rate of each service of a randomly selected node 
is shown, as measured in the most highly loaded link. What we mean by traffic rate is the average data rate of 
each packet in bits/s, as measured in the session OSI layer. Similar results stand for all other links as well. 
 
 
Figure 3. Performance evaluation results 
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As it is shown, in all cases, with the use of the agent, traffic rate is not lower than the bandwidth requirement 
set. On the contrary, with no use of the agent, for a large period of time (e.g. 10% for alarms) the traffic rate falls 
below the limits set. 
Another important performance parameter that was examined is the traffic overhead caused by control 
messages, as shown in Figure 3d. What is depicted is the average value of overhead in all links of the network. As 
it shown, this is about 12Kbps, which is acceptable, compared to the saturation throughput of the channel (dotted 
line). Moreover, two more simulations were performed, where nodes switched on and off more frequently; 
40min/5min and 20min/5min respectively. In the first case, the control overhead was about 25Kbps, while in the 
second case it was about 40Kbps. The last result shows that, when the network topology changes frequently, the 
control overhead is considerable. Hence, our proposed agent behaves well in cases where the network topology 
does not change frequently. 
4. Conclusions 
A traffic categorization and resource reservation agent was proposed in this paper for providing QoS in 
medical ad hoc networks. The agent is consisted of four functional entities, each one of which being responsible 
for accomplishing specific tasks. Unlike other cases, our agent considers the special characteristics of medical 
traffic and the need for permanent QoS provision, which is set up at the beginning of a node’s operation. 
Performance evaluation results show that bandwidth reservation can be provided, on the contrary to regular 
network operation. 
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