Abstract. We derive two principal results in this note. To describe the first, assume that A, B, An, Bn, n ∈ N, are self-adjoint operators in a complex, separable Hilbert space H, and suppose that s-limn→∞(An ∞), and assume that for all a ∈ R\{0},
Moreover, for each f ∈ Fm(R), p ∈ [1, ∞), we prove the existence of constants a 1 , a 2 ∈ R\{0} and C = C(f, m, a 1 , a 2 ) ∈ (0, ∞) such that , which permits the use of differences of higher powers m ∈ N of resolvents to control the · Bp(H) -norm of the left-hand side [f (A) − f (B)] for f ∈ Fm(R). Our second result is concerned with the continuity of spectral shift functions ξ( · ; B, B 0 ) associated with a pair of of self-adjoint operators (B, B 0 ) in H with respect to the operator parameter B. For brevity, we only describe one of the consequences of our continuity results: Assume that A 0 and B 0 are fixed self-adjoint operators in H, and there exists m ∈ N, m odd, such that, (B 0 − zI H ) −m − (A 0 − zI H ) −m ∈ B 1 H , z ∈ C\R. For T self-adjoint in H we denote by Γm(T ) the set of all self-adjoint operators S in H for which the containment (S −zI H ) −m −(T −zI H ) −m ∈ B 1 (H), z ∈ C\R, holds. Suppose that The fact that higher powers m ∈ N, m 2, of resolvents are involved, permits applications of this circle of ideas to elliptic partial differential operators in R n , n ∈ N. The methods employed in this note rest on double operator integral (DOI) techniques.
Introduction
We dedicate this note to the memory of Yuri Safarov (1958 Safarov ( -2015 , a gentle giant in the area of spectral theory, whose contribution to the field (see, for instance, the highly influential monograph [19] ) left an indelible impression on our community. His presence is sorely missed.
We derive two principal results in this note. To describe the first, we introduce the class of functions F m (R), m ∈ N [22] , by Moreover, for each f ∈ F m (R), p ∈ [1, ∞), we prove the existence of constants a 1 , a 2 ∈ R\{0} and C = C(f, m, a 1 , a 2 ) ∈ (0, ∞) such that 
(1.6)
The estimate (1.6) is of particular interest as it permits to control the · Bp(H) -norm of [f (A) − f (B)], f ∈ F m (R), in terms of differences of higher powers m ∈ N of resolvents of A and B. This is significant in applications to elliptic partial differential operators for which differences of sufficiently high integer powers of resolvents, but not necessarily the difference of resolvents itself, typically lie in the trace class (cf. also our brief comments following (1.12)).
This circle of ideas is treated in detail in Sections 2 and 3, employing the method of double operator integrals (DOI) (cf. [3] , [4] , [22] ).
The second main result of this note concerns the continuity of spectral shift functions ξ( · ; B, B 0 ) associated with a pair of of self-adjoint operators (B, B 0 ) in H (cf. [6] , [21, Ch. 8] for details on ξ) with respect to the operator parameter B. To keep the following sufficiently short, we only describe one of the consequences of our continuity results. We note, however, that it was precisely this consequence that was employed in recent applications to Witten index computations for certain classes of non-Fredholm Dirac-type operators without a mass gap in [7] - [9] (see also [10] , [14] ). To set this up, assume that A 0 and B 0 are fixed self-adjoint operators in the Hilbert space H, and there exists m ∈ N, m odd, such that,
Next, for T self-adjoint in H, we introduce Γ m (T ) as the set of all self-adjoint operators S in H for which the containment 8) holds. The family of pseudometrics
for all g ∈ L ∞ (R) such that ess. sup ν∈R (|ν| m+1 + 1)g(ν) < ∞. We emphasize that in the special case m = 1, the continuity result (1.11) for spectral shift functions with respect to trace norm convergence of resolvent differences was derived by Yafaev [21, Lemma 8.7.5] . To be able to apply this to elliptic partial differential operators (particularly, to Dirac and Schrödinger-type operators in R n , n 2, cf., e.g., [22] , [23] , [24, Chs. 3, 9] ), one typically needs m sufficiently large, depending on n (especially, for n 4). It was precisely this fact and concrete applications to one-dimensional as well as multi-dimensional Dirac-type operators without a mass gap (rendering these Dirac-type operators non-Fredholm) which are approximated by certain pseudo-differential operators, that motivated us to write this note. The Witten index for these types of non-Fredholm Dirac-type operators (a concept extending the Fredholm index) is computed in terms of spectral shift functions and the latter are approximated by the spectral shift functions corresponding to the pseudo-differential approximants. Due to limitations of space we will not go into further details at this point but refer to [7] - [9] (see also [14] ).
Results of the type (1.11) and extensions thereof are treated in detail in Section 4, employing [21, Lemma 8.7 .5], [22] , and particularly the results derived in Sections 2 and 3.
Finally, we briefly describe some of the notation used in this note. The symbol B p (H), p ∈ [1, ∞), denotes the standard ℓ p -based Schatten-von Neumann trace ideals over the complex, separable Hilbert space H, B ∞ (H) denotes the ideal of compact operator in H, and if X is a Banach space, B(X ) denotes the Banach space of all bounded, linear operators on X .
The family of strongly right-continuous spectral projections associated to a selfadjoint operator A in H is denoted by {E A (λ)} λ∈R , with
The notation s-lim n→∞ T n stands for the strong (i.e., pointwise) limit of a sequence of bounded operators {T n } 
Norm Bounds Controlled by Powers of Resolvents via DOI
The principal aim of this section is to prove (2.52) which shows how trace ideal bounds of resolvent powers of self-adjoint operators in H control those of a sufficiently large class of functions of such operators.
Throughout, we denote by J A,B φ the linear mapping defined by the double operator integral
where E A , E B is spectral measures corresponding to the self-adjoint (respectively, unitary) operators A, B. We refer to [4] for the precise definition and general properties of the double operator integrals. It is known that if φ(λ, µ) = a 1 (λ)a 2 (µ), (λ, µ) ∈ R 2 , for some bounded functions a 1 and a 2 on R, then J
Depending on the function φ, the operator J A,B φ (T ) is bounded. Below we will recall a result describing the class of functions φ such that
is a bounded operator. We introduce
where ρ = ρ A ⊗ ρ B denotes the product measure of ρ A and ρ B , the latter are suitable (scalar-valued) control measures for E A and E B , respectively. (E.g., ρ A (·) = j∈J (e j , E A (·)e j ) H , with {e j } j∈J a complete orthonormal system in H, J ⊆ N an appropriate index set, and analogously for ρ B .) In addition, we set
For simplicity, we denote 
Remark 2.1. By interpolation, the inclusion φ ∈ M implies that φ ∈ M p for any
We also recall the following result. 8) where (Ω, dη(t)) is an auxiliary measure space and
In the proof of the main theorem of this section, we need two results from [22] and [4] . Since these results were stated without proof in those papers, we now supply a proof for convenience of the reader. 
where φ(ξ, µ) stands for the partial Fourier transform of φ with respect to the first variable,
Proof. In view of m 1 < 1 < m 2 , (2.14) one obtainŝ
. Therefore, by (2.11) and Hölder's inequality, one obtainŝ
By the inverse Fourier transform
Next, introduce the functions 
and is differentiable with respect to λ with
where the constant C K is independent of µ. Assume, in addition, that for every fixed µ ∈ R lim
where the limits exist by
Proof. By (2.21) and (2.23) the function
is well-defined and bounded on R.
We set 
Furthermore, by the definition of the function h,
and therefore,
Hence, by (2.22) for λ > 0,
for an appropriate constant C > 0. A similar estimate for λ < 0 yields :
Since the function k is bounded one infers that the operator J is also bounded on any
, p ∈ [1, ∞), do not depend on the spectral measures E A and E B .
Proof. This follows from the proof of Proposition 2.4 and Theorem 2.3.
To prove the norm bounds required for the proof of Proposition 4.6, we now introduce the following assumption. Hypothesis 2.6. Assume that A and B are fixed self-adjoint operators in the Hilbert space H, p ∈ [1, ∞), and there exists m ∈ N, m odd, such that for all z ∈ C\R,
The following construction is taken from [22] . Fix a bijection ϕ : R → R satisfying for some c > 0 and r > 0,
Let r > 0 be such that φ(λ) = λ m for |λ| r. We choose a function θ ∈ C 2 (R) such that θ(λ) = 0 for |λ| r/2, θ(λ) = 1 for |λ| r and
We note that g 2 ∈ C 2 (R) with compact support. Thus,
Next, we denote
where a ∈ R\{0}. In [22, Proposition 3.3] it is proved that there exists a (sufficiently small) a 1 ∈ R\{0}, such that the function G 1,a1 satisfies the assumption of Proposition 2.4. Therefore, Proposition 2.4 implies that
and
for some constant C 1 = C 1 (a 1 , m) ∈ (0, ∞) (and a corresponding estimate for the B(H)-norm). Moreover, in [22, Proposition 3.2] it is proved that there exists a (sufficiently large) a 2 ∈ R\{0}, such that the function G 2,a2 satisfies the assumption of Proposition 2.4. Therefore,
for some constant C 2 = C 2 (a 2 , m) ∈ (0, ∞) (and a corresponding estimate for the B(H)-norm). We note that the independence of the constants C 1 and C 2 in (2.41) and (2.43) of p ∈ (1, ∞) follows from the fact that G 1,a1 , G 2,a2 ∈ M (see Proposition 2.4) and Remark 2.1. Combining this with (2.38) one arrives at the following result. If φ satisfies (2.36), then there exist a 1 , a 2 ∈ R\{0} and
, and an analogous estimate for the uniform norm · B(H) . Next, we introduce the class of functions for which we prove the main results of this and the next sections. 
In particular, one notes that for all m ∈ N,
Let f ∈ F m (R) and let φ be as before (see (2.36)). The assumptions on the functions φ and f imply that f 0 := f • φ −1 ∈ F 1 (R) (see [22] ). It follows from the discussion before [21, Theorem 8.7 .1] that there is a continuously differentiable function g on T, with g ′ satisfying the Hölder condition with exponent ε > 0, such that
where γ(λ) = λ+i λ−i , λ ∈ R, denotes the Cayley transform. We denote U = γ(φ(A)), V = γ(φ(B)). By (2.44), there exist a 1 , a 2 ∈ R\{0} and a constant C = C(a 1 , a 2 , m) ∈ (0, ∞) such that
, and an analogous estimate for the uniform norm · B(H) . Since g ′ satisfies the Hölder condition with exponent ε > 0, the double operator integral J U,V g [1] , where 
(and the corresponding estimate for the uniform norm · B(H) ). Here the constant C = C(f, a 1 , a 2 , m) ∈ (0, ∞) is independent of p ∈ (1, ∞) (see Remark 2.1).
Remark 2.8. Assume Hypothesis 2.6 with p ∈ (1, ∞). Then estimate (2.52) holds for a wider class of functions f , and the constant C can be sharpened. Indeed, assume that function f on R is such that the function g on T defined by (2.48) is a Lipschitz function on T. 
, where the constants
Remark 2.9. In the special case m = 1, an inequality similar to (2.52) was derived for f ∈ A(R) in [15] using the notion of almost analytic extensions. Specifically, it was shown in [15] that for each fixed z 0 ∈ C\R and each f ∈ A(R), there exists a
Here A(R) is defined as
with the class S β (R), β ∈ R, consisting of all functions f ∈ C ∞ (R) such that 
57) for some p ∈ [1, ∞) ∪ {∞} and some m ∈ N, then
In the case where S j , j = 1, 2, are bounded from below, see also [21, Proposition 8.9.2]. Hence, if (2.57) holds for some m ∈ N, we may, without loss of generality, assume that m is odd (as we will in subsequent sections). ⋄
Limiting Process for Double Operator Integrals
The main purpose of this section is to prove Theorem 3.7. Let A n , B n , A, B be self-adjoint in the Hilbert space H. We recall the definition of the classes A s r (E A ) and A s l (E B ) (cf., e.g., [3, p. 40] ). Suppose φ( · , · ) admits a representation of the form
where (Ω, dη(t)) is an auxiliary measure space and
and introduce
and We note that the definitions of the classes A s r (E A ), A s l (E A ) impose certain restrictions on convergences A n −→ A and B n −→ B as well as on the properties of the function φ, given in (3.1).
Proof. We prove the assertion only for the set A s r (E A ), since for the set A s l (E B ) the proof is similar.
Let the functions φ and ψ have the representations
for some measure spaces (Ω i , dη j (t)), and functions α j , β j , j ∈ {1, 2}. Let (Ω, Σ, dη(t)) be the direct sum of the measure spaces (Ω 1 , dη 1 (t)) and (Ω 2 , dη 2 (t)) (so Ω = Ω 1 ⊔ Ω 2 , the disjoint union of Ω 1 and Ω 2 , etc.). Define the function
Evidently, the function α satisfies condition (3.2). In addition,
where a (j) n (·) and a (j) (·) denote the operators defined by (3.3) with respect to the functions α j , j ∈ {1, 2}. Hence, for every fixed v ∈ H,
Our proof of Theorem 3.7 is based on the following result in [3] .
(3.12)
In order to formulate the main results of this section later on, we introduce the following assumption. Hypothesis 3.3. Let A, B, A n , B n , n ∈ N, be self-adjoint operators in a separable Hilbert space H and suppose that Proof. This argument is based on the proof of Theorem 2.3. Let (Ω, dη(t)) = (R, dt) and let α(λ, t) = e iλt |t| m1
, n ∈ N. (3.14) 
The next corollary is an immediate consequence of Lemma 3.4 and Proposition 2.4. Proof. As in the proof of Proposition 2.4 (see (2.24) and (2.25)), we set 20) and write K(λ, µ) = h(λ, µ) − k(µ). (3.21) As established in the course of the proof of Proposition 2.4, the function h satisfies the assumption of Theorem 2.3. Therefore, by Lemma 3.4 we have h ∈ A s r (E A ). In addition, for the function φ(λ, µ) := k(µ) we can write φ(λ, µ) =ˆR α(λ, t)β(µ, t) dm(t), (3.22) where α(λ, t) = 1, β(µ, t) = k(µ), and m is the measure defined on the σ-algebra 2 R by setting
Since for the function α(λ, t) = 1, the corresponding operators a(t) and a n (t), defined in (3.3) are just the identity operator, it is clear that the function φ belongs to the class A s r (E A ). Hence, equality (3.21) combined with Proposition 3.1 implies that K ∈ A s r (E A ).
To proceed further, we now strengthen the assumptions on the operators A n , A and B n , B, n ∈ N, as follows. Hypothesis 3.6. In addition to Hypothesis 3.3 we assume that for some m ∈ N, m odd, p ∈ [1, ∞), and every a ∈ R\{0},
and lim
With this hypothesis in hand, the following theorem is the main result of this section.
Theorem 3.7. Assume Hypothesis 3.6. Then for any function f ∈ F m (R),
Proof. Fix a bijection φ : R → R, satisfying (2.36). The proof is divided into two steps:
Step 1. In this step we prove that
Let g 1 , g 2 be as in (2.37). By (2.38) one infers
Thus, to prove the assertion of step 1 it suffices to show that
Since the proofs of these assertions are very similar, we prove the first one only. Let G 1,a be the function defined by (2.39). It is proved in [22, Proposition 3.3 ] that there exists 0 = a 1 ∈ R such that the function G 1,a1 satisfies the assumption of Proposition 2.4. Thus, (see the notation (3.24)),
Next, we prove the convergence of each term on the right hand side of (3.30) separately.
For the first term on the right-hand side of (3.30), Proposition 2.4 and Corollary 2.5 imply that J An,Bn G1,a 1 ∈ B(B p (H)) uniformly for n ∈ N. Hence, by (3.25), one obtains lim
For the second term on the right-hand side of (3.30) we claim that concluding the proof of step 1.
Step 2. Denote by γ(λ) = λ+i λ−i , λ ∈ R, the Cayley transform. We set U n := γ(φ(A n )), n ∈ N, U := γ(φ(A)), (3.33) and
, one concludes that s-lim n→∞ U n = U , and similarly, s-lim n→∞ V n = V . Furthermore, the convergence (3.27) implies that
Let f ∈ F m (R). The assumptions on the functions φ and f imply that f 0 := f • φ −1 ∈ F 1 (R) (see [22] ). It follows from the discussion before [21, Theorem 8.7 .1] that there is a continuously differentiable function g on T, with g ′ satisfying the Hölder condition with exponent ε > 0, such that
(3.36)
One confirms that
(3.38) Thus, to prove the convergence (3.26) it suffices to show that
Since g ′ satisfies the Hölder condition with exponent ε > 0, the double operator integrals J Un,Vn g [1] , J U,V g [1] , where
are bounded operators on B p (H), p ∈ [1, ∞), with uniformly bounded norms (with respect to n) [2, Theorem 11]. Thus, 
Moreover, since g ′ satisfies the Hölder condition with exponent ε > 0, a combination of [3, Proposition 7.5] and [3, Theorem 5.9], as well as the discussion following the latter theorem, implies that g [1] belongs to the class A ( In this section we apply a continuity result for spectral shift functions ξ( · ; B, B 0 ) with respect to the operator parameter B in terms of trace norm convergence of resolvents derived by Yafaev [21, Lemma 8.7.5] and extend it to the case where powers of resolvents converge, employing Sections 2 and 3 and the treatment in [22] .
Throughout this section, we suppose the following set of assumptions:
Hypothesis 4.1. Assume that A 0 and B 0 are fixed self-adjoint operators in the Hilbert space H, and there exists m ∈ N, m odd, such that,
We denote by ϕ : R → R a bijection satisfying for some c > 0,
Following [22] , one thus introduces the class of spectral shift functions for the pair (B 0 , A 0 ) (cf. [6] , [21, Ch. 8] for details) via
since upon introducing the new variable
the inclusion (4.3) yields
Taking into account the change of variables (4.6), the corresponding trace formula then is of the form
where the second equality follows from Krein's trace formula for resolvent comparable operators, that is, pairs of self-adjoint operators whose resolvent difference is trace class (see, e.g., [21, Ch. 8] ); the fact that the function
, is guaranteed by (2.36). If S and T are self-adjoint operators in H and for some z 0 ∈ C\R,
then actually
a fact which follows from the well-known resolvent identity (see, e.g., [20, p. 178] ),
However, an analogous result cannot hold for higher powers of the resolvent as the following remarkably simple example illustrates.
Example 4.2. Suppose H is an infinite-dimensional Hilbert space, and let P j ∈ B(H), j ∈ {1, 2}, be infinite-dimensional orthogonal projections with
Evidently, A 2 = B 2 = 3I H , and
Similarly, one obtains (B − iI H ) 3 = −8iI H , and consequently,
However, if z ∈ C\{i}, then
Taking, for example, z = 3i in (4.16), one computes 17) and similarly,
Computing inverses, one infers 20) so that 21) due to the fact that P 2 is an infinite-dimensional projection in H.
Due to these reasons we are assuming the trace class hypothesis (4.1) for all z ∈ C\R, whenever m 2.
Definition 4.3. Let T be self-adjoint in H and m ∈ N odd. Then Γ m (T ) denotes the set of all self-adjoint operators S in H for which the containment 22) holds.
One observes the following transitivity property: if B ∈ Γ m (A) and C ∈ Γ m (B), then C ∈ Γ m (A), as well. In view of (4.1), one infers B 0 ∈ Γ m (A 0 ) in the notation of Definition 4.3.
We note that for each m ∈ N, Γ m (T ) can be equipped with the family D = {d m,z } z∈C\R of pseudometrics (see [13, Definition IX.10 .1] for a precise definition) defined by
For each fixed ε > 0, z ∈ C\R, and S ∈ Γ m (T ), define 24) to be the ε-ball centered at S with respect to the pseudometric d m,z . 
In order to state the main results of this section, we introduce one more hypothesis. The following theorem represents the principal result of this section. 
For each τ ∈ [0, 1], let ξ( · ; B τ , A 0 ) denote the spectral shift function for the pair (B τ , A 0 ) defined by (4.29). Evidently, (4.30) holds, and it only remains to establish continuity of ξ( · ; B τ , A 0 ) with respect to the L 1 (R; (|ν| m+1 + 1) −1 dν)-norm. To this end, one applies (4.29) and makes the change of variable in (4.6). Consequently,
Next, one obtains the following estimates on the weight of the measure on the right-hand side of the equality in (4.31):
for some constant C 0 > 0, having used the last inequality in (2.36), and
(4.33)
Combining (4.31), (4.32), and (4.33), and setting C := max{1, C 0 },
and continuity of ξ(
In particular, there exists a subsequence of {ξ( · ; B τn , A 0 )} n∈N which converges pointwise a.e. to ξ( · ; B 0 , A 0 ) as n → ∞. ⋄
We conclude with an elementary consequence of Theorem 4.7.
In the special case of one-dimensional systems, particularly, Schrödinger and Dirac-type operators on R or (0, ∞) with sufficiently short-range potentials, the scattering phase shift is known to coincide with the spectral shift function (up to a constant factor) and continuity of scattering phase shifts with respect to the potential coefficient is known (see, [5, Theorem 5.5] ).
In conclusion, we note once more that in the special case m = 1, the continuity result for spectral shift functions with respect to trace norm convergence of resolvent differences was derived by Yafaev [21, Lemma 8.7.5] . The principal purpose of this section was to extend this result to higher odd integer powers m of resolvents in order to make this continuity result available to n-dimensional elliptic partial differential operators (e.g., Schrödinger and Dirac-type operators) for which m has to be chosen sufficiently large, depending on n ∈ N. ∞,1 . Since in this case g [1] ∈ M, one also concludes that g [1] ∈ M p and g M , p ∈ (0, ∞). Therefore, the dependence of the constant in (A.9) on p can be eliminated.
(ii) On the other hand, if one is interested in the p-dependence of such a constant, the following can be asserted: Assume that (A.3) holds for p ∈ (1, ∞) and let f • ψ , p ∈ (1, ∞).
(A.10) ⋄
To have a result similar to Theorem 3.7 we need to impose additional assumptions on the function f . (T n ) − J A,B
g [1] (T ) = J An,Bn g [1] (T n − T ) + J A,B g [1] (T ) − J A,B g [1] (T ) .
(A.14)
The convergence of the first term on the right hand-side above can be proved as in Theorem 3.7. To prove the convergence of the second term, it is sufficient to show that g [1] ∈ A 
