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 Heat transfer enhancement research has long been concerned with keeping pace 
to the rapidly increasing cooling demands of high performance electronics. In addition to 
requiring the removal of higher heat fluxes as device miniaturization continues, the 
operating temperature limits remain essentially the same. The rapid removal of large 
quantities of low quality heat presents a formidable challenge to thermal systems 
engineers. In such applications, single-phase forced convection thermal management 
(TM) schemes are no longer adequate.  High energy density thermophysical phase 
change materials, such as the boiling of water, have proven capable of handling high 
heat fluxes, but suffer the drawback of requiring temperatures that are outside the 
acceptable range for high-power electronics cooling. Recently, the use of high energy 
density endothermic chemical reactions as an alternative to thermophysical phase change 
materials has shown promise.  One particularly attractive reaction for thermal 
management purposes is the endothermic decomposition of ammonium carbamate (AC), 
due to both its high energy density and comparatively low reaction temperatures that are 
amenable to electronics cooling. 
In this study, we propose to facilitate the development of thermal management 
systems based on AC (or similar reactions) by a combined experimental and theoretical 
approach. The objective is to elucidate the combined effect of heat transfer, mass 
transfer, momentum transfer, and chemical kinetics on the thermal management 
capabilities of a heat exchanger-chemical reactor (HEX reactor) utilizing an AC-heat 
transfer fluid slurry. A model to describe the reaction kinetics in the presence of a liquid 
 
 iii 
solvent, which is presently lacking the literature, is critical to the design and 
understanding of thermochemical reaction-based TM systems. Further, this model must 
be rooted in a sound theoretical and empirical basis. Currently, there are no published 
experimental chemical kinetics data for the decomposition of AC in a heat transfer fluid. 
A systematic investigation of the reaction kinetics within the range of 
temperatures typical for electronics cooling was conducted to obtain real-time 
calorimetric and species concentration data. Fundamental insights gained from the 
experimental chemical kinetics study were used to develop a general reaction model 
framework for AC decomposition in the presence of a solvent. This model serves as the 
source term in the thermal energy conservation equation, which in turn is required to 
model and predict HEX reactor performance. The reaction model parameters were 
estimated from the experimental results using numerical optimization and validated at 
temperature between 55°C and 70°C, concentrations between 25 g/L an 50 g/L, and 
particle sizes between 800μm and 100μm. A 1-dimensional, multi-phase HEX reactor 
model was developed, incorporating the parameterized reaction model and validated 
against data from the literature. 
In this report, we demonstrate the experimental findings and the subsequent 
model development, comparison to experimental trends, validation, and comparison to 
published data for HEX reactor thermal performance with AC decomposition. Critical 
factors of design interest are identified and explored to improve fundamental 
understanding of the complex thermal, hydrodynamic, and chemical phenomena 
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CHAPTER I  
INTRODUCTION 
It is a well-known issue in the area of electronics and power systems cooling that 
conventional thermal management schemes reliant on forced convection are not 
amenable to the continued trend of device miniaturization and the consequent increase in 
heat flux demands [1]. In such applications, there are severe constraints on the allowable 
operating temperature (typically between 30 - 80°C) even as the heat flux demands 
continue to increase. Thermophysical approaches such as phase-change materials 
(PCMs) [2,3] have offered some reprieve by increasing the effective energy density of 
the heat transfer medium within the working temperature range restrictions. 
Nevertheless, it has been pointed out that thermochemical reactions, possessing 
fundamentally higher latent heat [4] than thermophysical PCMS, have the potential to 
serve as vastly superior thermal management materials. Justification for pursuing a 
thermochemical-based TMS would require there to be a significant advantage over, say, 
boiling of water (with a latent heat of ~2000 kJ/kg). For certain highly endothermic 
reactions – namely, the endothermic decomposition of ammonium carbamate [5,6] – this 
advantage comes in the form of reaction temperatures in the neighborhood of 60°C at 
atmospheric pressure, with an enthalpy of reaction between 1800 – 2000 kJ/kg [7-9]. In 
contrast, boiling of water – which might be considered as the “gold standard” method for 
addressing high heat flux thermal loads – requires temperatures in excess of 100°C at 
atmospheric pressure.  
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The early work with AC conducted by Schmidt et al. [10] in a batch reactor 
showed that - even at laboratory scales - the decomposition of AC was capable of rapidly 
absorbing appreciable quantities of heat in a 1 L batch reactor at temperatures between 
30 – 60°C (with the aid of a vacuum pump). However, the batch reactor apparatus used 
in the aforesaid work is not realistic for practical, scaled-up thermal management 
systems due principally to the poor volumetric heat transfer capabilities of stirred tank 
reactors, a drawback that has spurred no small degree of research effort by chemical 
engineers [11]. In effect, full realization of the thermal management potential for high 
energy density reactions is to a large extent limited by the equipment used to serve as an 
interface between the thermal load and the reacting species. Thankfully, there is a 
substantial body of research showing unequivocally that open flow chemical reactors 
that combine channel geometry optimized for mixing intensity and high surface area-
per-unit-volume are capable of leveraging chemical reactions with high enthalpies of 
reaction [12], a practice that falls under the realm of what the chemical engineering 
literature has dubbed “process intensification”. Such reactors are commonly referred to 
as Heat EXchanger reactors, or HEX reactors [12]. The obvious merit is that the high 
heat transfer performance capabilities of compact heat exchangers serve as enabling 
vehicles to match high heat transfer demands with high energy density chemical 
reactions.  
For the case of AC decomposition, Johnson et al. [13] proposed a chevron plate 
heat exchanger (PHE) as a HEX reactor to form the basis for a TMS system utilizing a 
slurry of milled solid AC particles and propylene glycol (PG). Chevron PHEs have been 
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well-studied in both single phase flows [14-17] and more recently, multiphase flows 
(especially in the case of boiling and condensation of refrigerants) [18-22]. Channels are 
formed by two stacks of stamped wavy pattern plates, where the troughs and crests of 
the stamped plates are oriented in a chevron pattern with respect to the axial direction. 
Within a single channel, the upper and lower chevron patterns are in opposing directions, 
which has been shown to promote intense mixing by inducing secondary swirl flows [23, 
24]. The secondary swirl flows enhance both mixing and heat transfer, both of which are 
important aspects for chemical reactors [12]. Additionally, chevron PHEs are modular 
and can be disassembled for maintenance and inspection relatively easily when 
compared to shell and tube heat exchangers and their capacity can be increased merely 
by installing additional stamped plates onto the frame.  Johnson et al.’s [13] reactor 
design was, at the time of its publication, the only known three-phase HEX reactor 
design comprised of a chevron plate heat exchanger that was used for thermal 
management purposes. The system they developed was capable of continuously 
generating and feeding a reacting slurry with inline solid-liquid mixing and dispersion; 
the solids concentration of the slurry could be varied in real-time to match heat load 
demands. The design also incorporated solid-liquid separation. The concept was 
essentially to change what was a heat transfer problem into a mass transfer problem – the 
heat load was used to drive the decomposition reaction, after which the gas products 
were separated and removed from the process.  
Niedbalski et al. [25] conducted an experimental investigation of the reacting 
multiphase flow characteristics in the reactor design developed by Johnson et al [13] 
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utilizing the neutralization reaction of sodium bicarbonate and acetic acid in a PG-water 
mixture to represent a generic gas-generating reacting flow. The flow visualization and 
pressure drop analysis presented showed that the chevron PHE was capable of handling 
a large volume of gas generation without developing conditions that would prove a 
barrier to heat transfer. They also observed that for both low and high gas generation 
rates the multi-phase flow appeared to be well dispersed. Based on these observations, 
Niedbalski et al. [26] developed a plug flow model for the chevron PHE HEX reactor to 
estimate the thermal performance of the reactor with the decomposing AC slurry. The 
reactor model proposed yielded calculations suggesting favorable scale-up attributes due 
to both the efficient thermal performance of the chosen HEX reactor equipment, and the 
high energy density and rapid chemical kinetics of AC decomposition. However, the 
model had not been validated against experimental data for AC decomposition in PG, 
and its relatively simple nature raises questions as to its applicability to arbitrarily broad 
operating conditions and HEX reactor types. Lastly, the decomposition kinetics was 
presumed to be described satisfactorily by a single algebraic relation that was developed 
for AC decomposition in the absence of a solvent. As it will be shown in this report, a 
much more nuanced approach is necessary to adequately capture the chemical kinetics. 
In summation, the early work [5,6,10,13,25,26] investigating the viability of utilizing 
endothermic reactions (AC decomposition in particular) show remarkable potential from 
a proof-of-concept viewpoint. To advance this approach to thermal management to a 
more technically mature level, greater scrutiny must be applied toward understanding the 
underlying coupled transport phenomena and chemical kinetics. Therefore, in this work, 
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we address two areas of need in order to enable further development of an ammonium 
carbamate-based HEX reactor as a viable thermal management platform: 
 The present lack of experimental data characterizing the decomposition kinetics in 
the presence of an inert carrier fluid, and; 
 A model that incorporates these experimental insights toward predicting the 
coupled chemical kinetics, mass transfer, momentum transfer, and heat transfer.  
The first point is accomplished by an experimental characterization of the solvent 
and decomposition product interactions, coupled with a calorimetric and spectroscopic 
kinetic study. The fundamental insights gained from the experimental effort form the 
basis for a reaction rate model for the decomposition of AC in PG; this model then 
serves as a source term in the energy transport equation for the HEX reactor. 
Experimental data reported by Johnson et al [13] will be used to validate both the flow 
model developed for the HEX reactor, and the coupling with the chemical kinetics 
model.  
Accordingly, this report is comprised of seven chapters:  
 Chapter II describes the experimental work that has been conducted to characterize 
the decomposition of AC in a heat transfer fluid (propylene glycol, or PG);  
 Chapter III discusses the theoretical foundation developed from the experimental 
observation of Chapter II, which serves as the basis for modeling the 
decomposition of AC in PG; 
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 Chapter IV develops the methodology to estimate the kinetic parameters for the 
model presented in Chapter III. The estimated parameters are discussed and the 
associated model predictions are compared to in situ spectroscopic measurements 
of gas released by the decomposition of AC in PG; 
 Chapter V introduces a combined experimental and a dynamic lumped element 
modeling technique to obtain calorimetry measurements of an unsteady, energetic 
reaction. This technique is combined with the kinetic model parameterized with 
the results obtained in Chapter IV to estimate the heats of reaction and dissolution 
for each step in the decomposition reaction; 
 Chapter VI adapts the kinetic model to a modular plug flow HEX reactor model. 
The new HEX reactor model is validated against data in the open literature for AC 
decomposition in a chevron plate heat exchanger HEX reactor. The model’s ease 
of integration with numerical optimization techniques is demonstrated through an 
operating condition optimization study. 
 Chapter VII discusses conclusions to be drawn from the present body of work, and 






As it stands, only a narrow range of published works have considered the 
decomposition kinetics of AC when exposed only to its gas products (e.g., [27,28]). 
Schmidt et al. [10] conducted the first (and presently, only) experimental study of AC 
decomposition immersed in a solvent, but offered only qualitative observations and did 
not explore the kinetics in detail. The experimental work conducted in this study 
addresses the present lack in understanding of the mechanisms governing the rate of AC 
decomposition when immersed in a solvent (PG). There were two complementary 
experimental studies accomplished: a study of the interaction between the gaseous 
decomposition products and the solvent, and a calorimetric and spectroscopic study of a 
reacting AC slurry within temperature and pressure ranges relevant to electronics 
cooling applications. Quantitative and qualitative data were obtained that proved 
instrumental in developing the reaction model framework presented in Chapter II.   
 
2.1 Solubility Study 
In the previous theoretical study by Niedbalski et al. [26], the interactions 
between the decomposition products NH3 and CO2 was ignored. However, as will be 
shown, the hold-up of gas products in solution acts as a potential hindrance to the 
reaction rate, and thus an understanding of solvent’s capacity to retain the decomposition 
products is necessary to understanding the chemical kinetics. In this section, we discuss 
the NH3-PG equilibrium study that was conducted to ascertain the solubility limits of 
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NH3 in PG at atmospheric pressure and temperatures between 55°C and 75°C. It was 
determined that CO2 had negligible solubility in PG compared to that of NH3, and thus 
the scope of these experiments was limited NH3. 
 
2.1.1 Experimental Design 
Figure 1 shows a diagram of the absorption apparatus. Anhydrous NH3 is 
metered by a thermal mass flow controller (MFC) (MKS Instruments 1479A) at 
approximately 7.3 SCCM (referenced at 0°C) into a stainless steel jacketed absorption 
tube containing a 25, 30, or 40 ml sample of PG, wherein absorption occurs as the gas is 
bubbled through the liquid sample by means of a small sparging tube. Excess (i.e., NH3 
bubbles that are not completely absorbed) exit the absorption tube and pass through a 
differential pressure-based mass flow meter (MFM) (Alicat Scientific MS-series) before 
venting into the fume hood exhaust. The mass absorbed is calculated by integrating the 
difference between the MFC and MFM. The PG sample temperature is regulated by a 
300W laboratory thermostat (Thermo Scientific Neslab RTE17) circulating water. This 
arrangement is shown in Figure 2. The absorption vessel consisted of a 1” OD stainless 
steel tube (“absorption tube”) with two KF25 high vacuum rated flanges at the inlet and 
outlet, having a total overall volume of 110 ml. The absorption tube was mated with a 
4.5” stainless steel flange by a ¾” NPT adapter welded just below its outlet arm; this 
flange was in turn mated with the circulation jacket flange and sealed with a Buna-N 
gasket. Approximately 70 ml of the absorption tube volume extended into the circulation 
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jacket, and hence even the largest PG sample would be within the heated region of the 
tube.   
The absorption process occurred within 0.2-0.4 psi of atmospheric pressure. 
Once the differential mass flow was less than 0.1 sccm, the PG sample was declared to 
have reached a saturated state; this condition was further verified by closing the isolation 
valves to seal the absorption tube and monitoring the change in pressure – if a 
measurable (0.05 psi) drop in pressure occurred, the valves were opened and flow 
resumed. This pressure-checking procedure was repeated until no additional changes 






Figure 1. Sectional view of absorption vessel showing absorption tube, circulation 
jacket, and sparging tube 
 
 




2.1.2 Uncertainty Analysis 
Table 1 shows the instrumentation used as part of the absorber and their 
associated uncertainties: 
 
Table 1. Instrumentation and associated uncertainty used in NH3 solubility 
experiments 
 
Instrument Make / Model Uncertainty 
Mass Flow Controller (MFC) MKS 1479 +/- 1.2% 
Mass Flow Meter (MFM) Alicat MS-10 
+/- 1.3% (0.8% 
reading + 0.2% FS) 
Temperature Probe Omega Eng. T-type +/- 0.1°C 
Pressure Transducer Omega Eng. PX409 +/- 1.0% Reading 
Pressure Calibrator Heisse PTE-2 +/- 0.05% 
 
The total internal volume of the absorber, including the tubing, was measured at 
175 ml by sealing the vessel and feeding a fixed flow rate of NH3 while monitoring the 




The error in the rate of pressure increase was estimated from the leak integrity of 
the sealed vessel at 10 psig, which amounted to 0.1 ml/min. Thus, we have PP  / = +/- 
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0.7%. From Table 1, it follows that nn  / = +/-1.3%. Applying the Klein-McKlintok 
method to Eq. (2.7), one obtains: 
 
     222 deadMFMMFCabs VVVm     (2.2) 
 
which evaluates to +/- 4.0% if one takes the smallest absorbed mass at 75°C (~1.1 g). 
 
2.1.2 Results and Analysis 
First, we address that the volume between the absorption tube and the MFM 
contained air at the start of the experiment, and the differing viscosities of air and NH3 
introduces an error in the differential mass transfer measurement. A simple correction 
factor was applied to the total calculated NH3 absorption, assuming that by end of the 
experiment all air in the headspace of the absorption tube and the tubing leading to the 
MFM was completely displaced by NH3. The MFM used in this study incorporated a 
laminar flow element in a microchannel to measure the differential pressure of the flow, 
and thence compute the mass flow rate [29]. Therefore, from the well-known equation 
for fully-developed laminar flow in a channel of constant cross section, the voltage 
signal vj generated by the MFMs differential pressure transducer is directly proportional 
to the viscosity µj of the fluid species j and its volumetric flow rate : 
 
jjj VAv
*  (2.3) 
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Where A* is a detector constant which includes the Δv/ΔP calibration coefficient. It is 
assumed for this analysis that NH3 and air form a binary gas mixture whose viscosity µg 
is given by: 
 
g a a air airy y     (2.4) 
 
where 
ay  is the mole fraction of NH3, airy is the mole fraction of air, a is the dynamic 
viscosity of NH3 and air is the dynamic viscosity of air.  It shall be demonstrated shortly 
that this mixture viscosity model is appropriate. Let signify the flow rate computed 
by the MFM (the raw data recorded during the experiment) where the fluid is assumed to 
be NH3. Let and be the flow rate of NH3 introduced by the MFC and the actual 
flow rate of the air-NH3 mixture through the MFM, respectively. The voltage signal 




In principle, the MFM converts v* into the apparent NH3 flow rate by substituting 






where  is the “apparent” volume flow rate of NH3 as reported by the MFM, without 
compensation for the presence of air.  The total apparent mass absorbed, 
*




Substituting Eq. (2.6) into Eq. (2.7), re-arranging, and using the fact that the air is 




where mfcV  is the cumulative volume of NH3 dispensed by the MFC, and deadV  is the 
dead volume of the absorber which was initially completely filled with air.  The last term 
in the brackets on the right-hand side of Eq. (2.8) is the correction factor, which is 
simply added to *,a absm to obtain the correct quantity of absorbed NH3. The validity of Eq. 
(2.4) was tested by allowing the MFC to dispense a constant flow rate of NH3 through 
the dry, initially air-filled absorber (without the PG sample) and comparing the MFM 
output to the known input. Assuming, initially at least, that Eq. (2.4) describes the gas 
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mixture viscosity, the ratio is simply that of 





If the gas mixture in the absorption tube is well-mixed, the NH3 in the dead volume of 














Inherent in this equation is the assumption that the viscosity of the air-NH3 
mixture is a linear mixing rule per Eq. (2.4); the validity of the MFM correction in Eq. 
(2.8) is therefore tied directly that of Eq. (2.11). An inspection of the data from 
the experiment described above, shown in Figure 3, follows the functional dependence 
predicted by Eq. (2.11), and thus validates the assumption underlying Eq. (2.8). 
 
 
Figure 3. Comparison of Eq. (2.12) predictions (dashed line) to experimental 
measurements (solid line) in a dry absorption tube initially filled with air 
 
 
The dashed curve in Figure 3 required a slight adjustment by giving a 
value of 0.00155 s-1 instead of its nominal value of 0.000788 s-1, which is based on an 
MFC input of 7.34 sccm (the maximum controllable flow rate of NH3 for the particular 
model used in this study) and an absorber dead volume of 155 ml. Despite this 























approximation, the overall agreement between the absorption tube filling experiment and 
predictions by Eq. (2.12) is excellent and we are justified in adopting the mass 
absorption correction in Eq. (2.8) for interpreting the following results. 
The mass absorption of NH3 in PG was measured over a temperature range of 
50°C and 75°C at atmospheric pressure. shows a plot of the mole fraction at saturation of 
NH3 in PG as a function of temperature, and also a plot of the best fit line to the data. 









   
 (2.13) 
 
Where T is the temperature in °C and the fitting parameters A and B take the values of 
3212 K and -12.744, respectively. This correlation could reproduce the experimental 
data with an average error of 2.1% and a maximum error of 5%. In the interest of the 
gas-solvent interactions relevant to AC decomposition in PG, it is useful to compare the 
solubility of NH3 against that of CO2, which is also generated during the reaction. 
Galvao and Francesoni [30] studied experimentally the solubility of CH4 and CO2 in PG 
at temperatures ranging from 30°C to 150°C and pressures between 0.36 and 4.5 MPa. 
This data can be extrapolated to atmospheric pressure using the Henry’s coefficient 
(H2,1) values one may obtain from the slope of mole fraction vs. pressure at various 
temperatures, and used to calculate the solubility of CO2 in terms of mole fraction (also 











  (2.14) 
 
 
Figure 4. Comparison of experimental NH3 solubility measurements (black 
squares) and correlation predictions (black line); also plotted on the right axis is the 
solubility of CO2 in propylene glycol (red line), calculated from the data of Galvao 
and Francesoni [30] 
 
Comparing the data of Galvao and Francesoni and the results from this study, the 
























































2.2 Kinetics Study 
There are two objects of interest pursued in the chemical kinetics investigation 
that was conducted in this work: the rate of heat absorption and the rate gas release by 
the decomposition reaction.  The heat balance data and FTIR spectroscopic analysis of 
the desorbed decomposition products form the basis for development of the chemical 
kinetics model, both in terms of validation points and physical insight into the dominant 
mechanisms governing the reaction. In this subsection, we discuss the experimental 
methodology employed and an analysis of the quantitative data to serve as validation 
bases for the model.  
 
2.2.1 Experimental Design 
A batch reactor apparatus (Figure 5) was built to study the decomposition of 
ammonium carbamate under controlled temperature and pressure conditions. The gasses 
produced by the reaction (NH3 and CO2) are conveyed from the reaction vessel into a 
Fourier Transform Infrared (FTIR) gas analyzer (MKS instruments MultiGas 3000) for 
real-time NH3 and CO2 concentration monitoring. The reaction is allowed to occur 
within a 1-liter jacketed glass vessel, with an additional liter of headspace to allow for 
the introduction of solid ammonium carbamate into a heated, mechanically agitated 
sample of propylene glycol. All wetted materials (aluminum, borosilicate glass, PTFE, 
and Nitrile) within the reaction vessel, including the headspace and seals, were selected 
to be impermeable and chemically inert with respect to the carrier fluid, reactants, and 
byproducts. Stirring is accomplished by a rotary agitator having a propeller diameter of 
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38mm; the agitator is driven by a magnetically coupled DC motor attached to the reactor 
stand. Effluent reaction gasses are removed by a diaphragm vacuum pump (Vacuubrand 
MD1C), which, combined with a solenoid valve and a digital vacuum controller 
(Vacuubrand CVC3000), permit real-time control of the reactor pressure. To prevent 
recombination of ammonium carbamate in the exhaust lines between the reactor, 
vacuum, and FTIR sample inlet, a dry nitrogen purge is introduced into the reactor 
headspace at 9 – 10 SLPM by means of a thermal mass flow controller (MKS 
Instruments 1790A). The nitrogen purge dilutes the NH3 and CO2 discharge and acts as 
an inert carrier gas for the FTIR analyzer.   
 
 




A large bore solids dosing port was welded to the side of the reactor lid to 
accommodate a removable 25 mm dosing tube, into which the solid ammonium 
carbamate sample is loaded. The dosing tube contains a manually operated piston with a 
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PTFE ram to push the sample into the reaction vessel and initiate the decomposition 
reaction.  
Prior to each experiment, the glass reaction vessel is washed with acetone, 
followed by a 4-6 hour vacuum purge of the entire reactor assembly. Propylene glycol 
(Sigma Aldrich, 99.5% purity) is measured with a 1-L graduated cylinder and dispensed 
into the reaction vessel without further purification. The experimental procedure consists 
of a “heating” phase and “decomposing” phase. During the heating phase, the reactor is 
sealed while the agitator and heater coil bring the clean propylene glycol sample to the 
specified reaction temperature (between 55°C and 70°C). The heater output is regulated 
by a digital DC power supply (Agilent Technologies model 5770) with a 1500W 
capacity. Once the set-point temperature is obtained, the reactor is allowed to ‘stabilize’ 
until the heater output remains constant, indicating equilibrium with the surroundings 
has been attained. At this point, the vacuum pump and nitrogen purge is activated to 
deliver a baseline (i.e., no AC decomposition) to the FTIR. Throughout all tests 
performed, the CO2 and NH3 content of the clean propylene glycol samples did not rise 
above background levels, indicating the absence of volatile components that would 
provide false readings or otherwise interfere with the computation of gas-phase NH3 and 
CO2 concentrations.  
A sample of ammonium carbamate is massed and fed into the dosing tube with 
the piston in the fully retracted position. The dosing tube is subsequently clamped into 
the dosing port. The reaction is initiated by introducing the ammonium carbamate 
sample into the heated propylene glycol contained in the reactor, coinciding with the 
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activation of the vacuum pump and nitrogen purge occurring after a user-triggered time 
delay on the LabVIEW control panel. The reactor is again sealed once the piston is fully 
engaged. A T-type thermocouple probe is used to monitor the fluid temperature and 
provides the feedback signal for the heater control. Typically, the fluid temperature was 
able to be maintained within 1.5°C of the set point temperature during the course of the 
reaction, with the largest temperature excursions occurring immediately upon the 
introduction of the AC sample into the reactor.  
 
2.2.2 Uncertainty Analysis 
Following the same procedure as in Section 2.1.2, the Klein-McKlintok method 
[31] was used to estimate the uncertainty in the quantities derived from the FTIR 
concentration measurements. Table 2lists the instrumentation employed in the batch 





Table 2. Instrumentation and associated uncertainties used in batch reactor kinetic 
and calorimetric studies 
 
Instrument Make / Model Uncertainty 
Pressure Transducer Vacuubrand VSK3000 +/- 0.75 Torr 




+/- 5% (max deviation 
in calibration curve) 
Nitrogen Flow Meter Omega FMA2710 +/- 1.0% 
 








The purge flow rate uncertainty is = +/-1.0% and the uncertainty in mole fraction 
measurement is dy / y = +/- 5.0% according to Table 2 Thus, we have a total estimated 
uncertainty of +/-7.0% associated with the calculated molar flow rates. 
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2.2.3 Reactor Characterization 
FTIR measurements conducted throughout the kinetic study are ultimately to 
determine the instantaneous rate of gas release due to desorption and chemical reaction, 
and . The rapid solids dosing capability of the reactor necessitated a significant 
(approx. 1 liter) of dead volume in the head space above the AC-PG slurry. Therefore, 
the concentration trace measured by the FTIR analyzer represents the combined effect of 
mixing dynamics occurring in the reactor headspace, tubing and equipment leading to 
the analyzer and the process stream, in addition to the reaction kinetics generating the 
gasses.  Therefore, a relationship must be established between the quantities of interest, 
and , and the concentration of gaseous species in the reactor headspace. 
First, a simple experiment was devised to establish the effect of the tubing, 
fittings, and vacuum pump that convey the effluent gas sample to the FTIR analyzer, 
shown in Figure 6: 
 
 
Figure 6. PID diagram of experiment to measure effect of tubing and vacuum 




The batch reactor effluent gas sample system (tubing, vacuum transducer, 
vacuum valve, pump, and fittings) were attached, without modification, to the outlet of a 
y-fitting with 1/8” NPT connections joining two controlled streams of N2 and CO2 gas. 
This arrangement permitted a known pulse of CO2 to be introduced into the sampling 
system, with the output measured by the FTIR analyzer to be compared to the input to 
check for distortion from transport delay, axial dispersion, and mixing. Initially, the N2 
was allowed to flow at a constant rate while the CO2 MFC was commanded to maintain 
a set point of 0 slm; at time t = to , the CO2 MFC setpoint was changed to a value , 
which was maintained for the duration of the pulse. At time t = tf >to, the CO2 MFC set 
point was again set to 0. The values of cV were varied to give mole fractions of 
0.05 0.2cy  , while the flow rate of the N2 MFC was maintained at 9 slm – the same as 
that which was to be used in the kinetic study experiments. Results showing the CO2 







Figure 7. Gas-phase mass fraction of CO2 fed into effluent gas sample system 
(dashed) compared to FTIR readings (solid) for input CO2 concentrations of 5% (a, 





























It is immediately apparent that the output curve measured at the FTIR analyzer 
suffers no significant distortion with respect to the input curve; for the case of yc = 5%, a 
slight delay (roughly 1.8 seconds) is observed, whereas no discernable delay occurs in 
the case yc = 20%. These observations establish that the method of gas sample delivery 
between the reactor and FTIR analyzer do not contribute appreciable dynamics to real-
time concentration measurement. 
Next, the same experiment was repeated, but with the y-fitting replaced by the 
reaction vessel, as shown in Figure 8 
 
 
Figure 8. PID diagram of experiment to test effect of reactor headspace on a 
continuous gas sample of known concentration history 
 
The N2 stream was connected to the reactor through a 1/8” port connector on the 
top lid flange, directing a downward jet toward the gas-liquid interface 4 inches below, 
Reactor
Vacuum Pump








1500 W Digital Power Supply
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duplicating the gas purge arrangement used in the kinetic study experiments. The CO2 
stream was connected to the reactor via the 6 o’clock side instrumentation port, which 
was oriented at 45° with respect to the horizontal. The CO2 gas stream impinged on the 
gas-liquid interface 1 inch below the aforesaid instrumentation port, simulating gas 
release from a reacting AC-PG slurry. The reaction vessel was filled with 800 ml of 
clean PG, and the agitator set to 1000 RPM to replicate decomposition test conditions. 
The CO2 pulsing procedure was identical to that used in the test previously discussed.  






Figure 9. Gas-phase mass fraction of CO2 fed into reactor headspace (dashed) 
compared to FTIR readings (solid) for input CO2 concentrations of 5% (a, top) and 





























It is clear from the comparisons in Figure 9a and Figure 9b that the mixing 
dynamics in the reactor headspace must itself be modeled in order to relate the 
instantaneous release of NH3 and CO2 to the FTIR measurements.  Toward this end, we 
may model the reactor headspace as a well-mixed (i.e., no spatial inhomogeneity in 
concentration) chamber, represented in Figure 10 
 
 
Figure 10. Simplified representation of reactor headspace. jV
 signifies the 
volumetric flow rate of a gas source j, where j = a for NH3, c for CO2, and purge for 
the purge gas (N2). totV
 signifies the total volumetric flow rate of the effluent gas 
stream 
 
Applying conservation of mass to the control volume in Figure 10 and assuming 
that no gas-phase reactions occur in the reactor headspace, and that the pressure remains 
























Where is the residence time of a gaseous species j in the reactor headspace. 
To account for departure from the ‘perfectly mixed’ idealization, we introduce the 










j( )  (2.19) 
 
In the absence of gas-phase chemical reaction, and assuming the ideal gas law is 
obeyed by the mixture, khs is a function solely of advection (mixing) and diffusion 
phenomena. While the rate of gas release due to desorption and chemical reaction 
occurring in the reacting slurry is not time invariant, the volume flow rate of purge gas is 
constant, because it is the dominant source of gas, the hydrodynamic interactions 
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between the mixture constituents is approximately constant. Therefore, at least initially, 
khs is assumed to constant with respect to time. This assumption allows Eq. (2.19) to be 


























After parametric adjustment, a value of khs = 0.16 s
-1 was found to give good 
agreement between Eq. (2.20) and the data. Comparison between Eq. (2.20) and 
experiment for * 0.05cy   and 







Figure 11. Comparison of CO2 gas-phase mole fractions read by FTIR (solid) and 
predicted by Eq. (2.20) (dashed) utilizing a rate constant of 0.16 s-1 for input mass 































The general trends shown in Figure 12 are representative of the time-dependent 
behavior observed throughout the range of temperatures, particle sizes, and initial AC 
concentrations studied. The reaction rate (as seen by the mass fraction of effluent CO2) 
exhibits an initial peak, followed by a brief plateau, and finally followed by a steep 
decline. With respect to the character of the effluent NH3 histories measured, there are 
essentially two types of curves that were observed: 
1) A gradual, monotonic rise to a maximum limiting value 
2) An initial peak wherein a maximum is attained followed by a gradual decline to a 
limiting value (termed “NH3 limit” hereafter).  
Typically, type (1) occurs with coarser grained particle sizes and lower 
temperatures (for the tests conducted at 55°C, all NH3 histories presented this way), 
whereas type (2) tends to occur at higher temperatures and finer particle sizes. The CO2 
mass fraction behavior with time is remarkably similar to the reaction rates reported by 
Ramachandran et al. [28] in their experimental investigation of AC decomposition in the 
absence of a solvent. Specifically, the CO2 curves observed in this study and the dP/dt 
curves – P being the total pressure of NH3 and CO2 above the decomposing AC - 
presented in [28] both show an initially steep slope, followed by an inflection point and 
steep decline toward zero. Claudel and Boulamri [27] also reported a P(t) curve for the 
decomposition of dry AC whose derivative also followed this pattern.  
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The highest reaction rates occur within the first 100 seconds upon introducing 
AC into the reactor. Immediately after AC introduction, a vigorous white froth with fine 
bubbles is produced and expands the volume of the slurry by roughly 50 ml before 
settling shortly thereafter into a steady froth with marginally larger bubble sizes. 
Eventually, solid AC is no longer visible and the reacting mixture reaches clarity 
comparable to clean PG; the majority of bubbles appear to be born in the vicinity of the 
agitator blades. At this point, the NH3 mass fraction does not change noticeably while 
the CO2 mass fraction for all cases tested appear to decrease asymptotically toward zero. 
The CO2, mass fractions converge onto a common line, whereas the NH3 mass fractions 
will ‘level off’ at a value that depends on the reaction temperature and the initial 
concentration of solid AC.  
 
 
Figure 12. CO2 (solid) and NH3 (dashed) mole fraction history. Reaction 
temperature was 70°C, AC concentration was 37.5 g/L, and particle size range was 




























2.2.4.1 Estimation of Dissolved Ammonia Concentration 
It was demonstrated in the previous experimental section that the solubility of 
CO2 in PG is low compared to that of NH3. This observation implies that the CO2 mass 
fraction history also serves as a reliable indicator of the AC decomposition rate, as only 
a relatively small fraction would remain trapped in solution. Conversely, the NH3 release 
rate can be seen to occur in non-stoichiometric proportions since one would expect twice 
the abundance as that of CO2 if there were no interaction between the PG and reaction 
products. Indeed, assuming the solubility of CO2 may be neglected, one may calculate 




The molar flow rates of NH3 and CO2 are calculated using the mole fractions computed 












 Where the values for *
ay , 
*
cy , and 
*
purgey are acquired by directly solving Eq. 
(2.19) using the raw FTIR readings (i.e., 
ay , cy , and purgey ). Due to the low vapor 
pressure of PG [32], its contribution to the total gas flow rate is neglected. We reiterate 
here that there is certainly a non-zero quantity of dissolved CO2, albeit a small one, 
otherwise the reverse (reformation) reaction of dissolved ammonium carbamate would 
not occur, which is obviously contrary to the experimental observations. 
 
2.2.4.2 Effect of AC Concentration 
First, it is stressed that the term ‘AC concentration’ refers to the initial mass of 
solid AC per unit volume of PG. Figure 13a and Figure 13b show the impact of initial 
AC concentration on the gas-phase mole fractions of CO2 and NH3, respectively, for a 
reaction temperature of 70°C and particle sizes in the -30 + 40 mesh range. Increasing 
the AC concentration tends to broaden the base of the CO2 peak while enhancing the 
height of the peak by nearly the same proportion, thus preserving the overall shape of the 
curve. The maxima also appear to shift slightly to the left with increasing AC 
concentration.  
The NH3 mole fraction histories (Figure 13b) show that the NH3 limit settles at 
progressively higher mass fractions in direct proportion to the increase in AC 
concentration. At 25 g/L, no peak is present, but at 37.5 g/L and 50 g/L, the peak can be 
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seen to rise above the horizontal line demarcating the NH3 limit. The relative peak height 
to NH3 limit distance also increases, making the peak appear as a more distinct curve 






Figure 13. CO2 (a, top) and NH3 gas-phase mole fraction histories for initial AC 
solids concentration of 25 g/L (solid), 37.5 g/L (dashed) and 50 g/L (dot). Reaction 



































2.2.4.3 Effect of Particle Size 
Reducing the particle size likewise raises the maximum CO2 and NH3 mass 
fractions; however, the peaks become narrower both at the base and the apex while the 
maxima are shifted left, giving the appearance that the curve is being squeezed to the 
upper left as the particle size is decreased. The area under the CO2 curve does not change 
appreciably as compared to the effect of increased AC concentration. The maximum 
NH3 mass fractions are also shifted left – the opposite trend compared to increasing 
initial AC concentration. The NH3 limit does not appear to change; as the NH3 peak 
heights increase, the width of the peak narrows considerably. A comparison of the CO2 
and NH3 concentrations of four different particle size ranges is presented in Figure 14a 






Figure 14. CO2 (a, top) and NH3 (b, bottom) gas-phase mole fraction histories for 
particle size ranges -20 +30 (black), -30 +40 (blue), -40 +50 (red), -50 +60 (green). 




































2.2.4.4 Effect of Temperature 
 As one would expect, increasing the reaction temperature greatly enhances the 
height of the initial CO2 peak, as shown in Figure 15a. The dependence on reaction 
temperature of the gas-phase CO2 mass fraction is qualitatively similar to that of particle 
size, wherein the curve is sharpened near the peak and narrowed at the base (albeit to a 
far lesser extent) while its maximum is shifted to the left.  The gas-phase NH3 mass 
fractions (Figure 15b) show initial peaks that narrow at the base and apex, with maxima 
shifting up and to the left as temperature is increased in a similar manner to that of 
decreasing particle size; in comparison, however, the leftward shift is smaller in 
magnitude when compared to the enhancement in peak height. The NH3 limits occur at 
successively higher values in approximately direct proportion to the reaction temperature 






Figure 15. CO2 (a, top) and NH3 (b, bottom) gas-phase mole fraction histories at 
different temperatures: 55°C (black), 60°C (blue), 65°C (red) and 70°C (green). AC 





































The importance of gas-solvent interactions in the global reaction kinetics is 
immediately apparent in the asymptotic behavior of the CO2 and NH3 FTIR data in 
Figure 13 - Figure 15. The vastly differing solubilities of CO2 and NH3 indicate that the 
former is more readily released – hence the sharp initial peak followed by asymptotic 
decline toward 0% - whereas the latter tends to accumulate in the PG and is released 
gradually, reflected in the relatively high plateau/NH3 limit. The consequences of 
reaction products retained in solution are dictated by Le Chatlelier’s principle: the 
driving force for the reverse reaction will increase. The gradual buildup of NH3 acts to 
retard the decomposition (forward) reaction rate. After reaction times between 250-300 
seconds have elapsed, the CO2 mass fraction lingers at approximately 1% (although it is 
still decreasing very slowly), while the NH3 mass fraction remains essentially constant, 
indicating the system is very close to achieving chemical equilibrium. That this stage of 
the reaction coincides with the maximum level of dissolved NH3 is a strong indicator 
that the release rate of NH3 has become the rate-limiting step in the overall reaction.  
A representative plot of the dissolved NH3 content estimated with Eq. (2.21) is 
given in Figure 16.  This hypothesis is further corroborated by the increase in the NH3 
limits with respect to temperature and AC concentration. It is well-understood that 
increasing temperature universally accelerates reaction rates; in particular, AC 
decomposition is hastened by increasing temperature and thus shifting equilibrium in 
favor of the forward reaction. As a result, a higher concentration of dissolved NH3 must 
accumulate before equilibrium is established, which in turn presents as a greater NH3 
 
 45 
mole fraction in the effluent gas stream. It is for this same reason that the NH3 limit is 
enhanced with increasing AC concentration, as greater proportions of reactant also shift 
equilibrium in favor of the forward reaction. On the other hand, changing the initial AC 
particle size does not affect the equilibrium condition.  
The particle size comparisons in Figure 14a and Figure 14b show that finer AC 
granules, and by extension greater solid-phase surface area per unit volume at fixed AC 
concentration, will enhance the rate of reaction initially in exchange for approaching 
equilibrium more rapidly, which accounts for the narrowed CO2 peaks. The short-term 
enhancement in reaction rate causes xa to climb quickly and thus accelerate the reverse 
reaction; without additional un-reacted material or higher temperature, there is no 
chemical impetus to change the balance between the forward and reverse reaction rates 
in solution beyond t = 300 seconds. It is worth noting that the initial reaction rate 
dependence on particle surface area reveals the presence of a heterogeneous step in the 
global kinetics. At this juncture it is not yet clear whether the homogeneous and 





Figure 16. Dissolved NH3 mole fraction content at different temperatures: 55°C 
(black), 60°C (blue), 65°C (red) and 70°C (green). AC concentration was 37.5 g/L 
and particle size range was -30 +40 mesh 
 
The presence of the initial peaks in many of the NH3 FTIR data points to three 
curious facets of the reaction. First, in general, the NH3 peaks (when present) do not 
coincide temporally with the CO2 peaks. These peaks often differ by 15 seconds or 
more, the NH3 peaks occurring as the CO2 mass fraction is declining. Second, by 
comparing the representative curves of 
ay in Figure 15b to the ax curves in Figure 16, 
there are no peaks in 
ax  that correlate to the peaks in ay . And third, ax  was never found 
to exceed 30% of the NH3 solubility limit. With these details taken into consideration, it 
is evident that NH3 release is not solely accomplished by convective mass transfer to the 
reactor’s gas-liquid interface, nor is it likely to be forming bubbles, and therefore must 

















A survey of the gas-scrubbing literature showed that bubble columns [33] and 
sparged stirred tank reactors (STRs) [34-36] were capable of very high mass transfer 
rates due to localized turbulent mixing produced by bubble agitation and high gas-liquid 
contact area. It is plausible, then, that bubbles released during the course of AC 
decomposition – particularly in the first 100 seconds – may enhance the removal rate of 
NH3 through similar mechanisms. This hypothesis is corroborated by the close 
(qualitative) correlation between the concentration of bubbles in the reacting slurry and 
the gas-phase mass fraction of CO2, from which it may also be inferred that CO2 is 
primarily responsible for bubble formation. Such an inference is consistent with the 
relatively low solubility of CO2 in PG at atmospheric pressure.  
Hence, bubbles that are generated will initially have very low concentrations of 
NH3, which provides a strong driving force for mass transfer from the liquid phase. This 
driving force is further enhanced by the high specific gas-liquid contact area owing to 
the small and numerous bubbles produced at high CO2 release rates (such that  yc > 15%, 
approximately).   
Lastly, to address the offset between the NH3 peaks and CO2 peaks, one need 
only inspect Figure 17; the plot in Figure 17 is emblematic of the relationship between 
the NH3 and CO2 peaks (when applicable) observed in this study – the maxima of the 
CO2 peak occurs at the same time as an inflection point in the NH3 peak. After the 
inflection point, a gentle crest is formed as the NH3 mass fraction reaches its maximum 




Figure 17. CO2 gas-phase mole fraction, yc (solid black) compared to the time 
derivative of NH3 the gas-phase mole fraction, ya (dashed red) at a reaction 
temperature of 70°C, concentration of 37.5 g/L, and particle size range -20 + 30 
mesh 
 
The two key driving forces for gas-liquid mass transfer in STRs to consider are 
the volumetric mass transfer coefficient k ¢¢¢a , (where a is the total gas-liquid interfacial 
area per unit volume, including bubbles and the free surface between the bulk liquid and 
reactor headspace) and the concentration gradient between gas and liquid phases, 
j j jH x y [36], where Hj is Henry’s constant for gas species j and jy is the concentration 
of species j present in the medium into which the gas is desorbing. At the ya inflection 
point shown in Figure 17, yc has reached its maximum and is beginning to decrease. 
Consistent with the correlation between yc and bubble generation, the bubble 
concentration begins to decline, and with it, the volumetric mass transfer coefficient. At 
the same time, the concentration gradient is also increasing as xa continues to rise 
































evidenced by the gradual decrease in dya/dt after achieving its maximum. However, the 
buildup of NH3 in solution continues to slow the net reaction rate, which further reduces 
the volumetric mass transfer coefficient in addition to decelerating the rise in 
concentration gradient. Stated concisely, the ‘offset’ between the NH3 and CO2 peaks is 
attributable to the two driving forces for NH3 desorption changing in opposite directions, 
which effectively delays the drop in ya until several seconds after yc has begun to fall. 
The immediate implication of these conclusions is that the release rate of CO2 is 
governed by the intrinsic kinetics of AC decomposition, whereas the release rate of NH3 
is governed by mass transfer.  
This same dynamic framework can also be used to explain the qualitative 
differences between the yc and ya curves produced by changing the three experimental 
variables (AC concentration, temperature, particle size) considered in the kinetics study. 
It is useful for the purpose of this discussion to outline the following: 
 Increases in the reaction rate, which are indicated directly by yc, are accompanied 
by increases in 
adx dt and, when yc is above 15%, enhances the volumetric mass 
transfer coefficient by means of vigorous bubble generation; 
 Increases in 
adx dt  tends to decrease (or at least slow the increase of) dyc/dt as a 
result of Le Chatelier’s principle, acting in opposition to the volumetric mass 
transfer coefficient, but also increases the concentration gradient driving force for 
NH3 desorption; 
 As xa approaches the NH3 limit, both yc and adx dt appears to decay exponentially 
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These aspects, taken together, allow several possibilities for the temporal 
evolution of yc and ya depending on the relative magnitudes of the kinetic (rate 
coefficients, equilibria) and mass transfer parameters ( k ¢¢¢a , concentration gradient). 
Suppose, for instance, that changing the reaction temperature causes an enhancement in 
reaction rate that is large compared to the increase in the NH3 limit. In this case, xa 
grows quickly and approaches the NH3 limit sooner than at lower temperatures, also 
causing a rapid decline in yc ; while the growth in the concentration gradient is faster 
initially, it is also short-lived, and is therefore sooner overwhelmed by the decline in 
k ¢¢¢a , causing the ya peaks to shift leftward as seen in Figure 15b. Indeed, it can be seen 
in Figure 15a while the maximum yc is enhanced considerably, its rate of decline is more 
pronounced, which is consistent with the above scenario. This effect occurs to a greater 
extreme in the case of the particle size study, where the greater solid surface area 
concentration enhanced the height of the yc peak, but did not bring about a change in the 
NH3 limit. The accelerated growth of xa, and hence the decline in yc, is not tempered by a 
greater distance to equilibrium; a steep slope in yc is produced as the forward reaction 
quickly decelerates, which produces the yc peak-narrowing effect seen in Figure 15a. It 
then follows that the decrease in k ¢¢¢a quickly overwhelms the brief (but expedient) 
increase in concentration gradient, dramatically shifting the ya peaks to the left and 
narrowing them per Figure 14b.   
A similar analysis of the kinetics/mass transfer balance can be employed to 
account for the behavior produced by varying AC concentration. Suppose instead that 
the increase in the reaction rate is of a comparable magnitude to the increase in NH3 
 
 51 
limit. As before, the rate of xa growth increases, but the resulting decline in yc is not 
significant as the case considered before due to the relatively greater distance from 
equilibrium (see point 3 above). This would present in the yc curve as a nearly parallel 
slope (compared to other curves in the plot) during the decline from the peak yc value, 
and this is indeed the pattern seen in Figure 13a as AC concentration increases. With the 
decline in k ¢¢¢a  essentially unchanged, and the concentration gradient growing faster as 
well as over a longer time period, the point after which the overall mass transfer driving 
force begins to fall is delayed, causing a rightward shift in the ya peaks that is consistent 
with the trends noted in Figure 13b.   
The findings discussed in the chapter have allowed a general physical framework 
for the combined reaction and mass transfer kinetics to be deduced; it was found that 
NH3 has a relatively high solubility compared to that of CO2, and thus there will be a 
greater tendency for NH3 produced by the decomposition reaction to be retained as a 
dissolved species on the bulk liquid phase. By Le Chatelier’s principle, the accumulation 
of reaction products in solution will tend to increase the prevalence of the reverse 
(reformation) reaction, which will in turn tend to slow the net reaction rate. In contrast, 
the low solubility of CO2 implies that it will tend to be released into the gas phase almost 
as soon as it is produced by the decomposition reaction. After the reaction progresses to 
the point where NH3 retention in solution is appreciable, it is likely that the chemical 
kinetics enter a mass transfer-limited regime where the decomposition rate is dictated 
almost entirely by the rate at which NH3 is desorbed from the liquid phase. Another 
important implication of this hypothesis is that the release rate of CO2 observed 
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experimentally is closely tied to the chemical kinetics, whereas the release rate of NH3 is 
indicative of the mass transfer kinetics. Lastly, the inflection points in the gas-phase 
concentration histories imply a multi-step reaction [28]. 
In the following chapter, a multi-step reaction model is developed to incorporate 
these findings. It is postulated that the differing interactions between the solvent and the 
reaction products leads to two disparate timescales, and renders the mass transfer 




REACTION RATE MODELING 
The thermo-hydraulic performance of a multiphase HEX reactor consisting of k 
coexisting phases is predicated upon energy, mass, and momentum transfer within a 
given phase and across the various phases present. The local, instantaneous balance of 
thermal energy in three dimensions is expressed by the relation: 
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where  is the density, I is the specific enthalpy, u is the velocity field, σ is the Cauchy 
stress tensor, q is the heat flux field, and S  is a (scalar) volumetric source term. The 
first term on the right hand side of Eq. (3.1) represents the effect of flow work, including 
viscous dissipation. In most industrial heat transfer applications, this term is typically 
neglected because it is small compared to the second term; the energy equation is driven 
by the heat flux and, depending on the situation, the source term. The source term S   
encompasses the energy sink/source contributions of chemical reactions and other 
volumetric phenomena such as radiation absorption/emission. In this work, the highly 
endothermic and rapid chemical kinetics of ammonium carbamate (AC) means that S  is 
equally as important as q . If constitutive relations for q  are known and the velocity 
field u is also known, the solution of Eq. (3.1) is predicated upon proper representation 
and understanding of S  . 
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It is at this point that the complicated issue of coupled chemical kinetics, heat 
transfer, and momentum transfer arises. Before any attempt is made toward 
understanding the nature of this coupling and how it applies specifically to AC 
decomposition in a flow environment, it is absolutely crucial to ensure that the chemical 
kinetics of the reaction can be modeled. As it stands, no report in the literature yet exists 
that can adequately address this question; previous research [26] has explored 
rudimentary models for AC decomposition in a HEX reactor, but as was cautioned in the 
introductory chapter, a more sophisticated model of the chemical kinetics of AC 
decomposition in PG is needed. 
The approach considered here is a multiple step, multiple pathway formulation 
that assumes the simultaneous occurrence of heterogeneous AC decomposition, AC 
dissolution into the solvent, homogeneous AC decomposition, and desorption of 
dissolved gasses. For each process, candidate rate laws are adopted from the latest data 
for AC decomposition available in the literature, with modifications as needed to for 
consistency with the experimental data obtained in this study. 
At present, the focus is upon explaining the apparently disparate timescales for 
CO2 and NH3 release that were observed in the experiments in Chapter II. The heat 
transfer considerations, and hence also fitting the model to the calorimetric 
measurements, will be addressed in subsequent work. Indeed, since the temperature was 
held constant to within 1°C for a majority of the experiments, it is safe to assume for the 
chemical kinetics are approximately isothermal.  The chemical parameters (e.g. rate and 
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equilibrium coefficients) may therefore be deduced separately from the thermal 
parameters (e.g., enthalpy of reaction, enthalpy of absorption/desorption).  
 
3.1 Mathematical Formulation 
The experimental results suggest an overall reaction that is comprised of several 
steps. In the most general sense, the following simultaneous phenomena are present: 
 Heterogeneous chemical reaction (solid-to-gas) 
 Homogeneous chemical reaction  
 Dissolution of solid AC particles 
 Gas desorption 
 Bubble nucleation, growth, and release 
The combined dynamics of these phenomena are represented in terms of a resistance 
network analogy in Figure 18. The physical states of the various species present are 
shown as boxed items in Figure 18, while the arrows represent a dynamic process (e.g. 





Figure 18. Schematic of reaction pathways in proposed model for decomposition of 
AC in PG 
 
 
The model depicted in Figure 18 allows for the possibility that the heterogeneous 
and homogeneous reaction pathways are not strictly parallel or sequential. For instance, 
it is possible that both the heterogeneous and homogeneous reactions contribute to the 
population of dissolved gas species directly. At the same time, the solid AC may also 
experience dissolution, which contributes to the dissolved AC population, which in turn 
contributes to the dissolved gas species. The only assumption made at this point is that 
no other chemical reactions apart from the decomposition and reformation of AC occur 
In principle, the arrows in Figure 18 may be expressed as rate equations to yield a 
mathematical representation of the system. As is typical in the analysis of mass transfer 
in agitated vessels, all dissolved species in the bulk liquid phase are assumed to be 
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uniformly distributed [37]. The temperature field is also assumed to be without spatial 
variation, as was also verified experimentally. The species balance equations for solid 
AC, dissolved AC, dissolved NH3, and dissolved CO2 respectively are written (in terms 










where Eqs. (3.2)-(3.5) are represented in terms of solvent (PG) mole fraction. The terms 
represent the processes depicted in Figure 18. The gas-phase species balance in the 







The subscript g  is introduced to distinguish the gas-phase mole fractions in the 
reactor headspace from those present in bubbles in the liquid phase. The following 
sections present an analysis of the individual rate terms and a discussion of their 
appropriate formulation.  
 
3.1.1 Solid-Phase Dissolution 
The dissolution of a soluble solid material into a bulk solvent is fundamentally a 
heterogeneous convective mass transfer process. The mass transfer rate from such a 







is the solid-liquid mass transfer coefficient for species j, 
sa the total surface 
area of solid particles per unit volume , s l
jx
  the concentration of dissolved species j at 
the solid-liquid interface (for dissolution, this is the saturation concentration [37]), and 
jx the dissolved species concentration in the bulk liquid. The following discussion shall 
explore the proper representation of the mass transfer coefficient; treatment of the 
particle number density is considered in the next section. 
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3.1.1.1 Solid-Liquid Mass Transfer Coefficient 
The complicated hydrodynamics involved with mass transfer between suspended 
solid particles and a mechanically agitated liquid bulk is rendered even more complex by 
the presence of multiple species of differing solubility and chemical reaction occurring 
within both phases. Further still, the characteristic timescale for solid-liquid mass 
transfer observed in this study (i.e. the longevity of visible solid particles suspended in 
the liquid phase) is on the order of 30 – 40 seconds, whereas the stirred tank reactor 
applications for which mass transfer correlations are typically developed are on the order 
of several minutes or even hours [38]. There is also the possibility that bubbles may 
nucleate on the particle surface due to localized supersaturation of dissolved gas 
products in the concentration boundary layer at the particle-liquid interface, which can 
produce considerable enhancement in the convective mass transfer coefficient [39]; there 
is evidently no similar instance in the open literature from which mass transfer 
coefficients were obtained. In either case, we can only regard the conventional 
convective mass transfer correlations available for solid-liquid mass transfer in stirred 
tank reactors as providing a first approximation.  
Therefore, we approach estimation of the solid-liquid mass transfer coefficients 
with two expectations in mind: 
1) Provide a baseline estimate for numerical parameter estimation – significant 
departure from values predicted by convective mass transfer correlations can 
give insight into the dominant physical mechanism in this complex process. 
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2) Provide a qualitative understanding of how relevant process parameters (e.g. 
particle size, temperature) will impact solid and liquid phase interaction. 
An extensive review of the approaches employed in correlating mass transfer 
coefficients of suspended solid particles in stirred tank reactors (STRs) is presented by 
Pangarkar et al. [38]. They classified the approaches as follows: 
1) Dimensional analysis 
2) Kolmogoroff’s theory of isotropic turbulence 
3) Terminal slip velocity theory 
4) Momentum-mass transfer analogies 
Dimensional analysis, though it yields correlations that are simple in form, suffers the 
drawback of being applicable only to the system from which it was derived; the use of 
Kolmogoroff’s theory to obtain spatially average turbulent energy dissipation rates was 
also criticized by Pangarkar et al. as inappropriate on the basis that actual STR 
conditions have been shown repeatedly to possess considerable spatial variation in 
turbulence intensities [38, 40]. Thus, it would also be unwise to assume a uniform 
distribution of turbulence intensities here.  
Steinberger and Treybal [41], in their experimental investigation of soluble 
spheres in a liquid stream, represented the rate of mass loss (dissolution) via the 






. Here, Lc is a characteristic length, and 
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s sSh Sh B Sc   (3.9) 
 
where, llcss Lu Re  is the Reynolds number of the dispersed solid phase, 0Sh
accounts for natural convection at low Res , llcss Lu Re  is the Schmidt number, 
and B and m are constants. The authors found that Shs was best correlated with the 
characteristic length as the diameter of the sphere, with the characteristic velocity u 
being the relative velocity between the particle and liquid phase. The extension of these 
results to those of agitated vessels is not a trivial task, for in the aforementioned 
reference the velocity was a fixed, known quantity. Obviously, in agitated vessels, the 
velocity field varies with space [40] and the hydrodynamic interactions between liquid 
and solid phases are far more complex than the experimental conditions in [41]. For 
agitated vessels, Harriot [42] noted that the characteristic velocity for use in correlations 
such as those proposed by Steinberger and Treybal may be obtained by one of two ways:  
1) the terminal velocity of the particle as though it was falling in static liquid, 
and; 
2) the average turbulent fluctuating velocity in the vicinity of the particle.  
Harriot also cautioned that such correlations, which are based on steady-state mass 
transfer, assume a fully-developed concentration boundary layer and are therefore more 
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applicable to particle sizes that are large compared to the length scale of turbulent 
eddies.  
Harriot observed that a transient component will also be present in the mass 
transfer coefficient; in the case of penetration theory [42], where mass transfer is 











where, te is the timescale for surface renewal, or the inverse of the rate at which the 
boundary layer is disrupted due to turbulent eddies. What Harriot [42] proposed was a 
compromise between steady-state mass transfer models and penetration theory. The 
boundary layer is modeled as a stagnant region of fluid which is only partially renewed 


















In this case, the parameter δe is the effective approach distance of turbulent eddies to the 
particle surface, which is conceptually the surface area-averaged concentration boundary 
layer thickness. While this approach is theoretically sensible, the difficulty remains in 
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determining te and δe, which Harriot admits does not lend itself easily to quantitative 
description.  
Pangarkar et al. [38] offered a correlation that agreed well for both solid-liquid 


















where, Nstir is the agitator speed, NSG is the minimum agitator speed – termed as the 
“critical impeller speed” in the literature - at which complete particle suspension is first 
achieved.  The term NSG carries the information about fluid properties, solid properties, 
and STR geometry in addition to representing the relative intensity of turbulence [38].  
The fact that this correlation was able to provide accurate predictions of a variety of 
conditions, including with the presence of gas bubbles, makes it suitable for use in this 
work. It is apparent from this correlation that N
SG
is presumed known, or must otherwise 
be itself modeled in order to implement Eq. (3.12). It was not possible to reliably 
determine 
SGN for AC in PG under the temperatures tested because the gas generated by 
the decomposition reaction obscured the view of particles settling at the bottom of the 
reaction vessel, and lifetime of the solid-phase would not be sufficient to permit 
systematic variation of the agitator speed in search of NSG. Under such conditions, there 
was no reliable way to judge the onset of suspension. Therefore, recourse is made to 
using semi-theoretical models to predict the critical impeller speed. 
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A great deal of consideration has been given to predicting critical impeller speeds 
for STRs with solid suspensions due its industrial significance [43, 44]. Mersmann et al. 
[45] conducted a theoretical analysis of the conditions necessary for solid particle 
suspension in STRs. In essence, the local turbulent kinetic energy of the flow field must 
be sufficient to overcome the settling energy of a particle; for a volume of fluid 
containing a volume fraction 











   (3.13) 
 
where 
su is the settling (terminal) velocity, and  the difference in density between the 








   (3.14) 
 
Expressed in terms of the local fluctuating velocity u , the minimum fluctuating 









Dc is the drag coefficient, sd is the particle diameter, and s is the particle 
density. The authors assumed that the distribution of turbulent dissipation   followed a 
normal logarithmic law, and cited that it has been well-established that local fluctuating 
velocity u is directly proportional to the tip velocity of the agitator blades. For the 
suspension of settled particles on the bottom of the reaction vessel, Mersmann et al. [45] 
argued that the minimum fluctuating velocity (in their work, the lower 0.1% tail of the 
fluctuating velocity PDF); utilizing the aforesaid assumptions on the character of the 
turbulent energy spectrum, they predicted the following functional relationship between 















stird is the agitator diameter, vesseld is the reactor diameter, and 
3 5/ l s stirNe p N d
is the Newton number, where p represents the mechanical power input of the agitator. It 
was not possible using the batch reactor apparatus to reliably and accurately measure the 
stirrer power delivered to the liquid-phase, and so a representative value of Ne = 0.35 
was chosen, which is typical of marine-type propellers [45].  
Reasonable agreement was shown between the published experimental results of 
several other investigators and the theoretical model proposed by Mersmann et al. 
Lacking experimental data specific for the critical agitator speed in this study, the model 
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of Mersmann et al. [45] in conjunction with the model recommended by Pangarkar et al. 
[38] was chosen to initially estimate the solid-liquid mass transfer coefficient.  
 
3.1.1.2 Diffusion Coefficients of Dissolved Species 
Evaluating Eq. (3.12) requires knowledge of the binary diffusion coefficient DAC 
in order to calculate the Schmidt number Sc. Hence, to obtain bounding estimates for 
kdis , it is also necessary to estimate the diffusion coefficient of AC in PG. The high 
solubility of both AC and NH3 in PG presents a possible complication in determining a 
well-defined value for DAC, which we shall consider as part of the analysis that follows. 
For a mixture of N components, neglecting the Soret effect and ion diffusion, Fick’s Law 
is [46]: 
 
ji = -DiiÑCi - DijÑC j
j¹i
N
å  (3.17) 
 
where j is the molar flux vector and C is the molar concentration for the i-th or j-th 
component as indicated; the term Dii is the Fickian diffusion coefficient of the i-th 
component with respect to a concentration gradient of the i-th component (termed ‘self 
diffusion coefficient’), while the off-diagonal elements Dij are the Fickian diffusion 
coefficients of the i-th component with respect to a concentration gradient with the j-th 
component. These parameters are also functions of temperature and pressure [46, 47]. In 
dilute solutions, the solutes interact primarily with the solvent rather than other solutes, 
and thus the Dij terms are small compared to Dii [48]. It is assumed, in this model, that 
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the dissolved concentrations of AC, NH3, and CO2 are small compared to the molar 
concentration of the solvent – this is certainly true in the batch reactor experiments, 
where the total solute concentrations were relatively small (a theoretical maximum mole 
fraction of ~6%).  
To establish the model’s suitability beyond the conditions in the batch reactor, 
we argue that the concentration of dependence of Da and DAC is small enough (at 
temperatures necessary for AC decomposition) that they can be well approximated as 
functions of temperature only. Because CO2 is only sparingly soluble in PG, it is not 
necessary to consider concentration effects on its diffusivity. Several investigators have 
published self-diffusion coefficients for CO2 [47,49,50], NH3 [51], and both CO2 and 
NH3 [52] in various solvents at different solute concentrations; however, there is no data 
in the open literature available for the diffusion coefficients of AC, NH3, and CO2 in PG. 
The diffusion coefficients for NH3 and CO2 are estimated based on a modified Stokes-














where Dj is the self diffusion coefficient of species j in PG, Dj,H2O is the self diffusion 
coefficient of species j in water, and μ is the dynamic viscosity. The values of Da and Dc 
estimated with Eq. (3.18) over a temperature range of 45°C - 80°C, depicted in Figure 




Figure 19. Estimates of Da (blue line) and Dc (black line) as obtained with Eq. 
(3.18); Da,H2O and Dc,H2O were obtained from Frank et al .[49] and Cadogan et al. 
[48], respectively. In the case of Da, the data for an NH3 mole fraction of 20% 
 
As to the question of concentration dependency, the data published by Frank et 
al. [51] for NH3 in water showed an increase in Da,H2O of approximately 30% between 
infinite dilution (xa ≈ 0) and xa = 20%, which corresponds to the saturation limit of NH3 
at 55°C. Plots of Da estimated with Eq. (3.18) for NH3 mole fraction of 0%, 10%, and 

















Figure 20. Diffusion coefficient Da of NH3 in PG at different NH3 mole fractions: 0 
(black line), 0.1 (blue line), and 0.2 (red line). Da estimated with Eq. (3.18) and 
using Frank et al.’s results [49]. 
 
From Eq. (3.12), one finds that the corresponding difference in kdis (assuming 
changes in viscosity and density are small, as they appear to be in [51]) is only 14%. In 
practice, temperatures well in excess of 55°C will be necessary for rapid decomposition, 
and so the concentration dependence of kdis on xa or xAC is expected to be lower. If we 
assume that a similar dependence on concentration exists with PG as the solvent, we are 
justified in our assumption of small concentration dependence; indeed, Iskrenova and 
Patnaik [52] determined that the effect of NH3 concentration in ethylene glycol (which is 
chemically similar to PG) was weak, although they did not account for chemical 
reactions in their molecular dynamics simulations. Since there is no known chemical 
reaction occurring between AC and PG, it is reasonable to expect this pattern to hold 
















DAC in any fluid system, we shall assume, at present, that DAC ≈ Da with the 
understanding we will likely overestimate DAC – and thus kdis – since AC is a larger 
molecule than NH3. As we are only relying on Eq. (3.12) to provide an informative 
estimate to guide the parameter estimation process, such compromises in accuracy are 
acceptable. 
 
3.1.2 Heterogeneous Decomposition 
There have been very few studies that examined the kinetics of solid-phase AC 
decomposition, and no definitive evidence offered as to the reaction pathways and the 
elementary steps of the reaction. Nevertheless, Ramachandran et al. [28] considered 
three possible models that could plausibly account for the vapor pressure histories 
obtained during solid-phase AC decomposition in a sealed vessel. Of the three models 




where the subscript s denotes a surface-bound (i.e. on the solid AC surface) species. In 
this particular scheme, decomposition takes place entirely on the surface: an ammonium 
ion, which is adjoined to neighboring carbamate ions via hydrogen bonding, is 
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deprotonated by one of the carbamate anions. The resulting carbamic acid molecule then 
further decomposes into an NH3 and CO2 molecule, which may then desorb from the 
surface [28].  
Ramachandran et al. point out that that this process may also occur within the 
bulk material. They cite the crystalline structure of AC and the ability to qualitatively 
reproduce their experimental kinetic data (using assumed rate coefficients) as indicators 
of the proposed model’s plausibility. The rate law for this model, subject to the 
assumption that 
3 4 fk k k  and 3 4 rk k k    
 
 3 2[ ] [ ]f r
dP
k NH CO k P
dt
    (3.20) 
 
where, kf is the forward rate constant and kr is the reverse rate constant, and P is the total 
pressure of gas-phase CO2 and NH3. Among the scant few models reported in the open 
literature, the heterogeneous reaction scheme posited by Ramachandran et al. is by and 
large the best supported and appears to be consistent with spectroscopic and 
crystallographic data available [28]. However, it may be argued that this mechanism can 
also account for the kinetic behavior observed in more recent studies of AC 
decomposition in a fluid environment.  
Schmidt [10] observed that the decomposition of AC suspended in fluid medium 
in which it is poorly soluble (Tetraglyme) is exceedingly slow compared to solvents such 
as ethylene glycol or propylene glycol. Assuming, for the time being, that 
 
 72 
Ramachandran et al.’s solid-gas decomposition mechanism still holds, the desorption 




where the subscript l denotes liquid-phase absorbed species. If the solid AC is poorly 
soluble in the liquid-phase, then it is reasonable to also assume that NH3 and CO2 are 
poorly soluble as well. This implies that 
3 3k k and 4 4k k , and it follows that the 
overall reaction rate is limited by the steps in Eq. (3.21).  
Hence, the rate of AC decomposition would be a function of the transfer of 
desorbed gases away from the solid surface, which is controlled by diffusion and 
hydrodynamic considerations rather than chemical kinetics. This situation is analogous 
to the “NH3 limit” condition observed experimentally in this work, the difference being 
that this limit would be reached almost instantly if a poor solvent were used. These 
facets make the scheme proposed by Ramachandran et al. a favorable first step in 
modeling the heterogeneous decomposition mechanism in the presence of PG.  
The other aspect that needs to be addressed is the applicability of this model 
when both a surface reaction and dissolution process occur simultaneously. As 
dissolution occurs, the production of the surface bound species will most assuredly be 
affected since the exchange of protons and re-arrangement of hydrogen bonds with 
neighboring molecules in the crystal structure are involved [28]. Additionally, the NH3, 
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CO2, and dissolved AC concentration boundary layer in the vicinity of the AC solid 
particle may induce local diffusivity, viscosity, and liquid-phase density gradients. The 
present lack of experimental evidence elucidating the relative effect of dissolution to that 
of heterogeneous decomposition of AC renders a precise account of such highly 
nonlinear phenomena virtually impossible. Therefore, as an initial approximation, we 
shall not attempt to model these nonlinearities explicitly and instead assume that 
dissolution and heterogeneous decomposition are parallel, independent processes. It is 
certainly conceptually and physically reasonable to presume that the overall rate of solid 
AC consumption is a parallel combination of dissolution and chemical reaction. The rate 
coefficients for both mechanisms will be incorporated with empirical correction factors 
to provide adjustment for these non-idealities.   
 
3.1.2.1 Implementation of the Heterogeneous Reaction Model 
The differing solubility of NH3 and CO2 in PG, requires that desorption of the 
surface bound species be treated with two separate rate equations, as it is to be expected 
that the forward (and reverse) rate coefficients 
4k and 3k will not be comparable as was 
assumed in Eq. (3.20). Also, the total pressure can no longer be used to represent the 
combined desorbed gas concentrations. The presence of dissolved NH3 and CO2 within 
the liquid film permits the possibility that the homogeneous reaction will occur; this will 
be examined in the next section – concerning the homogeneous reaction model – where 
it will be shown to be of minor importance.   
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The first question to address is the species balance equations for the surface-
bound species 
3( )sNH , 2( )sCO and 2( )sNH COOH . According to Ramachandran et al.’s 
[28] model, the forward reaction ( ) ( ) ( )s s sAC CA A  is zero-order and the dissociation 
of carbamic acid is a pseudo first-order process. With the eventual intent of interfacing 
the surface reaction model with the liquid and gas-phase transport models, it is 









id  is the mean initial solid-phase particle diameter, and lM is the molar mass of 
the liquid phase.  Assuming that carbamic acid formation is zero-order and its 
decomposition into CO2 and NH3 is pseudo first-order, and incorporating the remaining 
elementary steps in Eq. (3.19), the corresponding differential equations for the evolution 











1k , 2k , 3k  and 4k  are the forward rate coefficients for the individual elementary 
steps; s l
ax
  and s l
cx
 are the concentrations of dissolved NH3 and CO2 at the particle 








 are the equilibrium constants for 
the solid-liquid desorption of NH3 and CO2, respectively; 2 2
s
a cK k k  and 
1 1
s
a CAK k k  are the equilibrium coefficients for the decomposition and formation of 
carbamic acid, respectively. With eight unknown parameters and a total of five non-
linear terms, the heterogeneous reaction model is by far the most complicated and 
difficult to adjust parametrically since none of the rate and equilibrium coefficients are 
known a priori. Note that the terms involving 
3k and 4k represent solid-to-liquid film 
desorption. Note also that carbamic acid is a fundamentally unstable intermediate [28], 
which was implicit in the assumption by Ramachandran et al. that [CA]s << [NH3]s and 
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[CO2]s. Thus, we may invoke the quasi-steady assumption with respect to carbamic acid, 
i.e. is small and approximately constant.   
The volumetric rate equations for the desorption of surface bound species into 













Since there can be no mass storage at solid-liquid interface, Eqs. (3.28) and (3.29) equate 
to Eqs. (3.30) and (3.31), respectively. 
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The solid-phase reaction kinetics are simplified in this study by assuming that 
desorption of CO2 and NH3 is the rate limiting step – i.e, the process is mass transfer-
limited. Accordingly, the surface concentrations of CO2 and NH3 are quasi-steady and 
approximately equal to their equilibrium values, obviating the need to estimate the four 
equilibrium coefficients and rate coefficients in Eqs. (3.25) – (3.27), and leaving only the 
mass transfer coefficients and surface concentrations in Eq. (3.30) and (3.31). Assuming 
that the solvent does not influence the surface-level chemical interactions between AC, 
carbamic acid, and the adsorbed gas molecules, the equilibrium adsorbed surface 




























































the absence of a solvent, and eqP is the dissociation pressure of dry AC – a function of 
temperature only [7-9]. The difference in the respective solubilities of CO2 and NH3 in 
PG means that the equilibrium coefficients lsaK
 and lscK
 are most likely interdepenent 
functions of the complex solid-phase equilibria asserted by Eqs. (3.25) – (3.29). It is, 






  (respectively) as a function of temperature only without a substantial loss in 
fidelity; this will be discussed further in Chapter IV. 
 
3.2.2.2 Particle Surface Concentration 
We now grant consideration to the particle surface area concentration,
sa . The 
surface area dependence of both the dissolution kinetics and heterogeneous reaction 
requires that the distribution of particles sizes must be accounted for. Mathematically, 
the total, instantaneous rate of dissolution or heterogeneous reaction is the sum of the 
contributions from the different particle sizes present in the slurry. The fundamental 
relationship that must be ascertained is the manner in which the surface area of particles 
belonging to different size classes varies as the solid phase is depleted. We seek to 
obtain a differential equation or system of differential equations describing how the 
characteristic size of particles in an infinitesimal size range is changing with time. To 
proceed with the analysis, let us assume that 
1) The total number of particles in the reactor at any time t does not change. As 
dissolution (or decomposition) occurs, the particles shrink in size; particles that 
obtain a diameter of zero are considered “depleted” and no longer contribute to 
the total rate of mass transfer. There is of course the possibility that particles may 
split into smaller particles due to mechanical stresses, or agglomerate to from 
larger particles. The AC salt particles used in this study were visibly fine 
crystalline hexahedra that flowed easily as long they were kept free of moisture, 
and required significant force to break into smaller pieces (say, a mortar and pestle 
 
 79 
or extremely prolonged agitation in the sieves). It is unlikely that there is sufficient 
shear or impact force in the reactor to cause particle break-up. The possibility of 
agglomeration is also unlikely because of the rapid rate of dissolution.  
2) The particles are spherical in shape. Harriot [42] pointed out that the effect of 
shape on the mass transfer coefficient is unimportant compared to other 
parameters affecting solid-liquid mass transfer. 
3) The dissolved species concentration and temperature field in the liquid phase are 
spatially uniform. 
From assumption (1), the number density for any particle size is easily computed 
using knowledge of the initial particle size distribution and other easily obtainable 






















where, mAC is the total mass of solid AC introduced into the reactor and f ri( ) is the 







, per unit radius. For particles belonging to this differential 
size range, the instantaneous rate of solid-phase depletion (for particles in this size 




































12   (3.35) 
 
where );( trcc iss  is the solvent mole fraction of solid particles and rs = rs(ri;t)is the 
instantaneous radius, both of which are with reference to particles whose initial radius is 
in the neighborhood of r
i
; 
,AC AC sat ACx x x   is the concentration driving force for 
dissolution mass transfer, s l
a a ax x x
    is the driving force for surface desorption of 
NH3, and 
s l
c c cx x x
   is the driving force for surface desorption of CO2. We note here 
that pursuant to assumption (3),
ACx , ax and cx are not functions of particle size. 
More importantly, because any give particle is exposed to the same conditions at any 
location in the reactor, the distribution of solid particles within the reactor is 
unimportant.  











Eq. (3.34) can be differentiated to obtain another expression for the depletion rate of the 










s   24  (3.37) 
 
Equating Eqs. (3.36) and (3.37) and integrating the resulting expression for the rate of 




To ensure that Eq. (3.38) is physically realistic, a restriction must be placed on 
the function ( )N t such that particles whose size has shrunk to zero no longer contribute 





































































A useful simplification is achieved by noting that 
1) the AC particle sizes considered were within a known range, so the limits of 




 (the smallest remaining 
particles and largest, respectively) and; 
2) for a given particle size range, the distribution of particle sizes was observed to be 
approximately constant, which is to say f r


























ò  (3.41) 
 
According to Harriot’s [42] experimental observations, the relatively narrow 
range of particle sizes allows the mass transfer coefficient to be approximated as 
constant with respect to particle size class – although it may change with time. To satisfy 























































































3.1.3 Homogeneous Decomposition 
At present, there has been no investigation reported in the literature concerning 
the kinetics of homogeneous AC decomposition (i.e. in the dissolved state).  Schmidt 
[10] had previously observed that AC decomposition occurred in solution with both 
ethylene glycol and PG, but no rate law or analysis of the chemical kinetics was 
published. There is, however, a substantial body of research reported about AC in the 
system NH3-CO2-H2O, which does offer insight into the equilibria and kinetics in the 
presence of a liquid solvent. Without the availability of experimental data for the 
solution chemistry of NH3 and CO2 in PG, recourse is made to this chemically similar 
and well-studied solvent-solute system for guidance in the choosing the appropriate rate 
law. It is important to bear in mind that the objective is ultimately to produce a model 
that can be fitted to the batch reactor data over a wide range of operating conditions. And 
while the chemical kinetics model should be physically reasonable, an exact account of 




3.1.3.1 Homogeneous Reaction Kinetics with Water as the Solvent 
Quantitative spectroscopic studies [54, 55] of the chemistry of NH3-CO2-H2O 
have revealed a complex system of simultaneous reversible reactions and solution 
speciation that includes ammonium carbamate, ammonium carbonate, ammonium ions, 
carbonate ions, hydroxide ions, in addition to free NH3 and CO2. Naturally, this invites 
the complication of additional side reactions being possible with NH3 and CO2 in PG, 
particularly the decomposition of AC to ammonium carbonate, (NH4) CO3 [56]. Before 
addressing this issue, the kinetics of AC reformation in aqueous solution will be 
reviewed. 
Pinset et al. [57] claimed that in an aqueous solution, the net reaction between 
CO2 and NH3 to form NH4
+ and NH2COO
- (dissolved AC) followed a second-order rate 
law, viz. .  The same claim was echoed later by Hatch and Pigford [53]. 
Essentially, it was assumed that a CO2 molecule and an NH3 molecule formed a 
carbamate ion, NH2COO
—, and a free proton. The H+ would instantaneously react with a 
free NH3 molecule to form NH4
+ and thence give AC.  Danckwerts [58], building upon 
the work of Caplow [59], proposed that carbamate formation with CO2 occurred by a 
two-step process wherein a zwitterion is formed by the combination of CO2 and an 








The rate equations for this scheme are: 
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Where [Z] is the concentration of the zwitterion R2NCO2
-1 and the term [ ]Bk B  
accounts for any bases present in the system that deprotonate the zwitterion. Danckwerts 
cited “… a close analogy between the formation of carbamates by CO2 and the 
formation of substituted ureas by cyanic acid” as justification for this generalization. 
According to this mechanism, if one assumes that the concentration of the zwitterion is 
quasi-steady and the deprotonation is irreversible (i.e. BB kk  ), then the apparent 




















Danckwerts argued that this reaction scheme accounted for the apparently 
second-order kinetics reported when strong bases were present in the solution -- when  
1][/1  Bkk B . On the opposite extreme, if the aforesaid term is significantly greater 









   (3.48) 
 
This asymptotic behavior allowed Danckwerts’ model to encompass a host of 
conditions, and has been frequently adopted [60, 61] for modeling simultaneous 
absorption and chemical reaction phenomena with CO2 in aqueous NH3 solutions. 
Danckwerts’ zwitterion mechanism was criticized by Crooks and Donnellan [62], who 
attempted to apply it to the reaction with CO2 and the amine 2,2’-iminodiethanol, 
considering the two possible cases where either the amine or water serves as the base B . 
Using this model, their estimation for the rate coefficients 
1 1,k k and ,B Bk k based on 
known values of the equilibrium constants for this system were shown to be implausible. 
Crooks and Donnellan instead argued that, rather than a two-step zwitterion reaction, the 
CO2 will react with an amine by forming a “…loosely-bound encounter complex” which 
either break up or are deprotonated by an amine or water molecule [62]. Thus, the 
reaction is a single-step termolecular reaction, and the apparent rate coefficient (with 
respect to CO2) is [62] 
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2[ ] [ ]obs Am wk k Am k H O   (3.49) 
 
where [H2O] is the concentration of water, taken as 55 mol/dm
3 by Crooks and 
Donnellan, 
Amk is the deprotonation rate coefficient for the particular amine under 
consideration, and 
wk is the deprotonation rate coefficient for water. The three amines 
studied in their experiments utilizing the conductimetric stopped-flow technique were in 
good agreement with their model. A particularly illuminating discussion was given by da 
Silva and Svendsen [63], revisiting the two conflicting models from a computational 
angle by performing ab initio calculations on two CO2-amine-H2O systems: 
monoethanolamine (MEA), known to exhibit second-order kinetics overall, and 
diethanolamine (DEA), which showed third-order kinetics overall. They concluded that 
the single-step, third-order reaction was the most likely in view of both their ab initio 
calculations and the experimental data published for MEA and DEA. Interestingly, 
according to da Silva and Svendsen, the solvent itself may act as a base that assists in the 
deprotonation of the CO2-amine complex. This model was applied successfully by Liu et 
al. [61] in an experimental study of CO2 absorption in aqueous NH3 with a wetted wall 
contactor. They were able to correlate their data well with the termolecular reaction 
model over a wide range of temperatures (10°C - 40°C) and NH3 concentrations (1% - 




3.1.3.2 Selection of a Model for Homogeneous Decomposition in PG 
The most prominent issue is the fact that the formation of AC in solution was 
assumed by so many authors to be irreversible, which contradicted the spectroscopic 
kinetics work of Wang et al. [64]. Indeed, if we were to assume this to be the case here, 
it would imply that homogeneous decomposition of AC is not possible, and the 
experimentally observed gas release was purely desorption of dissolved NH3 generated 
by the heterogeneous reaction. At first glance this may appear to be a reasonable 
explanation, but it does not account for the high rates of CO2 release that were observed 
experimentally even after all visible solid AC had disappeared. It can therefore be said 
with a high degree of confidence that -- for the conditions considered here at least -- AC 
decomposition is occurring homogeneously. The other immediate concern is that the 
models introduced above have not been tested with other solvents. The preceding 
literature review suggests that, due to its generality and ability to address the 
shortcomings (as pointed out by Crooks and Donnellan [62]) of the zwitterion model, the 
termolecular model is the most promising framework from which to approach the 
homogeneous decomposition of AC in a PG solvent environment. Furthermore, 
regardless of solvent choice, it is clear that in order for a carbamate molecule to form, an 
NH3 molecule must be deprotonated while another must gain a proton. This is exactly 
the case if the amine (NH3 in this case) serves as one of the bases in the termolecular 
model that deprotonates the encounter complex between NH3 and CO2, which 
subsequently becomes a carbamate.  As an initial assumption, we posit that PG does not 
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participate as a base, and thus the reverse reaction according to the termolecular model 








Where, hom ,hom ,homf rK k k is the equilibrium coefficient for the 
decomposition/reformation of dissolved AC, 
,homfk is the forward reaction coefficient, 
and 
,homrk is the reverse reaction coefficient. These rate coefficients are not known a 
priori; they must be deduced parametrically by fitting the overall model to the 





3.1.4 Gas Desorption 
The dissimilar solubilities of CO2 and NH3 in PG requires that two separate 
approaches be taken in the analysis of gas desorption phenomena. It was stated before 
that, due to its low solubility, bubble formation would be driven primarily by CO2, 
whereas for NH3 desorption would primarily occur to rising CO2 bubbles and the 
interface between the bulk liquid and gas phases. A relationship between the 
concentration of dissolved CO2, the solvent properties, and saturation conditions is 
required to predict the rate of nucleation and release. Secondary to this are relations to 
predict the volumetric mass transfer coefficient between the liquid and dispersed gas 
phase.  In the case of NH3, since it did not reach its saturation limit in PG under the 
conditions studied, we require only a means to predict the volumetric mass transfer 
coefficient. 
 
3.1.4.1 General Considerations 
Hikita et al. [65] and more recently Kierzkowska-Pawlak and Chacuk [66] 
approached the analysis of gas desorption by separating the total mass transfer rate into 
two parallel modes of desorption: bubble desorption (superscript b) and quiescent fluid 








Quiescent desorption is fairly straightforward to model, requiring only knowledge of the 
gas-liquid interfacial area between the liquid phase and reactor headspace, and the 
overall mass transfer coefficient, k
j






















l  is the liquid-side mass transfer coefficient and k
j
g is the gas-side mass transfer 





gA is the surface area of the bulk liquid-bulk gas phase interface. For bubble 
desorption, the task is decidedly more complicated. When a solution with volatile 
components becomes supersaturated, bubble nucleation occurs. With the addition of 
bubbles in contact with the liquid phase, additional surface area becomes available for 
desorption mass transfer to occur. The hydrodynamic interactions between the bulk 
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liquid and rising bubbles also produces an enhancement in the gas-liquid mass transfer 
coefficient [65].  
 
3.1.4.2 CO2 Desorption 
 Kierzkowska-Pawlak and Chacuk [66] found that these three processes 
combined to produce a non-linear function of the degree of supersaturation in their 
measurements of the release of CO2 from propylene carbonate dimethyl ether of 
polyethylene glycol and N-methyl-2-pyrrolidone solutions in a baffled, agitated vessel. 











where lsol][  is the bulk solute concentration, glsol ][ is the liquid-side solute 
concentration in mol/L at the gas-liquid inerface. In the case of a supersaturated solution 
near atmospheric pressure, satgl solsol ][][  . They reasoned that at low supersaturation 
(at the “low bubbling region”), the volumetric mass transfer coefficient could be 
approximated as a combination between quiescent desorption and bubble desorption, 














,  (3.57) 
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 This is essentially a re-statement of Eq. (3.55), with the caveat that the 
concentration driving force gll solsol  ][][  is between the bulk liquid and bulk gas 
phase. Thus, Eq. (3.57) assumed that the gas-liquid equilibrium conditions between the 
bulk liquid and bulk gas phase is comparable to that between the bulk liquid and 
dispersed gas phase. Since the bulk gas-phase is continuously flushed with N2, it is not 
advisable to use Eq. (3.57) as written; rather, the quiescent desorption contribution will 
be proportional to gl solsol ][][   (where the subscript g indicates the bulk gas-phase), 
and the bubble desorption contribution will be proportional to the degree of 
supersaturation, i.e. satl solsol ][][  .  
 If the dispersed gas phase consists of fine bubbles, then the disjoint pressure 
due to surface tension forces means that, in general, the gas-liquid equilibrium 
conditions for fine gas bubbles will be different from that of the flat gas-liquid interface. 
In this case the error incurred by assuming the two phase equilibria to be comparable is 
small; for an average bubble diameter db on the order of 2 mm, and taking the surface 
tension σ of PG to be 0.036 N/m [67], the disjoint pressure between the dispersed gas 








    (3.58) 
 
 This is a small value, and may reasonably be neglected. Henceforth, P shall 
mean the pressure in both dispersed gas phase and bulk gas phase (neglecting the small 
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hydrostatic pressure component in the bulk liquid phase). We have assumed here that the 
nucleation-growth-release cycle of a typical bubble is rapid compared to the residence 
time of the bubble in the liquid phase following detachment. The larger disjoint 
pressures associated with bubbles immediately following nucleation will not play a 
significant role in the overall desorption process. 
 From dimensional analysis and curve fitting to their experimental desorption 
data, Kierzkowska-Pawlak and Chacuk [66] derived an expression for the bubbling 








= 1.22E -6( )Restir
0.69We0.42g 2.2  (3.59) 
 
where Restir is the stirrer Reynolds number, Nstir is the stirrer speed in s
-1, 
2 3
l stir stirWe N d   is the Weber number, and   satsatl solsolsol ][][][  . 
Kierzkowska-Pawlak and Chacuk claimed a mean error of 18.4% within the ranges 3.08 
< We < 29, 262 < Restir < 3987, and 0 < < 4. The success of this correlation for 
predicting supersaturated desorption of CO2 from different solvents with a single 
equation (within a reasonable error margin) recommends it as a first step for predicting 
the desorption rate of CO2 from PG. The drawback is that it is impossible to discern the 
relative contributions to the total mass transfer rate due to bubble generation (including 
nucleation, growth, and release) and mass transfer to existing bubbles. The fraction of 
the total CO2 release rate due solely to bubble nucleation is an important parameter since 
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knowledge of the bubble population is required to estimate the total gas-liquid contact 
area and the gas-liquid mass transfer coefficient. These calculations are, as will be 
shown, vital to modeling the bubble-desorption component  for NH3. We assume that 
due to the low average bubble residence time (< 1 s approximately), the dominant 
contributor to the CO2 desorption rate is the generation of bubbles.  
 
3.1.4.3 NH3 Desorption 
NH3 release is expected to play only a minor role in the nucleation of bubbles in 



































ay are the average volumetric gas-liquid contact area and gas-phase 
concentration of the bubble population. The average volumetric gas-liquid contact area 
may be estimated if the void fraction β and the average bubble diameter are known, 











A correlation developed by Kudrewizki [68] was recommended by Garcia-Ochoa 





























































gU is the superficial gas velocity and dstir is the agitator blade diameter (ca. 50 
mm in this study). Note that this correlation was developed for sparged stirred tanks, viz. 
the gas is introduced at a single point, whereas in this case gas is generated throughout 
the liquid volume. Since in turbulent agitated vessels the bubble size and hold-up is most 
strongly influenced by the agitator speed [36] (which is also the assumption made by 
Kudrewizki [68]), the void fraction should still depend on the same variables as in Eq. 
(3.60). Allowance is made for the possibility that the leading multiplier and exponents 
on dstir, Nstir, and perhaps Ug may need to be adjusted to fit the experimental data in this 
study.  The average bubble diameter db is assumed to be on the same order of the 




















where p is the power input to the agitator. Power inputs of ~0.1 W were typical in this 
work, and using representative values for µl, µg, σ, and ρl, Eq. (3.63) gives a bubble 
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diameter of ~3 mm. This prediction is consistent with qualitative observations from 
Chapter II. 
The determination of the overall mass transfer coefficient between the dispersed 
gas phase and bulk liquid phase is simplified by the assumption that the gas-side mass 
transfer resistance (in the bubbles) is negligible. The liquid-side mass transfer coefficient 
for bubbles in an agitated vessel is based on penetration theory, with the effective 
exposure time te from Eq. (3.10) estimated with the ratio of eddy length-scale to the 






















It is fortunate that in Eq. (3.64) only a crude estimate of the average turbulent energy 
dissipation p/V is required, since its exponent of ¼ renders k
a
l-b fairly insensitive to 
errors in measuring p.   
























































































































  (3.66) 
 
where is assumed that the contribution to the desorption rate by bubble formation may 




, which is determined from the Kierzkowska-Pawlak and 
Chacuk [66] correlation.  
The forgoing analysis is applicable to stirred batch reactors in general under a 
wide range of operating conditions and working fluids; however, in the conditions 
investigated in this study, it is possible to simplify Eq. (3.66) considerably – this offers 
the advantage of reducing the number of correlations from the literature upon which the 
kinetic parameter estimation will be dependent, thereby also reducing the degree of 
uncertainty. Since it has been established that bubble formation is initiated by CO2 
owing to its poor solubility, then we may estimate the time necessary for a CO2 bubble 
to become saturated with NH3 by analyzing a single CO2 bubble in contact with an 
expanse of PG. Because NH3 is more soluble than CO2 by over an order of magnitude, it 
is also permissible to assume that the bubble’s total pressure (and hence also it’s 
volume) is primarily due to the presence of CO2. Therefore, we may analyze this bubble 
as an approximately fixed volume sphere; moles of NH3 accumulate in the bubble 







































where an is the number of moles of NH3 in the bubble, which at t = 0 is 0. For a 






  (3.68) 
 



























,  (3.70) 
 
Hence, upon substitution of Eqs. (3.68) and (3.70) into (3.67) and subsequent 





















The average NH3 content of this bubble over the course of its residence time tres 




























nn  (3.72) 
 
Using Eq. (3.64) and assuming a temperature of 60°C, one obtains 44  Ek bla  
m-2s-1, and 014.0aH from the solubility data discussed in Chapter II; Eq. (3.63) 
furnishes an estimated bubble diameter of ~2 mm, with which we calculate the time 
constant via Eq. (3.68) as 01.0 s. From observation of the batch reactor experiments, 
typical bubble residence times were on the order of 1 second, and so the expected 
average NH3 content is nearly equal to satan , . We may therefore adopt the follow 







    (3.73) 
 
For the batch reactor, the maximum estimated mole fraction of NH3 that 
remained in solution was ~0.007, which, when calculated the basis of partial pressure 
(and assuming Pb ≈ Patm) amounts to about 7% of a bubble’s total gas content. This 




KINETIC PARAMETER ESTIMATION 
Great care was taken with the batch reactor experiments to ensure that the 
thermal and kinetic behavior could be analyzed independently. The FTIR gas-phase 
concentration measurements presented in Chapter II were used to construct an objective 
function to numerically estimate the unknown parameters as a function of temperature, 
solids concentration, and particle size distribution. The parameter obtained through the 
method discussed in this chapter showed good agreement with the experimental data and 
with theoretical expectations, with only a few exceptions at low temperature and large 
particle sizes. 
 
4.1 Parameter Estimation Methodology 
The task of parameter estimation was approached as a multi-dimensional 
optimization problem wherein the objective function representing the root-sum-squared 
(RSS) error between model predictions and experimental measurement is minimized. 
Here, the objective function F is written as: 
 








)();()();()(   (4.1) 
 
where, 𝑦(𝑡𝑛; 𝛉) and 𝑌(𝑛) is the gas-phase mole fraction measured experimentally and 
predicted by the model, respectively, at time tn = n∆t corresponding to the n-th data 
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point. The subscripts a and c designate NH3 and CO2, respectively. The relation 𝐹 =
𝐹(𝑡𝑛; 𝛉) is a scalar function of the model parameters represented by the vector 𝜽. If the 
parameter space is unbounded, then F is at a minimum when [69]  
  
ÑF = 0 (4.2) 
   
The reactor model possesses seven coupled, dynamic states with 12 adjustable 
parameters; hence, a digital computer program was developed using the 
MatLab/Simulink (MathWorks, ver. 2015a) programming language. The Simulink 
environment is integrated with a suite of parameter estimation tools and optimized 
numerical ODE solution algorithms for rapid simulation execution. The governing 
equations were integrated using an adaptive 2nd-3rd order Runge-Kutta method (rk23-tb) 
in conjunction with adaptive time-step sizes. To simulate 500 seconds, Simulink 
required only ~0.1 seconds of wall clock time. Simulink’s parameter estimation tool was 
used to minimize Eq. (4.1).  
Initially, the parameter estimation was carried out for each experiment, i.e. a 
dataset comprised of the gas-phase mole fractions 𝑦(𝑛; 𝛉) measured by FTIR for a 
particular initial mass of AC (𝑚𝐴𝐶), reaction temperature, and initial particle size range. 
The parameter estimation tool was capable of achieving very close fits between 
experiment and model predictions; however, when the estimated parameters for several 
different experimental data sets were compared, the trends observed with respect to the 
experimental variables were not physically plausible. Additionally, depending on the 
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initial parameter estimates used, the optimization routine could potentially arrive at an 
alternate set of best-fit parameters.  
The presence of local minima in the objective function F(θ)was addressed in two ways: 
1) “Realistic” upper and lower bounds were placed on the parameter set θ. While the 
appropriate ranges for kinetic parameters Ka
s-l  , Kc
s-l , k f ,hom and Khom were not 
known (other than to require that they be positive, real numbers), the mass transfer 
parameter range was chosen to center on a nominal value minimum value, 
described in the section that follows, with the upper bound one order of magnitude 
greater than said minimum value.  The solubility of solid AC in PG, 𝑥𝐴𝐶,𝑠𝑎𝑡, 
allowed to vary between +/- 100% of the solubility of AC in ethylene glycol 
reported in [Schmidt]. Placing these restrictions on the permissible values of 𝛉 
reduced the number of local minima within reach of the optimization routine. 
2) As the temperature is increased, chemical equilibrium shifts in favor of products, 
and the overall rate of reaction increases. This implies that the homogeneous rate 
coefficient 𝑘𝑓,ℎ𝑜𝑚 and the homogeneous equilibrium coefficient 𝐾ℎ𝑜𝑚 increase 
with temperature. The heterogeneous reaction will also experience a chemical 
equilibrium shift in favor of products, thus the heterogeneous equilibrium 
coefficients are expect to decrease with increasing temperature. Changes in initial 
AC mass and initial particle size range do not alter the kinetic behavior of the 
reactants and products, and so the forgoing kinetic parameters are not expected to 
change appreciably with respect to 𝑚𝐴𝐶 or particle size.  
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To reflect the fact that the kinetic parameters are not functions of 𝑚𝐴𝐶 or initial 
particle size range f(ri), experiments having the same reaction temperature were grouped 
in order to run the parameter estimation routine in parallel, and thus ensure that the 
kinetic parameters are consistent across initial particle masses and sizes. Experimental 
data corresponding to a given set of experimental conditions [𝑚𝐴𝐶 , 𝑓(𝑟𝑖)] supply the 
reference signals [𝑦𝑎, 𝑦𝑐] to the Simulink parameter estimation tool; each instance of the 
reactor model corresponding to this experimental dataset is parameterized accordingly 
(i.e., with mAC and f(ri)), and executed to obtain the predictions [Yc,Ya], which are also 
supplied to the Simulink parameter estimation tool. Each experimental dataset and 
model prediction is used to construct the objective function to be minimized. This flow 





Figure 21. Functional breakdown/dataflow diagram of parameter estimation 
workflow 
 
4.2 Parameter Estimation Results 
The initial set of results obtained utilizing method 2 described above was 
qualitatively correct, but the overall fit was poor; it was conjectured that this may have 
been due to forcing a constant quiescent mass transfer coefficient across a wide range of 
𝑚𝐴𝐶 and initial particle sizes, which may have been enhanced in cases where higher gas 
generation rates were present (such as with higher 𝑚𝐴𝐶) due to greater bulk liquid-bulk 
gas interface renewal frequency. The overall fit to the experimental data was improved 
by applying the same method, but restricting the datasets used to experiments having the 
same 𝑚𝐴𝐶 and reaction temperature, but different initial particle sizes.   
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The choice of “reasonable” parameter ranges for the kinetic parameters and 
equilibrium coefficients depends largely upon one’s assumption of the dominant 
mechanisms and/or pathways. In particular, the following possibilities were considered: 
1) The dissolution process is much faster than the heterogeneous pathways, and the 
homogeneous reaction is fast; 
2) The dissolution and heterogeneous pathways are of comparable magnitude, and 
the homogeneous reaction is fast; 
3) The dissolution and heterogeneous pathways are as described in case (2), but the 
homogeneous reaction is slow  
Case (1) provided acceptable fits for reaction temperatures of 55°C and 60°C, but was 
unable to match the initial rising slopes of the CO2 mass fraction curves at T = 70°C.  
Conversely, cases (2) and (3) provided considerably better quality fits at T = 70°C, and 
hence case (1) was not considered further. From this comparison, it is clear that 
heterogeneous AC decomposition is an important determining factor in the process’ 
behavior at short residence times (less than 40 seconds), and cannot be approximated via 
a single pathway.  
Case (3) was also dismissed when it was observed that acceptable fits could only 
be obtained if and  were assumed to be independent processes; while the 
quality of fit obtained was remarkably good, the heterogeneous reaction did not satisfy 
conservation of species, viz., 
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where thet is the duration of the heterogeneous reaction. Enforcing this constraint by 
setting is perhaps the simplest approach, but comes at the expense of  
agreement with the data at low (60°C or less) reaction temperatures. Physically, this 
assumption means that any small imbalance between and  is resolved in a near-
instantaneous adjustment in the equilibrium concentrations of NH3, CO2, AC, and any 
intermediates adsorbed on the solid-phase. This would be an acceptable approximation if 
the solid-phase decomposition kinetics occurs at a far smaller timescale than the rate of 
solid-liquid phase convective mass transfer, i.e., the process is mass transfer limited. 
Notwithstanding the compromise in fidelity, reasonable agreement was attained, and 
certain qualitative behavior observed experimentally was mimicked by the model that 




   2  was realized by replacing Ka
s-l  , Kc
s-l  with a single parameter 
; likewise, the solid-liquid mass transfer coefficients ka
s-land kc
s-lwere replaced with 




















s-lrepresents the saturated concentration of adsorbed NH3 at the solid-liquid 
interface. Generally, even under the assumption of quasi-equilibrium heterogeneous 
decomposition kinetics, xa
s-l is a function of time since the (adsorbed) surface 
concentrations of reactants and products must adjust concurrently with changes in . 
However, implementing the functional dependence of xa
s-l  on would introduce (at 
least) four additional unknown equilibrium coefficients, significantly complicating the 
parameter estimation task. Therefore, the approximation xa
s-l = 2Peq(Tl )Ml / 3rlÂTlKhet  
was adopted, which represents an effective average over the duration of the 
heterogeneous reaction. It shall be demonstrated in the following discussions that this is 
an acceptable approximation.  
 
4.2.1 Mass Transfer-Limited Homogeneous Reaction 
Assuming a fast reversible homogeneous reaction that is mass transfer limited, 
the estimated kinetic parameters, particularly the homogeneous equilibrium coefficient, 
were very sensitive to the search range chosen for the quiescent mass transfer 
coefficients between the bulk liquid and bulk gas phases. The reason for this can be seen 
by examining the ya curves late in the reaction (typically when t > 300 seconds), which 
reach a plateau. According to the model (subject to the aforesaid assumptions), this is a 
mass transfer dominated regime where the homogeneous reaction is nearly in 






































3][  (4.6) 
 
where it is assumed that the sparse population of bubbles late in the reaction do not 
appreciably affect the rate of NH3 desorption;  and  ya were evaluated as the average 
of the last 10 data points for each for each experiment. The remaining concentration of 
un-dissociated AC, [AC], and the dissolved NH3 concentration, [NH3], may be estimated 
as discussed in Chapter II.  
Because of the low saturation limit for CO2 in solution, the method shown in Eq. 
(4.6) will not yield reliable estimates for [CO2] since it does not account for bubble 
desorption, which is still present even beyond t = 300 seconds. As will be shown in the 
sensitivity studies in discussed in the section to follow, this is likely the reason why there 
was only a negligibly small impact on the gas-phase concentration predictions with 
respect to perturbations in kc
l-g ; hence, no bounds were placed on the search range for 
kc
l-g . For the present analysis to estimate Khom, we recognize from the persistent but slow 
release of bubbles that [CO2] is very close to its saturation limit, i.e. [CO2] ≈ [CO2]sat. 
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The estimated value for Khom as a function of assumed value for ka
l-g  is shown in Figure 
22, which demonstrates a rapidly diminishing sensitivity with increasing ka
l-g . 
 
Figure 22. Plot of homogeneous equilibrium coefficient Khom as a function of 
assumed quiescent desorption coefficient 
 
If one assumes that [CO2] = [CO2]sat and [NH3] as obtained in Chapter III, typical 
values of ka
l-g  are on the order of 5.0 -  9.0E-5 s-1.  This would suggest 1.0E-5 s-1 to 
1.0E-4 s-1 to be a reasonable bound on ka
l-g  , and this is reinforced further by noting in 
Figure 22 that Khom’s sensitivity to ka
l-g  is drastically reduced beyond 2.0 E-4 s-1. A 
corresponding set of maximum and minimum bounding curves for Khom can be 
constructed thus: “high” and “low” estimates for Khom were obtained by assuming, 
respectively, ka
l-g  = 1.0E-5 s-1 and ka
l-g= 2.0E-4 s-1, and utilizing the experimental data 
for [CO2]sat and [AC] for temperatures of 55°C, 60°C, and 70°C to evaluate Eq. (4.5). 

















The consistency of these bounds with theoretical expectations was checked by 
assuming a Van ‘t Hoff dependence with respect to temperature for both the forward and 

























hom  (4.7) 
 
where B is the pre-exponential factor (assumed to be independent of temperature), is 
the activation energy of the forward reaction, and is the activation energy for the 
reverse reaction.  Eq. (4.7) was fit to the “high” and “low” estimates for Khom utilizing a 
least-squares linear regression of  as a function of ; the fits are plotted in 








Figure 23. Plot of estimated homogeneous reaction equilibrium coefficient as 
function of temperature for three different experimental datasets: mAC = 20g (black 
diamonds), 30g (blue squares), 40g (red triangles). The “high” and “low” estimates, 
assuming an Arrhenius dependence on temperature, are plotted as black dotted 
lines 
 
The difference between the forward and reverse reactions is equal to the molar 
heat of reaction . Assuming, conservatively, ~ 1800 kJ/kg per Johnson et al. 
[70], the slope of  is approximately 18100 K; the slopes  and 
 as shown in Figure 23 are 18700 K (corresponding to = 2040 kJ/kg) and 
13000 K (corresponding to = 1590 kJ/kg) respectively. Thus, the range of ka
l-g  
chosen to initially bound the parameter estimation procedure are consistent with 
theoretical expectations, i.e. the expected temperature dependence of  lies within 
the bounds of possible best-fit values. The estimated Khom depicted in Figure 23 were 
within the expected range. Applying a linear regression fit to these estimates yields 
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kJ/kg) for dry AC [10]. This unrealistically high value suggests that the Van ‘t Hoff 
behavior postulated previously may not be applicable to the homogeneous reaction, and 
its use here should only be regarded as an empirical correlation insofar that it provides 
reasonable (i.e., close to or within the bounding curves in Figure 23) estimations for K 
between 55°C and 80°C. 
The forward rate coefficient for the homogeneous reaction, unlike Khom,, could 
not be estimated analytically. For the purpose of correlating the data without any implicit 
assumptions pertaining to the chemical physics,  was assumed to follow an 

















Ak exphom,  (4.8) 
 
where, is the activation energy of the forward (decomposition) reaction. A curve fit to 








Figure 24. Estimated kf,hom as a function of temperature for mAC = 20g (black 
diamonds), 30g (blue squares), and 40g (red triangles) for reaction temperatures of 
55°C, 60°C, and 70°C. 
 
The values of the fit parameters are A = exp(51.466)s-1 and 18730/ fE K. 
The literature reports the activation energy of the decomposition reaction for dry, 
powder form AC to be 76 kJ/mol [10] – this gives 9141/ fE K. Similar to the case 
with the estimates for Khom, the term Ef is significantly greater than the case with dry AC 
in contact with only NH3 and CO2 gas. While the use of Eq. (4.8) was intended solely as 
a correlation of the data, the possibility also exists that there is a greater energy barrier to 
the homogeneous reaction in PG compared to heterogeneous decomposition of dry solid 
AC. The solvent cage effect [71] is a plausible explanation for the discrepancy between 
theoretically predicted /fE and the fit to the estimated . Without experimental 


















appropriateness of the homogeneous reaction mechanism used in this model, it is not 
possible at this point to posit a definitive explanation.  
The effective heterogeneous equilibrium coefficient Khet, which was assumed to 
be constant over the course of the reaction, was successfully fit to the three different sets 
of experimental data (mAC = 20g, 30g, 40g) over T = 55°C, 60°C, and 70°C with only a 
single outlier and otherwise very little scatter. The estimates are depicted in Figure 25: 
 
 
Figure 25. Estimates for effective heterogeneous equilibrium coefficient Khet as a 
function of temperature for three different experimental datasets: mAC = 20g (black 
diamonds), 30g (blue squares), 40g (red triangles) 
 
Since no analytical estimates or data from the literature could be obtained for the 
heterogeneous decomposition of AC in PG, no attempt was made to place bounds on the 
value of Khet, save for the obvious requirement that it should be a positive number 
















increasing concentrations of desorbed NH3 and CO2 at the surface of the solid-phase, 
and hence a faster net heterogeneous decomposition rate per Eq. (4.4). The outlier in 
Figure 25 corresponds to the best-fit estimate to the datasets containing all experiments 
with mAC = 20g at T = 60°C. Generally, tests with initial particle sizes in the 20 – 30 
mesh range (the largest particle sizes used), were difficult to fit compared to the smaller 
particle sizes. For tests with mAC = 20g, this difficulty was compounded, especially at 
lower temperatures, since smaller quantities of gas were produced and thus secondary 
effects – such as absorption of NH3 onto condensed PG adhering to the reactor 
headspace walls or poor mixing with the N2 carrier gas therein – had a more pronounced 
effect on repeatability. The differences between estimates obtained for the 30g and 40g 
tests were much smaller overall and less repeatability issues were observed, which lends 
credence to this explanation. We therefore expect to encounter greater scatter in the 
estimates obtained from the 20g datasets (at least at lower temperatures) than the 30g 





Figure 26. Solid-liquid desorption coefficient khet estimates as a function of 
temperature for three different experimental datasets: mAC = 20g (black diamonds), 
30g (blue squares), 40g (red triangles) 
 
Overall, there is an apparent tendency for khet to decrease as temperature 
increases, but only slightly after T = 60°C. As the viscosity of the liquid phase decreases 
with temperature, one might expect khet to increase with temperature, contrary to what is 
shown in Figure 26. We suspect that this is due to a breakdown in the assumption of a 
mass transfer-limited heterogeneous reaction at lower temperatures, and hence 
decreasing accuracy in the estimation of any associated parameters. This is reflected by 
the marked improvement in scatter with the experimental gas-phase concentration data 
as temperature increases.  
The disparity between the characteristic timescales of solid-liquid mass transfer 
and the preceding chemical reaction step(s) grows with temperature, and thus 


















more consistent with the model). On the other hand, as temperature decreases, the 
timescales of chemical reaction on the solid phase and mass transfer from the solid phase 
will eventually become comparable. The solid-gas equilibrium data from the literature 
[7-9] as well as experimental observations from Johnson et al. [70] and Schmidt [10] 
suggest that the reaction proceeds “rapidly” only if the equilibrium vapor pressure 
exceeds the local pressure; hence, one would expect significantly slower heterogeneous 
kinetics below 60°C (at atmospheric pressure) and thus departure from the mass transfer-
limited idealization. In this case the heterogeneous reaction rate is governed by the 
complicated dynamic interactions (differential equations as opposed to simple algebraic 
relations) of both chemical reaction and mass transfer steps, requiring the inclusion of 
additional state equations and parameters. Therefore, the asymptotically decreasing khet 
is due to a combination of the model’s inability to reproduce this complex nonlinear 
behavior and the parameter estimation routine’s attempt to fit the model to data at 
temperatures where solid-phase kinetics are likely important.  
When compared against the predictions of the Pangarkar [38] correlation, plotted 
in Figure 27, the estimated values for khet fall roughly within the range predicted by Eq. 
(3.12) for the particle sizes used in this study. On the other hand, the estimated values for 





Figure 27. Comparison of khet calculated by Eq. (3.12) for different particle sizes vs. 
Simulink estimated khet; from Eq. (3.12): 20 mesh (black line), 40 mesh (blue line), 
60 mesh (red line) with mAC = 40g for each case; Simulink estimates: mAC = 20g 
(diamonds), mAC = 30g (triangles), and mAC = 40g (squares). 
 
 
Figure 28. Solid-liquid dissolution coefficient kdis estimates as a function of 
temperature for three different experimental datasets: mAC = 20g (black diamonds), 

































Simulink-estimated kdis values follow the expected trend as temperature 
increases, i.e. lower liquid-phase viscosity at constant agitation speed tends to enhance 
diffusion and thus convective mass transfer processes. The comparatively low values of 
kdis are likely – at least in part – a consequence of the assumption that DAC ≈ Da, which 
would result in Eq. (3.12) over-predicting kdis. At T = 70°C, both kdis and khet give the 
impression of converging to similar magnitudes as temperature increases further; a plot 
of k in Figure 29 comparing khet , khom, and Eq. (3.12) (assuming a 20 mesh particle size) 
illustrates this trend: 
 
 
Figure 29. Logarithmic plot of khet (solid shapes), kdis (hollow shapes), and 
predictions of Eq. (3.12) (black line) over various temperatures. Simulink-estimated 
values are marked according to mAC (20g – diamond, 30g – triangle, 40g – square). 
A value of dp = 850μm was used in Eq. (3.12). The lines drawn through the markers 
are to guide the eye 
 
As the reaction aligns with the assumption of mass transfer-limited 
















transfer model of Pangarkar [38]. We hypothesize that further increases in temperature 
beyond 70°C can eventually be expected to cause khet to diverge significantly from the 
predictions of Eq. (3.12) as large surface-bound NH3 and CO2 concentrations on the 
solid-phase would cause bubble nucleation sufficient to eclipse the rate of convective 
mass transfer. The cycle of bubble nucleation, growth, and release on the AC particle 
surface would disrupt the concentration boundary layer and thus cause a secondary 
enhancement in kdis.  
With regard to the estimated solubility of AC in PG (xAC,sat), a distinctly 
decreasing trend can be observed at greater reaction temperatures, per Figure 30: 
 
 
Figure 30. Solubility fraction of AC in PG, xAC,sat, estimates as a function of 
temperature for three different experimental datasets: mAC = 20g (black diamonds), 
30g (blue squares), 40g (red triangles) 
 
The observed trend is suspect, given that most solids with a negative heat of 

















overall reaction rate at lower temperatures, if the concentrations studied are far enough 
removed from the AC saturation limit, the fitting routine will settle on inordinately high 
values of xAC,sat. This is further complicated by the similar effect that perturbations of kdis 
have on , as was found in the sensitivity analysis discussed in Section 4.4.1. This 
would explain, at least in part, why good agreement was obtained with the calorimetry 
results (to be discussed in Chapter V), which are dependent on correctly predicting , 
but not on the individual estimates for kdis or xAC,sat. Schmidt [10] measured the solubility 
of AC in ethylene glycol (EG) at 25°C and 1 atm, which he found to be 0.185 g/ml (or 
0.134 on a solvent mole fraction basis). Since EG and PG are chemically similar, one 
can assume that the solubility of AC in each should also be similar; thus, the estimated 
values in Figure 30 are indeed reasonable.  
 
4.3 Qualitative Model Behavior and Comparison to Experiment 
In this section, the qualitative trends predicted by the model for NH3 (ya) and 
CO2 (yc) concentration histories at different reaction temperatures, initial solid AC mass, 
and initial particle size range is analyzed. In all cases considered hence, the parameter 
set used was obtained via method 2 described in the previous section, with an 
experimental dataset consisting of all tests with 𝑚𝐴𝐶 = 30g. Further, it was observed that 
using parameter values averaged for each of the three initial AC loadings (20g, 30g, and 
40g) at each temperature did not give satisfactory agreement with the experimental 
results, whereas using the parameter fits obtained from the mAC = 40g series of 
experiments gave excellent agreement. It is likely that use of averaged parameters upset 
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the balance between the reaction mechanisms that was attained with any individual fitted 
parameter set.  
A comparison of the early behavior of the reaction when rapid bubbling was 
observed to late in the reaction when the total gas release rate slowed significantly had 
led to the designation of two distinct regimes for the decomposition of AC in PG: 
1) Irreversible Regime: the reaction rate is primarily forward, and reaction/species 
transfer dynamics from reverse reaction(s) are negligible. 
2) Mass Transfer-Limited Regime: The heterogeneous reaction and dissolution 
processes have ceased completely due to disappearance of the solid-phase. The 
forward and reverse reactions are of comparable magnitude, and proceeds only at 
the rate permitted by liquid-gas mass transfer. 
Since the existence of these two reaction regimes - and their causes - have critical 
implications for reactor design, it shall be demonstrated here that the model predictions 
support these hypotheses before the comparisons to experiment are discussed. 
Figure 31 shows the model predictions for the forward and reverse homogeneous 
reaction rates with mAC = 40g, T = 60°C, and an initial particle size range between 40 
and 50 mesh. Additionally, the predicted gas-phase mole fraction of CO2 is plotted on a 
secondary axis. Early in the reaction, the forward homogeneous reaction outpaces the 
reverse reaction by approximately five-fold, consistent with conditions postulated for the 
irreversible regime. This continues until t ≈ 100 s, after which the reverse reaction 
rapidly closes the gap and thereby heralds the end of the irreversible regime. Both curves 




Figure 31. Model predictions for homogeneous forward (red curve, left axis) and 
reverse (blue curve, left axis); gas-phase molar concentration of CO2 (yc, black 
curve, right axis) as functions of time for reaction conditions mAC = 40g, Tl = 60°C, 
and initial particle size between 40 and 50 mesh. 
 
 
One also notices that the rapid decline in CO2 release corresponds approximately 
to the period of time over which the curves representing the forward and reverse 
heterogeneous reactions converge. As Figure 31 shows, there is a nearly constant gas-
phase concentration of CO2 coinciding with the forward and reverse reaction rates being 
parallel (for times exceeding ~300 seconds). The small, persistent difference between the 
forward and reverse reactions indicates that the escape of decomposition products from 
solution is preventing chemical equilibrium from being completely achieved. Since this 
difference is small and the only subsequent step is desorption from the liquid-phase, 
mass transfer-limited conditions exist. Figure 32 shows that when the reaction enters into 



























to the net homogeneous reaction rate, approximating steady-state conditions and yielding 
practically constant gas-phase concentrations of CO2 and NH3.  
 
 
Figure 32. Model predictions of total gas release rates of CO2 (red curve) and NH3 
(blue curve), as well as net homogeneous reaction rate (black curve) as functions of 
time for reaction conditions mAC = 40g, Tl = 60°C, and initial particle size between 
40 and 50 mesh. 
 
The concentrations of dissolved CO2 (xc), NH3 (xa), and AC (xAC) corresponding 
to the conditions in Figure 32 are plotted in Figure 33; xc is approximately an order of 
magnitude smaller than xa, as was anticipated on account of their vastly differing 





















Figure 33. Model predictions of dimensionless dissolved CO2 (black curve, right 
axis) and NH3 (blue curve, left axis) as a function of time for reaction conditions 
mAC = 40g, Tl = 60°C, and initial particle size between 40 and 50 mesh. 
 
The reverse reaction, according to the model, is directly proportional to the 
product . Since, from the plots in Figure 33, xa >> xc, it follows that the reverse 
reaction is indeed predominantly impacted by dissolved NH3. The model predictions 
confirm that the mass transfer-limited regime is due almost exclusively to the buildup of 


























4.3.1 Qualitative Trends in Model Predictions 
The model’s suitability as an engineering design tool is coupled directly to its 
ability to be used in “off-design” (i.e., outside of conditions tested experimentally) 
conditions. We therefore require first and foremost that general trends with respect to 
concentration, temperature, and particle size can be reproduced satisfactorily. 
Satisfaction of this criterion was demonstrated insofar as qualitative agreement between 
model and experiment with respect to reaction temperature, mass loading, and particle 
size trends is remarkably good. Calculated gas-phase CO2 and NH3 concentration trends 
with decreasing particle sizes at fixed temperature (70°C) and initial mass (30 g) are 
shown in the top and bottom of Figure 34, respectively. Consistent with experimental 
trends, CO2 peak height increases, narrows in width, and shifts leftward as particle size 






Figure 34. Comparison of model predictions for gas-phase CO2 (top) and NH3 
(bottom) mole fraction histories over various mesh sizes for reaction temperature of 
70°C and mAC = 30g: 20-30 mesh (black), 30-40 mesh (blue), 40-50 mesh (red) and 



































As the kinetic parameters are not linked to particle size, this behavior is 
indicative of increased surface area available for the heterogeneous reaction mechanism, 
which tends to accelerate the transfer of solid AC and surface bound reaction products to 
dissolved species in the bulk liquid phase. Subsequently, the dissolved species 
populating the liquid phase undergo the reversible homogeneous reaction and/or release 
to the bulk gas phase via bubble-desorption and convective mass transfer.  Referring to 
Figure 34 again, the calculated NH3 curves converge toward a single line, as was also 
observed experimentally. It is evident that the model is capable of capturing the near-
equilibrium, mass transfer dominated condition that was posited to account for this 
behavior.   
Gas-phase NH3 and CO2 mole fractions were also calculated for reaction 
temperatures of 55°C, 60°C, and 70°C while 𝑚𝐴𝐶 and initial particle size range were 
fixed at 30g and 30 mesh – 40 mesh, respectively. Predicted gas-phase concentration 
histories yc and ya are plotted in Figure 35 at different temperatures. It is clear in both 






Figure 35. Comparison of model predictions for gas-phase CO2 (top) and NH3 
(bottom) mole fraction histories for mAC = 30g and particle size range of 40-50 mesh 

































As the reaction temperature is increased, both yc and ya undergo a significant 
increase in initial slope and peak height (with an accompanying decrease in width), with 
the peak apex also shifting leftward. The dramatic increase in peak height is a 
consequence of accelerating the forward reaction kinetics (both in the heterogeneous and 
homogeneous mechanism), which is true for virtually all chemical reactions when 
subjected to increases in temperature. At the same time, chemical equilibrium of the 
dissolved species in the bulk liquid phase shifts increasingly in favor of the reaction 
products NH3 and CO2. While this would seem at first to suggest that the peaks should 
shift to the right at higher temperatures, the leftward shift indicates that the rate of 
increase (with respect to temperature) in the forward homogeneous rate coefficient 
outpaces that of the homogeneous equilibrium coefficient, which also increases with 
temperature.   
Figure 36 shows gas-phase mole fraction histories for CO2 and NH3 for = 
20g, 30g, and 40g with a 60°C reaction temperature and 40-50 mesh particle size range. 







Figure 36. Comparison of model predictions for gas-phase CO2 (top) and NH3 
(bottom) mole fraction histories for particle size range 30-40 mesh and reaction 
temperature of 60°C over different initial AC mass loadings; mAC = 20g (black), 































Again, the trends predicted by the model are consistent with experimental 
observations: increasing increases yc peak width and height, without the leftward-
shift seen with increasing temperature or decreasing particle size; the ya peak height 
increases and the plateau “NH3 limit” also increases, while the peak apex shifts to the 
right.   
 
4.3.2 Comparison to Experimental Results 
Agreement between model predictions for gas-phase concentration traces and 
FTIR measurements improves with both increasing temperature and decreasing particle 
size. As was mentioned previously, this trend is most likely tied to the simplistic nature 
of the heterogeneous reaction model: increasing temperature tends to make the process 
mass transfer limited. The trend with respect to particle size arises from the complicated 
mass transfer behavior associated with larger particles [42]. Smaller particles are better 
represented by a single average mass transfer coefficient, as boundary layers are more 
likely to be uniform and particle motion has little influence on the surrounding flow field 
and/or the behavior of other nearby particles. Figure 37 shows a comparison to data from 







Figure 37. Comparison of experiment (red curve) and model predictions (black 
curve) for CO2 (top plot) and NH3 (bottom plot) gas-phase mole fractions. Reaction 




































The agreement shown in Figure 37 is quite rough, but not to the point where it 
would be considered unacceptable. It is, however, noteworthy that the “notch” in the 
initial slope of yc recorded by the FTIR between approximately t = 22 s and t = 30 s is 
also present – albeit considerably smoother – in the model prediction. In the model, the 
notch coincides with the termination of the heterogeneous reaction as xa approaches xa,s 
while dissolution of solid un-reacted AC continues. As more AC dissolves, it accelerates 
the homogeneous reaction and again causes the slope of yc to increases and eventually 
peak as additional CO2 is liberated. The heterogeneous reaction rate, homogeneous 
reaction rate, and AC dissolution rate (ṙhet, ṙhom, and ṙdis respectively) corresponding to 
the model predictions in Figure 37 are plotted in Figure 38– this shows that the “notch” 







Figure 38. Model predictions for heterogeneous decomposition rate (red curve, 
right axis), homogeneous decomposition rate (black curve, left axis), and AC 
dissolution rate (blue curve, right axis). Reaction conditions were mAC = 40g, Tl = 
55°C, and initial particle size between 40 and 50 mesh. 
 
Figure 39 compares gas-phase concentration data for a test having mAC = 40g, T 
= 60°C, and an initial particle size range of 40 – 50 mesh. There is significant 
improvement in the quality of fit to the CO2 gas-phase concentration data – and to a 










































Figure 39. Comparison of experiment (red curve) and model predictions (black 
curve) for CO2 (top plot) and NH3 (bottom plot) gas-phase mole fractions. Reaction 





































In a manner similar to the T = 55°C case illustrated in Figure 37, the model 
prediction for ya underestimates the initial slope, and was thus unable to reproduce the 
peak observed at t = 60 s, although it appears to approach the correct plateau height late 
in the reaction, indicating an appropriate balance between Khom and ka
l-g . The under-
prediction of dya / dt during the course of the heterogeneous reaction indicates that the 
NH3 bubble desorption rate is not being captured in its entirety; either xa is too low, 
and/or the bubble desorption rate of CO2 is too low. We can eliminate the second 
possibility since yc closely matches the data, and so it follows that the concentration of 
absorbed NH3 in the liquid-phase is not growing at a rate consistent with experiment. 
Hence, we conclude per Eq. (4.4) that the sum 2(ṙhet + ṙhom) is underestimated by the 
model.  Since at 60° the vapor pressure of AC is just slightly above atmospheric pressure 
[7-9], it is probable that the heterogeneous reaction had not yet reached the mass transfer 
limited condition. As was the case with T = 55°C, this gives rise to otherwise unexpected 
behavior in the experiment due to reaction dynamics on the solid-phase, such as a time 
period over which lsc
ls
a rr
   2 . This would explain the excellent match to the CO2 gas-
phase concentration data in Figure 39 but comparatively poor match to the gas-phase 
NH3 concentration data from the same experiment.  
Good agreement was also observed across all datasets at 70°C; a representative 
comparison with a reaction temperature of 70°C, an initial AC mass of 40g, and an 





Figure 40. Comparison of experiment (red curve) and model predictions (black 
curve) for CO2 (top plot) and NH3 (bottom plot) gas-phase mole fractions. Reaction 




































Figure 40 demonstrates similarity in curve height, slope, and overall shape 
between model and experiment, with a marked improvement in agreement with the ya 
data. The model predictions show small deviations from the shape of the CO2 curve (top 
plot) are present, namely the flat apex and narrow peak width in the FTIR 
measurements.  Overall, these slight departures from the experimental results do not 
appear significant, and could perhaps be improved by adjusting the bubble release-rate 
correlation, which was used here without any modification, to encompass the specific 
vessel, agitator, and operating conditions in the batch reactor vessel. The NH3 gas-phase 
concentration curves in Figure 34 show much better alignment compared to the 
predictions for 60°C (Figure 39), and the model demonstrates the narrow peak region 
that is a salient characteristic of the ya data when especially vigorous bubble release was 
observed. 
 As a more detailed demonstration of the model’s suitability for use in “off-
design” conditions, the model predictions were also compared to an experiment that was 
not used as part of the parameter estimation. This particular experiment utilized an initial 
particle size range of 60 to 100 mesh, with an AC sample size of 40g at a reaction 
temperature of 70°C. The results of the comparison in ya and yc predictions are presented 







Figure 41. Comparison of experiment (red curve) and model predictions (black 
curve) for CO2 (top plot) and NH3 (bottom plot) gas-phase mole fractions. Reaction 





























Figure 41 shows good agreement between model and experiment for the off-
design dataset. The CO2 peaks are very close in terms of height and overall width, but 
with an underestimation in the slope leading up to the peak’s apex. The model also does 
not reproduce the piecewise slopes as yc begins to decline. The NH3 also show fair 
agreement, with the only significant deviations being a ~10% under-prediction in peak 
height and the failure to produce the unusual peak shape. 
 
4.4 Sensitivity Analysis 
In this section, we consider the effect of parametric perturbations on the 
prediction of CO2 (yc) and NH3 (ya) gas phase concentrations. This analysis provides an 
estimate of the relative effect of uncertainty in the kinetic parameters, in addition to 
insights as to behavior of the parameter estimation routine. The ‘baseline’ model 
predictions (i.e. ya or yc without perturbed parameters) are obtained using the conditions 
mAC = 40g, Tl = 70°C, and initial particle size range -40 +50 mesh. Parameters are 
adjusted by magnitudes of +/- 100% of their baseline value. This perturbation magnitude 
was chosen so as to be “large” enough to assess the impact of an individual mechanism 
on the observed gas-phase concentration history and the strength of its coupling to other 
mechanisms in the hypothesized reaction scheme. 
To provide a conceptual framework to more clearly discuss the results that follow, it 




1) Desorption of CO2, NH3 to liquid-phase (ṙhet) → Desorption from liquid-phase to 
gas-phase 
2) Dissolution of AC to liquid-phase (ṙdis) → Homogeneous decomposition → 
Desorption from liquid-phase to gas-phase 
According to the reaction scheme, these pathways are coupled since the liquid-phase 
concentrations enter into all steps of the reaction. However, when the net reaction rate is 
predominantly forward (namely, during the first 100 seconds of the reaction when heat 
absorption is maximum), the accumulation of NH3 in solution has only a secondary 
effect. In such instances, the parameters involved in a particular reaction/species transfer 
mechanism are coupled only to subsequent steps within the same pathway. This allows 
one to link changes induced in one of the two pathways to certain trends and 
characteristics in the output of CO2 and NH3 gas-phase concentration histories. 
 
4.4.1 Heterogeneous Parameters 
Adjustments were first made to the heterogeneous reaction and dissolution 
parameters – Khet, khet, xAC,sat, and kdis – in the manner described above. Comparisons of 
the gas-phase concentration histories for CO2 and NH3 are shown in Figure 42 and 
Figure 44 as a response to variations in Khet, khet, which govern the heterogeneous 






Figure 42. CO2 (yc, top) and NH3 (ya, bottom) gas-phase concentration histories at 
different values of khet (baseline – black, x2 – red, x0.5 – blue) with mAC = 40g, Tl = 































The solid-phase parameters primarily affect the ya and yc shapes in the initial 
stage of the reaction, with diminishing influence following the occurrence of the peak 
value in yc. The ya curves are comparatively less affected due to the high solubility of 
NH3 in PG, resulting in a capacitive effect on the species transfer dynamics. 
Increasing/decreasing khet shifts yc to the left/right without changing the initial slope 
(following introduction of AC into the reactor). 
 Curiously, there is a slight increase in yc peak height with a 0.5x perturbation of 
the baseline khet, while the peak height decreases with a 2x perturbation; to understand 
this, we recall the two pathways feeding the level of CO2 supersaturation, and thus 
driving the release of dissolved CO2 gas – the overall shape and height of yc can be 
thought of (qualitatively) as a superposition of “sub-curves” due to paths (1) and (2), 
each with their own characteristic magnitude and timescale. For the purpose of this 
discussion, we shall refer to the time at which the peak contribution for path (1) or (2) 
occurs as the phase and the height of this peak contribution as the magnitude. 
Accordingly, the degree to which these two processes are in/out of phase and their 
relative magnitudes largely influences the width of the yc peak near the apex and to a 
lesser extent the maximum yc value attained. Stated more precisely, when path (1) is 
occurs significantly faster than path (2) (but they are of similar magnitude) the rate of 
CO2 release attains two local extrema, each of which corresponds to paths (1) and (2) – 
this is exhibited by the red curve in Figure 32. As the two pathways become more in-
phase, the two peaks gradually merge into a single peak; the intermediate curve between 
these two extremes appears as a broad peak with either a flat or slightly sloped top 
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depending the on the relative magnitudes of paths (1) and (2). Figure 43 illustrates the 
changes in ṙhet (path (1)) and ṙhom (path (2)) corresponding to an increase/decrease in khet.  
 
 
Figure 43. Model predictions for heterogeneous reaction rate (solid) and 
homogeneous reaction rate (dashed) at different khet (x1-black, x2 – red, x0.5 – blue) 
with mAC = 40g, Tl = 70°C, and initial particle size range of -40 +50 mesh. 
 
 
At the onset of the reaction, ṙhet is at a maximum (the “pause” before the rapid 
increase in slope is due to the buildup of CO2 until it exceeds the saturation limit and 
bubbles form) and decreases rapidly, whereas ṙhom starts at zero and continues to build as 
dissolved AC accumulates in the liquid-phase.  Increasing khet increases the magnitude of 
ṙhet and slightly reduces its duration since the saturation limit xa,s is attained faster. There 
is only a minor change in the magnitude of ṙhom, and the location of its peak appears 
unaltered. The increase in ṙhet’s magnitude and the curve’s overall shift leftward results 















peak that is broader, but also slightly shorter than the baseline. As khet is reduced, the 
magnitude of path (1) is reduced and the lag is increased, aligning its peak closely with 
path (2) and thus producing a single curve with a narrower peak than the baseline, but a 







Figure 44. Model predictions for CO2 (yc, top) and NH3 (ya, bottom) gas-phase 
concentration histories at different values of Khet (baseline – black, x2 – red, x0.5 – 
































Decreasing/increasing Khet increases/decreases the effective saturated 
concentration of NH3 and CO2 at the solid-liquid interface, and thence the driving force 
for desorption into the liquid-phase. The separation (or alignment) of phase and relative 
magnitudes of paths (1) and (2) are considerably more sensitive to changes in Khet. 
Accordingly, it is expected that the estimation routine does not need to affect large 
changes in Khet to adjust the shape of the yc curve. The lower sensitivity of yc to changes 
in khet implies comparatively larger perturbations are required to adjust the curve shape. 
Hence, there will generally be less scatter in the estimations of Khet compared to that of 
khet for a given temperature across the three initial AC concentrations tested.  
 It is also worth noting that at lower temperatures, the sensitivity to changes in 
Khet is amplified while the sensitivity to khet is muted. This can be seen in Figure 45, 





Figure 45. Comparison of model predictions for CO2 (yc,) gas-phase concentration 
histories in response to perturbations in khet (dashed) and Khet (solid) (baseline – 
black, x2 – red, x0.5 – blue) with mAC = 40g, Tl = 60°C, and initial particle size 
range of -40 +50 mesh. 
 
 This tendency stems directly from the rapid change of Khet with respect to 
temperature and the assumption that desorption and dissolution from the solid-phase is 
irreversible: at lower temperatures, Khet is large and thus the driving force for desorption 
of NH3 and CO2, xa,s – xa quickly reaches nil. In this condition, the longevity of the 
heterogeneous reaction is such that very little CO2 is released via path (1). With this 
limitation in place, changing khet only accelerates the dynamics of path (1), but does not 
influence the reaction’s preference for path (1). Therefore, the gross effect on CO2 
release is small. When Khet is small, as it would be at higher temperatures, the preference 
for path (2) is comparable to path (1), or even greater. As a result, changing the 
dynamics associated with the first step of path (1) has a more pronounced effect. It is 















albeit non-trivial, impact on yc, whereas there is a dramatic change when Khet is 
decreased by the same proportion. Again, this can be explained based on how Khet 
changes the preference for paths (1) or (2). The situation in Figure 45 is consistent with a 
reaction that predominantly follows path (1), as further reductions in the contribution of 
path (2), i.e. increases in Khet, have a diminishing effect on yc and ya. However, reducing 
Khet by half yields a ~50% increase in the peak value of yc and simultaneously shifts the 
peak location by about 30 seconds to the left. This perturbation of Khet renders the 
reaction preferential to path (2), as evidenced by the high initial peak due to 
heterogeneous reaction and the smaller secondary peak due to the homogeneous 
reaction. This same logic also dictates that with increasing temperature, yc and ya will 
become less sensitive to Khet, but more sensitive to khet. 
Changing xAC,sat and kdis, which control the solid-liquid dissolution of un-reacted 
AC, have a qualitatively similar effect with respect to changes in the shape of the yc peak 
early in the reaction; in this case, the magnitude and phase shift of path (2) experience 
large variations while those of path (2) are effectively unchanged. We are essentially 
preserving the inherent timescale of the homogeneous reaction while changing those of 
the preceding dissolution step. A comparison of the effects of changes to xAC,sat and kdis 






Figure 46. Model predictions of CO2 (yc, top) and NH3 (ya, bottom) gas-phase 
concentration histories at different values of xAC,sat (baseline – black, x2 – red, x0.5 



































Figure 47. Model predictions of CO2 (yc, top) and NH3 (ya, bottom) gas-phase 
concentration histories at different values of kdis (baseline – black, x2 – red, x0.5 – 



































The yc trends in Figure 47 with respect to perturbations in kdis show formation of 
a step and widening of the peak as kdis is decreased, whereas a single peak is formed and 
the peak is narrowed as kdis is increased. Similar to the explanation for the pattern 
observed by varying the parameters controlling the first step of path (1), it is clear that 
decreasing kdis causes both a diminished magnitude and rightward phase shift (i.e. further 
separation from the peak associated with path (1)), causing the path (1) peak to emerge. 
As kdis is increased, path (2) experiences both a magnitude enhancement and a leftward 
phase shift, bringing it into phase with path (1) and thus producing a single, narrower 
peak. As would be expected, increases/decreases in the initial slopes of ya accompany 
increases/decreases in kdis. We also recognize that the “NH3 limit” (plateau as t →∞) 
introduced in Chapter II remains approximately unchanged, since none of the equilibria 
(Khet, xAC,sat, and Khom) or liquid-gas mass transfer coefficients have been altered. Upon 
further comparison of Figure 46 and Figure 47 against Figure 42 and Figure 44, one 
notices that changes to ṙdis have a comparatively minor effect on the initial slopes of yc 
and ya (generally within the first 30 seconds of the reaction), but have an increasingly 
pronounced effect thereafter. Changes to ṙhet, in contrast, exert the strongest influence 
during the initial ~30 seconds, but the effect diminishes afterward. Thus, the sudden rise 
in CO2 activity is initiated by heterogeneous decomposition, which is eventually 
supplanted by the contribution from the homogeneous reaction. 
Additionally, comparing the trends shown in Figure 46 to those of Figure 47 
show a nearly identical effect of doubling/halving xAC,sat to that of doubling/halving kdis. 
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The route cause is the similar variation in ṙdis with respect to changes in the two 
parameters, a comparison of which is shown in Figure 48: 
 
 
Figure 48. Comparison of model predictions for dissolution rate in response to 
perturbations in xAC,sat (solid) and kdis (dashed) - baseline – black, x2 – red, x0.5 – 
blue. Reaction conditions were mAC = 40g, Tl = 70°C, and initial particle size range 
of -40 +50 mesh. 
 
The reason for this becomes clear upon examination of Eqs. (4.9) and (4.10).  If the 
initial solid concentration of AC is far smaller than its saturation limit in the liquid-






















































The sensitivity of ṙdis with respect to kdis is directly proportional to xAC,sat, and vice-versa. 
Hence, the effect on ṙdis of doubling/halving kdis is approximately equivalent to 
doubling/halving xAC,sat. This would explain the scatter in the estimations for kdis and 
xAC,sat: since only small differences are present in the effect of both parameters, large 
changes were necessary to affect small curve alterations.  
 It was shown that the height, breadth, and general shape (single peak, step, twin 
peak) of the yc curve can be manipulated by adjusting the overall reaction’s preference 
for two parallel pathways. Nearly independent adjustment of the relative magnitude and 
characteristic timescale of each pathway was affected via their corresponding 
heterogeneous parameters. Broadly speaking, the tendency of the yc peaks to become 
taller, narrower, and left-shifted with increasing temperature shows that the two 
pathways are overlapping to a greater extent. We therefore conclude that the temporally 
dependent preference between paths (1) and (2) becomes more equitable and uniform at 
greater temperatures (note that the increase in the homogeneous rate and equilibrium 




4.4.2 Homogeneous Parameters 
The timescale and magnitude of the homogeneous decomposition process is 
dictated by the forward rate coefficient, kf,hom and the equilibrium coefficient Khom. 
Primarily, the homogeneous reaction is expected to influence the path (2) contribution to 
the overall reaction, with secondary effects on the solid-liquid desorption step of path 
(1). Figure 49 and Figure 50 show the effect of kf,hom and Khom, respectively, on yc and ya.                                                                                                             
There is a general qualitative similarity in the effect of both homogeneous 
parameters on yc and those controlling the dissolution process (Figure 46 and Figure 47), 
insofar as the peak associated with path (2) is shifted left/right and its magnitude 
enhanced/diminished, while there is little difference in the slopes early in the reaction, 
indicating that the heterogeneous reaction remains relatively unaffected.  
The rate coefficient effectively sets the time constant for the homogeneous 
reaction, which will cause its peak contribution of CO2 and NH3 to shift leftward and 
increase in magnitude as khom increases. This manifests as the broad “step” in the overall 
yc peak becoming a single, narrower peak. Khom does not appear to alter the phase 
difference between paths (1) and (2), but does produce a sizeable change in the path (2) 
magnitude. At this point in the reaction the heterogeneous reaction has ceased and the 






Figure 49. Model predictions of CO2 (yc, top) and NH3 (ya, bottom) gas-phase 
concentration histories at different values of kf,hom (baseline – black, x2 – red, x0.5 – 


































Figure 50.  Model predictions of CO2 (yc, top) and NH3 (ya, bottom) gas-phase 
concentration histories at different values of Khom (baseline – black, x2 – red, x0.5 – 
































 It was argued in Chapter II that the accumulation of NH3 in solution was 
primarily responsible for the rapid decrease in net reaction rate that occurs after 
approximately 100 s of reaction time; the accumulation of CO2 in solution was presumed 
to be very small and experience only small changes, and thus have little influence on the 
transition from irreversible regime to mass transfer dominated regime. This hypothesis is 
supported by the effect of Khom variation on the liquid-phase concentrations of CO2 (xc) 
and NH3 (xa), plotted in Figure 51. 
 
 
Figure 51. Model predictions for dissolved CO2 (xc – dashed lines) and NH3 (xa – 
solid lines) concentration subjected to perturbations of Khom : baseline – black, x2 – 
red, and x0.5 – blue; input parameters were mAC = 40g, Tl = 70°C, and particles size 
range was -40 +50 mesh. 
 
 One immediately notices that there are only small differences between the 





















t = 300 s) while xa shows nearly a 30% difference. Furthermore, since xa shows far 
greater sensitivity (with respect to Khom) compared to xc, it follows that shifts in chemical 
equilibrium due to Le Chatelier’s principle are reflected closely in changes to the amount 




THERMAL PARAMETER ESTIMATION 
This chapter discusses the determination of the unknown heat of reaction and 
dissolution parameters that ultimately govern the total volumetric rate of heat absorption, 
which is of prime importance for any HEX reactor-based TMS scheme. There are three 
parameters that could not be obtained directly from the literature or experiment: the heat 
of reaction for heterogeneous decomposition (in PG), DHhet ; the heat of dissolution for 
AC in PG, DHdis  and; the heat of reaction for homogeneous decomposition, DHhom . 
Similar to Chapter IV, a model was developed in the Matlab/Simulink (MathWorks ver 
2016a and 2016b) programming language along with MathWorks’ parameter estimation 
utility to obtain estimates for the three aforementioned parameters. The reaction model 
developed in Chapter IV was included as a module in the calorimeter model, the 
development of which is discussed at length in this chapter. The kinetic parameters 
obtained in Chapter IV were input into the reaction model as functions of temperature in 
linear interpolated lookup tables. The parameter estimations obtained were compared to 
values in the literature and successfully reconciled with chemical thermodynamic theory. 
Additionally, the parameter estimates were used to compare model predictions to 
experimental liquid-phase temperature measurements across various AC sample sizes, 
temperatures, and particle sizes. The validation task demonstrates that the parameters 
obtained are appropriate for use in off-design conditions. Chapter V concludes with an 
analysis of the heat absorption due to individual reaction mechanisms, which shows that 
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under the conditions investigated in the batch reactor, nearly 30% of the available latent 
heat is not being utilized. 
 
5.1 Heat of Solution of NH3 
The solubility data obtained as part of this study allows direct computation of the 


















where Â is the universal gas constant and T is the absolute temperature in Kelvin. A plot 
of ln xa  as a function of 1/T (Figure 52) shows a linear dependence; a linear least-
squares regression to the data yields DHa,des= -22200 J/mol (~1300 J/g). 
 While not of immediate interest, the entropy of desorption can be computed 
















Plotting ln xa  as a function of T  (Figure 53) and again applying a least-squares linear-





Figure 52. Plot of ln (xa) as a function of 1/T as obtained from the solubility studies 
(black squares), and a least-squares linear regression to the same (dashed line). 
Linearity over the 50 °C- 80°C temperature range suggests that the heat of 
desorption for NH3 is not a strong function of temperature 
 
 
Figure 53. Plot of ln (xa) as a function of T as obtained from the solubility study 


























The heat of desorption for NH3 is significant compared to the 1800 – 2100 J/g 
range for decomposition of AC [Schmidt thesis].  Eq. (5.1) was also applied to the data 
of Galvão and Francesconi [30] to calculate heat of solution of CO2, which came to 
DHc,des ≈-9700 J/mol, or about 220 J/g. It is anticipated that the net contribution of CO2 
desorption to total heat absorbed will be small, and perhaps negligible under most 
conditions. 
As an additional spot-check for the validity these calculations, a simple 
experiment was devised to obtain a rough estimate of the heat of desorption. 600 mL of 
NH3 – loaded PG was placed into a 1-L Erlenmeyer flask; the flask was fitted with a 
stainless-steel ¼” tube through which dry nitrogen was fed to remove the dissolved NH3. 
The mouth of the flask was fitted with a custom rubber stopper that allowed escaping 
gasses to be routed to the FTIR analyzer for NH3 concentration measurement. While the 
desorption process occurred, a 1/8” T-type thermocouple probe (Omega Engineering, 
USA +/- 0.1°C) was inserted into the flask to continuously monitor temperature. A 
magnetic stirring bar provided agitation to ensure an approximately uniform temperature 
in the sample at any given time. Assuming negligible losses to the environment (the 













Figure 54. Simplified layout diagram of NH3 desorption test apparatus 
 
where t is the duration of the desorption experiment and Dma is the mass of NH3 
desorbed. Two protocols were used to measure Dma : for sample (1), Dmawas measured 
by subtracting the mass of the flask assembly in Figure 54 measured after the experiment 
from that measured before the experiment; for sample (2), Dmawas measured by 
integrating the FTIR measurements for NH3 concentration and the known N2 flow rate. 
In the latter case, desorption was allowed to continue until nearly all of the NH3 was 
removed. This allowed the determination to be made when parasitic heat transfer from 
the environment became ‘too significant” to ignore. In addition, Eq. (5.3) could be 
monitored as a function of time rather than simply initial and final conditions. The 
second measurement protocol therefore represents a more refined approach than the first 
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measurement protocol, although we present the results of both here for the sake of 
completeness. 
Four runs were conducted – two with each measurement protocol -- with 
temperature differences sufficiently small to ensure that cpdid not vary by more than 
2%. The results of these runs are summarized in Table 3: 
 
Table 3. Experimental results for ΔHa,des spot-check using both FTIR (2) and 
gravimetric (1) measurement methods 
 
Protocol Dma  (g) Tinitial  (°C) Tfinal  (°C) DHa,des (J/g) 
2 2.2 14.93 13.39 1013 
2 2.2 19.97 17.63 1590 
1 4.43 25.08 20.93 1398 
1 8.55 20.56 13.66 1154 
 
The results tabulated in Table 3 are within the neighborhood of the predicted 
value for DHa,des  obtained using Eq. (5.1) (+/- 200 W, approximately). We therefore 
confirm that DHa,des is indeed a significant fraction of the total latent heat realizable 
through the reaction in PG.  
From the standpoint of designing a HEX reactor to obtain the maximum possible 
usage of latent heat, it is not only the antagonistic effect on the reaction kinetics posed 
by dissolved NH3, but also the non-trivial fraction of latent thermal energy retained that 
are critical to reactor performance. Thus, it is becoming evident that promoting the rapid 
desorption of dissolved NH3 will perhaps prove to be the technical challenge that must 
be surmounted to make the AC HEX reactor-based TMS realizable in a practical setting. 
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5.2 Calorimeter Model 
Due to the rapid kinetics and dynamic temperature controller, the assumption of 
quasi-steady heat transfer between the coil and reactor contents cannot be applied with 
reasonable accuracy. Therefore, a transient heat transfer model of the resistive heat coil 
and reactor wall was developed to account for transient thermal energy storage effects in 
the reactor energy balance. The calorimeter model is an extension of the batch reactor 
model of Chapter IV, subjected to the same assumptions of a well-mixed liquid-phase. In 
addition to the kinetic and mass transfer model, there are three additional sub-models for 
thermal energy conservation in the reaction vessel, the liquid-phase (which includes the 
solid-phase), and the heat source. The sub-models were formulated in such a fashion that 
they could construct a single overall linear system of first-order ODEs that are easily 
solvable in the Matlab/Simulink programming language. In this section we discuss the 
mathematical underpinning and assumptions applied to each of the sub-models, 
including validation and eventual integration into a complete model of the coupled 
thermal and chemical behavior in the batch reactor. 
 
5.2.1 Heater Model 
The thermostating function of the batch reactor/calorimeter relies on a resistive 
heater element to respond to rapid changes in thermal load upon the introduction of solid 
AC into the reactor. The heater coil consists of a stainless steel sheath having a thickness 
of 0.635 mm, a layer of MgO insulation, and a Nichrome wire at its core with a nominal 
diameter of 0.724 mm. The outer diameter of the coil is 7.37 mm. Because the sheath is 
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very thin and has low specific heat capacity in addition to relatively high thermal 
conductivity, the temperature gradient and energy storage within the sheath is negligible 
compared to those of the insulation layer.   
 
5.2.1.1 Mathematical Model 
To compensate for the dynamic behavior of the heater coil when subjected to 
variable loading, the heater is modeled as a 1-dimensional cylinder subjected to a 
known, uniform heat flux at oRr  , and a uniform convection coefficient at Rr  . 
Because the sheath is very thin and has low specific heat capacity in addition to 
relatively high thermal conductivity, the temperature gradient and energy storage within 
the sheath is negligible compared to those of the insulation layer. A schematic of the 
math model domain is shown in Figure 55: 
 
 
Figure 55. Domain for heater coil mathematical model; the Nichrome resistive 
element is represented by the region from the center to r = Ro; the MgO insulation 





 Thus, the governing equation for heat conduction and storage in a cylinder with 

















hT is the heater temperature, r is the radial coordinate, and h  is the effective 
thermal diffusivity. The Nichrome resistive heater element has a very small diameter in 
addition to high thermal conductivity and low specific heat capacity; it is reasonable, 
then, to neglect energy storage within the wire resistive element at the heater core. This 
assumption allows the Nichrome wire to be represented as a boundary condition at 










hq  is the heat flux from the Nichrome wire, and kh  is the effective thermal 
conductivity of the MgO insulation layer. 
hq  
was calculated by assuming the total 
electrical power delivered to the heater by the DC power supply is uniformly distributed 






Where hh  is the convection coefficient at the heater surface and lT is the bulk liquid 
temperature of the PG.  
To solve Eqs. (5.4)-(5.6), the domain was discretized spatially by a radial 
increment   KRRr o / , where K  is an integer representing the number of discrete 
cells, but allowed to remain continuous in time. This allowed to the governing equations 




=ATh +bh  (5.7) 
 
The first cell (with index i =1) is subjected to a time dependent heat flux; defining 




Where L is the length of the heater coil containing the nichrome element. For all interior 
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The outer boundary cell  ( i =K ) is subjected to a convection boundary condition; if we 
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where the convection boundary condition at the heat coil surface is derived from a 
control surface (zero thickness) energy balance to equate the rate of conduction to that of 
convection: 
 










where Bih = hhDr / kh is the heater Biot number. Rendering the governing equation in this 





5.2.1.2 Thermophysical Parameter Estimation 
There are three parameters in Eqs. (5.8) - (5.11): The heater Biot number 
hBi , the 
effective thermal diffusivity, 
h , and the effective thermal conductivity, hk . The 
deduction of 
h and hk  
was fairly straightforward; if the reaction vessel was completely 
devoid of fluid, and subjected to vacuum conditions, the only mode of heat transfer from 
the surface of the heater is radiation, which is small at the temperatures of interest. Thus, 




= 0  (5.12) 
 
From Eq. (5.19) it follows immediately that Th,surf =Th,K . The surface temperature of the 
heater could be easily measured and used as an objective function to parametrically 
estimate 
h . A K-type thermocouple probe with a nominal diameter of 0.01” was 
attached to the surface of the heater coil with a small hose clamp. To ensure uniform 
contact between the probe and the heater surface, a thin (<0.001”) stainless steel shim 
was placed between the probe and the hose clamp. The reaction vessel was evacuated 
and held at ~8 Torr, and a fixed DC voltage was imposed on the heater coil. The surface 
temperature was permitted to climb until at least 30 seconds had lapsed; normalized 
surface probe temperature (T - Tmin) / (Tmax – Tmin) data are plotted against normalized 





Figure 56. Plot of normalized temperature (T - Tmin) / (Tmax – Tmin) vs. normalized 
time t / tmax for heater inputs of 50W (solid), 100W (dashed), and 500W (dot). 
 
The objective function for fitting 














 is the experimentally measured heater coil surface temperature. The fitting 
procedure was accomplished as follows: 
1) An experimental data set (e.g., corresponding to heater power inputs of 50W, 
100W, etc) is chosen for fitting 





























3) Eq. (5.7), subject to boundary conditions in Eqs. (5.11) and (5.12) is solved 
numerically using the finite volume method with fully implicit discretization 
4) The objective function (Eq. (5.13)) is computed using the model output and 
experimental data points 
5) 
h  and khare incremented and the computations (steps 2 and 3) are repeated to 
span a range of








h( ) = min F{ }( ) , where F{ } is the set of tabulated F ah ,kh( )values.  
The above procedure was executed using the data set for a 500W heater input, 
which was chosen since it was at the middle of the heater’s output range. The heater was 
not subjected to full power due to safety concerns about the use of un-wetted immersion 
heaters. Using 10 
h and hk  increments and 200 control volumes, the best fitting 
parameters were smEh
2669.1   and kh = 6.04W m
2K . To check the validity of the 
results, model results using the optimized parameters were compared against the data for 
a “high” (700W) and “low” (50W) heater power setting. A plot of this comparison is 




Figure 57. Comparison of normalized heater surface temperature measurements (T 
- Tmin) / (Tmax – Tmin) to model predictions using parametrically optimized αh and kh 
values at two different heater settings: 50W (solid: experiment, dot: model) and 
700W (dashed: experiment, short dash: model) 
 
The agreement between experiment and predictions over a wide range of heater power 
settings is excellent and warranted no further refinement in the fitting procedure. 
 
5.2.3 Reactor Wall Model 
The highly endothermic reaction considered in this study necessitates 
considerable power input into the calorimeter in order to maintain the reaction 
temperature within reasonable limits. Sudden changes in fluid temperature can result in 
parasitic heat flow transients as high as 80-100w, and therefore introduce additional 
dynamics into the reactor energy balance. Hence, in this section, a dynamic reactor wall 





























Because the wall is thin (3mm) compared to the inner diameter of the reaction vessel, it 
is approximated as a 1-D slab (Figure 58): 
 
 
Figure 58. Domain for mathematical model of reactor wall 
 
It is assumed, initially, that the wall is subjected to uniform convective heat 
transfer over both its wetted surface and outer surface. In the Cartesian coordinate 











where x is the coordinate indicating the distance from the wetted surface at x=0 normal 
into the wall. The boundary conditions at the wetted surface (x=0) and the outer surface 












-1 Tw Lw, t( ) -Tamb( )  (5.16) 
 
where hwand Rth,lossare the convection coefficient at the wetted and thermal resistance of 
the outer surfaces, respectively; kw  is the thermal conductivity of the wall; and Tamb is 
the temperature of the surrounding environment, which is constant throughout the 
experiment. In the same fashion as with the heater, a finite volume, time continuous 
method was used to solve Eq. (5.14) numerically. Discretizing the wall into N equal 
sized volumes, defining Dz = Lw / N , and again letting idenote index for each finite 























Tw,N-1 -3Tw,N + 2Tw,outéë ùû (5.19) 
 
The boundary conditions for the wetted surface (Tw,surf ) and outer surface (Tw,out) give 













Tw,N  (5.21) 
 
where Biw = hwDz /kw  and Biloss = Dz / Rth,losskware the Biot numbers for the wetted 
surface and outer surface of the reactor wall, respectively.  
 
5.2.4 Liquid-Phase Thermal Model and Sub-Model Integration 
Figure 59 shows a diagram of the control volume that serves as the basis for 
applying conservation of energy to the reactor. It is assumed that the solid AC dispersed 
in the liquid phase and the gas present in the reactor headspace to not contribute 
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Figure 59. Diagram representing the model’s three domains (reactor wall, liquid-
phase, and heater coil) and the assumed direction of heat flow. 
 
We assume the liquid phase is well stirred, and its temperature is a function of 




where is the heat consumed by the net decomposition of AC and Vl is the volume of 
the liquid phase. One can see that combining Eq. (5.22) with the system of ODEs 











where  ToutwNwwswlshKhh TTTTTTTT ,,1,,,,1, ,,,,,,,,, T is the state vector containing the 
time-dependent temperature of each finite volume cell in the heater coil and reactor wall, 
in addition to the liquid-phase bulk temperature;A  is the coefficient matrix arising from 
the spatial discretization, and b is a vector to handle the inhomogeneous terms arising 
from the boundary conditions at the center of the heater coil ( r = Ro ) and at the outer 
surface of the reactor wall.  
It is important to note that the surface temperatures Th,surf ,Tw,surf  and Tw,outare, 
according to Eqs. (5.11), (5.20) and (5.21) respectively, algebraic constraints. The 
presents a problem for the numerical solvers in Simulink, which must now employ an 
iterative algorithm at each timestep to solve the algebraic constraints in the system, 
significantly slowing simulation time. A simple method was used in this study to remedy 
this issue; the aforesaid surface temperature variables were approximated as dynamic 




= K* T * -T( ) (5.24) 
 
Where T represents Th,s,Tw,sor Tw,out,;T
*
represents the RHS of Eqs. (5.11), (5.20), or 
(5.21) respectively; and K* is a “large” constant chosen such that the artificial dynamics 
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associated with Th,surf ,Tw,surf or Tw,outare significantly faster than the rest of the system. 
This effectively approximates the algebraic constraint dictated by Eqs. (5.11), (5.20), 
and (5.21). In this case, a value of K* =106 was found to give sufficiently fast dynamics 
for Th,surf ,Tw,surf and Tw,out 
without noticeably slowing the execution speed of the Simulink 
model.  
Not including the effect of chemical reaction, there are three unknown 
parameters that must be determined: hh,hw  and lossthR , . Over the range of temperatures 
considered in this study, the liquid phase (PG) experiences significant changes in 
viscosity, which in turn suggests that the heater coil and reactor wall convection 
coefficients will also differ with reaction temperature, even at the same stirring speed. It 

















where ml  and msare the viscosities of the liquid phase evaluated at the bulk liquid 
temperature and surface temperature, respectively; Pr is the Prandtl number of the liquid 
phase; Reis the Reynolds number; kl is the thermal conductivity of the liquid phase; and 
Lc is the characteristic length scale. With the exception of ms , all properties are evaluated 
at the bulk liquid phase temperature, Tl .  With the stirring speed constant at 1000 RPM, 
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and no significant changes in the Prandtl number, liquid phase density, or thermal 









where A* is a constant whose value is to be determined by parameter fitting to 
experimentally obtained temperature histories. The functional dependence of m  on 
temperature was obtained from the data of Sun and Teja [74] and implemented as a 
piecewise linear lookup table in the Simulink model.  
Reactor temperature histories were obtained by monitoring a low thermal mass 
T-type temperature probe immersed in the bulk liquid (absent AC) while applying 500W 
– 900W from an initial temperature (typically ~22°C) up to set points ranging from 55°C 
to 70°C, where the temperature is maintained for 10 minutes by modulating the heater 
coil terminal voltage. The 10-minute hold sequence reveals the steady-state losses to the 
environment and thence allows the determination ofRth,loss. As will be soon discussed, 
the steady-state losses are important for fitting the heats of desorption during the mass 
transfer limited stage of the reaction. 
 Simulink’s parameter estimation tool was used to fit Rth,loss, 𝐴, and 𝑚; the 
objective function chosen was the root-sum-square (RSS) error between the predicted 
and experimentally measured value for 𝑇𝑙. Values for Rth,loss ranged between 0.67 and 
0.40 m2K/W – these high values likely stem from the presence of the vacuum jacket 
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between the wetted reactor wall and the ambient environment, which poses an additional 
and significant thermal resistance that is not explicitly accounted for in the model. These 
values were consistent across preconditioning (i.e., heating and holding) cycles 
conducted on different days and under varying laboratory temperatures, and so the 
approach adopted herein was deemed sufficient. The predicted values obtained for 𝐴 and 
𝑚 were such that physically unrealistic values for ℎ𝑤 (as high as 10
6 W/m2K) and ℎℎ (on 
the order of 10,000 W/m2K) were attained. The implication of these findings are that 
heat transfer is dictated predominantly by conduction through the heater and reactor 
wall, and thus disproportionally large changes in ℎ𝑤 and ℎℎ were required to perturb the 
liquid-phase energy balance. This was confirmed by observing that changing ℎℎ to 10
8 
(4 orders of magnitude from the estimated value) had no significant effect on the 
prediction of 𝑇𝑙. It is possible to proceed with the assumption that the heater coil and 
wetted reactor wall surface temperatures are essentially identical to 𝑇𝑙. Exemplary 
comparisons between model predictions and experimental measurement for liquid-phase 
temperature ratio T -Ti( ) / Ti -Tf( )- where Ti  is the initial temperature and Tf the 





Figure 60. Plot comparing temperature ratio T -Ti( ) / Ti -Tf( )measured 
experimentally (red) and predicted by the model (black) as a function of time. Two 
cases are shown: heating to 55°C (solid) and heating to 70°C (dashed). 
 
The maximum deviation from experiment observable in Figure 60 is approximately 4%. 
Thus, the selected empirical parameters provide excellent accuracy over large 
temperature ranges. 
 
5.2.4.1 Thermochemical Energy Balance 
Each chemical or mass transfer process in the multi-step reaction scheme is 
associated with the release/absorption of thermal energy according to the differences in 
inter- or intra- molecular bonds, respectively. The combined effect on the liquid phase’s 





















where DH j is the latent heat of reaction (subscript rxn) or desorption/dissolution 
(subscript phys) for species j; is the molar reaction/transfer rate of the respective 
process for species j. Absorption/desorption tests with CO2 and PG in a 1000 ml 
nitrogen-sparged Erlenmeyer flask (Dow Corning) showed no measureable change in 
temperature, which permits the heat of desorption for CO2 to be neglected. Additionally, 
Schmidt measured the heat of dissolution for solid AC in PG at room temperature, and 
found it to be small (~100 J/g) compared to the heat of decomposition; it is nevertheless 
included in this study, assuming that it does not vary significantly with temperature. The 
remaining unknown terms are the heterogeneous heat of reaction DHhet , the 
homogeneous heat of reaction DHhom , and the heat of dissolution for solid AC DHdis . 












where the sum-total of Eqs. (5.28) – (5.31) yields the net heat absorbed per-unit-volume. 
 
5.2.4.2 Sensible Energy Storage in the Solid-Phase 
Upon introduction into the reaction vessel, the AC particles are initially at the 
ambient temperature of the laboratory (~20°C). The sudden presence of the solid-phase 
in the liquid-phase, which during that is held at the desired reaction temperature, causes 
in sharp drop in temperature as the particles receive thermal energy from the liquid-
phase via convective heat transfer. Assuming an initial particle temperature, Ts,i , of 
20°C, the energy required to bring a 40g sample to a reaction temperature of 70°C 
(assuming solid AC has a specific heat of ~1.92 J/g [10]), is ~3800 J. While this number 
is small compared to the latent heat content of the AC, the sudden introduction of the AC 
particles into the reactor has the potential to create a large (over 1000 W), albeit brief, 
thermal energy sink that must be accounted for in the calorimetric measurements. Since 
this occurs at the onset of the reaction – where the largest endothermic heat absorption 
occurs -- this effect is especially critical because the parameter estimation routine will 
attempt to match this sudden decrease in liquid-phase temperature by increasing DHhet
and DHdis , thereby skewing the parameters at higher reaction temperatures and AC 
sample sizes.  
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With this potential complication in mind, the prudent approach is to provide 
compensatory logic in the model in order mitigate the effect of this experimental non-
ideality. Thankfully, we are able to leverage the particle size tracking functions of Eqs. 
(3.32) – (3.33) to provide a first-order approximate method to compensate for sensible 
energy storage in the solid-phase at the onset of the experiment. First, let us assume that 
the period of time (‘sensible heating period’) over which this consideration is relevant is 
small compared to the lifetime of the smallest AC particle – if this is the case, we may 
assume that during the ‘sensible heating period’, the size of any given particle is 




where hsis the heat transfer coefficient, which may or may not be a function of the 
particle size, and Ts,surf is the surface temperature of a particle having a radius ri . 
Assuming that hsis independent of particle size, as was the case with the mass transfer 






For a particle of (initial) radius ri, the energy equation, assuming 1-dimensional 

















÷  (5.37) 
 
where Ts =Ts(r, t) is the local instantaneous temperature within the solid particle. Hence, 











= 0  (5.39) 
 
Ts r, 0( ) =Tamb  (5.40) 
 
Note that we have also assumed in the boundary condition Eq. (5.38) that the 
energy obtained by convection during the sensible heating period is not consumed, in 
whole or in part, by solid-liquid dissolution or heterogeneous decomposition at the 
particle surface. We adopt this assumption in recognition of the short timescales 
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involved and that the reaction processes, which are slow at temperatures below 60°C, 
would only be significant for a small portion of the sensible heating period.  
Normally, one would be required to solve Eq. (5.37) subject to Eqs. (5.38)-(5.40) 
over the particle size distribution to compute Ts,surf , which would then require the 
integral in Eq. (5.34) to be approximated as the sum of discrete particle size groups. This 
would be computationally expensive, and slow the parameter estimation routine by an 
unacceptable degree. It was determined that a more simplified approach would be used 
first: the ratio hs cp,s  was left as a fitting parameter, and the entire particle population 
was lumped into a single mass with a single effective temperature Ts,surf =Ts  and the 

















Eq. (5.41) is the familiar lumped-capacitance approximation [75], which is typically 
used for solid materials with high thermal conductivity; allowing hs cp,s to be adjusted 
accounts for this in part because the low thermal conductivity of the AC particles would 
confine the majority of the sensible energy storage to a region near the particle surface, 
thereby decreasing the effective heat capacity of the solid phase. To determine if 
implementing a more complicated approach was necessary, the parameter fitting routine 
was attempted using Eq. (5.41) and Eq. (5.34) as an additional sink term in the energy 
equation, Eq. (5.27). 
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An initial pass at fitting the experimental data to Tl using what was considered to 
be the most severe cases -- mAC= 40g at 70 °C for various particle sizes – the value for 
hs cp,swas on the order of 0.01 - 0.1 kg ×K / s ×m
2 , meaning that the sensible heating 
period lasted for, at most, only the first few seconds of the reaction. The effect of this 
small period of time on the gross dynamics of the reaction is small, and requires only an 
approximate correction for the portion of the initial liquid-phase temperature drop that is 
due to sensible heating of the solid-phase. At least for the purpose of estimating 
enthalpies of reaction in the batch reactor, the simplified approach adopted here is 
sufficient. The added complexity of solving the 1-dimensional transient energy equation 
for a discrete collection of particle sizes would not be warranted for this small 
timeframe. hs cp,swas subsequently fixed at 0.1 kg ×K / s ×m
2  for the thermal parameter 
estimation study. 
 
5.2.4.3 Solution Method 
 The thermal model was implemented in the Simulink environment in a modular 
fashion by separating the reaction kinetics (“Reaction Model” block), endothermic heat 
absorption (“Heat of Reaction” block), and time integration of the energy equation 
(“Liquid-phase Energy Balance” block) into federated subsystems, as can be seen in 
Figure 61. This allowed data flow to be tracked more easily, in addition to facilitating 





Figure 61. Simulink block diagram of batch reactor model with reaction rate, 
thermochemistry, and energy balance sub modules. The ‘Liquid-phase energy 
balance’ block contains the state-space models for the heater and reactor wall. 
 
The reaction model block contains the state-space equations for solid-phase 
surface area, liquid-phase concentrations, and gas-phase concentrations, accepting as 
inputs the nominal minimum and maximum mesh size, initial AC mass, and reaction 
temperature setpoint. The heat of reaction block pulls instantaneous reaction rate data 
from the reaction model block to compute Eq. (5.27), which then passes the result, rxnQ
  
to the liquid-phase energy balance block; finally, the liquid-phase energy balance block 
integrates Eq. (5.23) to compute the liquid-phase temperature lT . The liquid-phase 
temperature can be fed back to the reaction model block for the change in any 
temperature dependent parameters, but for the thermal parameter estimation task here, 
the lT input to the reaction block model was held constant at the setpoint temperature for 




the small and fleeting temperature excursions that occurred immediately upon 
introduction of the solid AC into the reactor. Heater coil power input is loaded to the 
liquid-phase energy balance block automatically from an external file containing logged 
data for a specified experiment; linear interpolation is used in a lookup table block to 
supply the heater coil power as a piecewise continuous function of time.  
 
5.2.4.4 Endothermic Heat Absorption Estimation 
 The calorimetric ‘measurement’ of  is accomplished indirectly by combining 
the wall and heater dynamic models with experimental measurements of the liquid-phase 
bulk temperature and heater power input. Accordingly,  was not used for tuning the 
model parameters. The value of these estimates lies in providing a secondary check for 
the parameterized batch reactor and a sense of relevant timescales and patterns to inform 
the design of future experiments. 
 The inherent difficulty in obtaining numerical derivatives from experimental data 
introduced considerable uncertainty into the calculation, which could be as high as 
500-800 W. Variations of such a magnitude made it nearly impossible to discern any 
meaningful information, and hence it was necessary to condition the data. Two 
conditioning approaches were attempted: smoothing the experimental data with a 1st 
order filter (“filter conditioning”) or fitting a high-order polynomial to the data so 
dTl dt could be obtained analytically (“polynomial conditioning”). A time constant of 2 
seconds was selected by trial-and-error for the first-order filter until the “ripple” in the 
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calculated was approximately +/- 50 W, which is on the order of the convective 
losses from the reactor at steady state. The filtering operation itself introduces 
uncertainty since it tends to attenuate sharp peaks and introduce phase-lag relative to the 
original data. The alternative method, polynomial conditioning, required, at a minimum, 
a 20th- order polynomial to resolve satisfactorily the sudden dip in liquid-phase 
temperature occurring at the onset of the reaction. The polynomial coefficients were 
obtained by a least-squares regression using the MatLab function polyfit. 
The liquid-phase energy balance module of the overall calorimeter model was modified 
to solve Eq. (5.27) using the following procedure: 
1) The model reads the Tl data from the designated data file, which was sampled at 3 
Hz.  
2) The experimental Tl  data is smoothed via a signal conditioning function (1
st order 
filter or polynomial fit). The conditioned temperature data is designated by the 
variable .  
3) For filter conditioning, is input to a numerical derivative block. For polynomial 
conditioning, the derivative could be obtained analytically. 
4) The data is supplied as a time-dependent boundary condition to both the heater 
and wall models; these models output their total heat flow rates and 
respectively. 




6) , and lQ
 are summed to obtain , which is output as a 1-dimensional 
array to the MatLab workspace 
A simplified representation of the Simulink block diagram is shown in Figure 62. Figure 
63 compares the conditioned temperature data obtained using both the filter approach 





Figure 62. Simplified illustration of Simulink block diagram used to calculate 
experimental endothermic heat absorption. 
 
 
Figure 63. Conditioned temperature data obtained using 1st – order filter with a 
time constant of 2 seconds (red) and 20th – order polynomial fit (blue); the actual Tl 

















The filtered data more-or-less preserves the sharper slopes and is also able to 
reproduce the low frequency ripple that is due to hunting behavior in the underdamped 
temperature controller. There is a slight phase-shift of about 2-3 seconds. The 
polynomial fit also performs well in tracking the experimental curve, but is unable to 
capture the hunting behavior. The resultant calculations for  are shown in Figure 64: 
 
 
Figure 64. Calculated endothermic heat absorption obtained using 1st – order filter 
with a time constant of 2 seconds (red) and 20th – order polynomial fit (blue) 
 
 
Both data conditioning techniques give reasonable results, but the filtered data 
gives more realistic curves at the onset of the reaction (from t = 0 to ~8 seconds). 
Specifically, there will be a slight delay in the reaction as the particles are initially at a 
low temperature, as discussed in section 5.2.4.2, before the reaction rapidly accelerates --















the filter method over the polynomial method. Thus, all calorimetric estimates of 
derived from the experimental data from this point onward employ the process depicted 
in Figure 62.  
 
5.3 Calorimetric Results and Discussion 
The following section presents the thermal parameter estimation results, 
comparison between model and experiment, comparison between the trends observed 
experimentally and predicted by the model, and a parametric sensitivity analysis. As in 
the previous section, the fitted parameter results obtained from experiments having ACm
= 40g and were used; additionally, the parameter fitting routine was utilized with data 
from the smallest available initial particle size distribution, i.e. -40 + 50 mesh, to reduce 
the mass transfer complications introduced by large particle sizes. The results were 
validated by comparing the model predictions to data sets with ACm = 30g or 20g, at 
various initial particle size range. The overall agreement was judged to be acceptable.  
 
5.3.1 Wall Heat Transfer and Heater Coil Dynamics 
Figure 65 shows a representative history of the heat delivered from the coil and 
wall to the liquid-phase compared to the power input to the heater as measured by the 




Figure 65. Plot of model-calculated heat flow from heater surface (black) and 
wetted reactor wall (red) compared to experimental heater input (blue). The 
positive direction of heat flow is defined in Figure 59. Source of the experimental 
data was the test mAC = 40g, T = 70°C, 40 – 50 mesh particle size 
 
For the first minute of the reaction, there is a non-trivial exchange of thermal 
energy with the reactor wall, which initially delivers heat when the AC is introduced (in 
response to the sudden drop in liquid temperature), but soon begins to act as a parasitic 
heat sink after about 10 seconds to the tune of about 20% of the heater input. There is 
also a marked delay between the heater coil input and conveyance to the liquid-phase; 
the rise time is approximately 6 seconds, and there is a phase-shift of about 4 seconds. 
The lesson to be learned from this comparison is that one would be ill advised to neglect 
the inherent dynamic behavior of the reaction vessel and the means of introducing heat 
into the system when performing calorimetric measurements on rapid, energy intensive 


















if one were to simply compare the measured heater power to the sensible energy change 
in the liquid-phase. 
 
5.3.2 Thermal Parameter Estimation Results 
In contrast to the kinetic parameter fitting, the estimated thermal parameters 
showed considerable scatter and a non-monotonic trend between 55°C and 70°C. While 
this may at first seem like an indictment of the kinetic parameters obtained in the 
previous chapter, the following aspects must be weighed when interpreting these results: 
1) At low temperatures (55°C and 60°C), the reaction rates are comparatively slow, 
and thus large variations in the enthalpies of reaction are necessary to adjust the 
model output to match the experiment. For this same reason, as was discovered in 
the kinetic parameter estimation work, there is also greater uncertainty associated 
with the parameters estimated for at these temperatures. 
2) Only the bulk liquid-phase temperature data was available for a direct 
experimental comparison to the model predictions, which represents the 
cumulative contribution of the individual reaction mechanisms. This increases the 
likelihood for local minima in the objective function to occur. One particularly 
vexing consequence of this is that parameters effecting processes dominant early 
in the reaction (i.e., heterogeneous decomposition and dissolution) tended to create 
offsets in the temperature predictions later in the reaction when other mechanisms 
were dominant (i.e., homogeneous decomposition and NH3 desorption). 
Simulink’s optimization algorithms would then attempt to adjust the latter group 
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of parameters to compensate for errors in the former, leading to anomalous 
variations in the estimates from experiment to experiment. 
The kinetic parameter fitting work indicated that large sample sizes (40g) with 
smaller particles (40 mesh and below) at high temperatures (70°C) typically exhibited 
the least variation. Unlike the kinetic parameters, however, in many cases, enthalpies of 
reaction vary only over comparatively large temperature ranges [76]. In consideration of 
the points discussed above, it would seem that finding a coherent pattern in the enthalpy 
of reaction estimates for all the datasets is unlikely. Instead, the strategy we employ here 
is to conduct the parameter estimation against a dataset at 70°C and an AC sample size 
of 40g with the smallest available particle sizes (40 – 50 mesh), and then compare the 
model predictions using the parameters thus obtained to the remaining datasets. It shall 
be demonstrated that this approach provides good agreement across all available 
experimental datasets. 
 
5.3.2.1 Heterogeneous Reaction 
In this context, the term “heterogeneous reaction” encompasses all solid-liquid 
pathways (i.e., heterogeneous decomposition and dissolution). The estimated value for 
ΔHhet is 80.8 kJ/mol, or approximately 1000 J/g, which is much lower than the values for 
dry AC reported in the literature [10]. In Figure 66, the Born-Haber cycle for the 





Figure 66. Born-Haber Cycle for decomposition of solid AC suspended in PG 
 
The ‘intermediate’ state of dissolved NH3 and CO2 that must be attained prior to 
the final ‘end’ state of gaseous NH3 and CO2 dictates that DH > DHhet , where DH is 
the enthalpy of reaction for the decomposition of (dry) solid AC to its gas-phase 
decomposition products. 
Schmidt [10] measured the heat of dissolution of AC in ethylene glycol at room 
temperature, which was reported as approximately 10 kJ/kmol at infinite dilution. Heat 
of solution is, in general, a function of concentration. Without any data specific for PG 
available, and assuming that DHdis  in PG would be on the same order of magnitude at 
that in ethylene glycol, the parameter estimation was bounded at a maximum of 10 
kJ/kmol. Knowing that DHdismay be a function of concentration ( xAC), we deviated 
from the fitting strategy discussed previously and attempted to fit two additional datasets 
at the same temperature and particle size: mAC= 30g and 20g. It is possible that DHdis
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may increase with temperature, as is the case with some soluble solids [73], but there is 
not sufficient data at this point to confirm. In any case, from the standpoint of selecting 
‘best-fitting’ (although perhaps not necessarily correct) parameters for the model, we 
submit that it is acceptable to utilize a single value – 5.34 kJ/kmol -- for DHdis . 
 
5.3.2.2 Homogeneous Reaction 
The estimated value of  was -83.2 kJ/mol, or ~1100 J/g. Recalling that
descdesades HHH ,,2  , we find that DH = 1820 J/g when following the 
heterogeneous decomposition - desorption path, and DH = 1890 J/g when following the 
dissolution-homogenous decomposition - desorption path. With a disagreement of about 
4%, these results were considered acceptable. We note that the value DH = 1800 J/g is 
what was assumed by Johnson et al. [70] in their AC HEX reactor experiments. 
 
5.3.2.3 Comparison to Experiment 
 The results discussed above are summarized in Table 4: 
 
Table 4. Thermochemical parameters used in model for validation. Asterisks 
indicate the value was obtained from experiment 
 
Parameter Symbol Value (kJ/mol) 
Enthalpy of Reaction, Heterogeneous  DHhet  -84.8 
Enthalpy of Dissolution  DHdis  -5.34 
Enthalpy of Reaction, Homogeneous  DHhom  -84.9 
Enthalpy of Desorption, NH3*  DHa,des  -22.2 




Figure 67 and Figure 68 show comparisons of predicted and experimental liquid-phase 
temperature history and net heat absorbed by the reaction, respectively, for the 
experiment withmAC= 40g, T = 70°C, and 40 – 50 mesh particles. The agreement shown 
between model and experiment in this case is acceptable – the RSS error between the 
curves in Figure 67 was less than 1% -- and similarly exhibited for T = 70°C, mAC= 30g 
and particle sizes 50 – 60 mesh (Figure 69 and Figure 70). 
Despite the underestimate from t = 0 – 30 s, the error in the temperature history 
does not at any point exceed 1°C. Figure 68 and Figure 70 show that the experimental 
 curves show an abrupt rise, followed by and peak and descent; on the other hand, 
the model-predicted start at their peak value and decrease monotonically thereafter. 
The sharp rise/peak pattern is a common occurrence among the experimental data, and 
most likely results from the heterogeneous reaction accelerating as the solid-phase 
comes up to temperature. The model does not account for initial transient in the solid-
phase temperature when calculating the temperature-dependent rate coefficients, 
assuming instead that the initial solid-phase temperature is equal to that of the liquid-
phase. The timeframe over which this occurs is on the order of 1-2 seconds, and thus 





Figure 67. Comparison of temperature histories measured experimentally (black) 
and predicted by the model (red) for mAC = 40g, T = 70°C, 40 – 50 mesh particles 
 
 
Figure 68. Comparison of heat absorbed by the reaction calculated using 
calorimetric calculations (black) and predicted by the model (red) for mAC = 40g, T 





























Figure 69. Comparison of temperature histories measured experimentally (black) 
and predicted by the model (red) for mAC = 30g, T = 70°C, 50 – 60 mesh particles 
 
 
Figure 70. Comparison of heat absorbed by the reaction calculated using 
calorimetric calculations (black) and predicted by the model (red) for mAC = 30g, T 



































Figure 71 - Figure 74 depict representative comparisons between model and experiment 
at lower temperatures (55°C and 60°C) with the same particle size range as that 
presented in Figure 67 and Figure 68. The fit quality for  suffers somewhat at 55°C 
and 60°C, but does not appear to noticeably affect the agreement between the measured 
and predicted liquid-phase temperature histories. Having demonstrated satisfactory 
agreement over a broad range of temperatures, sample sizes, and particles sizes, we 
conclude that the parameter estimates shown in Table 4 are appropriate for inclusion in 





Figure 71. Comparison of temperature histories measured experimentally (black) 
and predicted by the model (red) for mAC = 30g, T = 60°C, 40 – 50 mesh particles 
 
 
Figure 72. Comparison of heat absorbed by the reaction calculated using 
calorimetric calculations (black) and predicted by the model (red) for mAC = 40g, T 



































Figure 73. Comparison of temperature histories measured experimentally (black) 
and predicted by the model (red) for mAC = 30g, T = 55°C, 40 – 50 mesh particles 
 
 
Figure 74. Comparison of heat absorbed by the reaction calculated using 
calorimetric calculations (black) and predicted by the model (red) for mAC = 30g, T 































It is also of interest to investigate the contributions of the individual reaction 
mechanisms to .  Figure 75 shows for a reaction temperature of 70°C exemplary 




Figure 75. Heat absorption predicted by model for heterogeneous decomposition 
(red), dissolution (black), and homogeneous decomposition (blue) for mAC = 40g, T 
= 70°C, 40 – 50 mesh particle size 
 
 
It is immediately apparent that, early in the reaction, the dominant contributor to 
is heterogeneous decomposition. This lends credence to the hypothesis that the 
initial temperature transient in the solid- and liquid-phases is responsible for the sharp 
















dependence than and, because it is the dominant consumer of heat, an initially low 
reaction temperature would suppress but then rapidly rise with the solid-phase 
temperature. The homogeneous reaction, as was seen in the kinetic parameter estimation 
study, is initially small, but rises in an effectively first-order fashion as the dissolved AC 
concentration increases due to dissolution of the solid-phase. Figure 76 shows the effect 
of temperature on the instantaneous heat absorption due to homogeneous decomposition 
and corresponding relative contribution to is shown in Figure 77. 
As temperature increases, the homogeneous reaction plays an increasing 
important role in the total heat absorption. However, we may infer from the change in 
slope from concave at 55°C to convex at 60°C in Figure 77 that the growth in relative 
contribution to may be approaching a limiting value since the preceding dissolution 






Figure 76. – Heat absorption by homogeneous decomposition  as a function of time 
at different temperatures: T = 70°C (blue), 60°C (red), and 55°C (black). In all 
three cases, mAC = 40g with 40 – 50 mesh particle size 
 
 
Figure 77. Fraction of heat absorbed by homogeneous decomposition relative to 
total heat absorbed as a function of time at different temperatures: T = 70°C (blue), 









































Lastly, Figure 78 shows the instantaneous rate of heat absorption due to release 
of NH3 into liberated CO2 bubbles. 
 
 
Figure 78. Heat absorption due to NH3 desorption into CO2 bubbles as a function of 
time at different temperature: T = 70°C (blue), 60°C (red), and 55°C (black). In all 
three cases, mAC = 40g with 40 – 50 mesh particle size 
 
While a remarkable increase with temperature is evident in Figure 78, it is also clear that 
only a small – almost negligible – quantity of heat is being absorbed. Due to the high 
heat of solution for NH3 in PG and referring to the Born-Haber cycle illustrated in Figure 
66, the model predictions point to a major penalty to efficiency (defined as the ratio of 
heat absorbed to total possible heat absorption) of nearly 30%. It is obvious at this point 
















HEX REACTOR MODEL 
This chapter demonstrates the implementation of the reaction source term and 
species conservation equations, heretofore analyzed via the Lagrangian reference frame, 
into a continuous flow HEX reactor. The resultant model is compared to the 
experimental results of Johnson et al. [70] for a chevron plate heat exchanger HEX 
reactor subjected to high (70 second) and low (10 second) residence times and 
temperatures ranging from 70°C to 90°C. The results reported in [70] stem from an 
experimental program designed and conducted by AFRL to demonstrate a proof-of-
concept for a continuous flow, high energy density reaction vessel to leverage AC as an 
expendable heat sink for thermal management. In a previous study, Niedbalski et al. [25, 
26] had characterized the flow behavior of a gas-evolving chemical reaction in AFRL’s 
HEX reactor vessel and proposed a general hierarchical HEX reactor modeling 
framework based on the separated flow model [80]. By modeling the reactor as a stack 
of 1-dimensional individual channels, it is possible to simulate a reactor with multiple 
passes and/or different flow configurations (parallel flow or counter flow); different heat 
exchanger surface types (offset fin, louvered fin, etc.) are represented by selecting 
appropriate correlations for heat transfer, mass transfer, and momentum transfer. The 
previously established HEX reactor modeling framework was sound, but source term 
representing the decomposition of AC in PG was based on a simple, single-equation 
reaction model [27] without accounting for the solubility of NH3. Lastly, there was no 
data available at the time of publication to which the model could be compared and 
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adjusted to. This limitation aside, the separated flow-based hierarchical model enabled 
the solid, liquid, and gas phases to be analyzed as interacting continua with distinct 
temperatures and velocities. We have adapted the aforesaid 1-dimensional HEX reactor 
model framework from Niedbalski et al. [26], with the following improvements: 
1) The newly proposed multi-step, parallel pathway reaction model for the 
decomposition of AC in PG replaces the simple algebraic relation originally due 
to Claudel and Boulamri 
2) The original assumption of insoluble AC and gas-phase reaction products is 
abandoned in favor of tracking dissolved AC, CO2, and NH3 
3) The solid-phase model accounts for a continuous size distribution rather than a 
single particle size 
As in [26], the overall framework for the HEX reactor remains generic in nature 
and easily adaptable as the application requires. The model’s degree of consistency with 
the data of Johnson et al. [70] is judged in the context of a general engineering tool that 
provides insight into reactor scaling trends and the effect of operating conditions on 
conversion (yield) and heat rejection, but may not be suitable for precise, high-fidelity 
predictions (e.g., optimizing reactor geometry or other detailed component-level design 
activities). Although compromises in fidelity were necessary in view of the available 
data of Johnson et al. [70], it is clear from the outset that the model developed in this 




6.1 Mathematical Model 
The HEX reactor model was developed in a similar vein to Niedbalski et al. [26] 
and several other papers examining chemical reactions in compact heat exchangers [77-
79]. The HEX reactor in Johnson et al.’s work was assembled in a vertical counter-flow 
configuration with one set of channels containing a three-phase slurry of solid AC, liquid 
PG, gaseous NH3 and CO2 flowing upward, while the other set contains water [70]. To 
maintain a consistent vernacular: “reactant-side” refers to the channels containing the 
three-phase slurry and “load-side” refers to the channels containing water. A pair of 
reactant- and load-side channels, along with the relevant dimensions, is depicted in the 
diagram of Figure 79.  
 
 
Figure 79. Diagram depicting pair of reactant and load channels; the long dashed 
lines represent symmetry adiabats; the vector g is in the direction of gravity. The 





The following assumptions are implicit in the model’s framework [26]: 
 Temperature-dependent physical properties are (namely, viscosity, Prandtl 
number, and density) are taken to be at the local bulk temperature 
 Flow is uniform across the width of the channel; earlier flow visualization studies 
with the HEX reactor of interest [25] have confirmed this to be true except at very 
high flow rates 
The 1-dimensional approach does not account for gradients in temperature, 
concentration, or velocity transverse to the direction of flow. Knowledge of local heat 
transfer coefficients, void fractions, and bubble desorption are presumed to be 
adequately represented by correlations to the appropriate cross-sectional averaged 
variables such as bulk temperature, pressure, and mass flux.  
The operating conditions in Johnson et al. [70] allowed for a number of 
simplifying assumptions to be made as well: 
 The reactor is operating at steady-state 
 Axial diffusion (mass or thermal energy) is neglected; this assumption is typically 
acceptable for Péclet number (Pe) well in excess of unity, as is the case here. 
 There is no flow distribution, i.e. the total flow into the manifold is evenly 
distributed among the channels. While the modeling framework does allow for 
maldistribution to be accounted for by adjusting the inlet flow rates to individual 
channels, it was not necessary for the small Alfa Laval MF3 chevron PHE. 
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 The flow is both thermally and hydraulically fully-developed 
 Both liquid and gas phases behave as Newtonian fluids 
 The gas and solid-phases are, at any given axial location z, in thermal equilibrium 
with the liquid-phase; this is discussed further in section 6.1.1.4 
The multi-phase nature of the problem is described by the well-established 
separated flow model [80, 81], which does not account explicitly for the interfaces 
between phases in the flow field, but instead assumes the phases to be separated by an 
artificial boundary. Conceptually, this is an extension of the 1-dimensional plug flow 
model, which has seen extensive use for multi-phase contactors such as packed beds or 
bubble columns [82, 83]. The segregated flow model allows each phase to retain its 
‘identity’, in a sense, by prescribing area-averaged variables for each phase. The obvious 
advantage of this approach is that inter-phase gradients in temperature and concentration 
– which are common in chemical reactors [84] – can be captured and combined with 
constitutive expressions to model local exchanges in mass, energy, and momentum 
between phases. In contrast, the simplest possible approach is to model the multi-phase 
flow as a homogeneous mixture with effective thermophysical properties [80], but 
information about phase-to-phase interactions is essentially lost. More sophisticated 
approaches, such as the generalized two-fluid model [85], are more suited to 2-D or 3-D 
CFD calculations and introduce a number of parameters which must be obtained 
empirically; hence, with only one applicable source of data [70] available, it would not 
be feasible to populate the model’s parameters. The segregated flow approach was 
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determined to be the best compromise between fidelity, computational expediency, and 
ease of tuning to limited experimental data. 
Gas-liquid hydrodynamic interactions are of course modeled through the use of 
appropriate correlations. The parameters describing these interactions are the void 
fraction, effective heat/mass transfer coefficients, and friction factor (often described in 
terms of a two-phase multiplier). The solid-phase is modeled as a homogenously 
dispersed suspension of spherical particles whose motion matches exactly that of the 
surrounding liquid. Hence, there is no axial ‘diffusion’ of the solid phase due to 
buoyancy or inertia. This assumption is justified on account of the similar densities 
between the liquid and solid phase, as well as the small size of the particles (below 40 
mesh, or ~0.62 mm diameter), both of which tend to diminish velocity differences 
between the suspended solids and surround liquid [86]. For small particles, the precise 
geometry is of secondary importance with respect to the prediction of mass transfer 
behavior, and thus it is an acceptable approximation to assume the particles are spherical 
[42]. 
 
6.1.1 Governing Equations 
The model’s mathematical foundation lies in conservation of mass, energy, 
momentum, and species -- all of which must be solved simultaneously. For 1-
dimensional, steady flow absent axial diffusion, the conservation equations take the form 
of a system of 1st order, non-linear ordinary differential equations (ODEs) and their 
associated boundary (inlet) conditions. For all analysis that follows, the subscript R 
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denotes the reactant-side (that is, the side containing the AC-PG slurry), and L the load-
side of the HEX reactor. 
 
6.1.1.1 Conservation of Mass 
Assuming the HEX reactor is operating at steady-state, the 1-dimensional 





uR 1- b( )( ) = 0  (6.1) 
 
Gas-phase: 
















  (6.2) 
 
where β is the void fraction, uR is the liquid-phase bulk velocity and ug is the gas-phase 
velocity. The convention from Chapter III is adopted here to recast the volumetric 
reaction rates and concentrations in terms of liquid-phase mole fraction. Integration of 
Eq. (5.1) is trivial since the liquid-phase does not undergo any phase change process, and 
hence its mass flux at any axial position z in the reactor is determined by the inlet 
condition: 
 
uR 1-b( ) =UR  (6.3) 
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where UR is the inlet velocity of the liquid-phase, which is also identical to the liquid-
phase superficial velocity at any axial location z.  
Applying conservation of mass to the solid-phase requires a more circuitous 
approach; for particles having an initial particle size between ri and dri, and defining 
);( trcc iss   as the local mass concentration of such particles, we may write: 
 



















where ahetRhet xKRTPx  5.1 , Dxdis º xAC,sat - xAC  and ¢¢¢ns = ¢¢¢ns(ri;t)is the number 
density of particles with initial sizes between ri and ri + dri. Additionally, assuming the 














s 24    (6.6) 
 

































isss drrnc   (6.8) 
 
utilizing the shrinking core assumption discussed in Chapter III, the number density is 
 
¢¢¢ns =





finally, if we again assume a uniform initial size distribution, the distribution function 
becomes f ri( ) =1 ri,max - ri,min( ) . Making the substation into Eq. (6.9), and then 




























  (6.10) 
 
On the condition that khet  and kdis are independent of r, and the integral of Eq. (6.7) has 





























































ri,min Ns(z) £ ri,min







Eq. (6.12) simplifies the task of ensuring that mass is conserved in the numerical 
scheme; we shall elaborate on this in Section 6.1.3. 
 
6.1.1.2 Conservation of Species 
Conservation of species for AC, NH3 and CO2 (respectively) dissolved in the 













where g is the molar density of the gas-phase mixture composed of NH3 and CO2, 







  (6.17) 
 
Note that in accordance with the assumptions stated in the previous section, Tg = 
Tl. If CO2 is the only other gas-phase species present (i.e., no air entrainment in the PG), 
its gas-phase mole fraction is given by yc =1- ya . However, determination of ya requires 
it to be separated from the terms on the LHS of Eq. (6.16). In the stirred batch reactor, it 
was determined that the bubble’s residence time in the liquid-phase far exceeded the 
time for a pure CO2 bubble to become saturated with NH3. For a single spherical bubble 
composed initially of CO2, the time constant for desorption of dissolved NH3 from the 








  (6.18) 
 
where the mass transfer coefficient desak , may conservatively be estimated by 











  (6.19) 
 
The mass transfer coefficient may be estimated by the Ranz-Marshall correlation for 
rigid spheres (applicable to small bubbles at low Re) [87]: 
 






desa   (6.20) 
 
In reality, interactions with neighboring bubbles and localized turbulence 
produced by bubble motion [88] would result in higher average mass transfer 
coefficients than an isolated bubble rising in a stagnant fluid.  Taking the maximum 
bubble diameter of ~1 mm observed in the flow visualization study of Niedbalski et al. 
[25], and estimating the diffusion coefficients from the modified Einstein correlation as 
in Derks and Versteeg [53], we estimate the time constant for a bubble to reach NH3 
saturation as t » 0.02s; the operating conditions of Johnson et al.’s [70] HEX reactor 
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places the residence time of the PG-AC slurry on the order of several seconds, and hence 
we may safely assume that bubbles released from the chemical reaction exist in a state of 


















Now, upon recognizing that 
 
rg = rg yaMa + ycMc( )  (6.22) 
 
we may substitute for the product ugrgb  (after some algebraic manipulation) from the 
conservation of mass expression, Eq. (6.2), apply the derivative operator d/dz, and solve 




where the term jg º ugbrg  signifies the molar flux at a given reactor channel cross 
section. The RHS of Eq. (6.23) reveals two contributors to desorption of NH3: release of 
additional CO2 bubbles (i.e., ) and spatial changes in the equilibrium gas 
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concentration of NH3 (i.e. 
d
dz
Haxa( ) ). The second contributor to  was not present in 
the batch reactor model since the bubble residence time in the liquid-phase was very 
short, and the concentration of NH3 spatially uniform. An interesting facet of this 















aa   (6.24) 
 
As the temperature of the reactant-side of the HEX reactor rises along the length of the 
channel, the solubility of NH3 tends to decrease (i.e., dTdHa / is positive), which 
promotes further desorption of NH3. During the later segment of the reaction, when 
additional dissolved NH3 contributed by the homogeneous and heterogeneous reactions 
is small, xa tends to decrease; this has an antagonistic effect on the first term of the RHS 
of Eq. (6.24). This permits the possibility of decelerating NH3 desorption under certain 
conditions, suggesting that an additional use for the model is to map where these 




6.1.1.3 Conservation of Momentum 
In the context of 1-dimensional continuous flow reactor models, the momentum 
equations are generally employed to predict the axial pressure profile [81], whereas 
quantities of interest relating to the motion of the various phases (velocity, acceleration, 
void fraction, etc.) are calculated using a combination of conservation of mass, 
conservation of species, and empirical correlations. Under steady-state conditions, 
















uR -ug( )  (6.25) 
 
where the subscript F indicates the contribution of frictional pressure drop; G hydrostatic 
(or gravitational) pressure drop, and; A acceleration pressure drop. The last term on the 
RHS of Eq. (5.25) is a source term representing the acceleration that occurs as gas 
bubbles are liberated from the liquid-phase and joins the gas-phase.  






* 1- b( ) + rgbéë ùû (6.26) 
 
where rR
* is an effective liquid-phase density including the contribution of dissolved 














÷ xACMAC + xaMa + xcMc( )  (6.27) 
 










   (6.28) 
 
where dh is the hydraulic diameter of the channel (approximately 3 mm) , f is the single-
phase Fanning friction factor evaluated at the liquid-phase superficial velocity and 
utilizing effective slurry properties, and FTP
2 is the so-called two-phase multiplier, 








where the subscript designations , TP and SP signify two-phase and single-phase (i.e., 
slurry in the absence of a gas-phase), respectively.  





















The HEX reactor operating conditions considered as part of this validation study are 
such that the contribution from frictional and acceleration may be neglected. This 
practice is common for low Reynolds number reactors, such as slurry and two-phase 
bubble column reactors [89]; the HEX reactor flow conditions reported by Johnson et al. 
[70] give a range of Re on the slurry-side that is quite low (between 0.5 and 10). Under 





* 1- b( ) + rgbéë ùû (6.31) 
 
Despite these simplifications, estimation of the local void fraction remains a 
critical component for accurate determination of the pressure field, and thence the gas-
phase properties. In point of fact, because both α and g are strong functions of pressure, 
Eq. (6.31) can be a significant source of non-linearity in the overall reactor model. 
It is also possible to use Eq. (6.31) in conjunction with inlet and outlet pressure 
















rR - rg( )gLp  
(6.33) 
 
where g  is the gravitational acceleration , DP is the pressure drop measured between the 
inlet and outlet of the slurry-side of the HEX reactor. Note that we have made the 
approximation rR
* » rR.  
 
6.1.1.4 Conservation of Energy 
1-Dimensional analysis (both steady-state and transient) of heat exchange 
equipment is a well-established practice. For the liquid-phase, consider a general 1-
dimensional representation of the energy equation for an incompressible fluid, assuming 












where Ac is the channel cross sectional area, ¢Aw  is the wall area per-unit channel length, 
CR  is the heat capacity of the liquid-phase, ¢¢qw  is the channel wall heat flux, ¢¢¢qg  is the 
volumetric heat exchange with between the liquid -and gas-phases, ¢¢¢qs  is the volumetric 
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heat exchange between the liquid- and solid-phases, ¢¢¢Shom  is the volumetric heat 
sink/source from the homogeneous reaction, and ¢¢¢Sdes  is the volumetric heat source/sink 
due to release of dissolved gas. Note that the volumetric terms in Eq. (6.34) are on a per-
unit-volume of liquid basis, hence the appearance of the term (1- b) .  The energy 





ugbTg( ) = ¢¢¢qg 1- b( ) (6.35) 
 
In considering the solid-phase, we must consider the range of particle sizes 
present at any particular axial position z, which necessitates an integral over the entire 
local particle population to obtain the total reaction and sensible energy storage 
contribution. The rate of change in sensible energy of the entire AC particle population 
is due to combination of the heat transferred to the surface from the liquid-phase via 










ò ¢¢¢ns 1- b( )dri = 3r
2 hs Ts -TR( ) + ¢¢Ss{ }éë ùû ¢¢¢ns 1- b( )driri,min
ri,max
ò  (6.36) 
 
where Ts is the surface temperature of an AC particle or radius r, Ts is the bulk 
temperature of a solid particle of radius r,
 
hsis the convective heat transfer coefficient at 
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the solid-liquid interface, and ¢¢Ss is the heat flux consumed by the dissolution and 
heterogeneous decomposition reactions. Note that Eq. (6.36) is linked to Eq. (5.35) via: 
 




ò hs Ts -TR( ) ¢¢¢nsdri  (6.37) 
 
Assuming that the reaction takes place entirely on the surface of any AC particle, and 
recalling the poor thermal conductivity of solid AC, we posit that: 
1) The surface temperature – rather than the bulk temperature – of the particle 
governs ¢¢Ss and; 
2) The majority of the thermal energy delivered to the particle’s surface via 
convection is consumed by the chemical reaction, with only a small fraction of the 
heat causing a sensible energy change in the solid particle. 
From assumption (2) above, it follows that the integral on the LHS of Eq. (6.36) 
is negligible and the energy equation for any given particle becomes: 
 
hs Ts -TR( ) » - ¢¢Ss  (6.38) 
 






Because the heterogeneous reaction term is a strong function of temperature, it is 
necessary to also calculateTs, which turn requires sh to be known. The determination of 
the heat transfer coefficient hsis a complicated affair, owing in large part to the rapid 
dissolution and reaction processes causing the solid-liquid interface to constantly renew. 
For this same reason, it is expected to be similar to heat transfer coefficients encountered 
in turbulent flow, and so the difference between Ts and TR is likely to be small. As a first 
approximation, it is assumed thatTs » TR , as was the case with the batch reactor. This 
simplification also alleviates a significant numerical burden since Ts would need to be 
iteratively calculated. 
Substituting Eqs. (6.39) and (6.35) into Eq. (6.34), we obtain a single expression 





where, for convenience, we have defined the vectors  Tdesdishet rrrr  ,,, homr and 
DH = DHhet,DHdis,DHhom,DHdes{ }
T
 .  Due to the small heat capacity of gasses relative to 
liquids, Cg CR  is very small compared to DH /CR , and so we may plausibly neglect the 
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small amount of thermal energy lost by the liquid-phase to the gas-phase; the liquid-




To calculate the temperature of the gas-phase, we recognize that ¢¢¢qg 1- b( )  may be 
expressed as: 
 




where the quantityhg ¢¢¢ab  is the volumetric heat transfer coefficient per-unit-channel 
volume from the liquid-phase to the gas-phase. The combination of low heat capacity 
and the generally high gas-liquid interfacial area ¢¢¢ab  means thatTg » TR . 
 
6.1.2 Correlations and Physical Properties 
With concurrent liquid, gas, and particulate solids flowing through tortuous 
minichannels, the flow situation encountered in the HEX reactor is exceedingly 
complex. There are no readily applicable heat, mass, and/or momentum correlations for 
this specific situation, although there are a scant few concerning gas-liquid flows in 
PHEs [90 - 93] and many more for single-phase flows [14 - 17] at various Re.  
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For the purposes of selecting the appropriate correlations, there are three possible 
‘zones’ that may exist in a slurry channel according to which combination of phases are 
present: 
1) Liquid-solid (LS) zone – the liquid-phase has not yet been saturated with CO2, and 
thus no gas bubbles have evolved. The dispersed solid AC is in the process of 
dissolving and undergoing heterogeneous decomposition.  
2) Liquid (L) zone – the solid AC particles have completely dissolved/reacted, but 
the dissolved CO2 remains below the saturation limit. This only occurs under 
special circumstances – at low temperatures when heterogeneous and 
homogeneous decomposition are slow compared to the residence time, and/or 
when the solid AC loading is low. 
3) Liquid-solid-gas (LSG) zone – gas bubbles are evolving from a supersaturated 
liquid-phase, and the solid AC particles have not yet completely dissolved/reacted.  
4) Liquid-gas (LG) zone – the solid AC particles have completely dissolved/reacted, 
and only the liquid-phase and gas-phase are present 
Following the natural progression of the reaction, it is obvious that these zones occur 
in numerical order proceeding from the inlet of the slurry channel to the outlet. The 




6.1.2.1 Mass Transfer Parameters 
For the batch reactor model, the nucleation, growth, and release of CO2 bubbles 
was modeled via an effective volumetric mass transfer coefficient kc,des ¢¢¢ab  correlated to 
the Reynolds number, Weber number, and supersaturation ratio. Physically, such a 
correlation would be appropriate for a HEX reactor as well, since both Re and We are 
measures of the intensity of turbulent mixing (which would promote the aggregation of 
dissolved CO2 molecules at nucleation sites), and stability of bubbles in the liquid flow 
field (which determines the volumetric gas-liquid interfacial area), both of which can 
generally describe the two-phase flow characteristics in an open-flow reaction vessel. 
Certainly, one would also expect the degree of supersaturation to play a significant role 
as well, regardless of reactor type. Nevertheless, the HEX reactor presents a number of 
additional difficulties to adapting such a correlation, chief among which is the large 
variation in viscosity along the length of the channel, and the axial change in liquid and 
gas-phase velocities. It also bears considering that the void fractions encountered in the 
HEX reactor, due to its small volume, are much larger than typically observed in a 
stirred tank reactor.  The development of a generally applicable correlation for bubble 
desorption in a PHE HEX reactor is well beyond the scope of this work; adapting this 
correlation introduces three unknown parameters to be adjusted for this particular 
correlation, and with only the limited data of Johnson et al. [70], it is not feasible to 





*g 2.2  (6.43) 
 
where C*is a constant representing an effective value for the term RenWem  in Eq. 
(3.53) and g = [CO2 ]-[CO2 ]sat( ) / [CO2 ]sat is the supersaturation ratio, with the exponent 
2.2 taken from Kierzkowska-Pawlak et al. [66] as an initial estimate. To be consistent 
with the definition in [66], the volumetric mass transfer coefficient in Eq. (6.43) is on a 
per-unit-volume of mixture (gas and liquid) basis, rather than liquid alone. The value for 
C*is estimated by adjusting its assumed value until the calculated average void fraction 
was reasonably close to the estimated average void fraction from the data of Johnson et 
al. [70], specifically the high residence time data where the void fraction could be 
estimated analytically. Generally, the average void fraction increases with C*; however, 
the model predictions became insensitive to C* at large values. Even in this limiting 
case, there was still significant under-estimation of the load-side heat transfer and heat 
consumed by AC decomposition. It was found that this underestimation could be 
remedied satisfactorily by choosing a single, ‘average’ value of xAC,sat which was within 
the range estimated from the batch reactor experiments. We shall elaborate upon this 
further in Section 6.2. 
In a similar vein, the mass transfer coefficients for the dissolution and 
heterogeneous decomposition processes could not be fit to the experimental HEX reactor 
data due to the limited range of conditions tested and the absence of any species 
concentration measurements. Given the low Reynolds number compared to the batch 
reactor, it is probable that the assumption of mass transfer-limited heterogeneous 
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decomposition still holds. Data reported for three-phase bubble column reactors [88, 89] 
give some insight into the orders of magnitude to be expected – provided that the 
bubbles are small enough to behave as rigid spheres and thus provide a reasonable 
analogy to the solid spheroid particles. This data – and the model in the study – does not 
take into account nucleation of bubbles on the particle surface or the possibility of 
microeddies generated by rapid dissolution. Initially, the values for kdis and khet were 
taken from the batch reactor model parameter fit for mAC = 40g and T = 70C and held 
constant.  
 
6.1.2.2 Thermal-Hydraulic Parameters 
The energy balance equation (Eq. (6.41)) requires a constitutive relation for the 
wall heat flux, which for 1-dimensional models is realized by Newton’s law of cooling: 
 
¢¢qw = heff TL -TR( )  (6.44) 
 
 where TL  is the load fluid temperature and heff is the overall heat transfer coefficient 
accounting for both load and slurry sides of the HEX reactor. For steady-state 






















Johnson et al. [70] reported single-phase correlations for their HEX reactor -- both the 
load (water) side and slurry (PG) side Nusselt number were correlated as a function of 
Reynolds number and Prandtl number. The said correlations were obtained using the 
Wilson plot method (further details are in the Appendix). For the load side, the following 









For the reactant-side, the Nu correlation reads: 
 
NuR = 0.082ReRPrR






where mw is the liquid-phase viscosity evaluated at the local wall temperature. These 
correlations were validated against Johnson et al.’s [70] data for baseline single-phase 
experiments conducted prior to each AC decomposition run. A comparison is presented 
in Section 6.2.1 of the data for both high residence time (~70 s) and low residence time 
(~10 s) to those predicted by the model in the absence of chemical reaction or 
multiphase flow. 
The LS zone is viewed as a liquid-solid slurry wherein the fluid properties are 
unaffected by the presence of dissolved species in the liquid-phase. A number of authors 
have considered liquid-solid slurry flows [94 - 98], and while none appear to be specific 
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to PHEs, there is a consensus that the presence of small particles tends to enhance heat 
transfer and frictional pressure drop. Small-particle slurries also tend to exhibit 
rheological behavior describable by a shear-thickening power law model [94].  The 
enhancement to heat transfer would apply to the wall heat flux in this region; 
Charunyakorn et al. [94], in their study of small encapsulated phase-change particles in 
laminar flow in a circular tube, modeled the particle-motion induced heat transfer 
enhancement by means of an adjustment to the liquid-phase thermal conductivity. 
However, Charunyakorn et al. also pointed out that the presence of particles had only a 
minor effect on the Nusselt number (compared to a liquid-only flow), once phase-change 
was taken into account. In accordance with the assumption that heat transfer in the LS-
zone is not affected to a great degree by the solid-phase, Eq. (6.47) is utilized to 
calculate the local slurry-side heat transfer coefficient for both the LS-zone and liquid-
zone.  
In the case of the LSG- and LG-zones, there is a wealth of evidence to show that 
the effect of gas-liquid interactions on the reactant-side heat transfer coefficient must be 
accounted for. The literature for two-phase gas-liquid flows in heat exchangers show 
substantial enhancements in heat transfer over those of single-phase flows with the same 
liquid-phase mass flux – even without phase-change or bubble nucleation – that 
increases monotonically with gas-phase mass flux [93].  
In such instances where there is no condensation or evaporation (such as the 
HEX reactor considered here), the heat transfer surfaces would remain wetted even at 
very high gas-phase mass fluxes. Accordingly, the threat of dry out is essentially non-
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existent. The enhancement in frictional pressure drop that also occurs with increasing 
gas-phase mass flux [90 - 93] suggests, by heat-momentum transfer analogy, that 
turbulence and/or secondary flows generated by bubble motion in the liquid-phase is 
responsible for the enhancement. This effect has also been studied numerically [99] as 
an analogy to turbulence. 
Niedbalski et al. [26] derived a modified Leveque analogy similar to that which 
Martin [16] developed for turbulent flow in chevron PHEs. The Leveque analogy was 
originally proposed for thermally-developing, hydrodynamically fully-developed flows 
where the thermal boundary layer is significantly smaller than the channel diameter 
[100]. In the case of turbulent flows and/or high Prandtl number fluids, this is certainly a 
reasonable assumption; this line of reasoning can be extended [26] to that of gas-liquid 
bubbly flow owing to the mixing action produced by bubbles as they displace the liquid-
phase. This would tend to disrupt the development of the thermal boundary layer and 
limit it to a thin region in a manner similar to high-Re turbulence. The modified Leveque 
analogy yields a correlation of the form [26]: 
 





where λSP is the Darcy friction factor evaluated as though the liquid-phase were flowing 
alone at the same superficial velocity; m = 2/3 can be adjusted empirically as necessary 
(Martin [16] found a m = 0.374 worked well for single-phase turbulent flow in chevron 
PHEs), and the leading coefficient A* is also an empirical constant. This correlation has a 
 
 243 
unique advantage in that it relates two-phase pressure drop data – which can be obtained 
using a single channel – to thermal performance of a heat exchanger operating in two-
phase flow conditions with a non-condensable gas; when no gas-phase is present, Eq. 
(6.48) reduces to the original Leveque analogy (with m = 2/3). The difficulty in adapting 
this correlation to describe flow in the LSG or LG regions of the HEX reactor arises 
from the requirement that Nu should be at least piecewise continuous along the length of 
the channel, i.e. Eq. (6.48) and Eq. (6.47) must be equal at the interface between the LS 
(or liquid-only) and LSG (or LG) zones. Complicating this challenge further is the 
presence of additional fitting parameters in Eq. (6.48). The plot in Figure 80 compares 
Nu calculated using Eq. (6.48) (using Martin’s [16] parameters) to that of Eq. (6.47) over 




Figure 80. Plot of Eq. (6.47) (solid line) and Eq. (6.48) (dashed line) as a function of 

















Even a cursory examination of Figure 80 shows that it is not possible to satisfy 
the requirement for piecewise continuity in Nu along the length of the channel using the 
modified version of Martin’s correlation (Eq. (6.48)) as suggested originally (at least 
under the conditions considered here) [26]. Additionally, it is practically impossible to 
adjust the empirical constants of both equations so that they are piecewise continuous 
regardless of at what value of Re the transition from the LS/L zone to LSG/LG zone 
occurs. The variation in (liquid-phase) Re along the length of the channel from ~5 to ~10 
occurs are a result of PG’s viscosity being strongly temperature dependent – as 
concentrations of AC introduced into the reactor change, so too would the transition 
point between zones. Because the dependency on Re, a different set of empirical 
coefficients for Eq. (5.48) would be needed for each change in HEX reactor operating 
conditions. It is therefore unlikely that the two separate correlations can be utilized in a 
piecewise continuous fashion. There are two relatively straightforward choices to resolve 
this issue: 
1) Adjust the empirical constants in Eq. (6.47) so that when FTP
2 =1, it is nearly equal 
to that of Eq. (6.48) over the range of Re encountered, or; 
2) Introduce a dependency on FTP
2  into Eq. (6.47) and adjust the fitting parameters 
such that satisfactory agreement with experiment is attained. 
The presence of the single-phase friction factor λSP, which is also dependent upon 
Re, means that option (1) would only be feasible over a limited range of Re. Apart from 
this limitation, it is unrealistic to suppose that there is a ‘sharp’ interface between the 
zones; as supersaturation is initially small, the assumption that the micro-pumping effect 
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of the bubbles is sufficient to maintain a small thermal boundary layer is inapplicable. 
This consideration suggests that use of Eq. (6.48) in the AC HEX reactor might only be 
advisable when flow in the LS/L zone is already turbulent, as opposed to when there is a 
transition from laminar creeping flow to a self-agitating bubbly flow. Option (2) is 
essentially a purely empirical approach that is not founded on any underlying 
assumption apart from the observation that 
  
hTP hSP = h(lTP / lSP )  (6.49) 
 
where h is a function whose form depends on the channel geometry, fluid properties, and 
so forth. The simplest case is to presume, based on the form of Eq. (6.47), that: 
 
hTP = FTP
n hSP = FTP
n 0.082ReRPrR







where n is an empirical fitting parameter, which we have taken to be 2/3 for consistency 
with theory. With only two ranges of Re to compare the model against, this approach 
was judged to be an appropriate first-cut that is consistent across all HEX reactor 
operating conditions considered, and accounts for the heat transfer coefficient 
enhancement with increasing gas-phase mass flux.  
The remaining task is to select an appropriate correlation for the two-phase 
multiplier FTP . Tribbe and Muller-Steinhagen investigated air-water flow in a chevron 
PHE, reporting pressure drop data under various liquid- and gas-phase mass fluxes [91, 
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92]. They proposed a relation correlating their two-phase multiplier data to the Lockhart-






















are evaluated according to the 
corresponding mass flux as though liquid (or gas) were flowing in the channel alone. Eq. 
(6.51) appears to be a promising candidate for estimating the local two-phase multiplier, 
since it represented data for PHEs with different chevron angles and hydraulic diameters, 
and could be applied locally with only a minor compromise in accuracy [91]. Tribbe and 
Muller-Steinhagen suspected that variations in geometry (i.e., chevron angle and trough 
depth/channel diameter) were accounted for via the single-phase friction factors used to 
compute X for a given liquid- and gas-phase mass flux combination. For this model, a 
correlation suggested by Martin [16] was used to calculate the single-phase friction 
factor for use in Eqs. (6.52) and (6.51).  
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Niedbalski et al. [25] conducted a flow visualization study using the same the 
chevron PHE as Johnson et al. [70], but using the reaction between sodium bicarbonate 
and acetic acid as a surrogate for the decomposition of AC. A two-phase multiplier 







Interestingly, Niedbalski et al.’s [25] correlation yields a nearly three-fold greater 
estimate for FTP  than Tribbe and Muller-Steinhagen’s correlation (Eq. (6.51)). This may 
be explained, perhaps, by the comparatively low liquid-phase Re studied in ref. [25], 
while Tribbe and Muller Steinhagen [91] examined flows with liquid-phase Re in the 
turbulent range. With existing bulk liquid turbulence, the relative influence of gas bubble 
motion on mixing in the transverse direction of the channel would be considerably less 
pronounced than in flows that would be laminar if the flow were single-phase.  
Most of the conservation equations discussed in Section 6.1.1 require an estimation of 
the local area-averaged void fraction,a . In addition to directly effecting liquid-phase 
volumetric source terms (e.g., the homogeneous reaction rate and solid-phase 
decomposition reactions), it is evident from Eq. (6.3) that the residence time of the 
reactants – being inversely proportional to liquid-phase velocity – is strongly dependent 
upon the void fraction. Tribbe and Muller-Steinhagen recommended a correlation 





































where j = jg + jR + js  is the total mass flux, c = jg / j  is the mass quality, and s is the 
surface tension. By conservation of mass (Eqs. (6.1) and (6.2)) , we can express the total 































whence c can be readily computed. Rouhani's correlation, according to ref. [91], 
appeared to perform satisfactorily for chevron plate heat exchangers. With no 
demonstrably superior alternative, and recognizing that the PHE used by Tribbe and 
Muller-Steinhagen was very similar to the HEX reactor studied by Johnson et al. [70], 




6.1.3 Numerical Methodology 
The finite-volume formulation of the HEX reactor model follows the 
discretization procedure detailed in Niedbalski et al. [26], which is discussed briefly 
here. Broadly, the (1-dimensional) finite volume method re-casts the differential 
equations representing conservation of mass, energy, species, and momentum as an 
algebraic system of equations. The HEX reactor channels are divided into N uniformly 
segments along the axial (z) direction, over which the governing equations are 
integrated. Since many of the primitive variables are coupled across the 
mass/energy/momentum domains (e.g., temperature and concentration via the 
temperature dependency of the rate coefficients), the finite volume representation of the 
governing equations can either by fully-coupled (one linear system), or partially coupled 
(one linear system for each primitive variable). Since most of the governing equations 
are non-linear, an iterative prediction-correction approach was implemented after [26]. 
As an illustrative example, consider primitive variables qA,qB,qC,qD,qE  with a HEX 
reactor having K channels, each of which is discretized into N volumes. The fully 







where AAi, j is the link coefficient between dqA,ianddqA, j , AEi, j the link coefficient 
between dqA,iand dqE, j , and so forth; dqA,i  is a small perturbation of the conservation 
equation about the present value of the variable qA , in the i-th finite volume cell, and; 
XA, j  is the ‘error’ in the conservation equation of the i-th finite volume cell at the current 
value of qA,i . Note that the cell indices i, j Î 1, J( ) , where J = N ×K is the total number 
of finite volume cells. In each iteration cycle, the system in Eq. (6.57) is solved and the 
coefficient matrix is subsequently updated. While this approach is fairly robust, it carries 
significant computational expense not only due the matrix’s size (5J x 5J) but also to the 
abundance of off-diagonal elements arising from the non-linear chemical reaction terms, 
which makes inversion decidedly difficult and resource-intensive. 
The de-coupled approach splits the system in Eq. (6.57) into multiple J x J 
systems corresponding to each primitive variable. In addition to being smaller, the 
matrices themselves become much easier to invert since most of the off-diagonal 




AAi, jdqA, j = XA, j  (6.58) 
 
BBi, jdqB, j = XB, j  (6.59) 
 
CCi, jdqC, j = XC, j  (6.60) 
 
DDi, jdqD, j = XD, j  (6.61) 
 
EEi, jdqE, j = XE, j  (6.62) 
 
At the end of the iterative cycle, each coefficient matrix AA through EE is then 
updated using the newly obtained values qnew =qprev +dq . The non-linear terms are 
simply treated as inhomogeneous source terms and included in the appropriate vector X.  
This method was used to conduct the simulations presented in this chapter. 
The volumetric source terms representing dissolution and heterogeneous reaction 
of the solid-phase presented a challenge in implementation. The solid-phase transport 
equation solved at each finite volume was Eq. (6.7), which would give the change in 
radius of all particles in the flow field. The solid-phase source terms, and  are 
proportional to ¢¢¢as , and for a given finite volume cell of size Δz, conservation of mass 





Difficulty arises when and -- which are volumetric terms -- are evaluated using an 
average value of r, which is known only at the faces of the cell (i.e. at z = zi and z = zi + 
Δz), while the change in solid-phase mass concentration is evaluated exactly at the 
known values of r. This causes an error between the LHS and RHS of Eq. (6.63) which 
grows in severity with Δz, thereby forcing unnecessarily small cell sizes. One method to 
remediate this problem was to exploit the assumption that the solid-phase mass transfer 







With the volume integral of the solid-phase source terms approximated in this way, 
conservation of mass between the solid-phase and liquid-phase is guaranteed regardless 




6.2 Model Predictions and Comparison to Experiment 
The objective of this section is to compare model predictions for total convective 
heat transfer and endothermic heat absorption to experimental measurements reported by 
Johnson et al. [70] to validate and gauge the models quantitative accuracy (and 
limitations). It is also of practical interest to examine the effect of HEX reactor operating 
parameters – inlet AC solids concentration, load fluid temperature, particle size, and 
residence time – on overall reactor performance (i.e. conversion, total heat removed, 
total heat consumed by reaction). The resultant predictions for axial concentration and 
temperature profiles reveal indispensable insights into the factors that promote optimal 
operating conditions.  
 
6.2.1 Single-Phase Validation 
The low (reactant-side) flow rates and high temperature differences presented 
unique challenges to the canonical approach to heat exchanger analysis. For most 
industrial applications, the established practice in the literature [17] involves the log-
mean temperature difference (LMTD) method [75], which expresses an average heat 






where Aw is the total heat exchange area, is the total heat transfer, and DTlm is the 
















For a counter-flow heat exchanger, DT1 =TL,in -TR,out and DT2 =TL,out -TR,in . The LMTD 
method is derived assuming that thermophysical properties remain approximately 
constant, as is the case in most heat exchanger applications when the temperature of the 
process fluid does not change by more than several degrees Celcius. In this application, 
the reactant-side temperature can change by as much as 45°C – over such a large 
temperature difference, with a nominal reactant-side inlet temperature of 55°C, Pr may 
decrease by over 70% [74]. For precisely this reason, applying the LMTD-method 
globally to predict single-phase heat transfer is inappropriate.  
The approach used in this study was to develop a single-phase correlation at 
higher Re – Eq. (6.47) – where the temperature differences on the reactant-side were less 
severe, and then apply the correlation locally in the numerical model for the low-Re 
cases. We stress that the objective is not to obtain an optimal single-phase heat transfer 
correlation that can be used generally, but rather a reasonably accurate relation that can 
be used in conjunction with Eq. (6.50) to predict the reactant-side heat transfer 
coefficient in the presence of decomposing AC. The author was granted a request to 
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AFRL for single-phase characterization data for the PHE used by Johnson et al. [70]; 
note that the data presented in this section and in the Appendix is attributable to AFRL; 




Figure 81. AFRL’s  Alfa Laval HEX reactor as configured for single-phase heat 
transfer characterization 
 
The HEX reactor was operated in a closed-loop mode according to the diagram in 
Figure 81. The reactant-side inlet temperature was held at 50 +/- 0.5°C by modulating 
in-line heater input with a custom PID controller developed by Johnson et al. [13, 70]. 
The load-side mass flow rate was held at 112 g/s so that the reactant-side heat transfer 
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coefficient was the dominant contributor to the overall heat transfer coefficient. A 
secondary heat exchanger was used on the reactant-side to reject heat to the facility 
water supply and operate continuously until steady-state flow conditions were achieved. 
Two cases were tested, each with load-side inlet temperatures set to 70°C, 80°C, 90°C: 
1) Low Residence Time: 12 plates were installed on the HEX reactor, giving 7 reactant 
channels and 6 load channels. The reactant flow rate was held at 3 L/min (~53 g/s) 
to give an approximate residence time of 20 seconds 
2) High Residence Time: 24 plates were installed on the HEX reactor, giving 13 
reactant channels and 12 load channels. The ‘slurry pump’ was removed and flow 
was provided by the ‘charge pump’ alone, which provided a reactant-side flow rate 
of 0.6 L/min (~13 g/s) to give an approximate residence time of 70 seconds. 
Table 5 compares measured values for total heat transfer obtained from experiment 
and predicted by the model with Eqs. (6.47) and (6.50). Residence time was calculated 
based on the volume of the reactant-side, that is, RRRres Vmt / , where VR is the total 




Table 5. Load-side heat rejection measured during single-phase heat transfer 













70.1 1682 1737 -3.3 
80.2 2535 2623 -3.5 
90.2 3474 3570 -2.8 
70 sec 
70.1 833 643 22.8 
80.2 1272 994 21.9 
90.2 1736 1331 23.3 
 
Good agreement was obtained for tres = 20s, but degrades for tres = 70s, although 
it is still within acceptable bounds. These results confirm that the error incurred by 
adopting Eq. (6.47) for the low-Re conditions reported by Johnson et al. [70] would not 
exceed that typical of two-phase flow correlations. Some of the disagreement at tres = 70s 
may be attributable to experimental uncertainty; the maximum possible heat transfer, 




where the subscript min denotes the minimum of either or , which in all 
cases considered in this study is the former. Evaluating cP,R at TL,in (yielding a maximum 
possible heat capacity ~2800 J/kg K) and computing Eq. (6.68) for the tres = 70s cases 




Table 6. Predicted maximum attainable heat transfer, per Eq. (6.68), for 70 s 
residence time single-phase validation experiments 
 
(g/s) TL,in (°C) TR,in (°C)  (W) 
13.3 70.1 50.5 722 
13.6 80.2 50.6 1131 
13.5 90.2 51.0 1530 
 
Comparing to the corresponding experimental values in Table 5, one 
notices that it is not possible to obtain the measured data using the reported 
measurements. We suspect that the reactant-side flow meter may be responsible for this 
discrepancy, as an error of 1 or 2 g/s could amount to 100 – 200 W in calculated heat 
transfer at the flow rates used in the high residence time experiments. In fact, if one were 
to assume 100% effectiveness ( ) and use Eq. (6.68) to calculate , the 




Table 7. Load-side heat rejection measured during 70s residence time single-phase 
heat transfer characterization experiments compared to model predictions; was 













15.4 70.1 50.5 833 748 10.2 
15.2 80.2 50.6 1272 1142 10.2 
15.3 90.2 51.0 1736 1530 11.9 
 
The nearly uniform estimation of reactant-side flow rate and subsequent improvement in 
model and experimental agreement gives credence to the above hypothesis.  
 
6.2.2 Low Residence Time Validation 
Low residence time tests were conducted with 12 chevron plates installed (7 
reactant channels and 6 load channels) and a PG flow rate of ~50 g/s, giving a 
residence time of approximately 10 seconds [70]. Table 8 shows the collection of steady-
state low residence time test conditions reported by Johnson et al. [70] that serve as inlet 
boundary conditions for the model. For each case considered, Johnson et al used a 
particle size range of 40 – 60 mesh; no size distribution was reported, so it was assumed 




Table 8. Experimental conditions for low residence time (10 second) tests reported 
in [70] 
 
ci  (g/L) TL,i (°C) TR,i (°C) (g/s) (g/s) 
22.1 80.1 52.2 116.1 52.0 
31.7 80.1 52.3 114.9 50.9 
49.5 80.0 51.4 114.5 48.7 
48.5 80.0 50.9 129.2 53.2 
45.5 80.0 51.1 116.1 47.8 
 
The total heat rejected by the load fluid ( ) and the total heat absorbed by the reaction 
( ) serve as the basis for validation; Figure 82 and Figure 83 compare and  
(respectively) reported by Johnson et al. [70] to the model predictions. 
 The model predictions for  are just outside of the experimental uncertainty, 
but appear to follow the same trend; increasing ci yields a monotonically increasing 
curve with a gradually decaying slope. This trend is consistent with Johnson et al.’s [70] 
observation of diminishing gains in even as the AC feed rate was increased. The 





Figure 82. Heat absorbed by endothermic reaction as a function of solid AC 
concentration predicted by model (black squares) and from Johnson et al. ‘s 10 
second residence time experiments [70] (red triangles). Particle size was between 
420μm and 250μm (40-60 mesh) 
 
 
Figure 83. Load-side heat rejection as a function of solid AC concentration 
predicted by model (black squares) and from Johnson et al.’s 10 second residence 


































6.2.3 High Residence Time Validation 
The high residence time tests were conducted with 24 chevron plates installed 
(13 reactant channels and 12 load channels) and the reactant flow rate set to minimum 
attainable value of ~12 g/s, although it apparently varied by +/-20% between 
experiments [70]. Johnson et al. [70] used the same solid AC feed rate (~2.4 g/s) as in 
the low residence time tests, which increased the solids concentration an average of 5-
fold. Hence, direct comparisons between high and low residence time operating 
conditions could only be accomplished through simulation, and will be addressed in the 
analysis and discussion section that follows. Table 9 tabulates the inlet temperatures, 
flow rates, and AC concentration inputs to the model. Note that there are two tests with 
different temperatures 
 
Table 9. Experimental conditions for high residence time (70 second) tests reported 
in [70] 
 
ci (g/L) TL,i (°C) TR,i (°C) (g/s) (g/s) 
188 70.0 47.6 111.1 13.8 
84.8 80.3 50.4 112.1 15.3 
169 79.9 48.2 112.9 11.6 
211 80.2 47.1 112.1 11.4 
221 90.0 42.6 112.7 11.0 
 
Figure 84 and Figure 85 compare experimental measurement of  and , 





Figure 84. Heat absorbed by endothermic reaction as a function of solid AC 
concentration predicted by model (black) and from Johnson et al.’s 70 second 
residence time experiments [70] (red); load-side inlet temperature was 70°C 
(triangle), 80°C (square), and 90°C (circle); particle size was between 420μm and 
250μm (40-60 mesh) 
 
 
Figure 85. Load-side heat rejection as a function of solid AC concentration 
predicted by model (black) and from Johnson et al.’s 70 second residence time 
experiments [70] (red); load-side inlet temperature was 70°C (triangle), 80°C 





































Measurements and predictions for agree within experimental uncertainty, 
with the single exception of the case ci = 80 g/L. The model tends to over-predict  at 
lower concentrations, but accuracy is improved immensely as the concentration 
increases.  
Since it is appropriate to assume negligible frictional pressure drop for these 
tests, the void fraction was estimated using Eq. (6.54) and the inlet and outlet static 
pressure measurements [70]. Figure 86 shows a comparison of model-predicted average 
void fraction and that estimated from Johnson et al.’s high residence time data [70]: 
 
 
Figure 86. Estimated average void fraction as a function of solid AC concentration 
predicted by model (black) and from Johnson et al.’s 70 second residence time 
experiments [70] (red); load-side inlet temperature was 70°C (triangle), 80°C 

























Agreement with experimental void fraction estimates was obtained by setting the leading 
coefficient C* in Eq. (6.43) to 0.1 1/s; no further refinement was deemed necessary.  
 
6.2.4 Discussion 
6.2.4.1 Low Residence Time 
Comparison with Johnson et al.’s [70]  and  measurements show 
consistent under-prediction in the low residence time case, and thus warrants further 
examination. Thankfully, the favorable comparison between [Johnson et al] and the 
model’s predictions for the high residence time provides confidence that inaccuracy 
in rate coefficients and/or heats of reaction are not responsible. Instead, the reason for 
underestimating the total heat transfer capacity is most likely embodied in the reactant-
side heat transfer coefficient, hR . For the low residence time simulations, the axial 
concentration profiles suggest that this is due to underestimation of the reactant-side heat 
transfer coefficient in the LS zone, which occupies the majority of the reactant channel. 
Figure 87 shows a dual plot of dimensionless solid-phase mass concentration and gas-





Figure 87. Axial gas-phase mass flux (jg – dashed line) and dimensionless solid-
phase concentration ( c/ci – solid line) simulated for different 10 second residence 
time tests: ci= 22 (black), 32 (blue), and 50 (red) g/L. 
 
The LS-zone is comprised of the region where the gas-phase mass flux is zero 
(dissolved CO2 is below saturation) while the dimensionless solid-phase concentration 
c / ci  is greater than zero. The transition to the LSG-zone occurs where the jg curves 
depart abruptly from the horizontal axis as the liquid-phase becomes saturated with CO2. 
As one would expect, the LS-to-LSG transition occurs further upstream as the inlet solid 
AC concentration is increased, causing the CO2 saturation limit to occur sooner. It is 
clear from Figure 87 that, at most, bubble release occurs in only 20% of the channel, and 
therefore the overall volume-averaged heat transfer coefficient would be governed by the 
single-phase correlation. It was pointed out in the preceding discussion that 



































98]] have documented increases in the effective heat transfer coefficient when small 
solid particles are present. Thus, it is certainly plausible that there is an enhancement to 
hR in the LS-zone, or when the gas-phase mass flux is small in the LSG-zone.   
One additional possibility is that experimental non-idealities inherent in Johnson 
et al.’s HEX reactor facility were sufficient to affect the reactant-side heat transfer 
coefficient, namely: 
1) The PG and AC are mixed into a slurry outside of the reactor, and so in cases of 
high residence time, there could be several seconds prior to entry into the reactor 
in which the AC could react, and thus render the inlet condition inaccurate. This 
would result in non-zero inlet conditions for xc , xa , and xAC , and therefore an 
expedited transition from LS to LSG/LG zones, increasing the reactant-side heat 
transfer coefficient 
2) Air entrainment into the mixing pump could have introduced LSG-type flow at the 
reactor inlet, which could potentially enhance the reactant-side heat transfer 
coefficient as well – this would be highly dependent on the operating conditions 
of the charge pump, and thus would be extremely difficult to accurately 
compensate for in the model 
3) The mixing pump could have pulverized the larger particles, which would decrease 
the effective mesh size and thus enhance the heterogeneous and dissolution 
reaction mechanisms. This appears unlikely since it would impact  more than 
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, both of which have approximately the same consistent level of disagreement 
with [70].  
It is not possible with the available information to confirm or dismiss 
experimental non-idealities (except perhaps for (3)) as either the sole or contributing 
source of the discrepancy between measured and predicted total heat transfer. We can be 
certain that there is merit to (1) simply by noting the decrease in reactant-side inlet 
temperature with increasing ci , which could be explained by endothermic reaction 
occurring prior to entering the reactor.  
 
6.2.4.2 High Residence Time 
Adjustments to the correlations/fitted parameters were necessary to achieve the 
agreement with the high residence time data reported in the literature [70], the 
justification for which is presented here. For consistency, these same adjustments were 
applied to obtain the results analyzed in section 6.2.4.1. Per the discussion in Section 
6.1.2.1, the leading coefficient C* of Eq. (6.43) served as an approximate fitting 
parameter to attain the forgoing predictions for , , and the average void fraction 
b . Uncertainty as to the temperature dependence of xAC,sat led to its re-casting as a fixed 
parameter representing an effective “average” value. This approach affords an additional 
degree of freedom for reconciling the model and experiment, and was found to provide 
acceptable agreement over all concentrations and residence times considered. Given the 
limited breadth of experimental results available, the objective was not to find optimal 
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fits for all conceivably adjustable parameters; rather, the intent was to demonstrate that 
even with rough estimates for a minimal number of parameters, satisfactory agreement 
with experiment such as that presented in Sections 6.2.2 and 6.2.3 could be achieved. To 
guide the adjustments, a high residence time ‘test case’ was selected for comparison with 
the model predictions, namely: ci = 211 g/L and TL,in = 80°C.  
Figure 88 shows the gas-phase mass flux and dimensionless solid-phase ratio c/ci 
as a function of dimensionless axial position for three exemplary high residence time 
simulations (ci = 85, 169, and 211 g/L and TL,i= 80°C). In contrast to the low residence 
time tests, approximately 80% of the channel length is comprised of either LSG or LG 
(in the case of ci = 85 g/L, after z/L = 0.58) zones, which implies that the overall heat 





Figure 88. Axial gas-phase mass flux (jg – dashed line) and dimensionless solid-
phase concentration (c/ci – solid line) simulated for different 70 second residence 
time tests: ci= 85 (black), 169 (blue), and 211 (red) g/L. 
 
Thus, Figure 88 demonstrates that the agreement shown in Figure 84 and Figure 
85 was strongly dependent on FTP , which is in turn dependent on the sum total of 
liberated CO2. Accordingly, any combination of parameters affecting the reaction steps 
prior to desorption could potentially be adjusted to improve agreement with the 
experimental results. In the interest of minimizing the number of adjustable parameters, 
we focused on parameters estimated in the batch reactor study that had a greater degree 
of uncertainty due to being dependent on hydrodynamic conditions (i.e., khet  and kdis), or 
could not be fitted in a such a way that extrapolations to higher temperature could be 
reliably made (i.e., xAC,sat). In particular, the solid-phase mass transfer coefficients khet 
and kdis were not well established for the HEX reactor, and were therefore explored as 
possible fitting parameters. On the basis of the results in Figure 88, one can infer that the 

































solid-phase to deplete, and thus minimal impact on FTP . This is evidenced by the fact 
that ci /c follows an approximately linear trend over the majority of the channel length 
for ci = 169 g/L and 211 g/L. A parametric sensitivity analysis with respect to both khet 
and kdis on the model predictions for the ci = 211 g/L experiment was conducted to 
provide confirmation. The results of this analysis represented in terms of percent change 
in predicted QL or Qrxn as a function of multiples of kdis and khet are plotted, respectively, 
in Figure 89 and Figure 90. There is virtually no change (<0.2%) in predicted or  
despite order-of-magnitude perturbations in khet, indicating dissolution of AC is the 
dominant solid-phase mechanism. However, the only appreciable change that could be 
affected by perturbing kdis was a reduction in or , which would amount to only 
about -15% when kdis is reduced by a factor of 0.1. This vindicates the decision to only 





Figure 89. Sensitivity of predicted QL (black) and Qrxn (blue) as a function kdis . kdis* 
is the nominal value of kdis for the experiment ci = 211 g/L, tres = 70 s; Q* is the 
model-predicted value of QL or Qrxn corresponding to kdis*. 
 
 
Figure 90. Sensitivity of predicted QL (black) and Qrxn (blue) as a function khet . khet* 
is the nominal value of khet for the experiment ci = 211 g/L, tres = 70 s; Q* is the 






































The only other estimated parameter that did not follow a predictable pattern 
(which could be safely extrapolated to higher temperatures) was the solubility of AC in 
PG, xAC,sat. Thus, to avoid the possibility of spurious results at operating temperatures 
above 70°C, xAC,sat was held constant and its value adjusted until satisfactory agreement 
with the test case (ci = 211 g/L, tres = 70 s) was attained. As the validation results in the 
prior sections indicate, this approximation gives very good accuracy at high residence 
time and high concentration operating conditions over several different load-side 
temperatures and fair agreement at lower concentration and/or low residence times. 
Through trial-and-error, a value of xAC,sat = 0.14 was chosen because it matched  at 
high ci  and tres (where the HEX reactor would realistically operate for thermal 
management [70]), while also predicting within experimental error margins. 
Average void fractions calculated with C* set to 0.1 s-1 showed consistency with 
estimates derived from the experimental data at three different load temperatures and 
solid AC concentrations. Incidentally, it was found that void fraction predictions – as 
well as heat transfer and heat absorption – became insensitive to further adjustments in 
C* beyond 0.1 s-1. A plot of average void fraction calculations for assumed values of C* 




Figure 91. Average void fraction predicted by model for the 70 second residence 
time case as a function of assumed C* in Eq. (6.43); ci = 169 g/L and TL,in = 80°C. 
 
After reaching saturation, the dissolved CO2 concentration profile traces xc,sat (z) 
In the limit of large C*, as depicted in Figure 92. The liquid-phase’s “capacity” for 
supersaturation asymptotically tends to zero, and as such, the amount of dissolved CO2 
available to potentially affect the void fraction is vanishingly small. This also implies 
that CO2 retention has only a minor effect on the kinetics; the released CO2 influences 



























Figure 92. xc as a function of z/L for assumed values of C* in Eq. (6.43): 0.001 1/s 
(black), 0.1 1/s (blue) and 1.0 1/s (red); the dashed black line indicates local xc,sat. All 
other simulation conditions were for a 70 second residence time test with ci = 169 
g/L and TL,in = 80°C. 
 
A favorable comparison to data in the literature for a chevron PHE HEX reactor 
for two vastly different operating conditions and wide temperature ranges has 
demonstrated the model, along with the parameters and correlations selected, provides 
reasonably accurate prediction for both total heat transfer and heat absorption by AC 
decomposition. 
 
6.2.4.3 Axial Heat Flux/Absorption Profiles 
It has been shown previously [26] that there exists a tradeoff between total heat 
transfer rate/capacity and the fraction of that heat which can be rejected to decomposing 
AC, which, for a fixed temperature and AC mass flow rate, is related to both the 
















operating regimes: one where convective heat transfer dominates the total heat transfer 
rate, and another where the reaction and convective heat transfer are of comparable 
importance.  
Johnson et al. [70] showed that, based on their experimental results, residence 
times in excess of one minute were needed to sink at least 50% of the total heat load to 
AC, if the load temperature remained fixed. The model developed in this study 
corroborates this claim, and offers an explanation as to why this is the case. 
Figure 93 shows local per-unit-channel length heat flux endothermic heat absorption for 
a low residence time experiment with an AC concentration of 50 g/L, a load-side inlet 
temperature of 80°C and reactant-side inlet temperature of 50°C compared to its baseline 






Figure 93. Local heat flux per-unit-length-per-channel for ci = 50 g/L, TL,in = 80°C, 
TR,in = 50°C, tres = 10 s; contribution of load-side rejection (blue solid line) and 
reaction (blue dashed line)  compared to load-side rejection of single-phase case 
with identical inlet conditions (solid black line) 
 
The single-phase case actually enters the channel with a higher heat flux than the 
decomposition case due to the higher exit temperature of the load fluid (and thus greater 
local ΔT), which would normally be expected of a counter-flow heat exchanger such as 
this. Most prominently, there is a sudden change in the slope of q’ at z/L = 0.7; the 
reason for this becomes clear upon examination of Figure 87, which shows that the 
liquid-phase becomes supersaturated with CO2 at this point. This causes an increase in 
the overall reaction rate, as can be seen from the dotted line in Figure 93, but it also 
causes a rapid rise in hRas CO2 gas is liberated. Hence, there is both an enhancement in 
convection and the reaction rate. The rise in the reaction rate alone appears to be only a 
small contributor to the sudden and dramatic rise in heat flux as the slurry enters the 




























dominant contributor to increase in total heat transfer. A plot of ¢qrxn / ¢qL  as depicted in 




Figure 94. Local fraction of heat absorbed by reaction to heat rejected by load-side 
for ci = 50 g/L, TL,in = 80°C, TR,in = 50°C, tres = 10 s 
 
 
Perhaps the most curious aspect of the curve in Figure 94 is the bicuspid shape 
assumed where the LSG-transition occurs. We note that in Figure 94 the reaction rate 
appears almost constant for nearly a quarter of the channel length prior to z/L = 0.7, 
while the total heat flux continues to decrease. The result of this initial trend is that the 
reaction is apportioned a slightly increasing share of the total heat flux up until CO2 


















¢qrxn / ¢qL  to decrease briefly before finally resuming a steady rise for the remainder of the 
channel as the increasing reactant temperature accelerates the homogeneous reaction. 
The simulation results for this test case show that even when relatively low amounts of 
latent heat are utilized, the reaction actually provides a sizeable increase in total heat 
transfer simply by gas generation.  
It is also of interest to identify the presence and spatial distribution of reaction 
regimes identified in Chapter IV (Irreversible and mass transfer-limited). Notably, unlike 
with the batch reactor, the homogeneous reaction is a significant contributor even in low 
residence times. The local rate of heat absorption due to heterogeneous decomposition, 
dissolution, and homogeneous decomposition mechanisms are plotted in Figure 95.  
  
 
Figure 95. Local heat flux per-unit-length per channel due to dissolution (black), 
heterogeneous decomposition (blue) and homogeneous decomposition (red) for ci = 


















Qualitative similarities between the HEX reactor and batch reactor are present, 
particularly with respect to curve shapes. The key distinguishing features lie in the 
changing reactant temperature along the channel length and the persistence of NH3 
saturated bubbles, which in the batch reactor are vented immediately.  
For the purpose of comparison, the nearest ‘equivalent’ batch reactor case had an 
identical concentration of 50 g/L, a particle size range of 40-50 mesh and a reaction 
temperature of 70°C (which is approximately the average reactant-side temperature). 
Comparing Figure 75 to Figure 95 above, the homogeneous reaction reaches its peak in 
the batch reactor after about 25 seconds (corresponding approximately to z/L = 1.25), 
which was well before the heterogeneous reaction and dissolution curves had abated 
substantially; in the HEX reactor, the heterogeneous and dissolution mechanisms 
comprise only a small fraction of the total heat absorption by the time the homogeneous 
reaction has become significant. In addition, the heterogeneous reaction was responsible 
for nearly twice the heat absorption rate due to dissolution in the batch reactor, whereas 
in the HEX reactor these roles appear to be reversed. The axial temperature profile, 





Figure 96. Local reactant-side temperature for ci = 50 g/L, TL,in = 80°C, TR,in = 50°C, 
tres = 10 s (red) and corresponding single-phase case (black) 
 
The dissolution process is approximated as temperature independent over the 
range of temperatures considered; the temperature dependence of Khet , on the other 
hand, means that upon entering the reactor at 51°C the heterogeneous reaction is slow. 
Due to the gradual rise in temperature that can be seen in Figure 96, the dissolution 
mechanism depletes most of the solid-phase before a significant reaction temperature is 
attained. Thus, in the case considered here, the primary pathway is the dissolution  
homogeneous reaction  desorption pathway. The preference for the dissolution 
pathway gives homogeneous reaction rates higher than those obtained in the batch 
reactor for the same concentration, but at the expense of a slow rise time. It may be said 
that a secondary effect of the slow rise in temperature is the delay in attaining the peak 
homogeneous reaction rate such that it did not occur within the length of the channel. In 














overall time constant of the reaction, which resulted in the poor conversions reported by 
Johnson et al. [70].  
The operating regime in which convection and reaction phenomena are of 
comparable magnitude represents the ‘best-yield/efficiency’ performance that Johnson et 
al. [70] endeavored to achieve with their HEX reactor design. The two factors promoting 
this operating condition are concentration and residence time, both of which were quite 
high in the high residence time series of experiments [70]. For further examination, we 
consider the case ci= 211 g/L, tres = 70 s, TL,in= 80°C; this experiment used the same AC 
mass flow rate (2.5 g/s) as the low residence time experiment shown in Figure 97, but 
with nearly a four-fold increase in concentration due to the lower PG flow rate. 
Calculated local heat flux and heat absorption per-unit-length are compared against the 





Figure 97. Local load-side heat flux per-unit-length per channel due to dissolution 
(solid blue: with reaction, solid black: single-phase baseline) and heat absorption by 
reaction (dashed blue) for ci = 211 g/L, TL,in = 80°C, TR,in = 50°C, tres = 70 s 
 
 
Similar to the low residence time heat flux profile in Figure 93, there is an abrupt 
change in the ¢qL  slope corresponding to the axial position at which CO2 saturation is 
first reached. Unlike the previous case, ¢qrxngrows at a more rapid clip than the low 
residence time counterpart, and the decrease in ¢qL  appears to cease and slowly rise after 
the transition to the LSG-zone occurs before gradually declining again near the channel 
outlet. Indeed, the heat flux profile resembles in many respects that which might be 



















Figure 98. Local fraction of heat absorbed by reaction to heat rejected by load-side 
for ci = 211 g/L, TL,in = 80°C, TR,in = 50°C, tres = 70 s 
 
The sudden drop in ¢qrxn / ¢qL  is due to the rapid reaction and dissolution of smaller 
particles. Comparing Figure 98 to Figure 94, there is a far greater fraction of the total 
heat transfer consumed by the reaction compared to the low residence time scenario at 
the same AC feed rate. As will be discussed in section 6.3, the increase in conversion 
over the low residence time counterpart is due in large part to the extended residence 
time, which permits the homogeneous reaction to develop completely and reach its peak 
value within the reactant channel.  
Despite the significantly higher residence time and concentration, the heat 
absorption rates of the heterogeneous decomposition, dissolution, and homogeneous 
decomposition mechanisms follow very similar trends to the low residence time 
counterparts in Figure 95. These local heat absorption rates are plotted as a function of 




















Figure 99. Local heat flux per-unit-length per channel due to dissolution (blue), 
heterogeneous decomposition (black) and homogeneous decomposition (red) for ci = 
211 g/L, TL,in = 80°C, TR,in = 50°C, tres = 70 s 
 
 
One notices in Figure 99 that again the homogeneous reaction suffers a slow rise 
time and just barely reaches its peak within the channel. The homogeneous reaction is 
responsible for the majority of heat absorption. There is a significant increase in the peak 
dissolution rate at x/L = 0, but only a slight rise in the heterogeneous reaction rate as the 
reactant-side inlet temperature is still low. Therefore, as in the low residence time 
experiment, the comparatively slow dissolution  homogeneous reaction  desorption 
route is the dominant pathway. 
On a side note, the heterogeneous reaction actually terminates at the point where 
(2Peq / 3RT ) /Khet £ xa , at which point was assumed to be zero. This assumption was 
derived from the stipulation that the solid-phase would not spontaneously reform within 


















reported by Schmidt [10], even at very high concentrations). The possibility of a liquid-
to-solid reverse reaction is also unlikely because it would be highly exothermic, and 
none of the experimental data in Johnson et al. [70] gave evidence of such. However, the 
concentration of 211 g/L is far greater than the maximum concentration that could be 
characterized in the batch reactor experiments, and thus it is possible that the relative 
contribution of the heterogeneous reaction is being underestimated. 
The axial temperature profile in Figure 100 reveals a situation where there is 




Figure 100. Local reactant-side temperature for ci = 211 g/L, TL,in = 80°C, TR,in = 
50°C, tres = 70 s (solid black) and corresponding single-phase case (solid blue) 


















 For comparison, the single-phase baseline for TL,in= 80°C and tres = 70 seconds 
was also plotted in Figure 100; it is clear that the rates of heat absorption by endothermic 
reaction and dissolution are at least comparable to heat delivered to the reactant fluid by 
convection, hence the noticeably more gradual rise in temperature along the reactant 
channel. Despite the generally higher temperatures compared to the low residence time 
case, which was also plotted in Figure 100 for comparison, the heterogeneous 
decomposition and dissolution mechanisms occur within a region where the temperature 
is below 60°C, and so the dissolution pathway is still preferred. However, the solid-
phase is almost completely depleted (less than 10% of the total reaction rate) by z/L = 
0.2, as compared to z/L = 0.6 in the low residence time case; this implies a greater 
effective channel length available for the homogeneous reaction to occur, which 
mitigates the impact on conversion of the “slower” reaction pathway taking precedent.  
The homogeneous reaction occurs predominantly where the temperature profile 
has become almost linear and flat-- its slope is actually lower than the low residence 
time temperature profile. As this segment of channel corresponds to when the 
homogeneous reaction is consuming an increasing share of the total thermal load, the 
immediate conclusion is that the reaction is limiting temperature rise. This represents a 
peculiar situation where the reaction is essentially self-limiting, since the delayed 
temperature rise ultimately results in incomplete conversion and thus wasted cooling 
potential. Such a scenario was predicted by Niedbalski et al. [26] in instances where the 
latent heat capacity, which is directly proportional to inlet concentration, far exceeds the 
heat transfer capacity of the reactor. While this particular set of operating conditions (
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TL,in= 80°C, tres = 70 s, ci= 211 g/L) offers improved conversion over the low residence 
time case at the same operating temperature and AC feed rate, it does not yield the 
optimal usage of the AC’s latent heat capacity. 
 
6.3 Parametric Analysis 
Utilizing the lessons gained via comparison to the data of Johnson et al. [70], this 
section shall demonstrate the model’s application to exploring the operating parameter 
spaces for a fixed HEX reactor design – the Alpha Laval MF3 chevron PHE used in [70] 
is used as a representative test case, assuming a counter-flow arrangement with vertical 
upward flow on the reactant side to facilitate gas escape. The objective of this analysis is 
to explore the relationship between HEX reactor operating conditions and thermal 
performance metrics. In most cases, the performance metrics of interest are competing, 
inviting the adoption of an objective function to describe the shifting balance between 
said competing metrics as the operating conditions are varied. 
The analysis of Section 6.2.4.3 has shown that the mixed reaction/convection-
dominated regime is generally conducive to higher conversions compared to the 
convection-dominated regime. While we have established this as a rule-of-thumb for AC 
HEX reactor design, the tradeoff between total capacity and conversion 
means that for any fixed HEX reactor design (length, number of plates, 
plate geometry, etc.) there exists a ‘best-value’ compromise between these two 
performance metrics. Subsections 6.3.1 – 6.3.5 shall analyze the trends in capacity and 
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conversion with respect to the following operating conditions and constraints thereto 
(Table 10): 
 
Table 10. Range of conditions considered for parametric study 
 
Parameter Symbol Min Max 
Reactant-side Inlet Temp. TR,in  45 90 
Load-side inlet Temp. TL,in  90 90 
Concentration ci  20 200 
Particle size ir  60 mesh 40 mesh 
Residence time tres  20 s 70 s 
 
One additional metric that will be tracked is the ratio of heat absorbed by 
reaction to that transferred by convection, which we define as and refer to as 
“balance”. This quantity is especially useful in determining if the reactor is in a heat 
transfer limited state. Ideally, ε would be as close to unity as possible – values over unity 
indicate that the heat absorbed by the reaction exceeds the HEX reactor’s heat transfer 
capacity and thus cooling potential is wasted, whereas values below unity indicate that it 
is possible to sink a greater portion of the HEX reactor’s capacity to the AC. 
 
6.3.1 Load-Side Inlet Temperature 
As Johnson et al.’s [70] experiments have shown, higher load-side temperatures 
give improvements in the three performance metrics. The practical limitation, in this 
case, was that the maximum safe operating temperature was 90°C to prevent boiling or 
possible overtemp conditions on the inline heater. Further, it may be argued that a limit 
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on load-side temperature is also necessary to prevent decomposition of AC into urea and 
water [102]; the presence of water would increase the solubility of NH3, and therefore 
reduce the attainable endothermic cooling. The consideration of the system-level costs of 
high load-side temperatures – in particular, the energy and control requirements for 
lifting a low-quality thermal load at ~30°C to various load-side temperature – cannot be 
captured in the present analysis. Therefore, we shall fix the load-side inlet temperature at 
Johnson et al.’s upper limit of 90°C. 
 
6.3.2 Reactant-Side Inlet Temperature 
In both low and high residence time cases, the dissolution pathway was the 
preferred route. This suggests that some benefit may be gained by increasing the 
reactant-side inlet temperature so as to render the heterogeneous decomposition  
desorption pathway dominant, which would lower the effective time constant of the 
reaction and thence increase conversion for a given load temperature and AC 
concentration. Practically, accomplishing this condition would present an additional 
challenge to HEX reactor design where solid and liquid mixing would need to occur 
within the reactor in order to prevent wasteful decomposition outside of the reactant 
channels. The AC concentration, residence time, particle size, and load temperature were 
fixed at the values listed in Table 11; these values were selected to represent typical 





Table 11. Fixed parameters for TR,in study 
 
Parameter Value 
Particle Size 40 – 60 mesh 
TL,in  90°C 
 50 g/s 
 120 g/s 
ci  50 g/L 
 
The gross values for total heat exchanged, ; balance, ; and conversion 




Figure 101. Total load-side heat rejection (black), conversion (red) and balance 
(blue) as a function for reactant-side inlet temperature; all other parameters were 




































As the available load-to-reactant temperature gradient is reduced,  decreases 
while higher inlet temperatures increase the overall reaction rate and thus increase both η 
and ε. The conversion and balance have an almost one-to-one correlation below 60°C, 
but rapidly diverge as TR,in increases. The rapidly increasing effectiveness is more a 
consequence of the decreasing  than accelerating reaction rates, which are 
experiencing a diminishing return at higher TR,in  as evidenced by the plateauing 
conversion.  
Figure 101 showed that conversion appeared to asymptotically approach 55% 
with increasing reactant-side inlet temperature. The general upward trend in conversion 
results from the increase in temperature, which tends to increase the rate coefficients, but 
also because the heterogeneous decomposition  desorption pathway becomes 
increasingly important. This can be observed in the local heat absorption rates for the 




Figure 102. Local heat absorption due to homogeneous decomposition (dashed) and 
combined heterogeneous and dissolution mechanisms (solid) at various TR,in : 50°C 
(black), 60°C (blue), 70°C (red) and 80°C (green) 
 
As expected, the heterogeneous decomposition rate grows exponentially with 
temperature, and beyond TR,in= 60°C, exceeds that of the dissolution rate. There is very 
little difference in as the temperature increases. The homogeneous reaction timescale 
decreases as well owing to the exponential increase in the forward rate coefficient khom
and the equilibrium coefficient Khom; there are also only minor differences in maximum 
 values. This effect tends to compensate for the increased preference for the 
heterogeneous decompositiondesorption pathway, which would otherwise reduce the 
homogeneous reaction’s role. 
The asymptotic behavior of conversion with respect to reactant-side inlet 


















available reactant-to-load temperature gradient decreases; this is reflected in the 
inversely related slopes of η and ε, and is most readily apparent in the dimensionless 
axial temperature profiles plotted in Figure 103: 
 
 
Figure 103. Dimensionless reactant-side temperature profiles at different TR,in : 
50°C (black), 70°C (blue), and 80°C (red). Negative values of T* indicate a heat 
transfer-limited condition 
 








As TL,in – TR,in decreases (i.e. TR,in increases), the heat transferred from the load side 
becomes insufficient to sustain the reaction at the local temperature, causing the 













rate. Increasing the severity of the heat transfer limited condition further retards gains in 
the total reaction rate, causing the diminishing slope in η.  
 
6.3.3 Solid AC Concentration 
Johnson et al. [70] had claimed that as AC concentration was increased while the 
residence time and load temperature remained fixed, there was a diminishing return in 
. The model is able to show that increasing concentration without changing the 
characteristic timescales of the reaction will cause the conversion to suffer in exchange 
for minor gains in .  
Before examining the effect of solid AC concentration on a HEX reactor of 
practical size, it is necessary to first consider the theoretical “infinite-length heat 
exchanger” case to delineate the effect of concentration on the characteristic time-scale 
of the reaction. Since the model is only able to simulate a bounded domain, “infinite 
length” is understood to mean a length sufficient for the reaction to proceed to 
completion, i.e. when = 0. In this study, assuming  = 50 g/s, a length of four 
meters proved sufficient.  Fundamentally, this analysis reveals the greatest possible 
conversion that can be realized for fixed load-side conditions and concentration. As will 
be shown, this limit is a function of NH3 retention.  
For the present analysis, the parameters tabulated in Table 12 are held fixed while the 




Table 12. Fixed parameters for solid AC concentration study 
 
Parameter Value 
Particle Size 40 – 60 mesh 
TL,in  90°C 
 50 g/s 
 120 g/s 
TR,in  50°C 
 
Figure 104 shows predicted local heat absorption by reaction/dissolution as a 
function of axial distance normalized by L* = 0.375 m for ci = 20 g/L, 50 g/L, and 100 
g/L. Note that for these simulations 1000 finite volumes cells were used to ensure 
gradients near the channel inlet were adequately resolved.  
 
 
Figure 104. Local heat absorption rate due to reaction/dissolution in an “infinite 
length” reactor for different solid AC concentrations: 20 g/L (black), 50 g/L (blue), 





















In addition to a marked increase in maximum , the location of said peak 
shifts further downstream by a sizeable degree. Roughly, doubling the solid AC 
concentration effectively doubles the length of reactor – and by extension, residence 
time – necessary for the reaction to proceed to completion. The homogeneous reaction, 
which is responsible for the peak , grows in proportion to the solid AC 
concentration, otherwise experiences no substantial change to the rate or equilibrium 
coefficient. The increase in solid-phase surface area provides an initial boost to the 
reaction rate at the inlet, but this is short in duration and of considerably smaller 
magnitude than the enhancement to the peak in . It stands to reason, then, that if the 
HEX reactor does not allow sufficient residence time for the homogenous reaction to 
develop completely (i.e. to reach its peak value), then it will incur severe penalties to 
conversion. 
For the three cases plotted in Figure 104, Table 13 shows the maximum 
attainable values for the relevant thermal performance figures of merit: 
 
Table 13. Calculated thermal performance values for “infinite length reactor” cases 
plotted in Figure 105 
 
ci (g/L)  (W) (W) (W) η ε 
20 6217 1197 1800 0.67 0.19 
50 7957 3102 4500 0.69 0.39 
100 10801 6164 9000 0.69 0.57 
 
where . Of note, both and scale (almost) linearly 
with ci, which yields a maximum possible conversion of 70%. Axial concentration 
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profile for dissolved AC corresponding to each of the three test cases –plotted in Figure 
105 – show that the homogeneous reaction proceeds nearly to completion, and thus we 
may eliminate the mass transfer-limited regime as the cause for this conversion limit. 
Plots of the retained dissolved NH3 – depicted in Figure 106– show that a large quantity 
of dissolved NH3 remains in solution. Due to the relatively high enthalpy of solution for 
NH3 in PG, the retained NH3 represents a non-trivial store of cooling potential that is not 





Figure 105. Local dissolved AC mole fraction xAC for “infinite length reactor” at 
different solid AC concentrations: 20 g/L (black), 50 g/L (blue), and 100 g/L (red) 
 
 
Figure 106. Local dissolved NH3 mole fraction xa for “infinite length reactor” at 




























Having developed a basis for interpreting the results, we proceed with the 
analysis of the finite-length HEX reactor. With the selected reactant-side mass flow rate 
and assuming 24 plates installed in the HEX reactor, the residence time is approximately 
20 seconds. Figure 107 shows the model predictions for , e , and h  obtained at 
various assumed solid AC concentrations. 
 
 
Figure 107. Total load-side heat rejection (black), conversion (red) and balance 
(blue) as a function of solid AC concentration; all other parameters were fixed 
according to Table 12 
 
Consistent with the observations of Johnson et al. [70],  and ε exhibit 
asymptotic behavior with increasing ci. Initially, near ci = 20 g/L, the conversion curve 
shows only a minor decrease as concentration is raised up until about 30 g/L, after which 
a precipitous drop occurs; this narrow ‘flat’ region corresponds to values of ci such that 





































concentration is increased further the solid-phase is no longer depleted within the 
channel, leading to the rapid drop in conversion. This result is to be expected given that 
any remaining solid AC represents completely wasted cooling potential, whereas 
dissolved NH3 or dissolved AC remaining at the reactor outlet would represent partially 
wasted cooling potential.  
An additional but equally important cause for the reduction in conversion is that 
additional time/axial distance required for the homogeneous reaction to develop and 
enter into the mass transfer-limited stage. This was anticipated on the basis of the results 
plotted in Figure 107, and can likewise be seen in the axial plots of and  for the 
finite-length HEX reactor, as shown in Figure 108:  
 
 
Figure 108. Local heat flux (solid line) and heat absorption (dashed line) at various 





















At ci = 20 g/L,  assumes its peak value, which is due to the homogeneous 
decomposition mechanism, just prior to exiting the reactor. As concentration increases, 
the  peak shifts further outside of the reactor, indicating that the proportion of the 
reaction completed within the channel is shrinking.  
To confirm, the same set of simulations was repeated at a 70 second residence 
time ( = 15 g/s) – at ci = 200 g/L, for instance, conversion increased to ~60%. A plot 
of as a function z/L, given in Figure 109, shows that the homogeneous reaction was 
able to attain its peak value within the reactant channel, hence the large improvement in 
conversion over the same case at tres = 20 seconds. Additionally, the same plot shows 
that  exceeds  after z/L = 0.6, showing that the HEX reactor is well into the 





Figure 109. Local heat absorption by homogeneous reaction (solid black line), all 
processes combined (dashed black line), and load-side heat rejection for tres = 70 
seconds and ci = 200 g/L. All other parameters are as listed in Table 13 
 
When η is plotted as a function of ci for the high residence time set of simulations 
(Figure 110), there is a non-monotonic trend: conversion increases briefly before 
beginning to fall in a fashion comparable to the low residence time simulations. The 
curves for ε and  show the anticipated increase with respect to ci. The behavior of η is 
actually linked to the total extent of NH3 desorption; if one considers a reactor of infinite 










































* is the gas-phase mole fraction of NH3 in an infinite length HEX reactor, the 
value of which may interpreted as the maximum attainable for fixed load-side conditions 
and AC solid concentration. We have assumed the load-side temperature is sufficiently 
high such that xAC ≈ 0 and all that remains as z  ∞ is either dissolved or free gas. Let 
Dja ºUR 2ci /MAC - xa
* rR /MR( )( ) represent the desorbed NH3 in the limit z  ∞; then, 









Thus, one can see that Dja is proportional to the molar flux of desorbed CO2 jc,max. In an 













÷xc,sat  (6.72) 
 
Hence, the maximum possible CO2 released increases in direct proportion to increases in 





































Therefore, because xc,sat is essentially fixed by the load-side temperature (the same is 
approximately true for ya
*), there is an inverse relationship between ci and the lost 
cooling potential. This behavior is seen in Figure 110 for lower values of ci since the 
residence time is much larger than that required by the reaction. As ci increases further, 
the timescale of the reaction becomes comparable to the residence time, resulting in 




Figure 110. Total load-side heat rejection (black), conversion (red) and balance 
(blue) as a function of solid AC concentration; all other parameters were fixed 
according to Table 6.7, but with residence time set to 70 seconds 
 
 
The comparison of the trends in coversion with repect to concentration at 
different residence times has shown that conversion is limited by residence time when 








































by NH3 retention when operating in the reaction dominated regime. 
 
6.3.4 Particle Size 
Particle size is more precisely described by a distribution function rather than a 
single parameter. Assuming a uniform particle size distribution, the ‘particle size’ 
parameter can be described by a distribution width Δri and a maximum ri,max.. To reflect 
more realistic conditions, we shall use a fixed sieve-size increment in place of a fixed 
Δri,; in practice, it is much simpler to obtain a fixed, standard sieve size increment than a 
fixed physical size increment, since this would require more advanced separation 
techniques. In the batch reactor study, smaller particle sizes correlated to (initially) faster 
reaction rates. Interaction with the changing temperature field in the HEX reactor can, 
under some circumstances, produce counterintuitive results. It was demonstrated in 
section 6.3.2 that the dominant reaction pathway (i.e. the “slow” or “fast” routes) was 
determined by the prevailing conditions for the solid-phase, namely temperature. It is 
therefore conceivable that larger particle sizes might shift preference toward the faster 
heterogeneous decomposition pathway by allowing the solid-phase to persist further 
downstream, where the temperature is higher. Hence, the smallest possible AC particles 
may not necessarily yield the highest conversion and/or highest overall reaction rate. The 
purpose of this section is to show the dependence of load-to-reactant heat transfer and 
heat absorption on the mean of the initial particle size distribution. These results will 
establish whether the aforesaid hypothetical scenario is possible and, if so, provide 
guidance in selecting the optimal particle size.  
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In order to better discern the effects of a given particle size, it is necessary to 
maintain Δri to a minimum. This ensures that the results can be reasonably correlated 
with the mean particle size. Sieve size increments of 10 mesh were found to be sufficient 
for this; smaller increments produced no appreciable change in the results. The fixed 
parameters selected for this analysis are tabulated in Table 14: 
 
Table 14. Fixed parameters in particle size study 
 
Parameter Value 
ci 50 g/L 
TL,in  90°C 
 50 g/s 
 120 g/s 
TR,in  50°C 
 
 
Model predictions for , ε, η are plotted in Figure 111 for mean particle mesh sizes of 





Figure 111. Total load-side heat rejection (black), conversion (blue), and balance 
(red) as a function of mean mesh size; all simulations used the fixed parameters 
listed in Table 14 
 
Moderate improvements in all metrics are realized between 24 mesh and 45 
mesh, but stagnate as the particle size is reduced further. Smaller particles increase the 
available surface area for heterogeneous decomposition and dissolution, but do not alter 
the rate/equilibrium coefficients governing the homogeneous reaction. As was observed 
with the batch reactor model, one can only accelerate the development of the 
homogeneous reaction by using smaller particles, but it will not change the peak 
homogeneous reaction rate, nor will it change its characteristic timescale. Hence, the 
main benefit is ensuring that the solid-phase is fully depleted within the channel; beyond 
that point, the enhancement to conversion and heat transfer capacity becomes negligible. 
This can be seen in the axial solid-phase concentration profiles and local endothermic 
heat absorption rates, which are plotted in Figure 112 and Figure 113 for particle size 







































Figure 112. Local heat absorption rate due to reaction/dissolution (solid lines) and 
solid-phase concentration ratio c/ci at different mean particle sizes: 20 - 30 mesh 
(black), 40 - 50 mesh (blue), and 90 - 100 mesh (red) 
 
Figure 113. Local heat absorption rate due to homogeneous decomposition (solid 
lines) and due to combined heterogeneous reaction and dissolution (dashed lines) at 















































The dimensionless solid-phase concentration curve corresponding to the large 
particles (20-30 mesh) shows that ~30% of the solid-phase remains at the reactor outlet, 
whereas only ~10% remains for the intermediate particles (40-50 mesh), and 0% for the 
small particles (90-100 mesh). The large and intermediate particle curves show a far 
greater distinction throughout the channel compared to that of the intermediate and small 
particles, which are practically indistinguishable after z/L = 0.3. Prior to this point, the 
small particle size gives a pronounced but very brief enhancement in that contributes 
little to the total heat absorption rate. Therefore, the homogeneous reaction is the 
dominant contributor to , and by extension, the conversion. Since the reaction is 
dominated by the dissolution  homogeneous reaction  desorption pathway, the 
merger of the small and intermediate particle curves implies that as particle size 
decreases beyond what is necessary for the solid-phase to completely dissolve/react 
within the channel, the homogeneous reaction becomes the overall rate-determining step. 
Particle sizes of 40 mesh and smaller will yield essentially the same result irrespective of 
the particle size distribution’s form. Thus, in addition to providing an improvement in 
conversion and capacity, the above-referenced particle size threshold would also greatly 
reduce process variability associated with the particle size distribution, whose functional 
form is difficult to control. 
To see if it was possible for conditions to develop such that larger particle sizes 
might be advantageous, the same set of simulations was repeated with a reactant-side 
inlet temperature of 70°C. The reasoning behind this selection of inlet condition follow 
from the observation that higher reactant-side inlet temperature would favor the ‘faster’ 
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heterogeneous pathway and therefore reduce the overall reaction timescale. This does 
not appear to be the case, as can be seen in Figure 114: 
 
 
Figure 114. Total load-side heat rejection (black), conversion (blue), and balance 
(red) as a function of mean mesh size; all simulations used the fixed parameters 
listed in Table 14 but with residence time set to 70 seconds 
 
Qualitatively, η, ε, and follow the same trends as the lower inlet temperature 
case. Actually, comparing η in Figure 114 to that in Figure 111 reveals that the only 
apparent difference is an upward shift in the higher inlet temperature case by about 0.12. 
Increasing the longevity of the solid-phase does indeed lead to a greater proportion of 
the overall reaction to favor the heterogeneous pathway, but this benefit is offset by the 







































6.3.5 Residence Time 
Residence time is perhaps the easiest operating parameter to adjust, requiring 
changing pump flow rates, AC feed rates, or increasing the number of plates in the PHE. 
However, this adjustment cannot be done independently of the Reynolds number, which 
is directly proportional to . The need for high residence times to ensure full 
conversion will always compete with the need for maximizing HEX reactor energy 
density; this section will show the dependence of capacity and conversion on residence 
time.  
The heat transfer capacity  varied as expected with residence time, taking a 
form similar to the single-phase (PG-only) case, as can be seen in Figure 115. The decay 
in with residence time becomes increasingly gradual at higher solid AC 
concentrations due to the combined effects of convective heat transfer enhancement by 
the gas-phase and augmentation of the effective heat capacity of the reactant fluid by 
chemical reaction/dissolution. 
A plot of conversion as a function residence time for various solid AC 
concentrations is shown in Figure 116, and while all curves approach a limiting value as 
expected, there is small but non-trivial difference in the asymptotic behavior. This same 
behavior was described in Section 6.3.3, which is the result of a transition from an 
effectively “infinite length” reactor – where conversion improves with increasing solid 
AC concentration – to a “finite length” reactor – where conversion declines with 




Figure 115. Total load-side heat rejection as a function of residence time for 
different solid AC concentrations: 0 g/L (dashed), 25 g/L (green), 50 g/L (black), 
100 g/L (blue), and 200 g/L (red) 
 
 
Figure 116. Conversion as a function of residence time for different solid AC 
concentrations: 0 g/L (dashed), 25 g/L (green), 50 g/L (black), 100 g/L (blue), and 







































Reduced order models such as the one used in this study have the advantage of 
allowing numerical optimization routines to be employed within reasonable execution 
timeframes. In general, an appropriate objective function is selected to represent the 
combined cost/benefit of various performance metrics, which is then perturbed by small 
increments until it has been minimized. As was shown previously, the measures of 
thermal performance for the HEX reactor are in many cases competing, and so this is a 
problem that is well suited to optimization. In this section, we show how the model can 
be combined with a numerical optimization routine to find a set of operating conditions 
to maximize heat transfer capacity, conversion, and ensure balance between convection 
and endothermic absorption.  
The three performance metrics introduced in the previous discussions were 
rendered into the following objective function: 
 
     2max,
22
11 Lrxn QQF
   (6.74) 
 
where we have assumed that each metric is of equal importance. Eq. (6.74) reflects the 
following optimization targets: 
1) Conversion as close as possible to unity 
2) A balance between convection and reaction as close as possible to unity 
3) Maximize heat rejection 
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To minimize Eq. (6.72), we seek the condition, 
 
ÑF = 0 (6.75) 
 
The gradient descent method [69] is perhaps the simplest optimization method, and as 
such is well suited to numerical implementation. The basic algorithm is as follows: 
 
1. The parameters θ to be optimized are given an initial guess θo, and the gradient 
ÑFis evaluated either analytically or numerically 
2. The direction of greatest change is in the direction of the gradient vector; hence, 
an increment is applied to the parameter vector in the opposite direction of ÑF :  




3. F is evaluated at θnew and compared to F from the previous iteration. If the values 
of F differ by more than the specified tolerance, the procedure is repeated; 
otherwise, F is declared to be minimized 
 
The above algorithm was implemented in the Maple 18 programming language 
(Waterloo Maple, Canada). To obtain the gradient vector, each element of the parameter 
vector θ was perturbed by a small value (one) while the remaining elements were fixed 
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at the values obtained from the previous iteration. The model was run for each 









Where the vector operator δj = 1 if I = j and 0 otherwise. Once Eq. (6.74) is evaluated for 




This analysis is conducted with a fixed HEX reactor design and load-side 
conditions as in Section 6.3. The operating conditions that could potentially be adjusted 
are particle size, reactant-side inlet temperature, AC solid concentration, and residence 
time. In Johnson et al.’s paper [13, 70], concentration and residence time were not 
independent parameters. In fact, the AC feed rate  was fixed to provide a target 
endothermic heat absorption rate of 4.5 kW, and so as the residence time was varied the 






We proceed with the optimization task assuming that one intends to react a fixed 
feed rate of AC to match a known quantity of heat to be rejected. Furthermore, per the 
results of Section 6.3.4, decreasing the particle size will generally improve the 
conversion in a residence time limited operating condition; it is obvious, then, that 
having the smallest particles possible will ensure that no limits are imposed by 
incomplete reaction/dissolution of the solid phase. However, Johnson et al. [70] reported 
that particles smaller then 60 mesh (240 μm) would not feed reliably through their 
gravimetric feeder. Therefore, this analysis assumes a particle size range of 40 to 60 
mesh (420 – 240 μm) for consistency with ref. [70]. This leaves two independently 
adjustable parameters: reactant-side inlet temperature and residence time mediated 
through the reactant-side flow rate.  
 
6.4.2 Results and Discussion 
The imposed solid AC feed rate was varied between 1 g/s and 4 g/s, and the 
estimation routine was terminated when F changed by less than 0.01 between successive 
iterations. Table 6.10 shows the operating parameter set that minimizes Eq. (6.74) for 




Table 15. Optimization results using Eq. (6.72) for different AC feed rates 
 
 Parameters 
Solid AC Feed Rate (g/s) 
1 2 2.5 3 4 
 (g/s) 56.3 46.2 50.1 45.9 45.9 
TR,in  (°C) 81.8 75.3 73.4 71.1 67.2 
ci (g/L) 17.8 43.3 49.9 65.4 87.1 
ε 0.64 0.66 0.65 0.62 0.59 
η 0.59 0.54 0.49 0.45 0.37 
 (W) 1654 2971 3382 3914 4490 
 
 




Figure 117. Optimal max,/ rxnL QQ
 (red squares), conversion (black squares), and 
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Both η and experienced a steady decrease as greater AC feed rates 
were imposed, whereas ε stayed within the vicinity of 0.6. The requirement that ε = 1 
drove the reactant-side inlet temperature up, acting in opposition to which 
tended to favor low inlet temperatures in order to increase the temperature gap between 
load and reactant side. As the feed rate was increased, enough latent heat via 
endothermic reaction became available to offset the drive for a large temperature gap 
somewhat, but is unable to stem the decrease in TR,inand thence the drop in conversion. 
At the same time, also tends to drive  higher, while η produces the 
opposite effect.  and η follow nearly parallel trajectories while ε remains 
relatively flat, which shows that the objective function F prefers to sacrifice heat transfer 
capacity and conversion to maintain ε. This tendency can be corrected, if desired, with 




where w1, w2, and w3 are the dimensionless weighting factors whose sum is equal to one. 
The optimization results for = 2.5 g/s shows approximately the same conversion 
(50%) that Johnson et al. [70] found with = 13 g/s (tres = 70 s) at the same AC feed 
rate. The optimum conditions according to the objective function required a reactant-side 
inlet temperature of 73°C, whereas Johnson et al. [70] reported a reactant-side inlet 
temperature of 47°C. As was described previously, the penalty associated with higher 
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reactant-side inlet temperature operation – i.e., reaction occurring prior to entering the 
reactor – is not reflected in the model. At the system-level, the optimization procedure 
does not account for the considerations required to maintain such a high inlet 
temperature, which will certainly factor into the system engineer’s decision to operate at 
such conditions with a closed loop reactant-side. For instance, it may become necessary 
for the HEX reactor to operate in an intermittent mode: if the inlet temperature of the PG 
begins to fall below a specified threshold, the AC feedrate is reduced or stopped until the 
loop temperature rises to acceptable levels, and then again restored. This process would 
repeat in a cyclic manner, causing excursions in heat transfer capacity and potentially 
impacting stable operation of the thermal management system. The results presented 
here are illustrative of performance trends with respect to controllable, static HEX 
reactor operating conditions; when placed in the broader context of an integrated thermal 





CONCLUSIONS AND RECOMMENDATIONS 
In this study, we have developed a new model for the decomposition of 
ammonium carbamate in a propylene glycol carrier fluid under both batch and 
continuous flow conditions. The proposed model represents the net decomposition 
reaction as a combination of two parallel pathways comprised of both physical (bubble 
generation, convective mass transfer) and chemical (heterogeneous reaction, 
homogeneous reaction) mechanisms mediating the interaction between a dispersed solid 
phase, a bulk liquid phase, and a bulk and/or dispersed gas phase. The limited expanse of 
prior research [10,25,26,70] demonstrated the thermal management potential of AC 
suspended in PG, but did not quantitatively describe the kinetics, or relied on rate 
equations that were developed for dry powder. This study has addressed a critical gap in 
understanding necessary for reliably predicting AC-PG HEX reactor performance 
between 45°C and 90°C at 1 atm. The reaction model framework is adaptable to other 
HEX reactor geometries and flow configurations. 
A bench-scale experimental approach was developed to obtain kinetic and 
calorimetric data to parameterize the model. A one-liter, pressure and temperature 
controlled, stirred batch reactor with continuous headspace sampling and IR species 
quantification was constructed to systematically characterize the decomposition reaction. 
AC concentrations of 25, 37.5, and 50 g/L were reacted at 1 atm and temperatures of 
55°C, 60°C, and 70°C, with particle sizes ranging from 20 mesh to 100 mesh. The 
reactor was designed to enable sudden introduction of a known mass and particle size 
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range of AC into an effectively isothermal temperature field, which in turn allowed the 
kinetics to be studied independent of hydrodynamics and heat transfer behavior. 
Transient heat consumption by the endothermic reaction was calculated using a carefully 
tuned and validated heat transfer model of the reactor wall, thermostat coil, and bulk 
liquid-phase in conjunction with power input and temperature measurements. IR 
concentration time traces of CO2 and NH3, correlated with qualitative visual 
observations of the reaction, evidenced two distinct stages in the decomposition process: 
an irreversible regime characterized by high CO2 release with vigorous bubble 
formation, and a mass transfer-limited regime where NH3 release was steady and CO2 
release was marginal.  
A species balance of NH3 and CO2 concentration histories thus obtained 
indicated significant portions of NH3 were retained in solution – this was further 
confirmed by measuring the solubility of NH3 in PG at atmospheric pressure and 
temperature between 50°C and 75°C, which was nearly 100x more soluble than CO2 
[30]. The solubility difference was such that the bubbles nucleated during the course of 
the reaction were almost entirely due to supersaturation of CO2 in the liquid-phase, 
which subsequently enhanced the rate of NH3 desorption by acting as a scrubbing gas. 
By Le Chatelier’s principle, the reversible homogeneous reaction governed the transition 
between the ‘irreversible’ regime and ‘mass transfer-limited’ regime; more precisely, the 
buildup of NH3 in the liquid-phase drives the reverse reaction and thus reduces the net 
reaction rate. Because the peak heat absorption rates were observed during the 
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irreversible regime, the retention and removal of NH3 from solution was identified as a 
major design driver for HEX reactor energy density. 
A multi-objective optimization code was employed to estimate the model’s 
kinetic and equilibrium parameters as a function of temperature. Agreement between 
model predictions and IR gas-phase concentration measurements was generally 
acceptable, and especially good at 70°C. Two characteristic timescales were identified 
via parametric sensitivity analysis, each associated with one of the two parallel pathways 
in the model: heterogeneous reaction followed by desorption (path (1)) and dissolution 
followed by homogeneous reaction followed by desorption (path (2)). Path (1) is 
generally the ‘faster’ reaction pathway, and thus more favorable from a reactor design 
standpoint. The estimated kinetic parameters allowed the kinetic model to be 
incorporated into a transient energy balance; subsequently, the same optimization 
procedure was utilized with liquid-phase temperature measurements to estimate the heats 
of reaction for homogeneous decomposition, heterogeneous decomposition, and the heat 
of dissolution for AC. The net heat of reaction for AC decomposition was estimated to 
be approximately 1800 J/g, which was in agreement with the estimates of Johnson et al. 
[70]. A comparison of model predictions with temperature histories showed agreement 
typically within +/- 1°C. Agreement with calculated heat absorption was acceptable, 
although the peak heat absorption rate at the onset of reaction was typically 
underestimated. 
The parameterized model was adapted by way of a 1-dimensional separated flow 
framework to successfully describe a significantly more complicated reacting flow in a 
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compact HEX reactor [25, 26, 70]. A reasonable degree of uncertainty (+/-20%) was 
obtained over a range of different AC concentrations (20 g/L – 200 g/L), liquid-phase 
flow rates (15 g/s , 50 g/s), and load-side temperatures (70°C, 80°C, 90°C). Due to the 
relatively low reactant-side inlet temperatures, the homogenous reaction was the overall 
rate determining step and therefore responsible for the ~70 second residence time 
necessary to achieve conversion above 50%. As expected, NH3 retention proved a 
limiting factor in attainable conversion, which could be mitigated by increasing the load 
temperature; however, load temperatures above 90°C were cautioned against by Johnson 
et al. [70], as thermal decomposition into urea (an exothermic reaction) begins to 
become significant. Even when the mass transfer-limited condition was effectively 
eliminated by high temperature operation, the retained NH3 accounts for a sizeable 
amount of wasted cooling potential due to its high heat of solution.  
For fixed HEX reactor geometry, load-side flow rate, and load-side temperature, 
a tradeoff between total heat transfer capacity and conversion was observed as the 
residence time was varied. Low residence time operation favored large overall heat 
transfer due to convection, but typically poor conversion; conversely, high residence 
time operation yields higher conversion, but lower overall heat transfer due to a reduced 
heat transfer coefficient and . This penalty in heat transfer was offset at higher 
AC concentrations (200 g/L), which enhances the effective heat capacity of the reactant 
side by the latent heat of reaction, in addition to enhancing the convective heat transfer 
coefficient due to the greater presence of bubbles.  
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The temperature at the inlet of the reactant-side proved to be an important 
determining factor in the overall reaction timescale (and by extension, the conversion). 
At inlet temperatures below 60°C, the majority of the solid-phase mass entered the 
liquid-phase through physical dissolution, which then underwent homogeneous 
decomposition and then desorption. At higher inlet temperatures, the heterogeneous 
decomposition mechanism became the dominant pathway; this reaction pathway tended 
to accelerate the overall decomposition reaction since the intervening homogeneous 
reaction step is bypassed. The fraction of solid-phase mass that follows the 
heterogeneous pathway increases with increasing reactant-side inlet temperature. There 
is, however, a critical inlet temperature above which reactor performance begins to 
suffer, i.e., when the balance ε exceeds unity – further increases in inlet temperature will 
accelerate the reaction rate, but the rate of convective heat transfer is insufficient to 
match the rate of endothermic heat absorption. Implementation of the slurry generation 
function becomes more challenging at higher inlet temperatures since any reaction that 
occurs outside of the reactor constitutes wasted cooling capacity. To enable effective 
operation at higher reactant-side inlet temperatures, the slurry generation function (dry 
AC feeding and dispersion in the PG stream) could potentially be integrated into the 
reactor inlet port; this may not be feasible during reduced pressure operation, which 
would require a means of isolating the AC feed system from the low pressure slurry 
mixer.  
A simple gradient descent code was developed to explore how the competing 
factors identified (i.e., conversion, total heat rejection, and balance) through parametric 
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analysis would govern how closely one could approach ideal performance – namely, 
maximum heat rejection, balance of unity, and maximum conversion. Without 
accounting for system-level performance tradeoffs and taking the AC federate to be the 
same as in Johnson et al. [70], the best attainable conversion was approximately 50%, 
the balance approximately 60%, with a total heat rejection of 3.3 kW. 
The following subsections shall address specific areas to improve HEX reactor 
performance or to improve model fidelity as future avenues of research.  
 
7.1 NH3 Sequestration 
At atmospheric pressure, the attainable HEX reactor energy density is ultimately 
limited by the retention of dissolved NH3 in the PG carrier fluid, which accounts for an 
approximately 30% loss of cooling potential at load temperatures in the neighborhood of 
80°C. The high solubility of NH3 in PG also presents a difficulty from the perspective of 
a thermal management system where the intent is to circulate the PG in a closed loop 
that is recharged with AC upon returning to the reactor. At each subsequent pass, any 
accumulated NH3 would inhibit both the heterogeneous reaction and homogenous 
reaction via Le Chatelier’s principle, resulting in diminishing conversion at each cycle. 
Therefore, to operate in a closed loop, a method of desorbing and/or sequestering the 
residual NH3 in the liquid phase is required to regenerate the PG stream.  
Alternatively, Schmidt [10] and Johnson et al. [70] showed that operation at 
reduced pressure greatly enhanced the conversion; as the model results suggest, this 
improvement is realized by reducing the saturation limit of NH3 in the liquid-phase such 
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that a state of supersaturation was achieved, which would enable desorption by 
nucleation of NH3 bubbles. The obvious drawback to this approach is the need for a 
vacuum pump sufficient to handle the volume of gas generated by the reaction while 
maintaining a rough vacuum (~1 kPa); for larger HEX reactors, it is unlikely that this 
approach will scale favorably.  
Still another alternative to expedite NH3 desorption would be to inject a dry, inert 
gas into the slurry at the reactor inlet. This would effectively perform the same gas-
scrubbing function as the CO2 bubbles, except with the added advantage of being 
independently controllable. Dry air could potentially be supplied continuously with 
relatively little volume/weight cost at the system level when compared to the vacuum 
pump option, in addition to enhancing convective heat transfer. However, the NH3 
would still remain highly soluble in the liquid-phase and thus potentially very large 
volumes of air may be required. In turn, large volume flow rates of air would displace 
and accelerate the slurry due to the HEX reactor’s small channel diameter. The resulting 
decrease in residence time would tend to offset improvements in conversion. In addition, 
the CO2 – NH3 – air gas mixture would need to be rapidly separated from the liquid-
phase after exiting the reactor, so as to avoid re-absorption of NH3 as the liquid-phase 
cools; this presents an additional challenge to designing the gas-separation equipment for 





7.2 Residence Time and Heat Transfer Intensification 
The removal of NH3 addresses what is primarily a thermodynamic limitation – 
this is, a limit to the maximum attainable thermal performance for a fixed AC feed rate 
and load temperature – but does not address the rate limitations encountered by a “finite 
length” HEX reactor. The model demonstrated an inverse relationship between residence 
time, which favored greater conversion (up to the NH3 –imposed limit), and total heat 
transfer rate. If the reactor geometry is fixed, increasing residence time necessitates 
reducing the flow rate of the slurry, which in turn reduces both the heat transfer 
coefficient and potentially places the reactor in a heat transfer-limited condition where 
heat is not delivered to the reactant-side as fast as it is consumed by the reaction. The 
development of such as scenario is functionally equivalent to reducing the conversion, 
inasmuch as more energy is extracted from the PG than from the load fluid, thereby 
wasting cooling potential. To avoid inordinately long reactor channels that would 
otherwise be required to prevent such a condition from occurring, it is necessary to 
introduce supplemental mechanical agitation to enhance the heat transfer coefficient 
without sacrificing residence time.  
A relatively new area of heat transfer intensification research, commonly called 
“active enhancement” [103], focuses on locally imparting energy to the flow field to 
disrupt thermal boundary layers and promote turbulence. For instance, synthetic jets 
[104], oscillating plates [105], piezoelectric fans [106], or combinations thereof [107] 
have been investigated experimentally at the bench scale, and shown appreciable 
enhancement in the heat transfer coefficient. The flow field can also be manipulated by 
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means of a controlled electric or magnetic field [103, 108], subject to the requirement of 
appropriate carrier fluids.  
In an oscillating flow/pulse reactor, the heat transfer coefficient can be at least 
partially decoupled from the residence time [109-111]. This is accomplished by 
superimposing a an oscillatory reversing flow rate over a small time-averaged flow rate; 
the oscillating motion disrupts thermal boundary layers and promoting intense localized 
mixing, while the ‘net forward’ flow rate is small enough that the requisite residence 
time would be attainable. Affecting the superimposed alternating flow might be 
accomplished by using a reversible pump, such as the peristaltic pump used by Johnson 
et al. [70], or with piston-actuated diaphragms as the inlet and outlet of the reactor as in 
[109].  Additionally, the alternating flow motion would likely have a synergistic effect 
with the passive heat transfer enhancement geometry of a chevron plate heat exchanger 
by intensifying secondary vortical flows in the troughs of the corrugation pattern [23]. 
Further, the corrugation pattern could be optimized to exploit the hydrodynamic 
interactions between the dispersed gas-phase with the continuous liquid-phase, which 
has been shown in the literature to enhance convective heat transfer [89, 93]. 
It is also possible to adapt the HEX reactor model framework developed in this 
study to describe the thermal performance of an oscillatory flow reactor. A reduced-
order approach was suggested by Harvey et al. [111], where the reactor is treated as 
multiple continuous stirred tank reactors (CSTRs) in series, which is similar to the finite 
volume method except that the number of CSTR elements was selected to emulate the 
residence time distribution of the reactor. The appropriate number of CSTR elements 
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was correlated to a bulk flow Reynolds number and an oscillatory flow Reynolds 
number, which incorporates both the frequency and amplitude of the cyclic flow 
reversals; the velocity ratio comparing the (average) oscillating flow velocity to the bulk 
flow was also found to be an important parameter. However, Harvey et al.’s [111] model 
assumed that the reaction kinetics and hydrodynamics were independent, which is 
certainly not an appropriate assumption in the case of multi-phase reactions. It is 
therefore suggested that, as an initial approach to adapting the proposed HEX reactor 
framework for oscillatory flow situations, correlations for void fraction and the Nusselt 
number be developed as functions of gas-phase/liquid-phase mass flux ratio, oscillation 
frequency, oscillation amplitude, and steady/oscillating velocity ratio. It will also be 
necessary to consider over what range of amplitudes and frequencies a periodically-
steady flow can be achieved; under such conditions, experimental data (pressure drop, 
temperature, concentration, etc.) used to develop said correlations can be averaged over 
the flow reversal cycle period, which avoids the complication of modeling the flow 




7.3 Improvements to Model Fidelity 
The modeling framework employed in the HEX reactor model is inherently 
modular and flexible; therefore, improvement of individual process/sub models would 
allow the HEX reactor model to represent a broader range of operating conditions, 
carrier fluid types, or possibly to investigate and compare alternatives to the chevron 
PHE. The following aspects of the model that could benefit most from further 
investigation include, but are not limited to: 
1) Heterogeneous Reaction – this would encompass both the microscale solid 
behavior as the interface both dissolves and reacts, and the surface chemical 
kinetics, which are still largely unknown and in further need of direct investigation. 
This limitation is especially apparent at low (< 60°C) temperatures and/or large 
particle sizes, where the agreement with the experimental data tended to be poor. 
A proper account of the solid-phase chemistry will allow the assumption of mass 
transfer-limited heterogeneous decomposition to be relaxed, with the benefit of 
extending the model’s applicability to temperatures below 55°C. This will also be 
a pre-requisite to modeling the solid-liquid interface behavior, and obtaining the 
mass transfer coefficients which may be dependent on surface concentrations. It is 
also suggested that a population balance equation(s) be implemented – this will 
allow greater flexibility to incorporate different particle size-dependent reaction 
regimes if necessary, and also allows the HEX reactor model framework to be 
extended to account for transient behavior (e.g., response to a disturbance/change 
in reactor inlet conditions). 
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2) AC Solubility – the estimated solubility of AC in PG did not follow the expected 
increasing trend with respect to temperature, which was further complicated by the 
similar sensitivity of the batch reactor model’s predictions to the dissolution mass 
transfer coefficient. Therefore, estimates of parameters associated with the solid-
phase mechanisms (kdis, khet, Khet) would be improved if xAC,sat were experimentally 
characterized as a function of temperature. Such an experimental study would need 
to take care to ensure that the decomposition reaction is slow, which may require 
conducting the experiment at lower temperatures and extrapolating. Alternatively, 
one may conduct an equilibrium study in a sealed, temperature-regulated chamber 
filled completely with PG and a known amount of AC. The temperature can be 
slowly raised until there is no visible solid AC present; if the PG were saturated 
with NH3 prior to conducting the experiment, equilibrium in the solution would 
favor dissolved PG.  
3) Nucleation – the model in this study did not consider the possibility of nucleation 
on the particle surface, which has been explored by a few authors experimentally 
(e.g., [39]), but not with a rapidly reacting and dissolving solid particle.  It would 
be especially fruitful if nucleation rate expressions that are not reliant on 
correlations for specific vessels, such as that of Fan et al [39] or Liu et al. [113] or 
Liu [114], were integrated into the model to describe both nucleation occurring on 
the HEX reactor surface and on the solid-phase. In addition, the Leveque analogy 
dependence on the two-phase multiplier,FTP , does not account for the quenching 
[115] contribution to convective heat transfer that occurs when bubbles are 
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released from the reactor wall and are suddenly replaced by “fresh” liquid; an 
appropriate nucleation model could be combined with quenching effect 
correlations [115] to improve heat transfer coefficient predictions. 
4) Slurry Rheological Behavior – In this study, the fluids were treated as Newtonian; 
however, it has been well documented [89, 94 - 98] that the presence of small 
suspended particles causes non-Newtonian rheological behavior to arise, in 
addition to enhancements in the effective thermal conductivity. An experimental 
investigation would be necessary to characterize and validate a model to describe 
the apparent viscosity and thermal conductivity in the presence of a highly soluble, 
reactive solid-phase. It was suspected that this effect was responsible for the 
underprediciton of heat transfer at low residence times, when the gas-phase had 
only a small and brief presence. 
 
7.4 Parameter Space Mapping and Uncertainty Quantification 
The model developed in this study could potentially be combined with high 
performance parallel computing to obtain multi-dimensional maps of the three HEX 
reactor performance parameters – balance, conversion, and capacity – as functions of 
operating conditions and/or design parameters. This data can be used to construct 
operating regime maps that visually delineate convection-dominant, reaction-dominant, 
or heat transfer-limited regimes as functions of the independent parameters of interest. A 
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compilation of operating regime maps would allow rapid interpretation of complex 
trends with respect to multiple parameters.  
In the same vein, response surfaces approximating the input/output relationship 
of the model (surrogate models) could be generated and used to perform global 
sensitivity analyses to extend the results of the local sensitivity analyses conducted in 
this work [117]. Multiple approaches to developing surrogate models for this purpose are 
possible, including interpolation functions between tabulated model outputs, regression 
curves, or neural networks, among others [117]. 
This approach also permits variances in the HEX reactor performance metrics to 
be correlated to variances in the input parameters (i.e., operating conditions) [117]. In 
this fashion, Monte-Carlo sampling of statistical distributions in the input parameters can 
be used as to rapidly compute statistical distributions in the performance metrics [117]. 
Understanding which input variance(s) are linked to the strongest model prediction 
variance(s) provides indispensable guidance in experimental design and further 
parameter estimation studies. On the other hand, the same technique may be applied to 
deduce statistical distributions in the estimated parameters, given knowledge of the 
uncertainties in the empirical correlations and the experimental measurements used to fit 
the model response. One could then obtain a more descriptive and comprehensive 
measure of the ‘goodness-of-fit’ for a given estimated parameter set; while the RSS error 
shows the extent to which the estimated parameters fit a particular experimental data 
set/objective function, it does not provide the statistical context necessary to judge the 
agreement with experiment on a global basis – i.e. factoring in the uncertainties in the 
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observed phenomena the model is intended to describe. Extracting the PDFs associated 
with the estimated parameters is especially useful when it is not feasible to conduct 
multiple trials of the same experiment, as was the case in this work and in the work of 
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A.1 Single-Phase Characterization 
The experimental facility consists of two fluid loops: the load side, which carries 
distilled water; and the reactant side, which carries propylene glycol (PG). The water 
circulating on the load side is heated by an in-line resistance heater to the desired 
operating temperature, which subsequently passes through the HEX reactor and heats the 
circulating PG. The glycol is kept at a constant inlet temperature (TR,in) by passing 
through a secondary glycol cooling heat exchanger (GCHX), which is cooled by a fan-
cooled laboratory recirculator. A schematic representation of the experimental facility is 
provided in Figure 118: 
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Figure 118. Diagram of experimental apparatus used in single-phase heat transfer 
characterization 
The HEX reactor is an Alfa Laval MF3 gasketed plate heat exchanger with 30° 
chevrons and total of 12 heat transfer plates (and two end plates). The total available 
heat transfer surface area is approximately 0.327 m2, with maximum plate clearance of 3 
mm. The GCHX is a Danfoss brazed plate heat exchanger (B3-052-20-4.5-H) run in a 
counterflow configuration. The power output of the heater is adjusted by a PID 
controller; the TL,out probe is used as the controller input. The flow meters, temperature 
probes, heater current and heater voltage readings are captured by a National Instruments 
data acquisition module and fed to a digital computer, where the readouts are displayed 
and recorded by LabVIEW (8.6) (National Instruments) software. The HEX reactor and 
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heater are enclosed within a plexiglass chamber to minimize the effect of ambient 
convection on the reactor energy balance.  Steady-state losses follow an approximately 
linear relationship with respect to average load temperature. At the desired operating 
range (60°C-70°C), assuming an ambient convection coefficient of 5 w/m2/K and 
environment temperature of ~23°C, losses from the reactor are expected to be on the 
order of 50 W. 
A.1.1 Load-side heat transfer characterization 
A set of water-to-water heat transfer characterization tests were performed using 
the facility illustrated in Figure 118, except with the glycol reservoir, glycol cooling heat 
exchanger, and injection pump replaced with a single water loop through the laboratory 
recirculator. Tests were conducted by fixing the load-side outlet temperature and holding 
both the load-side and reactant-side flow rates constant so that the system could reach a 
steady-state condition. The system was judged to be at steady-state once the PID output 
stabilized, and the load-side outlet temperature did fluctuate by more than 0.2°C. 
Temperature, flow rate, and absolute pressure data were subsequently recorded at a rate 
of 2Hz for at least 10 minutes to ensure that time-averaged quantities were representative 
of sustained operation. The following analysis was used to obtain the heat transfer 
characteristics of the load-side in the form of a Nusselt number correlation. 
For steady-state heat exchanger operation, Newton’s law of cooling is recast in terms of 
an overall thermal resistance and an effective average temperature difference to compute 
the heat flux: 
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  lmweffL TNAhQ  2 (A.1) 
where, heff is the overall heat transfer coefficient, Aw is the area of a corrugated plate, N 





















Where, for a counterflow heat exchanger, 
outRinL TTT ,,1  (A.3) 
inRoutL TTT ,,2  (A.4) 
Assuming negligible fouling and the same plate surface area on both hot (load) and cold 
(reactant) sides, the overall thermal resistance (1/heff) is the algebraic sum of the thermal 











If hL is known, and heff is computed experimentally according to Eq. (A.1), Eq. 
(A.5) may be readily used to obtain hR. Hence, a correlation is needed that relates hL to 
known load-side operating conditions (i.e., flow and temperature). A popular method for 
obtaining such a correlation in PHEs is the modified Wilson plot technique [115], which 
is employed herein. The basis for the modified Wilson plot is a transformation of Eq. 

























where, κ is the thermal conductivity, de is the mean channel spacing, μ is the dynamic 
viscosity evaluated at the fluid bulk temperature, μw is the dynamic viscosity evaluated at 











where, m is the mass flow rate, Ac is the cross sectional area of the channel (defined here 
as the product of plate width and mean channel spacing), and N* is the number of 
channels (6 for the load side and 7 for the reactant side). Note that this definition does 
not consider flow maldistribution. 
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The implementation of this technique may be simplified if water is used as the 
working fluid on both the load and reactant sides for obtaining Wilson plot data. 
Assuming both sides are operating in the same flow regime, the Reynolds and Prandtl 
number dependence (i.e., the exponents and leading multiplier) should be identical.  The 
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leading multiplier, C, can be obtained by plotting Y as a function of X and computing the 
slope of a best-fit linear regression to the data. The exponents m and p were set to 1/3 
and 0.14, respectively, for consistency with similar correlations in the literature [75]. 
The exponent n was selected such that the R2 goodness-of-fit coefficient of a linear 
regression to the data was at a maximum for the data set obtained. It was determined that 
a value of n = 0.67 provided the best linear fit: 
3/167.0 PrRe187.0 LLLNu  (A.12) 
The Wilson plot constructed with these parameters is shown in Figure 119, and the 
resulting correlation for NuLPrL
-1/3 is plotted in Figure 120: 
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Figure 119. Wilson plot obtained from water-water single-phase testing 


































With the load pump, Reynolds numbers ranging from 200 – 430 could be 
realized; load-side inlet temperatures varied between 50 and 56 °C, and reactant-side 
inlet temperatures varied between 43 and 52°C. All fluid properties were evaluated at the 
average bulk temperature ((Tin+Tout)/2). Figure 121 shows a parity plot with the 
experimentally measured overall heat transfer coefficient plotted against the predicted 
value using Eq. (A.12), demonstrating acceptable agreement. The maximum and average 
errors (between experimental and calculated heff) observed were 9.3% and 4.5%, 
respectively; the standard deviation was 3.2%. 
Figure 121. Parity plot comparing overall heat transfer coefficient U calculated 
experimentally with predictions using Eq. (11) 
It should be noted that Eq. (A.12) is a calibration equation valid only for the above stated 

























A.1.2 Reactant-side heat transfer characterization 
The experimental facility illustrated in Figure 118 was employed, using the same 
testing procedure described above, to extract a single-phase Nusselt number correlation 
for the reactant-side with glycol as the working fluid. This correlation serves as a 
thermal performance baseline to which the multi-phase reacting flow may be compared. 
Such an approach allows for the effect of gas evolution on convective heat transfer to be 
discerned when compared to single-phase heat transfer at the same flow rate and 
temperature. From Eq. (A.5), the reactant-side heat transfer coefficient may be 






















Because the viscosity of propylene glycol is a strong function of temperature, 
tests were conducted at mean glycol bulk temperatures ranging from 58°C to 70°C, with 
Reynolds numbers from 2 to 40. Fluid properties were again evaluated at the mean bulk 
temperature. The reactant-side Nusselt number was then plotted against the group 
ReR
nPrR
1/3 as depicted in Figure 122; the Reynolds number exponent n was adjusted 




Figure 122. Plot of reactant-side Nusselt number as a function of Reynolds-Prandtl 
product 
 
The resulting correlation is as follows: 
 
93.5PrRe067.0 3/1  RRRNu  (A.14) 
 
The maximum and average error between Eq. (A.14) and the experimentally measured 
Nusselt number was 6% and 1%, respectively. Eq. (A.14) was adjusted to obtain Eq. 
(6.47) so maximize agreement with the data in Table 5. 
It was observed, at glycol mass flow rates below 80 g/s, that the discrepancy 
between the load-side and reactant-side energy balances, RRpRLLpL TcmTcmQ  ,, 
 , 
tended to increase in severity. Because this disagreement was ameliorated at higher 














responsible. The outlet temperature probes were moved outside of the manifold and into 
the downstream pipeline to allow for additional mixing to occur in the fluid before 
reaching the probe tip, thereby furnishing a more representative measurement of the bulk 
fluid temperature. Tests repeated with this new arrangement confirmed a reduction in
Q for the same temperature set points and flow rates. 
A.1.3  Uncertainty Analysis 
The uncertainties associated with independent experimental variables were assumed to 
be the instrument manufacturers reported limits of error. 
Table 16. Instrument uncertainties claimed by manufacturer 
Instrument Model/mfg. Uncertainty Range 
Load flow meter 110-039 Turbine/ Omega ± 0.32% 2.3-11.4 LPM 
Reactant flow meter FTB2005 Turbine/ Omega ± 3% 2-30 LPM 
Temp. Probes K-type / Omega ± 0.1 °C - 
Absolute Pressure 
Transducers 
PX409-050 A5V/ Omega 0-50 PSI 










 is the relative uncertainty associated with the i-th independent experimental 









   (A.16) 
 
Thus, neglecting the uncertainty in fluid properties, the uncertainty for the load- or 




    (A.17) 
 
where, ΔT is the inlet-to-outlet temperature change on the load- or reactant-side: 
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outin TTT    (A.18) 
 
The total heat transfer rate Q is estimated as an average of LQ
 and RQ





















    (A.20) 
 












































T lmlmlm   (A.21) 
 



























































Table 17 shows the average and maximum relative uncertainties calculated from 
the water-water Wilson plot tests. The load-side heat transfer coefficient uncertainty (
Lh

) was estimated to be that of heff, which is ±11.8%. This value is in good agreement with 
the deviation from the calibration curve (Eq. (A.12)), where heff is predicted to within 
10%. Table 18 shows the average and maximum calculated uncertainties for the water-
glycol tests. The Klein-McKlintock method appears to over-estimate the uncertainty of 
the reactant-side heat transfer coefficient; the maximum error between Eq. (A.14) and 




 Table 17. Estimated relative uncertainties for water-water characterization tests 
  
Quantity Average ε Maximum ε 
LT  7.1% 12.2 % 
RT  5.3% 10.0 % 
LQ
  7.2% 12.2% 
RQ
  7.4% 14.0 % 
Q  10.8% 14.9 % 
lmT  
4.8% 5.9 % 
effh  11.8% 15.8 % 
 
Table 18. Estimated relative uncertainties for water-glycol characterization tests 
 
Quantity Average ε Maximum ε 
LT  10.7 % 12.3 % 
RT  8.0 % 13.3 % 
LQ
  10.8 % 12.4 % 
RQ
  9.0 % 13.7 % 
Q  14.3 % 18.2% 
lmT  
2.6 % 3.7 % 
effh  14.5 % 18.6 % 
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A.2 Batch Reactor Model Parameter Estimates 
A.2.1 Mass Transfer and Solubility Parameters 
Table 19. Estimated mass transfer and solubility parameters as a function of 
temperature at different solid AC loadings 
ka
l-g  (s-1) 20g 30g 40g Average 
55 °C 5.84E-05 2.06E-04 1.14E-04 1.60E-04 
60 °C 3.39E-05 4.50E-05 4.37E-05 4.44E-05 
70 °C 2.24E-05 2.13E-05 2.18E-05 2.15E-05 
xAC,sat  20g 30g 40g Average 
55 °C 2.62E-01 1.82E-01 1.82E-01 1.82E-01 
60 °C 2.03E-01 1.57E-01 1.75E-01 1.66E-01 
70 °C 4.99E-02 5.91E-02 5.91E-02 5.91E-02 
khet  (s
-1) 20g 30g 40g Average 
55 °C 2.99E-04 3.55E-04 3.50E-04 3.53E-04 
60 °C 6.16E-04 1.78E-04 2.48E-04 2.13E-04 
70 °C 1.25E-04 1.35E-04 1.35E-04 1.35E-04 
kdis  (s
-1) 20g 30g 40g Average 
55 °C 4.00E-06 4.46E-06 5.02E-06 4.74E-06 
60 °C 4.01E-06 1.46E-05 6.28E-06 1.04E-05 
70 °C 4.58E-05 5.51E-05 5.50E-05 5.51E-05 
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A.2.2 Kinetic Parameters 
Table 20. Estimated kinetic (rate and equilibrium coefficients) as a function of 
temperature at different solid AC loadings 
k f ,hom  (s
-1) 20g 30g 40g Average 
55 °C 1.57E-03 3.26E-03 2.19E-03 2.19E-03 
60 °C 2.49E-02 1.21E-02 1.41E-02 1.41E-02 
70 °C 3.07E-02 3.43E-02 3.43E-02 3.43E-02 
Khom 20g 30g 40g Average 
55 °C 1.22E-05 1.91E-05 2.16E-05 2.16E-05 
60 °C 4.70E-05 5.90E-05 9.71E-05 9.71E-05 
70 °C 5.83E-04 8.80E-04 8.80E-04 8.80E-04 
Khet  20g 30g 40g Average 
55 °C 2.69E-01 2.56E-01 2.47E-01 2.52E-01 
60 °C 2.51E-01 1.64E-01 1.95E-01 1.80E-01 
70 °C 6.04E-02 7.40E-02 7.40E-02 7.40E-02 
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A.3 Experimental Comparisons 
A.3.1 Low Residence Time (10 s) 
Table 21. Comparison between results of Johnson et al. [70] and HEX reactor 
model predictions for heat absorbed by endothermic reaction (Qrxn) and heat 
transferred by convection (QL) ; 10 second residence time. 
Experiment [70] Model 
ci (g/L) Tin,L (°C) Qrxn (W) QL (W) Qrxn (W) QL (W) 
22.1 80.1 470 2941 293 2405 
31.7 80.1 627 3110 402 2427 
49.5 80.0 850 3292 554 2536 
48.5 80.0 716 3425 542 2687 
45.5 80.0 700 3170 518 2496 
A.3.2 High Residence Time (70 s) 
Table 22. Comparison between results of Johnson et al. [70] and HEX reactor 
model predictions for heat absorbed by endothermic reaction (Qrxn) and heat 
transferred by convection (QL) ; 70 second residence time. 
Experiment [70] Model 
ci (g/L) Tin,L (°C) Qrxn (W) QL (W) Qrxn (W) QL (W) 
188 70.01 1078 1731 1128 1706 
84.8 80.3 913 2004 1385 2331 
169 79.9 1646 2504 1997 2854 
211 80.2 2159 2900 2225 2894 
221 89.99 3120 4095 3135 4213 
