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Abstract
The capacity of transport as well as the number of passengers is growing in the railway industry. At the same time, the pressure
to reduce service costs rises. Reliability and dependability in complex mechanical systems can be improved by fault detection and
isolation methods (FDI). These techniques are key elements for maintenance on demand, which could decrease service cost and
time signiﬁcantly. This work addresses FDI for a railway vehicle: The mechanical model is described as a multibody system, which
is excited randomly due to track irregularities. The aim of this work is to detect faults in the suspension system of the vehicle.
A Kalman ﬁlter is used to estimate the states. In order to detect and isolate faults, the detection error is minimized with multiple
Kalman ﬁlters. A full scale train model with nonlinear wheel rail contact and nonlinear suspension forces serves as an example for
the described techniques. Numerical results for diﬀerent test cases are presented. For the analysed system it is possible not only
to detect a failure of the suspension system from the system’s dynamic response, but also to distinguish clearly between diﬀerent
possible causes for the changes in the dynamical behavior.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of Institute of Engineering and Computational Mechanics University of
Stuttgart.
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1. Introduction
This work presents a method to detect and isolate faults in a railway vehicle model. Such a method could be used
to increasing system reliability and dependability. On-line fault detection and isolation (FDI) oﬀers advantages, when
early detection of faults and wear is crucial. This not only improves system reliability, it also saves maintenance costs
and time.
Parameter estimation using a Rao-Blackwellized Particle ﬁlter and Extended Kalman Filter1,2,3 gives good results
for linear and nonlinear suspension systems using a two dimensional linear model. A multiple-model algorithm to
detect faults is given in4,5,6, the model used for the fault detection is a two dimensional half train model. FDI methods
for the handling of damping coeﬃcients are described in7,8: Depending on the sign of the relative damper velocity, the
coeﬃcients switch between two distinct values. Suspension parameter estimation in frequency domain is presented
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in9. Model-less monitoring methods for railway vehicles are demonstrated in10,11,12. A comparative study on fault
detection methods of urban rail vehicle suspension systems is presented in13. The fault detection methods applied to
a three dimensional vehicle but only tested for the case, that all four primary suspension springs or all four secondary
suspension dampers fail at the same time. A Hybrid Extended Kalman ﬁlter for fault detection in nonlinear suspension
elements for a half train model is given in14.
The aim of this work is to detect and isolate faults in the suspension elements ﬁxed at the train. More precisely, the
aim is to detect faults in the anti-yaw damper, the secondary vertical damper and the secondary lateral damper. The
ﬁrst one, the anti-yaw damper, is very important for running stability, while the second and third one are inﬂuencing
ride quality. A full scale railway vehicle model is excited randomly to model track irregularities. Acceleration sensors
provide the data for the state estimation with several Kalman ﬁlters. In order to improve the state estimation process,
the characteristics of the track irregularities are considered in the fault detection process. For the fault detection and
isolation procedure, the state observation is performed with diﬀerent systems. One of the systems represents the
fault free case, the other systems represent the faults, which should be detected. Faults are detected and isolated by
minimizing the estimation error. Out of all available models the one, which minimizes the estimation error, is selected.
With this approach, faults in the suspension system can be detected and isolated accurately. Furthermore, it is possible
to distinguish between a large number of diﬀerent faults. A single fault at a single suspension can be identiﬁed as well
as multiple failures in the three dimensional suspension system.
2. Vehicle dynamics
To test the proposed method, a full scale train model with nonlinear wheel rail contact and nonlinear suspension
forces is used. The Velaro RUS serves as an example. In this section, the dynamic model of the train is described,
which can be divided into two parts: the multibody system of the train itself and the description of the track with its
irregularities.
2.1. Multibody system
The train model of the Velaro RUS consists of a car body, two bogies, four wheelsets and two motors. Car body,
bogie and motor motion can be characterized by six degrees of freedom each. By assuming constant running speed and
constant rotational motion of the wheelsets around the y-axis, the wheelset motion is considered as four dimensional.
The wheelsets are connected to the bogies by the so-called primary suspension, the connection between the bogies
and the car body is the secondary suspension. Another suspension is to be found between the motor and the bogie.
Figure 1 shows the suspension structure of the bogies, the position of the three dampers, the anti-yaw damper, the
secondary lateral damper and the secondary vertical damper, which are used for the fault detection.
Fig. 1. Bogie: Side view
The Newton-Euler equations are used to derive the equations of motion. The origin of the body coordinate system
is located at the center of mass of the body. The Newton-Euler equations of motion for a rigid single body are given
in matrix form as follows15
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[
mI 0
0 J
] [
R¨
˙¯ω
]
=
[
F
M¯ − ω¯ × (Jω¯)
]
, (1)
where m is the mass of the rigid body, I is 3 × 3 identity matrix, J is the inertia tensor, F is the resultant of the
external forces and M¯ is the resultant of the external moments deﬁned in the body coordinate system. The vector ω¯
results from
ω¯ = G¯α˙ (2)
where
G¯ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
− cos φ sin θ cos θ 0
sin φ 0 1
cos φ cos θ sin θ 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , α =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ψ
φ
θ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)
The angle φ describes the roll motion, θ the pitch motion and ψ the yaw motion. The global position vector of an
arbitrary point on the rigid body i can be written as
r = R + Arotu¯, (4)
where R is the global position vector of the origin of the body coordinate system and Arot is a 3 × 3 rotation matrix,
which deﬁnes the orientation of the axes of the body coordinate system with respect to the global coordinate system.
The vector u¯ is the position vector of the arbitrary point on the body with respect to the origin of the body coordinate
system. Equations (1) to (4) are to be evaluated for each of the nine bodies. Diﬀerent forces and moments act on
individual components: They are due to springs and dampers, linking the components, or due to the irregular track,
which causes an external excitation.
2.2. Wheel rail contact
A reliable train model can only be given including the wheel/rail contact model in a proper way. In this work, the so
called elastic approach is used to formulate the wheel rail contact problem. The computation of the wheel/rail contact
forces is performed in three steps. The ﬁrst step is to consider the wheel and rail geometry and to determine the contact
points. In the second step, the creepages are determined which measure the relative velocities between the wheel and
the rail at the contact points. In the third step, the resulting contact forces are determined. In order to solve the
wheel/rail contact problem, an accurate representation of the geometry of the wheel and the rail surfaces is required.
In the elastic approach, the wheel rail contact is considered as elastic. At the point of contact the two touching bodies
deform. The normal contact forces are calculated using Hertz contact theory. The procedure of ﬁnding the contact
point is based on the so called DIFF method16. This method is based on the idea, that the contact points minimize the
diﬀerence between the wheel surface and the rail surface in the z direction. After ﬁnding the contact point the normal
forces are determined from17
Fn = −Kδ3/2 −Cδ˙|δ|, (5)
where δ is the indentation at the contact point, K is the Hertzian stiﬀness and C is a damping constant. Thus, the
normal force in the contact point is calculated by equivalent springs and dampers.
To calculate the tangential forces, the normal force as well as the creepage is needed. The creepage is split into a
longitudinal, a lateral and a spin part and is calculated according to18 using
γx =
v′x − vx
V
, (6)
γy =
v′y − vy
V
, (7)
ωz =
Ω′z −Ωz
V
. (8)
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With the normal force and the creepages, the creep forces are calculated according to the linear theory of Kalker. As
stated in18, the creep forces and moments are calculated with
Fx = − f11γx, (9)
Fy = − f22γy + f23ωz, (10)
Mz = − f23γy + f22ωz. (11)
The values f11, f22 and f23 are the linear creep coeﬃcients, they are calculated according to15.
For the reconstruction of the system dynamics, the vehicle is prepared with 10 acceleration sensors, each wheelset
and each bogie has two sensors measuring the acceleration in all three directions. It is assumed that the measurement
noise of all sensors is white noise. The above equations are implemented in Matlab to simulate the dynamics of the
train. The train model is simulated with the nonlinear wheel rail contact model. For the fault detection procedure the
system must be linearized around the operating point. The linear equations of motion for the train model are given by
x˙s = Asxs + Bsus (12)
ys = Csxs + Dsus (13)
where As, Bs ,Cs and Ds indicates the system, input, output and feedthrough matrices of the linearized train model.
The state vector xs includes all states of the train model. Since the train consist of ﬁve bodies with six degrees of
freedom and four bodies with four degrees of freedom, there are 46 degrees of freedom and 92 components in the
state vector. The vector ys is the measurement vector which includes the outputs of the acceleration sensors. The
sensors are at 10 diﬀerent locations with three directions each.
2.3. Random track irregularities
The excitation of a railway vehicle results mainly from geometry irregularities of the rails or the wheels. By
assuming that the wheels are perfectly shaped, the only irregularities are given by the rail track. The rail track
irregularities are considered as random and have components in diﬀerent directions. The random track irregularities
are commonly characterized by their power spectral densities (PSDs). These spectral characteristics are obtained from
exemplary track measurements and depend on the regarded track, which is described in detail in19.
In this work, the train model is excited randomly due to horizontal, lateral and cross level track irregularities.The
PSDs for horizontal, lateral and crosslevel track irregularities are considered as deﬁned in ERRI B17621. According
to ERRI B176 the polynomials of the PSDs for track irregularities are
S h(Ω) =
bh0
ah0 + ah2Ω2 + Ω4
=
bh0
0.00028855 + 0.6803895Ω2 + Ω4
,
S v(Ω) =
bv0
av0 + av2Ω2 + Ω4
=
bv0
0.00028855 + 0.6803895Ω2 + Ω4
,
S cl(Ω) =
bcl2Ω2
acl0 + acl2Ω2 + acl4Ω4 + Ω6
=
bcl2Ω2
5.535659 · 105 + 0.1308172Ω2 + 0.8722335Ω4 + Ω6 ,
(14)
where Ω is the spatial frequency in radm . The units of the PSDs are
m2
rad/m in lateral and vertical direction and
rad2
rad/m
in crosslevel direction. For a vehicle traveling with the velocity V , the angular frequency ω in rads is deﬁned by
ω = VΩ. The information of the spectral characteristics of the unknown input are used to increase the fault detection
method. The method is increased by extending the state space model in equation (13) with a form ﬁlter containing the
information about the track irregularities. The form ﬁlter describing the characteristics of the track irregularities can
be calculated from the PSD. According to22, a PSD S (ω) can be formulated with the PSD S 0 of white noise as the
following:
S (ω) = S 0 · |F( jω)|2 (15)
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where F( jω) is the transfer function of the form ﬁlter. The transfer function F( jω) of the form ﬁlter is derived through
factorization of the PSD polynomial since
|F( jω)|2 = F( jω) · F∗( jω), (16)
where F∗( jω) is the complex conjugate of the transfer function F( jω). The transformation with s = jω leads to
S (s) = S 0F(−s)F(s). (17)
Substituting spatial frequency Ω with s = jω and Ω = sjV and factorizing the PSD polynomials of the track irregulari-
ties, equation (14) is rewritten as
S h(s) =
( √
bh0V2
s2 + 0.8452Vs + 0.01698676V2
) ( √
bh0V2
s2 − 0.8452Vs + 0.01698676V2
)
,
S v(s) =
( √
bv0V2
s2 + 0.8452Vs + 0.01698676V2
) ( √
bv0V2
s2 − 0.8452Vs + 0.01698676V2
)
,
S cl(s) =
( √
bcl2sV2
0.00744V3 + 0.387184V2s + 1.2832Vs2 + s3
) ( √
bcl2sV2
0.00744V3 − 0.387184V2s + 1.2832Vs2 − s3
)
.
(18)
Thus, the transfer function for the horizontal Fh(s), lateral Fv(s) and crosslevel Fcl(s) track irregularities results to
Fh(s) =
√
bh0V2
s2 + 0.8452s + 0.01698676V2
,
Fv(s) =
√
bv0V2
s2 + 0.8452Vs + 0.01698676V2
,
Fcl(s) =
√
bcl2sV2
s3 + 1.2832Vs2 + 0.387184V2s + 0.00744V3
(19)
Using the transfer functions Fh(s), Fv(s) and Fcl(s) from above, the form ﬁlter is written as state space model20
x˙ f f i = A f f ix f f i + B f f iw f f i (20)
y f f i = C f f ix f f i, (21)
with the matrices
A f f h =
[
0 1
−0.01698676V2 −0.8452V
]
, B f f h =
[
0
1
]
, C f f h =
[√
bh0V2 0
0
√
bh0V2
]
(22)
A f f v =
[
0 1
−0.01698676V2 −0.8452V
]
, B f f v =
[
0
1
]
, C f f v =
[√
bv0V2 0
0
√
bv0V2
]
(23)
A f f cl =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0
0 0 1
−0.00744V3 −0.387184V2 −1.2832V
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , B f f cl =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ,C f f cl =
[
0
√
b0V2 0
0 0
√
b0V2
]
. (24)
Combining all three track irregularities in one set of equations, the resulting matrices are
A f f =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
A f f h 0 0
0 A f f v 0
0 0 A f f cl
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , B f f =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
B f f h 0 0
0 B f f v 0
0 0 B f f cl
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ,C f f =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
C f f h 0 0
0 C f f v 0
0 0 C f f cl
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (25)
The matrix A f f has the dimension 7 × 7, matrix B f f 7 × 3 and matrix C f f 6 × 7. The excitation of the wheelsets is
assumed to be independent. This means that any correlation due to the wheels running on the same track is neglected.
By the assumption given above, the matrices for the form ﬁlter including all four wheelsets can be given by:
AFF =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A f f 0 0 0
0 A f f 0 0
0 0 A f f 0
0 0 0 A f f
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , BFF =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B f f 0 0 0
0 B f f 0 0
0 0 B f f 0
0 0 0 B f f
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ,CFF =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C f f 0 0 0
0 C f f 0 0
0 0 C f f 0
0 0 0 C f f
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (26)
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The system containing the train model and the form ﬁlter for the track irregularities can now be written for the
linear case is written as
x˙ = Ax + Bw
y = Cx + Dv
(27)
with
A =
[
As BsCFF
0 AFF
]
, B =
[
0
BFF
]
, C =
[
Cs DsCFF
]
, x =
[
xs
xr
]
. (28)
3. Kalman Filter based fault detection
For the fault detection and isolation procedure the state observation is performed with diﬀerent models. One of
the models represents the fault free case, the other models represent the faults which should be detected. Thus, if n
diﬀerent faults should be detected and isolated the observation process must be performed for n + 1 sets of equations
x˙ = gi(x,w), y(k) = hi(x(k), v(k)) i = 0 : n. (29)
In this work x˙ = gi(x,w) is the diﬀerential equation describing the train dynamics combined with the form ﬁlter and
y(k) = hi(x(k), v(k)) describes the measurement output. All n + 1 systems are linearized around the operating point
Ai =
∂gi
∂x
∣∣∣∣∣
xˆ(0)
Ci =
∂hi
∂x
∣∣∣∣∣
xˆ(0)
i = 0 : n. (30)
and discretized. The discretized matrix of Ai is denoted with Fi and the discretized output matrix Ci is denoted with
Hi. Having n + 1 systems, each system can be used to compute an estimation of the state, denoted by xˆi. Using the
estimation xˆi, an estimation of the output can be constructed
yˆi(k) = Hixˆi(k) (31)
To quantify the estimation error of each system, the state residual
rxi (k) = x(k) − xˆi(k) (32)
and the measurement residual
ryi (k) = y(k) − yˆi(k) (33)
are deﬁned. Both residuals give information about the performance of the estimation process. Since the state vector x
is not available, only the measured residual can be used to clarify the state estimation performance. To compare the
performance of the diﬀerent systems the variance of the residual is calculated
Var[ryi (k)] = ryi (k)
Tryi (k). (34)
The model with the lowest variance of the measurement residual gives the best state estimation. Using the Kalman
Filter23 to perform the state estimation, the covariance matrix of the measured residuals is calculated from
E[ryi (k)ryi (k)
T ] = HiPi(k)−HTi + R (35)
This matrix is used to calculate speciﬁc weights for the measurement residuals, which makes the selection of the right
model more reliable. The resulting scalar value is denoted with ei
e(k)i = ryi (k)
T (HiPi(k)−HTi + R)
−1ryi (k). (36)
For each system i = 0 : n, e(k)i is calculated at each instant of time k.
For all n + 1 systems the state is estimated with the corresponding Kalman ﬁlters. In order to perform a state
estimation, the diﬀerent Kalman Filters use the available measurement values. In each sample point, the measurement
residual ryi (k) = y(k) −Hdxˆ(k)− and the fault indication value e(k)i are calculated.
20   Mathias Jesussek and Katrin Ellermann /  Procedia IUTAM  13 ( 2015 )  14 – 23 
The linearized and discretized systems are given by
x(k) = Fix(k − 1) + w(k) (37)
y(k) = Hix(k) + v(k) (38)
with white, zero mean and uncorrelated process noise w and measurement noise v. The process noise and the mea-
surement noise have known covariance matrices Q and R, respectively. The diﬀerent Kalman Filters are initialized
with the expected initial condition xˆ+0 and the uncertainty of the initial estimation P(0)
+. The vector xˆ(0)+ and the
matrix P(0)+ are considered to be the same for all n + 1 systems
xˆi(0)+ = E[x(0)] (39)
Pi(0)+ = E[(x(0) − xˆi(0)+)(x(0) − xˆi(0)+)T ]. (40)
The state estimation and the residual generating using the Kalman ﬁlter is performed with
Prediction :
xˆi(k)− = Fixˆi(k − 1)+
Pi(k)− =FiPi(k − 1)+Fi +Q
Correction :
K(k) =Pi(k)−Hi(k)T (Hi(k)Pi(k)−Hi(k)T + R(k))−1
xˆi(k)+ =xˆi(k)− +K(k)(y(k) −Hixˆ(k)−)
Pi(k)+ =Pi(k)− −K(k)Hi(k)Pi(k)−
Residual :
ryi (k) =y(k) −Hixˆ(k)−
e(k)i =ryi (k)
T (Hi(k)Pi(k)−Hi(k)T + R(k))−1ryi (k)
(41)
The estimated states are used to calculate the measurement residual. With the measurement residual, the fault indica-
tion e is calculated.
In order to decouple the fault detection alarm from the size of the track disturbance and unknown parameters, the
value of e1 to en are always compared with the fault free case. The fault detection alarm is calculated by subtracting
the fault free error from each faulty error.
	1(k) =e(k)1 − e(k)0
	2(k) =e(k)2 − e(k)0
...
	n(k) =e(k)n − e(k)0
(42)
The index i = 0 stands for the fault free system. If there is a fault at the ith suspension element, the estimation with
the ith system should have the smallest estimation error. Thus, the ﬁlter that gave the ”best” state estimates would
identify the actual system. Since the output y is corrupted by measurement noise, the residual ei of a single point in
general does not give suﬃcient information. Therefore, 	 is averaged over a test period T = 1 : m.
f ault1 =
1
m
m∑
k=1
	1(k)
...
f aultn =
1
m
m∑
k=1
	n(k)
(43)
If no fault occurs f ault1 to f aultn should be positive. If there is a fault at the ith position, f aulti should be negative
to detect the fault and the smallest value to isolate the fault from all other possible faults.
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4. Results of fault detection and isolation
The fault detection and isolation design procedure explained above is used to detect faults in a full scale train
model. The Velaro RUS serves as an example using parameters provided by the vehicle manufacturer. The track
irregularities are generated numerically based on the PSDs as deﬁned in the last section. The FDI procedure is used
to detect faults in all four secondary vertical dampers, in all four anti-yaw dampers and in all four secondary lateral
dampers. Two of the dampers connect the front bogie to the carbody and two of them connect the rear bogie to the
carbody, respectively. For the simulation process, the full scale train model is simulated with nonlinear wheel rail
dynamics and nonlinear suspension system. This model is used to generate the signals of the acceleration sensors. For
the estimation process, the equations of motion are linearized around the operation point.
Four diﬀerent test cases were considered to test the FDI method:
1. a fault free train,
2. a fault at the front left secondary vertical damper,
3. a fault at the front left anti-yaw damper,
4. faults at the front right secondary vertical, anti-yaw and secondary lateral damper,
The measurements of the acceleration sensors were created with the nonlinear train model. To generate the mea-
surements of the faulty systems, the corresponding damping coeﬃcient is decreased by 30 %. The linearized test
systems for the estimation process consider a damping coeﬃcient decrease of 20 % for the diﬀerent fault cases. The
test period is 100 seconds. Figure 2 shows the results for the fault free case. All 12 fault indication values f aulti have
positive values. Thus, if all fault indication values are positive, the system is accurately classiﬁed as a fault free sys-
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Fig. 2. Fault free train
tem. Figure 3 gives the results for the proposed FDI procedure for a fault at the front left secondary vertical damper.
The results show, that the indicator for the front left vertical damper has the smallest value. These results indicate a
fault in the front left vertical damper. It also can be seen, that the detection value for the front right vertical damper has
negative values. This is due to the very similar eﬀect of both dampers on the overall dynamics. For reasons of safety,
both dampers, the left and the right anti-yaw damper, should be checked for faults. Figure 4 shows the results for the
FDI procedure for a fault at the front left anti-yaw damper. The results show again the accuracy of the algorithm. The
front left anti-yaw damper has the smallest value. The second smallest value results from the fault detection value of
the right front anti-yaw damper, which is because of the close dynamic relation. Figure 5 shows the results for a fault
at the front right secondary vertical, anti-yaw and secondary lateral damper. The fault detection procedure is working
well. All three dampers with a fault have a negative indication value. For all four test cases the FDI procedure gives
an accurate fault indication. In the three faulty test cases, the detection as well as the isolation of the speciﬁc fault is
possible. Only the diﬀerentiation between dynamically similar components on the left and the right side of the train
is diﬃcult.
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Fig. 3. Fault at the front left vertical damper
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Fig. 4. Fault at the front left anti-yaw damper
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Fig. 5. Multiple faults 1
5. Conclusion
Multiple model Kalman ﬁlters were used to detect and isolate faults in a nonlinear suspension system of a full
scale railway vehicle model. As test case a model of the Velaro RUS is used to detect faults in the secondary vertical
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damper,secondary lateral damper and the anti yaw damper. With the presented method faults in the vertical, lateral
and anti yaw damper can be distinguished sensitively and reliable. It is even possible to isolate faults with nearly the
same inﬂuence to the overall dynamic and single as well as multiple faults. The robustness of the FDI procedure is
tested by a modiﬁcation of the gauge. For this test case faults can be detected precisely.
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