Our gestural habits convey a multitude of information on different levels of granularity that can be exploited for human computer interaction. Gestures can provide additional or redundant information accompanying a verbal utterance, they can have a meaning in themselves, or they can provide the addressee with even more subtle clues for instance about our personality or cultural backgrounds. Thus, gestures are an extremly rich source of communication-specific and contextual information for interactions in ambient intelligent environments. This chapter reviews the different semantic layers of gestural interaction focusing on the layer beyond communicative intent and presents interface techniques to capture and analyse gestural input taking into account non-standard approaches like acceleration analysis or the use of physiological sensors.
lators, affect displays, and adaptors, where emblems and adaptors are comparable to McNeill's categories, illustrators summarize McNeill's iconic, deictic, and metaphoric gestures. Affect displays are movements that are triggered by emotional states like Ekman's [12] basic emotions (fear, anger, joy, suprise, sadness, disgust). The relation of affect displays to body movements remains a bit unclear, the face is identified as the main display for emotions. Regulators at last are all movements that do not fall into one of the other categories and that are identified by Ekman and Friesen as necessary to structure the flow of the conversation.
In this chapter, we are looking into a different level of the semantics of gestures. For an ambient intelligence system, more subtle features of gestural activity can provide relevant contextual information for successful interactions. Therefore, the focus in this chapter is not primarily on the symbolic or communicative content of a gesture -whether provided intentionally or not -but rather on the way a gesture is performed, i.e. on qualitative features of movements and their interpretation.
To provide pervasive assistance for complex computing environments it does not suffice to restrict the analysis and interpretation of body movements to the task of finding an appropriate gesture class. It is necessary to focus on the diverse aspects of body movements, which do not only provide emblematic information but have a whole range of communicative functions ( [3] , [24] ) and even allow to identify inherent user characteristics like identity ( [29] ), personality ( [15] ), or cultural background ( [35] ). Such a shift in perspective will allow for infering additional information about the user's patterns of activities and relating them to cognitive or emotional user states. These can be the user's identity, his personality, his current or expected emotional state or mood, his current or expected state of arousal/concentration, etc.
Coming back to the example from the beginning, we can speculate a bit more on what this behavior reveals about the speaker. Our first guess was, that he might be nervous because it is an important presentation. On the other hand, the excessive use of hand gestures might also be attributable to the speaker's extrovert personality perhaps strengthened by being nervous. Or the interpretation that his gesture is excessive might just be a misconception by ourselves because we are used to more controlled hand movements in our culture, but in the speaker's culture this might just be a standard behavior routine to underline personal engagement in a topic. These examples make it clear that such non-symbolic, qualitative information can be the source for recognizing a wide range of contextual effects by analyzing a user's gesture usage. At the same time, they underline the complexity of the task as the interpretation of the recognized features is not restricted to a single contextual variable and might be quite ambiguous.. Thus, in the long run, it will be indespensable to come up with an integrated approach for analyzing qualitative features of gesture usage.
As we have seen, a number of contextual factors can relie on gestural activity as an input channel. In the rest of this chapter, contextual influences like the emotional state of the user, the personality of the user, and the cultural background of the user are examined. Beforehand, three attempts are introduced that categorize gestural activity apart from its co-verbal content and that serve as a guideline for analyzing the qualitative features of gestural activity. Table 1 summarizes and groups together the important features from these attempts.
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In a study on cultural differences in gesturing (see also Section 5), Efron [11] defined three dimensions for categorizing gestural activity.
(1) Spatio-temporal aspects: This category is based on formal features that allow to describe how a gesture is realized taking into account the radii of 6 gestures, the plane in which gestures are performed (xy-, xz-, or yz-plane), which body parts are employed, and the speed ("tempo") of gestures. A similar set of features can be found in Gallaher's work on personal style (see also Section 4). Gallaher [15] reviews work on expressive movements and shows that intraindividual consistencies exist across a wide range of behavior. For instance, somebody who is walking fast is likely to also do gestures at a high speed, talk faster, and speak louder. Thus, analyzing "tempo", i.e. the speed of movement allows to conclude on more general aspects of a speaker. Gallaher defines a set of expressivity features, which she relates to aspects of personality but which, like Efron's spatio-temporal and interlocutional aspects, are general enough to serve as features for other contextual variables as well. In her analysis, Gallaher focused not only on body movements alone but took other aspects of nonverbal behavior like facial expressions or speech volume into account.
A factor analysis revealed four dimensions, which summarize the qualitative 7 features. The following is an account of (mainly) movement related features from these dimensions.
(1) Expressiveness: This dimension describes which parts of the body are used. Moreover, the frequency of gestures, i.e. how often and how many gestures are used, the speed of gestures and the spatial extent of gestures are features describing the expressiveness of movements.
(2) Expansiveness: To describe how much space a speaker is taking up for doing gestures, the expansiveness dimension is introduced. Features describing this dimension are the spatial extent of gestures and the distance a speaker leaves to his addressee in face-to-face encounters. An example for a non-movement related feature of expansiveness is speech volume. [33] , affective interactions have increasingly become the center of interest for Human Computer Interaction due to the fact that emotions -either our own or those attributed to others -play a fundamental role on different levels of our communicative and decision making behavior as has convincingly been shown by Damasio [9] . Especially in situations where the user experiences negative emotions like frustration and/or anger, the interaction might greatly benefit from the system's ability to take the user's state into account in its next move, either to prevent the user from breaking up the interaction altogether or in the ideal case to change the user's emotional state and his attitude towards the system in order to provide for a more positive interaction experience.
Whereas it is undeniable that our faces often reveal our emotional state in face-to-face encounters (see e.g. [14] ), the mapping between body movements and emotional states is still subject of discussion. For instance, de Meijer [10] gives an account of a controlled study on how specific body movements are perceived and what impression they give about the subject's emotional state. Table 2 Correlations between emotion categories and movement profiles accoding to Walbott.
and take into account body parts, location, speed and power of movements.
A number of correlations between these features and emotions were found.
Especially the difference between positive and negative emotions was reliably distinguishable. As a general result of this study, de Meijer was able to define movement profiles for emotions. Thus, single qualitative features were not realiable enough to distinguish emotions, but more complex combinations of movement features had high predictive value.
A similar study was conducted by Walbott [42] , who tried to correlate specific movements with specific emotional states. Wallbott is more cautious in his account and states that the quality of body movements cannot directly be mapped to emotional states. Rather, it is indicative of an emotion's quantity, i.e. it signifies the intensity of an emotion. But also that vice versa, differences in body movement are sometimes explained by the intensity of a given emotion instead of a difference between emotional states. Nevertheless, his results
show distinctive patterns of movement and postural behavior for some of the studied emotions. In this study he used 14 emotional categories: elated joy, happiness, sadness, despair, fear, terror, cold anger, hot anger, disgust, contempt, shame, guilt, pride, and boredom. Twelve actors (six male, six female)
had to act these 14 emotions in two scenarios uttering nonsense sentences to prevent emotional priming by the content of the utterace. 1344 samples were recorded under these conditions. For the analysis, 224 takes were selected from this database. The coding system introduced by Walbott is a combination of a categorical approach similar to Ekman and Friesen for emotions, expressive parameters (activity, spatial extension, power/dynamics) for qualitative movement features, and posture coding following Bull's ideas [3] . Table 2 gives an account for expressive movement profiles for some of the studied emotions.
What becomes evident for hot anger and elated joy is the influence of the emotions' intensity on the expressive profile. On the other hand, this data shows that it is feasible to distinguish between low intensity emotions like disgust and contempt based on the expressive features.
Crane and Gross [8] show not only that emotions can be recognized in the body movements of others but also that body movements are affected by felt emotions. Four emotions plus a neutral state were elicited (angry, sad, content, joy and no emotion), subjects were then asked to walk across the room. This movement was recorded by video and motion capture. Afterwards, subjects gave a self-report on the felt emotion. Additionally, recordings were rated by observers, who could choose out of ten different emotions. Although emotions were recognized beyond chance (62% of anger trials, 76% of sad trials, 74%
of content trials, 67% of joy trials, 83% of neutral trials), observers' ratings do not necessarily correspond to the self-reports of the subjects making evident a fundamental problem with these kinds of studies. Actors or laypersons are instructed to display emotions or emotions are elicited by specific means, subjects then rate these expressions. Because this happens in a laboratory setting, the displayed emotions might be not felt but simply acted. Thus, although humans are able to interpret body movements as having affective content, it cannot be guaranteed that a person exhibiting such movements really feels the emotion that is attributed to him. It remains to be seen if these Some words are in place on emotional models used in the context of the studies and applications presented here. Most of these relie either on categorical approaches like Ekman's [12] basic emotions or on dimensional approaches, which date back as far as Wundt [45] . Categorical approaches define distinct emotion categories that are often claimed to be universal and that can be mapped to Kapur and colleagues [21] present a system that was trained to detect four basic emotions based on movement patterns and performed with a recognition rate similar to a human observer. The emotions were sadness, joy, anger, and fear. To create the necessary database, motion capture data was collected for five subjects who were told to represent the emotional states by moving around. 500 samples were collected, i.e. every subject performed every emotion 25 times. To capture the dynamics of the movements, the velocity of the movement, the acceleration, as well as the position of body parts were used as features. No further movement analysis was conducted, i.e. movements were taken into account as whole samples. As their system was able to perform similar to a human observer, the employed features seem to represent a promising starting point for the recognition task.
Bernhardt and Robinson [2] go a step further and present a machine learning approach that takes the inner structure of movements into account to allow for a more context-dependent classification of emotions based on movement patterns. To this end, they build on work from Bull [3] that shows that affective states can be recognized from body movements. To this end, they clustering approach is used to identify movement prototypes based on these interest points. Recognition rates using support vector machines range between 59% and 83% for a seven class problem (anger, anxiety, boredom, disgust, joy, puzzle, surprise). To train their recognition system they make use of a database containing around 1900 videos. Additionally they showed that fusing information from gestural activity and facial expressions can result in higher recognition rates.
To sum up, a number of studies show that there is a correlation between qualitative features of gestural activity as described in Section 2 and emotional states but also that this correlation is not unambiguous and sometimes only allows to derive the intensity of an emotion or its valence but not the distinct emotion itself. Some first approaches to automatically recognize emotions based on such correlations have been presented that are very promising but at the moment lack comparability due to different sets of emotions and quite different databases that were employed for training and testing the recognition techniques. To integrate personality as a contextual factor influencing the movements of an embodied agent, Pelachaud [32] drew from Gallaher's analysis of personal style to define expressive features that serve as control parameters for the animation (gestures and face) of the virtual character. The aim of this work was to create individual behaviors for an agent instead of generic one's, in this case trying to integrate some kind of personal style for the agent. To this end, she defined a set of six parameters, which are based on Gallaher's dimensions: spatial extent, speed, fluidity, power, repetivity, quantity. Perception studies were conducted,
showing that combinations of these parameters establish consistent behavior patterns like sluggishness or vigorous movements. Moreover it was shown that participants are able to recognize the differences in some of these parameters with good results for spatial extent and speed, and less good results for fluidity and power.
Karpouzis and colleagues [22] present a gesture recognition system that takes the same parameters into account to extract quantitative information related to gestural expressivity from the user's hand movements: spatial extent, speed, fluidity, power, repetitions. Similar to Pelachaud's work, expressivity is not restricted to hand movements but takes head movements and facial expressions into account, too. Spatial extent for instance describes for hand and head movement if this movement is wider or narrower movement, for facial expressions it describes increased vs. decreased muscular contraction.
Caridakis and colleagues [5] then combine both approaches to realize a system that allows to mimic the behavior of a human by a virtual agent based on the recognized expressive features and corresponding profiles of the agent.
The general idea is that the agent is not directly mirroring the user's behavior but instead by extracting the expressive parameters, the agent's individual behavior is modified to fit the user's expressive behavior profile. Thus, the same gesture is realized by the agent qualitatively different depending on the set of parameters. For instance, the user might show an expression of sadness accompanied by slow and narrow movements. To mirror this behavior in the agent, the agent's behavior profile for this emotion is combined with the user's expressive parameters to result in a display of the same emotion with a similar profile that nevertheless is idiosyncratic for this agent. This example application represents a first step in analyzing the user's gestural activity as a basis for deriving information about his personality profile.
Culture
Labarre [28] reviews a large body of evidence on the cultural differences in using and interpreting body movements including gesture repertoires that have The kinesthetic features defined by Efron (see Section 2) derived from his study of cultural differences in gesturing, but so far there are only very few approaches that take this information into account in an interactive ambient intelligent system. In his study, Efron [11] examined differences in gesturing between Italian and Jewish immigrants as well as assimilated subjects from the same two cultural groups. Based on his large amount of data (around 2500 subjects), he could show significant differences in all the categories he analysed,
i.e. apatio-temporal aspects, interlocutionary aspects, and co-verbal aspects (see Section 2). With his sample of assimilated subjects, i.e. subjects already living for a long time in the US, he was also able to show that differences vanished, giving clear evidence that the differences in gestural activity are a learned cultural heuristics. An example of the differences he found is the following: Whereas Italian subjects used their whole arm for gesturing, Jewish 20 subjects kept their upper arms close to the body resulting in movements from the elbow downwards, i.e. in narrower movements.
This empirical evidence of cultural differences in the way gestures are realized on the spatio-temporal level is accompanied by a number of anecdotal references found in the literature. Hall [16] for instance gives a number of such references to culture-specific differencs in gesture usage. Similar information can be found in Ting-Toomey [40] , claiming for instance that Germans use more gestures than Japanese or that Southern Europeans gesture more frequently then Northern Europeans. As we have seen in Section 2, Efron's spatio-temporal and interlocutionary aspects are very similar or identical to
Gallaher's expressive dimensions [15] , which she uses to distinguish different personal styles of gesturing. This implies again that these dimensions might also be useful for describing cultural differences in gesture use.
Rehm and colleagues [36] present a corpus study designed to shed light on specific differences in gesture usage in individualistic and collectivistic cultures with the aim of deriving expressive profiles for these cultures to adapt the behavior of virtual agents to the user's cultural background. To this end, they recorded around 20 hours of material of interactions in Germany (21 pairs) and Japan (26 pairs). Their analysis focused on nonverbal behavior like gesture use and postures. Gestural expressivity was analysed focusing on parameters, which have been proven to be successful for animating a virtual agent [32] : spatial extent, speed, overall activation, fluidity, power. Results from this corpus analysis show significant differences in the expressive profiles of participants from the two cultures. The frequency of gesture use is consistent with information from the literature [40] in that a significant difference could be seen in the number of gestures that were used in the German and Table 3 Hofstede's ratings on a scale from 1 to 100 for some selected countries.
the Japanese samples. German participants used more than three times more gestures than Japanese participants on average. Other significant differences were found for the two expressive parameters spatial extent and speed of a gesture.
Rehm, Bee, and André [35] give an example how this information can be used to infer the cultural background of the user based on his gestural expressivity.
They present a Bayesian network model of cultural influences on expressivity that is employed to analyse the user's expressive behavior and derive his cultural background. Culture in their approach is defined as a dimensional model following Hofstede's suggestions [18] . A given culture is thus a point in a fivedimensional space where dimensions describe dichotomies like individualistic vs. collectivistic or high power vs. low power distance. Table 3 gives cultural profiles for some exemplary countries.
(1) Hierarchy: This dimension describes the extent to which different distribution of power is accepted by the less powerful members. According to Hofstede more coercive and referent power (based on personal charisma and identification with the powerful) is used in high-H societies and more reward, legitimate, and expert power in low-H societies.
(2) Identity: Here, the degree to which individuals are integrated into a group is defined. On the individualist side ties between individuals are loose, and everybody is expected to take care for himself. On the collectivist side, people are integrated into strong, cohesive in-groups. In an earlier study, Kela and colleagues [23] present a similar approach tailored to gestures for controlling a video recorder making use of a cubelike handheld device, which was equipped with three acceleration sensors quite similar to Nintendo's controller. To come up with a realistic gesture set, they conducted a participatory design study, which resulted in eight suitable gestures.
Gesture analysis was based on HMMs taking the filtered data into account.
User-dependent recognition rates are up to 99% depending on the number of training samples provided to estimate the model parameters.
Urban and colleagues [41] examined the feasibility of using acceleration sensors for a marshalling task designed to control unmanned aircrafts on a flight desk.
The general idea was to allow the marshaller to make use of the same gesture signals that are employed with manned vehicles. Two main tasks had to be solved for this 20-class recognition problem. On the one hand, they evaluated the best placement of the acceleration sensors on the upper and lower arm for robust gesture recognition. On the other hand they showed that timeseries classifiers like Dynamic Time Warping can be an efficient technique for acceleration-based gesture recognition.
Strachan and colleagues [39] faced the problem of reconstructing the 3D-movement of the hand from acceleration data. This is no trivial task due to inherent drift of the sensors making the prediction of the exact trajectory difficult. By decomposing gestures in linearly combined motion primitives they were able to build personalized models of gestures that a user is going to use in an application. Thus, they integrated subjective idiosyncracies of gestural activity into their recognition system. Whereas this is only a byproduct of their approach, the work by Lester, Hannaford, and Borriello [29] is directly tailored to this challenge.
Wheras most approaches so far focus on the recogntion of discrete gesture classes, Lester and his colleagues exploit the applicability of accerlation-based techniques to identify users by their subjective idiosyncrasies in handling devices. In an ambient intelligence environment, the user will be carrying a number of devices, which have to be coordinated to a certain degree and have to interact with one another, with the environment and of course with the user. By enabling the device to identify who is currently carrying it might rid the user of some management load. Lester and colleagues make use of information about the user's specific movement qualities to solve this problem.
To this end, they employ a complex coherence function measuring to which extent two signals are correlated at given frequencies.
The approaches presented here show that acceleration-based gesture recognition is feasible and that not only gestures as such can be recognized but also more subtle aspects of gestural activity like expressivity or other idiosynchratic features allowing for instance to identify the user.
Gesture recognition based on physiological input
Another currently not very well explored way of gesture recognition is the use of physiological sensors. Such sensors have increasingly been used over the last years to recognize emotional states or at least a user's state of arousal (e.g. [25] , [34] ). Some sensors like EMG measure muscle activity and can thus be adapted to capture certain aspects of gestural movements that might not easily be recognizable by vision-or acceleration-based techniques.
Naik and colleagues [31] first separate the muscle activity from different muscles with a four channel EMG sensor before attempting to classify specific movements. Making use of independent component analysis and a neural net- Whereas Naik and and colleagues are independent from the sensor placement, this is not true for more specific gesture recognition tasks. Wheeler [44] uses EMG sensors to emulate a joystick and a keyboard and depending on the device, i.e. on the movements necessary for the device, number and placement of electrodes is different. In the joystick trial, users had to perform four gestures (up, down, left, right), which were recognized making use of four HMMs, one for each gesture class. Recognition results are accurate for all but the gesture "left", which was only recognized in 30% of the cases and otherwise confused with "up". In the more complex keyboard trial, users had to perform 11 gestures (0 to 9, enter). Again, one HMM was trained for each gesture class.
Recognition rates vary between 70% and 100% depending on the gesture class.
All approaches show that gesture recognition with EMG is possible but that it is not easy to get robust recognition rates especially due to problems in placing the sensors. Recognition results are dependent on the muscles that the sensors are placed to and on the specific gestures that are realized in an application making it difficult to come to a general conclusion. A promising solution seem to be the combination of acceleration-based and EMG-based recognition as was recently shown by Chen and colleagues [7] for the recognition of Chinese and by Kim and colleagues [27] for the recognition of German sign language.
Conclusion
This chapter provided insights into how qualitative aspects of gestural activity can be exploited as an input channel for a variety of contextual variables like the emotional state of the user, his personality, or his cultural background. It was shown by evidence from studies on these different aspects that a general set of qualitative movement features can be defined and how these features can then further the recognition of emotion, personality or cultural background from the user's gestures.
Although all of the presented approaches are very stimulating and relevant, it remains to be shown how such social-psychological context variables can be integrated for human-centric ambient intelligence because for instance the speed and spatial extent of a gesture might give hints on the personality profile of the user but these features might also allow for infering the cultural background of the user. The fact that the same set of features (or at least subsets of this general set) are applicable for all of the variables presented in this chapter emphasizes the fact that such an integrated account is feasible and also necessary.
