We establish existence results for solutions to boundary value problems for systems of second order difference equations associated with systems of second order ordinary differential equations subject to nonlinear boundary conditions.
INTRODUCTION
We establish existence results for solutions to boundary value problems for systems of second order difference equations associated with systems of second order ordinary differential equations subject to nonlinear boundary conditions.
We consider the two-point boundary value problem yЉ s f x, y, yЈ , 0F x F 1, 1 Ž . Ž . Ž . Ž . Gaines pioneered research on problem 3 , 4 and its relationship to the w x continuous problem. In a landmark paper 2 , he considered second order scalar equations with linear boundary conditions and, among many other important and interesting results, he obtained various discrete versions of existence theorems known to guarantee solutions to the continuous problem.
w x Henderson and Thompson 3 extended the existence results of Gaines w x to the case of fully nonlinear boundary conditions. Tisdell 7 considered Ž . Ž . problem 3 , 4 for systems of equations in which f is coupled in y but k not coupled in D D y . These papers followed Gaines' approach of employing k the a priori bounds method by using discrete variants of upper and lower solution techniques and Nagumo conditions. w x We extend some of the existence and convergence theorems in 2 to systems. Our paper is organised as follows.
In Section 2 we introduce the necessary definitions and preliminary results associated with this paper. w x A Nagumo condition, due to Schmitt and Thompson 5 , which guaran-Ž . tees a priori bounds on derivatives of solutions to 1 is introduced in Section 3 and successfully applied to the discrete problem yielding a priori Ž . bounds on first difference quotients of solutions to 3 which are independent of the step size h.
Compatible boundary conditions are discussed in Section 4. Ž . Our main existence result is presented in Section 5: If f x, y, p satisfies a Nagumo growth condition with respect to p and the boundary conditions Ž . are strongly compatible then for sufficiently small grid size problem 3 Ž . and 4 has a solution.
The methods used in the proof of our main theorem may be summarized as follows.
Ž . After a suitable modification to 3 we express the modified difference Ž . equation as a summation equation and couple it with 4 . We then use degree theoretic arguments to show existence of solutions via homotopy methods and the reduction theorem. w x In 5 Schmitt and Thompson gave a number of existence results for the Ž . continuous problem 1 with various boundary conditions. We conclude the paper with some applications of our work showing that there are solutions to discretizations of special cases of these results of Schmitt and Thompson. This raises the question as to whether or not there are solutions to discretizations of their results.
In our main theorem the conditions placed on f and the domain for solutions are simple and easily verifiable in practice. The boundary conditions under consideration are natural and include the Picard, periodic, and Neumann boundary conditions while also applying to more general nonlinear cases. Moreover, our existence results apply to discrete problems whether or not they arise as approximation to continuous problems.
Our results apply to fully coupled systems of equations with fully w x nonlinear boundary conditions and so extend the works of Gaines 2 , w x w x Henderson and Thompson 3 , and Tisdell 7 .
Ž . Ž . w x For further discussion of problem 1 and 2 see 6 while for further w x discussion of discrete equations see 1, 4 and the references therein. As mentioned earlier we use the following notation for first and second Ž . backward differences, respectively,
NOTATION AND PRELIMINARY RESULTS
Ž .
A DISCRETE NAGUMO CONDITION
The following Nagumo growth condition was studied by Schmitt and w x Thompson 5 for the continuous problem and provides a tool to obtain Ž . bounds on the derivatives of solutions to 1 in terms of bounds on the solutions. In this section we prove a similar result for difference equations. Ž . fies 5 and 6 . Choose Q ) 0 such that
Proof. Suppose f satisfies the Nagumo᎐Schmitt᎐Thompson condition Ž . and y g B satisfies 3 . Then
We bootstrap on this bound to show that M F N, which is independent of n. If p F nr2 then for any natural number satisfying 1 F F nr2 we have p q F n and using a discrete Taylor expansion we obtain
Rearranging and taking norms of both sides we get
and we obtain
We show that there is with 1 F F nr2 and Ž . Ž . 6 RrM F h F 6 RrM q 2 RrM. Then it follows from 8 that M -l h F M, a contradiction, and hence
If p G nr2 then for any integer such that ynr2 F F y1 we have p q G 0 and using a discrete Taylor expansion we obtain
Remark 3. In applying Theorem 1 to practical examples the constant R Ž . is fixed by the given equation and thus we may relax 6 to
Remark 4. The discrete Nagumo᎐Schmitt᎐Thompson condition is w x Ž somewhat more restrictive in the scalar case than that of Gaines 2 see w x. also Henderson and Thompson 3 ; however, Theorem 1 applies to sysw x tems of equations while the theorems of 2, 3 are confined to the one dimensional case. 
COMPATIBILITY OF BOUNDARY CONDITIONS
R
We call ⌿ inwardly pointing if the strict inequalities are replaced with weak inequalities in the above.
We say G is strongly compatible with ⍀ if for all strongly inwardly pointing vector fields ⌿ on ⌬,
where
Our approach to establishing existence of solutions to systems which arise as discrete approximants also applies to systems which do not arise in this way. We introduce the notion of compatible boundary conditions appropriate for establishing existence of solutions for such systems.
We call ⌿ discrete inwardly pointing if the strict inequalities are replaced with weak inequalities in the above.
We say G is discrete strongly compatible with ⍀ if for all discrete strongly inwardly pointing vector
Ž . Since 9 is equivalent to
Ž . and 10 is equivalent to
it follows that G is discrete strongly compatible with ⍀ if it is strongly d compatible with ⍀.
EXISTENCE RESULTS
We now present our main result. 
We show that y -R for 0 -F 1. It suffices to show that r s y -
Assume that r s R for some k s 1, . . . , n y 1 so that D D r F 0.
2 y y rh F R rh so that attains its maximum value at j s k. Thus 
²
:
The boundary conditions guarantee that r cannot attain a maximum k value R 2 for k s 0 and k s n. < < Thus y -R.
Ž . Ž . We show that problem 3 , 4 has a solution. Let
for F F , and w . w . and , ; the case g 0, is trivial. 
Since ⌿ is strongly inwardly pointing and G is strongly compatible there where Ž . an analogue of Theorem 2 for problem 3 and 4 with fixed h. As it is of interest in its own right we now state this result for the case h s 1. 
To simplify the framing of our results we introduce the following assumption. 
