Abstract This paper aims at the multichannel synthetic aperture radar (SAR) image speckle reduction. This paper proposes a novel energy minimized regularization model for multichannel image denoising, which is an extension of the non-local total variational model for gray-scale image. It contains two terms, namely the vectorial data fidelity term and the non-local vectorial total variation term. The latter is constructed by high-dimensional non-local gradient that contains the structure information of the multichannel image. The existence and the uniqueness of the solution of the model are proved. A fixed point iterative algorithm is designed to acquire the solution of this model. The convergence property of this algorithm is proved as well. This model is applied to the multipolarimetric and multi-temporal RADARSAT-2 images despeckling. The result shows that this model performs better than the original vectorial total variational model on texture preserving.
Introduction
Recently, multichannel SAR image has been acquired, such as the multi-polarimetric SAR images and the multi-temporal SAR images. The speckle noise, which generally exists in those SAR images, causes difficulties for their interpretation and other further applications, such as terrain classification, change detection and object/edge detection. [1] [2] [3] [4] [5] The speckle is caused by the coherent property of the imaging system that introduces the random fluctuations in the return signal. 6, 7 In contrast to single image processing, multichannel images contain more useful information for speckle suppressing. However, using the connection between images from different channels is crucial and challenging. [8] [9] [10] Lee et al. 11 considered the connection in multichannel images in statistics ways, and proposed the so-called multilook method on speckle reduction in multi-polarimetric and multi-frequency SAR imagery. This multilook kind of method will lose the resolution of the image to a certain extent. As for SAR images, it should be well considered that the sharp targets are preserved during processing. Thus the resolution should be preserved or better be improved after processing. Li et al. 12 used an adaptive filter for the purpose of preserving highlight targets in the images while suppressing the speckle. However, the adaptive filter-like methods require more computational power.
In the field of image processing, the nonlocal method has been proved efficient to restore images containing textures, 13 which has been widely used in gray-scale/scalar image processing. This method is generalized from the Yaroslavsky denoising and the block method. The main idea is using the similar blocks in the whole image to estimate current pixel value. It was introduced by Ref. 14 while studying texture synthesis. Then Buades et al. 13 generalized non-local method and proposed the well-known neighbor denoising filter, namely non-local means (NLM). After that, Gilboa and Osher 15 united non-local method into the regularization framework by defining the non-local formed total variation (TV) model, which includes non-local total variation (NL-TV)-L 1 model, NL-TV-L 2 model and NL-TV-G model, and proposed the algorithms separately. NL-TV model can preserve both the edges and the texture-like details in images, and has excellent application effect.
The nonlocal method has been used as a simple filter for color image denoising since it was first introduced. 13 This paper is devoted to formulize the nonlocal method for multichannel image processing by extending the vectorial total variation (VTV) method, which was generalized from the TV method for multichannel image processing by Sapiro, 16 to a non-local vectorial total variation (NL-VTV) model.
Generally, there are two key-point considerations for this kind of TV-like regularization: the construction of the regularized term and the algorithm. This paper will construct vectorial non-local gradient operator for the regularization term in the NL-VTV model and propose a fixed point iteration algorithm.
It can be seen from the application of this model, that the edges and detail in high-texture areas, such as urban areas, in the multichannel SAR image, especially for the multitemporal SAR image, are well preserved after processing.
The following sections are organized as follows Section 2 is the brief introduction of the VTV model and NL method separately, including the notations and the general definition in vector field. We set up NL-VTV model in Section 3, and prove the well-posedness of the model, as well as the existence and the uniqueness of the solution to this model. Then we design a fixed point iterative algorithm and prove the convergence. In Section 4, we apply the NL-VTV model to both the multi-polarimetric and multi-temporal RADARSAT-2 images despeckling to show the texture-preserving effect under the generally used evaluation index by comparing it to the VTV model.
Notations and definitions
This section introduces the general notations and definitions in the vector field used throughout the paper, as well as some important theories and properties which will be used in the proof of the existence and the uniqueness of the solution of the model in Section 3. For a given vector valued function u, the VTV norm R X jDuj is denoted as the finite positive measure: 
VTV model for vector field problems
The VTV norm, i.e., the L 2 norm, introduces a coupling between channels. Each channel uses information coming from other channels to enhance the denoising model. The space BVðX; R M Þ is defined to be composed of vector valued functions as the set of functions u 2 L 1 ðX; R M Þ such that R X jDuj < 1, where R X jDuj is the vectorial TV norm defined in Definition 1. The space BVðX; R M Þ is endowed with the following norm:
, is a Banach space. Here we introduce two important properties of the space BVðX; R M Þ, which will be used in the well-posedness analysis of the NL-VTV model. Let fu n g be a sequence of vector valued functions in space
The readers may confer to Ref. 17 for details of the proof of the above two properties.
Then the regularized VTV model for multichannel image reconstruction could be written as
where u 0 is the observed multichannel image, k > 0 the regularized parameter, and jju À u 0 jj 2 L 2 ðX;R M Þ the L 2 fidelity norm.
Non-local functional
The neighborhood filter NLM proposed by Buades is developed to a famous image denoising method. 13 It uses the pixels similar to the current pixel to estimate the value of the current pixel. Let the reference image be m. The similarity of the two pixels x; y in the image m could be measured as the following weight function w m ðx; yÞ:
where G a is the Gaussian kernel with the standard deviation of a:
where h is the filter parameter. Generally, h corresponds to the noise level, which is usually set as the standard deviation of the noise. It is shown that the weight function above could be calculated by the image blocks centered around x; y. The value of the weight function reflects the similarity of the two blocks. The estimation of the value at pixel x by the non-local means is
where the normalized factor CðxÞ ¼ R X w m ðx; yÞdy. It can be seen that this method is a kind of special filter algorithm, and the estimation of the value at pixel x is weighted by the values of all the pixels yðy 2 XÞ in the image.
Let the two dimensional image domain be X & R 2 , pixels x 2 X, and uðxÞ is a real function on X ! R. The derivation under the non-local frame is @ y uðxÞ ¼ ðuðyÞ À uðxÞÞwðx; yÞ where w : X Â X ! R is the nonnegative symmetrical weight function defined as Eq. (4), which is calculated by the reference image.
Thus the non-local gradient r w uðx; yÞ is defined as a vector composed by all the partial derivations at position x : r w uðx; ÁÞ, where r w u : X ! X Â X: r w uðx; yÞ ¼ ðuðyÞ À uðxÞÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi wðx; yÞ p ; 8y 2 X ð6Þ
Define the non-local divergence as div w vðxÞ :¼ Z X ðvðx; yÞ À vðy; xÞÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi wðx; yÞ p dy ð7Þ
which satisfies the conjugation with the non-local gradient, i.e.,
Thus the non-local Laplacian is defined as
Definition 3. NL-BV space.
The NL-TV norm of u 2 L 1 ðXÞ based on non-local operators, i.e., the weighted gradient r w u, is defined by
where function wðx; yÞ is defined as Eq. (4). The NL-BV space is the space of all functions u 2 L 1 ðXÞ satisfying J NL-TV ðuÞ < 1. The NL-BV space is endowed with the norm
It is proved in Ref. 18 that the NL-TV norm converges to the TV norm defined on a compact differentiable submanifold M & R n . This guarantees the well-posedness of NL-TV model.
In the following section, non-local gradient will be used to reconstruct the variation norm in the vectorial total variational model, and the NL-VTV model will be set up.
NL-VTV model and the algorithm

Definition of NL-VTV functional
The vectorial non-local gradient could be derived by generalizing the non-local gradient defined in Section 2:
where r w u i ¼ ðu i ðyÞ À u i ðxÞÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi w i ðx; yÞ p ; i ¼ 1; 2; . . . ; M, represents the gradient of each channel separately, which is calculated by the image of its own channel.
Using the vectorial non-local gradient r w u to replace the gradient ru in VTV norm, we get the NL-VTV model:
where R X jr w ujdx is the VTV regularization based on the nonlocal gradient, which could be denoted by
It could be proved that Theorem 1. Functional Eq. (12) is continuous and convex with respect to u.
For the sake of completeness, we prove the existence of a minimizer for NL-VTV model in Eq. (11) .
. For any u in NL-BV space, we haveû in NL-BV space and
It can be easily proved similar to Ref. 17 .
Theorem 2. Existence of the solution.
The NL-VTV model in Eq. (11) has a solution in NL-BV space.
Proof. Let fu n g be a minimizing sequence in NL-BV space. By definition of the NL-TV norm, R X jr w u n jdx is uniformly bounded by a strict positive constant M such that R X jr w u n jdx 6 M; 8n 6 N.
By the properties of Truncated Functions, we can modify the minimizing sequence by a new minimizing sequenceû n , which is uniformly bounded in NL-BV space, i.e.,
Therefore, according to Property 2, there exists a subsequence fû nk g converging to a function u in NL-BV space. Since NL-TV is lower semicontinuous in NL-BV space according to Property 1, we have 
which implies that
Eðu n k Þ It follows that u in NL-BV space is a minimizer of EðuÞ. h
Then combined with Theorem 1, the two theorems guarantee the uniqueness of the minimizer of the NL-VTV model in Eq. (11). 
Calculate the non-local curvature channel by channel, i.e., 
According to Eq. (15) , when the weight function is fixed, the Euler-Lagrange equation is linear, which could be solved by the gradient descent algorithm. However, when jr w uj ¼ 0, the TV functional is non-differentiable, which is similar to the clas-
where
Denote u m i be the pixel value at position i of the mth channel image, where 1 6 m 6 M; 1 6 i 6 N (if the size of the image is a Â b; N ¼ a Â b). w m i;j is the discrete value of the weight function wðx; yÞ, i.e., the weight function value with respect to pixel i and pixel j. It is worth pointing that the pixel j is ergodic in all image channels, which means we calculate the weight function value between pixel i and all the image pixels of all channels. This will bring us the huge computational cost which we do not concern in this paper. This important computational problem will be solved detailedly in our future work. Denote the neighbor set be N i ¼ fj : w i;j > sg, where s denotes a threshold value as a judgement of the similarity between the two blocks centered at pixel i and pixel j respectively. Let r wd be the discrete r w :
And div wd be the discrete div w : div wd ðp i;j Þ ¼ P j2N i ðp i;j À p j;i Þ ffiffiffiffiffiffi ffi w m i;j p . As for functions, the discrete inner product is u; v h i ¼ P i ðu i v i Þ; while as for vectors, the discrete dot product is ðp; qÞ i ¼ P j ðp i;j q i;j Þ, the discrete inner product is p; q h i ¼ P Furthermore, it could be written as
Fixed point iteration algorithm for NL-VTV model
According to the fixed point iteration, we use the multichannel image uðkÞ in step k to update image uðk þ 1Þ in step k þ 1. The weights are calculated by the original observation image. Then we get the iteration formula as
where i 2 X; j 2 N i . Proof. Similar to Theorem 1 in Ref. 12 there are two cases.
Case 1.
If there is K that for all k P K; uðk þ 1Þ ¼ uðkÞ, then it is obvious that fuðkÞg converges to u Ã ¼ uðKÞ. Then for all k P K,
According to the discrete process above, for channel m, i.e., u Ã ¼ uðKÞ satisfies Eq. (13). Case 2. If 8K, there is a k > K such that uðk þ 1Þ-uðkÞ. Now we prove that fEðuðkÞÞg is a monotone decreasing sequence.
The Taylor expansion of Eðuðk þ 1ÞÞ around uðkÞ is given by 
i.e., fEðuðkÞÞg is monotonously decreasing. On the other hand, according to the bound of uðkÞ f g and the continuous of E; fEðuðkÞÞg is bounded. For monotone bounded principle, fEðuðkÞÞg has the limit E Ã :
EðuðkÞÞ ¼ inffEðuðkÞÞg For Bolzano-Weierstrass Theorem, there is a convergent subsequence fuðk n Þg in fuðkÞg. Denote,
Eðuðk n ÞÞ ¼ Eð lim
u 0i , according to Eqs.
(24) and (25), u ÃÃ -u Ã , and Eðu ÃÃ Þ < Eðu Ã Þ, which satisfies Case 2. Eðu ÃÃ Þ is in the closure of fEðuðkÞÞg, which is paradoxical to Eðu Ã Þ ¼ inffEðuðkÞÞg.
As a simple supplement, we say that the sequence fEðuðkÞÞg is uniformly convergent as well. In fact, since the convergent sequence fuðkÞg is limited to u Ã , for all
, and (1) This iteration gives the value of current pixel not only weighted by the pixels in neighborhood, but all the pixels in the neighbor set N i ¼ fj : w i;j > sg, which means the estimation of the current pixel fully uses the information of the ''similar'' pixels all over the image.
(2) The above weights contain not only the similar pixels within the same channel of the current pixel, but also the corresponding pixels in the other channels. This reveals the correlation within channels.
The convergence effect is shown in Section 4.
Experiments
In this section, we apply the NL-VTV model to multipolarimetric and multi-temporal RADARSAT-2 images, separately. The detail-preserved ability will be compared to the VTV model under the evaluating index as follows.
Evaluating index
Equivalent number of look (ENL) is used here to evaluate the speckle reduction effect after despeckling, which is defined in Ref.
19
:
where l is the mean value of the even domain of the image, and d the corresponding standard deviation. The greater the ENL is, the better the effect of the speckle reduction is. Edge preserved index (EPI) is used here to evaluate the structure preservation of SAR image after denoising, which is defined in Ref.
EPI
where Gðw i Þ and G 0 ðw i Þ represent the maximum gradient of the same window w i containing edges before and after denoising, separately. m denotes the number of the window sample. The greater the EPI is, the better the image structure is preserved.
Experimental results
Results for multi-polarimetric SAR image
In this section, we choose the multi-polarimetric RADARSAT-2 image for testing. Because of the different acquiring mode in different channels, image in each channel shows great difference in dynamic range. However, non-local methods use only the gray value of the images to measure the similarity while calculating the weight function. Thus we firstly normalize the dynamic range of all the three channels' images into the value range of 0-1023, then do further processing. Fig. 2 shows the normalized original multi-polarimetric SAR image in HH channel, HV channel and VV channel, separately.
The regularization parameter k in our experiment is chosen as 0.6 in the VTV model and 0.1 the NL-VTV model, separately. In our experiments, we find out that the NL-VTV method will get a stable solution under the iterations of 100 or more. The stable solution represents the finest despeckling result. However, this result corresponds to an overdespeckled picture. Thus in order to avoid over-despeckling and balance the trade-off between despeckling and preserving of the spatial information, the number of the iterations is controlled to 50 in both algorithms. Fig. 3 shows the zoom part of the images. The first, the second, and the third rows show the HH, HV, and VV polarization image, respectively; the first, the second, the third columns represent the original images, images despeckled by the VTV method, and by the NL-VTV method, respectively. It could be shown visually that the NL-VTV method suppresses the speckle evidently at the airport runway of the image.
In Fig. 4 , the EPI of the two models are compared. It can be seen that the NL-VTV model for images in HH channel and VV channel gains similar EPI values with VTV model. However, the EPI value of HV channel is lower. Meanwhile, the speckle suppression effect of the airport runway and the ocean in HV channel are better, visually. It can be seen from the original images in Fig. 2 that the HV channel gains more distinct part of the ocean and other smooth area. This abnormal situation could be blamed to the type of the original image which contains different kinds of surface feature. This will be studied in our future work. Table 1 shows another more commonly used evaluate index, ENL, for the two methods, as well as the EPI. It can be seen that the NL-VTV model gains much bigger value of ENL.
In Fig. 5 , the abscissa represents the iterating steps, while the ordinate represents the standard deviation of the corresponding pixel values in the two images from the two adjacent iterations.
Part of this experiment has been published in Ref. 20 .
Results for multi-temporal SAR image
In this section, we apply the two models to suppress the speckle of the multi-temporal RADARSAT-2 image. For better visual effect, we do the same normalization to the original images as in Section 4.2.1. Fig. 6 shows the normalized original multi-temporal SAR image. In this experiment, the regularization parameter k is also chosen as 0.6 in the VTV model and 0.1 the NL-VTV model, separately, which means this parameter is not sensitive to different images. The algorithms stop at the iterations of 50 for both of the two models as well. 7 shows the zoom part that contains the urban part and the ocean part from the original image. The first, the second, and the third rows show the three channels of multitemporal image, respectively; the first, the second, the third columns represent the original images, images despeckled by the VTV method, and by the NL-VTV method, respectively. Obviously, the sea clutter in the images is better suppressed by the NL-VTV model than the VTV model. And the urban part is preserved similar to the original image by the NL-VTV model, which is over smoothed by VTV model.
Figs. 8 and 9 show the ENL and the EPI curve of the two methods, separately. Table 2 shows the values of them. It can be seen that the NL-VTV model get bigger value of the EPI and much higher value of ENL. 
Conclusions
The contribution of this paper can be concluded in three points:
(1) A novel non-local vectorial total variational model for multichannel image processing is developed in this paper. The well-posedness of NL-VTV model is presented by proving the existence and uniqueness of the solution to the model theoretically. This model is a high-dimensional generalization of the classical nonlocal total variational model used for grey-scale image, and enriches the VTV kind of methods. (2) A discrete version of this new model is designed as well as a fixed point iterative algorithm for it. The convergence of the proposed algorithm is proved theoretically. (3) Lots of experiments are carried out to validate the effect of this model for multichannel SAR image despeckling. In total, both of the visual effect and the quantified data show that the NL-VTV model performs better than the classical VTV model.
This model is devoted to the multichannel image denoising, which can be extended to other applications, such as segmentation. Furthermore, this fixed point iterative algorithm can be developed to suit similar kinds of models. These related works are on processing.
