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ABSTRACT
Wind power is becoming a much more common source of energy, so being able
to accurately predict how much power will be generated by the wind in the short
term is very important. Not only is it important to utility companies and wind
power generators but also to consumers who need uninterrupted power. There are
many models currently forecasting wind speed and power that use numerical models
or statistical models or both. The models presented in this paper are unique in that
their forecasts are for a categorical change in wind power. A forecast such as this can
be a beneficial tool for resource allocation for utility managers. Competing models
are presented as benchmarks used to evaluate the performance of our newly proposed
statistical models. These models consist of a proportional odds model, one- and two-
step Markov chain models, and a model which uses the probabilities of transitioning
from states which are defined by multiple locations and time steps. Results of these
models are given, as well as a discussion of their benefits and shortfalls.
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As the percentage of power obtained from wind resources increases, so does the
need to accurately forecast wind power for short term horizons of just a few hours.
While short term forecasts are generally more accurate and reliable than long term
forecasts (Zhu and Genton 2011), there is still room for improvement. Numerical
weather prediction (NWP) models are commonly used but can take several hours to
run, which makes forecasting for one or two hours in the future difficult. Statistical
models, however, are much quicker to run and can be used for shorter horizons.
Additionally, statistical models incorporate uncertainty into the forecast, which is
something that NWP's usually do not do.
There is some debate as to which is better, forecasting wind speeds or forecasting
wind power. An argument for forecasting wind speed is that the speed is more general
and can always be converted to power using a power curve specific to the turbines in
use at the forecast location (Zhu and Genton 2011). The approach in this thesis is to
forecast a change in wind power, which can be more useful than forecasting a change
in wind speed. Utility managers need to simultaneously and continuously balance
supply and demand of resources (Marquis et al. 2011) and would greatly benefit from
a short term probabilistic forecast. If there is a quick "no change" forecast with high
probability, then the best decision for the manager is to keep the balance of resources
the same. Alternatively, a forecast of an increase (or decrease) with high (or low)
probability would lead to different choices made by the utility manager as to the
generation mix and rolling reserves. Ultimately, tbe concern is the power output at
a particular location, not at what speed the wind is blowing. Our explanatory power
variables are actually raw wind speeds which are converted to changes in power, so
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this approach uses change in power as a variable while other approaches use wind
speed and convert it to power. A power curve for a Vestas V80-2.0 MW wind turbine
is used here, as seen in Figure 1.1; however, these approaches can be used with any
power curves of interest.











a TI~~~'--rl ~~~'-'-I ,'~, ~.","'~~r'""~'~~r, TI
o 5 10 15 20 25
wmc speed (m/Sl
Figure 1.1: Power curve for a Vestas V80-2.0 MW wind turbine.
From 2004 to 2009, the annual growth rate for wind power has averaged 39%
(American Wind Energy Association 201Oa). Additionally, wind power, along with
other renewables, is a domestic resource and promotes energy independence and do-
mestic economic growth. To make the most of this resource, grid operators have a
challenge to balance wind power with fossil fuel plants to maximize efficiency and min-
imize costs (Marquis et al. 2011). For these reasons, accurate wind power forecasts
are of great interest.
Short term probabilistic wind power forecasts, in particular, are of interest for
several reasons. In the case of wind speed, it may be of interest to determine the
probability of the wind speed at a future time being within a range of speeds, or
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possibly the probability of a maximum or minimum wind speed being attained; recre-
ational sailors might want to know whether there will be enough wind to sail, where
farmers may be interested whether the winds are at a level where they may safely
spray pesticides (Sloughter et al. 2010). Wind can vary by large amounts over just
a few hours, which results in energy output changing dramatically in a short time
span. The uncertainty information provided by a probabilistic forecast is of use to
utility managers who are concerned with how much wind power will be generated in
the near future, so that they may make informed decisions in balancing resources.
Knowledge about the uncertainty of a forecast can help managers decide whether to
increase the amount of power being generated from fossil fuels and more traditional
sources to balance a decrease in wind power or vise versa. As there is not currently
an efficient and affordable way to store wind power, it must be used as soon as it is
generated (Hering and Genton 2010). Coal and gas, on the other hand, do not have
storage problems and are used to balance the power supply when the generated wind
power is low.
Wind power producers might be interested in the error information a probabilistic
forecast would provide so they may better schedule their resources in the marketplace;
utility managers would find a short term forecast helpful when deciding how to al-
locate their resources, which would be particularly useful during ramping events, or
rapid changes in wind power (Botterud et al. 2010). Market analysts, traders and
generation companies also would benefit from probabilistic forecasts, though perhaps
for a longer horizon. Perhaps most importantly, consumers, while not direct users
of a forecast, benefit from accurate predictions by receiving an uninterrupted power
supply to homes and businesses.
It is not suggested that a forecast such as this be used on its own, but as part of
a suite of forecasts, each giving unique and useful information. For example, a utility
manager may receive a N\NP point forecast stating that the wind speed in the next
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hour will increase from the current speed of 6 mls to 10 m/s. If the manager has
an additional forecast stating the probability of an increase is 85%, he can use it as
a confirmation of the point forecast, and vise versa. A probabilistic forecast gives
information about the uncertainty in the wind power production; not only does it
allow minimization of the risk of brown- or black-outs, but it can reduce operational
costs since often utilities are monetarily penalized for producing too much or too little
power. If the uncertainty of a forecast can be better characterized, then the power
generation mix can be more effectively optimized and fewer traditional resources will
be needed to balance the wind variability (Marquis et al. 2011).
The goal of this research is to use a statistical model to predict the categorical
changes in wind power. Various statistical models, such as ordinal logistic regression
and Markov chains, are explored in this thesis to determine which may be the best
fit for the data. The new models are evaluated and compared to competing models,
including two state-of-the-art wind speed forecasting models. The comparisons are
made by summarizing how many forecasts correctly match the observed outcome for
each model. No models in the literature have been found so far that address this
specific problem.
This thesis is organized as follows. Section 2 describes the data used in this
research and the models chosen as benchmarks for evaluation and comparison to the
statistical models developed. Descriptions of the modeling methods investigated and
exploratory analyses of those methods are given in Section 3. In Section 4, the forecast
results and evaluations are presented. Lastly, conclusions are given in Section 5 along




Within this section, a detailed description of the data is given along with the
process by which it was cleaned. The naming convention for variables used in the
models is explained. The benchmark models used as comparisons for the new models
are described as well as the process of converting continuous wind speed data into
categorical wind power data. Results of an exploratory analysis on the data is also
given.
2.1 Data Description
The data being used was collected at 4 meteorological towers near the Columbia
River which runs along the Oregon-Washington border. The barometric pressure,
temperature, wind speed, and wind direction were recorded every ten minutes. The
average of the six observations of all four variables over the hour were computed on
an hourly basis at all four sites. Pressure is recorded in inches of Mercury (inHg),
temperature is recorded in degrees Fahrenheit, wind speed is recorded in miles per
hour but is converted to meters per second, and wind direction is recorded in degrees.
A wind direction of 0° indicates that the wind is blowing from the east to the west,
a 900 observation means the wind blew from the north towards the south and so on.
Vansycle, Oregon is located near the Portland General Electric 25MW wind farm and
is the location where prediction for wind power is desired. Sevenmile Hill, Oregon is
203 km west of Vansycle; Goodnoe Hills, Washington lies 146 km west of Vansycle;
and Kennewick, Washington lies 38 km northwest of Vansycle, as shown in Figure 2.1.
High quality wind data observed over both space and time is difficult to acquire,














values. The raw data used was recorded every ten minutes and is available through
-124 -122 -120 -118
Longitude
the Energy Resources Research Lab with Oregon State University
(http) /mime.oregonstate.edu/ERRL/). The data was cleaned by Dr. Amanda S.
Hering prior to being used for this research, and a description of that process is given
here. Three full years of data, 2004, 2005, and 2006, with minimal imputation for
missing values is available through ERRL. Table 2.1, Table 2.2, and Table 2.3 show
how much data at each site and for each variable was imputed. Missing data was typ-
ically removed in one of two ways. If the missing observation was isolated with values
recorded both before and after it, a simple average of the surrounding observations
was used for imputation. If, on the other hand, more than one observation
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Table 2.1: Number of observations imputed for each variable at each location in 2004.
The percentage of data imputed is given in parentheses.
Variable/ VS KW GH SH TotalLocation
Air
3023 (5.7%) 479 (0.9%) 47 (0.1%) 1829 (3.5%) 5378 (2.6%)Pressure
Temp-
3035 (58%) 2287 (4.3%) 47 (0.1%) 1829 (3.5%) 7198 (3.4%)erature
Wind 3177 (6.0%) 922 (1.7%) 80 (02%) 2333 (4.4%) 6512 (31 %)Speed
Wind
3169 (6.0%) 715 (1.4%) 47 (0.1%) 1829 (3.5%) 5760 (2.7%)Direction
Total 12404 (5.9%) 4403 (2.1%) 221 (01 %) 7820 (37%) 24848 (2.9%)
Table 2.2: Number of observations imputed for each variable at each location in 2005.
The percentage of data imputed is given in parentheses.
Variable/ VS KW GH SH TotalLocation
Air 1523 (2.9%) 3 (00%) 15 (00%) 663 (1.3%) 2204 (1.0%)Pressure
Temp- 228 (0.4%) 1461 (2.8%) 15 (0.0%) 670 (1.3%) 2374 (1.1%)
erature
Wind 1062 (2.0%) 1546 (2.9%) 15 (0.0%) 854 (1.6%) 3477 (1.7%)Speed
Wind 657 (1.3%) 822 (1.6%) 218 (0.4%) 890 (1.7%) 2587 (1.2%)Direction
Total 3470 (1.7%) 3832 (1.8%) 263 (0.1%) 3077 (1.5%) 10642 (1.3%)
Table 2.3: Number of observations imputed for each variable at each location in 2006.
The percentage of data imputed is given in parentheses.
Variable/Location VS KW GH SH Total
Air Pressure 10 (00%) o (0.0%) o (0.0%) 0(0.0%) 10 (0.0%)
Temperature 10 (0.0%) 926 (1.8%) o (0.0%) 0(0.0%) 936 (0.4%)
Wind Speed 579 (1.1%) o (0.0%) o (0.0%) 357 (0.7%) 936 (0.4%)
Wind Direction 45 (0.1%) o (0.0%) o (0.0%) 50 (01%) 95 (0.0%)
Total 644 (0.3%) 926 (0.4%) o (0.0%) 407 (0.2%) 1977 (0.2%)
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was missing in a row, a linear combination of the variable values from the other sites
was used to fill in the missing values. For example, in March of 2004, Sevenmile Hill
had 66 missing ten-minute observations, but the other three locations were complete.
Thus, the values present in the Sevenmile Hill series of pressure, temperature, speed,
and direction in March 2004 were regressed upon the corresponding variable values at
the other three locations. Using the parameter estimates from these multiple linear
regressions, the missing values were imputed using the observations from the other
locations.
From Table 2.1 through Table 2.3, almost 3% of the data in 2004 needed to
be imputed, but only 1.3% of 2005 data and 0.2% of 2006 was imputed. Thus,
when including all 3 years, less than 1.5% of the ten-minute data was imputed. It
should be noted that in 2004, the second half of observations in July at Vansycle
was missing as well as about 8 days worth of data in December at Seven mile Hill.
These two sections of missing data account for the majority of missing values in 2004.
Finally, there appeared to be a malfunction in the temperature gauge at Kennewick.
In the raw data, the temperature series showed large jumps, for example from 50
degrees Fahrenheit to -100 degrees Fahrenheit. When jumps in the series greater
than 3 degrees within a ten minute time period were observed, they were removed
and replaced with a value similar to those around it. This explains why so many
temperatures were replaced at Kennewick in all three years.
The real interest is in forecasting hourly quantities, so the ten-minute observations
have been averaged over each hour. The circular mean was used for averaging the
wind directions. We also retained the last wind direction observed during each hour
since this value is used to "switch regimes" in one of the benchmark models developed
by Gneiting et al. (2006). Thus, the dataset consists of day, hour, average pressure,
average temperature, average wind speed, average direction, and the direction ob-
served on the hour for 2004, 2005, and 2006 at each of four locations. The number
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of observations in 2004 is 8784 since it was a leap year but is 8760 for the other two
years.
The data from 2004 and 2005 is used as "training" data, while 2006 is used as
"testing" data. In addition to wind speed and direction, the u- and v-components are
considered as potential explanatory variables and are calculated using the formulas
u = s- cos(1fe/180) and v ~ s· sin(1fe/180), where s is average wind speed, and e is
the average direction in degrees.
The naming convention used for the variables is now described. Temperature at
Vansycle at time t, for example, is denoted v","p,t. Similarly, hours before and after
the current hour are denoted as t - 1, t + 1, t - 2 and t + 2. Table 2.4 shows the
variables for the observed values which follow this naming convention and are used
in this thesis. Additionally, forecasted values are denoted with a hat, such as the
forecasted change in power one hour ahead, v""t+l'
Table 2.4: Notation for variables observed at time t.
Variable/Location Vansycle Kennewick Goodnoe Hills Sevenmile Hill
Air Pressure "V;res,t !{pres,t Gpres,t Spres,t
Temperature V';;emp,t Ktemp,t Gtemp,t Stemp,t
Wind Speed Vs,t «., c.. s.,
Speed Change Vsc,t «.; Gse,t Sse,t
Wind Direction Vd,t Kd,t Cd,t Sd,t
u-component l!;J"t s.: Gu,t Bu,t
v-component Vv,t Kv,t Gv,t e:
Sine of Direction ~in,t Ksin,t Gsin,t Ssin,t
Cosine of Direction Veas,t [{cos,t Gcos,t Scas,t
Power 1I;),t Kp,t Cp,t Sp,t
Power Change v;,c,t Kpe,t Gpe,t Spe,t
2.2 Benchmark Models
In order to evaluate new models, competing models for short term forecasting
need to be assessed to form a benchmark against which comparisons can be made.
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Four models were chosen as benchmarks, a persistence (PER) model, a diurnal (DIU)
model, and two state-of-the-art models, the Regime Switching Space-Time Diurnal
(RST) and the Trigonometric Directional Diurnal (TDD) models. The PER model
is the simplest of the four and uses the observed wind power at the current time t as
a forecast for wind power at the desired horizon; ~),t+i = Vp,tl and therefore, VpC,f,+i
is no change regardless of the forecast horizon.
The DIU model forecasts wind speed by averaging hourly wind speed observations
over a specific time period, e.g., a 45 day window, and regressing the resulting 24
averages on a pair of harmonics,
Y; = Co + Cj cos(p) + C2 sin(p) + C3 cos(2p) + C4 sin(2p) + OJ, (2.1)
where Y; is the average hourly wind speed for hour i, and p = ~~j for i = 1,2, ... ,24.
This curve approximates the diurnal cycle of the wind speeds, and fitted values from
the curve are used as forecasts for a specified horizon. For instance, if a forecast of
wind speed one hour ahead is needed at the 9th hour of the day for hour 10, i = 10
is substituted in to the model in Equation (2.1). Since forecasts from this model
are for wind speed, and the forecast of interest is actually a change in wind power,
the forecast speeds will need to be converted to quantitative power and then to a
categorical change in power. A discussion of this process will follow.
The RST model as proposed by Gneiting et al. (2006) and the TDD model
described in Hering and Genton (2010) also forecast wind speed, so the forecasts from
these models must be converted to wind power forecasts as well. The RST model
accounts for the non-negative, diurnal, and unpredictable nature of wind speed; it
defines two regimes based 011 the channeling of winds in the Columbia River Gorge
and switches them depending on whether the wind is blowing in an easterly or westerly
direction at a point west of Vansycle (Hering and Genton 2010). The TDD model
developed by Hering and Genton (2010) is very similar to the RST model; however,
it eliminates the regimes, which can be subjective, and it includes the actual wind
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direction as a circular variable in the predictive mean function. Both models were
chosen as benchmarks due to their accuracy in predicting continuous wind speeds. For
a more detailed description of each model, the reader is referred to the aforementioned
papers.
Since every benchmark model (except the PER model) forecasts wind speed, the
first step in evaluation is to convert the wind speed forecasts to wind power forecasts
for each model. A power curve for a Vestas V80-2.0 MVVwind turbine, a commonly
used wind turbine, is used for the conversion. As shown in Figure 1.1 (which is a
snapshot from a Vestas brochure), the first part of the power curve is constant at
o MW until the wind speed reaches the "cut. in" speed of 4 tii]«. Maximum power
is generat.ed at 16 m/s and remains constant. at. 2.0 MW unt.il t.he maximum safe
operat.ing speed for the t.urbine is reached. At. a maximum speed of 25 m/s, t.he "cut.
out" speed, the turbine shuts down so t.hat. it. is not. damaged by high winds, and no
power is produced. Since t.he dat.a used t.ocreat.e t.he curve in Figure 1.1 is not. directly
accessible, t.he funct.ion for t.his curve must. be est.imated. A nonparametric Nadaraya-
Watson regression estimator wit.h a Gaussian kernel (Nadaraya 1964, Watson 1964)
is used t.o fit point.s taken from t.he middle sect.ion of t.he power curve in Figure 1.1.
A piecewise funct.ion combining each section of the power curve is used to t.ransform
the observed wind speeds into observed wind power. The estimated curve is shown
in Figure 2.2, and t.his relationship is used to transform speed to a quantitative value
of power.
The second st.ep is t.o change t.he quant.it.at.ive value of wind power at each hour
int.o a cat.egorical change; coded -1 for a decrease, 0 for no change, and 1for an
increase. The quantit.at.ive change is calculat.ed by subt.ract.ing the prior wind power
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Wind Speed in mls
Figure 2.2: The estimated power curve used to transform wind speed into power in
kW.
and zero to no change. Changes are obtained for all model forecasts as well as observed
wind power; the forecast changes are then compared with the observed changes to
determine the accuracy of the model.
2.3 Analysis of Empirical Probabilities
As exploratory analysis, the empirical probability of each response category over
the 2005 training data was computed. These probabilities are simply the proportion
of observations from 2005 at Vansycle that are decreases, no changes, or increases
from one hour prior. They are referred to as "overall" probabilities because they use
the entire set of observations and are only made at Vansycle. The overall probabilities
are if_1 = 0.36, ifo = 0.29, and if, = 0.35. Vansycle is the primary location of interest
in forecasting a change in wind power due to its proximity to the Portland General
Electric wind farm. Aside from evaluating the benchmark models, Vansycle will be
the only location of interest for exploratory analysis and forecasting.
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Overall probabilities of each response are also calculated by season and are shown
in Table 2.5. For the training data, spring, summer, and fall are all more likely to see
a change, either increase or decrease, in power from one hour to the next; however,
the power in winter is more likely to remain the same. The overall probabilities are
fairly equal, but the seasonal probabilities are more differentiated, with the exception
of fall. The probability of no change in the summer is lower than in the other seasons,
indicating that summers are more variable. The spring probability of no change is also
lower, though not as low as in summer, indicating that the variability in power begins
to increase in the spring and continues through the summer. Empirical probabilities
Table 2.5: Seasonal probabilities of change calculated on 2005 training data at Vansy-
cleo
Winter Spring Summer Fall
IT_I 0.29 0.36 OAO 0.34
ITo OA1 0.23 0.18 0.31
IT1 0.31 OA1 OA2 0.35
of each response are calculated for each hour of the day, where hour 0 corresponds to
midnight, hour 1 corresponds to 1 a.m., and so on. As such, these are referred to as
"hourly" probabilities and are shown in Table 2.6; they are graphically represented
in Figure 2.3. The probability of no change varies the least throughout the day,
ranging from 21% to 37%, where the ranges of probabilities of a decrease or increase
are 25-48% and 20-43%, respectively. The probability of a decrease is highest from
about 1 a.m. to 2 p.m., and then from around 5 p.m. to 1 a.m. an increase in wind
power is more likely, showing a definite diurnal trend. Hourly probabilities are broken
out by season as well and are shown in Table 2.7 through Table 2.10 and Figure 2A.
They appear to follow a similar pattern, and the diurnal cycles are apparent in each
season; however, the probability of no change is more variable seasonally by hour than
when computed annually by hour. The probabilities of change in summer are more
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variable than other seasons, whereas winter and fall probabilities of change appear to
vary the least.
Table 2.6: Annual probabilities of change at each hour from 1 hour previous for 2005
training data at Vansycle.
Hour *_1 *0 *1
0 0.37 0.21 0.42
1 0.40 0.22 0.38
2 0.39 0.23 0.38
3 0.37 0.22 0.41
4 0.38 0.22 0.40
5 0.40 0.21 0.39
6 0.40 0.21 0.39
7 0.48 0.25 0.27
8 0.46 0.28 0.25
9 0.47 0.33 0.20
10 0.45 0.35 0.20
11 0.40 0.35 0.25
12 0.40 0.34 0.26
13 0.38 0.33 0.30
14 0.38 0.36 0.26
15 0.29 0.37 0.34
16 0.28 0.37 0.35
17 0.28 0.35 0.37
18 0.29 0.33 0.38
19 0.25 0.32 0.42
20 0.26 0.31 0.43
21 0.30 0.28 0.42
22 0.31 0.27 0.42
23 0.33 0.25 0.42
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Table 2.7: Winter probabilities of change at each hour from 1 hour previous for 2005
training data at Vansycle.
Hour -IT_I ?To 7h
o 0.34 0.37 0.29
1 0.33 0.37 0.30
2 0.33 0.36 0.31
3 0.39 0.33 0.28
4 0.31 0.31 0.38
5 0.33 0.39 0.28
6 0.32 0.40 0.28
7 0.33 0.44 0.22
8 0.38 0.43 0.19
9 0.33 0.46 0.21
10 0.39 0.50 0.11
11 0.32 0.51 0.17
12 0.28 0.50 0.22
13 0.18 0.52 0.30
14 0.18 0.51 0.31
15 0.26 0.47 0.28
16 0.24 0.41 0.34
17 0.22 0.37 0.41
18 0.31 0.40 0.29
19 0.29 0.34 0.37
20 0.29 0.36 0.36
21 0.29 0.34 0.37
22 0.29 0.33 0.38
23 0.41 0.34 0.24
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Table 2.8: Spring probabilities of change at each hour from 1 hour previous for 2005
training data at Vansycle.
Hour iT-I "0 iT,
o 0.45 0.15 0.40
1 0.39 0.14 0.47
2 0.45 0.13 0.42
3 0.43 0.14 0.42
4 0.49 0.14 0.37
5 0.55 0.21 0.24
6 0.55 0.22 0.23
7 0.58 0.26 0.16
8 0.48 0.27 0.25
9 0.47 0.30 0.23
10 0.43 0.32 0.25
11 0.42 0.29 0.28
12 0.39 0.36 0.25
13 0.26 0.36 0.38
14 0.37 0.35 0.28
15 0.30 0.36 0.34
16 0.23 0.30 0.47
17 0.28 0.24 0.48
18 0.30 0.18 0.51
19 0.35 0.21 0.45
20 0.26 0.23 0.51
21 0.36 0.16 0.48
22 0.41 0.13 0.46
23 0.50 0.12 0.38
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Table 2.9: Summer probabilities of change at each hour from 1 hour previous for 2005
training data at Vansycle.
Hour 7[_1 7[0 7[,
o 0.46 0.10 0.45
1 0.42 0.07 0.51
2 0.46 0.09 0.46
3 0.50 0.09 0.41
4 0.55 0.10 0.35
5 0.57 0.12 0.32
6 0.59 0.20 0.22
7 0.57 0.26 0.17
8 0.53 0.32 0.15
9 0.41 0.29 0.29
10 0.43 0.27 0.29
11 0.39 0.16 0.45
12 0.50 0.16 0.34
13 0.32 0.21 0.48
14 0.32 0.16 0.52
15 0.33 0.12 0.55
16 0.45 0.16 0.39
17 0.28 0.27 0.45
18 0.22 0.28 0.50
19 0.29 0.24 0.47
20 0.37 0.21 0.42
21 0.34 0.23 0.43
22 0.37 0.14 0.49
23 0.37 0.12 0.51
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Table 2.10: Fall probabilities of change at each hour from 1 hour previous for 2005
training data at Vansycle..
Hour if-1 ka ih
o 0.37 0.27 0.35
1 0.36 0.27 0.36
2 0.34 0.27 0.38
3 0.32 0.25 0.43
4 0.34 0.22 0.44
5 0.48 0.21 0.31
6 0.43 0.27 0.30
7 0.41 0.32 0.27
8 0.47 0.33 0.20
9 0.42 0.32 0.26
10 0.42 0.30 0.29
11 0.35 0.36 0.29
12 0.41 0.40 0.20
13 0.33 0.41 0.26
14 0.26 0.43 0.31
15 0.25 0.43 0.32
16 0.27 0.41 0.32
17 0.18 0.40 0.43
18 0.22 0.35 0.43
19 0.23 0.30 0.47
20 0.36 0.25 0.38
21 0.35 0.23 0.42
22 0.42 0.19 0.40
23 0.41 0.26 0.33
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Figure 2.3: Probability of a decrease, no change, or an increase at each hour of the
day for 2005 training data.
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MODELING CATEGORICAL CHANGES IN WIND POWER
Probabilistic forecasting is different from deterministic forecasting in that rather
than just predicting a particular quantity (point forecast), a probabilistic forecast
gives information about the uncertainty in the forecast. There are several different
methods of probabilistic modeling which have been proposed for wind forecasting
such as using ensembles and Bayesian model averaging as suggested by Sloughter et
al. (2010) and using kernel density estimators as described by Juban et al. (2007).
Both methods predict a probability density function (PDF), the former for wind speed
and the latter for wind power.
In addition to forecasting a categorical decrease, no change, or increase in wind
power, the probabilities of each change are forecast, providing uncertainty informa-
tion. Since the response being modeled is a categorical change in wind power, there







This thesis will focus on forecasting for one hour ahead, though the method may
be extended to two or more hours ahead. The model will forecast probabilities for
changes in power for a typical turbine within a wind farm and treats all turbines
within a wind farm the same. This implies that the forecast for one turbine is the
same as for all other turbines, and so the forecast will be for a decrease, no change,
or increase in the total power output of the farm. Vansycle is chosen as the location
for forecasting because it is also the site of the Portland General Electric 25MW wind
farm. The models considered are described in the following subsections.
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3.1 Proportional Odds Model
The first models considered for forecasting are multi-category ordinal logistic re-
gression models specifically because they take into account the ordering of the re-
sponse categories. Many models fall under this broad umbrella (Agresti 1996, Klein-
baum & Klein 2010); however, the proportional odds (PO) model is most applicable
for this research.
The PO model reduces the response categories, j = 1, ... ,C, into two groups, or
collapsings, for a binary outcome. The PO model assumes the same slope for all
logits, meaning that the odds ratio is the same no matter how the response variable
is collapsed (Agresti 1996). In general, the logit for this model is
logit[P(Y <; j)] = a) + X(3, j = 1, ... ,c-l. (31 )
Our response, for example, could be collapsed using the following logits:
logit[P(v"c,t+I <; ~1)]= ai-I) + X(3 (3.2)
and
logit[P(Vpc,t+I <; 0)] = a(O)+ X(3, (3.3)
where X is an n x p matrix of explanatory variables, and (3 is a p x 1 vector of
regression coefficients. Equation (3.2) gives the log odds of a decrease versus an
increase or no change, and Equation (3.3) is the log odds of either a decrease or no
change versus an increase. The system of equations using Equations (3.2) and (3.3)
and 7r-l,t+l + 1TO,t+l + 7Tl,t+l = 1 can then be solved for ?T-l,t+l,'lfO,t+l, and 1Tl,t+l'
Analysis was done on the explanatory variables to reduce both the number of
variables as well as the collinearity among variables. Since this data has a strong
diurnal cycle, the diurnal variation in each variable is removed prior to fitting the PO
model to the data. Wind speed, temperature, pressure, sine and cosine of direction,
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and the u- and v-components are each averaged hourly. These hourly averages are
then regressed on a pair of harmonics (as in Equation (2.1)). The residual values for
each variable are obtained by subtracting the fitted values for hours 1 through 24
from the observed values. Next the residuals are centered and scaled by their means
and standard deviations. This results in a new set of residual variables, denoted
V:;:t and ~:rnp,t' whose diurnal components have been removed and are standardized.
The data is also highly spatially and temporally correlated; for example, variance
inflation factors for the residual wind speed vary from 6 to 25. To use the logistic
regression model, the explanatory variables should not be strongly collinear. To
address this problem, principal component analyses (PCA) are performed on the
data. The idea behind PCA is to create new variables, or principal components
(PC), that are linear combinations of the original variables but that are no longer
correlated. Additionally, fewer PCs than the original variables are usually needed
to explain the data. This is important for this data because of the large number of
potential variables, e.g., several atmospheric variables over four locations and many
hours in time. For a thorough explanation of PCA, see Christensen (1996).
PCA is done on two different matrices of residual variables from the training data,
X~ and X2, to see which explains the variability in the data using the fewest PCs.
The columns of X'I are vectors of the residual variables pressure, temperature, and u-
and v-components for Vansycle, Kennewick, Coodnoe Hills, and Sevenmile Hill each
at times t, t -1, and t - 2, so there are 48 columns. The columns of X2 are vectors of
the residual variables pressure, temperature, cosine of direction, sine of direction and
wind speed at each location and each time lag; X2 has 60 columns. To explore the
role of PCA in reducing and decorrelating the data, PCA is done on a 45 day rolling
window of training data similar to how the actual model will run. There are 1080
rows in both X~ and X2, and these rows change for each 45 day window. The result of
the analysis is that to explain at least 90% of the variability, fewer PC's are retained
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using XI than X;, four or five compared to at least 11, respectively. Therefore, PCA
is applied to XI to create of a new set of uncorrelated explanatory variables to use
in the PO model.
Using XL the number of PC's that explain a large proportion of the data is much
smaller than 48. Keeping the PCs that explain over 90% of the variability in the
testing data between 5 and 7 PCs are retained for each 45 day window. To capture
at least 95% of the variability between 7 and 12 PCs must be retained. This is a vast
reduction from the 48 original variables and leads to a more parsimonious model.
3.2 Markov Processes
Next, a Markov process is considered to model response categories. This is some-
what intuitive, as the current change in wind power at the forecast location is known.
This idea begins simply and works up to a model that is based on, but is not techni-
cally, a Markov process.
By definition, Markov processes have the following Markov property:
P[Xn+1 ~jlXo = io,· .. ,Xn-1 = in_1,Xn = i] = P[Xn+1 =jlXn = i]. (3.4)
In other words, the probability of future transitions of the process is not changed by
additional knowledge beyond knowing the current state (Taylor & Karlin 1998). The
probabilities of moving from one state to the next are called transition probabilities
and are given in a transition probability matrix. A one-step Markov process uses only
the current state to predict the next state. A two-state Markov process considers the
last two time steps to predict the next state. Both one-step and two-step Markov
processes are studied using the training data; the model resulting from a one-step
Markov chain is referred to as MC1, and the model resulting from a two-step Markov
chain is referred to as MC2. Processes which use information from time steps further
back than two steps are not considered Markov processes since Equation 3.4 is no
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longer valid; yet the idea of transitioning from one state to another is a useful inter-
pretation of the research question, where the goal is to predict the next state based
on the current state. If the "current" state is defined as a combination of changes at
multiple locations and time steps, then the model is no longer a true Markov process.
However, it is still of interest, since it is believed that the power changes at nearby
locations for recent time lags can be a good indicator of what power will do in the
future at the forecast location. As this approach essentially estimates the empirical
probabilities of moving from one state to the next, this model will be referred to
as EP. If necessary, a combination number will be included as C#, and the window
used will be W##; for example, the three variable empirical probability model using
combination 10 and a window of 180 days will be referred to as EP-ClO-W180. These
models will be described in detail in the following subsections.
3.2.1 One-step Markov Chain
The categorical changes in wind power at Vansycle are modeled using a one-step
Markov chain. The possible states to transition to and from are a decrease (-1), no
change (0), and an increase (1). The transition probabilities are calculated empirically
by counting the number of observations in the training data that are decreases, no
changes, and increases. Then the proportions of observations that transition to a
decrease, no change, or increase from each group are calculated. It is desired to
estimate 7ri] = P[Vpc,t+l = jlVre" = i] with the following estimator:
where i = -1,0,1 and j ~ -1,0,1. The estimated transition probability matrix for
all of 2005 is shown in Table 3.1. From this matrix, it can be seen that remaining
in the current state is most likely. Transitioning from a decrease to no change (or
an increase to no change) is less likely, as is transitioning to an increase or decrease
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from no change. Remaining in a state of no change given that currently no change
WaB observed is nearly 85% likely. The probabilities of remaining at an increase or
decrease are just over 50%, so they are only slightly more likely than changing to a
decrease or increase, respectively.
Table 3.1: One-step transition probability matrix for 2005 training data at Vansycle.
Hour t
Hour t - 1 Decrease No Change Increase
Decrease 0.56 0.11 0.33
No Change 0.02 0.84 0.14
Increase 045 002 0.53
Since there is a discernible trend in the hourly empirical probabilities, the hourly
transition probabilities (MCIH) are computed as well, both annually and seasonally.
The transition probabilities are 'ifij,h = P[v"c,t+l = j n hour = hjVpc,t = i] and are
estimated with the following estimator:
_ ~~~iI(Vpc,t+l = j n hour = hlv"c,t = i)
'ifi},h = "" 1 . )L.,t~l I (v;""t = 1n hour = h
where i and j are as above, and h = 0, ... ,23 for each hour of the day.
Curves are fit to the annual hourly transition probabilities with a pair of harmonics
similar to what is described in Equation (2.1). Circular regression is used to fit
the curves because the response is a circular variable (Mardia and Jupp 2000, p.
257), as seen in Figure 3.1; it is desired to have the probabilities of change at hour
23 transition smoothly into the probabilities of change for hour 0 of the next day.
Essentially, the observed data is regressed on a circle rather than a line. Additionally,
it WaB thought that using fitted transition probabilities (MCIF) may be a better
method of forecasting than using the empirical transition probabilities since fitting a
curve reduces the noise in the data. The seasonal hourly transition probabilities are
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Figure 3.1: Annual hourly transition probabilities with fitted circular regression
curves for 2005 training data at Vansycle.
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Figure 3.2: Winter hourly transition probabilities with fitted circular regression curves
for 2005 training data at Vansycle.
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Figure 3.4: Summer hourly transition probabilities with fitted circular regression
curves for 2005 training data at Vansycle.
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Figure 3.5: Fall hourly transition probabilities with fitted circular regression curves
for 2005 training data at Vansycle.
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Annual hourly probabilities are very similar for transitioning from both a decrease and
an increase; however, when broken down by season they look less similar. Summer
and fall look to have the most varying probabilities; winter and spring are slightly less
variable. Though the hourly transition probabilities are broken down seasonally for
exploratory purposes, there is no need to build a model that incorporates seasonality
since the forecasting window, explained in a later section, automatically takes season
into account.
The curves from Figure 3.1 for transitioning from a decrease are very similar
to those transitioning from an increase. Therefore, the idea of collapsing the two
states into one is examined. If no significant difference exists between the two sets
of curves, they could possibly be combined, and there would be only two states to
transition from, either a change or no change. To test whether the two sets of curves
are significantly different at a level of a = 0.05, confidence intervals for the regression
coefficients are calculated using the formula
13, ± t'-nB/2,df . &(13,),
where as = 0.05/6 and is the Bonferroni adjustment for a for multiple confidence in-
tervals. The resulting simultaneous 95% confidence intervals are shown in Figure 3.6.
The confidence intervals for all regression coefficients overlap, so the curves are not
significantly different, and the increases and decreases may be combined into one
state. The model run using the combined response categories, now change versus no
change, is referred to as MC1C. Additionally, simultaneous 95% confidence intervals
for the regression coefficients for the curves fitted to the probabilities of transitioning
from an increase are compared to those fitted to the probabilities of transitioning
hom no change, and are shown in Figure 3.7. Eight of the confidence intervals do not
overlap, so there is evidence that the curves are significantly different.
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Figure 3.6: Simultaneous 95% confidence intervals for regression coefficients to com-
pare curves transitioning from a decrease and from an increase.
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Figure 3.7: Simultaneous 95% confidence intervals for the regression coefficients to
compare curves transitioning from no change and from an increase.
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3.2.2 Two-step Markov Chain
A two-step Markov chain is also used to model the categorical wind power changes
at Vansycle. The transition probabilities are now calculated as
1rki; = PIVpc,,+! = j!Vpc,t = i & Vpc,t-l = k],
where i = -1,0,1, j = -1,0,1, and k = -1,0,1. The empirical transition probability
matrix is calculated only for the overall transition probabilities because the one-step
hourly transition probabilities are shown not to have any advantage over the overall
transition probabilities. This will be discussed further in Section 4.
Two steps are now considered; there are three possible categorical changes at t - 2
and three at t - 1, therefore, a total of nine states to transition from are possible.
The transition probability matrix for the 2005 training data at Vansycle is given
in Table 3.2. There is a pattern to the two-step probabilities; when the observation
at t - 2 is a decrease, the probability of transitioning to a decrease is greatest, and
likewise for no changes and increases. There does not seem to be a pattern when
looking at the t - 1 observations.
Table 3.2: Two-step transition probability matrix for 2005 training data at Vansycle.
State Hour t
v;,c,t-2 V;c,t-l Decrease No Change Increase
Decrease Decrease 0.54 0.13 0.33
No Change Decrease 0.61 0.00 039
Increase Decrease 0.57 0.09 0.34
Decrease No Change 0.00 0.77 0.23
No Change No Change 0.01 0.86 0.13
Increase No Change 0.33 0.67 0.00
Decrease Increase 0.46 0.01 0.53
No Change Increase 0.43 0.00 0.57
Increase Increase 0.47 0.02 0.52
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3.2.3 Extension of Markov Chain
While technically not a Markov process since the equation in Equation (3.4) does
not hold, the changes in wind power are modeled such that the states being transi-
tioned from are defined using three explanatory variables which are combinations of
other locations and time steps, possibly going back as many as three time steps. The
states are defined by the equation
y = 9x] + 3X2 + X3, (35)
where Xl, X" and X3 are the values of the categorical changes at the three particular
locations/times plus 1. Defining Equation 3.5 in this manner assures that each value
y can take, 0, ... ,26, corresponds to a unique combination of states for all three
variables. For example, if the variables in the model are Gpc•t, Gpc,t-l and Vpc,t, then
let Xl = (0+ 1) represent no change at Coodnoe Hills at time t, X, = (1+ 1) represent
an increase at Coodnoe Hills at time t - 1, and X3 = (0 + 1) represent no change at
Vansycle at time t. Then
y = 9 . 1 + 3 . 2 + 1 = 16,
which uniquely corresponds to this set of categorical changes.
Empirical probabilities of transitioning from each of the 27 possible states to a
decrease, no change, or an increase are calculated for several combinations of explana-
tory variables using the 2005 training data. Table 3.3 was used to determine which
explanatory variables are in which combination, and Table 3.4 shows the explanatory
variables included in each combination. Using the four locations and going back a
total of four time steps, if three explanatory variables are used to define states, there
are 16 . 15· 14 = 3360 combinations of variables to choose from. As this is far too









































































































Table 3.4: Combinations of explanatory variables chosen for EP models.
Combination Variables
1 V;c,t V;c,t-l Kpc,t
2 V;c,i Kpc,t Gpe,t
3 Vpc,t Kpe,t K1)c,t-l
4 Vpc,t Gpe,t Gpc,t-l
5 Vpc,t V;c,t-l Gpc,t
6 Vpc,t Kpc,t-l Gpc,t-l
7 Kre,t Kpc,t-l Kpc,t-2
8 Gpc,t Gpc,t-l Gpc,t-2
9 Kpc,t c.: Spe,t
10 V;c,t [{pe,t Spe,t
11 Vpc,t Gpe,t e.,
12 V;c,t e., Spc,t-l
13 V;c,t !{pc,t-l Kpc,t-2
14 v;,c,t Gpc,t-l Gpc,t-2
15 Vpc,t Spc,t-l Spc,t-2
16 Vpc,t Kpc,t-2 Gpc,t-2
17 ~c,t Kpc,t-2 Spc,t-2
18 ~c,t Gpc,t-2 Spc,t-2
based on the criterion that a particular time step at a location is not used unless the
time steps previous are included in the model. For example, if v"o,t-l is an explanatory
variable, then Vpc,t must be as well. The first twelve combinations are based on this
criterion. However, the observed locations are along the Columbia River Gorge, and
it could be assumed that changes experienced at locations west of Vansycle an hour
or two ago are what Vansycle will experience in the next hour. It was decided to
evaluate some combinations that include the change at earlier time steps without the
change at the current time for the locations other than Vansycle. The decision to
evaluate 18 combinations was arrived at because 18 seems like a reasonable number
that is not too high.
It is desired to only evaluate the combinations that are likely to perform the best,










L~lIly = i)w·-, - 8760 '
and c equals the number of states that can be transitioned from. In this case, c = 27,
i = I, ... ,27, and n is the number of total observations, which is 8760, or 365 days
worth of hourly observations.
Ideally, if the empirical probabilities used to predict the next state are well es-
timated, then the forecasts made for transitioning from state i to one of the three
categories would be nearly as accurate as the highest probability. For example, as-
sume iii.-1 = 0.35, iii,O = 0.18, and iii,l = 0.47. Since the probability of transitioning
to an increase from state i is the highest, the model will forecast an increase, and
if that probability is well estimated, the model will be accurate at most 47% of the
time when forecasting a transition from state i. Both metrics are based on this idea;
the first metric, Equation 3.6, simply averages the highest probabilities for transi-
tioning from each state. The second metric, Equation 3.7, looks at a weighted sum
where the weights are the percentage of observations which are in each state and, as
such, sum to 1. This gives more weight to the probabilities calculated from states
with more observations, which should be better estimates of the true probabilities,
and less weight to those calculated using fewer observations, which are likely to be
less accurate. The second metric is expected to be the better evaluation tool, as it
takes into account the number of observations used in calculating the proportions of
changes. Using these metrics and the 2005 testing data, the ranks of each combina-
tion are shown in Table 3.5. A natural cutoff for both metrics seems to be 0.64, as
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there axe many combinations that achieve at least 0.63. The combinations ranking
above 0.64 are 1, 2, 3, 4, 10, 12 and 15, with both metrics ranking combinations 2
and 10 above 0.64. Not surprisingly, combinations 7, 8, and 9 rank at the bottom
according to both metrics; these are the combinations that do not have Vansycle as
an explanatory variable.
Table 3.5: Ranks of EP model combinations according to both metrics for 2005
training data.
Rank Combination L:i-l maxj(irij) Combination L:~=1maxj (Kij) * ui,c
1 4 0.6616 2 0.6441
2 12 0.6595 3 0.6433
3 2 06436 1 0.6428
4 15 0.6421 10 0.6427
5 10 0.6412 16 0.6366
6 14 0.6397 17 06365
7 17 0.6394 11 0.6345
8 13 0.6384 4 0.6342
9 3 0.6381 13 0.6339
10 11 0.6378 6 0.6337
11 5 0.6372 18 0.6337
12 16 06344 5 06331
13 6 0.6342 14 0.6323
14 1 0.631 T 15 0.6318
15 18 0.6310 12 0.6309
16 9 0.5075 9 0.5006
17 7 0.5063 7 0.4804




This section details how the models were run to forecast for one hour ahead at
Vansycle for the 2006 testing data. The use of rolling windows is explained, and
benchmark evaluations are given. Model evaluations are discussed as well.
4.1 Forecasting
For most exploratory exercises described in Section 3, an equivalent model is used
to make forecasts for the 2006 testing data. All models are set up very similarly. Each
forecast uses a window of observations to fit one of the models, and from the resulting
probabilities a prediction is made. For example, if a forecast for the change in power
at Vansycle at 1+ 1 is desired, a 45-day window will contain 45·24 = 1080 observations
from times 1 - 1080 to I. The particular model will be fit using this window and a
forecast is made for time 1+ 1. Then the window moves forward, adding the most
recent observation to the beginning and dropping the oldest observation off the end,
and the model is fit again using the current window to forecast 1+2. The windows roll
forward for the entire year of testing data until forecasts are made for all 8760 hours in
2006. The windows used vary in length from 45-days to 240-days; the longer window
lengths are used mainly to forecast with the hourly models, which make calculations
based on far fewer observations than the overall models. Possibly, by lengthening the
window used to forecast, an advantage can be gained by the hourly models. There are
24 observations per day, resulting in windows of observations of length 1080 to 5760.
The process described above is used to obtain estimated probabilities of a decrease,
no change or increase in wind power in the next hour.
Occasionally, when estimating empirical probabilities, they are equal for two or
even three of the outcomes. In the event of ties among the transition probabilities,
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a forecast is made by randomly choosing one of the outcomes. These instances are
kept track of for each forecast and are referred to as "toss-ups" The percentage and
number of toss-ups is given at the bottom of the contingency tables for each forecast
evaluated.
4.2 Benchmark Evaluations
Performance of the benchmark models is evaluated by assessing whether the mod-
els correctly forecast a decrease, no change, or an increase in wind power for the 2006
testing data. Forecasts were made at all four locations for both one and two hours
ahead. Incorrect and correct classifications are summarized in contingency tables,
shown in Table 4.1 through Table 4.8. The diagonal cells of the contingency tables
show the correct forecasts for each model and are of most interest. However, it is also
of interest to note where the models are missing forecasts; these are shown in the off
diagonal cells of the tables. The accuracy, or overall percentage of correct forecasts,
is summarized at the bottom of each table.
The DIU model achieves between 38.9% and 47.3% accuracy and is the middle
performing model. It does not forecast many no changes, perhaps indicating that it
is not very good at forecasting minimum and maximum wind power. In fact, the only
location for which the diurnal model predicts no change is Sevenmile Hill. The lowest
performing model, expectedly, is the PER model. It achieves between 19% and 29.3%
accuracy.
The RST and TDD models are the most accurate of the four benchmarks. They
attain between 62.9% and 71.7% accuracy, with the most accurate forecasts for both
models at Vansycle for one hour ahead. The RST and TDD models both forecast
increases and decreases fairly evenly. This is consistent with what is observed, where
the number of observed decreases for the testing data is 3485 and the number of
observed increases for the testing data is 3395. Both models lowest accuracy is for
two hours ahead at Kennewick; both models highest accuracy is for one hour ahead
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Table 4.1: Summary of benchmark models' change in power forecasts for one hour
ahead at Vansycle for 2006 testing data. The overall correct percentage of forecasts
for each model is given at the bottom of the table.
True Change
Forecast Model Decrease No Change Increase
PER 0% (0) 0% (0) 0% (0)
Decrease DIU 22.03% (1930) 567% (497)
17.09% (1497)
RST 24.45% (2142) 0.51% (45) 11.79% (1033)
TDD 24.85% (2177) 0.49% (43) 11.77% (1031)
PER 3675% (3219) 29.32% (2568) 33.94% (2973)
No Change DIU 0% (0) 0% (0) 0% (0)RST 1.03% (90) 27.81% (2436) 3.71% (325)
TDD 1% (88) 2765% (2422) 3.6% (315)
PER 0% (0) 0% (0) 0% (0)
Increase DIU 14.71% (1289) 23.64% (2071) 16.85% (1476)RST 11.27% (987) 099% (87) 18.44% (1615)
TDD 10.89% (954) 118% (103) 18.57% (1627)
* PER 29.32%, DIU 38.88%, RST 70.7%, TDD 71.07%
Table 4.2: Summary of benchmark models' change in power forecasts for two hours
ahead at Vansycle for 2006 testing data. The overall correct percentage of forecasts
for each model is given at the bottom of the table.
True Change
Forecast Model Decrease No Change Increase
PER 0% (0) 0% (0) 0% (0)
Decrease
DIU 23.7% (2076) 492% (431) 16.1% (1410)
RST 26.47% (2319) 0.75% (66) 11.58% (1014)
TDD 27.11% (2375) 0.79% (69) 11.36% (995)
PER 38.15% (3342) 25.75% (2256) 36.1% (3162)
No Change DIU 0% (0)
0% (0) 0% (0)
RST 1.27% (lll) 22.81% (1998) 4.77% (418)
TDD 118% (103) 22.36% (1959) 4.68% (410)
PER 0% (0) 0% (0) 0% (0)
Increase
DIU 14.45% (1266) 2083% (1825) 20% (1752)
RST 10.41% (912) 219% (192) 19.75% (1730)
TDD 9.86% (864) 26% (228) 2006% (1757)
* PER 25.75%, DIU 43.7%, RST 69.03%, TDD 69.53%
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Table 4.3: Summary of benchmark models' change in power forecasts for one hour
ahead at Kennewick for 2006 testing data. The overall correct percentage of forecasts
for each model is given at the bottom of the table.
True Change
Forecast Model Decrease No Change Increase
PER 0% (0) 0% (0) 0% (0)
Decrease DIU 175% (1533) 9.35% (819) 14.17% (1241)
RST 22.52% (1973) 0.72% (63) 13.4% (1174)
TDD 22.5% (1971) 0.74% (65) 13.45% (1178)
PER 36.56% (3203) 26.36% (2309) 3708% (3248)
No Change DIU 0% (0) 0% (0) 0% (0)
RST 145% (127) 24.21% (2121) 3.37% (295)
TDD 138% (121) 24.1% (2111) 3.46% (303)
PER 0% (0) 0% (0) 0% (0)
Increase DIU 1906% (1670) 1701% (1490) 2291% (2007)
RST 12.59% (1103) 143% (125) 2031 % (1779)
TDD 12.68% (1111) 152% (133) 2017% (1767)
* PER 26.36%, DIU 40.41%, RST 67.04%, TDD 66.77%
Table 4.4: Summary of benchmark models' change in power forecasts for two hours
ahead at Kennewick for 2006 testing data. The overall correct percentage of forecasts
for each model is given at the bottom of the table.
True Change
Forecast Model Decrease No Change Increase
PER 0% (0) 0% (0) 0% (0)
Decrease DIU 19.47% (1706) 821 % (719) 133% (1165)
RST 24.17% (2117) 1.18% (103) 1413% (1238)
TDD 23.44% (2053) 156% (137) 1296% (1135)
PER 3869% (3389) 22.63% (1982) 3869% (3389)
No Change DIU 0% (0) 0% (0) 0% (0)
RST 191 % (167) 18.34% (1607) 412% (361)
TDD 169% (148) 1736% (1521) 3.41% (299)
PER 0% (0) 0% (0) 0% (0)
Increase DIU 19.21% (1683) 14.42% (1263) 25.39% (2224)
RST 1261% (1105) 3.11% (272) 20.43% (1790)
TDD 13.56% (1188) 3.7% (324) 22.32% (1955)
* PER 22.63%, DIU 44.86%, RST 62.94%, TDD 63.12%
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Table 4.5: Summary of benchmark models' change in power forecasts for one hour
ahead at Goodnoe Hills for 2006 testing data. The overall correct percentage of
forecasts for each model is given at the bottom of the table.
True Change
Forecast Model Decrease No Change Increase
PER 0% (0) 0% (0) 0% (0)
Decrease DIU
25.57% (2240) 0.45% (39) 20.9% (1831)
RST 27.49% (2408) 0.06% (5) 1691% (1481)
TDD 2764% (2421) 0.07% (6) 1668% (1461)
PER 3978% (3485) 21.46% (1880) 38 76% (3395)
No Change DIU 0% (0) 0% (0) 0% (0)RST 027% (24) 2039% (1786) 3.12% (273)
TDD 024% (21) 20.07% (1758) 2.91% (255)
PER 0% (0) 0% (0) 0% (0)
Increase
DIU 14.21% (1245) 21.02% (1841) 17.85% (1564)
RST 12.02% (1053) 1.02% (89) 18.73% (1641)
TDD 11.91% (1043) 1.32% (116) 19.17% (1679)
* PER 21.46%, DIU 43.42%, RST 66.61%, TDD 66.88%
Table 4.6: Summary of benchmark models' change in power forecasts for two hours
ahead at Goodnoe Hills for 2006 testing data. The overall correct percentage of
forecasts for each model is given at the bottom of the table.
Forecast Model Decrease No Change Increase
PER 0% (0) 0% (0) 0% (0)
Decrease DIU
26.91% (2357) 027% (24) 19.98% (1750)
RST 2959% (2592) 0.09% (8) 1587% (1390)
TDD 29.46% (2581) 0.08% (7) 15.41% (1350)
PER 40.71% (3566) 1895% (1660) 40.34% (3534)
No Change DIU 0% (0)
0% (0) 0% (0)
RST 0.16% (14) 16.61% (1455) 4.18% (366)
TDD 0.21% (18) 15.89% (1392) 3.72% (326)
PER 0% (0) 0% (0) 0% (0)
Increase
DIU 138% (1209) 1868% (1636) 2037% (1784)
RST 10.96% (960) 225% (197) 20.3% (1778)
TDD 11.04% (967) 298% (261) 2121% (1858)
True Change
* PER 18.95%, DIU 47.28%, RST 66.5%, TDD 66.56%
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Table 4.7: Summary of benchmark models' change in power forecasts for one hour
ahead at Sevenmile Hill for 2006 testing data. The overall correct percentage of
forecasts for each model is given at the bottom of the table.
c»
Forecast Model Decrease No Change Increase
PER 0% (0) 0% (0) 0% (0)
Decrease DIU 2467% (2161) 348% (305) 1905% (1669)
RST 27.32% (2393) 047% (41) 16.55% (1450)
TDD 27.16% (2379) 042% (37) 1622% (1421)
PER 3792% (3322) 26.36% (2309) 35.72% (3129)
No Change DIU 0% (0) 008% (7) 0% (0)
RST 0.79% (69) 24.9% (2181) 385% (337)
TDD 0.79% (69) 24.9% (2181) 3.81% (334)
PER 0% (0) 0% (0) 0% (0)
Increase DIU 13.25% (1161) 22.8% (1997) 16.67% (1460)
RST 9.82% (860) 0.99% (87) 1532% (1342)
TDD 998% (874) 104% (91) 1568% (1374)
True Chancre
* PER 26.36%, DIU 4142%, RST 67.54%, TDD 67.74%
Table 4.8: Summary of benchmark models' change in power forecasts for two hours
ahead at Sevenmile Hill for 2006 testing data. The overall correct percentage of
forecasts for each model is given at the bottom of the table.
True Change
Forecast Model Decrease No Change Increase
PER 0% (0) 0% (0) 0% (0)
Decrease DIU 2647% (2319) 2.88% (252) 1814% (1589)
RST 28.97% (2538) 0.8% (70) 1723% (1509)
TDD 28.86% (2528) 0.78% (68) 1647% (1443)
PER 3921% (3435) 22.87% (2003) 37.92% (3322)
No Change DIU 0% (0) 0.06% (5) 002% (2)
RST 0.92% (81) 196% (1717) 542% (475)
TDD 0.94% (82) 1961% (1718) 5.16% (452)
PER 0% (0) 0% (0) 0% (0)
Increase DIU 12.74% (1ll6) 1993% (1746) 1976% (1731)
RST 9.32% (816) 247% (216) 1527% (1338)
TDD 942% (825) 248% (217) 16.29% (1427)
* PER 22.87%, DIU 46.29%, RST 63.84%, TDD 64.76%
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at Vansycle. The RST and TDD models are forecasting no changes fairly accurately,
as the majority of misses for both models are when an increase is forecast and the
observation is a decrease, or vice versa.
All benchmarks but the DIU model perform best for one hour ahead; the DIU
model performs better for two hours ahead. Similarly, all benchmarks but the DIU
perform best at Vansycle. The DIU model performs best at. Goodnoe Hills two hours
ahead.
4.3 Model Evaluations
The PO, MCl, MC2, MClH, MClF, MClC and EP models are used t.o forecast.
t.he t.esting data; short descriptions of each model along with its acronym are found
in Table 4.9. The POl-W45 and P02-W45 are used to forecast the cat.egorical change
in power at Vansycle one hour ahead; the results of t.he t.wo PO forecast.s are given
in Table 4.10 and Table 4.11. POI and P02 differentiat.e two different PO models,
the first using all the PCs needed t.o explain at least 95% of the data, and the second
using only t.he PCs explaining at. least. 95% of the data which are significant. wit.h
a p-value of <:: 0.05 when used as an explanatory variable in the PO model. Both
PO models performs extremely poorly at. around 30% accuracy, which is only slightly
bet.t.er than the PER model performed for a one-hour ahead forecast. at. Vansycle.
Using only the significant PCs improved the forecast. by less than 0.5%. With more
investigation, it.was det.ermined that t.his model is not appropriate for the dat.a t.hat.is
being modeled. When t.he variability of the underlying lat.ent.variable for the response
changes dramatically over the range of observed values, the PO model typically fits
poorly (Agresti 2010, p. 55). Here, wind power is the underlying lat.ent variable for
the categorical change in power. Wind power is highly variable since wind speed is
highly variable, and power is just a transformation of speed. Poor performance is
at.t.ribut.ed to this fact., so the model is disregarded and no additional runs of varying
windows were fun ..
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Proportional odds model using all principal components that
capture 2: 95% of variability in the data for a 45-day window.
Proportional odds model using significant principal components
that capture 2: 95% of variability in the data for a 45-day window.
One-step Markov chain model for a 45-day window.
One-step Markov chain model for a 60-day window.
One-step Markov chain model for a 90-day window.
One-step Markov chain model computed for each hour of the day
for a 60-day window.
One-step Markov chain model computed for each hour of the day
for a 90-day window.
One-step Markov chain model computed for each hour of the day
for a l80-day window.
One-step Markov chain model computed for each hour of the day
for a 240-day window.
One-step Markov chain model computed for each hour of the day,
fit with circular regression curves for a 60-day window.
One-step Markov chain model computed for each hour of the day,
fit with circular regression curves for a 90-day window.
One-step Markov chain model computed for each hour of the day,
fit with circular regression curves for a l80-day window.
One-step Markov chain model computed for each hour of the day,
fit with circular regression curves for a 240-day window.
One-step Markov chain model computed for each hour of the
day using collapsed response categories of no change and change,
fit with circular regression curves for a 90-day window.
Two-step Markov chain model for a l80-day window.
Empirical probability model using explanatory variable
combination 1 for a l80-day window.
Empirical probability model using explanatory variable
combination 2 for a l80-day window.
Empirical probability model using explanatory variable
combination 3 for a l80-day window.
Empirical probability model using explanatory variable
combination 4 for a l80-day window.
Empirical probability model nsing explanatory variable
combination 10 for a l80-day window.
Empirical probability model using explanatory variable
combination 12 for a l80-day window.
Empirical probability model using explanatory variable
combination 15 for a l80-day window.
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Table 4.10: Evaluation of one-hour forecasts for Vansycle made with the POI-W45
model for 2006 testing data.
True Change
Decrease No Change Increase
Decrease 13.17 (1154) 1266 (1109) 1811 (1586)
Forecast No Change 5.47 (479) 6.8 (596) 5.14 (450)
Increase 1811 (1586) 9.85 (863) 10.7 (937)
* HITS 30.67%, MISSES 69.33%
Table 4.11: Evaluation of one-hour forecasts for Vansycle made with the P02-W45






13.42 (1176) 1234 (1081)
562 (492) 6.88 (603)




Decrease No Change Increase
* HITS 31.12%, MISSES 68.88%
One hour ahead forecasts are made using MCI-W45, MCI-W60, and MCI-W90.
The results of these forecasts are seen in Table 4.12 through Table 4.14. The length
of window does not have much of an effect on the forecast; all three perform very
similarly. Forecasts for each window are nearly identical, with the 90-day performing
slightly better at 62.03% accuracy and no toss-ups. These models are all very accurate
in forecasting no changes; as with the RST and TDD models, the majority of the
misses are when a decrease is forecast but an increase is observed, and vise versa.
The MCI models have far fewer toss-ups than the PO models. There are slightly
more decreases forecast than increases, around 3% more.
One hour ahead forecasts me also made using MCIH- W60, MCIH- W90, MCIH-
W180, and MCIH-W240, and results are given in Table 4.15 through Table 4.18.
Windows of longer length are used for the hourly model due to the small number of
observations in each state when broken down by hour. For example, the 60-
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Table 4.12: Evaluation of one-hour forecast for Vansycle made with the MCI-W45






21.36% (1871) 4% (350)
1.07% (94) 24.3% (2129)





* HITS 61.98%. MISSES 38.02%
* TOSS-UPS 029% (25)
Table 4.13: Evaluation of one-hour forecast for Vansycle made with the MCI-W60






2078% (1820) 395% (346)
1.07% (94) 24.3% (2129)





* HITS 61.96%, MISSES 38.04%
* TOSS-UPS 0.25% (22)
Table 4.14: Evaluation of one-hour forecast for Vansycle made with the MCl- W90







2026% (1775) 3.95% (346)
1.07% (94) 24.3% (2129)





* HITS 62.03%, MISSES 37.97%
* TOSS-UPS 0% (0)
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Table 4.15: Evaluation of one-hour forecast for Vansycle made with the MCIH-W60






19.04% (1668) 8.63% (756)
4.29% (376) 12.82% (1123)





* HITS 45.55%, MISSES 54.45%
* TOSS-UPS 10.59% (928)
Table 4.16: Evaluation of one-hour forecast for Vansycle made with the MCIH-W90





19.9% (1743) 9.1% (797)
3.48% (305) 12.83% (1124)
13.37% (1171) 7.39% (647)




* HITS 46.79%, MISSES 53.21%
* TOSS-UPS 8.58% (752)
Table 4.17: Evaluation of one-hour forecast for Vansycle made with the MCIH-WI80






22.41% (1963) 8.03% (703)
1.6% (140) 14.22% (1246)





* HITS 49.99%, MISSES 50.01%
* TOSS-UPS 4.12% (361)
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Table 4.18: Evaluation of one-hour forecast for Vansyde made with the MC1H-W240
model for 2006 testing data.
True Change




22.47% (1968) 7.84% (687)
1.24% (109) 14.87% (1303)




* HITS 51%, MISSES 49%
* TOSS-UPS 3.76% (329)
day window contains 60 . 24 = 1440 observations to calculate the overall transition
probabilities and only 60 observations to calculate transition probabilities by hour.
Forecasts are also made with MC1F-W60, MC1F-W90, MC1F-W180, MC1F-W240,
and MC1C-W90 with results shown in Table 4.19 through Table 4.23. The forecasts
made the MC1H models are significantly less accurate than those made using the
MC1 models. This is not surprising considering how many fewer observations go
into calculating the probabilities. Forecasts made with the MC1F model are slightly
more accurate than the MC1H model, though still far worse than the MC1 model.
Combining the transitions from a decrease and from an increase for the MC1C model
increased the accuracy by about 1%; even though the combination is justified, it does
not appear to be of any benefit. The number of toss-ups is much higher for the MC1H
model; there are as many as 11% for the 60 day window whereas there were fewer
than 0.5% for the overall model at each window. With fewer observations, it seems
more likely to have an equal nnmber of transitions to each state from the previous
state, and as the windows lengthen the number of toss-ups decrease for the hourly
model. Not surprisingly, the number of toss-ups is zero for the MC1F model since
the curves rarely cross and are unlikely to be equal.
Since there is not much difference in the forecasts made from the various windows
used with the MC1 and MC1H models, the MC2 model is used to forecast with a
window of 180 days since there was a slight improvement for longer windows. The
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Table 4.19: Evaluation of one-hour forecast for Vansycle made with the MCIF-W60






20.83% (1825) 8.44% (739)
2.65% (232) 13.74% (1204)





* HITS 49.52%, MISSES 50.48%
* TOSS-UPS 0% (0)
Table 4.20: Evaluation of one-hour forecast for Vansycle made with the MCIF-W90






2135% (1870) 8.37% (733)
2.21% (194) 14.02% (1228)





* HITS 50.52%, MISSES 49.48%
* TOSS-UPS 0% (0)
Table 4.21: Evaluation of one-hour forecast for Vansycle made with the MCIF-WI80






22.24% (1948) 7.47% (654)
0.76% (67) 15.64% (1370)





* HITS 53.47%, MISSES 46.53%
* TOSS-UPS 0% (0)
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Table 4.22: Evaluation of one-hour forecast for Vansycle made with the MCIF-W240
model for 2006 testing data.
True Change




2231 % (1954) 7.29% (639)
075% (66) 1604% (1405)




* HITS 53.85%, MISSES 46.15%
* TOSS-UPS 0% (0)
Table 4.23: Evaluation of one-hour forecast for Vansycle made with the MCIC- W90
model for 2006 testing data.
True Change




21.54% (1887) 8.47% (742)
179% (157) 13.96% (1223)




* HITS 51.45%, MISSES 48.55%
* TOSS-UPS 0% (0)
evaluations of the MC2-W180 is shown in Table 4.24. This model attains an accuracy
of 61.61%, which is similar to the MCl. However, the MC2 forecasts around 10%more
decreases than increases, where the MCI is more even in its forecasting of changes.
Interestingly, both models predict the exact same number of no changes.
Lastly, forecasts are made using the EP model. The combinations used to make
forecasts are those that ranked the highest according to the two metrics. These
are combinations 1, 2, 3, 4, 10, 12, and 15. The evaluations of these models are
shown in Table 4.25 through Table 4.31. The EP models perform nearly identically
at between 62% and 63%. On average, this is only about 1% better than the overall
transition probabilities model. EP-CI2 and EP-CI5 forecast increases and decreases
more evenly; the rest of the EP models forecast decreases around 45% of the time
and increases around 25% of the time.
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Table 4.24: Evaluation of one hour forecast for Vansycle made with the MC2-W180






22.68% (1987) 4.05% (355)
1.07% (94) 24.3% (2129)





* HITS 61.61%. MISSES 38.39%
* TOSS-UPS 0.45% (39)
Table 4.25: Evaluation of one hour forecast for Vansycle made with the EP-CI-WI80






2565% (2247) 4.51% (395)
1.05% (92) 24.2% (2120)





* HITS 62.1%, MISSES 37.9%
* TOSS-UPS 0.88% (76)
Table 4.26: Evaluation of one hour forecast for Vansycle made with the EP-C2-WI80






25.06% (2195) 3.92% (343)
1.55% (136) 24.71% (2165)





* HITS 62.3%, MISSES 37.7%
* TOSS-UPS 0.64% (56)
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Table 4.27: Evaluation of one hour forecast for Vansycle made with the EP-C3-WI80






26.05% (2282) 4.34% (380)
1.13% (99) 24.32% (2130)





* HITS 62.34%, MISSES 37.66%
* TOSS-UPS 0.78% (68)
Table 4.28: Evaluation of one hour forecast for Vansycle made with the EP-C4- W180






26.27% (2301) 4.17% (365)
1.08% (95) 24.27% (2126)




* HITS 62.97%, MISSES 37.03%
* TOSS-UPS 0.58% (51)
Table 4.29: Evaluation of one hour forecast for Vansycle made with the EP-ClO-W180






26.26% (2300) 4.34% (380)
1.08% (95) 24.27% (2126)




* HITS 62.24%, MISSES 37.76%
* TOSS-UPS 0.80% (70)
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Table 4.30: Evaluation of one hour forecast for Vansycle made with the EP-C12-W180
model for 2006 testing data.
True Change
20.98% (1838) 4.03% (353)
1.06% (93) 24.28% (2127)








* HITS 61.95%, MISSES 38.05%
* TOSS-UPS 0.47% (41)
Table 4.31: Evaluation of one hour forecast for Vansycle made with the EP-C15- W180





22.18% (1943) 4.06% (356)
1.07% (94) 24.29% (2128)




Decrease No Change IncreaBe
* HITS 61.76%, MISSES 38.24%





Several models have been evaluated for accuracy, as defined in Sections 2.2 and 3,
and the results axe summarized in Table 5.1. Of these, the PO model performed the
worst at around 30% accuracy. This is not much better than the PER model. The
PO model appears to be a very bad fit for the type of data used in this research.
The Me and EP models fared much better, achieving between 45% and 63% ac-
curacy. When compared to the benchmark models, these fall in between, performing
better than the PER and DIU models yet not as well as the RST and TDD mod-
els. However, the best performing empirical probability model is only about 10% less
accurate than the best performing state-of-the-art model, which closes the gap signif-
icantly. Additionally, an added benefit of the MC and EP models is that they provide
uncertainty information about the categorical change in wind power forecast an hour
ahead, whereas the uncertainty information the RST and TDD models provide is for
wind speed. At each forecast, it is known where the process is transitioning from,
and probabilities are given for a decrease, no change, and an increase. So while the
model may forecast an increase, the user will also know, for example, that if_l = 0.45,
ifa = 0.03, and if, = 0.52, and the probability of an increase is only slightly larger than
the probability of a decrease. A user can be more certain of a forecast of an increase
if, for instance, if_, = 0.12, and ifo = 0.07, if, = 0.81. While the accuracy is not
qui te as high for our best statistical model, it provides valuable type of uncertainty
information that the RST and TDD models do not.
5.0 Future Work
There is still much that can be done with this research. There has been no study
yet of where exactly the proposed statistical models are failing to make an accurate
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Table 5.1: Summary of accuracy for each model evaluated at Vansycle for a one hour























































forecast. The majority of missed forecasts occur where the models forecast a decrease
and an increase is observed, or vice versa. Perhaps this is occurring when wind power
has been decreasing for several time steps, and the empirical probability of a decrease
is high, but this is actually a trough in the cycle and an increase should instead be
expected. The same could apply to the peaks in the cycle. Another possibility is that
the misses are occurring where the probability of being in two categories are roughly
equal.
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Also, rather than just looking at the categorical change in wind power at the
current time step, it may be beneficial to look at both the change in power and the
amount of power being generated. If a decrease is observed at the current time step
and the power is now at 0, there cannot possibly be a decrease in the next time step,
and it would be wise to forecast an increase in this instance. Similarly, if an increase
is observed at the current time step and the power is now at the maximum that can
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