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Abstract
The shape of allele-frequency clines maintained by migration-selection balance depends
not only on the properties of migration and selection, but also on the dominance re-
lations among alleles and on linkage to other loci under selection. We investigate a
two-locus model in which two diallelic, recombining loci are subject to selection caused
by an abrupt environmental change. The habitat is one-dimensional and unbounded,
selection at each locus is modeled by step functions such that in one region one allele at
each locus is advantageous and in the other deleterious. We admit an environmentally
independent, intermediate degree of dominance at both loci, including complete domi-
nance. First, we derive an explicit expression for the single-locus cline with dominance,
thus generalizing classical results by Haldane (1948). We show that the slope of the
cline in the center (at the step) or, equivalently, the width of the cline, is independent
of the degree of dominance. Second, under the assumption of strong recombination rel-
ative to selection and migration, the first-order approximations of the allele-frequency
clines at each of the loci and of the linkage disequilibrium are derived. This may be
interpreted as the quasi-linkage-equilibrium approximation of the two-locus cline. Ex-
plicit asymptotic expressions for the clines are deduced as x → ±∞. For equivalent
loci, explicit expressions for the whole clines are derived. The influence of dominance
and of linkage on the slope of the cline in the center and on a global measure of steep-
ness are investigated. This global measure reflects the influence of dominance. Finally,
the accuracy of the approximations and the dependence of the shape of the two-locus
cline on the full range of recombination rates is explored by numerical integration of
the underlying system of partial differential equations.
Key words: Selection; Migration; Recombination; Dominance; Linkage disequilib-
rium; Dispersal; Geographical structure; Population structure
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1 Introduction
A cline describes a gradual change in genotypic or phenotypic frequency as a function
of spatial location. Such clines are frequently observed in natural populations and
are an important and active research area in evolutionary biology and ecology (e.g.,
Endler 1977, Hoffman et al. 2002, Lohman et al. 2017). Clines typically occur in
species distributed along an environmental gradient, for instance in temperature, where
alternative phenotypes or genotypes are better adapted to the different extremes of
the environment. Dispersal leads to mixing, reduces local adaptation, and entails a
continuous, often sigmoidal, change in type frequencies across space. The study of
clines can be used to obtain insight into the relative strengths of the evolutionary and
ecological forces acting on this species.
Haldane (1948) devised a model in terms of a reaction-diffusion equation which
approximates migration by diffusion and assumes that there is a step environment on
the real line such that one allele is advantageous if x > 0 and the other if x < 0. He
derived explicit expressions for the cline, the spatially non-constant stationary solution,
in terms of hyperbolic functions for the two cases of no dominance and of a completely
dominant allele. The slope of the cline in the center, i.e., at the environmental step, can
be expressed in terms of the selection intensity and the migration variance. He used
this relation to infer the strength of selection on a population of deer mouse.
The mathematical theory of clines became a very active research area in the 1970s.
Various patterns of spatial variation in fitnesses were investigated (e.g., environmental
pockets, periodic changes), as were variation (e.g., barriers) or asymmetry in migration
(e.g., Slatkin 1973; Nagylaki 1975, 1976, 1978). These works focused on the derivation
of explicit results about the shape of clines. At about the same time and motivated
by this work, Conley (1975), Fleming (1975), Fife and Peletier (1977), and Henry
(1981) developed and employed advanced mathematical methods to investigate exis-
tence, uniqueness, and stability of clinal solutions under a variety of assumptions about
fitnesses, i.e., for quite general classes of functions that describe selection caused by the
environment.
Lou and Nagylaki (2002, 2004, 2006) extended much of the previous work on spa-
tially varying selection in several directions. In most of their analyses, migration is
3
modeled by general elliptic operators on bounded domains in arbitrary dimensions and
for wide classes of fitness functions. Such elliptic operators arise if migration is spatially
inhomogeneous or anisotropic (Nagylaki 1989). In addition, they studied the mainte-
nance of clines at multiallelic loci, which does not only add realism but also produces
new and interesting phenomena.
In the present work, we focus on the role of dominance and of linkage between loci.
In particular, we investigate how the shape of a cline at one locus is affected by linkage
to a second locus. We choose a step environment on the real line, such that in each of
the two regions (x > 0, x < 0) one of the alleles at each locus is advantageous, the other
deleterious. The strength of selection acting at the two loci may be different, though.
The choice of a step environment on the whole real line (as opposed to a bounded
interval) has the advantage that explicit results are obtained more readily.
We admit arbitrary intermediate dominance, including complete dominance, and as-
sume that its degree is independent of the environment. The influence of dominance
on the maintenance of single-locus clines has been studied before. In particular, on
bounded domains the number and stability of clines depend on the degree of domi-
nance (Henry 1981, Lou and Nagylaki 2002, Nagylaki and Lou 2008, Lou et al. 2010,
Nakashima et al. 2010). Explicit results about the shape of a cline seem to be rare
and confined to the two cases of no dominance and complete dominance (e.g., Haldane
1948, Nagylaki 1975).
The first study of a two-locus cline model is due to Slatkin (1975), who showed
numerically that the linkage disequilibrium generated between the two loci tends to
steepen the clines. Barton (1983, 1986, 1999) derived general results about the conse-
quences of linkage and linkage disequilibrium among multiple loci. Although he derived
them for and applied them to hybrid zones, they are also of relevance in our context.
One of the novel features of our work is that we derive an analytically explicit solution
for the single-locus cline with dominance (Section 3). In particular, we show that the
slope of the cline in its center or, equivalently, the width of the cline is independent
of the degree of dominance. Our main achievement is the derivation of the first-order
perturbation of the allele-frequency clines at each of the loci if recombination is strong
relative to selection and diffusion (Section 4.1). In other words, we derive the quasi-
linkage-equilibrium approximation for the two-locus cline. In Sections 4.2 and 4.5,
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we study two measures of steepness of clines and their dependence on dominance and
linkage. We derive the asymptotic properties of the allele-frequency clines of the two-
locus system in Section 4.3. For equivalent loci, we obtain an analytically explicit
expression for the strong-recombination approximation of the two-locus cline (Section
4.4). In Section 5, we briefly treat the case of no recombination. Finally, we provide
numerical checks of the accuracy of our approximations and illustrate the dependence
of two-locus clines on the full range of recombination rates by numerical integration of
the system of partial differential equations (Section 6).
2 The model
We consider a monoecious, diploid population that occupies a linear, unbounded habitat
in which it is uniformly distributed and mates locally at random. Fitness of individuals
depends on location and is determined by two diallelic loci, A and B, which recombine at
rate r ≥ 0. We model dispersal by diffusion on the real line R = (−∞,∞), and assume
it is homogeneous, isotropic, and genotype-independent, with migration variance σ2.
The frequencies of the gametes AB, Ab, aB, and ab, at position x ∈ R and time
t are p1 = p1(x, t), p2 = p2(x, t), p3 = p3(x, t), and p4 = p4(x, t), respectively, where
pi ≥ 0 and
∑4
i=1 pi = 1. Let D = p1p4 − p2p3 denote the usual measure of linkage
disequilibrium, and let p = (p1, p2, p3, p4)
T . If wij(x) is the fitness of the diploid geno-
type ij (i, j ∈ {1, 2, 3, 4}) at location x ∈ R, then wi = wi(x,p) =
∑4
j=1wij(x)pj is
the marginal fitness of gamete i, and w¯ = w¯(x,p) =
∑4
i=1wipi is the population mean
fitness.
Throughout, we use primes, ′ , and dots, ˙, to indicate partial derivatives with respect
to x and t, respectively. We assume that (i) the three evolutionary forces selection,
migration, and recombination are of the same order of magnitude and sufficiently weak,
(ii) migration is genotype independent and spatially uniform and symmetric, and (iii)
Hardy-Weinberg proportions obtain locally. Defining η1 = η4 = −η2 = −η3 = 1 and
proceeding as in Nagylaki (1975, 1989), we derive the following diffusion approximation
for the evolution of gamete frequencies:
p˙i =
σ2
2
p′′i + pi(wi − w¯)− ηirD , i ∈ {1, 2, 3, 4} , (2.1a)
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subject to the initial conditions
0 ≤ pi(x, t) ≤ 1 ,
4∑
i=1
pi(x, t) = 1 for t = 0 and every x ∈ R (2.1b)
(cf. Slatkin 1975). Solutions satisfy the constraints (2.1b) for every t ≥ 0.
Throughout, we assume absence of epistasis. Then the genotypic fitnesses can be
written as
BB Bb bb
AA α(x) + β(x) α(x) + hBβ(x) α(x)− β(x)
Aa hAα(x) + β(x) hAα(x) + hBβ(x) hAα(x)− β(x)
aa −α(x) + β(x) −α(x) + hBβ(x) −α(x)− β(x)
, (2.2)
where it is easy to show that for a continuous-time model this scaling is general because
absence of epistasis is assumed (Appendix A.1). We could have introduced spatially
dependent dominance coefficients, hA(x) and hB(x). However, in view of our applica-
tions, we refrained from doing so. In order to have unique single-locus clines (Fife and
Peletier 1981), we assume throughout
− 1 ≤ hA ≤ 1 and − 1 ≤ hB ≤ 1 . (2.3)
Dominance is absent at locus A (B) if hA = 0 (hB = 0).
For our purposes, it will be convenient to follow the evolution of the allele frequencies
pA = p1+p2 and pB = p1+p3, and the linkage disequilibrium D. With the abbreviations
ϑA = 1 + hA − 2hApA , ϑB = 1 + hB − 2hBpB , (2.4)
straightforward calculations yield
w1(x,p)− w¯(x,p) = α(x)(1− pA)ϑA + β(x)(1− pB)ϑB , (2.5a)
w2(x,p)− w¯(x,p) = α(x)(1− pA)ϑA − β(x)pBϑB , (2.5b)
w3(x,p)− w¯(x,p) = −α(x)pAϑA + β(x)(1− pB)ϑB , (2.5c)
w4(x,p)− w¯(x,p) = −α(x)pAϑA − β(x)pBϑB . (2.5d)
Now it is easy to show that the system of differential equations (2.1a) with the
fitnesses (2.5) is equivalent to
p˙A = p
′′
A + λα(x)pA(1− pA)ϑA + λβ(x)ϑBD , (2.6a)
p˙B = p
′′
B + λβ(x)pB(1− pB)ϑB + λα(x)ϑAD , (2.6b)
D˙ = D′′ + 2p′Ap
′
B + λ[α(x)(1− 2pA)ϑA + β(x)(1− 2pB)ϑB]D − ρD , (2.6c)
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where time has been rescaled such that
λ = 2/σ2 and ρ = rλ = 2r/σ2 . (2.7)
The constraints (2.1b) on the pi are transformed to
0 ≤ pA ≤ 1 , 0 ≤ pB ≤ 1 , (2.8a)
and
−min{pApB, (1− pA)(1− pB)} ≤ D ≤ min{pA(1− pB), (1− pA)pB} , (2.8b)
where these inequalities hold for every (x, t) ∈ R× [0,∞). We will impose the boundary
conditions
p′A(±∞, t) = 0 , p′B(±∞, t) = 0 , and D′(±∞, t) = 0 , for every t ≥ 0. (2.9)
Following Barton and Shpak (2000), we offer the following interpretation of the
terms in (2.6c). The first term represents diffusion of linkage disequilibrium; the second
term is due to migration, which mixes populations with different allele frequencies, and
therefore generates associations between the loci by the Wahlund effect; the third term
arises from the indirect effects on D of direct selection on each locus; the fourth term
describes the decay of D caused by recombination.
Remark 2.1. Because we assume absence of epistasis and Hardy-Weinberg proportions,
only marginal selection coefficients matter. Therefore, the above model with constant
selection on genotypes and dominance is equivalent to a model with linear frequency-
dependent selection on genotypes without dominance. For a model with dominance
and linear frequency dependence, see Mallet and Barton (1989).
Now we specialize fitness further. For the rest of this paper, we assume a so-called
step environment. More precisely, we assume that α(x) and β(x) are the following step
functions on the real line:
α(x) =
{
α+ if x ≥ 0 ,
−α− if x < 0 ,
(2.10a)
and
β(x) =
{
β+ if x ≥ 0 ,
−β− if x < 0 ,
(2.10b)
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where we posit
α+ > 0, α− > 0, β+ > 0, β− > 0. (2.10c)
Under the assumption that both functions change sign once and at the same spatial
location, this is general. For instance, the case β+ < 0 < −β− is obtained by relabeling
the alleles B and b. Under the assumptions (2.10), selection favors alleles A and B on
[0,∞), and a and b on (−∞, 0); cf. Appendix A.1. Without loss of generality, we could
set α+ = 1 by rescaling λ, but we refrain from doing so.
By elliptic regularity (Gilbarg and Trudinger 2001), stationary solutions (pA, pB, D)
of (2.6) with (2.10) are continuous and have continuous first derivatives. In addition,
(p′′A, p
′′
B, D
′′) is continuous and uniformly bounded on every set (−∞,−δ)∪(δ,∞), where
δ > 0, but discontinuous at x = 0. We refer to a non-constant stationary solution
(pA, pB, D) of (2.6) as a two-locus cline, and we call pA and pB the (marginal) one-locus
allele-frequency clines.
Throughout, if we write f(±∞) = f± then both limits f+ = limx→∞ f(x) and
f− = limx→−∞ f(x) exist and are finite. Furthermore, each equation in which plus
and minus signs appear superimposed holds if either every upper or every lower sign is
chosen.
For stationary solutions of (2.6) with (2.10), we impose the boundary conditions
p′A(±∞) = 0 , p′B(±∞) = 0 , D′(±∞) = 0 , (2.11)
which are a consequence of (2.9). Under the assumption that the limits p′A(±∞),
p′′A(±∞), p′B(±∞), p′′B(±∞), D′(±∞), and D′′(±∞) exist, (2.11) is easy to show, and
a two-locus cline satisfies
pA(+∞) = 1 , pA(−∞) = 0 , pB(+∞) = 1 , pB(−∞) = 0 , and D(±∞) = 0 (2.12)
(provided r > 0); see also Remark 3.1. We conjecture that the stationary solutions of
(2.6) with (2.10) obeying the constraints (2.8) automatically satisfy (2.11) and (2.12).
Remark 2.2. We observe from (2.6a) or (2.6b) that if one locus is fixed, the cline
at the other locus is independent of which allele is fixed. Formally, the reason is that
if one locus is fixed, then D = 0. This independence of the other locus is a spe-
cific property of continuous-time models. In discrete-time models, the allele frequency
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at migration-selection equilibrium depends on the fitness of fixed alleles at other loci
(see e.g., Aeschbacher and Bu¨rger 2014, where both discrete-time and continuous-time
continent-island models are treated). This difference results from the fast decay of
higher-order terms when approximating a discrete-time model by a continuous-time
model.
The following simple observation of an invariance property of (time-dependent) so-
lutions of (2.6) with (2.10) will be useful later and provide an explanation for the
qualitatively different conditions of existence and stability of clines in unbounded and
bounded domains with a step environment. For arbitrary, fixed α± and β±, let
pi(x, t;λ, ρ) = (pA(x, t;λ, ρ), pB(x, t;λ, ρ), D(x, t;λ, ρ)) (2.13)
denote the time-dependent solution of (2.6) with (2.10), where the dependence on λ
and ρ is shown explicitly.
Lemma 2.3. The following statements hold for arbitrary positive constants c, c1, c2,
for arbitrary (positive) parameters λ and ρ, and for every (x, t) ∈ R× [0,∞).
(i)
pi(x, t; cλ, cρ) = pi(
√
cx, ct;λ, ρ) (2.14)
and
pi(x, t; c1λ, c2ρ) = pi(
√
c1x, c1t;λ,
c2
c1
ρ) = pi(
√
c2x,
c2
c1
t;
c1
c2
λ, ρ) . (2.15)
(ii) If pi(x;λ, ρ) is a two-locus cline for λ and ρ, then a two-locus cline exists for cλ
and cρ. It is given by pi(x; cλ, cρ) = pi(
√
cx;λ, ρ).
(iii) If pi(x;λ, ρ) is a globally asymptotically stable two-locus cline for λ and ρ, then
pi(x; cλ, cρ) = pi(
√
cx;λ, ρ) is a globally asymptotically stable two-locus cline for cλ and
cρ.
Proof. (i) Let p˜i(x, t) = pi(
√
cx, ct;λ, ρ) and use the abbreviation z = (
√
cx, ct;λ, ρ).
Then, by the chain rule, p˜i′(x, t) =
√
cpi′(z), p˜i′′(x, t) = cpi′′(z), and ˙˜pi(x, t) = cp˙i(z).
From these identities, the fact that α(x) and β(x) are step functions with step at 0,
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and by applying (2.6), we obtain
˙˜D(x, t) = cD˙(z)
= c
{
D′′(z) + 2p′A(z)p
′
B(z)
+ λ[α(
√
cx)(1− 2pA(z))ϑA(z) + β(
√
cx)(1− 2pB(z))ϑB(z)]D(z)− ρD(z)
}
= D˜′′(x, t) + 2p˜′A(x, t)p˜
′
B(x, t)
+ cλ[α(x)(1− 2p˜A(x, t))ϑ˜A(x, t) + β(x)(1− 2p˜B(x, t))ϑ˜B(x, t)]D˜(x, t)
− cρD˜(x, t) . (2.16)
Analogous calculations hold for p˜A and p˜B. Because solutions are unique (the proof
of uniqueness in Theorem 1 of Kolmogoroff et al. 1937 does not require the Lipschitz
condition in x), we have p˜i(x, t) = pi(x, t; cλ, cρ). This proves (2.14), and (2.15) follows
immediately.
(ii) follows from (i) because clines are stationary solutions.
(iii) follows because (i) establishes a one-to-one relation between the domains of
attraction of the two stationary solutions pi(x;λ, ρ) and pi(x; cλ, cρ).
Remark 2.4. Assume that (pA, pB, D) is a two-locus cline and D(x) ≥ 0 holds ev-
erywhere. Then (2.6a) implies that p′A is strictly monotone increasing on (−∞, 0) and
strictly monotone decreasing on [0,∞). Because the cline satisfies p′A(±∞) = 0, it
follows that p′A(x) is maximized at x = 0, and minimized at x = ±∞. An analogous
statement holds for pB. We conjecture that D(x) > 0 on R holds for every possible
parameter combination satisfying our assumptions.
3 Single-locus clines with dominance
For a step environment on the real line, Haldane (1948) derived explicit solutions for
a single-locus cline if dominance is either absent (h = 0) or complete (h = −1). We
admit spatially constant dominance coefficients satisfying
− 1 ≤ h ≤ 1 (3.1)
and assume that α(x) is given by (2.10a). Throughout this section, we write h instead
of hA. Then the single-locus cline is the solution of
P ′′ + λα(x)P (1− P )(1 + h− 2hP ) = 0 (3.2a)
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satisfying
0 < P (x) < 1 , (3.2b)
and obeying the boundary conditions
P (−∞) = 0 , P (+∞) = 1 , (3.2c)
and
P ′(−∞) = P ′(+∞) = 0 . (3.2d)
Remark 3.1. Solutions of (3.2a) and (3.2b) satisfy the boundary conditions (3.2c)
and (3.2d) automatically: Let, e.g., x > 0. Then (3.2a) implies P ′′(x) < 0 for every
x > 0. Because P (x) is bounded by (3.2b), we infer that P ′′(+∞) = 0 and that P ′(x) is
monotone decreasing in x. Since P ′(x) must be bounded from below, the limit P ′(+∞)
exists and equals 0. Since P ′′(+∞) = 0, (3.2a) yields P (+∞) = 0 or P (+∞) = 1. The
properties of P ′, or P ′′, imply the latter.
Our goal is to derive an explicit solution for this cline. We start by collecting some
simple facts.
From (3.2a), (3.2b), and (3.1), we obtain
P ′′(x)
{
< 0 if x > 0 ,
> 0 if x < 0 .
(3.3)
From (3.2c), (3.2b), and (3.3), we infer that P ′(x) is maximized at x = 0 and is strictly
monotone declining to 0 as x→ ±∞, i.e.,
P ′(±∞) = 0 . (3.4)
To state the main result of this section in compact form, we define
a+ =
√
λα+ , a− =
√
λα− , (3.5a)
X+ = xa+
√
1− h if h < 1 , (3.5b)
X− = xa−
√
1 + h if h > −1 , (3.5c)
A+ = F+(a0, h) , A− = F−(a0, h) , (3.5d)
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where
F+(y, h) =

2 + (1− 3h)y +√3√1− h√φ(1− y,−h)
1− y if h < 1 ,√
3
√
1 + 3y
2
√
1− y if h = 1 ,
(3.6a)
F−(y, h) =
{
1/F+(1− y,−h) if h > −1 ,
F+(1− y, 1) if h = −1 ,
(3.6b)
φ(y, h) = 3− 2y + 3h(1− y)2 , (3.7)
and a0 is the unique solution in (0, 1) of the quartic equation
a20φ(a0, h) =
α+
α+ + α−
. (3.8)
The functions F± are well defined and positive if 0 < y < 1. They are strictly monotone
increasing in y.
In addition, it will be convenient to write
Z±(x) = A±eX± . (3.9)
Theorem 3.2. Let α(x) be given by (2.10a) and assume (3.1). Then there exists a
unique continuously differentiable solution P (x) of (3.2). If x ≥ 0, it is given by
P (x) =

1− 6(1− h)
Z+ + 2(1− 3h) + (1 + 3h)Z−1+
if h < 1 ,
1− 12
9 + 4(xa+ + A+)2
if h = 1 .
(3.10a)
If x < 0, it is given by
P (x) =

6(1 + h)
(1− 3h)Z− + 2(1 + 3h) + Z−1−
if h > −1 ,
12
9 + 4(xa− − A−)2 if h = −1 .
(3.10b)
Proof. Following Haldane’s method, we multiply (3.2) by 2P ′ to obtain
d
dx
(P ′)2 = −2λα(x)P (1− P )(1 + h− 2hP )P ′ . (3.11)
From (3.7), we obtain
∂
∂y
(y2φ(y, h)) = 6y(1− y)(1 + h− 2hy) . (3.12)
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Let x ≥ 0, so that α(x) = α+. Separating variables in (3.11) and integrating, we
find
[P ′(x)]2 = C1 − λα+
3
P (x)2φ(P (x), h) . (3.13a)
If x < 0, then α(x) = −α− and we obtain in an analogous manner
[P ′(x)]2 = C2 +
λα−
3
P (x)2φ(P (x), h) . (3.13b)
Because the boundary conditions are P ′(x) → 0 and P (x) → 1 as x → ∞, and
P ′(x)→ 0 and P (x)→ 0 as x→ −∞, we find C1 = λα+/3 and C2 = 0.
Since we require continuity of P ′ at x = 0, we equate the right-hand sides of (3.13a)
and (3.13b) to obtain
λα+
3
− λα+
3
P (0)2φ(P (0), h) =
λα−
3
P (0−)2φ(P (0−), h) . (3.14)
Setting
a0 = P (0) = P (0−) (3.15)
and simplifying, we infer that a0 is the unique solution in (0, 1) of (3.8).
Substituting (3.8) into (3.13b) with C2 = 0 and x = 0, we find
P ′(0) =
√
λ√
3
√
α+α−
α+ + α−
=
√
λ√
6
√
H(α+, α−) =
1√
6
√
H(a2+, a
2−) , (3.16)
where H(α+, α−) denotes the harmonic mean of α+ and α−.
Because the constants in (3.13) are C1 = λα+/3 = a
2
+/3 and C2 = 0, we have to
solve the set of differential equations
P ′ =
a+√
3
(1− P )
√
φ(1− P,−h) if x ≥ 0 , (3.17a)
P ′ =
a−√
3
P
√
φ(P, h) if x < 0 . (3.17b)
By separating variables in (3.17a), multiplying by
√
3
√
1− h if h < 1 and by √3 if
h = 1, integrating and observing
∂
∂y
lnF+(y, h) =
√
3
√
1− h
(1− y)√φ(1− y,−h) if h < 1 , (3.18a)
∂
∂y
F+(y, 1) =
√
3
(1− y)√φ(1− y,−1) if h = 1 , (3.18b)
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we arrive at
lnF+(P (x)) = c+ xa+
√
1− h if h < 1 , (3.19a)
F+(P (x)) = c+ xa+ if h = 1 . (3.19b)
The constant c has to satisfy c = lnF+(a0) if h < 1, and c = F+(a0) if h = 1. Using
the abbreviations (3.5), we can rewrite (3.19) as
F+(P (x)) = A+e
X+ if h < 1 , (3.20a)
F+(P (x)) = X+ + A+ if h < 1 . (3.20b)
Now, tedious but straightforward inversion of F+ yields (3.10a).
To derive (3.10b), we observe that if P (x, h, a+) solves (3.17a), then P˜ (x) = 1 −
P (−x,−h, a−) solves (3.17b). This follows from the fact that the right-hand side of
(3.17b) is obtained from that of (3.17a) by the simultaneous substitutions P → 1− P ,
h→ −h, and a+ → a−. Therefore,
∂
∂y
lnF−(y, h) =
∂
∂y
(− lnF+(1− y,−h)) =
√
3
√
1 + h
y
√
φ(y, h)
, (3.21)
which implies (3.10b) if h > −1 because it is obtained from (3.10a) by the above sub-
stitutions. A similar argument yields (3.10b) if h = −1. The adjustment of integration
constants must be such that P (0) = P (0−) = a0; see (3.15). This is achieved by
choosing A+ and A− according to (3.5d).
Uniqueness follows from the above derivation.
Corollary 3.3. (i) The slope of the cline in its center, P ′(0), given by (3.16), is inde-
pendent of the degree of dominance.
(ii) For fixed step size α+ + α− and λ, or fixed a2+ + a
2
−, P
′(0) is maximized if
α+ = α−, and P ′(0) decays to zero as α+ → 0 (or as α− → 0). This is in accordance
with intuition because in these limits allele A (or a) is nowhere advantageous and the
cline vanishes.
(iii) For fixed a+ and a−, P (0) = a0, given by the solution of (3.8) in (0, 1), is
strictly monotone decreasing in h.
(iv) For fixed h, P (0) = a0 is strictly monotone decreasing in α˜ = α+/(α+ + α−) =
a2+/(a
2
+ + a
2
−).
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Figure 1: The single-locus cline P (x) in (3.10) as a function of x for different values of
the dominance parameter h. The other parameters are a+ = a− = 1.
Proof. (i) is evident from (3.16). (ii) is also immediate. (iii) follows from implicit
differentiation of (3.8): Define f(h, a0) = a
2
0φ(a0, h)− α+α++α− . Then
da0
dh
=
−∂f/∂h
∂f/∂a0
=
−a0(1− a0)
2[1 + (1− 2a0)h] < 0 (3.22)
because 0 < a0 < 1 and −1 ≤ h ≤ 1. (iv) is shown analogously.
Figure 1 illustrates the dependence of the cline on the sign and degree of dominance.
It shows that the slope at x = 0 is independent of dominance, but it also demonstrates
that dominance has a strong influence on the shape, the value P (0) in the center, and the
asymptotic properties of the cline (see also Section 4.3). In particular, (environment-
independent) dominance leads to remarkable asymmetries of the clines.
Remark 3.4. The inverse of the maximum slope, in the present model P ′(0), is often
called the width of the cline. If α+ = α−, the width is proportional to Slatkin’s (1973)
characteristic length for allele frequency variation, which, in our notation and scaling,
becomes σ/
√
α+ =
√
2/
√
λα+. To extend this concept to asymmetric selection, i.e., to
α+ 6= α−, we define the characteristic length for locus A by
`A =
σ√
H(α+, α−)
=
√
2√
λH(α+, α−)
. (3.23)
By (3.16) the width of the cline is
ωA = 1/P
′(0) =
√
3 `A . (3.24)
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Since a0 does not depend on λ, (3.10) informs us immediately that P satisfies the
invariance property
P (x, cλ) = P (
√
cx, λ) ; (3.25)
cf. Lemma 2.3. This invariance property lies at the heart of the definition of a charac-
teristic length.
Although P and P ′ are continuous everywhere, in particular at x = 0, the second
derivative of P at x = 0 is not continuous because
P ′′(0+) = −λα+a0(1− a0)(1 + h− 2ha0) < 0 , (3.26a)
P ′′(0−) = λα−a0(1− a0)(1 + h− 2ha0) > 0 . (3.26b)
Finally, we note that
dnP
dxn
(±∞) = 0 (3.27)
for derivatives of every order n ≥ 1.
For later use, we note that if −1 < h < 1, P ′ can be written as
P ′(x) =

6a+(1− h)3/2 Z+ − (1 + 3h)Z
−1
+
[Z+ + 2(1− 3h) + (1 + 3h)Z−1+ ]2
if x ≥ 0 ,
6a−(1 + h)3/2
Z−1 − (1− 3h)Z−
[(1− 3h)Z− + 2(1 + 3h) + Z−1− ]2
if x < 0 .
(3.28)
In the absence of dominance (h = 0), we obtain the well known clinal solution
(Haldane 1948, Nagylaki 1976)
P (x) =

−1
2
+
3
2
tanh2[1
2
(X+ + lnA+)] if x ≥ 0 ,
3
2
− 3
2
tanh2[1
2
(X− − lnA−)] if x < 0 ,
(3.29)
where
lnA+ = 2 tanh
−1
√
1 + 2a0
3
, lnA− = 2 tanh
−1
√
3− 2a0
3
, (3.30a)
and a0 is the unique solution in (0, 1) of the cubic equation
3a20 − 2a30 =
α+
α+ + α−
=
a2+
a2+ + a
2−
. (3.30b)
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We observe from (3.30b) that a0 =
1
2
if and only if a+ = a−, and a0 > 12 if and only if
a+ > a−.
We refer to Slatkin (1973) and Nagylaki (1975, 1976) for related results on other
specific environmental functions α(x), and also on the treatment of barriers to gene
flow. Conley (1975) proved existence of clines on R for a large class of fitness functions,
including the step function treated above. As noted by Nagylaki (1975), his proof ap-
plies to arbitrary dominance. Fife and Peletier (1977) proved existence, uniqueness,
and global asymptotic stability of clines under rather general assumptions about selec-
tion. Although they assume that α′(x) is uniformly bounded, the proof of their local
stability result (their Theorem 3) applies without this assumption if the cline exists and
is unique. This is the case in the present model, whence a form of local asymptotic
stability of the single-locus cline P (x) is established if −1 ≤ h ≤ 1. I am grateful to
Dr. Linlin Su for pointing this out. Whether their global stability result, Theorem 4,
applies seems to be open.
4 Strong recombination
Now we return to the two-locus problem (2.6) with (2.10) and assume that
 = 1/ρ (4.1)
is sufficiently small. Our aim is to derive a first-order approximation in  for the two-
locus cline, i.e., for the stationary solution that satisfies (2.8) and (2.11). Under our
assumptions (2.10) about the step environment, such an equilibrium solution is expected
to exist whenever both single-locus problems have a cline, because linkage will lead to
additional, indirect, selection on each locus, so that the loci will reinforce each other
and the cline will persist. Because we assume the unbounded domain R, the single-locus
clines, P and Q, exist always and are uniquely determined. The main result is Theorem
4.1. In population-genetic terms, this theorem provides the quasi-linkage-equilibrium
approximation to the two-locus cline.
4.1 Approximation of the two-locus cline
We write P and Q for the single-locus clines in the allele-frequencies of A and B,
respectively. They are obtained from (3.10). For given , we write (pA, pB, D) for the
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cline solution of (2.6). We want to determine solutions of the form
pA = p
()
A +O(
2) , pB = p
()
B +O(
2) , D = D() +O(2) , (4.2a)
where
p
()
A = P + p , p
()
B = Q+ q , D
() = d . (4.2b)
Here, the limit  → 0 is assumed to hold uniformly in x ∈ R for (pA, pB, D) and for
its first and second derivatives, with the restriction that at x = 0 only left and right
second derivatives exist; cf. (3.26). From the boundary conditions (2.11) and the fact
that P ′(±∞) = Q′(±∞) = 0, we obtain the boundary conditions
p′(±∞) = q′(±∞) = d′(±∞) = 0 . (4.3)
Before formulating our main result, we need additional notation and definitions. Let
I+(x) =
∫ ∞
x
[P ′(y)]2Q′(y)[1 + hB − 2hBQ(y)] dy , (4.4a)
I−(x) =
∫ x
−∞
[P ′(y)]2Q′(y)[1 + hB − 2hBQ(y)] dy . (4.4b)
We recall from Section 3 that P ′(x) > 0 and Q′(x) > 0 on R. Therefore, I+(x) > 0
and I−(x) > 0 on R. These integrals exist because P ′(y) and Q′(y) decay rapidly as
y → ±∞ (see Theorem 3.2, and Section 4.3 for asymptotic results). However, they can
be computed explicitly only in special cases (Section 4.4).
In addition to the abbreviations (3.5), we introduce
b+ =
√
λβ+ , b− =
√
λβ− . (4.5)
Theorem 4.1. Assume that for sufficiently small  > 0, (2.6) admits a two-locus cline
of the form (4.2). Then
(i) d(x) is given by
d(x) = 2P ′(x)Q′(x) . (4.6)
(ii) p(x) is the unique continuously differentiable solution on R of the linear problem
p′′(x) + λα(x)[1− 2P (x) + hA(1− 6P (x) + 6P (x)2)]p(x)
+2λβ(x)P ′(x)Q′(x)[1 + hB − 2hBQ(x)] = 0 . (4.7)
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(iii) p(x) is given by
p(x) =
{
P ′(x)k+(x) if x ≥ 0 ,
P ′(x)k−(x) if x ≤ 0 ,
(4.8)
where
k+(x) = k0 + 2b
2
+
∫ x
0
I+(y)
[P ′(y)]2
dy if x ≥ 0 , (4.9a)
k−(x) = k0 − 2b2−
∫ 0
x
I−(y)
[P ′(y)]2
dy if x ≤ 0 , (4.9b)
and
k0 =
2
√
3[b2+I+(0)− b2−I−(0)]
a0(1− a0)(1 + hA − 2hAa0)a+a−
√
a2+ + a
2−
. (4.10)
(iv) The first-order term q(x) in the expansion of pB(x) is of analogous form.
Proof. To deduce the stationary solution, we equate the right-hand sides of (2.6) to
zero.
(i) If ρ = 1/ and (4.2) holds, then the right-hand side of (2.6c) becomes 2P ′(x)Q′(x)−
d(x) +O(2), which yields (4.6).
(ii) We obtain (4.7) by substituting (4.2) and (4.6) into the right-hand side of (2.6a)
and observing (3.2). The solution of (4.7) is unique because the homogeneous equation
p′′ + λα(x)[1− 2P (x) + hA(1− 6P (x) + 6P (x)2)]p = 0 (4.11)
has, up to constant multiples, the unique solution P ′(x). That the latter is a solution
follows immediately by differentiating (3.2) and observing that α(x) is the step function
(2.10a).
(iii) Because P ′(x) is the appropriate solution of the homogeneous problem (4.11), the
solution p(x) of the inhomogeneous problem can be obtained by variation of constants.
Therefore, by substituting (4.8) into (4.7), using that P ′ solves (4.11), and recalling
(4.5), we obtain
P ′(x)k′′±(x) + 2P
′′(x)k′±(x)± 2b2±P ′(x)Q′(x)[1 + hB − 2hBQ(x)] = 0 . (4.12)
If we view (4.12) as a set of two first-order equations for k′±, one defined for x ≥ 0 and
the other for x < 0, we find by straightforward calculations that
k′±(x) = 2b
2
±
I±(x)
[P ′(x)]2
(4.13)
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is the only special solution that is potentially integrable (the general solution is of the
form k′±(x) + c±/P
′(x); it diverges if c± 6= 0). Therefore, integration yields (4.9), and
k+ and k− must have the same constant k0 because we require that p(x) be continuous
at x = 0 (hence, everywhere).
It remains to determine k0 = k+(0) = k−(0). Because p(x) needs to be continuously
differentiable at x = 0, and because P ′(x) is continuous, we require p′(0+) = p′(0−).
Differentiation of (4.8) shows that this holds if and only if
P ′′(0+)k0 + P ′(0)k′+(0+) = P
′′(0−)k0 + P ′(0)k′−(0−) . (4.14)
Using (4.13), we obtain
k0 =
2[b2+I+(0)− b2−I−(0)]
P ′(0)[P ′′(0−)− P ′′(0+)] (4.15)
and, after applying (3.16) and (3.26), (4.10).
(iv) is obvious.
The approximation (4.6) for the linkage disequilibrium was already derived by Barton
and Shpak (2000) in a multilocus context. Since P (x) and Q(x) are strictly monotone
increasing, the leading term d(x) = 2P ′(x)Q′(x) of D(x) is strictly positive on R. In
addition, because P ′(x) is positive, maximized at x = 0, and decays monotonically to
zero as x→ ±∞, the same properties are shared by d(x). This does not imply that the
true equilibrium solution D(x) is maximized at x = 0. If selection is not symmetric,
i.e., if a+ 6= a− or b+ 6= b−, then D(x) will be maximized only in an -neighborhood of 0
(see also Fig. 7). We note that D′(0) exists and is continuous for every  > 0, whereas
d(x) has different one-sided derivatives at x = 0 for every  > 0, as has D′(x).
The integrals appearing in (4.9) can be computed explicitly only in special cases
(Section 4.4). However, using integration by parts they can be reduced to expressions
requiring only one-fold integration (Appendix A.2). Therefore, it is straightforward to
compute p(x) numerically. Asymptotic expansions are derived in Section 4.3.
Remark 4.2. Below, we show that the integrals
∫∞
0
I+(y)
[P ′(y)]2 dy and
∫ 0
−∞
I−(y)
[P ′(y)]2 dy are
finite; see (4.35). Therefore, we observe from (4.9) that k+ and k− are bounded and
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strictly monotone increasing on their domain. Hence, the limits
κ+ = lim
x→∞
k+(x) = k0 + 2b
2
+
∫ ∞
0
I+(y)
[P ′(y)]2
dy , (4.16a)
κ− = lim
x→−∞
k−(x) = k0 − 2b2−
∫ 0
−∞
I−(y)
[P ′(y)]2
dy (4.16b)
exist and satisfy κ− < κ+. Therefore, we can rewrite (4.9) as
k+(x) = κ+ − 2b2+
∫ ∞
x
I+(y)
[P ′(y)]2
dy if x ≥ 0 , (4.17a)
k−(x) = κ− + 2b2−
∫ x
−∞
I−(y)
[P ′(y)]2
dy if x ≤ 0 . (4.17b)
Although p(x) is continuously differentiable at x = 0, k′+(0+) 6= k′−(0−). This
follows directly from (4.13), but also from the structure of p and the fact that P ′ is not
differentiable at x = 0.
4.2 Properties of the approximate two-locus cline
The following corollary summarizes some simple but important consequences of Theo-
rem 4.1.
Corollary 4.3. (i) We have
p′(0) =
2
√
3[a2−b
2
+I+(0) + a
2
+b
2
−I−(0)]
a+a−
√
a2+ + a
2−
> 0 . (4.18)
Therefore, the cline pA = P + p + O(
2) gets steeper in its center as  increases from
0, i.e., if linkage between the two loci gets tighter.
(ii) The sign of
p(0) =
2[b2+I+(0)− b2−I−(0)]
a0(1− a0)(1 + hA − 2hAa0)(a2+ + a2−)
(4.19)
can be positive, negative, or zero.
(iii) p(x) can be positive on (−∞,∞), negative, or change sign once.
(iv) p(x) satisfies the invariance property
p(x, cλ) = cp(
√
cx, λ) . (4.20)
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Figure 2: The first-order perturbation p(x) as a function of x for different parameter
combinations. A. The selection intensities at locus B in the two environments, (β+, β−),
are varied for fixed α+ = α− = 1. Dominance is absent (hA = hB = 0). B. The selection
intensities at loci A and B are fixed (α+ = α− = β+ = β− = 1), and the strength and
sign of dominance hB at locus B are varied. Dominance is absent at locus A (hA = 0).
In all cases, λ = 1. The perturbation p(x) is obtained from (4.8), (4.9), and (4.10)
by numerical integration using Lemma A.1. We note that in panel A, p(x) does not
change sign if (β+, β−) = (4, 1) or (β+, β−) = (1, 4). In the first case, we have κ− ≈ 0.09,
κ+ ≈ 1.32; in the second case, κ− ≈ −1.32, κ+ ≈ −0.09; cf. Corollary 4.3(iii).
Proof. The expressions for p(0) and p′(0) follow straightforwardly from Theorem 4.1,
(3.16) and (3.26). Because the integrals I±(0) are strictly positive, p′(0) > 0.
(iii) Remark 4.2 shows that k±(x) is strictly monotone increasing and bounded.
Whether κ+ and κ− have the same or different sign depends on the parameters (see
Fig. 2). Because P ′ is strictly positive on R, statement (iii) now follows from (4.8).
(iv) The invariance property (4.20) follows easily from (4.7) and (3.25) because α
and β are step functions with step at x = 0.
In Section 3, we have shown that the slope of the cline in its center, P ′(0), is in-
dependent of dominance. This is no longer so in the two-locus case, because p′(0) in
(4.18) depends on I+(0) and I−(0), and both integrals depend on hA and hB; see also
(A.24).
Because P and p satisfy the invariance properties (3.25) and (4.20), respectively, it
follows immediately from (4.2b) that p
()
A = p
(1/ρ)
A satisfies the invariance property
p
( 1
c2ρ
)
A (x, c1λ) = p
(
c1
c2ρ
)
A (
√
c1x, λ) = p
( 1
ρ
)
A (
√
c2x,
c1
c2
λ) . (4.21)
This parallels (2.15), as is to be expected.
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For equivalent loci, an explicit representation of p(x) will be derived in Section
4.4. Figure 2 displays p(x) for various parameter choices. All cases clearly show that
p′(0) > 0 (4.18). However, also each of the three possibilities in statements (ii) and
(iii) of Corollary 4.3 are exemplified. The accuracy of the approximation for the cline
(pA, pB, D) derived in Theorem 4.1 will be investigated numerically in Section 6.
4.3 Asymptotic properties
Here, we derive asymptotic properties of P (x), p(x), and pA(x) for x→ ±∞. We recall
that two functions f(x) and g(x) are asymptotically equal as x→∞, i.e., f(x) ∼ g(x)
as x→∞, if limx→∞ f(x)/g(x) = 1, and analogously if x→ −∞.
We start with the single-locus case and assume −1 < hA < 1 and −1 < hB < 1.
From (3.10), we obtain immediately the asymptotic equalities
1− P (x) ∼ 6(1− hA)A−1+ e−X+ as x→ +∞ , (4.22a)
P (x) ∼ 6(1 + hA)A−eX− as x→ −∞ , (4.22b)
and, after differentiation of (3.10),
P ′(x) ∼ 6a±(1∓ hA)3/2A∓1± e∓X± as x→ ±∞ . (4.23)
As a trivial consequence, we note that
1− P (x) ∼ 1
a+
√
1− hA
P ′(x) as x→ +∞ , (4.24a)
P (x) ∼ 1
a−
√
1 + hA
P ′(x) as x→ −∞ . (4.24b)
In analogy to (3.5), we introduce the abbreviations
B+ = F+(b0, hB) , B− = F−(b0, hB) , (4.25a)
Y+ = xb+
√
1− hB if hB < 1 , (4.25b)
Y− = xb−
√
1 + hB if hB > −1 , (4.25c)
where
b0 = Q(0) (4.26)
is the unique solution in (0, 1) of the quartic equation
b20φ(b0, hB) =
β+
β+ − β− ; (4.27)
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cf. (3.8) and (3.7).
The main result of this section is the following.
Proposition 4.4. Let −1 < hA < 1 and −1 < hB < 1. The asymptotic rates of
convergence of the marginal allele-frequency cline pA are proportional to those of the
single-locus cline P , i.e.,
lim
x→∞
1− pA(x)
1− P (x) = 1− a+κ+
√
1− hA , (4.28a)
lim
x→−∞
pA(x)
P (x)
= 1 + a−κ−
√
1 + hA . (4.28b)
In fact, the following stronger result holds:
lim
x→±∞
p(x)− κ±P ′(x)
P ′(x)Q′(x)
=
∓2b±
√
1∓ hB
2a±
√
1∓ hA + b±
√
1∓ hB
. (4.29)
Asymptotic equalities in terms of exponential functions can be obtained straightforwardly
by applying (4.23).
Proof. The proof of (4.28) is very simple. From (4.2) and (4.8), and after invoking
(4.16) and (4.24a), we obtain
lim
x→∞
1− pA(x)
1− P (x) = 1−  limx→∞
P ′(x)k(x)
1− P (x) = 1− κ+a+
√
1− hA ,
and analogously (4.28b).
To prove (4.29), we have to work harder. Mimicking (4.23), we introduce
P˜ ′(x) = 6a±(1∓ hA)3/2A∓1± e∓X± if x ≷ 0 , (4.30a)
Q˜′(x) = 6b±(1∓ hB)3/2B∓1± e∓Y± if x ≷ 0 . (4.30b)
Furthermore, we define
I˜+(x) =
∫ ∞
x
[
P˜ ′+(y)
]2
Q˜′+(y)[1 + hB − 2hBQ˜+(y)] dy , (4.31a)
I˜−(x) =
∫ x
−∞
[
P˜ ′−(y)
]2
Q˜′−(y)[1 + hB − 2hBQ˜−(y)] dy . (4.31b)
Then straightforward integration yields
I˜±(x) =
63a2±b±(1∓ hA)3(1∓ hB)5/2
2a±
√
1∓ hA + b±
√
1∓ hB
A∓2± B
∓1
± e
∓(2X±+Y±) as x→ ±∞ . (4.32)
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Because
I±(x) ∼ I˜±(x) as x→ ±∞ , (4.33)
we obtain from (4.32) and (4.30)
I±(x) ∼ 1∓ hB
2a±
√
1∓ hA + b±
√
1∓ hB
[P ′(x)]2Q′(x) as x→ ±∞ . (4.34)
Therefore,
I±(x)
[P ′(x)]2
∼ 6b±(1∓ hB)
5/2
2a±
√
1∓ hA + b±
√
1∓ hB
B∓1± e
∓Y± as x→ ±∞ (4.35)
and ∫ ∞
x
I+(y)
[P ′(y)]2
dy ∼ 6(1− hB)
2
2a+
√
1− hA + b+
√
1− hB
B−1+ e
−Y+ as x→ +∞ , (4.36a)∫ x
−∞
I−(y)
[P ′(y)]2
dy ∼ 6(1 + hB)
2
2a−
√
1 + hA + b−
√
1 + hB
B−eY− as x→ −∞ . (4.36b)
Substitution into (4.17) yields
k±(x)− κ± ∼ ∓12b
2
±(1∓ hB)2
2a±
√
1∓ hA + b±
√
1∓ hB
B∓1± e
∓Y± as x→ ±∞ , (4.37)
which can be written as
k±(x)− κ± ∼ ∓2b±
√
1∓ hB
2a±
√
1∓ hA + b±
√
1∓ hB
Q′(x) as x→ ±∞ . (4.38)
Now (4.8) establishes (4.29).
The equations (4.28) may leave the impression that these limits are independent of
hB. This is not the case, because κ± depends both on hA and hB, and of course on
α± and β±. If κ− < 0 < κ+, as is the case for loci of equal effects (see eqs. (4.51) and
Appendix A.3.1), then (4.28) shows that the cline pA in the two-locus system converges
faster to its limits 1 or 0 as x → ∞ or x → −∞ than the single-locus cline P . If κ−
and κ+ have the same sign (for examples, see Fig. 2), then convergence may be faster
at one end but slower at the other.
Equations (4.51) and (A.21) provide explicit expressions for κ± for equivalent loci
without and with dominance, respectively.
In many of the above asymptotic formulas, the compound constants A∓1± (and the
analogous B∓1± ) occur. From the definitions of A± in (3.5d) and the monotonicity
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of F± in (3.6), we observe that A−1+ = A
−1
+ (a0) is monotone decreasing in a0, and
A− = A−(a0) is monotone increasing. They satisfy A−1+ (0) = (2 +
√
3
√
1− hA)−1,
A−1+ (1) = 0, A−(0) = 0, and A−(1) = (2 +
√
3
√
1 + hA)
−1.
Remark 4.5. The cases where one or both of hA and hB equal ±1 can be treated easily.
The results, however, differ drastically from intermediate dominance. We present the
case hA = hB = 1. For the single-locus clines, we obtain from (3.10a)
1− P (x) ∼ 3
a2+
x−2 as x→ ±∞ , (4.39)
and
P ′(x) ∼ 6
a2+
x−3 as x→ ±∞ . (4.40)
Simple calculations yield
I+(x) ∼ 648
5a4+b
4
+
x−10 as x→ ±∞ , (4.41)
and ∫ ∞
x
I+(y)
[P ′(y)]2
dy ∼ 6
5b2+
x−3 as x→ ±∞ . (4.42)
Therefore, we find
k+(x)− κ+ ∼ − 12
5b2+
x−3 as x→ ±∞ . (4.43)
Thus, (4.28a) and (4.29) are replaced by the qualitatively different
1− pA(x)
1− P (x) − 1 ∼ −
2a+κ+
x
as x→ +∞ , (4.44)
and
p(x)− κ+P ′(x) ∼ −2
5
P ′(x)Q′(x) as x→ +∞ , (4.45)
respectively.
4.4 Explicit solution for equivalent loci
We assume b± = a± and −1 < hA = hB < 1, i.e., the loci have equal effects. Then
we can calculate the term p(x) in pA(x) = P (x) + p(x) + O(
2) explicitly. Since the
expressions with dominance are very complicated, we relegate them to Appendix A.3,
which also contains the derivations. After presenting the explicit results in the absence
of dominance, we describe and illustrate the influence of dominance on p′(0).
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Theorem 4.6. Let b± = a± and h = hA = hB = 0. Then p(x) is given by (4.8), where
P ′(x) =

6a+(Z+ − Z−1+ )
(Z+ + 2 + Z
−1
+ )
2
if x ≥ 0 ,
6a−(Z−1− − Z−)
(Z+ − 2 + Z−1− )2
if x ≥ 0 ,
(4.46)
Z± = A±exa± , (4.47)
A+ =
2 + a0 +
√
3
√
1 + 2a0
1− a0 , A− =
3− a0 −
√
3
√
3− 2a0
1− a0 , (4.48)
k+(x) = k0 + 2a+
[ Z−1+ − 2
Z+ − Z−1+
− A
−1
+ − 2
A+ − A−1+
]
if x ≥ 0 , (4.49a)
k−(x) = k0 − 2a−
[ A−1− − 2
A− − A−1−
− Z
−1
− − 2
Z− − Z−1−
]
if x < 0 , (4.49b)
and
k0 =
2a+(1− a0)(2a0 − 1)√
3
√
1 + 2a0(3− 2a0)
=
2a−a0(2a0 − 1)√
3
√
3− 2a0(1 + 2a0)
. (4.50a)
In addition,
κ+ = lim
x→∞
k+(x) = a+
(
1− 2− a0
3− 2a0
√
1 + 2a0
3
)
if x ≥ 0 , (4.51a)
κ− = lim
x→−∞
k−(x) = −a−
(
1− 1 + a0
1 + 2a0
√
3− 2a0
3
)
if x < 0 . (4.51b)
Remark 4.7. It is easy to show that κ+ is strictly monotone decreasing in a0 ∈ [0, 1]
and satisfies 1.23a+ ≈ 2a+(1 − 23√3) ≥ κ+ ≥ 0. Similarly, κ− is strictly monotone
decreasing in a0 ∈ [0, 1] and satisfies 0 ≥ κ− ≥ −2a−(1− 23√3) ≈ −1.23a−.
The following corollary specifies several important properties of p(x).
Corollary 4.8. Under the assumptions of Theorem 4.6, p(x) has the following proper-
ties:
(i)
p(0) = 8a2+
(1− a0)2(2a0 − 1)
3(3− 2a0) =
8
3
(a2+ + a
2
−)a
2
0(1− a20)(2a0 − 1) . (4.52)
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Therefore, p(0) ≷ 0 if and only if a0 ≷ 12 , which is the case if and only if a+ ≷ a−.
(ii)
p′(0) =
8a3+(1− a0)3
√
3 + 6a0
3− 2a0 = 8
√
3a+a−
√
a2+ + a
2− a
2
0(1− a20) , (4.53)
which is always positive, in accordance with the general case.
(iii) The frequency p(x) changes sign once. If p(xk) = 0, then p(x) > 0 if x > xk
and p(x) < 0 if x < xk.
Proof. Statements (i) and (ii) follow immediately from the corresponding statements
in Corollary 4.3 by applying (A.15).
(iii) From Remark 4.7, we obtain κ− < 0 < κ+. Because k+ and k− are strictly
monotone increasing on their domains (see eq. 4.9), k(x) = k±(x), x ≷ 0, changes sign
once, say at x = xk. Because P
′ > 0 on R, p changes sign once, at x = xk, and satisfies
p(x) > 0 if x > xk and p(x) < 0 if x < xk.
Explicit asymptotic expansions of p(x) and pA(x) as x → ±∞ follow immediately
from Proposition 4.4 by setting b± = a±, h = hA = hB = 0, and using (4.51).
Corollary A.2 generalizes Corollary 4.8 to intermediate dominance. In contrast to
single-locus clines, in two-locus systems the slope p′A(0) ≈ P ′(0) + ρ−1p′(0) of the
allele-frequency clines depends on h because p′(0) = p′(0, h) depends on h. Figure 3
displays the ratio p′(0, h)/p′(0, 0) for different values of α˜. That this ratio depends
only on α˜ = α+/(α+ + α−), and not on α+ and α− separately, is a consequence of the
scaling property shown in Lemma 2.3 because α˜ remains unchanged if and only if both
α+ and α− are multiplied by the same constant. The estimates (A.26) show that with
intermediate dominance, the slope p′(0, h) is at most 20% larger or smaller than without
dominance. Since our analysis is based on the assumption of large ρ, the influence of
dominance on p′A(0) will be small, at least for loci of equal or similar effects.
4.5 A global measure for the steepness of a cline
The slope of a cline in its center, P ′(0) or p′A(0), provides a local measure for its
steepness, which is the inverse of its width. Here, we study the global measure
s(pi) =
∫ ∞
−∞
pi′(x)2 dx (4.54)
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Figure 3: The effects of dominance on the slope of two-locus clines for equivalent loci.
Displayed is the ratio p′(0, h)/p′(0, 0) in (A.25) as a function of h for different values of
α˜ = α+/(α+ + α−). The dependence of p′(0) = p′(0, h) on h is indicated explicitly.
for the steepness of a cline pi(x) and compare with the slope pi′(0). The function s(pi)
is the square of the measure introduced by Liang and Lou (2011), who proved for a
more general model on a bounded domain that it is a strictly monotone increasing
function of λ; see also Lou et al. (2013). We mention that s(pi) is one of the two terms
in the Lyapunov function that is minimized by the solution (Fleming 1975). To shape
intuition, we note that s(tanh(ax)) = 4a
3
.
4.5.1 A single locus
We start by collecting properties of the steepness s(P ) for the single-locus cline (3.10).
We write Pλ to indicate that for given (α+, α−) each λ defines a different function.
Then the invariance property (3.25) implies P ′cλ(x) = cP
′
λ(
√
cx). A simple integral
transformation yields
s(Pcλ) =
√
c s(Pλ) . (4.55)
Therefore, as expected, the cline becomes steeper with stronger selection, i.e., larger λ.
The steepness of the single-locus cline P (x) can be computed explicitly. The ex-
pression, however, is very complicated and given by equations (A.32) in Appendix A.4.
Figure 4 displays s(P ) as a function of h for various parameter combinations, which are
chosen such that all resulting clines have the same slope P ′(0). Whereas, P ′(0) does not
depend on the degree of dominance, the steepness s(P ) does depend on h, although not
very strongly. The reason is that the region near the environmental step contributes
most to s(P ) because it is there that P ′(x) is highest and (nearly) independent of h.
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Figure 4: Steepness of single-locus clines, s(P ), as a function of the degree of dominance,
h. The curves show s(P ) in (A.32) as a function of h for the five clines emerging from
the pairs of values (α+, α−) given in the legend, where λ = 1. These pairs are chosen
such that they have the same harmonic mean of 2. By (3.16), the corresponding clines
have the same slope in the center, i.e., P ′(0) =
√
2/6 ≈ 0.577.
In the absence of dominance (h = 0), the steepness simplifies to
s(P ) =
3
5
[
(a+ + a−)−
√
a2+ + a
2−√
3
√
(3− 2a0)(1 + 2a0)
]
; (4.56)
see Appendix A.4. Evidently, (4.56) satisfies (4.55). If we fix λ and the step size
α+ + α−, or equivalently a2+ + a
2
−, we can consider s(P ) as a function of a+, or of a0.
Then (4.56) shows that s(P ) decreases monotonically to 0 as a+ → 0 (because then
a0 → 0) or as a+ →
√
a2+ + a
2− (because then a0 → 1). In addition, s(P ) is symmetric
about a+ = a−, or a0 = 1/2, and s(P ) is maximized at this point, at which it assumes
the value
s(P ) =
2
5
(3−
√
6)a+ . (4.57)
In Appendix A.4, we provide the simple and accurate approximation (A.38) to (4.56),
and we show that in the absence of dominance the ratio P ′(0)/s(P ) varies between quite
narrow bounds, i.e.,
1.564 ≈ 5
23
(2 + 3
√
3) ≤ P
′(0)
s(P )
≤ 5
12
(2 +
√
6) ≈ 1.854 . (4.58)
4.5.2 Two recombining loci
We write pA,(λ,ρ) to indicate the dependence of the cline on λ and ρ. For two recombining
loci the invariance property (2.15) yields, in a similar way as for a single locus,
s[pA,(c1λ,c2ρ)] =
√
c1s[pA,(λ, c2
c1
ρ)] =
√
c2s[pA,( c1
c2
λ,ρ)] . (4.59)
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In particular, this shows that the steepness increases by a factor of
√
c if both λ and ρ
are multiplied by the same constant c.
For two loosely linked loci, we obtain more detailed insight. From (4.54) and (4.2),
we infer
s(pA) =
∫ ∞
−∞
P ′(x)2dx+
2
ρ
J +O(ρ−2)
= s(P ) +
2
ρ
J +O(ρ−2) , (4.60)
where
J =
∫ ∞
−∞
P ′(x)p′(x)dx . (4.61)
Therefore, J is a measure of the influence of locus B on the steepness of the cline at
locus A. It contributes to s(pA) in an analogous way as p′(0) to p′A(0). Equation (4.60)
demonstrates that the allele-frequency cline (at each locus) gets steeper as ρ decreases
if and only if J > 0.
To study the integral J , we write J(λ) to make the dependence on λ explicit and
obtain
J(cλ) =
∫ ∞
−∞
P ′(x, cλ)p′(x, cλ)dx
=
∫ ∞
−∞
√
cP ′(
√
cx, λ)c
√
cp′(
√
cx, λ)dx
=
c2√
c
∫ ∞
−∞
P ′(y, λ)p′(y, λ)dy
= c3/2J(λ) . (4.62)
From (4.60), (4.55) and (4.62), and again (4.60), we derive
s(pA,(cλ,ρ)) = s(Pcλ) +
2
ρ
J(cλ) +O(ρ−2)
=
√
c s(Pλ) +
2c3/2
ρ
J(λ) +O(ρ−2)
=
√
c s(pA,(λ,ρ)) +
2
√
c
ρ
(c− 1)J(λ) +O(ρ−2) . (4.63)
This is not only in accordance with (4.59) but shows, provided J(λ) > 0, that stronger
selection (c > 1) causes a stronger increase in the steepness of the cline for smaller
values of ρ than for larger values.
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Figure 5: The effects of dominance on the steepness of two-locus clines. A The ratio
J(h, h)/J(0, 0) as a function of h for different values of α˜ = α+/(α+ +α−). B The ratio
J(0, h)/J(0, 0) as a function of h for different values of α. The scaling property (4.62)
shows that the ratios displayed in the figure do not depend on α+ and α− separately,
but only on α. In both panels, both loci have the step sizes β± = α±, so that selection
on homozygotes is equally strong at both loci.
We conjecture that J is always positive. This conjecture is based on a proof for
loci of equal effects without dominance (Appendix A.5.1) and comprehensive numerical
evaluation of J (e.g., Figs. A.2 and 5).
Figure 5 illustrates the effects of dominance on J = J(hA, hB) for loci of equal effects
(panel A) and for the case where only locus B exhibits dominance (panel B). Panel A is
analogous to Fig. 3 and shows that J depends on h in a qualitatively different way than
p′(0). If dominance is absent at locus A, dominance at locus B affects the steepness
s(pA) in (4.60) as depicted by Fig. 5B. For loci of equal effects and in the absence of
dominance, Fig. A.1 displays the ratio p′A(0)/s(pA) as a function of α+ for given step
size α+ + α− and three (large) recombination rates.
We conclude that the global measure s(pA) for the steepness has properties very
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similar to the slope p′A(0) if there is no dominance. In the presence of dominance, the
steepness s(pA) depends on the degree of dominance and therefore reflects its effects
much better than the slope. This is most conspicuous if the ‘primary’ locus (here, A)
exhibits dominance because in this case the slope in the center is independent of hA.
The indirect effects of dominance at a loosely linked locus are weak; this is true for
both measures of steepness if both loci are under similarly strong selection. Of course,
if the second locus is under much stronger selection than the first, then dominance at
this locus may have a bigger effect on the first locus.
5 No recombination
If recombination is absent (ρ = 0), the system of partial differential equations (2.1) for
the gamete frequencies becomes formally equivalent to a one-locus four-allele model in
which the gametes play the role of the alleles. With the fitness functions (2.10) and
the assumption (2.10c), one-locus theory (Section 3) implies that on each of the edges
(pi + pj = 1, i 6= j) of the state space there exists a unique cline.
By our assumptions, AB is the gamete with highest fitness (α+ + β+) if x ≥ 0 and
that with lowest fitness (−α− − β−) if x < 0, whereas ab is the gamete with lowest
fitness (−α+ − β+) if x ≥ 0 and that with highest fitness (α− + β−) if x < 0. The
gametes Ab and aB have intermediate fitness everywhere. We conjecture that the cline
formed by the gametes AB and ab (satisfying p2 = p3 = 0, p1 > 0, p4 > 0) is globally
asymptotically stable. The frequency p1 of gamete AB of this cline is obtained from
the one-locus formula (3.29) by substituting in (3.30) α+ + β+ for α+, and α− + β− for
α−. Then the two-locus cline, denoted by pAB = (pA, pB, D), satisfies pA = pB = p1
and D = p1(1− p1).
This conjecture is supported by Corollary 4.7 of Lou and Nagylaki (2004) which
implies global stability for an analogous model defined on a bounded domain if λ is
sufficiently large. Because ρ = 0, Lemma 2.3(iii) shows that if our cline pAB is globally
asymptotically stable for one value of λ, then it is globally asymptotically stable for
every λ > 0. Numerical integration of the time-dependent equation (2.6) also supports
this conjecture.
In principle, a regular perturbation analysis of the equilibrium pAB can be performed
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to obtain an approximation of the two-locus cline for small values of ρ. This leads to
a system of three coupled linear PDEs that seems to be difficult to analyze. In fact,
already for a continent-island model (Bu¨rger and Akerman 2011) and a two-deme model
(Akerman and Bu¨rger 2014), the resulting approximations were very complicated and
not immediately intuitive.
6 Numerical results for arbitrary recombination
Here, we present numerical results to (i) test the accuracy of the approximation for
the cline (pA, pB, D) derived in Theorem 4.1, and to (ii) illustrate the dependence of
the properties of the two-locus cline on the recombination rate over the full range of
recombination rates
Stationary solutions were obtained by numerical integration of the system (2.6) of
partial differential equations from given initial conditions. We used the Mathemat-
ica function NDSolve with sufficiently small values of MaxStepFrac (mostly = 0.0005).
We solved this system for (x, t) ∈ [−L,L] × [0, T ], where for given parameters λ
(usually λ = 1), α±, and β±, the lengths T and L of the time and spatial inter-
vals were chosen sufficiently large in the following sense. T was chosen such that
max−L≤x≤L |pA(x, T )− pA(x, T/2)| < 5 × 10−7 (and analogously for pB). Our choice
of L yields max−2L/3≤x≤2L/3 |pA(x, T, ρ =∞)− P (x)| < 1.2 × 10−3, where P (x) is the
analytically calculated cline of the one-locus case (and analogously for pB). We im-
posed zero-flux boundary conditions; cf. (2.9). Deviations of the numerically computed
solution on [−L,L] from the analytical solution on R close to the boundaries of this
interval cannot be minimized arbitrarily because on a finite interval stationary allele
frequencies are always strictly positive at the boundary. Values of T and L are given
in the figure legends.
The reader may recall from (2.7) that we use scaled parameters, i.e., ρ = rλ = 2r/σ2
is the recombination rate relative to the diffusion constant d = 1/λ = 1
2
σ2, which is
half the migration variance. Following (3.23), we use the harmonic mean of α+ and
α−, H(α+, α−), as a measure for the selection intensity (before scaling by d). Then the
ratio of recombination rate to selection intensity at locus A is
r
H(α+, α−)
=
1
λH(α+, α−)
. (6.1)
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Figure 6: Accuracy of the first-order perturbation p(x) in the absence of dominance
(hA = hB = 0). The selection parameters are λ = 1, α+ = β+ = 0.4, α− = β− = 1.6.
Because the loci are equivalent, p(x) (dashed black line) was computed from the explicit
formulas given in Theorem 4.6. The solid lines shows [pA(x) − P (x)]/, where pA(x)
and P (x) were obtained by numerical integration as described in the main text. We
chose T = 100 and L = 12. The ordering of lines in the legend coincides with their
order near x = −1.
We expect that the strong-recombination approximation derived in Section 4 is accurate
if this ratio is sufficiently bigger than 1. For the parameters in Figs. 6 and 7, we obtain
r/H(α+, α−) = 25/(16) = 0.5625/. For those in Fig. 8, we obtain r/H(α+, α−) =
9/(8) = 1.125/ and r/H(β+, β−) = 15/(4) = 3.75/. Indeed, Fig. 9 shows that the
slope at the center of the allele-frequency clines is reasonably well approximated by the
weak-recombination approximation if r/H & 1.
6.1 Accuracy of the strong-recombination approximation
For a range of (scaled) recombination rates ρ = 1/, Fig. 6 compares the analytical
approximation p(x) from Theorem 4.1 with 1

(pA(x) − P (x)), where pA(x) and P (x)
where obtained by numerical integration of the PDE as described above. Here, the loci
are equivalent and dominance is absent. Qualitatively similar results were found for
a variety of parameter combinations including strong dominance and loci of different
effects. If the selection strength is similar to that in Fig. 6, then the accuracy of the
approximation p(x) to 1

(pA(x)− P (x)) is also similar to that in the figure (results not
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Figure 7: Accuracy of the first-order perturbation d(x) in (4.6) of D(x). The latter
was obtained by numerical solution of (2.6). Solid lines show the true D(x), dashed
lines the corresponding approximation d(x). The selection parameters are as in Fig.
6. We chose T = 100 and L = 12.
shown).
Figure 7 shows D(x) and its approximation d(x) in (4.6). Whereas D(x) has a
continuous first derivative at x = 0, d(x) has not. Also recall from Sect. 2 that D(x)
has different one-sided second derivatives at x = 0. Note that in contrast to its approx-
imation d(x), D(x) is in general not maximized at x = 0.
6.2 Dependence of the two-locus cline on the recombination
rate
To investigate the dependence of the shape of two-locus clines on the recombination
rate for given parameters α±, β±, it is sufficient to vary ρ and keep λ constant. This
follows from the scaling property (2.15).
Figure 8 illustrates the dependence on the scaled recombination rate ρ of the clines
in allele frequencies at each locus and of the linkage disequilibrium between the loci.
As already shown by Slatkin (1975), stronger linkage has a stronger effect on the shape,
in particular on the slope, of the cline at the locus under weaker selection. This is
in accordance with intuition because the locus under stronger selection exerts stronger
indirect selection on the weaker locus than vice versa.
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Figure 8: Dependence of clines in pA, pB, and D on the scaled recombination rate ρ.
The other parameters are λ = 1, α+ = 2, α− = 1.6, β+ = 0.4, β− = 0.8. For ρ = 0,
the maximum relative deviation on the interval [−8, 8] of the numerically calculated
pA = pB from the corresponding exact one-locus solution is < 2×10−5. For ρ = 105, the
maximum relative deviations on the interval [−8, 8] of pA and pB from the corresponding
exact one-locus solutions are about 8× 10−4 and 2.5× 10−3, respectively. The ordering
of lines in the legend coincides with their order for x > 0 in the same panel and with
the order in the bottom panel. We chose T = 200 and L = 12.
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If the loci are unlinked (ρ→∞, black lines in Fig. 8), the width (3.24) of the cline
at locus A (B) is ωA = 3
√
3
2
≈ 2.598 (ωB = 3
√
5
2
≈ 4.743). For completely linked loci
(ρ = 0, green lines in Fig. 8), we obtain ωA = ωB =
√
5 ≈ 2.236 because the width
can be calculated from the added step-size parameters, i.e., α+ + β+ = α− + β− = 1.2
(Section 5). Indeed, most gene-frequency change at loci A and B occurs in the intervals
(−ωA, ωA) and (−ωB, ωB), respectively.
Figure 9 displays the slope in the center as a function of log10(ρ) for various pa-
rameter combinations. In particular, it compares analytical results from the strong-
recombination approximation with results obtained from numerical integration of the
PDE (2.6). The solid lines, based on the analytical approximation, always overesti-
mate the true slope (dots), but provide an accurate approximation if, approximately,
ρ >
√
10, i.e., log10(ρ) > 0.5. For small recombination rates, the approximation di-
verges, whereas the true slope approaches that of one-locus clines with values α+ + β+
and −(α− + β−) for the step function (dashed horizontal lines on the left).
7 Discussion
The shape of a cline in allele, genotype, or phenotype frequencies has many determi-
nants. Among these are the migration distribution, the spatial dependencies of fitnesses,
but also dominance relations among alleles and linkage to other loci under selection.
In this paper, we focus on the latter two and base our analysis on a simple but clas-
sical scenario for migration and selection (Haldane 1948; Slatkin 1973, 1975; Nagylaki
1975). We model migration by homogeneous, isotropic diffusion on the real line and let
selection act additively on two loci, A and B, such that in one region (x ≥ 0) one allele
at each locus (A1, B1) is advantageous, whereas in the other region (x < 0) the other
allele (A2, B2) is advantageous. We admit arbitrary intermediate, spatially independent
dominance at both loci, and we assume that the two loci are recombining. Therefore,
linkage disequilibrium is generated. We start with a summary of main results.
We studied the non-constant stationary, or equilibrium, solutions of the system (2.6)
of partial differential equations for the allele frequencies and the linkage disequilibrium.
This system is obtained from the original set of differential equations (2.1) for the
gamete frequencies (Slatkin 1975) by transforming the variables and rescaling time and
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Figure 9: Slope of allele-frequency clines in the center as a function of the (decadic)
logarithm of the recombination rate ρ. Black and orange solid lines show p′A(0) =
P ′(0)+ 1
ρ
p′(0) for the parameter combinations given in the legend (all with λ = 1), where
P ′(0) and p′(0) are calculated from (3.16) and (A.46). The blue solid line shows p′B(0)
and was calculated analogously. For the other parameter combination (orange line) loci
are equivalent, whence pB = pA. The ordering of lines in the legend coincides with their
order for log10(ρ) > 0. The dots are the slopes obtained from numerically computed
solutions of the PDE. The dashed horizontal lines on the right are for independent loci
(ρ→∞) and are computed from (3.16). The dashed horizontal lines on the left are for
ρ = 0 and are computed from (3.16) by using α+ + β+ and −(α− + β−) as values for
the step function (2.10a). The black dashed line on the left side is invisible because it
coincides with the blue one since the loci are equivalent.
parameters appropriately; see (2.7). The equilibrium equations resulting from system
(2.6) are a special case of a multilocus cline model developed by Barton and Shpak
(2000).
Already Haldane showed that the slope of the cline in the center, i.e., at the environ-
mental step, is proportional to the square root of the ratio of the selection coefficient
and the migration variance. Therefore, the slope of the cline or its inverse, the width,
can be used to infer the selection intensity if an estimate of the migration variance is
available. Haldane’s results reveal that the asymptotic behavior of the clines for no or
complete dominance differ drastically; see also Nagylaki (1975), who concentrated on
semi-infinite clines, or an environmental pocket.
In generalization of Haldane’s work, we derived an explicit solution for the single-
locus cline with dominance (Theorem 3.2). It shows that the slope of the cline in the
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center, P ′(0), is independent of the degree of dominance (eq. (3.16) and Figure 1).
Since we admit non-symmetric selection, i.e., the selection strength in the two regions
may differ, the appropriate measure of selection intensity is the harmonic mean of the
step sizes (α+, α−; eq. 2.10a). Slatkin’s (1973) characteristic length for allele-frequency
variation and the width of a cline are generalized accordingly (Remark 3.4).
The asymptotic behavior of the single-locus cline follows immediately from the ex-
plicit representation in (3.10) and is given by eqs. (4.22). The approach to constancy
(to 0 as x → −∞, to 1 as x → +∞) is exponential, except when dominance is com-
plete. Then the approach is inverse quadratic in the region where the advantageous
allele is recessive. In the general case, the exponent of the exponential that describes
convergence as x → ±∞ is a±
√
1∓ h, where h is the dominance coefficient and a± is
the square root of the ratio of step size to half the migration variance; see eqs. (3.5a)
and (2.7). Therefore, strong dominance does have a strong effect on the asymptotic
properties of the cline. This is also reflected by a global measure for the steepness of a
cline, which is investigated in Section 4.5; cf. Figure 4.
Sections 4, 5, and 6 are primarily dedicated to the exploration of the influence of
linkage on the shape of two-locus clines. Most of the analysis is performed for arbi-
trary intermediate dominance. Our main result is Theorem 4.1. For strong recombi-
nation relative to selection and diffusion, it provides the approximations for the clines
of (marginal) one-locus allele frequencies and of the linkage disequilibrium. In other
words, the quasi-linkage-equilibrium approximation of the two-locus cline is derived.
The allele-frequency cline at locus A is pA ≈ P + (1/ρ)p, where P is the single-locus
cline at A. The perturbation term p is the solution of the linear second-order differential
equation (4.7) and can be obtained by integration; see (4.8), (4.9), (4.10). The linkage
disequilibrium is approximately (1/ρ)d(x), where d(x) is given by (4.6).
Corollary 4.3 summarizes simple, general properties of the perturbation term p(x).
It shows that p′(0) is always positive. Hence, the cline gets steeper in the center with
tighter linkage, as is expected intuitively (see Slatkin 1975 and Barton 1983). Depending
on the parameters, p(0) can be positive, negative, or zero. In fact, p(x) can be positive
on the real line, negative, or change sign once (Figure 2). Thus, linkage to other loci
may affect the shape of the allele-frequency clines in complex ways. We also note that,
in contrast to P ′(0), p′(0) does depend on dominance, although only weakly.
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If multiple additive loci contribute to fitness, then terms resulting from all pairwise
and high-order linkage disequilibria have to be added to the right-hand side of the differ-
ential equations for the allele frequencies, i.e., to (2.6a) and the corresponding equations
for the other loci. If recombination is strong, only pairwise linkage disequilibria will
matter and the equilibrium equations for the allele frequencies will have the same form
as eqs. (24) and (25) in Barton and Shpak (2000). Also differential equations for the
linkage disequilibria can be deduced. A quasi-linkage-equilibrium approximation for
the pairwise linkage disequilibria was derived by Barton and Shpak (2000). As already
noted above, our equation (4.6) is a special case of their equation (15). Putting all
this together, a multilocus generalization of the second-order differential equation (4.7)
for the perturbation term p(x) in (4.2) can be derived. This has a more complicated
inhomogeneous term, resulting from all pairwise linkage disequilibria, and is awaiting
analysis. Based on the investigation of Barton (1983) of a model with hybrid inferiority
(and spatially uniform selection), we expect that the cumulative effect of many loci may
considerably steepen the allele-frequency clines.
In Section 4.3, we derived the asymptotic properties of the perturbation term p(x)
and of the quasi-linkage-equilibrium approximation of pA. Proposition 4.4 shows that,
unless there is complete dominance, pA approaches constancy (0 or 1) as x → ±∞ at
the same exponential rate as the single-locus cline P . What differs is the multiplicative
factor in front of the exponential, which depends on the recombination rate and the
other parameters. This factor may increase or decrease with ρ (4.28).
For equivalent loci, we calculated an explicit expression for p(x), which is relatively
simple if dominance is absent (Theorem 4.6), but complicated in general (Appendix
A.3). For the slope p′(0) and the value p(0) simple expressions are obtained if there
is no dominance (Corollary 4.8), and somewhat more complicated expressions if there
is dominance (Corollary A.2). They all are easily evaluated numerically and provide
insight into the effects of dominance on the slope in the center of two-locus clines (Figure
3). These corollaries also show that for equivalent loci, p(x) changes sign once and is
positive for large x, and negative for small x. Therefore, pA(x) ≈ P (x) + (1/ρ)p(x) >
P (x) holds above a threshold, and pA(x) < P (x) below that threshold.
In Section 4.5, we studied the global, cumulative measure of steepness s(P ) in (4.54).
It is the square of a measure investigated by Liang and Lou (2011). For a quite general
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one-locus cline model on a bounded domain, these authors had shown that this mea-
sure is a strictly monotone increasing function of λ, i.e., stronger selection or weaker
migration increase the steepness of the cline. This is also true in our setting, and (4.55)
quantifies the dependence of s(P ) on λ. In contrast to the slope in the center, this cu-
mulative measure depends on dominance, although in a complicated way (A.32). This
is visualized in Figure 4.
For two recombining loci, we showed that an increase in the strength of selection
causes an increase in the steepness s(pA) of the one-locus cline pA (4.63). Moreover,
this increase is stronger the smaller the recombination rate ρ is. We conjecture, but
could not prove, that s(pA) increases if ρ decreases. This conjecture is supported by
numerical evaluations (e.g., Figures A.2 and 5) and by a proof for the case of loci of
equal effects without dominance (Appendix A.5.1). In summary, the dependence of the
global measure s(pA) on the parameters is qualitatively the same as that of the slope in
the center, p′A(0), if there is no dominance. However, in contrast to the slope, which is
a local measure, the global measure reflects the influence of dominance. The advantage
of the slope in the center is that it will be easier to estimate in practice.
In Section 5, we briefly treated the case of no recombination, when the model becomes
formally equivalent to a one-locus four-allele system. We conjecture that the cline
formed by the gametesAB and ab is globally asymptotically stable, i.e., the intermediate
gametes Ab and aB are eventually lost. This cline can be computed from the one-locus
formula (3.29). For weak migration, stability of this cline was proved for a finite number
of demes (Akerman and Bu¨rger 2014) and also for a bounded continuous habitat (Su and
Bu¨rger, unpublished). For strong migration, clines usually vanish in bounded discrete
or continuous habitats (see below).
Finally, in Section 6, we solved the system (2.6) of PDEs numerically to (i) check
the accuracy of our quasi-linkage-equilibrium approximation (Section 6.1, Figures 6
and 7) and to (ii) explore the whole range of possible recombination rates (Section 6.2,
Figures 8 and 9). The latter results complement and extend findings by Slatkin (1975)
for essentially the same model, and by Barton (1983, 1999), Barton and Shpak (2000),
and Geroldinger and Bu¨rger (2015) for related models, who showed numerically that
tighter linkage steepens clines (in allele frequency or mean phenotype) and increases
linkage disequilibrium. Unfortunately, no general theory is currently available to prove
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or quantify these findings for arbitrary recombination.
The model investigated in this paper assumes that the habitat is unbounded and, in
particular, that each allele is advantageous in an unbounded region (of infinite measure).
As a consequence, a cline exists for arbitrarily strong migration relative to selection.
However, as the migration variances increases, the cline becomes increasingly flatter.
In our model, this follows easily from the scaling, or invariance, properties derived in
Lemma 2.3; for the single-locus case, see also Remark 3.4. For very general fitness func-
tions, but still assuming that each allele is advantageous in an unbounded region, Conley
(1975) and Fife and Peletier (1977) proved that clines generally exist independently of
the strength of migration. As shown by Nagylaki’s (1975) analysis of an environmental
pocket, an allele that is favored in a bounded region and disadvantageous in unbounded
region will be lost under sufficiently strong migration. This is in line with the appar-
ently generic property of migration-selection models on bounded domains that clinal or,
more general, genetic variation can be maintained only if selection is sufficiently strong
relative to migration. Otherwise, i.e., below a threshold value of the ratio of selection
intensity to migration rate, the type with the highest spatially averaged fitness will
swamp the whole population. For recent reviews of cline models, we refer to Nagylaki
and Lou (2008) and Lou et al. (2013), and for reviews of models with discrete demes
to Lenormand (2002), Nagylaki and Lou (2008), and Bu¨rger (2014).
We conjecture that for the present step environment on the real line, the two-locus
cline exists, is unique, and globally asymptotically stable for all parameter combinations
satisfying our assumptions. Our conjecture is based on the invariance property derived
in Lemma 2.3 and the apparent existence and stability for strong recombination and
arbitrary λ (Theorem 4.1).
Lenormand et al. (1998) estimated the migration variance and the selection pressure
from geographic gradients (clines) in allele frequencies at two loosely linked insecti-
cide resistance loci in the mosquito Culex pipiens pipiens. Their simulation results
showed that different hypotheses of dominance (recessiveness, no dominance, complete
dominance) do not have an important effect on the estimates of migration variance,
whereas the recombination rate has a significant effect. Our study provides analytical
support for their finding. However, our model is not directly applicable to the case
study of Lenormand et al. because their organisms are adapted to an environmental
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pocket. Then the slope of the cline at the transition between the environments and the
maximum allele frequencies are needed to estimate the migration variance (selection
intensity) if independent estimates of the selection intensity (migration variance) are
available (Nagylaki 1975). It would be of interest to extend the present analysis to
study clines caused by environmental pocket. In particular, the effects of dominance
should be identifiable by studying the asymptotic properties of a cline (see Section 4.3)
or the global measure of steepness that was investigated in Section 4.5.
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A Appendix
A.1 Generality of the fitness scaling (2.2)
We assume absence of epistasis and assign spatially dependent fitnesses to one-locus
genotypes as follows:
AA Aa aa
2α1(x) α1(x) + α2(x) + hA(α1(x)− α2(x)) 2α2(x) , (A.1)
and analogously for the other locus. The dominance coefficient hA could also depend on
x, but in view of our applications, we assume constant dominance coefficients. There-
fore, suppressing the variable x, we obtain the genotypic fitnesses
BB Bb bb
AA 2α1 + 2β1 2α1 + β1 + β2 + hB(β1 − β2) 2α1 + 2β2
Aa
{
α1 + α2 + 2β1
+hA(α1 − α2)
{
α1 + α2 + β1 + β2
+hA(α1 − α2) + hB(β1 − β2)
{
α1 + α2 + 2β2
+hA(α1 − α2)
aa 2α2 + 2β1 2α2 + β1 + β2 + hB(β1 − β2) 2α2 + 2β2
.
(A.2)
Because in the continuous-time model (2.1a), the same function of x can be added
to all genotypic fitness functions wij(x) without changing the dynamics, we subtract
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α1 + α2 + β1 + β2 from all entries in (A.2) and obtain
BB Bb bb
AA α1 − α2 + β1 − β2 α1 − α2 + hB(β1 − β2) α1 − α2 − β1 + β2
Aa hA(α1 − α2) + β1 − β2 hA(α1 − α2) + hB(β1 − β2) hA(α1 − α2)− β1 + β2
aa −α1 + α2 + β1 − β2 −α1 + α2 + hB(β1 − β2) −α1 + α2 − β1 + β2
.
(A.3)
Defining
α(x) = α1(x)− α2(x) and β(x) = β1(x)− β2(x) , (A.4)
we arrive at (2.2).
Assuming that αi(x) and βi(x) are step functions with a single step at x = x0, and
that A and B are advantageous on [x0,∞) and disadvantageous on (−∞, x0), we obtain
the assumptions (2.10) and (2.10c). Without loss of generality, we choose x0 = 0.
A.2 The integrals in (4.9)
We show that the integrals occurring in the definition (4.9) of k±(x) can be obtained
by one-fold integration. We define
ψ+(x) =
∫ x
0
1
[P ′(y)]2
dy and ψ−(x) = −
∫ 0
x
1
[P ′(y)]2
dy . (A.5)
Lemma A.1.∫ x
0
I+(y)
[P ′(y)]2
dy = ψ+(x)I+(x) +
∫ x
0
ψ+(y)[P
′(y)]2Q′(y)[1 + hB − 2hBQ(Y )] dy if x ≥ 0 ,
(A.6a)∫ 0
x
I−(y)
[P ′(y)]2
dy = −ψ−(x)I−(x)−
∫ 0
x
ψ−(y)[P ′(y)]2Q′(y)[1 + hB − 2hBQ(Y )] dy if x ≤ 0 ,
(A.6b)
where
ψ±(x) = ψ˜±(x)− ψ˜±(0) , (A.7)
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and
ψ˜+(x) =
1
72a3+(1− hA)7/2
{
12xa+
√
1− hA(5− 21hA + 36hA)2
+
1
Z+ − (1 + 3hA)Z−1+
[
Z3+ + 16(1− 3hA)Z2+
− 3(1 + 3hA)−1(43− 126hA + 51h2A + 288h3A + 432h4A)Z+
− 32(1− 3hA)(5− 3hA + 18h2A)− (1 + 3hA)2Z−1 + 16(1− 3hA)(1 + 3hA)2Z−2
+ (1 + 3hA)
3Z−3
]}
if x ≥ 0 , hA < 1 , (A.8a)
ψ˜−(x) =
1
72a3−(1 + hA)7/2
{
12a−
√
1 + hA(5 + 21hA + 36hA)
2
+
1
(1− 3hA)Z− − Z−1−
[
(1− 3hA)3Z3− + 16(1 + 3hA)(1− 3hA)2Z2−
− 3(43 + 126hA + 51h2A − 288h3A + 432h4A)Z−
− 32(1 + 3hA)(5 + 3hA + 18h2A)− (1− 3hA)Z−1 + 16(1 + 3hA)Z−2
+ Z−3
]}
if x ≤ 0 , hA > −1 . (A.8b)
We recall that Z± is defined in (3.9).
Proof. The equations (A.6) follow immediately by partial integration because ψ±(0) = 0
and I±(0) are finite. Equations (A.8) were derived with the help of Mathematica. They
can be checked by differentiation.
Expressions for hA = ±1 are available in a Mathematica notebook.
A.3 Explicit solution for equivalent loci with dominance
We assume b± = a± and −1 < h = hA = hB < 1. Under these assumptions, we can
calculate the first-order term p(x) of pA(x) explicitly. In the following, we provide the
most important steps of the derivation. Our main result are equations (A.20), which
present k±(x). Together with (4.8), they provide p(x). Corollary A.2 gives explicit
expressions for p(0) and p′(0). The dependence of p′(0) on the degree of dominance is
analyzed thereafter.
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A.3.1 Derivation of k±(x)
First, we compute I+(x) in (4.4). Therefore we need to evaluate integrals of the form∫∞
x
[f ′(y)]3[1 + h− 2hf(y)] dy, where
f ′′(x) = a1f(x) + a2f(x)2 + a3f(x)3. (A.9)
With f(x) = P (x), (3.2a) yields
a1 = −a2+(1 + h) , a2 = a2+(1 + 3h) , a3 = −2a2+h . (A.10)
We start with the following simple observations:[
(f ′)2
]′
= 2f ′(a1f + a2f 2 + a3f 3) , (A.11a)[
f(f ′)2
]′
= 2f ′(a1f 2 + a2f 3 + a3f 4) + (f ′)3 , (A.11b)∫ ∞
x
f(y)nf ′(y) dy =
1
n+ 1
(1− f(x)n+1) . (A.11c)
The first two identities follow from (A.9), and the last from one-fold partial integration
and the boundary condition f(∞) = 1.
Therefore, we obtain by one-fold partial integration and the boundary condition
f ′(∞) = 0:∫ ∞
x
[f ′(y)]3 dy = −f(x)[f ′(x)]2 − 2
(a1
3
+
a2
4
+
a3
5
)
+ 2f(x)3
(
a1
3
+
a2f(x)
4
+
a3f(x)
5
)
, (A.12a)∫ ∞
x
[f ′(y)]3f(y) dy = −f(x)2[f ′(x)]2 − 2
(a1
4
+
a2
5
+
a3
6
)
+ 2f(x)3
(
a1
4
+
a2f(x)
5
+
a3f(x)
6
)
−
∫ ∞
x
[f ′(y)]3f(y) dy .
(A.12b)
By collecting terms and substituting (A.10), we arrive at∫ ∞
x
[f ′(y)]3[1 + h− 2hf(y)] dy = a
2
+
30
(1− f)2[5(1 + 2f + 3f 2)
+ h(1 + 2f + 3f 2 − 36f 3)− 20h2(1− f)f 3]− f(1 + h− hf)(f ′)2 , (A.13)
where on the right-hand side we abbreviated f(x) by f . With f(x) = P (x) and (3.10),
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(A.13) yields
I+(x) =
72a2+(1− h)5
5
[
Z+ + 2(1− 3h) + (1 + 3h)Z−1+
]6[5Z3+ + 15Z2+ + (15− 27h)Z+
+ 2(5− 27h− 54h2) + 3(1 + 3h)(5− 9h)Z−1+ + 15(1 + 3h)2Z−2+
+ 5(1 + 3h)3Z−3+
]
if x ≥ 0 , (A.14a)
I−(x) =
72a2−(1 + h)
5
5
[
(1− 3h)Z− + 2(1 + 3h) + Z−1−
]6[5(1− 3h)3Z3− + 15(1− 3h)2Z2−
+ 3(1− 3h)(5 + 9h)Z− + 2(5 + 27h− 54h2) + 3(5 + 9h)Z−1−
+ 15Z−2− + 5Z
−3
−
]
if x < 0 , (A.14b)
where the expression for I−(x) follows from an analogous computation using the bound-
ary conditions at −∞.
At x = 0, these expressions simplify to
I+(0) =
a2+
30
(1− a0)3[5(1 + a0) + h(1− 7a0 − 14a20) + 10h2a30] , (A.15a)
I−(0) =
a2−
30
a30[5(2− a0) + h(20− 35a0 + 14a20) + 10h2(1− a0)3] . (A.15b)
With (A.15), we obtain from (4.10),
k0 =
1
5
√
3
√
a2+ + a
2−[1− h(2a0 − 1)]
×
(
a3+(1− a0)2
a−a0
[5(1 + a0) + h(1− 7a0 − 14a20) + 10h2a30]
− a
3
−a
2
0
a+(1− a0) [5(2− a0) + h(20− 35a0 + 14a
2
0) + 10h
2(1− a0)3]
)
(A.16a)
=
a+(1− a0)
5
√
3
√
1 + 2a0 − 3ha20[3− 2a0 + 3h(1− a0)2][1− h(2a0 − 1)]
×
[
10(2a0 − 1)− 2h(10− 37a0 + 37a20) + h2(2a0 − 1)(10− 43a0 + 43a20]
+ 3h3a0(1− a0)(3− 10a0 + 10a20)
]
, (A.16b)
where the second equality is obtained by using (3.8) to express a− in terms of a+ and
a0.
We note that
∂k0
∂h
∣∣∣
h=0
= a+
a0(1− a0)(2− 61a0 + 88a20 − 44a30)
5
√
3(3− 2a0)2(1 + 2a0)3/2
. (A.17)
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This is negative if a0 & 0.0345.
Defining
ϕ+(z) =
√
1− h
[
(7 + 9h)z−1 + 8
(1 + 3h)z−1 − z −
10(1− 3h+ (1 + 3h)z−1)
z + 2(1− 3h) + (1 + 3h)z−1
]
, (A.18a)
ϕ−(z) =
√
1 + h
[
(7− 9h)z + 8
z−1 − (1− 3h)z +
10(1 + 3h+ (1− 3h)z)
z−1 + 2(1 + 3h) + (1− 3h)z
]
, (A.18b)
the following indefinite integrals can be written as
15a+
∫ x I+(y)
[P ′(y)]2
dy = ϕ+(Z+) +
4√
h
arctan
(
Z+ + 1− 3h
3
√
1− h√h
)
− 2pi sgnh√
h
if x ≥ 0 ,
(A.19a)
15a−
∫ x I−(y)
[P ′(y)]2
dy = ϕ−(Z−) +
4√
h
arctanh
(
Z−1− + 1 + 3h
3
√
1 + h
√
h
)
+
2ipi√
h
if x < 0 .
(A.19b)
These integrals can be found with Mathematica after rearranging terms. Checking
by differentiation is easily done in Mathematica. We note that (A.19b) is obtained
from (A.19a) by the joint substitutions Z+ → Z−1− , a+ → a−, and h → −h. The
constants 2pi sgnh√
h
and 2ipi√
h
were added only to have real-valued right-hand sides for every
h ∈ (−1, 1). (Note that the argument of arctanh is greater than 1 if h > 0, and
imaginary if h < 0.)
Then we obtain from (4.9),
k+(x) = k0 +
2a+
15
[ϕ+(Z+)− ϕ+(A+)]
+
8a+
15
√
h
[
arctan
(
Z+ + 1− 3h
3
√
1− h√h
)
− arctan
(
A+ + 1− 3h
3
√
1− h√h
)]
if x ≥ 0 ,
(A.20a)
k−(x) = k0 − 2a−
15
[ϕ−(A−)− ϕ−(Z−)]
− 8a−
15
√
h
[
arctanh
(
A−1− + 1 + 3h
3
√
1 + h
√
h
)
− arctanh
(
Z−1− + 1 + 3h
3
√
1 + h
√
h
)]
if x < 0 .
(A.20b)
Although the terms with arctan and arctanh are non-real for certain ranges of values
of h, their respective differences divided by
√
h are always real and finite. This follows
from the above comment or from the identity arctan z = −i arctanh(iz).
Combining (A.20) with (3.28), we find from (4.8) explicit, but complicated, expres-
sions for p(x).
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For the limits κ± = limx→±∞ k±(x), we obtain
κ+ = k0 − 2a+
15
ϕ+(A+) +
8a+
15
√
h
[pi sgnh
2
− arctan
(
A+ + 1− 3h
3
√
1− h√h
)]
, (A.21a)
κ− = k0 − 2a−
15
ϕ−(A−)− 8a−
15
√
h
[
arctanh
(
A−1− + 1 + 3h
3
√
1 + h
√
h
)
+
ipi
2
]
. (A.21b)
We note that (κ±)/a± depends only on a0 and h. It can be shown that lima0↑1
κ+
a+
= 0
and
lim
a0↓0
κ+
a+
=
2
√
3(1− 9h) + 9√1− h(1 + 7h)
45(1 + 3h)
− 8
15
√
h
[
arctan
(√
3(1− h) + 3(1− h)
3
√
1− h√h
)
− 2pi sgnh√
h
]
≥ 0 . (A.22)
We have shown numerically that κ+ > 0 whenever 0 < a0 < 1, and that κ+/a+ is
a decreasing function of a0 and of h. Similarly, κ− < 0 if 0 < a0 < 1, and κ−/a− is a
decreasing function of a0 and of h.
A.3.2 Properties of p(x)
Corollary 4.8 can be generalized as follows.
Corollary A.2. Let b± = a± and −1 < h = hA = hB < 1. Then p(x) has the following
properties:
(i)
p(0) =
a20(1− a20)(a2+ + a2−)
15[1 + (1− 2a0)h]
[
10(2a0 − 1)− 2(10− 37a0 + 37a20)h
+ (2a0 − 1)(10− 43a0 + 43a20)h2 + 3a0(1− a0)(3− 10a0 + 10a20)h3
]
. (A.23)
If h = 0, then p(0) ≷ 0 if and only if a0 ≷ 12 , which is the case if and only if a+ ≷ a−.
(ii)
p′(0) =
a+a−
√
a2+ + a
2−
5
√
3
a20(1− a20)[15 + 18(1− 2a0)h+ (3− 20a0 + 20a20)h2] , (A.24)
which is always positive, as in the general case.
(iii) The frequency p(x) changes sign once. If p(xk) = 0, then p(x) > 0 if x > xk
and p(x) < 0 if x < xk.
The proof is analogous to that of Corollary 4.3 and based on the expressions derived
in Section A.3.1.
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A.3.3 Dependence of the slope p′(0) on dominance
To indicate the dependence of the slope p′(0) on the dominance parameter h, we write
p′(0, h). Our aim is to investigate the ratio p′(0, h)/p′(0, 0). This has the advantage
that this ratio depends only on α˜ = α+/(α+ + α−), and not on α+ and α− separately.
Indeed, (A.24) implies
p′(0, h)
p′(0, 0)
(A.25)
=
a0(h, α˜)
2(1− a0(h, α˜))2[15 + 18h(1− 2a0(h, α˜)) + h2(3− 20a0(h, α˜) + 20a0(h, α˜)2)]
a0(0, α˜)2(1− a0(0, α˜))2 ,
where a0 depends on h and α˜; see (3.8).
Figure 3 displays p′(0, h)/p′(0, 0) as a function of h for different values of α˜. It
suggests that the minimum is obtained as either (h, α˜) → (−1, 0) or (h, α˜) → (1, 1),
and the maximum is obtained as (h, α˜)→ (1, 0) or (h, α˜)→ (−1, 1). We will show that
for every h ∈ (−1, 1),
4
5
<
p′(0, h)
p′(0, 0)
<
6
5
(A.26)
holds for every α˜.
First, we determine the limits α˜→ 0 and α˜→ 1, from which we obtain the minimum
and maximum values. Corollary 3.3(iv) informs us that for each given h, a0(h, α˜)
is a monotone increasing function of α˜; in addition, a0(h, α˜) → 0 as α˜ → 0 and
a0(h, α˜) → 1 as α˜ → 1. It is easy to show that if α˜ is sufficiently close to 0, then
a0(h, α˜) =
√
α˜/(3 + 3h) to leading order in α˜. Therefore, taking the limit α˜ → 0 in
(A.25), we obtain
p′(0, h)
p′(0, 0)
α˜→0−−→ 5 + h
5
. (A.27)
If α˜ is sufficiently close to 1, then a0(h, α˜) = 1−
√
α˜/(3− 3h) to leading order. Then,
taking the limit α˜→ 1 in (A.25), we obtain
p′(0, h)
p′(0, 0)
α˜→1−−→ 5− h
5
. (A.28)
We have not yet proved that p′(0, h)/p′(0, 0) is always between the bounds given by
(A.26). Figure 3 suggests that for every given h, p′(0, h)/p′(0, 0) is monotone in α˜, and
for every given α˜, p′(0, h)/p′(0, 0) is monotone in h. The first statements seems to be
true, but we cannot prove it. The second statement is valid if a0(h, α˜) <
1
35
(34−√421) ≈
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0.385; then p′(0, h)/p′(0, 0) is strictly monotone increasing in h. It is also valid if
a0(h, α˜) >
1
35
(1 +
√
421) ≈ 0.615; then p′(0, h)/p′(0, 0) is strictly monotone decreasing
in h. If 1
35
(34−√421) < a0(h, α˜) < 135(1 +
√
421), then p′(0, h)/p′(0, 0) is concave in h.
This follows from differentiation of (A.25) with respect to h, which yields
∂
∂h
p′(0, h, α˜)
p′(0, 0, α˜)
=
a0(h, α˜)
2(1− a0(h, α˜))2
a0(0, α˜)2(1− a0(0, α˜))2
× [33(1− 2a0(h, α˜)) + 9h− 70ha0(h, α˜)(1− a0(h, α˜))] , (A.29)
and straightforward analysis of the term in brackets. Therefore, critical points of
p′(0, h, α˜)/p′(0, 0, α˜) are on the curve given by equating this bracket to 0. Substituting
this curve into ∂
∂α˜
p′(0,h,α˜)
p′(0,0,α˜) shows that the only critical point in the interior is at h = 0 and
a0 = 1/2. The minima of the concave function h → p′(0, h, α˜)/p′(0, 0, α˜) are assumed
at h = −1 or h = 1, and these values lie within the bounds given by (A.26). Therefore,
we have shown (A.26).
A.3.4 No dominance
Let h = 0. Then, instead of (A.19), we obtain the much simpler expressions:∫ x I+(y)
[P ′(y)]2
dy =
1
a+
Z−1+ − 2
Z+ − Z−1+
if x ≥ 0 , (A.30a)∫ x I−(y)
[P ′(y)]2
dy =
1
a−
Z−1− − 2
Z− − Z−1−
if x < 0 . (A.30b)
These integrals can be obtained either by direct integration of I+(y)/[P
′(y)]2 if h = 0,
or from (A.19) by taking the limit h→ 0. Moreover, k0 (A.16a) simplifies to
k0 =
a4+(1− a0)3(1 + a0)− a4−a30(2− a0)√
3a+a−
√
a2+ + a
2−a0(1− a0)
(A.31a)
=
2a+(1− a0)(2a0 − 1)√
3
√
1 + 2a0(3− 2a0)
=
2a−a0(2a0 − 1)√
3
√
3− 2a0(1 + 2a0)
. (A.31b)
The expressions for k±(x) and κ± follow easily and are given in (4.49) and (4.51),
respectively.
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A.4 Steepness of single-locus clines
For the single-locus cline P (x) in (3.10), the integral (4.54) can be computed with
Mathematica. We assume −1 < h < 1. The steepness s(P ) is
s(P ) =
∫ ∞
0
[P ′(y)]2 dy +
∫ 0
−∞
[P ′(y)]2 dy , (A.32a)
where, after rearrangement,∫ ∞
0
[P ′(y)]2 dy = a+
{ √
1− h
9h2
[
A+ + 2(1− 3h) + (1 + 3h)A−1+
]3
×
[
(1− 9h2)A2+ + (5− 15h+ 117h2 − 189h3 + 162h4)A+
+ 2(1− 3h)(1 + 3h2)(5− 3h+ 18h2) + 2(1− 3h)2(1 + 3h)(5 + 6h+ 9h2)A−1+
+ (1− 3h)(1 + 3h)2(5− 3h+ 18h2)A−2+ + (1 + 3h)3(1 + 3h2)A−3+
]
+
1− 9h2
27h5/2
[
arctan
(
A+ + 1− 3h
3
√
1− h√h
)
− pi sgnh
2
]}
, (A.32b)
∫ 0
−∞
[P ′(y)]2 dy = a−
{ √
1 + h
9h2
[
(1− 3h)A− + 2(1 + 3h) + A−1−
]3
×
[
(1− 3h)3(1 + 3h2)A3− + (1− 3h)2(1 + 3h)(5 + 3h+ 18h2)A2−
+ 2(1− 3h)(1 + 3h)2(5− 6h+ 9h2)A− + 2(1 + 3h)(1 + 3h2)(5 + 3h+ 18h2)
+ (5 + 15h+ 117h2 + 189h3 + 162h4)A−1− + (1− 9h2)A−2−
]
+
1− 9h2
27h5/2
[
arctanh
(
A−(1− 3h) + 1 + 3h
3
√
1 + h
√
h
)
− arctanh
(
1 + 3h
3
√
1 + h
√
h
)]}
.
(A.32c)
Although these expressions are too complicated to yield analytical insight, they can be
computed readily. In the limit h→ 0, they simplify to∫ ∞
0
[P ′(y)]2 dy =
6a+(1 + 5A+ − 5A2+ + 15A3+)
5(1 + A+)5
, (A.33a)∫ 0
−∞
[P ′(y)]2 dy =
6a−A2−(15− 5A− + 5A2− + 15A3−)
5(1 + A−)5
. (A.33b)
Employing the substitutions (3.5d), we obtain∫ ∞
0
[P ′(y)]2 dy =
a+
15
[9− (2− a0)(1 + 2a0)
√
3
√
1 + 2a0] , (A.34a)∫ 0
−∞
[P ′(y)]2 dy =
a−
15
[9− (1 + a0)(3− 2a0)
√
3
√
3− 2a0] . (A.34b)
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We emphasize that taking the limits h→ 1 in (A.32b) or h→ −1 in (A.32c) does not
yield valid results. In fact, this is obvious from (3.5d) and (3.6).
For the rest of this subsection, we assume h = 0. To derive (4.56), we observe from
(3.30b) that
a+ = a0
√
3− 2a0
√
a2+ + a
2− . (A.35)
Because (3.30b) is equivalent to
(1− a0)2(1 + 2a0) = a
2
−
a2+ + a
2−
, (A.36)
we obtain
a− = (1− a0)
√
1 + 2a0
√
a2+ + a
2− . (A.37)
Substituting (A.35) and (A.37) into (A.34), we find (4.56).
There seems to be no simple representation of s(P ) in (4.56) solely in terms of a+
and a−. However, we found the following accurate approximation:
s(P ) ≈ 6− 2
√
6
5
√
H(a2+, α
2−) , (A.38)
where (6− 2√6)/5 ≈ 0.220 (results not shown). It is proportional to P ′(0) in (3.16).
To compare the global and the local measure of steepness of a cline, we assume that
λ and α+ +α−, or equivalently a2+ + a
2
−, are fixed but arbitrary. We already know that
then both P ′(0) and s(P ) are maximized at a+ = a−, or a0 = 12 , and are symmetric
about this value. From (3.16) we have P ′(0) = 1√
6
a+ if a+ = a−. Together with (4.57),
this yields
P ′(0)
s(P )
=
5
12
(2 +
√
6) ≈ 1.854 . (A.39)
Furthermore, starting from (3.16) and (4.56), straightforward calculations yield
lim
α+→0
P ′(0)
s(P )
=
5
23
(2 + 3
√
3) ≈ 1.564 (A.40)
and (4.58).
A.5 Steepness of two-locus clines
In the first subsection, we derive an explicit expression for the integral J in (4.61) for
loci of equal effects without dominance and show that J > 0. We also compare the two
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measures of steepness of pA, p
′
A(0) ≈ P ′(0) + 1ρp′(0) and s(pA) ≈ s(P ) + 2ρJ , and show
that their ratio varies only between narrow bounds.
In the second subsection, we provide a method for numerical computation of J in
the general case and apply it to support our conjecture that J is always positive.
A.5.1 Properties of J for loci of equal effects without dominance
We assume a± = b± and hA = hB = 0. We use partial integration and (3.2a) to obtain
J = −
∫ ∞
−∞
P ′′(x)p(x)dx
= λα+
∫ ∞
0
P (x)(1− P (x))p(x)dx− λα−
∫ 0
−∞
P (x)(1− P (x))p(x)dx . (A.41)
With the explicit expression for P (x) and p(x) given in Sects. 3 and 4, these integrals
can be computed:∫ ∞
0
P (x)(1− P (x))p(x)dx
=
54(3− 2a0)−
√
3
√
1 + 2a0(86− 127a0 + 114a20 − 77a30 + 22a40)
63(1 + 2a0)
(A.42)
and ∫ 0
−∞
P (x)(1− P (x))p(x)dx
=
54(1 + 2a0)−
√
3
√
3− 2a0(18 + 42a0 + 15a20 − 11a30 + 22a40)
63(3− 2a0) . (A.43)
Straightforward algebra using (3.30b), (A.36), and A0 = a
2
0(3−2a0) = 1− (1−a0)2(1+
2a0) = 1− (1− A0), yields
J =
√
2
21
λ3/2
(
α+ + α−
2
)3/2 [
18
(
A
3/2
0 + (1− A0)3/2
)
−
√
3
√
3− 2a0
√
1 + 2a0(6− 4a0 − 19a20 + 46a30 − 23a40)
]
. (A.44)
Obviously, J is proportional to λ3/2. Moreover, it is easily shown that J > 0 because
α+ > 0 and α− > 0. Indeed, as a function of a0, J is symmetric about a0 = 12 and is
maximized at a0 = 1/2, i.e., for symmetric selection (α+ = α−). Then it simplifies to
J =
1
56
(48− 19
√
6)(λα+)
3/2 , (A.45)
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Figure A.1: Comparison of measures of steepness of a cline. This figure shows
p′A(0)/s(pA) as a function of α+ for ρ = ∞ (independent loci), ρ = 20, and ρ = 10.
The loci have equal effects, λ = 1, and α+ + α− = 2. The slope p′A(0) ≈ P ′(0) + 1ρ p′(0)
is computed from (3.16) and (A.46), and the steepness s(pA) in (4.60) from (4.56) and
(A.44).
where 1
56
(48− 19√6) ≈ 0.0261. J is minimized and equals 0 if either a0 = 0 or a0 = 1,
i.e., if α+ = 0 or α− = 0, respectively (see also the more general Figure A.2).
Now, we compare the two measures of steepness of pA, p
′
A(0) ≈ P ′(0) + 1ρp′(0) and
s(pA) ≈ s(P ) + 2ρJ , for two loosely linked loci.
We assume that the loci are equivalent. Then we obtain from the first equality in
(4.53), by substituting (A.36) raised to the power 3/2,
p′(0) =
√
3√
8
λ3/2H(α+, α−)3/2
(3− 2a0)(1 + 2a0) . (A.46)
For fixed λ and α+ +α−, and considered as a function of a0 (or α+), p′(0) is symmetric
about a0 =
1
2
and maximized at a0 = 0. There it assumes the value
p′(0) =
1
8
√
3√
2
(λα+)
3/2 ≈ 0.153(λα+)3/2 , (A.47)
and it decays to zero as a0 → 0 or a0 → 1. From (A.45) we find that at a0 = 12 , or
α+ = α−,
p′(0)
2J
≈ 2.937 . (A.48)
However, we find that limα+→0
p′(0)
2J
= 0. Nevertheless, if 10−5 ≤ α+ ≤ 1− 10−5, then
2.406 <
p′(0)
2J
< 2.937 . (A.49)
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Figure A.2: The integral J in (4.61) as a function of various parameters. In both panels,
J is shown as a function of α+ for the constant step size α+ + α− = 2 and different
combinations of β+ and β−. In A, β+ + β− = 2 and β+ is varied from 0.05 to 1 in steps
of 0.05 (curves from bottom to top). In B, β− = 1 and β+ is varied from 0.05 to 1
in steps of 0.05 (curves from bottom to top). In both panels, λ = 1, and there is no
dominance, hA = hB = 0. Note that by (4.62), a change in λ affects all curves in the
same way.
Therefore, unless selection against one of the alleles essentially vanishes, p′(0)/(2J)
varies only between quite narrow bounds.
Figure A.1 displays the ratio p′A(0)/s(pA) as a function of α+ for given step size
α+ + α− and three values of recombination. For the dependence of the slope of a cline
on the recombination rate in its full range, we refer to Figure 9.
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A.6 Computation and properties of J in the general case
To compute the steepness of two-locsu clines in the general case, we use (4.60) and
evaluate J as follows:
J =
∫ ∞
−∞
P ′(x)p′(x) dx
= P (+∞)p′(+∞)− P (−∞)p′(−∞)−
∫ ∞
−∞
P (x)p′′(x) dx
= −
∫ ∞
−∞
P (x)p′′(x) dx , (A.50)
where we used the boundary conditions (4.3). Since p′′(x) satisfies (4.7), we obtain
−
∫ ∞
0
P (x)p′′(x) dx = a2+
∫ ∞
0
[1− 2P (x) + hA(1− 6P (x) + 6P (x)2)]P (x)p(x) dx
+ 2b2+
∫ ∞
0
P (x)P ′(x)Q′(x)(1 + hB − 2hBQ(x)) dx (A.51a)
and
−
∫ 0
−∞
P (x)p′′(x) dx = −a2−
∫ ∞
0
[1− 2P (x) + hA(1− 6P (x) + 6P (x)2]P (x)p(x) dx
− 2b2−
∫ ∞
0
P (x)P ′(x)Q′(x)(1 + hB − 2hBQ(x)) dx . (A.51b)
Both expressions can be computed numerically from the formulas given for P (x), P ′(x),
and p(x) in the main text. We used Mathematica for these evaluations.
In general, we cannot prove that J is always positive. In the absence of dominance,
multiplication of all four fitness effects (α±,β±) by the same positive constant c can
be compensated for by multiplying λ by c. Therefore, (4.62) shows that, up to a
multiplicative factor, J depends only on three independent parameters. In Figure A.2,
we fixed the step size α+ + α− and varied the other parameters as explained in the
legend. The figure suggests convincingly that J is always positive. Thus, as expected
from intuition, tighter linkage apparently always increases the measures s(pA) and s(pB)
of steepness of the allele-frequency clines. Based on additional numerical computations
for a wide variety of parameter combinations (not shown), we conjecture that J is
always positive.
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