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EXPLICIT INVERSIONS OF CERTAIN MATRICES II
RUIMING ZHANG
Abstrat. In this note, we apply kernel polynomials to nd the expliit in-
verses for some some Hankel matries assoiated with q-orthogonal polynomi-
als.
1. Introdution
In the theory of orthogonal polynomials, We ould alulate the determinants
of some Hankel matries one we know the three term reurrene relation for the
assoiated orthogonal polynomials and vie versa. It is well-known that the kernel
polynomials of the orthogonal polynomials enode important information about
the assoiated Hankel matries. These matries are generalizations of the Hilbert
matries. In this note we invert some Hankel matries assoiated with some q-
polynomials by using the kernel polynomials.
The rest of the introdution ould be found in [4℄, we opy it here for the onve-
niene of the reader.
Theorem 1.1. Given a probability measure µ on R with a support of innite many
points. Let us onsider the Hilbert spae of µ-measurable funtions
(1.1) X :=
{
f(x)|

|f(x)|2dµ(x) <∞
}
with the inner produt dened as
(1.2) (f, g) :=

f(x)g(x)dµ(x), f, g ∈ X .
Assume that {wn(x)}
∞
n=0 is a sequene of linearly independent funtions in X with
w0(x) = 1. Let
(1.3) αjk :=

wj(x)wk(x)dµ(x), j, k = 0, 1...,
(1.4) Πn :=


α00 α01 . . . α0n
α10 α11 . . . α1n
.
.
.
.
.
.
.
.
.
.
.
.
αn0 αn1 . . . αnn

 , n ∈ N ∪ {0} ,
and
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(1.5) ∆n := detΠn, n ∈ N ∪ {0} .
Then the n-th orthonormal funtion with positive oeient in wn(x) is given by
the formula
(1.6) pn(x) =
1√
∆n∆n−1
det


α00 α01 α02 . . . α0n
α10 α11 α12 . . . α1n
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
αn0 αn1 αn2 . . . αnn
w0(x) w1(x) w2(x) . . . wn(x)


for n ∈ N , with
(1.7) p0(x) = w0(x) = 1.
Furthermore, the oeient of pn(x) in wn(x) is
(1.8) γn :=
√
∆n−1
∆n
.
Proof. The proof is the same as for the ase wn(x) = x
n
, whih ould be found in
any orthogonal polynomials textbooks suh as [3℄. 
Corollary 1.2. For n ∈ N, we have
(1.9) ∆n =
n∏
k=1
1
γ2n
.
Proof. This is a trivial onsequene of (1.7) and (1.8). 
Lemma 1.3. Let
(1.10) kn(x, y) :=
n∑
k=0
pk(x)pk(y), n ∈ N ∪ {0} .
Then, for any π(x) in the linear span of {wk(x)}
n
0 , we have
(1.11)

π(x)kn(x, y)dµ(x) = π(y).
Proof. To see (1.11), just expand π(x) in pk(x), k = 0, 1 . . . , n. 
Lemma 1.4. For eah n ∈ N∪{0}, the funtion kn(x, y) satisfying (1.11) is unique.
Proof. Suppose there are two suh funtions hn(x, y) and kn(x, y) , then,
0 < ||hn(·, y)− kn(·, y)||
2
(1.12)
=(hn(·, y)− kn(·, y), hn(·, y)− kn(·, y))
=(hn(·, y)− kn(·, y), hn(·, y))− (hn(·, y)− kn(·, y), kn(·, y))
=0,
whih is a ontradition. 
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Lemma 1.5. Let
(βjk)0≤j,k≤n : = Π
−1
n , n ∈ N ∪ {0} .(1.13)
Then,
kn(x, y) =
n∑
j,k=0
βjkwj(y)wk(x).(1.14)
Proof. Let
f(x) =
n∑
k=0
ukwk(x),(1.15)
then,
(f(·),
n∑
j,k=0
βjkwj(y)wk(·))(1.16)
=
n∑
m=0
um(wm(·), k(·, y))
=
n∑
m=0
um
n∑
j,k=0
βjkwj(y)(wm, wk)
=
n∑
m=0
um
n∑
j=0
wj(y)
n∑
k=0
βjkαkm
=f(y).
By Lemma 1.4, we have
kn(x, y) =
n∑
j,k=0
βjkwj(y)wk(x).(1.17)

Corollary 1.6. The kernel in Lemma 1.3 is also given by
kn(x, y) = −
1
∆n
det


0 1 w1(y) · · · wn(y)
1 α00 α01 . . . α0n
w1(x) α10 α11 . . . α1n
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
wn(x) αn0 αn1 . . . αnn

(1.18)
for n ∈ N ∪ {0}.
Proof. Sine
kn(x, y) =
n∑
j,k=0
βjkwj(y)wk(x),(1.19)
with
(βjk)0≤i,j≤n = Π
−1
n .(1.20)
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Then,
βjk =
Πn(k, j)
detΠn
=
Πn(k, j)
∆n
,(1.21)
where Πn(k, j) is the (k, j)-th o-fator. Therefore,
kn(x, y) =
1
∆n
n∑
j,k=0
Πn(k, j)wj(y)wk(x).(1.22)
It is lear that
n∑
j,k=0
Πn(k, j)wj(y)wk(x) = −
∣∣∣∣∣ 0 (W(y))
T
W(x) Πn
∣∣∣∣∣ ,(1.23)
by diret determination expansion, whih is
kn(x, y) = −
1
∆n
∣∣∣∣∣ 0 (W(y))
T
W(x) Πn
∣∣∣∣∣ ,(1.24)
where
W(x) =


1
w1(x)
.
.
.
wn(x)

 ,(1.25)
and
(W(y))
T
=
(
1, w1(y) , · · · , wn(y)
)
.(1.26)

Lemma 1.5 enables us to ompute the inverse the Gram matrix in terms of the
orthonormal funtions {pn(x)}
∞
n=0.
Corollary 1.7. Assume that {wn(x)}
∞
n=0, {pn(x)}
∞
n=0 and Πn = (αjk)0≤j,k≤n as
in Theorem 1.1. Suppose we have two families of linear funtionals {uk}
∞
k=0 and
{vk}
∞
k=0 over the linear spae generated by {wn(x)}
∞
n=0 with
uj(wk) = δjk,(1.27)
and
vj(wk) = δjk(1.28)
for j, k = 0, 1, .... Then,
βjk =
n∑
m=0
uk(pm(x))vj(pm(y)),(1.29)
where
(1.30) (βjk)0≤j,k≤n = Π
−1
n .
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Proof. From Lemma 1.5, we have
(1.31)
n∑
j,k=0
βjkwj(y)wk(x) =
n∑
m=0
pm(y)pm(x).
Then we apply the funtional uj and vk both sides of the above equation, the laim
of the orollary follows. 
2. Main Results
As usual, [1, 2℄,
(a; q)∞ : =
∞∏
m=0
(1 − aqm), a ∈ C, q ∈ (0, 1),(2.1)
and
(a; q)m : =
(a; q)∞
(aqm; q)∞
, m ∈ Z.(2.2)
We will use the following short hand notations[
m
j
]
q
: =
(q; q)m
(q; q)j(q; q)m−j
, j ≤ m, j,m ∈ N ∪ {0} ,(2.3)
and
(a1, a2, ..., an; q)m : =
n∏
k=1
(ak; q)m, n ∈ N, m ∈ Z, a1, . . . , an ∈ C.(2.4)
The basi hypergeometri funtion rφs with omplex parameters a1, ..., ar; b1, ..., bs
is formally dened as
rφs
(
a1, ..., ar
b1, ..., bs
; q; z
)
:=
∞∑
m=0
(a1, ..., ar; q)m
(q, b1, ..., bs; q)m
(
(−1)nq(n−1)n/2
)s+1−r
zm.(2.5)
The q-binomial theorem is the following summation formula
(az; q)∞
(z; q)∞
=
∞∑
n=0
(a; q)n
(q; q)n
zn |z| < 1,(2.6)
and the Ramanujan 1ψ1 summation formula is
∞∑
n=−∞
(a; q)n
(b; q)n
zn =
(b/a, q, q/az, az; q)∞
(b, b/az, q/a, z; q)∞
, |
b
a
| < |z| < 1.(2.7)
Theorem 2.1. For n ∈ N ∪ {0}, the matrix(
(aq; q)j+k
(abq2; q)j+k
)n
j,k=0
(2.8)
has determinant
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det
(
(aq; q)j+k
(abq2; q)j+k
)n
j,k=0
(2.9)
=an(n+1)/2qn(n+1)(2n+1)/6
n∏
k=1
(q, aq, bq, abq; q)k
(abq, abq2, abq2, abq3; q2)k
.
The matrix (2.8) is invertible for
qk, aqk, bqk, abqk 6= 1, k ∈ N, a, q 6= 0,(2.10)
its inverse matrix (γjk)
n
j,k=0 has elements
γjk =
(−1)j+kq[j(j+1)+k(k+1)]/2
(aq; q)j(aq; q)k
(2.11)
×
n∑
m=max(j,k)
(1 − abq2m+1)(aq, abq; q)m
(1− abq)(q, bq; q)m(aqj+k+1)m
×
[
m
j
]
q
·
[
m
k
]
q
(abqm+1; q)j(abq
m+1; q)k.
Remark 2.2. Let a = b = 1 in (2.8), then take q → 1 we would get the lassial
Hilbert matrix.
Theorem 2.3. For n ∈ N ∪ {0} and q 6= 0, the matrix(
(qα+1; q)j+kq
−(j+k2 )
)n
j,k=0
(2.12)
has determinant
det
(
(qα+1; q)j+kq
−(j+k2 )
)n
j,k=0
=
∏n
k=1(q, q
α+1; q)k
qn(n+1)(4n−1)/6
.(2.13)
The matrix (2.12) is invertible for
−α /∈ N, qk 6= 1, k ∈ N,(2.14)
the inverse matrix (γjk)
n
j,k=0 has elements
γjk =
q[j(j−1)+k(k−1)]
(qα+1; q)j(qα+1; q)k
n∑
m=max(j,k)
(qα+1; q)m
(q; q)m
[
m
j
]
q
[
m
k
]
q
qm.(2.15)
In our last result, we use the following notations
x = ⌊x⌋+ {x} , x ∈ R, ⌊x⌋ ∈ Z, {x} ∈ [0, 1).(2.16)
Theorem 2.4. For n ∈ N ∪ {0} and q 6= 0, the matrix([
1 + (−1)j+k
]
2
q−(j+k)
2/4(q; q2)⌊ j+k2 ⌋
)n
j,k=0
(2.17)
has the determinant
det
([
1 + (−1)j+k
]
2
q−(j+k)
2/4(q; q2)⌊ j+k2 ⌋
)n
j,k=0
=
∏n
k=0(q; q)k
qn(n+1)(2n+1)/6
.(2.18)
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For
qk 6= 1, k ∈ N,(2.19)
the matrix (2.17) is invertible and has inverse


n∑
m=max(j,k)
[
m
j
]
q
[
m
k
]
q
(q, q2)⌊m−j2 ⌋
(q, q2)⌊m−k2 ⌋
cos (m−j)pi2 cos
(m−k)pi
2
(−1)m(q; q)mq
−m−(j2)−(
k
2)


n
j,k=0
.
(2.20)
3. Proofs
Given a polynomial f(x), we dene the q-dierene operator as [1, 2℄
(Dqf)(x) : =
f(x)− f(qx)
(1− q)x
.(3.1)
Let wk(x) := x
k
for k = 0, 1, .... then we have
Dqwn(x) =
1− qn
1− q
wn−1(x),(3.2)
and
[
Dkqwn(x)
]
x=0
=
(q; q)n
(1− q)n
δkn.(3.3)
For this polynomial sequene we take
uk(f(x)) : = vk(f(x)) :=
(1− q)k
(q; q)k
[
(Dkq f)(x)
]
x=0
,(3.4)
where f(x) is a polynomial in variable x.
3.1. Proof for Theorem 2.1. The little q-Jaobi polynomials {pn(x; a, b|q)}
∞
n=0
are dened as [1, 2℄
pn(x; a, b|q) : = 2φ1
(
q−n, abqn+1
aq
; q; qx
)
, 0 < q, aq, bq < 1(3.5)
for n ≥ 0, and we assume that
p−1(x; a, b|q) : = 0, p0(x; a, b|q) := 1.(3.6)
The little q-Jaobi polynomials {pn(x; a, b|q)}
∞
n=0 have the orthogonal relation
∞∑
k=0
(bq; q)k(aq)
k
(q; q)k
pm(q
k; a, b|q)pn(q
k; a, b|q) = hn(a, b|q)δmn(3.7)
for m,n ≥ 0 with
hn(a, b|q) : =
(abq2; q)∞
(aq; q)∞
(1− abq)(aq)n
(1 − abq2n+1)
(q, bq; q)n
(aq, abq; q)n
.(3.8)
The little q-Jaobi polynomials satisfy the following dierene relation
Dkq pn(x; a, b|q) =
qk(q−n; q)k(abq
n+1; q)k
(1− q)k(aq; q)k
pn−k(x; aq
k, bqk|q),(3.9)
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for n, k = 0, 1... and n ≥ k. The orthonormal polynomial
pn(x) =
(−1)npn(x; aq, bq|q)√
hn(a, b|q)
(3.10)
have the leading oeient
γn =
√
(aq; q)∞(abq, abq2, abq2, abq3; q2)n
(abq2; q)∞(q, aq, bq, abq; q)nanqn
2
(3.11)
for n = 0, 1....
The moments are given by the formula
µn =
∞∑
m=0
(bq; q)m(aq)
mqnm
(q; q)m
,(3.12)
or
(3.13) µn =
(abqn+2; q)∞
(aqn+1; q)∞
.
by using the q-binomial theorem.
For any n = 0, 1, ..., the matrix
Hn =
(
(abqj+k+2; q)∞
(aqj+k+1; q)∞
)n
j,k=0
(3.14)
has the determinant
det
(
(abqj+k+2; q)∞
(aqj+k+1; q)∞
)n
j,k=0
=
(
(abq2; q)∞a
n/2qn(2n+1)/6
(aq; q)∞
)n+1
(3.15)
×
∏ (q, aq, bq, abq; q)k
(abq, abq2, abq2, abq3; q2)k
,
or
det
(
(aq; q)j+k
(abq2; q)j+k
)n
j,k=0
= an(n+1)/2qn(n+1)(2n+1)/6(3.16)
×
n∏
k=1
(q, aq, bq, abq; q)k
(abq, abq2, abq2, abq3; q2)k
by applying Theorem 1.1.
Under the ondition 0 < q, aq, bq < 1, the elements of H−1n = (βjk)0≤j,k≤n are
given by
βjk =
qj+k(aq; q)∞
(abq2; q)∞
n∑
m=max(j,k)
(1− abq2m+1)(aq, abq; q)m
(1− abq)(aq)m(q, bq; q)m
(3.17)
×
(q−m; q)j(abq
m+1; q)j
(q; q)j(aq; q)j
(q−m; q)k(abq
m+1; q)k
(q; q)j(aq; q)k
for j, k = 0, 1, ..., n. Then, the matrix(
(aq; q)j+k
(abq2; q)j+k
)n
j,k=0
(3.18)
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has the inverse matrix (γjk)
n
j,k=0 with
γjk =
(−1)j+kq[j(j+1)+k(k+1)]/2
(aq; q)j(aq; q)k
(3.19)
×
n∑
m=max(j,k)
(1− abq2m+1)(aq, abq; q)m
(1− abq)(q, bq; q)m(aqj+k+1)m
×
[
m
j
]
q
[
m
k
]
q
(abqm+1; q)j(abq
m+1; q)k.
Sine the formulas (3.16), (3.18) and (3.19) ontain only rational funtions of a, b
and qk, k ∈ N, the original restritions in (3.5) ould be dropped and Theorem 2.1
follows.
3.2. Proof for Theorem 2.3. The q-Laguerre polynomials
{
L
(α)
n (x; q)
}∞
n=0
are
dened as [1, 2℄
L(α)n (x; q) : =
(qα+1; q)n
(q; q)n
n∑
k=0
(q−n; q)kq(
k+1
2 )(−x)kq(α+n)k
(q; q)k(qα+1; q)k
, q ∈ (0, 1), α > −1
(3.20)
for n ≥ 0, and we assume that
L
(α)
−1 (x; q) : = 0, L
(α)
0 (x; q) := 1.(3.21)
The q-Laguerre polynomials have an orthogonal relation
∞∑
k=−∞
qkα+k
(−cqk; q)∞
L(α)m (cq
k; q)L(α)n (cq
k; q) = hn(c, α|q)δmn(3.22)
for m,n = 0, 1, ... with
hn(c, α|q) : =
(q,−cqα+1,−c−1q−α; q)∞
(qα+1,−c,−c−1q; q)∞
(qα+1; q)n
(q; q)nqn
.(3.23)
The q-Laguerre polynomials satisfy the following dierene relation
DkqL
(α)
n (x; q) =
qkα+k
2
(1− q)k
L
(α+k)
n−k (q
kx; q)(3.24)
for n, k = 0, 1.... The orthonormal q-Laguerre polynomial
ℓn(x) : =
L
(α)
n (x; q)√
hn(c, α|q)
(3.25)
has the leading oeient
γn =
q(α+n+1/2)n√
(q, qα+1; q)n
√
(qα+1,−c,−c−1q; q)∞
(q,−cqα+1,−c−1q−α; q)∞
(3.26)
for n = 0, 1....
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The moments are given by
µn =
∞∑
k=−∞
cnqk(α+n+1)
(−cqk; q)∞
(3.27)
=
cn
(−c; q)∞
∞∑
k=−∞
(−c; q)kq
k(α+n+1),
whih ould be summed by the formula (2.7),
µn =
cn
(−c; q)∞
(q,−cqα+n+1,−q−α−n/c; q)∞
(−q/c, qα+n+1; q)∞
(3.28)
=
cn(qα+1; q)n(−q
−α−n/c; q)n
(−cqα+1; q)n
(q,−cqα+1,−q−α/c; q)
(−c,−q/c, qα+1; q)∞
=
(qα+1; q)n
qnα+n(n+1)/2
(q,−cqα+1,−q−α/c; q)
(−c,−q/c, qα+1; q)∞
.
Then for any n = 0, 1, ..., the matrix
Hn =
(
(qα+1; q)j+k
q[(j+k)α+(j+k)(j+k+1)/2]
(q,−cqα+1,−q−α/c; q)
(−c,−q/c, qα+1; q)∞
)n
j,k=0
(3.29)
has the determinant
detHn =
(
(q,−cqα+1,−c−1q−α; q)∞
(qα+1,−c,−c−1q; q)∞
)n+1 n∏
k=0
(q, qα+1; q)k
qkα+k(k+1)/2
,(3.30)
or
det
(
(qα+1; q)j+kq
−(j+k2 )
)n
j,k=0
=
∏n
k=1(q, q
α+1; q)k
qn(n+1)(4n−1)/6
,(3.31)
by applying Theorem 1.1. By applying Corollary ??, we obtain the inverse matrix
H−1n = (βjk)
n
j,k=0 with
βjk =
(qα+1,−c,−c−1q; q)∞
(q,−cqα+1,−c−1q−α; q)∞
qα(j+k)+j
2+k2
(q; q)j(q; q)k
(3.32)
×
n∑
m=max(j,k)
(q; q)mq
m
(qα+1; q)m
(qα+j+1; q)m−j(q
α+k+1; q)m−k
(q; q)m−j(q; q)m−k
,
then, the inverse matrix (γjk)
n
j,k=0 of(
(qα+1; q)j+kq
−(j+k2 )
)n
j,k=0
(3.33)
has element
γjk =
qj
2−j+k2−k
(q; q)j(q; q)k
n∑
m=max(j,k)
(q; q)mq
m
(qα+1; q)m
(qα+1; q)m−j(q
α+1; q)m−k
(q; q)m−j(q; q)m−k
(3.34)
=
q[j(j−1)+k(k−1)]
(qα+1; q)j(qα+1; q)k
n∑
m=max(j,k)
(qα+1; q)mq
m
(q; q)m
[
m
j
]
q
[
m
k
]
q
,
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or
γjk =
q[j(j−1)+k(k−1)]
(qα+1; q)j(qα+1; q)k
n∑
m=max(j,k)
(qα+1; q)mq
m
(q; q)m
[
m
j
]
q
[
m
k
]
q
.(3.35)
Sine the formulas (3.31), (3.33) and (3.35) only involve rational funtions of qα
and qk, k ∈ N, thus the restrition q may be dropped to get Theorem 2.3.
3.3. Proof for Theorem 2.4. The disrete q-Hermite polynomials II are dened
as [2℄
h˜n(x; q) : = x
n
2φn
(
q−n, q−n+1
0
; q2;−
q2
x2
)
(3.36)
for n ≥ 0 and we assume that
h˜−1(x; q) : = 0, h˜0(x; q) := 1.(3.37)
The polynomials
{
h˜n(x; q)
}∞
n=0
satisfy the dierene equation
Djq−1 h˜n(x; q) =
(q; q)nq
−jn+j(j+1)/2
(1− q)j(q; q)n−j
h˜n−j(x; q).(3.38)
They also satisfy the orthogonality
∞∑
k=−∞
[
h˜m(cq
k; q)h˜n(cq
k; q) + h˜m(−cq
k; q)h˜n(−cq
k; q)
]
w(cqk)qk = hn(c|q)δmn
(3.39)
for m,n ≥ 0, where
w(x) : =
1
(−x2; q2)∞
,(3.40)
and
hn(c|q) : = 2
(q2,−c2q,−c−2q; q2)∞
(q,−c2,−c−2q2; q2)∞
(q; q)n
qn2
(3.41)
for some c > 0. thus the orthonormal polynomial
hn(x) : =
h˜n(x; q)√
hn(c|q)
(3.42)
has the leading oeient
γn =
1√
hn(c|q)
.(3.43)
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The moments of the measure ould be alulated via formula 2.7,
µn =
∞∑
k=−∞
[
(cqk)n + (−cqk)n
]
w(cqk)qk(3.44)
= [1 + (−1)n] cn
∞∑
k=−∞
q(n+1)k
(−c2q2k; q2)∞
=
[1 + (−1)n] cn
(−c2; q2)∞
∞∑
k=−∞
(−c2; q2)kq
(n+1)k
=
[1 + (−1)n] cn
(−c2; q2)∞
(q2,−c−2q−n+1,−c2qn+1; q2)
(−c−2q2, qn+1; q2)∞
=
[1 + (−1)n] q−n
2/4(q2,−c−2q,−c2q; q2)∞
(−c2,−c−2q2, qn+1; q2)∞
.
Thus, for n = 0, 1, ..., the matrix
Hn =
([
1 + (−1)j+k
]
q−(j+k)
2/4(q2,−c−2q,−c2q; q2)∞
(−c2,−c−2q2, qj+k+1; q2)∞
)n
j,k=0
(3.45)
has determinant
detHn =
∏n
k=0(q; q)k
qn(n+1)(2n+1)/6
[
2
(q2,−c2q,−c−2q; q2)∞
(q,−c2,−c−2q2; q2)∞
]n+1
.(3.46)
Therefore,
det
([
1 + (−1)j+k
]
2
q−(j+k)
2/4(q; q2)⌊ j+k2 ⌋
)n
j,k=0
=
∏n
k=0(q; q)k
qn(n+1)(2n+1)/6
.(3.47)
For n = 0, 1, ..., the matrix H−1n = (βjk)
n
j,k=0 has element
βjk = (−1)
j+kqj
2+k2 (q,−c
2,−c−2q2; q2)∞
2(q2,−c2q,−c−2q; q2)∞
(3.48)
×
n∑
m=max(j,k)
qm
2−(j+k)mh˜m−j(0; q)h˜m−k(0; q)
(q; q)m
[
m
j
]
q
[
m
k
]
q
.
From the generating funtion
(−xt; q)∞
(−t2; q2)∞
=
∞∑
n=0
q(
n
2)tn
(q; q)n
h˜n(x; q),(3.49)
we get
h˜n(0; q) =
(q; q2)∞ cos
npi
2
(q1+n; q2)∞q
(n2)
.(3.50)
Then, the matrix ([
1 + (−1)j+k
]
2
q−(j+k)
2/4(q; q2)⌊ j+k2 ⌋
)n
j,k=0
(3.51)
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has inverse matrix


n∑
m=max(j,k)
[
m
j
]
q
[
m
k
]
q
(q, q2)⌊m−j2 ⌋
(q, q2)⌊m−k2 ⌋
cos (m−j)pi2 cos
(m−k)pi
2
(−1)m(q; q)mq
−m−(j2)−(
k
2)


n
j,k=0
.
(3.52)
Sine formulas (3.47), (3.51)and (3.52) ontain only rational funtions of qk, k ∈ N,
thus the restrition may be dropped and Theorem 2.4 follows.
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