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Overview of the Presented Research
Research Topics since my PhD
This manuscript presents excerpts of the research work I performed and supervised over the last
decade combining cardiac modelling and clinical data in order to help diagnosis and therapy planning.
This is by nature a very collaborative and multi-disciplinary work, achieved at the intersection of
academic, clinical and industrial environments. There is also an important underlying software work
in order to reach a clinical impact, which will not be detailed here but is visible in the most recent
clinical publications and the start-up projects.
During my PhD, I developed an electromechanical model of the heart that was usable as prior
knowledge in image processing tasks. It was a generic model that could provide some physiological
constraints but its parameters were not adjusted to the specific patient analysed. Since my PhD,
my research was articulated around two main axes. First I developed methods to personalise such
an electromechanical model of the heart to the clinical data of a patient, in order to help therapy
planning by simulations. Second, I integrated biophysical and statistical methods in order to be able
to model the cardiac function at a group level. This is required in order to assist clinical decision, as
any clinical tool needs to be evaluated in a statistical manner.
A Combined Modelling Approach
All along these years, my research has gone back and forth between modelling and imaging, and the
most recent work was in combining computational physiology and computational anatomy. This is a
very exciting area that integrates two di erent ways of targeting patient-specific medicine. On one
hand, computational physiology tries to build a computer model of the patient based on biophysical
models of the human body, from the cell to the organ. On the other hand, computational anatomy
aims at statistical learning from healthy and pathological groupwise data, in order to evaluate a
specific patient against a template of the population / patient-group (see Fig. 1).
Figure 1: Biophysical and statistical approaches for patient-specific medicine: two sides of the same
coin.
3
4 CONTENTS
These two research areas have undergone tremendous progress over the last decade, which can
be clearly seen by the number of dedicated publications and conferences. Milestones were achieved
in developing new methods for adjusting generic models to patient data (personalisation) and for
computing statistics on complex objects like shapes and deformations. The parallel development
of computational power and numerical strategies now opens new avenues for the application and
integration of these results.
I really see the biophysical and statistical approaches as complementary, because I think that
used independently they lack important features. For the biophysical approach, without a statistical
analysis of the studied population it is often impossible to know which are the dominant phenomena
to model among the numerous multi-scale and multi-physics features of the cardiac function. On
the other hand, once computed, a statistical model is very hard to interpret without some mechan-
istic insights on the phenomena observed, and biophysical models are a great tool to explore such
mechanisms.
Figure 2: Statistics and biophysics complement each other, and therefore reinforce the findings.
I will present in this manuscript contributions illustrating these two aspects and potential ap-
proaches on how to combine them.
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Results and Contributions
This manuscript is organised in three parts. The first part is presenting contributions in methods to
obtain patient-specific cardiac models, and how it was applied to di erent clinical questions. The
second part presents statistical models of cardiac structure and function for the groupwise analysis
of the heart and its remodelling. The third part presents contributions combining the two previous
approaches of biophysical and statistical models.
This introduction is presenting the di erent chapters and contributions, while details and refer-
ences are in the attached publications.
Part I: Patient-Specific Biophysical Models of the Heart
“The notion of a single and ultimate (cardiac) model is as useful as the idea of a universal
mechanical tool for all possible repairs and servicing requirements in daily life. The ideal
model will be as simple as possible and as complex as necessary for the particular question
raised.”
– A. Garny, D. Noble, P. Kohl, Dimensionality in cardiac modelling, Progress in Biophysics and
Molecular Biology, 87-1, 2005.
As clearly expressed in this quote, one of the main challenges in modelling is to select the right
model for a given application. There is now a wide range of cardiac models available in the literature,
and when trying to answer a particular question it is important to weigh the pros and cons of each
model in order to be sure that the chosen one will represent adequately the phenomena of interest.
Once the model equations are there, the next challenge is to design a personalisation process
that will adjust the model parameters so that the simulated observations match the measured ones.
To achieve this, we follow a causality process, starting from the anatomy, then the electrophysiology
and finally the mechanics. In our approach at Inria, we currently neglect the feedback loops, for
instance the influence of the mechanical deformation on the electrophysiological conduction velocity,
or on the anatomical remodelling. These are important phenomena, but we believe that the available
data is still sparse to be able to adjust more complex models including these e ects. Moreover the
most adequate model equations to represent them are still unclear.
Figure 3: General scheme of the patient-specific models of this manuscript.
In the following chapters we will present the methodologies we developed to obtain patient-
specific fibre orientations, electrophysiological and mechanical models. Each of these three aspects
will be illustrated in its application to a specific clinical question.
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Chapter 1: in vivo Human Cardiac Fibre Architecture Estimation
– This chapter is based on [Toussaint et al., 2013]:
Toussaint, N., Stoeck, C. T., Schae ter, T., Kozerke, S., Sermesant, M., and Batchelor, P. G. In vivo
human cardiac fibre architecture estimation using shape-based di usion tensor processing. Medical
Image Analysis, 17(8):1243 – 1255, 2013.
When modelling cardiac electromechanical activity, one of the first steps is to define the anatom-
ical structure of the model, which includes the shape of the myocardium and the local muscle fibre
orientation. While the anatomy of the heart can now be obtained automatically from 3D medical
imaging thanks to the important progress in cardiac image segmentation, the cardiac fibre structure
is still a challenge to acquire. The complex 3D muscle fibre architecture of the heart makes it di cult
to measure, even by dissection. This is the reason why most cardiac simulations use fibre orientations
from a rule-based model. The use of di usion tensor magnetic resonance imaging (DT-MRI) opened
up possibilities for non destructive 3D measurement of the fibre orientations. However the acquisition
time is still not compatible with 3D in vivo imaging.
I co-supervised a PhD student (Nicolas Toussaint, King’s College London) in order to take
advantage of the mathematical modelling of the cardiac shape to reconstruct a dense map of 3D
fibre architecture from a few DT-MRI slices acquired in vivo. Through the adapted coordinates, this
framework also enabled to compute statistics over a small group of volunteers and to generate a
dense 3D atlas of healthy cardiac fibre architecture in vivo.
Figure 4: Shape-based interpolation of sparse in vivo DT-MRI of the heart
This work achieved an significant step forward in measuring cardiac fibres in 3D as the existing
literature was only acquiring one 2D slice of data. The development of tools to integrate and
manipulate several 2D slices in order to reconstruct a full dense 3D fibre architecture was a significant
contribution, and the resulting paper [Toussaint et al., 2013] is well cited. The MICCAI 2010 paper
we published on this topic was among the seven finalists being considered for the Young Scientist
Publication Impact Award at MICCAI 2015.
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Chapter 2: Patient-Specific Cardiac Electrophysiology: Application to Ventricular Tachy-
cardia
– This chapter is based on [Chen et al., 2016]:
Chen, Z., Cabrera-lozoya, R., Relan, J., Sohal, M., Shetty, A., Karim, R., Delingette, H., Gill, J.,
Rhode, K., Ayache, N., Taggart, P., Rinaldi, C., Sermesant, M., and Razavi, R. Biophysical modelling
predicts ventricular tachycardia inducibility and circuit morphology: A combined clinical validation
and computer modelling approach. Journal of Cardiovascular Electrophysiology, 2016 ( in press).
Figure 5: Patient-specific modelling of cardiac electrophysiology for ventricular tachycardia predic-
tion.
Models of cardiac electrophysiology have been developed for decades, however there was still no
real adaptation of such models to spatial patient data in order to validate them and utilise them in
a clinical application.
We proposed a principled approach to go from electroanatomical mapping clinical data to per-
sonalised parameters of a cardiac electrophysiology model. This approach is original as it couples
two di erent models, as they have di erent computational complexity and represent two di erent
aspects of cardiac electrophysiology. We first use an Eikonal model in order to estimate the electrical
conductivity by matching the measured conduction velocity. Then we use the Mitchell-Schae er
reaction-di usion model in order to estimate the restitution parameters of the model from data re-
corded at di erent pacing frequencies. This coupling enabled to reach a total personalisation time
compatible with clinical time constraints.
This work was evaluated with experimental data [Relan et al., 2011b] and applied to retrospective
clinical data [Relan et al., 2011a]. Then, through a European project (euHeart) with an expert clinical
centre (St Thomas’ Hospital, London), we acquired 3D mapping of the heart during a whole pacing
procedure in order to evaluate the predictive power of the personalised models. This unique dataset
made it possible to demonstrate for the first time on clinical data that such personalised models where
able to accurately predict the re-entry circuits [Chen et al., 2016]. This could open up possibilities
in model-based planning of cardiac ablation procedures.
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Chapter 3: Patient-Specific Cardiac Electromechanics: Application to Cardiac Resynchron-
isation Therapy
– This chapter is based on [Sermesant et al., 2012]:
Sermesant, M., Chabiniok, R., Chinchapatnam, P., Mansi, T., Billet, F., Moireau, P., Peyrat, J.,
Wong, K., Relan, J., Rhode, K., Ginks, M., Lambiase, P., Delingette, H., Sorine, M., Rinaldi, C.,
Chapelle, D., Razavi, R., and Ayache, N. Patient-specific electromechanical models of the heart
for the prediction of pacing acute e ects in CRT: A preliminary clinical validation. Medical Image
Analysis, 16(1):201–215, 2012.
Numerous mechanical constitutive laws were proposed to model the myocardium in the literature,
mostly fitted to tissue-level experimental data. However there was still a gap between what can be
estimated from invasive experimental data and clinical data. We therefore proposed an approach in
order to estimate the mechanical parameters and the boundary conditions of an electromechanical
model of the heart from imaging data. If available, we also used invasive pressure measurements.
We based this approach on a multi-scale model previously developed at Inria which includes few
parameters and has a physiological behaviour.
Figure 6: Patient-specific model for the prediction of pacing in heart failure.
We ran this personalisation strategy in order to estimate the parameters of two heart failure
patients. We used the sinus rhythm data as baseline to estimate all the electrophysiological and
mechanical parameters. We then simulated di erent pacing conditions on this patient-specific model.
We demonstrated that the personalised models were able to predict accurately the changes in pressure
curves with pacing.
This was the first mechanical personalisation pipeline applied to clinical data and including a
quantitative evaluation of the model predictive power. It required the coordination of experts in
various fields and many di erent contributions in order to perform this complex pipeline, but the
results obtained are worth the e ort, as it is a milestone for personalised cardiac models. We further
developed the automatic mechanical personalisation in [Marchesseau et al., 2013], which MICCAI
version received the Young Scientist Award in 2012. Moreover the on-going VP2HF European project
is extending this pipeline to fully non-invasive data.
Finally, collaborators at Siemens developed a personalised model approach for Cardiac Resyn-
chronisation Therapy planning based on these ideas and results, which is now evaluated at a large
scale.
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Part II: Groupwise Statistics on Cardiac Shape and Function
“It is not certain that everything is uncertain.”
– Blaise Pascal, ”Pense´es”, 1670
The personalised models achieved very promising results, but only on very few cases. Therefore
it is still di cult to be certain of their validity, there is a need to reach a larger statistical power
to convince the clinical community. This would also allow to quantify the uncertainty on the given
predictions. But additional methods are needed to be able to process all this data at a groupwise
level, which is the topic of this part.
Over the last decades, medical imaging generated a vast amount of high dimensional data. Due
to its 3D nature, with also potential temporal components, it is therefore an ideal environment
to analyse distributions of complex objects like shapes, deformations, tensors... however tools are
lacking to perform this.
It therefore opened new avenues of research to compute quantitative statistics on such data.
Important methodological works have been achieved in this area which was coined ”Computational
Anatomy” [Miller and Qiu, 2009]. In this part, I will present how I collaborated with researchers in
Computational Anatomy in order to propose contributions in the analysis of the cardiac structure,
function and remodelling.
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Chapter 4: Statistical Model of Cardiac Shape and Remodelling
– This chapter is based on [McLeod et al., 2013]:
McLeod, K., Mansi, T., Sermesant, M., Pongiglione, G., and Pennec, X. Statistical shape analysis
of surfaces in medical images applied to the tetralogy of fallot heart. In Modeling in Computational
Biology and Biomedicine, Lectures Notes in Mathematical and Computational Biology, pages 165–
191. Springer, 2013. ISBN 978-3-642-31207-6.
My research on this topic was to collaborate with experts in computational anatomy in order
to design a statistical model of the cardiac shape that could represent its evolution with age. We
proposed a statistical model of the LV and RV remodelling in repaired Tetralogy of Fallot in order
to correlate features of the shape and its evolution with clinical knowledge. As it is very di cult to
obtain a longitudinal study on such a long time (10+ years), we used a cross-sectional approach on
a dataset from a European project (Health-e-Child) established with experts in paediatric cardiology.
Figure 7: Statistical model of cardiac shape remodelling in repaired Tetralogy of Fallot.
This was the first time that the quantitative evolution of the heart shape with growth and
remodelling could be computed due to the di culty of jointly representing spatial and longitudinal
information. There were some sparse clinical indexes related to shape that were known to be impacted
by the RV remodelling in this pathology, but no 3D quantitative estimation of this evolution. Through
this cross-sectional analysis of a patient group and by leveraging on both the mathematical currents
representation of surfaces and di eomorphic deformations, we could analyse the variability of the
shape in this group. We then estimated the variations of shape that correlate most with age to
obtain this statistical model of remodelling.
The findings were relevant as they could be interpreted by our clinical collaborators, through
known features of this pathology. It opens up new possibilities in estimating how much a patient’s
trajectory di ers from the average behaviour in Tetralogy of Fallot. It could therefore help in the
di cult question of the optimal timing of valve replacement in these patients.
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Chapter 5: Statistical Model of Cardiac Motion
– This chapter is based on [McLeod et al., 2015]:
McLeod, K., Sermesant, M., Beerbaum, P., and Pennec, X. Spatio-temporal tensor decomposition
of a polya ne motion model for a better analysis of pathological left ventricular dynamics. IEEE
Transactions on Medical Imaging, 34(7):1562–1575, July 2015. ISSN 0278-0062.
My aim on this topic is to define a reduced model of cardiac motion which is rich enough to
correctly represent the particularities of normal and pathological hearts but simple enough so that
meaningful statistics can be computed on it.
We proposed a poly-a ne representation of the cardiac motion, with specific adjustments to
the heart (smoothness, incompressibility). By parametrising cardiac function through local a ne
transformations, we directly work on parameters related to strain, which is a very relevant clinical
index of cardiac function, directly related to the local viability of the myocardium and its working
conditions. By reducing the number of parameters we are also more robust to noise.
This compact representation opened the way to a statistical analysis of cardiac motion. We
can easily reorient these transformation in standard coordinates (prolate spheroidal coordinates) for
groupwise analysis. This was achieved by tensor decomposition.
Figure 8: Statistical analysis of cardiac motion for healthy volunteers and Tetralogy of Fallot patients.
By using such a compact representation many applications can be derived on the statistical
analysis of motion. Moreover it is a generative model as we can inject any derived poly-a ne
parameters within a given cardiac shape and orientation. This allows to visualise the resulting mean
models (see Figure above) and the variations around them.
There are still many derivations to develop on this topic, both in terms of better image analysis
tools and better groupwise statistics. Its coupling with the 3D electromechanical model is also very
promising, as it could be a basis to represent the motion in the direct model.
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Part III: When Biophysics Meets Statistics
“Uncertainty is an uncomfortable position. But certainty is an absurd one.”
– Voltaire
“As far as the laws of mathematics refer to reality, they are not certain; and as far as
they are certain, they do not refer to reality.”
– Albert Einstein, ”Geometry and Experience”, January 27, 1921
This part presents the di erent research works where I tried to combine the previous two parts on
modelling and statistics. It enables in particular to introduce uncertainty in biophysical modelling,
and to generate larger datasets in statistical learning.
Chapter 6: Statistical Learning from Model-based Synthetic Images
– This chapter is based on [Prakosa et al., 2014]:
Prakosa, A., Sermesant, M., Allain, P., Villain, N., Rinaldi, C. A., Rhode, K. S., Razavi, R., Delin-
gette, H., and Ayache, N. Cardiac electrophysiological activation pattern estimation from images
using a patient-specific database of synthetic image sequences. IEEE Transactions on Biomedical
Engineering, 61(2):235–245, 2014.
Machine learning achieved very impressive results in many areas. But one particular di culty in
clinical applications is that it is very di cult to obtain ground truth data and a large enough database
in order to train learning algorithms on such complex phenomena. The approach we proposed was
to use biophysical modelling in order to generate additional synthetic data. It opens up possibilities
to generate large databases on which algorithms can be trained and tested.
Original Image ED 
+ Segmented Contour ED
Original Image ES
+ Simulated Contour ES 
Original Image ES 
+ Motion Correction Field
Synthetic Image ES 
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Figure 9: Model-based synthetic images for machine learning from patient-specific database.
However, an additional di culty of clinical applications is that every patient is di erent, so
generalisation is often challenging. The novel idea of a ”Patient-Specific Database” made it possible
to train machine learning algorithms on a database which was very close to the patient condition.
As any statistical approach requires a large amount of data, the generative aspect of biophys-
ical modelling is very useful in this context. We tested how such data could be used to develop
machine-learning algorithms on a phenomenon which is very di cult to observe clinically (the local
electromechanical coupling) and tested how much this could be further applied to real data.
This work was further extended within the STRAUS projet with Philips to develop synthetic
image databases for benchmarking image processing tools, and within the ERC MedYMA project.
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Chapter 7: Probabilistic Personalisation of Cardiac Electrophysiology
– This chapter is based on [Konukoglu et al., 2011]:
Konukoglu, E., Relan, J., Cilingir, U., Menze, B., Chinchapatnam, P., Jadidi, A., Cochet, H., Hocini,
M., Delingette, H., Ja¨ıs, P., Ha¨ıssaguerre, M., Ayache, N., and Sermesant, M. E cient probabil-
istic model personalization integrating uncertainty on data and parameters: Application to Eikonal-
di usion models in cardiac electrophysiology. Progress in Biophysics and Molecular Biology, 107
(1):134–146, 2011.
One of the most intrinsic ways to integrate both statistical and biophysical modelling is to formu-
late the uncertainty directly within the biophysical models, and therefore achieve their personalisation
directly in a statistical framework. This was the contribution of this chapter. We used a simpler
electrophysiological model (the Eikonal model) and combined two recent methodologies in uncer-
tainty quantification and signal processing: polynomial chaos expansion and compressed sensing.
This allowed to explicit a surrogate model for a stochastic version of the Eikonal model, as well as
to personalise this model from synthetic and real data in a very e cient manner.
Figure 10: Probabilistic personalisation of a cardiac electrophysiology model, with a mean (left) and
standard deviation (right) of the local conductivity.
The idea is to decompose the prior probability distribution of the parameters on a orthonormal
basis of polynomials, and express the output of the model as a combination of the same polynomials.
The coe cients on this basis being sparse, they can be e ciently estimated through compressed
sensing. The for a given set of measurements, the posterior probability distribution of the parameters
can be estimated through Monte Carlo sampling on this fast surrogate model.
We chose to use this framework to shed light on a long standing question in cardiac electro-
physiology personalisation, which is to evaluate the relative importance of endocardial versus epicar-
dial clinical data for such personalisation. This has important consequences, as it enables to evaluate
how much non-invasive body surface potential mapping could replace invasive catheter mapping.
The results were very interesting because we could show quantitatively that even if epicardial data
knows less about the onset of activation (which happens on the endocardium), it still provides a
more reliable estimation of the overall conductivity.
To my knowledge this was among the very first papers to combine polynomial chaos and com-
pressed sensing, and definitely the first on such non linear PDE.
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Chapter 8: Coupling Statistics on Shapes with a Reduced Model of Cardiac Flow
– This chapter is based on [Guibert et al., 2013]:
Guibert, R., Mcleod, K., Caiazzo, A., Mansi, T., Ferna´ndez, M. A., Sermesant, M., Pennec, X.,
Vignon-Clementel, I., Boudjemline, Y., and Gerbeau, J.-F. Group-wise construction of reduced models
for understanding and characterization of pulmonary blood flows from medical images. Medical Image
Analysis, 18(1):63–82, Oct. 2013.
This article explored a very interesting aspect of combining statistics and biophysics, which
is to directly couple the statistics on shapes to the statistics on simulations. It emerged from a
collaboration I set up between the Necker paediatric hospital, the Inria REO team and the Inria
Asclepios team. The original idea was to see if Computational Fluid Dynamics (CFD) could help in
optimising a device to reduce the diameter of the right ventricular outflow tract, in order to be able
to subsequently implant a prosthetic valve.
Figure 11: Computation of a reduced model on an atlas (left) and transport to a new patient for
simulation (right).
As this has to be done over a patient population, the novel idea presented in this chapter was to
run simulations over an average shape, to then compute a reduced model on this anatomy, and finally
to transport this reduced model to a new anatomy. By using such an approach, the idea is that the
important features of this pathology will be captured by the reduced model, which is simulated on a
relevant geometry captured by the template.
It required to integrate two very di erent areas of mathematics. The two most interesting findings
were first the computation of an average CFD simulation on an average shape, which corresponds
to a ”Shape and CFD” template. Second, we develop a strategy to transport the di erent modes
of the reduced model from the template shape to a patient-specific shape. This transport has to be
done carefully, for instance to preserve the divergence-free property of the flow velocity basis.
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Chapter 9: Combined Learning and Modelling Approach for Ablation Target Prediction
– This chapter is based on [Cabrera Lozoya, 2015]:
Cabrera Lozoya, R. Radiofrequency ablation planning for cardiac arrhythmia treatment using modeling
and machine learning approaches. PhD thesis, Universite´ Nice Sophia Antipolis, Sept. 2015.
In this chapter we explored another way to integrate statistics (machine learning) and biophysical
simulations. This novel approach enriches the features extracted from medical imaging with features
derived from personalised biophysical simulations. We demonstrated that such simulation-based
features improved the e cacy of machine learning by revealing other aspects of the clinical data for
a given patient.
This was applied to the non-invasive pre-intervention generation of a target map for the ablation
of ventricular tachycardia. Care was also given to be able to provide a confidence measure in this
generated map.
Figure 12: Pipeline presenting how the combination of biophysical modelling and machine learning
could be applied to the non-invasive predication of ablation targets.
Di erent ways of integrating imaging and modelling features were tested. Extensions could
include online learning with invasive measurements in order to improve the target map.
This worked opened a new avenue of research which is now a consequential part of my active
collaboration with the cardiology, radiology and modelling teams of the IHU Liryc, Bordeaux.
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Supervision, Responsibilities & Other Research Activities
Research is really a team work, and these results are definitely a group e ort. Over these years I had
the chance to supervise great people including 11 PhD students (T. Mansi, J. Relan, K. McLeod,
N. Toussaint, D. Lepiller, F. Billet, A. Prakosa, S. Gi ard-Roisin, R. Cabrera Lozoya, M.-M. Rohe´,
R. Molle´ro), 3 post-docs (P. Chinchapatnam, K. Wong, N. Duchateau) and 7 software engineers
(B. Bleuze´, F. Vichot, F. Arslan, L. Cadour, H. Fadil, M. Buckingham, E. Pernod). This has been
instrumental in being able to achieve such research.
Collaborations are also crucial outside the team, and I have been lucky to meet great academic,
clinical and industrial partners, with whom I have long-standing and fruitful collaborations. Our
numerous discussions always helped me in focussing my research on topics that matter, and I learned
a lot from them, I cannot list them all here but they appear as co-authors in my publications. These
productive interactions resulted in 60 journal articles and 80 conference publications, which are well
cited (3600+ citations, h-index: 32, from Google scholar, April 2016). A detailed list of publications
can be found in my web page:
https://team.inria.fr/asclepios/team/maxime-sermesant/
This has also led me to be involved in the writing and organisation of several European projects
(euHeart, Health-e-Child, VPH NoE, MedYMA, MD-Paedigree, VP2HF) which enabled very fruitful
collaborations.
I co-organised several events (FIMH 2009, MICCAI 2012, STACOM workshop since 2010) and
it is always a pleasure to contribute in this way to the fertile interactions in the research community
of medical imaging and cardiac modelling.
Thanks to the multidisciplinary aspect of my research, I had the pleasure to be invited to give
talks in several topics including Mathematics (Domain Decomposition, SIAM Uncertainty Quantific-
ation), Radiology (European Society of Cardiovascular Radiology), Cardiology (European Society of
Cardiology, Cardiostim), Cardiac Modelling (Cardiac Physiome).
On the technology transfer side, in addition to the industrial collaborations, I participated in two
start-up projects: Therapixel for touchless image interaction (http://www.therapixel.com) and
inHeart for cardiac interventional guidance (in the process to be created, demonstrated to the French
president at the IHUs day: http://ihumeeting.com/home/). It is always very rewarding to see
new technology developed in academic research actually helping clinicians in their daily activity.
Conclusion
I present in this manuscript several contributions in supervising research at the interface between
biophysical and statistical modelling. Statistical and biophysical approaches have a huge potential in
enriching each other and opening new avenues of research. This is an opportunity to create virtuous
circles between two very di erent but complementary approaches. By combining the power of these
two visions, we can aim for more robust and realistic combined models able to tackle the challenges
of clinical applications.
The remaining of the manuscript is based on published articles that are cited at the beginning of
each chapter.
Part I
Patient-Specific Biophysical Models of
the Heart
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Chapter 1
in vivo Human Cardiac Fibre
Architecture Estimation
– This chapter is based on [Toussaint et al., 2013]:
Toussaint, N., Stoeck, C. T., Schae ter, T., Kozerke, S., Sermesant, M., and Batchelor, P. G. In vivo
human cardiac fibre architecture estimation using shape-based di usion tensor processing. Medical
Image Analysis, 17(8):1243 – 1255, 2013.
1.1 Introduction
Cardiac fibre architecture is fundamental to cardiac function, as it influences the myocardial elec-
trophysiological and mechanical properties. For instance, the electrical propagation is three times
faster along the fibre direction than along its orthogonal plane [Kanai and Salama, 1995]. Moreover,
cardiac contraction is mainly explained by the arrangement of fibres [Bovendeerd et al., 1992; Ander-
son et al., 2008]. For these reasons its study can have an important impact on clinical decisions, as
several cardiac pathologies – such as myocardial infarction, cardiomyopathy, hypertension or valvular
heart diseases – involve a rearrangement of myocardial fibres [Sutton and Sharpe, 2000; Helm et al.,
2006].
Di usion Tensor MRI (DTI) can image non-invasively the fibre orientation distribution of the
myocardium [Hsu et al., 1998; Basser et al., 2000; Scollan et al., 2000; Holmes et al., 2000]. Moreover,
the intrinsic laminar sheet structure can also be revealed by taking into account the full information
given by the tensors [Helm et al., 2005; Peyrat et al., 2007; Lombaert et al., 2011b]. However,
translating these techniques to in vivo setting is extremely challenging [Sosnovik et al., 2009]. Indeed,
the displacements due to di usion measured in DTI are three orders of magnitude smaller than the
bulk motion of the heart, resulting in inaccurate di usion signal. To tackle this problem, [Reese
et al., 1995] introduced a method based on stimulated echo acquisition (STE) where the di usion
signal is integrated over the entire heart beat. Later improved by [Tseng et al., 1999], this approach
has been applied in 2D and proven useful for the depiction of clinically relevant information in
several scenarios [Dou et al., 2003; Wu et al., 2009; Nielles-Vallespin et al., 2011; Sosnovik et al.,
2009]. Alternatively, [Gamper et al., 2007] proposed a method that uses a standard spin echo (SE)
technique in order to improve the Signal to Noise Ratio (SNR) e ciency. By means of bipolar gradient
lobes, this technique only remains sensitive to acceleration and higher order motion, and enables the
acquisition of 2D di usion images. These techniques remain challenging to apply in practice. Due
to time constraints, the amount of slices acquired is very limited and the SNR performances can be
poor. It is therefore of interest to investigate and adapt the analysis and post-processing procedures
to such specific situation.
In this chapter, we propose to use a coordinate system known as Prolate Spheroidal in order to
generate a curvilinear scheme for data analysis and dense approximation of the fibre architecture of
the Left Ventricle (LV).
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The contributions of this work are two-fold: first a conformal mapping method that allow the
description of acquired tensor data in the LV wall into a normalised Prolate Spheroidal (PS) frame
is introduced, using non-linear registration and coordinate change. Second, a dense approximation
scheme in this PS frame is proposed, using a trivariate kernel regression in order to approximate
tensors at all locations in the LV from sparsely acquired data. It is demonstrated that using PS
coordinates allows meaningful interpretation of data in the LV, in particular the orientation of the
underlying fibres. Moreover, it is shown that changing the coordinate system from Cartesian to PS
leads to better overall approximation of the global tensor field. These techniques are tested on a high
resolution ex vivo DTI dataset, and applied to a set of in vivo data acquired on 5 healthy volunteers.
1.2 Material and Methods
1.2.1 Ex Vivo High Resolution Cardiac DTI Dataset
A DTI dataset of a healthy human myocardium was downloaded from the John Hopkins University
website1. It was provided by Prof. Patrick A. Helm and Raimond L. Winslow at the Center for
Cardiovascular Bioinformatics and Modeling and Prof. Elliot McVeigh at the National Institute of
Health. Data was acquired in a 1.5T GE CV/I MRI Scanner (General Electrics Medical System),
with a spatial resolution of 0.4297◊ 0.4297◊ 1.0 mm3.
1.2.2 In Vivo Cardiac DTI Acquisition
Cardiac DTI was performed on 5 healthy subjects (2 males, 3 females) on a 1.5T clinical MR scanner
(Philips Healthcare, Best, The Netherlands) equipped with a gradient system with maximal strength
of 80mT/m and a slew rate of 100mT/m/ms per axis. A 32 channel cardiac coil array was used
for signal reception. The imaging protocol consisted of a B0 map for image based shimming [Scha¨r
et al., 2004], a trigger delay scout sequence for estimation of optimal trigger points during systolic
contraction [Stoeck et al., 2011], the actual DTI acquisition and a single breath hold 3D T2 contrast
enhanced whole heart acquisition. All sequences were ECG-triggered, and Di usion Weighted Images
(DWIs) were acquired during free breathing using a respiratory navigator, with a gating window of
5mm, placed on the right hemidiaphragm. DTI acquisition was planned in short axis view of the
heart and 4-6 parallel slices were acquired along the long axis of the LV. Imaging was performed
using a di usion weighted spin echo sequence with single shot echo planar imaging (EPI) readout
(see Fig. 1.1). Imaging parameters were as follows: Echo Time (TE)/Repetition Time (TR) 59ms /
2R-R intervals, Field Of View (FOV): 230◊102 mm2, in-plane resolution: 2◊2 mm2, slice thickness:
5 mm. The Di usion Weighted MR sequence is illustrated in Fig. 1.1.
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Figure 1.1: DTI spin echo pulse sequence with single shot EPI readout. Di usion encoding is
established with a pair of velocity compensating bipolar gradients. For local look imaging, the
excitation pulse is applied in phase encoding direction, while the echo pulse remains in slice-select
direction. The echo pulse duration is shortened using VERSE.
1http://www.ccbm.jhu.edu/research/DTMRIDS.php
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In order to operate with a single DTI acquisition protocol in all volunteers, a TR of two R-
R intervals was chosen to assure a su ciently high SNR of each single shot DWI. Readout and
echo time was shortened by using a rectangular FOV (local-look), applying the excitation pulse in
phase encoding direction and the refocusing pulse in slice-select direction [Gamper et al., 2007].
Furthermore a partial Fourier coe cient of 0.63 was used and the echo pulse duration was further
shortened by applying the variable rate selective excitation (VERSE) technique [Hargreaves et al.,
2004]. Di usion encoding was achieved by two bipolar gradients [Dou et al., 2003] applied in 18
directions distributed on the unit sphere, creating a b-value of 500s/mm2. Ten averages were
acquired for each di usion encoding direction. The total scan time was 10 to 15 minutes per DTI
slice, depending on navigator e ciency.
Di usion imaging was followed by a 3D whole heart acquisition using a T2 contrast prepared
multi-shot gradient echo sequence with a resolution of 2◊2◊4 mm3. The trigger delay of the whole
heart acquisition was set identical to the trigger delay of the di usion weighted imaging.
Despite the respiratory navigation, residual misalignments, of the order of 2-3 mm, can occur
between DWIs. This is corrected prior to averaging per direction using an approach very similar to the
one detailed in [Oubel et al., 2012]: each DWI Si is rigidly registered to an arbitrary chosen reference
image Skr , using the Mutual Information similarity metric, resulting in a rigid transformation Aki .
The mean di usion image between all transformed Si is computed and serves as a reference Sk+1r
for the following registration iteration. In this (k + 1) iteration, the transformations Aki are used
as initialisation for the registration algorithm, therefore avoiding successive resampling of the initial
DWIs Si. The operation is repeated until the mean square error (MSE) between two consecutive
iterations is lower than a small threshold ‘: MSE(Sk+1r , Skr ) < ‘. In practice five iterations were
su cient for convergence.
Tensors were reconstructed in each voxel by solving the Stejskal-Tanner’s di usion equation
system [Stejskal and Tanner, 1965] using linear regression as described in [Basser et al., 1994]. Only
tensors lying within the LV compact myocardium were considered for further processing. Illustrations
of the acquisitions are presented in Fig. 1.2.
Figure 1.2: Acquired volunteer data. (a) One slice of Di usion Tensors. Tensors are colour-coded
according to the direction of their main eigenvector, i.e. red: horizontal / green: vertical / blue:
through-plane. (b) Distribution of the slices for each volunteer, super-imposed onto the Left Ventricle
(LV) segmentation.
1.2.3 Conformal Mapping of Left Ventricular Data
In this section we describe a method to represent DTI information contained in the LV wall into a
common reference frame. This is achieved with the use of the PS curvilinear coordinate system. It
involves a non-linear registration of the LV wall onto a truncated ellipsoid, and a change of coordinate.
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Prolate Spheroidal Coordinates
The LV wall is a relatively thin and non-convex structure with a shape close to an ellipsoid. The
PS coordinates are well adapted to such an object, and have the advantage to be physiologically
meaningful with respect to the ventricular shape and fibre architecture [Nielsen et al., 1991; Costa
et al., 1996; LeGrice et al., 2001; Rohmer and Gullberg, 2006].
Figure 1.3: Left: PS coordinate system depends on an arbitrary ellipsoid centre and semi-foci distance.
The iso-lines of constant coordinates are drawn to illustrate its relevance for the ventricular shape.
Right: definition of helix (–), transverse (—) and sheet (“) angles with respect to the tensor’s first
(v1) and third (v3) eigenvectors.
The transformation operator from Cartesian coordinates x = (x1, x2, x3)T to PS coordinates
› = (›1, ›2, ›3)T is denoted   : x æ › =  (x). However, it is more commonly given in its inverse
form  ≠1: Y__]__[
x1 = f sinh(›1) sin(›2) cos(›3)
x2 = f sinh(›1) sin(›2) sin(›3)
x3 = f cosh(›1) cos(›2)
(1.1)
where f is the semi-foci distance.
The first coordinate ›1 is strictly positive and can be interpreted as the transmural depth, ›2 as
the long axis abscissa going from 0 at the apex to ≥ ﬁ/2 at base level, and ›3 as a circumferential
abscissa from 0 to 2ﬁ. In the common Cartesian system, the contravariant basis is stationary in R3.
The PS equivalent, here denoted G = (g1, g2, g3) (where gi = ˆxˆ›i ) varies in space, following the
natural shape of the ventricle (see 1.B for explicit expression of contravariant vectors).
PS coordinates have the advantage of describing the highly non-convex volume of the ventricle
walls as a parallelogram, as shown in Fig. 1.4. In the PS frame, the shortest path from two distinct
points of the ventricle remains in the ventricle. Therefore, a metric defined in this frame becomes
geodesically convex.
Di eomorphic Registration
In order to ensure that the curvilinear coordinate system follows the shape of the anatomical LV, the
imaged ventricle has to be registered to a perfectly shaped truncated ellipsoid volume. The source
and target images S and T of this registration step are respectively the binary mask of the segmented
LV and the binary mask of a corresponding approximated truncated ellipsoid volume. Fig. 1.5 shows
a superposition of delineations of the masks S and T onto the anatomical image. S is obtained by
manual segmentation of the myocardium using the 3D anatomical image. The volumetric truncated
ellipsoid T was computed as the closest to the segmentation S, using the centre of mass and main
axis of symmetry of S.
The non-linear algorithm used to register S to T is the symmetric version of the log-domain
di eomorphic demons [Dru and Vercauteren, 2009]. This algorithm has the crucial characteristic
to provide invertible displacement fields, needed to produce forward and backward transformation
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Figure 1.4: (a,b): A short axis circle drawn in the Cartesian space (a) is represented as a segment in
the Prolate Spheroidal (PS) frame (b). ›3 being defined with a modulo, the segment is reproduced
at infinity on both sides, and the barycentre of P1 and P2 remains O. (c,d): A left ventricle volume
is non convex in a Cartesian frame (c) whereas the same volume expressed in a PS frame becomes
a convex box (d).
between the subject’s anatomy and the volumetric truncated ellipsoid. Transformations are respect-
ively denoted   and  ≠1. Additionally, the displacement was constrained to be elastic (but yet
compressible) as described in [Mansi et al., 2011a], in order to obtain a smooth displacement of
the middle-wall area, where no texture is present in the masks to guide registration. This technique
provides forward and backward transformations between the volunteer’s anatomy and a volumetric
truncated ellipsoid.
Figure 1.5: Binary mask S of the acquired left ventricle (in green) obtained by manual segmentation.
From the centre of mass and main axis of revolution of S is derived the closest volumetric truncated
ellipsoid mask T (in red).
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Transformation Workflow
Once the LV of the subject is transformed onto the perfectly shaped truncated ellipsoid volume T
using transformation  , the operator   can be used to express this information in PS coordinates.
Transformation from Cartesian to PS coordinates is defined by inverting the system in Eq. 1.1. Details
of the inversion are given in 1.A. The overall transformation process towards a common PS frame
can be summarised as follows:
› =   ¶  (x) (1.2)
The operators   and   are fully invertible, apart from the singularity segment (see 1.A). As a
consequence, it is possible to transform any LV input data into the PS frame, process it in a well
adapted coordinate system, and transform it back to the anatomical referential.
The global transformation process of this conformal mapping is illustrated in Fig. 1.6. The
anatomical left ventricular wall volume   is transformed to the convex box  ÕÕ that is the PS frame.
A natural path lying within the LV wall (dotted lines in  ) becomes a straight line in  ÕÕ. Therefore,
any process, such as interpolation or geodesic distance definition, described in PS frame will follow
the natural shape of the LV.
Extension to Tensors In our work, the type of data under consideration is not scalar but consists
of tensors. Adjustments to the transformation operators   and   are needed in order to account for
that increased data dimensionality. Let us denote  ˜ the induced transformation from   on tensors.
Transforming the di usion tensors implies a reorientation scheme using the Jacobian J ≠1 (in our
case directly available from  ≠1). In [Peyrat et al., 2007], two di erent reorientation strategies are
compared: The Finite Strain (FS) method separates the deformation in a rigid rotation and a pure
deformation one, and only applies the rotation Jˆ ≠1 to the tensor. The Preservation of Principal
Direction (PPD) method takes the full Jacobian to reorient the tensor. The study concludes that FS
is best suited for preserving the geometrical properties of di usion tensors in this context. The FS
strategy was chosen for this reason and its computational e ciency.
Similarly, extending the change of coordinate to tensors requires the induced transformation of the
operator  . The Jacobian of   corresponds to the contravariant basis G (Eq. 1.11). This matrix is
orthogonal by definition (PS coordinates is an orthogonal coordinate system), but not orthonormal.
The norm of the contravariant vectors correspond to the scale factors of the coordinate system,
which are the local derivatives hi = ˆx/ˆ›i (see 1.B). In our setting, the domain of definition is a
volumetric ellipsoid  Õ, and factors hi vary spatially within the domain. In particular, they decrease
with the distance to the long-axis. Therefore, taking the full Jacobian of   to reorient the tensors
and performing interpolation in the PS frame would privilege tensors of endocardial regions against
epicardial ones, which is not desirable. For this reason, only the rotational component of  ˜ is used:
let us denote Gˆ the matrix constructed from the normalised column vectors of G, using the scale
factors hi. Recalling that G is direct and orthogonal, Gˆ has therefore by construction a determinant
equal to 1. Equation 1.2 is rewritten with the induced transformations on tensors:
› =   ¶  (x) and D› =  ˜ ¶  ˜(Dx)
with :
I
 ˜ : D æ  ˜(D) = Jˆ T ≠1 .D.Jˆ ≠1
 ˜ : D æ  ˜(D) = GˆT .D.Gˆ (1.3)
The induced transformations  ˜ and  ˜ both represent the finite strain transformations of tensors
under   and  .
Normalisation of the PS frame For any PS position ›, the third component ›3 is defined between
0 and 2ﬁ. The 0 position is imposed to be the intersection between the anterior wall and the Right
Ventricle (RV). Similarly, the second component ›2 is normalised by construction between 0 at the
apex and ›base2 at the basal region. The value ›base2 depends on where the base was in the manual
segmentation S. The first component ›1, on the other hand, is not naturally normalised as it varies
as a hyperbolic cosine. The upper and lower limit values of ›1 depend on both the radius of the LV
and its thickness.
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Figure 1.6: Data transformation throughout the procedure. The anatomical LV ( ) is registered
onto a truncated volumetric semi-ellipsoid ( Õ) with the displacement field  . The change of co-
ordinate system from Cartesian to PS is performed with the operator  , which results in a convex
representation of the ventricular volume ( ÕÕ).
Data Accumulation The transformation scheme presented in Eq. 1.3 can be applied to DTI
datasets of several subjects. All resulting sets of data are then described in a singular normalised PS
frame, and can be combined in order to perform comprehensive groupwise analysis. This combination
of data sets will further be referred to asA. As DTI tensors are expressed in the PS contravariant basis
G, it becomes straightforward to derive meaningful information such as a measure of deviation of their
main eigenvector from circumferential direction (projection on g3). Circumferential, transmural and
apico-basal variations of any information also become straightforward to express given the definition
of the coordinate system.
1.2.4 Kernel-Based DTI Dense Approximation from Sparse Data
In this section the approximation of a dense 3D tensor field from a set of sparse DTI measurements
distributed across the ventricle is considered. Considering an input set P ofM measured positions (or
centres) and tensors P = (Xi, DXi)iœM , the approximation operator WP is defined over a domain
  (e.g. covering the ventricular wall volume), that describes how to recover data at position X from
noisy and scattered input data:
’X œ  , DX :=WP (X) (1.4)
where   refers to the spatial target domain where samples are needed. It can be of lower or higher
cardinality than P and may not be necessarily defined on a regular grid nor constrained within the
convex hull of P . Solutions to approximate missing data and data fitting have been explored in the
past. For instance, in [Fillard et al., 2005], the authors used Radial Basis Functions (RBFs) in order to
find a smooth solution for WP that satisfies the interpolant constraint. However, because input data
can be corrupted by significant noise, we intentionally chose not to satisfy the interpolation condition.
That is, the approximation operator (or quasi-interpolant) was considered rather than a rigorous
interpolation operator. An interpolation operator gives back the input data at measure points (i.e.
WP (Xi) = DXi), whereas a quasi-interpolant can approximate results (WP (Xi) ”= DXi). Methods
to regularise noise corrupted tensor fields have been proposed in the literature [Fillard et al., 2007;
Frindel et al., 2009]. In the present method the regularisation is integrated into the approximation
operator: the operatorWP consists of taking a weighted mean of surrounding tensors as an estimate.
To avoid swelling e ect on tensors and to address the fact that the spatial density of P can be low in
the practical case, the mean in the log-Euclidean sense [Arsigny et al., 2006] was used. Other metrics
meeting those requirements could be used, such as in [Yang et al., 2012] for instance, where a tensor
is described by its eigenvalues and orientation features. The approximation operator is therefore
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written as follows:
WP : X æWP (X) = exp
Qccca
Nq
i=1
K(X ≠Xi) log(DXi)
Nq
i=1
K(X ≠Xi)
Rdddb (1.5)
K is a vector to scalar kernel (R3 æ R). In our setting, K is trivariate and not necessarily
isotropic:
KH : dX æ KH(dX) = det(H)≠1k
1Ô
dXTH≠2dX
2
where H is a 3 ◊ 3 diagonal matrix that needs to be optimised [Ha¨rdle and Marron, 1985]. The
function k is a given univariate kernel function. In this work, the Normal Gaussian function was
chosen for k: k(s) = (2ﬁ)≠1/2 exp (≠s2/2). Diagonal values of H therefore control the smoothness
of the resulting approximation in the considered coordinate frame.
The approximation operator in Eq. 1.5 is applied on the set of acquired data centres P ÕÕ = (›, D›)
in the PS frame, therefore enforcing spacial coherence independently in each of the main directions
of the heart anatomy (e.g. radial, longitudinal and circumferential in PS coordinates). It is important
to note that  ¶  also needs to be applied to each position x of the target domain   where estimates
are needed. Each resulting estimate WP (›) is eventually transformed back to Cartesian coordinates
and warped back to the initial geometry using inverse transformation operators  ≠1 and  ≠1. The
global transformation process is summarised in Fig. 1.7, and the approximation operator can be
written as:
WP (x) =  ≠1 ¶ ≠1 ¶WP (›) (1.6)
Figure 1.7: This chart illustrates the global workflow, for one dataset, from a set of DTI slices towards
the full ventricular approximated tensor field. All operators are fully invertible and di eomorphic,
apart from WP .
1.3 Experiments and Results
1.3.1 In-Vivo Group-wise Analysis
In this experiment the conformal mapping as detailed in Sec. 1.2.3 was applied to the set of in-
vivo DTI data obtained healthy volunteers (see Sec. 1.2.2) in order to extract meaningful fibre
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orientation information. Transformations in Eq. 1.3 were applied to each of the subject datasets.
The log-demons registration parameters were as follows: the velocity field di usion-like regularisation
‡ was 2.5 mm, the Poisson ratio Ÿ controlling the degree of global elasticity was Ÿ = 0.8 (Eq. 9
in [Mansi et al., 2011a]), and the number of iterations in the multi-resolution scheme was 15◊10◊5.
Transformations resulted in a combined dataset A containing 18350 data centres expressed in the PS
frame. Coherency between ellipsoids was ensured by imposing that the plane (›3 = 0) coincides with
the junction between the LV and the RV at the anterior wall region. Boundaries of the first component
›1 were measured in each dataset, obtaining the following limits: [0.35± 0.02 ≥ 0.55± 0.03]. The
basal upper bound of ›2 was also measured (›base2 ), obtaining a value of 107 deg±4. A normalisation
of the first and second components ›1 was therefore applied to A, with a target range corresponding
to the mean of the measured limits. Figure 1.8 presents the accumulated dataset A. As A is
expressed in PS coordinates, it is not convenient to visualise in this form. The operator  ≠1 was
therefore applied in order to transform A back to Cartesian coordinates, where it is then contained in
the truncated ellipsoid  Õ. This figure shows an overall good coverage of the ventricle. As predicted,
the area close to the apex is poorly populated due to the challenge of the acquisition in this part of
the LV. The non-linear motion involved in this region makes the acquisitions not representative of
the actual anatomical fibre structure.
Figure 1.8: All volunteers data was registered and mapped to a common PS frame. This illustration
shows the accumulation of the datasets (denoted A) in the template truncated ellipsoid volume.
Tensors are shown as segments pointing to their first eigenvectors. The total amount of slices was
23 and the total amount of data centres was 18350.
Three di erent angles of interest were then extracted from the acquired in vivo tensors of A.
As described in Fig. 1.3, the helix angle, denoted –, is the signed angle between the tensor’s main
eigenvector v1 and the transmural short axis plane (g1, g3). Its variation with respect to the transmural
depth (›1) is of particular interest as it follows a recognisable pattern on healthy subjects as depicted
ex vivo [Scollan et al., 2000; Lombaert et al., 2011a]. The transmural angle — is the signed angle
between v1 and the wall surface (g2, g3). The laminar structure of the myocardial fibres can also
be described by the DTI information [Helm et al., 2005]. The plane defined by the vectors v1 and
v2 is believed to be parallel to the underlying laminar sheet [Kung et al., 2011b]. The sheet angle
“ is defined as the signed angle between v3 and the wall surface (g2, g3). A high absolute value of
“ implies that the local laminar sheet is close to be parallel to the wall surface. These projections
were directly available as the tensors D› are already expressed with respect to the PS contravariant
basis G. Using the PS expression of the di usion tensors, these angles are mathematically defined as
follows: Y__]__[
– = arcsin(v1, g2)
— = arcsin(v1, g1)
“ = arcsin(v3, g1)
(1.7)
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Joint histograms of the helix, transverse and sheet angles of population gathered in A with
respect to the transmural depth ›1 are presented in Fig. 1.9. The helix angle – was found to vary
between +55deg at the endocardium to ≠30 deg at the epicardium, with a correlation coe cient of
0.581. The transverse angle — was found stable along the transmural depth with a mean equal to 0,
and has a consequently low correlation coe cient of 0.260. The sheet angle “ was poorly correlated
with the transmural depth, with a coe cient of 0.012.
Figure 1.9: Joint histograms of respectively the helix –, transverse —, and sheet “ angles with respect
to the transmural depth. Angles were derived from the projections of the tensors D› onto the Prolate
contravariant basis. The helix angle shows a variation between +55deg at the endocardium to
≠30 deg at the epicardium.
1.3.2 Dense Approximation: Parameters Estimation
In this experiment the dense approximation scheme detailed in Sec. 1.2.4 was evaluated on an high
resolution ex vivo human DTI dataset (see Sec. 1.2.1. The approximation operator depends on a 3◊3
diagonal matrix H that describes the shape of the trivariate kernel KH used in the approximation
operatorWP . This experiment aims at finding the optimal kernel widthHopt to use depending on two
acquisition parameters: the density of slices and the amount of noise in the data. This optimisation
was achieved by minimising the discrepancy between measured tensor data DXi and corresponding
estimate WP (Xi), while keeping a certain degree of smoothness.
In order to simulate a sparse distribution of acquired slices, it was hypothesised that a typical
in vivo cardiac DTI acquisition would consist of a limited amount of short axis (SA) slices with a
certain degree of noise. Furthermore, these slices are usually constrained to the equatorial part of
the ventricle as motion pattern and partial volume e ects around the apex hamper acquisition of
images with su cient quality. In consequence, N SA equatorial slices from the ex vivo dataset were
extracted while avoiding the apex and base boundaries, as shown in Fig. 1.10.
Figure 1.10: Reference tensor field was down-sampled and reoriented to obtain a voxel size of
2◊ 2◊ 4mm in a short axis slice orientation (left). The number of slices N was varied to simulate
di erent in vivo acquisition situations.
In order to simulate noise in the data, each of the N slices was then transformed to a series
of 6 DWIs, using the L2 norm over the tensors as a baseline image and 6 non-collinear gradient
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orientations uniformly distributed on the sphere. Complex Rician noise [Gudbjartsson and Patz,
2005] of variance V was added to the DWIs, before tensor re-estimation.
Figure 1.11: 6 Di usion Weighted Images (DWIs) were artificially computed from the reference tensor
field. Each DWI was corrupted by additive Rician noise, and the tensor field was then estimated.
The variance of the added Rician noise in this example was V = 0.04 for each DWI, which results in
an SNR of 10.0.
The resulting noisy DTI slices were then used as input data for the approximation scheme detailed
in Sec. 1.2.4 and the full ventricular tensor field was computed. The output was compared to the
true tensor field in a voxel-wise manner. A similarity measure was used to optimise matrix Hopt, as
a trade-o  over the entire ventricle domain   between a Least Square (LS) term that describes the
data fit and a smoothness term (Reg):
Hopt = argmin
HœDiag(3)
LS(H) + ⁄ ·Reg(H),
with
I
LS(H) =qú dist (Dú,WP (ú))2
Reg(H) =qú Î ˆWP (ú) Î2 (1.8)
where ú refers to x œ   in Cartesian coordinates or › œ  ÕÕ in PS coordinates, and ⁄ to the scalar
controlling the influence of the regularisation. Among di erent existing similarity measures between
tensors (named dist in the formula), the Log-Euclidean metric distance [Arsigny et al., 2006] was
chosen. That is, the Frobenius norm of the matrix-log di erence: dist(A,B) =Î log(A)≠ log(B) Î.
The smoothness term (or regularisation term) can be seen as an equivalent of the total variation of
the tensor field, i.e. the squared norm of the tensor field gradient in the log domain: ˆWP (ú) =
Ò log(WP (ú)). The parameter space of this minimisation problem therefore only consists of the
three diagonal elements of the bandwidth matrix H. The minimisation of Eq. 1.8 was performed
using a gradient-free multivariate optimisation scheme [Powell, 2008].
The regularisation parameter ⁄ controls the influence of the tensor field smoothness in the es-
timation of the optimal matrix Hopt. A common technique used to choose its value is the L-curve
method as described in [Hansen, 1992]. The L-curve was computed, as well as its curvature for the
set of variables (N = 7, SNR = 10) in order to find a suitable value for ⁄. The curvature of the
L-curve was found almost constant. However, it indicated an inflexion point at ⁄ ≥ 0.05 ≠ 0.1.
The constant curvature might be explained by the fact that the system we try to solve is non-linear
and does not correspond to a Tikhonov regularisation problem, as opposed to the system described
in [Hansen, 1992].A value of ⁄ = 0.1 was therefore used for all optimisation results described in this
experiment.
For a better comprehension of the noise levels, the Signal to Noise Ratio (SNR) of the noisy
DWIs was computed. A region of interest R was drawn in the exterior wall of one of the DWIs.
Then the SNR was calculated as follows: SNR = mean(R)/std(R). For instance, the reference ex
vivo dataset used as a ground truth has a value of SNR0 = 36.
The optimisation of the diagonal matrix H was performed for di erent case scenarios of values
of N and values of SNRV . The remaining residual error between the reference tensor field and
the approximated one was computed. The error corresponds to the angle di erence between main
eigenvectors of the reference and the approximated tensor, denoted Á, in a voxel-wise manner. If Á is
considered as a random variable, then it can be seen as the combination of two independent random
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variables that are the polar angular errors Á1 and Á2. To be calculated, those polar angular errors
need the definition of two arbitrary planes going through the reference tensor’s first eigenvector v1r ,
then Á1 and Á2 are the respective (signed) projections of the approximated tensor’s first eigenvector
v1a onto each of the planes, as shown in Fig. 1.12. Spherical trigonometry therefore infers that Á
follows the distribution of arccos(cos Á1 · cos Á2). An example of such distribution is simulated in
Fig. 1.12. In this simulation Á1 and Á2 are chosen to have a zero-mean Gaussian distribution. The
distribution of Á was calculated (shown in red in Fig. 1.12), it has a strongly skewed shape. The
value of the mode (or peak) is therefore a good indicator of the most probable angular error, and of
the performance of the approximation scheme.
Figure 1.12: (a) Residual error Á due to the approximation scheme on the angle between the ap-
proximated tensor’s first eigenvector v1a and that of the reference tensor v1r . Á can be seen as a
combination of two independent polar signed angles Á1 and Á2. (b) If Á1 and Á2 have a zero-mean
Gaussian distribution, then the distribution of Á is strongly skewed, and depends on the standard
deviations of the polar angle errors.
Mode value of the residual error Á are reported in Fig. 1.13(a). The two graphs show this mode
value as a function of both the number of slices N and the SNR of the DWIs, when using Cartesian
coordinates (left) and PS coordinates (right) for the approximation scheme. For instance, for the
case scenario (N=7, SNR=10), mode values of 11.5 deg and 8.3 deg were found (grey and black dots
in the figure). The corresponding values for the bandwidth matrix were Hcartopt = diag(3.3, 3.3, 5.9)
(in mm) and Hprolopt = diag(0.009, 0.20, 0.31).
To visually evaluate the spatial distribution of the residual approximation error, we present in
Fig. 1.13(b) the local distributions of Á along the ventricle for the specific case of (N=7, SNR=10).
The grey rectangles represent the location of the 7 input noisy DTI slices.
Additionally, fibre tractography was performed using the approximated dense tensor fields resulting
from Cartesian and PS coordinates approaches in order to visually assess the impact of using the
PS frame for interpolation. Fibres were tracked in a voxel-wise manner using a propagation term
as described in [Fillard and Gerig, 2003], using an advection-di usion propagation term derived
from [Weinstein et al., 1999]. Fibre tractography results are presented in Fig. 1.14. For comparison,
tractography was also applied to the initial fully sampled tensor field.
1.3.3 In-Vivo Fibre Tractography Results
In this section, the dense approximation scheme was applied to each 5 individual in vivo datasets
separately, and to the accumulated dataset A, using optimal parameters Hopt as found in Sec. 1.3.2,
in order to visually assess the resulting dense fibre orientations.
In order to choose adequate optimal bandwidth matrix for the dense approximation, the SNR
and the ventricle coverage of the in vivo acquisitions were measured. The mean SNR was 10
and the mean ventricle coverage was of 40%. These measures were reported on the graphs in
Fig. 1.13(a) (grey and black dots) and the corresponding diagonal values of Hopt were chosen for the
dense approximation. The approximation scheme was then applied to each of the subject’s datasets
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Figure 1.13: (a) Mode of the residual angular error Á of the approximation process showed as a
function of both the number of slices N and the SNR of the DWIs. (b) Maps of the angular error for
the case N=7 and SNR=10. Results are presented for both Cartesian (left) and Prolate Spheroidal
(right) coordinates. Grey rectangle: region covered by the 7 slices.
separately, as well as to the combined dataset A, using PS coordinates. Resulting dense tensor
fields were transformed back into Cartesian coordinates and to their respective anatomical geometry
using operators  ≠1 and  ≠1. The resulting dense tensor fields are presented in Fig. 1.15(a) in
a mid-ventricular short axis section. All obtained dense tensor fields were eventually used for fibre
tractography for qualitative assessment of the resulting fibre orientations. Fibre tractography results
for each subject are presented in Fig. 1.15(b). For the special case of A, there does not exist
any corresponding anatomical geometry, i.e. there exists no anatomical template in our workflow.
The resulting dense tensor field from A was therefore warped onto the geometry of volunteer # 3,
and fibre tractography was performed. The result is presented in Fig. 1.15(c), where the fibres are
colour-coded with the local helix angle –.
1.3.4 Implementation
The segmentation of the ventricles was performed using the CardioViz3D software [Toussaint et al.,
2008]. The registration between the segmented LV and the truncated ellipsoid was done with the
implementation available in [Dru and Vercauteren, 2009], with the addition of the elasticity constraint
as detailed in [Mansi et al., 2011a]. The tensor estimation as well as the tractography results
were obtained using the Tensor ToolKit library2, which implements methods described in [Fillard
et al., 2007]. Visualisation of tensor fields and fibre fields were obtained using the vtkINRIA3D
software [Toussaint et al., 2007]. All algorithms concerning the conformal mapping and the dense
2https://gforge.inria.fr/projects/ttk
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Figure 1.14: (a) Tractography result from the reference fully sampled tensor field. (b) and (c)
Tractography results from approximated tensor fields when using the noisy set of tensors (N=7,
SNR=10), and respectively the PS approach (b) and Cartesian approach (c).
approximation were developed in a C++ ITK-VTK based framework, and have been made available
as an open-source library, the Cardiac Prolate Spheroidal ToolKit 3
1.4 Discussion
1.4.1 Group-Wise Study
The PS conformal mapping methodology described in this chapter constructs a normalised referential
for the LV from which DTI information can be analysed in a straightforward manner. Its application to
an in vivo database of healthy subjects allowed to observe the global distribution of fibre orientation
throughout the ventricle. As the accumulated dataset A is expressed in the PS frame, simple
projections of the tensorsD› main eigenvectors on the contravariant basis G allowed for the extraction
of local fibre orientation. A strong and linear negative correlation between the helix angle and
the transmural depth was observed, confirming previous ex-vivo studies. The reported range of
+55 ≥ ≠30 deg (Fig. 1.9) is in relative agreement with values reported in the literature for ex vivo
canine and human hearts [Streeter and Hanna, 1973; Scollan et al., 2000; Anderson et al., 2008]. The
value at the endocardium is strongly influenced by the limit of the segmentation. Accordingly, one
has to be careful not to include the papillary muscles of the LV in the segmentation as they tend to
bias the elevation angle’s endocardial limit by introducing vertical tensors in the computation. This
consideration might partly explain the asymmetry of the ranges reported both in this experiment
and in the literature. The transverse angle shows a stable mean value of zero along the transmural
depth. This indicates that fibres are mostly oriented parallel to the wall surface, as also observed
3https://github.com/ntoussaint
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Figure 1.15: (a) Slice of approximated tensor field for each volunteer. (b) Part of the resulting fibre
tracking illustrating the transmural helix angle variation. (c) Fibre tracking result on the accumulated
dataset. Fibres are colour-coded with the helix angle –.
ex vivo in [Lombaert et al., 2011a]. On the other hand, the sheet angle does not seem to have a
significant correlation with the transmural depth. Similar results were obtained e.g. in [Lombaert
et al., 2011b]. A low correlation with the transmural depth does not necessarily mean the absence of
features: a primary cluster can be seen at the high negative values all along the transmural depth,
and a secondary cluster is situated close to zero at the mid-wall region. These clusters indicate that
a majority of laminar sheets seem to be oriented parallel to the wall surface, and that some laminar
sheets parallel to the short axis can be seen at mid-wall depth. Further investigation is needed to
study the local laminar sheet structure rather than study its global variation along one axis.
1.4.2 Dense Approximation and Fibre Tracking
The dense approximation scheme presented in this work takes advantage of the PS frame mapping
in order to infer spatial coherency of the approximation along the natural shape of the ventricle.
As demonstrated in Fig. 1.13 and 1.14, This approach shows better approximation accuracy when
compared to the common Cartesian approach. The tensor fields and fibre architecture approximated
from in vivo data (Fig. 1.15(a,b)) demonstrate a variation of fibre orientation from endocardium
to epicardium that is in agreement with the expected structure as reported in the literature for ex
vivo hearts [Scollan et al., 2000; Peyrat et al., 2007]. The double helix pattern is observed on all
datasets. Accumulating the datasets in A allowed us to appreciate the average fibre orientation
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structure among the population of this study (Fig. 1.15(c)), where the helical pattern of the fibres
is clearly represented.
1.4.3 Sensitivity to Parameters
Segmentation The anatomical shape of the ventricle was extracted using manual segmentation,
and the closest truncated ellipsoidal volume was then computed from this segmentation. Segmenta-
tion errors might thus bias the study by including or excluding tensor information at the boundaries of
the LV. As shown in Fig. 1.2, the endocardial boundary of the segmentation was carefully monitored
to avoid the papillary muscles. The axis of rotation of the truncated ellipsoid is defined as the main
axis of mass of the segmented LV. A variation of this axis will slightly impact the resulting statistical
study. For instance, its e ect on the graphs presented in Fig. 1.9 would be an increase/decrease
of the vertical standard deviations of the angles –, —, and “ with no impact on the mean values.
However, since a misevaluation of this axis by only 10 deg. at the base would already deviate the
apex location by 1cm, the error would be straightforward to pick during the process. In this case a
manual adjustment of the axis becomes necessary to ensure a good overlap of the ellipsoid and the
LV walls throughout the volume.
Registration Additionally, errors could potentially be introduced by the di eomorphic registration
between the segmented ventricle and the truncated ellipsoid. Measure points and DTI information
are transported to this ellipsoid simply for statistical analysis and interpolation purposes. Since
tensors are reoriented according to the Jacobian of the transformation  , it can safely be said that
only the rotation components of   can potentially bias the accuracy of the statistical results. It
is therefore important that the segmentation is smooth to prevent for strong rotation components
of the transformation   that would cause an anatomically incorrect extra rotation of the tensor
information. In our experiments the displacement fields were found to be smooth with displacement
vectors of the order of 1.28± 0.77 mm and Jacobian determinants of the order of 0.96± 0.06 (mean
± std).
Noise The evolution of the error Á with respect to the addition of slices (each column of the error
maps in Fig. 1.13(a)) seems to be significantly robust to noise. That is, the pattern was almost
constant until reaching a SNR Æ 5. This is again explained by the relatively strong smoothness of
the fibre orientation structure in a healthy left ventricle such as the one used as reference in this
sensitivity analysis.
Smoothing In the experiments shown in this work, a global kernel width matrix was used through-
out the ventricle. Local variations in the acquired tensor dataset can be smoothed by this process.
In the case of healthy subjects, this property might be desirable under the reasonable hypothesis that
the fibre structure is relatively smooth. On the other hand, in clinical cases such as infarct subjects,
the fibre architecture is suspected to be disoriented in the scar region. In this situation some more
local approach would be necessary. For instance, one could consider using smaller kernel parameters
in such regions in order to depict the fibre structure in more details. Tensor shape indices, such
as the Fractional Anisotropy (FA) or the Spherical Coe cient (SC), could potentially be used as a
detector of such regions in order to adjust the kernel parameters accordingly. As suggested in [Yang
et al., 2012], a metric on tensor which avoid FA collapse should be preferred in this situation.
1.5 Conclusion
This work demonstrates that human in vivo cardiac DTI is feasible in a reasonable acquisition time.
The acquisition protocol that allowed such acquisition was described and applied to a set of 5 healthy
volunteers. The methodological contributions of this work are two-fold. First, a conformal mapping
workflow was proposed for the analysis of cardiac DTI data in the left ventricular myocardium, that
combines the use of the PS curvilinear coordinate system and a non-linear registration to a truncated
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ellipsoid. This workflow was applied in vivo to analyse the fibre orientation structure of the group of
subjects. Results showed a structure in good agreement with those reported in the literature for ex
vivo specimens. Second, an approximation scheme was presented to compute a 3D approximation
of a dense tensor field from sparsely acquired DTI data. The performance of this scheme was
demonstrated using a gold standard ex vivo dataset. It was then applied to the group of healthy
volunteers. Resulting reconstructed dense fibre structure presents a visible double helical pattern in
agreement with the cardiac anatomical knowledge.
The main advantage of this approach is the integration of the curvilinearity of the object of interest
in the groupwise study and in the approximation process. This is particularly interesting when the
data is sparsely distributed across the ventricle. The Riemannian metric induced by redefining the
problem in PS coordinates becomes geodesically convex, which is a very desirable property in such
processes.
Future developments of the techniques introduced in this chapter involve a local approach to
the dense approximation scheme, where the kernel sizes would be adapted to the local coherence of
the tensors. Such improvement could be used to depict and localise fibre disarray involved in scar
patients, and potentially improve therapy planning in these cases.
1.A Inversion of Prolate Spheroidal Coordinates
Recalling the trigonometric and hyperbolic identities:
cos2+sin2 = 1, and cosh2≠ sinh2 = 1
If the following notations is taken for Eq. 1.1:
A = f2
C = x32
B = x12 + x22
– = sin2(›2)
then, using first and second definitions from Eq. 1.1, and the trigonometric identity, we obtain:
B = A sinh2(›1)– (1.9)
sinh2(›1) is a function of –, A, and C using the third definition from Eq. 1.1 and the hyperbolic
identity, which eventually gives a polynomial in –:
A–2 + (≠A+B + C)–≠B = 0 (1.10)
Of the two roots of this polynomial, only one is positive. Noting that – = sin2(›2) is positive by
definition, only one root corresponds to the solution:
sin2(›2) =
(A≠B ≠ C) +(A≠B ≠ C)2 + 4AB
2A
Recalling that ›2 is an angle from 0 to ﬁ, sin(›2) is always positive, and ›2 can then be extracted.
›1 is also a positive number by definition, and can therefore be extracted from Eq. 1.9 when sin2(›2) ”=
0 (everywhere but on the axis of revolution). When sin2(›2) = 0, one can use sinh2(›1) = C/A≠ 1,
which holds true everywhere on the axis apart between foci, where PS coordinates are undefined.
Note that this singularity can be noticed directly from the third line of Eq. 1.1 and by recalling that
cosh(ú) Ø 1. Indeed we then have |x3| > f required on the axis. In practice this singularity is
never reached as it is always outside the ventricle wall. We can nevertheless extend the definition
domain by its limit close to the axis of revolution, i.e. imposing ›1 = 0 in the segment between foci,
rendering the singularity “removable”.
Finally, ›3 is simply obtained by dividing second with first line of Eq. 1.1: ›3 = arctan(x2/x1),
which holds true everywhere except at the axis of revolution. If the point is on the axis of revolution,
›3 can take any value between 0 and 2ﬁ. We use ›3 = 0 by convention.
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1.B Contravariant Basis vectors
The PS contravariant basis G = (g1, g2, g3), defines the di erential vectors for each of the coordinates:
gi = fˆx/ˆ›i.
g1 = f
Qcacosh(›1) sin(›2) cos(›3)cosh(›1) sin(›2) sin(›3)
sinh(›1) cos(›2)
Rdb
g2 = f
Qcasinh(›1) cos(›2) cos(›3)sinh(›1) cos(›2) sin(›3)
≠ cosh(›1) sin(›2)
Rdb
g3 = f
Qca≠ sinh(›1) sin(›2) sin(›3)sinh(›1) sin(›2) cos(›3)
0
Rdb (1.11)
The basis G is direct and orthogonal, but not orthonormal. The norm of each column vector is
the inverse of the corresponding scale factor: ÎgiÎ = 1/hi.
The calculation of the scaling factors and the contravariant basis is involved in the “Finite Strain”
reorientation for the induced transformation  ˜, and the normalised basis is written Gˆ = diag(hi) G.
Chapter 2
Patient-Specific Electrophysiology:
Application to Ventricular Tachycardia
– This chapter is based on [Chen et al., 2016]:
Chen, Z., Cabrera-lozoya, R., Relan, J., Sohal, M., Shetty, A., Karim, R., Delingette, H., Gill, J.,
Rhode, K., Ayache, N., Taggart, P., Rinaldi, C., Sermesant, M., and Razavi, R. Biophysical modelling
predicts ventricular tachycardia inducibility and circuit morphology: A combined clinical validation
and computer modelling approach. Journal of Cardiovascular Electrophysiology, 2016 ( in press).
2.1 Introduction
Current risk stratification in patients who are at risk of potentially fatal ventricular arrhythmias but
without a prior history of sustained arrhythmia relies on determination of left ventricular (LV) function,
the presence of myocardial scar and arrhythmia inducibility during electrophysiological testing [Moss
et al., 1996; Nat, 2006]. In patients with ventricular arrhythmias, especially those with ischaemic
cardiomyopathy (ICM), radiofrequency ablation (RFA) is increasingly used to treat ventricular ta-
chycardia (VT) in order to reduce implantable cardioverter defibrillator (ICD) discharges, improve
patient quality of life and reduce mortality due to ICD shocks. The current risk stratification strategy
is imperfect with not all high-risk patients receiving an ICD and those receiving one never experi-
encing appropriate therapies. Similarly, ablation of VT is technically challenging with a recurrence
rate of up to 40% with a lack of clinical consensus on the optimal ablation strategy Aliot et al.
[2009]. Better risk stratification and higher ablation success rates would potentially improve patient
outcomes. There is therefore a need to identify individuals at high risk of developing ventricular
arrhythmia and the arrhythmia substrate amenable to RFA in order to guide the optimal ablation
strategy.
Computational modelling of cardiac arrhythmogenesis and arrhythmia maintenance have made a
significant contribution to the understanding of the underlying mechanisms of arrhythmia [Cherry and
Fenton, 2004; Courtemanche and Winfree, 1991; Panfilov and Keener, 1995; Jalife and Gray, 1996;
Watanabe et al., 2001]. Studies have identified multiple factors involved in the onset of arrhythmia,
including wave fragmentation, spiral wave breakups, heterogeneity of repolarization, action potential
duration (APD) restitution and conduction velocity (CV) [Trayanova and Tice, 2009; Killeen et al.,
2008; Pueyo et al., 2011; Yue et al., 2005; Arevalo et al., 2007; Banville and Gray, 2002]. In particular,
the heterogeneity in APD restitution, the adaptation of APD as a function of the cardiac cycle length,
has a crucial role in arrhythmogenesis [Cherry and Fenton, 2004; Clayton et al., 2011a; Nash et al.,
2006]. Image-based computational models have incorporated cardiac structural information into such
simulations [Ashikaga et al., 2013; Relan et al., 2011a]. However the integration of both personalized
structural and functional data has not previously been performed.
We hypothesized that using electrophysiological mapping data and structural anatomical data
acquired respectively from invasive electrophysiology studies and high-resolution cardiac magnetic
resonance imaging (MRI), we could develop a patient-specific biophysical model to evaluate how
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Figure 2.1: Personalized computer modelling process. Upper panel: (A) high-resolution contrast-
enhanced MRI scar images; (B) whole heart model segmented from 3D steady-state free precession
(SSFP) MRI with scar (core and gray zone) in violet; (C) low voltage areas from electroanatomical
mapping. Lower panel: (D) model personalization and in silico VT stimulation study procedure
workflow.
these properties were involved in the induction of VT. We compared in silico VT stimulation studies
against clinical VT stimulation studies conducted in the cardiac catheterization laboratory to predict
both VT inducibility and the characteristics of the induced VT circuits.
2.2 Materials and Methods
2.2.1 Patients
All patients were prospectively invited to participate in the study following local research ethics
committee approval and all patients gave written consent prior to study inclusion. We studied 3
patients with ischaemic cardiomyopathy (ICM) defined in accordance with the criteria of the World
Health Organisation/International Society and Federation of Cardiology [Richardson et al., 1996].
All patients were being considered for ICD implant for primary prevention on the basis of their LV
function. Patients underwent MRI with delayed enhancement (DE) for scar assessment prior to
their electrophysiology study to acquire cardiac anatomical and functional information. All patients
underwent a clinically indicated VT stimulation study. Table 2.1 summarizes patient characteristics
and MRI findings.
2.2.2 MRI Acquisition and Image Processing
All 3 patients completed MRI morphological and volumetric assessment as well as scar characteriza-
tion by DE-MRI. Imaging was performed on a Philips Achieva 1.5T scanner using a 32 channel cardiac
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Table 2.1: Baseline patient characteristics and MRI findings.
Patient 1 2 3
Condition ICM ICM ICM
Gender M M M
Age 73 69 64
LVEF, % 27 35 35
Scar on MRI Yes Yes Yes
LVEF:ejection fraction; ICM: ischaemic cardiomyopathy.
coil. A high-resolution three-dimensional (3D) whole heart balanced steady-state free precession (B-
SSFP) free-breathing scan with (acquired) isotropic resolution of 1.8 mm3 was performed using
respiratory navigator motion correction for the purpose of cardiac structure segmentation. LV volu-
metric assessment was performed using a standard stack of short-axis B-SSFP slices. High-resolution
scar imaging was acquired using a free-breathing respiratory navigated inversion-recovery sequence
20 minutes post intravenous injection of a gadolinium contrast agent (Gadobutrol 0.2mmol/kg),
with an acquired voxel size 1.3◊1.3◊2.6mm3, field of view approximately 300◊300◊100mm, repe-
tition time/echo time of 5.4/2.6ms and flip angle 25 degrees. Patient-specific inversion time for the
sequences was selected individually based on a preceding Look-Locker scan to ensure the optimal
nulling of the myocardium.
The 3D B-SSFP structure images were processed to obtain a structural model of the four cham-
bers of the heart using software developed within an open source frame-work GIMIAS [Peters et al.,
2007; Larrabide et al., 2009]. The LV myocardial scar distribution was segmented using signal intens-
ity (SI) based analysis from the high-resolution DE-MR images. Using the full width-half-maximum
(FWHM) method, all voxels with SI values above the half of the maximum SI were automatically
characterized as scar core. The standard deviation of a manually selected remote region of presumed
non-infarct myocardium was computed. Pixels with SI higher than twice this standard deviation
(2SD) but lower than that identified as scar core were automatically assigned as gray zone (an ad-
mixture of scar and healthy myocardium scar, often in the region of scar border zone) [Kim et al.,
2009]. Finally, a personalized 3D model of the ventricles was derived from the MRI images: a
tetrahedral mesh was generated from the binary mask of the ventricles using the CGAL software
(http://www.cgal.org). Each element of the mesh was labelled (healthy / scar core / gray zone)
according to the segmentation of the myocardium performed in the previous step.
2.2.3 Electroanatomical Mapping and Signal Processing
LV non-contact electroanatomic mapping (EAM) was performed using a multi-electrode array cath-
eter (EnSite Velocity System, St Jude Medical, MN, USA) passed via the femoral artery retrogradely
across the aortic valve into the LV cavity in all patients. The EnSite system uses the inverse solution
method to reconstruct endocardial electrical potentials within the LV cavity [Schilling et al., 1998].
The chamber geometry was reconstructed using locator signals from a steerable electrophysiological
catheter. The patients underwent a simultaneous VT stimulation study according to the Wellens
protocol with pacing from the RV apex during the mapping study [Wellens et al., 1985] as part of
the clinical work-up for risk stratification to determine if an ICD should be implanted as per National
guidelines [Nat, 2006].
Unipolar electrograms (UEG) derived from non-contact mapping were filtered from an electro-
physiology recorder (EnSite Velocity System) with a band-pass filter. In order to optimize QRS
complex and T wave detections, the high-pass and low-pass filter cut-o  frequencies were set re-
spectively at 10Hz/300Hz and 0.5Hz/30Hz. The data were then exported for o ine analysis. The
depolarization times were detected within the QRS window and derived from the zero crossings of
the laplacian of the measured UEGs [Coronel et al., 2000]. The repolarization times were detected
within the ST window for the signals and derived using the alternative method [Yue et al., 2004].
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The alternative method has repolarization times derived from ≠dV/dtmax for the negative T-wave,
at the dV/dtmin for the positive T-wave, and the mean time between ≠dV/dtmax and dV/dtmin for
the biphasic T-waves.
The relationship between the diastolic interval (DI) of one cardiac cycle and the APD of the
subsequent cardiac cycle is described by the APD restitution curve (APD-RC). The di erence between
the depolarization time and repolarization time was used to estimate the activation recovery time
(ARI), which is a surrogate marker for APD. The APD-RC was estimated during steady state RV
pacing (600ms, 500ms and 400ms) with sensed extras at di erent coupling intervals. The APD-RC
was represented by a non-linear equation using a least-squares fit to the mono-exponential function
as previously detailed on experimental and clinical data [Relan et al., 2011a,b].
2.2.4 Cardiac Electrophysiology Models
The present study used a coupled personalization framework that was previously evaluated in de-
tails [Relan et al., 2011a,b]. It combines the benefits of two di erent kinds of mathematical models
while keeping the computational complexity tractable. The Eikonal (EK) model was used to estimate
the conductivity parameters over the ventricle derived from non-contact mapping of the ventricular
endocardial surface potential, which were then used to set the parameters for the Mitchell-Schae er
(MS) model. Additionally, the MS model is able to hold the memory of one preceding cycle and
has restitution properties, thus is able to simulate arrhythmias macroscopically. Both models are
computed on the whole 3D myocardium. This personalization framework has already been detailed
in a previous publication and the predictive power of such personalized model was evaluated on
experimental data [Relan et al., 2011a,b]. The process of building the models from the MRI and
EAM data is illustrated in Figure 2.1 and a summary on the used models and their personalization
are included in the following sections.
Eikonal (EK) Model The EK model simulates the propagation of the depolarization wave in cardiac
tissue by computing the local activation time. It is governed by the Eikonal-di usion equation and
solved using the fast marching method. It can be written as:
co

dEK(
Ò
ÒT (x)tMÒT (x)≠Ò · (dEKMÒT (x))) = ·(x) (2.1)
Where :
co is a dimensionless constant (=2.5)
·(x) is the cell membrane time constant (=0.003s)
dEK is the square of the tissue space constant along the fiber and is related to the specific
conductivity of the tissue in the fiber direction, it has units of m2
M = diag(1, ﬂ, ﬂ) is a di usion tensor that incorporates the tissue anisotropy into the model
ﬂ =1 /2.52 is the anisotropy ratio between longitudinal and transverse di usion. This value is
given to have a conduction velocity (CV) 2.5 times faster in the fiber direction
Details for solving the previous non-linear equation are explained in a prior publication [Sermesant
et al., 2005].
Mitchell Schae er (MS) Model The MS model is a simplified biophysical model derived from the
Fenton Karma ionic model [Mitchell and Schae er, 2003; Fenton and Karma, 1998]. It models the
transmembrane potential as the sum of a passive di usive current and several active reactive currents
including combination of all inward and outward phenomenological ionic currents. This is described
in the MS model by a system of partial di erential equations:Y___]___[
ˆtu = div(DÒu) + zu2(1≠u)·in ≠ u·out + Jstim(t)
ˆtz =
Y][
(1≠z)
·open
if u < ugate
≠z
·close
if u > ugate
(2.2)
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Where:
u is a normalized transmembrane potential variable
z is a gating variable which depicts the depolarization and repolarization phases by opening
and closing the currents gate
Jin = zu
2(1≠u)
·in
represents the inward currents (primarily Na+ and Ca2+) which raise the
action potential voltage
Jout = u·out represents the outward currents that decrease the action potential voltage (mainly
K+), describing repolarization
Jstim is the stimulation current at the pacing location
·in, ·out, ·open, ·close have units of seconds
M is a di usion tensor that controls the di usion term in the model
This model incorporates both APD and CV restitution e ects, and the restitution curves can be
written in an analytical formulation, which can be used to estimate restitution parameters.
2.2.5 Model Personalization
Apparent Conductivity Parameter Estimation. The apparent conductivity (AC) of tissue can be
measured by the parameter dEK in the EK model. It is initially estimated on the endocardial surface
as a global value using a bisection method that matches the average conduction velocity of the meas-
ured depolarization time (DT) isochrones to the simulated ones. It is used as an initial estimate in an
adaptive multi-level domain decomposition algorithm, which minimizes the mean-squared di erence
of the simulated and measured DT isochrones [Chinchapatnam et al., 2008]. One particular aim of
this step is to estimate areas with high conduction velocity, which can represent parts of the Purkinje
network.
Extrapolation of myocardial volumetric parameters from endocardial data, imaging and body
surface ECG In order to propagate the estimated parameters to the whole myocardium, the present
approach uses a di usion-like process that smoothly extrapolates the estimated endocardial para-
meters. This estimation is based on the model using the anatomical 3D information from the MRI
scar images and the global electrical information (ECG). The transmural AC value is estimated in
order to fit the measured QRS duration, by a one-dimensional minimization of the following cost
function: (mean-squared di erence of simulated and measured isochrones at endocardium + squared
di erence of simulated and measured QRS duration). The simulated QRS duration is calculated as
the di erence between the maximum and the minimum depolarization times in the biventricular mesh
and the measured QRS duration is estimated from the surface ECG. The AC values for RV endocar-
dium and RV myocardial mass are set at 5 mm2 and 0.64 mm2 as previously described [Keener and
Sneyd, 1998]. Such estimation method has been validated by experimental data [Relan et al., 2011b].
Due to the absence of transmural electrical propagation information, no variation is assumed across
the healthy left ventricular myocardium, excluding the LV endocardium which was personalized as
described in the previous paragraphs and the scar personalized from imaging.
Coupling of EK and MS Model Parameters The AC parameter for dEK model is a scale for the
di usion speed of the depolarization wave front in the tissue. In 3D, the model Conduction Velocity
(CV) is related to dEK as :
cEK = –EK

dEK + —EK (2.3)
where the constants –EK and —EK are introduced to take into account the discretization errors
(in particular of the curvature) in 3D.
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The corresponding conductivity parameter for MS model, dMS is also a scale for the wave di usion
speed in the tissue. The model CV here is related to dMS as:
cMS = –MS

dMS + —MS (2.4)
where the constants –MS and —MS are introduced for the same reasons as of EK model, while ·in
is kept as a constant. The estimated AC parameter dEK can then be used to estimate the parameter
dMS as previously described [Relan et al., 2011a].
To represent the volumetric heterogeneity of the border zone, the intensity values derived from
the 3D DE-MRI images were used to modulate the spatial variation in the AC values of scar border
zone (the higher the signal intensity seen on DE-MRI images, the lower the tissue conductivity). AC
values were assigned to zero in the scar core, to reflect the paucity of viable cardiac myocytes.
APD Restitution Curves. APD restitution is an electrophysiological property of the cardiac tissue
and defines the adaptation of APD as a function of the heart rate. Its slope has a heterogeneous
spatial distribution. The APD restitution curve (APD-RC) defines the relationship between the
diastolic interval (DI) of one cardiac cycle and the APD of the subsequent cardiac cycle. The slope
of these RCs is controlled by a model parameter ·open of the MS model and depicts the APD
heterogeneity present at multiple heart rates. APD-RC for MS model is explicitly derived as:
APDn+1 = f(DIn) = ·closeln(
1≠ (1≠ hmin)e
≠DIn
·open
hmin
) (2.5)
where hmin = 4(·in/·out) and n is the cycle number. The maximum value of APD is also expli-
citly derived as APDmax = ·closeln(1/hmin).
2.2.6 in silico VT Stimulation Study
In all patients, clinical VT stimulation studies were carried out at the same time as EAM. The
personalized model was used to simulate a clinical VT stimulation study in silico in order to predict
the initiation and maintenance of ventricular arrhythmia. The simulated study was performed in
accordance with the clinical study protocols that were carried out in these patients: the pacing
stimuli were applied from the RV apex following the Wellens protocol. If a sustained VT was
initiated in silico, the VT cycle isochrones were computed to locate the site of the earliest activation
corresponding to the exit point of the re-entrant VT circuit. These results were compared with the
observed results from the clinical VT stimulation studies. Each stage for the VT stimulation in silico
was simulated in parallel on a cluster of computers. The personalization plus VT simulation study
for a mesh of >230,000 tetrahedra runs in approximately 12 hours.
In order to test in silico the inducibility of VT from other pacing sites, the VT stimulation study
was also simulated from alternate pacing sites in the RV and LV that encompassed the basal and ap-
ical freewall/lateral/septum/anterior and inferior walls. This allowed identification of all the potential
VT circuits and exit points of induced sustained monomorphic VT from the simulated study. The
exit points identified during the clinical VT stimulation studies as well as the exit points identified
during the in silico simulations were characterized in terms of the spatial heterogeneities of the AC,
APD restitution properties, scar and gray zone at their locations.
VT simulation with solely image-based personalized parameters. A sensitivity analysis where
the performance of a model constructed using non-personalized empirical electrical parameters was
compared to that using personalized patient-specific electrical data. For all cases, patient anatomy
and scar geometry was preserved. The VT simulation procedure was performed as described in the
previous sections.
The personalized mesh was divided into three di erent types of tissue, guided by the delayed
enhanced MR imaging information: healthy myocardium, grey zone and scar core. Nodes within
the scar core tissue were set to have zero apparent conductivity values. Conduction and restitution
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parameters in the healthy myocardium tissue were set to the average value computed from the
personalized models across patients. This yielded values of 4 m2s2 for the apparent conductivity and
·close = 180ms, ·in = 0.3ms, ·out = 6ms, ·open = 160 ms for the restitution model parameters.
According to the described values of conduction velocity and restitution parameters in the liter-
ature, model parameters were modified in the grey zone areas [Yao et al., 2003; Decker and Rudy,
2010]. Conduction velocity parameters were reduced by 90% with respect to those in the healthy
myocardium. Restitution parameter values in the grey zone regions were set to have a 25% longer
action potential duration (increase in ·close parameter) and a 31% smaller upstroke velocity (increase
in the ·in parameter) than those in the healthy myocardium.
2.3 Results
During the clinical VT stimulation studies, patients 1 and 2 developed sustained monomorphic VT,
while patient 3 was non-inducible. All were implanted with an ICD for primary prevention based
on guidelines following clinical assessment. During a follow-up, Patient 2 received appropriate ICD
therapy for sustained VT.
2.3.1 VT Induction and Clinically Observed Exit Points
Patient 1 had induced sustained monomorphic VT with a cycle length (CL) of 275ms at Stage 11 of
the Wellens protocol (S1 500ms, with S2, S3 and S4 at 250ms, 240 and 360ms respectively). Patient
2 had induced SMVT with a cycle length of 245ms at Stage 4 of the Wellens protocol (S1 600ms,
with S2 at 400 and S3 at 360ms). In Patient 1, the endocardial activation recorded from EAM
showed the re-entrant VT circuit initiating from the LV lateral wall, spreading anteriorly and then
posteriorly before returning to the lateral wall. In Patient 2, the re-entrant VT circuit exited from
the LV infero-lateral wall, spreading antero-laterally and then towards the septum, before returning
to the infero-lateral wall. The patterns of activation for both re-entrant VT circuits are illustrated
in Figure 2.2.
2.3.2 Model Personalization, Parameters
A qualitative assessment of spatial heterogeneities of the LV myocardium in terms of apparent
conductivity and APD restitution properties for each patient are illustrated on polar plots in Figure
2.3. There appeared to be a broad spatial heterogeneity in AC in all the study patients, as is shown
on the boxplots on the lower part of Figure 2.3. However, patients 1 and 2 showed higher spatial
heterogeneity of APD-RC properties. The VT exit points that were observed during the clinical VT
stimulation studies in Patients 1 and 2 were in the scar border zone/gray zone as determined by the
DE-MRI scans.
2.3.3 Model-Predicted Induced VT
The VT stimulation studies performed on all patients were simulated in silico using the personalized
computer model. Sustained monomorphic VT was induced at Stage 7 of the virtual Wellens protocol
for Patient 1 (drive-train S1 at 400ms, first coupled extra stimulus S2 at 220ms) and stage 5 for
Patient 2 (drive-train S1 at 500ms, and coupled S2 at 220ms). LV polar plots of the clinical and
virtual VT isochrones are illustrated in Figure 2.4 for comparison. Sustained VT was not inducible
in silico for Patient 3.
The personalized model of Patient 1 predicted a sustained re-entrant VT (induced with drive-train
S1 at 400ms, S2 at 200ms and S3 at 200ms) circuit with a cycle length of 260ms compared with
the clinically observed cycle length of 275ms with a macroscopically similar activation pattern and a
predicted exit point that matched with the observed clinical one. The personalized model of Patient
2 also predicted a positive VT (induced with drive-train S1 at 500ms, S2 at 200ms) stimulation
study with a cycle length of 250ms compared with 245ms for the clinical VT. The induced VT was
sustained and the re-entrant pathway stable. Notably the direction of the activation pattern during
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Figure 2.2: Isochrones mapping during re-entrant VT. (A) Patient 1 with VT cycle length 275ms
and (B) Patient 2 with VT cycle length 245ms. In Patient 1, the sustained VT self terminated after
attempts of pace termination given due to patient’s favorable hemodynamic response. In Patient
2, the sustained VT required DC-cardioversion due to patient’s unfavorable hemodynamic response.
The 3D VT isochrones with exit points (red) in relation with scar core (white) and gray zone (gray)
are shown in the left panels. Unipolar electrograms recording during VT are shown in the middle
panels. LV polar plots of VT isochrones illustrating the direction of activation pattern are shown in
the right panels.
the predicted re-entrant VT was reversed from that observed clinically; however, the predicted exit
point correlated with the clinically observed one.
We performed additional quantitative analysis on the patients’ 3D anatomies to make a com-
parison of clinically observed and predicted exits points in terms of anatomic location. We defined
the exit region compassing anatomical points with an activation time within 10ms of the earliest
activation. The distance between the clinically observed and simulated exit points was defined as
the 3D Euclidean distance between the centres of both exit regions. A di erence of 7mm and 8mm
were found, respectively, for patients 1 and 2. The personalized model of Patient 3 could not induce
VT using the virtual Wellens protocol, but induced frequent monomorphic ventricular ectopic in
agreement with the clinical study.
2.3.4 in silico VT Stimulation from Additional Sites
VT stimulation study was also performed in silico by pacing from other sites than the RV apex used
during the clinical study for Patients 1 and 2. Di erent VT circuits with three additional exit points
were observed in both patients. The exit points were located on the boundary of scar in the region
of the gray zones from the DE-MRI images. The composite of di erent exit points are plotted in
Figure 2.5 in terms of their APD restitution properties and AC.
2.3.5 Three-Dimensional VT Circuit Visualization
The computer model enabled the prediction of a 3D VT circuit, as opposed to the 2D VT activation
pattern observed by the non-contact EAM, by taking into account the 3D geometric information
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Figure 2.3: (Top) LV polar plot representation of the spatial distribution of the maximum slope for
APD-RCs, maximum asymptotic APD and AC. Scars identified by DE-MRI with its border zone (high-
lighted by gray contours) and clinically observed exit points (highlighted by white contours) during
re-entrant VT are overlaid to the polar plots. (Bottom) Box-whiskers plots of spatial heterogeneity
of the personalized parameters.
from MRI including the transmurality of scar core and gray zone across the LV wall. This allowed
additional insights on the wave propagation within the myocardium through computer simulation.
For Patient 2, the main VT circuit in the myocardium computed from the geodesic path of the
predicted VT isochrones is shown in red in Figure 2.6. Between the entry (the latest activated
region) and the exit (the earliest activated region) points, the activation wave front of the re-entrant
VT propagates in the region of the gray zone. The estimated wave front path surrounds the scar
core and lies within the scar border zone, entering from the endocardial surface, meandering within
the ventricular wall, and exiting via the epicardial surface.
2.3.6 Results for solely image-based personalized parameters.
We performed additional sensitivity analysis using solely image-based personalized electrical paramet-
ers instead of personalized patient-specific electrical data in the two patients with positive clinical
VT stimulation studies and found that using combined personalized electrical and image data can
potentially improve the accuracy of VT inducibility and predictions regarding the location of exit
zones predictions.
Using non-personalised empirical electrical parameters VT was not inducible in Patient 1. It also
induced a di erent macroscopic VT circuit morphology from the one seen during the clinical study
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Figure 2.4: VT isochrones of induced re-entrant VT during clinical VT stimulation study (left panel)
and during in silico VT stimulation study (right panel). The arrows point towards the directions of
propagation. Scars (core and gray zone) are superimposed to the LV shell shown in darkened regions.
Figure 2.5: Correlation of predicted exits points with structural heterogeneity and functional hetero-
geneity. A = Patient 1. B = Patient 2. The left panel shows the isochrones for the three predicted
VT circuits with fangs of white lines denoting the exit points. The middle panel demonstrates the
LV scar distribution with black region denoting healthy myocardium, white region denoting the scar
core and the gray region denoting the gray zone/scar boarder zone with overlying composite exit
points (fanged green lines). The right panel demonstrates the electrical properties with overlying
composite exit points (fanged green lines).
in Patient 2. The Euclidean distance between the centre of the clinical exit region and that pre-
dicted using non-personalized electrical parameters was 37mm, and with using personalized electrical
parameters it was 8mm.
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Figure 2.6: Estimation of the intra-myocardial path between the entry and exit points during re-
entrant VT. Estimated endocardial 2D geodesic path between the entry and exit points from elec-
troanatomical study during clinical VT stimulation study is demonstrated by the isochrones map.
Estimated intra-myocardial 3D geodesic path (red line) takes into account of the scar heterogeneity
from the high-resolution MR images. The entry and exit points are illustrated by the graded colours
on the 3D path with blue denoting late activation and red denoting early activation. The activation
wave path is shown traveling within the region of scar border zone (purple wire mesh), between the
scar core and the gray zone.
2.4 Discussion
The present study provides new insights into the prediction of VT circuits using a biophysical model.
The principal findings of our study are as follows:
1. In silico VT stimulation studies were able to predict inducibility of VT in patients at risk of
ventricular arrhythmia.
2. The characteristics of the modeled VT circuits correlated well with the clinically observed
circuits in terms of cycle length, macroscopic activation patterns and VT exit sites.
Encouragingly, the personalized cardiac models encompassing both anatomical and electrical
properties in the present study were able to predict not only the inducibility of re-entrant VT, but
also the re-entrant VT circuit properties and anatomical locations of the substrate. Whilst cardiac
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modelling has been an active research area for decades, personalized cardiac modelling using patient-
specific clinical data is in its infancy. Recently, Ashikaga et al. presented a retrospective study
that compared the actual target VT ablation sites with that predicted from an image based cardiac
model and found a good correlation between the predicted ablation sites located mostly at the
scar border zone and the actual ablation sites [Ashikaga et al., 2013]. In keeping with our data,
they highlighted an advantage of incorporating 3D geometric information gained from MRI, which
allowed the prediction of the potential critical isthmus on the epicardial surface. This is important,
as conventional mapping techniques used during ablative therapy are limited especially when the
substrate of the VT circuit lies on the opposite side of the mapping surface. Our study is unique in
that as well as anatomical and scar information, we incorporated functional data including APD-RC
properties and tissue conductivity and their spatial heterogeneity into our patient-specific models.
Previously, Arevalo H et al. suggested that VT dynamics were primarily governed by the geometric
parameters of the scar-core and border zone using image-based computational VT modeling work
with scar data acquired from high-resolution MRI of ex vivo canine heart (reconstructed voxel size
200µm3) and empirical ionic cell parameters [Arevalo et al., 2013]. Whilst we realize that contrast-
enhanced MRI provides important scar geometry that governs the substrate of re-entrant VT, we
also recognize that the resolution of the current standard clinical MR imaging technique is limited
(common voxel size 2◊2◊8mm3) in providing the level of spatial geometry details that we would like
to see at the border zone. Thus the term ”gray zone” reflecting the spectrum of intermediate signal
intensity seen on MRI scar images at the scar border zone was originated. We believe that additional
knowledge and understanding of patient-specific heterogeneity in local electrical parameters would
assist in predicting the likely culprit conduction channels/isthmus, and not the bystanders, that is
critical to the clinical VT. This by confirmed by the results of our simulations on the solely image-
based personalization of the electrical parameters in the model. We found that using combined
personalized electrical and image data can potentially improve the accuracy of VT inducibility and
predictions regarding the location of exit zones predictions.
2.4.1 Clinical application
The current personalization and in silico stimulation framework has potential for VT circuit prediction
which could aid in ablation guidance. Successful VT termination through ablation may be achieved
when the critical isthmus is successfully interrupted with ablation lesions. Predicted VT exit points
could be potential targets for ablation. In silico personalized models may o er significant clinical
benefit in predicting the risk of ventricular arrhythmia in patients and guiding treatments including
ICD implantation and VT ablation. If VT exit points can be predicted with biophysical models then
this information may be used to guide ablation in patients. Such models also o er additional flexibility
as the model can simulate any combination of paced stimuli from di erent locations with varying
pacing cycle lengths, which may not be feasible in clinical practice. We have indeed demonstrated
that additional potential exit points, which still lay at the scar border zone/gray zone, can be induced
from in silico VT stimulation studies.
2.4.2 Study Limitations
The study is limited by the small number of patients included, however the invasive nature of the
study precludes analysis of a large number of patients. The electro-anatomical data are derived from
non-contact mapping with the inherent limitations of this type of mapping [Schilling et al., 1998].
Non-contact mapping was chosen for its ability to provide ’beat-to-beat’ mapping in the setting of
rapid and unstable VT circuits, which could not be mapped with contact mapping techniques.
On the modelling side, the personalisation required high-resolution MRI data. In patients with
pre-existing ICDs such imaging may not always be feasible. The cardiac model also made several
simplifications in particular for the Purkinje network and pathological changes of cardiac fibre orient-
ations. Though lacking detailed representation of such microscopic parameters, the model exhibited
the main macroscopic properties of the tissue such as conductivity, APD and APD restitution. As
with any personalization of computational physiology model, there is a degree of uncertainty due
2.5. CONCLUSION 49
to the limitations in acquired temporal and spatial resolution clinical data, as well as in the model.
Computational methods were developed to incorporate a simpler model in an e cient Bayesian infer-
ence method that can take into account the uncertainties on the data and model parameters in the
personalization [Konukoglu et al., 2011]. Extending such methods to the model used in the study
could account the uncertainties in the application of the model.
2.5 Conclusion
We demonstrated in this manuscript that our personalized biophysical model was able to predict
macroscopic VT circuits and exit point locations in agreement with clinically observed datasets. Our
results suggest that patient-specific cardiac models may o er incremental clinical benefit in terms of
ventricular arrhythmia risk stratification and in the planning and delivery of ablation strategies for
re-entrant ventricular arrhythmias.
Non-invasive body surface mapping may be explored to obtain non-invasively such personalised
cardiac model in order to facilitate the translation of the biophysical cardiac model processing pipeline
to clinical practice [Rudy, 2013; Zettinig et al., 2014].
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Chapter 3
Patient-Specific Mechanics: Application
to Resynchronisation Therapy
– This chapter is based on [Sermesant et al., 2012]:
Sermesant, M., Chabiniok, R., Chinchapatnam, P., Mansi, T., Billet, F., Moireau, P., Peyrat, J.,
Wong, K., Relan, J., Rhode, K., Ginks, M., Lambiase, P., Delingette, H., Sorine, M., Rinaldi, C.,
Chapelle, D., Razavi, R., and Ayache, N. Patient-specific electromechanical models of the heart
for the prediction of pacing acute e ects in CRT: A preliminary clinical validation. Medical Image
Analysis, 16(1):201–215, 2012.
3.1 Introduction
Cardiovascular diseases (CVD) remain a major cause of morbidity and mortality in the Western
World1. Within CVD, congestive heart failure (CHF) has an increasing prevalence mainly caused
by the steadily increasing number of survivors following myocardial infarction. This leads to pro-
gressive derangements in myocardial function arising from scar formation post infraction. CHF has
an extremely poor prognosis with a 50% mortality in the first three years after diagnosis. Many
patients with heart failure also have significant conduction disease with a broad QRS on ECG often
manifested as left bundle branch block. This results in electrical and mechanical dysynchrony and
declining myocardial pump function. Cardiac resynchronisation therapy (CRT) consists of implanting
pacing leads to improve the synchronisation of cardiac contraction [Cazeau et al., 2001]. Recent large
randomised controlled clinical trials have shown that CRT induces significant reductions in morbidity
and mortality [Cleland et al., 2005]. However, clinical trials have also demonstrated that up to 30%
of patients are non-responders to the therapy [Ismail and Makaryus, 2010]. There is still significant
controversy surrounding patient selection and optimisation of CRT (e.g. lead positioning, pacemaker
settings). Current guidelines for selection for CRT rely on symptomatic, echocardiographic and elec-
trocardiographic criteria. A broad QRS (> 130ms) is generally required to merit CRT implant.
For instance, recent studies in patient selection showed that patients with heart failure and nar-
row QRS intervals do not currently benefit from CRT (RethinQ, [Beshai et al., 2007]) and that no
single echocardiographic measure of dyssynchrony may be recommended to improve patient selection
(PROSPECT, [Chung et al., 2008]). While image-based methods may give some insights into who
might respond to therapy [Aggarwal et al., 2009], with e.g. detailed strain analysis from Magnetic
Resonance Imaging (MRI) [Kirn et al., 2008], the precise prediction of the therapeutic e ects and
and how best to optimise pacing parameters remain out of reach. Therefore, new approaches are
needed in order to provide a more accurate characterisation of ventricular electromechanical function
to facilitate improved planning and delivery of the therapy.
In parallel, the last decades have seen major progress in medical imaging, cardiac modelling and
computational power facilitating personalised simulations (i.e. using models with patient-specific
parameters) of cardiac activity. While the scientific importance and enormous clinical potential of
1see for instance http://www.americanheart.org/statistics/ and http://www.heartstats.org/
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this approach have been acknowledged [Crampin et al., 2004; Hunter and Nielsen, 2005; Kerckho s
et al., 2008c], its translation into clinical applications has yet to be achieved. We aim to build on
the major scientific advances in cardiac modelling that have already been made, in order to proceed
to the next level and individualise such models to each specific patient using state-of-the-art multi-
modal imaging. This approach has the potential to have a major impact on clinical practice. Indeed,
patient management may be improved by allowing the clinical response at specific pacing sites to be
predicted and fine-tuned in each patient.
Figure 3.1: Global scheme of the clinical data used for the personalised models, the generated output
maps and parameters, and the resulting predictions.
In this chapter, we demonstrate proof of concept of the personalisation of an electromechanical
model of the heart to predict the responses in cardiac function due to e ects of pacing the left ventricle
at di erent endo and epicardial sites (see Fig. 3.1). Such predictions may be used to quantify the
improvement in cardiac function that can be expected from CRT. Such a model may also be able
to predict the optimal location of the pacemaker leads (stimulation electrodes) and allow optimal
programming of timing of the electrical stimulation to ensure a maximal haemodynamic benefit.
In this work we have only focused on the acute haemodynamic e ects of CRT. The prediction of
chronic reverse remodelling of the heart with CRT [Sutton and Keane, 2007] is out of the scope of
the presented work.
There is an important body of literature on the functional imaging of the heart, for instance:
measurements of electrical activity, deformation, flows, fibre orientation, and on the modelling of
the electrical and mechanical activity of the heart. Many of these models are direct computational
models, designed to simulate in a realistic manner the cardiac action in a realistic manner, often
requiring high computational costs and the manual tuning of a very large number of parameters.
Mechanical modelling was used in order to constrain and regularise [Yan et al., 2007] or better
interpret deformation from imaging data [Liu and Shi, 2007] with simultaneous parameter estima-
tion [Hu et al., 2003], but without any prediction of changes with therapy.
Recently, computational models have been used to simulate CRT on a generic anatomy in com-
puter studies [Kerckho s et al., 2010] or in comparison with animal experiments [Kerckho s et al.,
2008a,b] and have provided important insights on the pathophysiology of dyssynchrony. In order
to translate such models into the clinical arena and impact patient management and therapeutic
planning, the models need to be individualised to each specific patient, which remains a challenging
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task especially due to the dimensionality of the problem and the parameter observability.
The proposed approach involves models whose complexity is directly related to the phenomena
observed in clinical data. This is the reason why these models are often simplified compared to those
published in the literature. The observability of patient parameters parameters (electrophysiological,
mechanical and haemodynamic) was crucial in the personalisation step. Utilising a limited number
of pre-specified parameters allowed their identification from clinical measurements on a specific
patient by solving a tractable inverse problem (see Fig. 3.1). While some steps of this method
were interactive, the chosen models have the correct theoretical properties to make an automated
adjustment possible.
A preliminary section details the clinical context, the data acquisition, and the data fusion into
the same spatio-temporal reference frame. We then present the four sections describing the personal-
isation of the model anatomy, electrophysiology, kinematics and mechanics. Finally we demonstrate
the predictions of acute haemodynamics in comparison to direct interventional measurements for
multiple pacing conditions in two clinical cases.
3.2 Clinical Context, Data Acquisition and Fusion
The construction, testing and personalisation of biophysical models rely on the ability to fuse data
from an array of sources. For cardiac modelling, the fusion of anatomical, mechanical, and electro-
physiological data is of primary importance. This fusion must be both in the spatial and temporal
domains. The sources of data used in the presented work are Magnetic Resonance Imaging (MRI),
electrophysiology catheters, pressure catheter and X-ray fluoroscopy.
(a) XMR Suite (b) X-ray/MR fusion
Figure 3.2: (a) XMR suite with the MR scanner and the X-ray C-arm. (b) Real-time overlay of
MRI-derived left ventricular (LV) surface model (red) onto live X-ray fluoroscopy image (grey scale)
to guide the placement of catheters: (1) St. Jude Ensite balloon, (2) LV roving, (3) coronary sinus
sheath, (4) coronary venous/epicardial, (5) pressure, (6) high right atrium, (7) His bundle, (8) right
ventricle.
High quality cardiac anatomical and functional data can be obtained from MRI, such as myocardial
shape, wall motion, blood flow and infarct sites, with a spatial resolution of approximately 1.5 ◊
1.5 ◊ 7mm3 and a temporal resolution of around 30ms. Electro-anatomical data can be obtained
from catheter-based measurements that are guided using X-ray fluoroscopy with a spatial resolution
of less than a centimetre and a temporal resolution close to a millisecond. Acute haemodynamic
data is acquired using a high fidelity (200 Hz) pressure sensor to measure left ventricular pressure.
Spatial fusion of electrical and anatomical data requires an e ective image registration strategy.
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Our solution has focused on the use of an X-ray/MR (XMR) hybrid imaging system that allows the
seamless collection of both MRI and X-ray-based data (see Fig. 3.2). We have developed a real-time
registration solution [Rhode et al., 2005] that allows the spatial integration of MRI-based anatomical
and functional data with X-ray-based catheter data, such as intracardiac electrophysiological and
pressure signals. For the temporal integration, the electrocardiogram provides the information on the
heart rhythm to enable the synchronisation of the datasets.
We present data based on two clinical cases scheduled to receive CRT. The first patient was a sixty
year old woman with heart failure and NYHA class III symptoms2. The aetiology of heart failure
was non ischaemic dilated cardiomyopathy with no flow-limiting disease on coronary angiography
although cardiac MRI did show subendocardial postero-lateral scar in the left ventricle. The left
ventricular ejection fraction was 25% on maximal tolerated heart failure medication. The surface
ECG demonstrated significant conduction disease with left bundle branch block (LBBB) QRS duration
of 154 ms (normal QRS is less than 120 ms). Echocardiography, including Tissue Doppler, confirmed
significant mechanical dysynchrony in keeping with the ECG findings.
Figure 3.3: Fusion of late-enhancement derived scars (red surfaces), anatomical MR (volume ren-
dering) and Ensite isochronal map (colored surface).
The second patient was a seventy seven year old woman with a much more developed dilated
cardiomyopathy. She was in NYHA class III heart failure with a LV ejection fraction of 18% and
left bundle branch block QRS duration of 200ms. There was no late gadolinium enhancement but
functional conduction block was observed in the electrophysiological mapping.
For both cases, the clinical data used to set up the patient-specific models consisted of a cine-MRI3
for the estimation of ventricular function and volumes and late enhancement images with gadolinium
contrast agent for scar anatomy (in case of scars). A non-contact mapping study was performed
using the Ensite 3000 multi-electrode array catheter system (St Jude, Sylmar, CA). This consists
of a 64 laser-etched wire braid mounted on an 8mm balloon. The array records intracavity far-field
potentials that are sampled at 1.2 kHz and digitally filtered at 0.1-300Hz. The resulting signals
allow the reconstruction of over 3000 virtual unipolar electrograms superimposed on a computerised
model of the left ventricle created using a locator signal on a roving endocardial catheter. We can
then obtain both isopotential and isochronal maps. While non-contact mapping can su er from
motion and distance artefacts, it is well suited to create biophysical models as it can map several
di erent pacing conditions from a single heart beat (while contact mapping would require a relatively
large number of cycles for each pacing mode). The XMR fusion provides the location of the Ensite
mapping with respect to the MR-derived information (see Fig. 3.3). We will illustrate the whole
2NYHA classes stand for the stages of heart failure according to the New York Heart Association. Patients with
NYHA III are comfortable at rest but any other activity causes fatigue, palpitation, or dyspnea.
3cine-MRI usually cover the ventricles by a set of 2D dynamic sequences for which the image data are acquired with
a temporal resolution of 20-40ms.
3.3. PERSONALISED ANATOMY 55
method with the data from Patient 1, but the same process was applied to the data from Patient2.
3.3 Personalised Anatomy
3.3.1 Model Specification
The anatomical model used is the compact (i.e. without trabeculae) ventricular myocardium. As we
did not simulate the valves, we did not integrate the papillary muscles into the segmentation. This
anatomical model is represented with a tetrahedral mesh which resolution is around 2 mm (mean
edge length). This is to be compatible with the resolution of the data and the computational time
of the models. We label the di erent tetrahedra of the mesh for regional parameter adjustment.
The labels used include the AHA segments and the scars. Endocardial and epicardial surfaces were
labelled as well. The complex cardiac fibre architecture has an important role in the electrical and
mechanical function of the heart: electrical propagation and mechanical contraction are mainly along
the fibre direction. The introduction of the fibre orientation in cardiac electromechanical modelling
is thus essential for accurately simulating cardiac function. We use a synthetic model built with
analytical laws describing general trends of fibre orientations observed in di erent studies [Streeter,
1979]. We assign a fibre orientation to each vertex of the mesh.
3.3.2 Model Personalisation
There is an extensive literature on the segmentation of the heart from medical images(see for in-
stance [Ecabert et al., 2008; Zheng et al., 2008a; Peters et al., 2010] and references therein). How-
ever, to cope with extreme and variable anatomies due to pathologies, we developed a simple yet
e cient semi-automatic method which combines specific image processing tools to extract the bi-
ventricular myocardium from cine-MRI. We segmented in the mid-diastolic volume of the cardiac
sequence: the left ventricle (LV) endocardium (Fig. 3.4, red contour), the right ventricle (RV) en-
docardium (Fig. 3.4, blue contour) and the epicardium (Fig. 3.4, green contour). To this aim, we
Figure 3.4: Personalised anatomy using image segmentation. Left: Three surfaces were defined
during the segmentation, the left ventricular endocardium (in red), the right ventricular endocardium
(in blue) and the epicardium (in green). Right: 3D visualization of the obtained anatomical model.
developed an interactive tool based on variational implicit functions [Turk and O’Brien, 1999]. This
tool4 allows the user to intuitively model any 3D surface in the 3D scene by placing, moving or
deleting control points inside, on and outside the desired surface [Toussaint et al., 2008]. Then it
computes in real-time the implicit function that interpolates those points and extracts its zero-level
set surface. Union and intersection operations using these surfaces enables to generate a binary mask
of the patient myocardium muscle.
4http://www-sop.inria.fr/asclepios/software/CardioViz3D/
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Then the CGAL5 and GHS3D6 software were used to respectively extract the surface mesh from
the volumetric binary mask and build the volumetric tetrahedral anatomical model from the surface
mesh. Each tetrahedron was automatically labelled according to the anatomical region it belonged
to (LV, RV or scar tissue, see Fig. 3.5). The scar label was based on the expert manual delineation
on late enhancement MRI. Also, for regional parameter estimation, subdivision of the left ventricle
according to the American Heart Association 17 segments was performed, see Fig. 3.5.
Figure 3.5: Labelled volumetric mesh. Three main areas are defined: left ventricle (in red), right
ventricle (in yellow) and scar (in white). Additional AHA segments subdivision is also performed for
regional personalisation
We generate the personalised fibre orientations by setting the parameters of the analytical model
according to the angles observed in a statistical atlas [Peyrat et al., 2007], mapped into the geometry
of the patient’s heart (see Fig. 3.6). We only used here transverse anisotropy, neglecting the e ect
of the myocyte layers [Caldwell et al., 2009].
Figure 3.6: Long axis and short axis cut of the fibre orientations generated on the patient anatomy
according to the statistical atlas information. Colour encodes direction.
3.3.3 Error Analysis
From visual inspection, the manual segmentation error is close to the image resolution. We can
add more control points to refine the mesh, but the uncertainty on the data due to the large slice
thickness and di erences in breathing position make it unnecessary.
5http://www.cgal.org/
6http://www-roc.inria.fr/gamma/gamma/ghs3d/
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There is definitely error in the personalised fibres as we do not have patient data to guide this
personalisation and we do not model the influence of the pathology on these.
3.4 Personalised Electrophysiology
3.4.1 Model Specification
Modelling cellular electrophysiology (EP) is a very active research area [Hodgkin and Huxley, 1952;
Noble, 1962; Beeler and Reuter, 1977; Luo and Rudy, 1991; Noble et al., 1998; Ten Tusscher et al.,
2004]. At the organ level, it involves a cell membrane model embedded into a set of partial di er-
ential equations (PDEs) representing a continuum. Solving the dynamic PDEs is computationally
very demanding, due to the space scale of the electrical propagation front being much smaller than
the size of the ventricles, and the stability issues related to the dynamic nature of the equations.
Moreover, the currently available clinical electrophysiological data only reliably measures the depol-
arisation times, and not the extracellular or transmembrane potentials. The advantage of the Eikonal
equation [Keener and Sneyd, 1998; Colli Franzone et al., 1990] is that the front can be observed at
a larger scale, resulting in much faster computations. Furthermore this equation can be solved very
e ciently by using an anisotropic multi-front fast marching method [Sermesant et al., 2007]. For
these reasons, we based our model on the Eikonal di usion (ED) equation. The static ED equation
for the depolarisation time (Td) in the myocardium is given by
c0
Ò
ÒT tdDÒTd ≠Ò · (DÒTd) = · (3.1)
where c0 is a dimensionless constant related to the cell membrane, · is the cell membrane time
constant, Ò the gradient operator and Ò· the divergence operator. The tensor quantity relating to
the fibre directions is given by D = dAD¯At, where d is the square of the membrane space constant
and thus related to the volumetric electrical conductivity of the tissue, A is the matrix defining the
fibre directions in the global coordinates system and D¯ = diag(1,⁄2,⁄2). The parameter ⁄ is the
anisotropic ratio of membrane space constants along and transverse to the fibre direction f and is
of the order 0.4 in human myocardium (see [Tomlinson, 2000] for more details on the ED equation
and its parameters). CV = c0
Ô
d/· is homogeneous to a conduction velocity thus we present this
parameter in the parameter map (Fig. 3.7) for easier interpretation.
3.4.2 Model Personalisation
To personalise the electrophysiological model, there were two important adjustments to perform: the
onset of the electrical propagation, and the local conduction velocity. From the Ensite map of the
left ventricular endocardium, we could see where the right ventricle excitation traverses the septum
into the left ventricle (it corresponds to the isochrone 0 in the mapping data). We thus estimated
the right ventricle Purkinje extremities as the symmetric through the septum of the zero-isochrone
in the left ventricle Ensite data. We then used the ECG to compute the QRS duration in order to
estimate a mean conduction velocity. We finally estimated the cardiac cell parameter d in the Eikonal
model which corresponds to an apparent conductivity (AC). We estimated the AC by matching the
simulated propagation times of the model to the clinically measured propagation times of the patient.
Several methods for the automatic adjustment of the AC were already proposed for surfaces [Moreau-
Ville´ger et al., 2006; Chinchapatnam et al., 2008]. Such approaches were extended to volumetric
models, by using a coupled error criterion both on endocardial depolarisation times (Fig. 3.7.a)
and QRS duration. The multidimensional iterative minimisation is done using the NEWUOA al-
gorithm [Powell, 2006].
The AC estimation was divided into two parts, first the endocardium and then the myocardial
wall. This adjustment has the following steps:
1. Location of the electrical onset from the mapping data
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2. Estimation of the endocardial regional AC by minimising the regional mean error between
measured and simulated depolarisation times on the endocardial surface, with adaptive domain
decomposition (at each iteration, we subdivide the region with the highest error, see [Chincha-
patnam et al., 2008] for details)
3. Coupled estimation of the myocardial AC. The LV myocardium is divided into four regions:
Septal, Anterior, Lateral, Posterior. For each region, a single AC value is used for the whole
myocardial wall thickness (except the endocardium). We compute this estimation by minimising
a cost function J composed of both the endocardial error with mapping and the QRS duration
error with ECG:
J =
neÿ
j=1
1
ne
(T sd ≠ Tmd )2 + (T sonset ≠ Tmonset)2 + (QRSds ≠QRSdm)2
where T sd and Tmd are the simulated and measured endocardial depolarisation times on the
ne endocardial points, T sonset and Tmonset are the simulated and measured onset depolarisation
times on LV endo, and QRSds and QRSdm the simulated and measured QRS durations.
3.4.3 Error Analysis
We applied this method to the baseline measurements and obtained a good fit to the data (Fig. 3.7.b),
with a final mean error between simulated and measured isochrones of 9.1ms. Fig. 3.7.c shows the
CV map from the estimated AC. The scar locations were obtained from the segmentation of the late
enhancement MR images. The resulting AC map provides information on some potential Purkinje
network (high values) as well.
In the second patient case, a site of functional block was identified in the mapping data isochrones,
and automatically estimated when fitting the isochrones. We defined it as transmural, as simulations
without fully transmural block were not producing results in accordance with the endocardial data.
We ran the personalisation algorithm and obtained a 8.0ms final mean error.
For Patient 1, the final number of endocardial regions was 56, with the smallest region having
an area of around 23 mm2. For Patient 2, the final number of endocardial regions was 37, with the
smallest region having an area of around 75 mm2.
This personalisation provides results with less than 10% error on the endocardium and a realistic
extrapolation to the whole myocardium. The detailed figures of the errors for the di erent pacing
conditions are presented in Tables 3.1 and 3.2. These errors are low after each personalisation,
however we only have a very partial view of the propagation from baseline data (only the left
ventricle endocardium, and for one condition), thus the accurate prediction of the isochrones for
di erent pacings is still work in progress.
In the following two sections we discuss how a simplified model was used to estimate the cardiac
motion (kinematics), and then how a more complex model was used to simulate the cardiac forces
(mechanics).
3.5 Personalised Kinematics
3.5.1 Model Specification
In this subsection, we extract the cardiac motion from the cine-MRI. There are numerous methods
proposed in the literature for this task, but we want here to take advantage of the entire patient
data already integrated through the previous two sections. Thus we use a 3D proactive deformable
model approach to estimate the motion of the heart from cine-MRI volumes. It enables to input the
prior knowledge on the anatomy and electrophysiology in the motion estimation, while other methods
from the literature cannot benefit from such knowledge.
The 3D model used here was a simplified electromechanical model designed for cardiac image
analysis and simulation [Sermesant et al., 2006a], derived from a multi-scale modelling of the myocar-
dium [Bestel et al., 2001]. The complexity of the model was designed to match the relatively sparse
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(a) (b)
(c) (d)
Figure 3.7: (a) Long axis cut of the measured isochrones projected on the MR-derived endocardium
(septum is in front). (b) Simulated endocardial isochrones with the personalised model, and (c)
within the whole myocardium. (d) Conduction velocity (CV) parameter map from the automatically
estimated AC. High CV areas (in red) represent probable areas of Purkinje extremities. Black regions
are scar locations from MRI.
measurements. It is composed of two elements in parallel: one anisotropic linear visco-elastic to
represent the passive properties of the tissue and one active contractile element controlled by the
command u. This command was set to a constant kATP (the contraction rate) when depolarisation
occurs at time Td and to a constant ≠kRS (the relaxation rate) when repolarisation occurs at repol-
arisation time Tr = Td + APD, with APD a given Action Potential Duration. For one tetrahedral
element, the active stress ‡c was controlled by u through the ordinary di erential equation (a reduced
version of the more detailed stress model used for personalised mechanics in next Section 3.6):
‡˙c + |u|‡c = |u|+‡0
where ‡0 is the peak stress parameter and |u|+ represents the positive part of the command u (u is
positive during contraction and negative during relaxation). Then, the integral of the divergence of
the active stress over a tetrahedron results in a 3D force vector f˛C = ‡c
s
S
1
f˛ .n˛
2
f˛dS with f the
fibre direction, n˛ the surface normal and dS the element surface of the tetrahedron. The simplified
dynamics law is then:
MY¨ + CY˙ +KY = FP + FC + FB (3.2)
with Y the position vector, Y˙ = dY/dt the velocity, Y¨ = d2Y/dt2 the acceleration, K the sti ness
matrix for the transverse anisotropic elastic part (parallel element), M a diagonal mass matrix, C
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Figure 3.8: Simplified model constitutive law with a linear anisotropic elastic element (Ec) and a
non linear active contractile element (Ec).
the Rayleigh damping matrix (internal viscosity component), FC the assembled contraction force,
FP the developed pressure forces in the ventricles and FB a force vector corresponding to the
other boundary conditions. Furthermore, we simulated the four cardiac phases (filling, isovolumetric
contraction, ejection and isovolumetric relaxation) as detailed in [Sermesant et al., 2006a]. Finally,
the arterial pressures were computed using a Windkessel model [Stergiopulos et al., 1999].
3.5.2 Model Personalisation
We estimated the motion of the heart by coupling this electromechanical model with cine-MRI, based
on the proactive deformable model described in [Sermesant et al., 2006a; Billet et al., 2009]. We have
shown in [Billet et al., 2008] that this method is related to the data assimilation approach described
in [Moireau et al., 2008]. Numerous studies on the adjustment of a geometrical model of the heart
to time series of medical images are based on the concept of deformable models [Park et al., 1996;
McInerney and Terzopoulos, 1996; Montagnat and Delingette, 2005]. In this framework, a mesh is
fitted to the apparent boundaries of the myocardium by minimising the sum of two energies: a data
attachment term and a regularisation term. In our case, this regularisation term consisted in the
energy of the dynamical system of the simplified electromechanical model of the heart.
We aimed to minimise the di erence between the simulated motion of the myocardium and the
apparent motion in the images. To this end, we defined an image force FI which attracts each
surface vertex Yi towards its corresponding voxel Y imgi in the image. This corresponding voxel is
searched for both with a gradient approach [Montagnat and Delingette, 2005] (looking for high
gradient voxels along the mesh normal direction) and with a block-matching algorithm [Ourselin
et al., 2000] associated with each surface vertex of the mesh. This combination allowed to correct
the block-matching tracking, when the initial position was not exactly on the endocardium. The new
law of dynamics with these additional image forces FI is then given by this equation:
M ¨ˆY + C ˙ˆY +KYˆ = FP + FC + FB + FI (3.3)
where Yˆ is the estimated position of the heart nodes.
From global parameters like the ejection fraction we could calibrate the mechanical parameters
of the contractile element (kATP , kRS and ‡0).
3.5.3 Error Analysis
Fig. 3.9 shows the MR images at end-diastole and at end-systole of the cardiac cycle. The superim-
posed lines represent the intersection of the endocardial and epicardial surfaces of the mesh with the
images.
We can observe that despite the limited quality of routine clinical images, the estimation of the
myocardium contours is good, especially for the left ventricle (see Fig. 3.9 for a comparison with
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Figure 3.9: Results of the motion tracking: manual delineation of LV blood pool and LV epicardium
(without valves, red line) estimated myocardial mesh (green line) superimposed with cine-MRI at
(top) end-diastole and (bottom) end-systole.
an independant manual delineation, we focus here on the compact myocardium, not on papillary
muscles and trabeculae). Due to the lack of contrast on the epicardium and the thinness of the right
ventricle, achieving a good tracking of the RV wall is still challenging.
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Figure 3.10: Mean radial (left) and circumferential (right) displacement error between the estimated
motion and the manually measured one in 7 short axis tagged MRI slices (in-plane image resolution
is 1.6mm2).
This approach allowed to recover a realistic motion of the heart, including a twisting component
captured by the model even if the images provide information mostly in the direction orthogonal
to the endocardium. This was actually validated with additional tagged-MRI acquired on the first
patient, where the circumferential motion estimated with this method from cine-MRI was in good
agreement (up to the image resolution) with the one measured from the tags by manually tracking
tag intersections in seven short axis slices (see Fig. 3.10). A more detailed validation and sensitivity
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analysis of this method can be found in [Wong et al., 2010].
3.6 Personalised Mechanics
We then adjust a more detailed mechanical model in order to personalise the simulated pressure
curve.
3.6.1 Model Specification
The myocardium constitutive law has to model the active, non-linear, anisotropic, incompressible
and visco-elastic properties of the cardiac tissue. Numerous formulations have been proposed in the
literature, see e.g. [Humphrey et al., 1990; Nash, 1998; Hunter et al., 1997; Caillerie et al., 2003;
Hunter et al., 1998; Smith et al., 2000; Humphrey, 2002; Sachse, 2004] and references therein. The
particularity of the model used in this study is that it was designed to have a complexity compatible
with the clinical data used for the personalisation. As apparent motion and left ventricular pressure are
the main components of the observations, we relied on models with limited parameters representing
the passive and active parts of the constitutive law.
Most of the components of the mechanical model discussed in this section are quite classic-
ally used in heart models. However, the specificity of our model are its consistency with essential
thermomechanical requirements and the physiological interpretation of its components. Moreover,
its global integration preserves these requirements from the continuous dynamical equations to the
discrete versions (see details in [Sainte-Marie et al., 2006]).
Denoting by ‡c the active stress and by ec the strain along the sarcomere, the myofibre active
constitutive law relates ‡c and ec as follows [Bestel et al., 2001]:Y_]_[
·˙c = kce˙c ≠ (–|e˙c|+ |u|)·c + ‡0|u|+ ·c(0) = 0
k˙c = ≠(–|e˙c|+ |u|)kc + k0|u|+ kc(0) = 0
‡c = ·c + µe˙c + kc›0
(3.4)
where u still models the electrical input from the action potential (u > 0 contraction, u Æ 0
relaxation). As the previous simplified model was derived from this one, identically named variables
and parameters are related but here the active component is more detailed. Parameters k0 and ‡0
characterise muscular contractility and respectively correspond to the maximum value for the active
sti ness kc and for the stress ·c in the sarcomere, while µ is a viscosity parameter.
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Figure 3.11: Complex model constitutive law with a non linear hyperelastic element (Ep), a non
linear active contractile element (Ec), and a non linear series element (Es.
The above active constitutive law was used within a rheological model of Hill-Maxwell type [Chapelle
et al., 2001]. This rheological model is compatible with large displacements and strains and led to
a continuum mechanics description of the cardiac tissue [Sainte-Marie et al., 2006]. In the parallel
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branch of the Hill-Maxwell model we considered a viscoelastic behaviour, with a hyperelastic potential
given by the Ciarlet-Geymonat volumic energy [Le Tallec, 1994]:
W = Ÿ1(J1 ≠ 3) + Ÿ2(J2 ≠ 3) + Ÿ(J ≠ 1)≠ Ÿ ln J,
where (J1, J2, J) denote the reduced invariants of the Cauchy-Green strain tensor, and (Ÿ1,Ÿ2,Ÿ)
are material parameters.
Then the pressure within the ventricle represents the main loading which balances the tissue
stresses in the dynamics equilibrium equation, also called principle of virtual work when written in a
weak form, see [Sainte-Marie et al., 2006] for the detailed expression in the heart model considered.
During the ejection phase, the ventricle pressure also equilibrates the Windkessel pressure. Globally,
the model equations are closed, and we can see the ventricle pressure as an output of the system,
while the electrical activation u is the input.
3.6.2 Model Personalisation
We input into the model the depolarisation and repolarisation times estimated in Section 3.4, and
now adjust the mechanical material parameters. Some valuable information on the spatial distribu-
tion of these may be obtained from clinical measurements such as late enhancement MRI, but the
actual values of the perturbed parameters cannot be directly measured. The completely automated
estimation of these parameters is still a scientific challenge, but we demonstrate here that an inter-
active calibration of the parameters based on global physiological indicators and cardiac motion can
provide already satisfactory predictability in the direct simulation of the cardiac function.
For this simulation, image information was no longer used to constrain the motion, thus boundary
conditions are especially important to achieve realistic motion. As can be seen in the cine-MRI
sequences, there is an epicardium area near the apex on the inferior wall with small displacements,
probably in relation with the attachment of the pericardium to the diaphragm. We modelled this
physiological feature by prescribing some sti  viscoelastic support as boundary conditions in this area.
Furthermore, we used soft viscoelastic support conditions on the valve annuli to model the truncated
anatomy. The corresponding viscoelastic coe cients also required proper calibration with respect to
the motion observed in image sequences.
The constitutive parameters have then been manually calibrated using the pressure-volume loop
and the cine-MRI by means of the local motion pattern of the ventricles. In a nutshell, the hy-
perelastic constitutive parameters were calibrated using the data (ventricle pressure and volume)
corresponding to the atrial contraction. Next, the tissue contractility was globally adjusted to obtain
an adequate ejection fraction when maintaining a fixed value for the arterial pressure, namely, the
measured end-systolic pressure. In order to represent the less contractile areas, the corresponding
contractility parameters were weighted by a factor 1/5 with respect to their global value, as sub-
stantiated in [Chabiniok et al., 2009]. Finally, the Windkessel parameters (proximal capacitance Cp,
resistance Rp, distal capacitance Cd and resistance Rd) were calibrated so as to obtain an adequate
arterial pressure curve over the whole cycle.
3.6.3 Error Analysis
With these personalised parameters, we obtain a simulated motion relatively close to the one estim-
ated from the personalised kinematics. We compared the simulated motion with the personalised
mechanical parameters to the motion extracted from the images with the personalised kinematic
model and we obtained di erences close to the in-plane voxel size (see Fig. 3.12).
We output the simulated ventricular pressure and compared it with the measurements, see
Fig 3.13. This personalised mechanical model simulated a ventricular pressure curve in very good
agreement with the catheter measurement (see Fig. 3.13).
From this interactive adjustment, it was observed that for these two patients, the global con-
tractility was a key parameter in the pressure personalisation, and the local adjustments were mostly
correcting the di erences in local motion, without much impact on the global indices.
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Figure 3.12: Comparison between the motion from the personalised mechanical model and the
personalised kinematic model in radial (left) and circumferential (right) directions, for three (basal,
mid and apical) ventricular regions.
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Figure 3.13: Measured (solid red) and simulated (dashed blue) (a) pressure curves and (b) dP/dt
curves in sinus rhythm.
Note that the slope of the simulated pressure curve (dP/dt) is less accurate in the diastolic phase
as the repolarisation time measurement from non-contact mapping data is more di cult due to the
small size of the T wave and far-field e ects, but CRT mostly focus on the contraction phase.
3.7 Prediction of the Acute E ects of Pacing
During the acute electrophysiological study preceding device implantation, di erent pacing config-
urations were tested to evaluate the e ect of di erent lead locations and delays. We measured the
acute haemodynamic response to di erent pacing parameters and lead locations. This was assessed
using a pressure wire in the LV cavity from which we were able to measure dP/dt. This also provides
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the opportunity to estimate what could be the expected haemodynamic benefit from the pacemaker
implant.
In this section, we tested the ability of our personalised electromechanical model of the myocar-
dium to predict the changes in the heart function due to a new pacing condition. The di erent pacing
protocols tested here were atrial pacing (atrial), right ventricular pacing (RV), left ventricular endo-
cardial pacing (LVendo), biventricular pacing (BiVsim), and biventricular pacing with simultaneous
endocardial left ventricular pacing (TriV). We first estimated the volumetric depolarisation isochrones
using the method of Section 3.4 and then input these isochrones into the already personalised model
of section 3.6 to simulate the new pressure curve.
For each of the pacing modes, we used the personalisation strategy of Section 3.4 to obtain the
volumetric depolarisation isochrones from the endocardial mapping data. The obtained endocardial
(a) (b)
Figure 3.14: (a) Measured isochrones for TriV pacing, projected on the MR endocardium. The
onsets on the LV free wall from the coronary sinus (CS) and endocardial (LVendo) pacing catheters
are clearly visible. (b) Predicted volumetric isochrones using the AC map estimation from the known
onset locations in LV and RV and the endocardial activation.
isochrones are in good agreement with the data (see for instance Fig. 3.14.b).
Over all the di erent pacing modes and regions, we obtained an average AC of 1.68±0.29 for
Patient 1 and 2.74±0.61 for Patient 2. Each pacing configuration was producing AC maps with
the same global characteristics, but local modifications fitting the local specificities of each pacing
helped in achieving a good accuracy in all the cases.
For the mechanical simulation, we used the model personalised in section 3.6 on baseline in sinus
rhythm, without changing any parameter. We only input the new electrical command corresponding
to the di erent pacing conditions. Hence, the model parameters were not changed, except for the
electrical activation input.
3.7.1 Model Predictions
The resulting simulated pressure curves (see Fig. 3.15) obtained are in very good agreement with
the measured. These curves allowed to test in particular the predictions on the slope changes of
this pressure, which is sought to be optimised by CRT. One important index of the e ectiveness of
the contraction is the maximum of the pressure time-derivative, (dP/dt)max. It describes how the
pressure builds up during the isovolumetric contraction. We present in Fig. 3.16 and Fig. 3.17 the
results on the predictions of (dP/dt)max for the two patients (numerical figures can be found in
Table 3.4 and Table 3.5).
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(a) (b)
(c) (d)
Figure 3.15: Measured (solid red) and predicted (dashed blue) pressure curves for (a) atrial, (b) RV,
(c) LVendo, and (d) TriV pacing modes.
3.7.2 Error Analysis
For this first patient, the di erent simulated pacing modes with the model personalised from baseline
measurements achieved a very good agreement of the predicted pressure curve with the recorded
data from the pressure catheter (see Fig. 3.15.a). The improvement of the cardiac function brought
by the pacing in Patient 1 was very reliably predicted by the in silico simulations. Such accuracy was
achieved for all the di erent pacing modes (see Fig. 3.16).
We applied exactly the same methodology on Patient 2, with a more pronounced dilated car-
diomyopathy (DCM) and without any myocardial scar. A functional conduction block was visible
from the electrophysiological mapping data, which was reproduced in the personalised model. For
the mechanical personalisation, in order to achieve a good adjustment to the measured motion and
pressure, the passive tissue sti ness was increased (see Table 3.3). This could be explained by a
fibrotic remodelling in a highly developed DCM. The adjustment on baseline and the predictions of
(dP/dt)max for atrial, BiV, and TriV pacing are presented in Fig. 3.17.
For this second patient, the predictions were still in agreement with the measurements, however
with a slightly larger error. This is probably due to the influence of functional block in viable tissue and
therefore a binary definition of block and healthy tissue may be too simplistic since the conduction
properties are more heterogeneous than the current modelling parameters allow. Moreover, the
transmurality of such block is harder to evaluate as it does not appear in images. The adjustment of
the electrophysiology model was more di cult, which can explain the loss in accuracy of the resulting
mechanical simulations.
Overall, in these two patients we obtained a mean error on simulated dP/dtmax of 47.5 ±
35 mmHg.s≠1, which is less than 5% error. This is a very low error, given the di erent potential
sources of error in this whole personalisation.
The accuracy of the predictions in the di erent pacing modes relies heavily on the accuracy of
the volumetric isochrones provided to the mechanical model. This is why for this first validation we
used all the available mapping data to test the mechanical predictions.
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Figure 3.16: Patient 1: Measured (blue) and simulated (red) (dP/dt)max for di erent pacing condi-
tions. Parameters were estimated on baseline and then kept constant.
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Figure 3.17: Patient 2: Measured (blue) and simulated (red) (dP/dt)max for di erent pacing condi-
tions. Parameters were estimated on baseline and then kept constants.
3.8 Conclusion
We have developed and demonstrated a personalised electromechanical modelling technique to de-
termine patient-specific estimates of myocardial conductivity and contractility parameters using car-
diac MRI, LV endocardial electrophysiological mapping and pressure recordings. We then used this
model to predict the acute haemodynamic e ects of di erent left ventricular pacing configurations in
68CHAPTER 3. PATIENT-SPECIFIC MECHANICS: APPLICATION TO RESYNCHRONISATION THERAPY
two subjects with heart failure. The behaviour of the model in sinus rhythm as well as the predictions
of the model under di erent pacing conditions compare well with the measured data for these two
clinical cases, which makes such an approach very promising.
This case study demonstrated how electromechanical models of the heart can be adjusted to be
patient-specific and is a proof of concept of how this approach may be useful for therapy planning. By
integrating information about the anatomy, the electrophysiology, the kinematics and the mechanics,
we can explore the correlation between these di erent aspects for a given patient in order to provide
an integrated view of the patient’s cardiac function and simulate and evaluate di erent therapies
before their actual application.
This method is still a relatively complex pipeline, however there are interesting perspectives in
order to automate many steps and simplify its application. At the anatomical level, the automatic
extraction of the di erent structures of the heart from medical images is becoming available [Ecabert
et al., 2008; Zheng et al., 2008a; Peters et al., 2010]. Regarding the fibre orientation, it is known
that scarring a ects local fibre organisation [Zimmerman et al., 2000], but this is not incorporated
into in our anatomical model at present. As conductivity and contractility are reduced within the
scars in the simulations, the impact of these organisational changes may be limited. Recent progress
with in vivo cardiac DTI are very encouraging for patient-specific fibre architecture measurement [Wu
et al., 2009; Toussaint et al., 2010] and could be used instead of the currently prescribed directions.
However, data on the myocyte layers will be significantly harder to measure, thus the e ects of the
orthotropic anisotropy would only come from prior knowledge [Caldwell et al., 2009].
For the electrophysiology, the isochrones could also have been predicted using the baseline para-
meters, but the detailed validation of the predictive power of the electrophysiological model is not the
focus of this manuscript, we used the mapping data for each pacing mode and demonstrate firstly the
predictions achieved on the mechanical side. Moreover, the pacing modes give additional information
on the myocardium wall conductivity, through the QRS duration, so we use all the available data to
improve the personalisation. However, the validation of the electrophysiological predictions is needed
in order to be able to test in silico a large range of pacing conditions. Finally, such model-based
approach would be most beneficial if it could be based purely on non-invasive data, using for instance
the important work on the inverse problem of electrocardiography (see e.g. [Pfeifer et al., 2008]).
For the mechanics, while several steps still require interactive adjustment, the methodology for
automatic parameter estimation is becoming available [Sermesant et al., 2006b; Moireau et al.,
2008; Wang et al., 2009; Moireau et al., 2009]. Any available motion information (for instance
from tagged-MRI) can be directly used within such frameworks. A robust method for automatic
mechanical parameter estimation from patient data would make the translation of such methods
into clinical practice achievable.
To conclude, in the case of CRT, such predictions could help optimise in silico the positioning of
pacemaker leads and device settings to improve the clinical response to CRT in individual patients.
This will be the purpose of future work.
3.A Numerical Values of Errors and Parameters
3.A.1 Final Error in Personalised Electrophysiology
We present in Tables 3.1 and 3.2 the mean and standard deviation of the depolarisation time error
on the LV endocardium and the error on the QRS duration.
3.A.2 Adjusted Parameters in Personalised Mechanis
We summarised in Table 3.3 the adjusted values of the mechanical parameters. We can observe the
increased sti ness and decreasd contractility of the scars in Patient 1 and the generally increased
sti ness and decreased contractility in Patient 2, that may be due to the importance of the cardi-
omyopathy.
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Pacing Mode Mean Error ± Std Dev (ms) QRS Error (ms)
Baseline 9.1 ±7.3 1.3
Atrial 7.3 ±6.9 1.6
RV 7.3 ±6.5 0.1
LV Endo 6.0 ±5.5 0.4
TriV 9.1 ±6.5 5.2
Table 3.1: Patient 1 final error values obtained after electrophysiology model personalisation.
Pacing Mode Mean Error ± Std Dev (ms) QRS Error (ms)
Baseline 8.0±7.1 0.065
Atrial 7.5±7.0 0.054
RV 8.7±8.1 0.11
BiV 11.6±10.3 2.8
TriV 8.1±8.5 2.4
Table 3.2: Patient 2 final error values obtained after electrophysiology model personalisation.
Parameter Patient 1 Patient 2
Ÿ1 (in Pa) Healthy: 104 1.5◊ 104
Scar: 105
Ÿ2 (in Pa) Healthy: 80 120
Scar: 800
Ÿ (in Pa) Healthy: 105 1.5◊ 106
Scar: 106
‡0 (in Pa) LV: 3.4◊ 105 3.0◊ 105
RV: 1.7◊ 105 1.5◊ 105
Scar: 4.6◊ 104
Cp (in m3/Pa) 2.3◊ 10≠10 7.0◊ 10≠10
Rp (in Pa.s/m3) 2.1◊ 107 7.2◊ 106
Cd (in m3/Pa) 7.2◊ 10≠9 2.7◊ 10≠8
Rd (in Pa.s/m3) 2.0◊ 108 8.0◊ 107
Table 3.3: Mechanical parameter values used in the two cases after personalisation.
3.A.3 Comparison between Measured and Simulated dP/dtmax
We sum up in Tables 3.4 and 3.5 the simulated and measured dP/dtmax values for the two patients.
Pacing Measured Simulated
Baseline 890 930
Atrial 960 970
RV 1020 1000
LV Endo 1410 1440
TriV 1450 1420
Table 3.4: Patient 1 measured and simulated dP/dtmax in mmHg.s≠1.
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Pacing Measured Simulated
Baseline 680 740
Atrial 640 770
BiV 950 895
TriV 960 930
Table 3.5: Patient 2 measured and simulated dP/dtmax in mmHg.s≠1.
Part II
Groupwise Statistics on Cardiac Shape
and Function
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Chapter 4
Statistical Model of Cardiac Shape and
Remodelling
– This chapter is based on [McLeod et al., 2013]:
McLeod, K., Mansi, T., Sermesant, M., Pongiglione, G., and Pennec, X. Statistical shape analysis
of surfaces in medical images applied to the tetralogy of fallot heart. In Modeling in Computational
Biology and Biomedicine, Lectures Notes in Mathematical and Computational Biology, pages 165–
191. Springer, 2013. ISBN 978-3-642-31207-6.
4.1 Introduction
During the past ten years, the biophysical modelling of the human body has been a topic of increas-
ing interest in the field of biomedical image analysis. New treatments, therapy plans and surgical
techniques are continually being developed and enhanced to improve the outcome for patients, The
aim of such modelling is to formulate personalised medicine, where a digital model of an organ can
be adjusted to a patient using personal clinical data as input to the given model. This virtual organ
would enable to estimate parameters which are di cult to quantify in clinical routine and to test
therapies in silico as well as to predict the evolution of the organ over time and with therapy. These
methods can be interesting for example in predicting the long-term outcome of a newly developed
treatment in which longitudinal patient data is not yet available, or for testing the outcome of a
number of di erent treatment methods virtually to predict the best plan for a given patient. This
notion is largely driven by the fact that testing individual treatments to determine the best choice
for a given patient is neither ethical, nor in fact possible and can bridge the gap between clinical
population testing by combining this with personalised patient-specific models.
When the biological mechanisms involved are too complex, robust statistical approaches could be
used to produce generative models from data. Such statistical analyses can both provide a predictive
model and guide the biophysical approach. However, computing statistics on dynamic 3D shapes is
very challenging. Traditional methods rely on point based parameterisations of the shapes, where the
point-to-point correspondences can be an important limiting factor for the usability of the method
since the correspondences must be correct and consistent over all the shapes. New approaches were
recently developed to compute such statistics without this limitation [Durrleman et al., 2009c, 2008b,
2009b; Durrleman, 2010; Mansi et al., 2009; Mansi, 2010; Mansi et al., 2011b; Hufnagel, 2010]. Here,
the statistical shape analysis tools are based on currents, a non-parametric representation of shapes
(here, the term ‘shape’ is used to refer to geometric data such as curves and surfaces). These tools
have a wide range of applications, and provide a well-posed framework for statistical shape analysis of
groups. Due to the fact that the methods do not assume point correspondences between structures
(and in fact assigning landmarks to structures such as the heart are arbitrary), a wider range of data
can be used. For example, one can use surfaces to model organs such as the heart, brain, and lungs,
curves to model sulcal lines on the brain cortex, and sets of curves to represent fibre bundles from
di usion MRI in the brain. The goal of this chapter is to give an overview of this methodology in
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the context of a specific clinical problem: the prediction of the cardiac shape remodelling in repaired
tetralogy of Fallot due to chronic regurgitation.
4.1.1 Repaired Tetralogy of Fallot
Tetralogy of Fallot (ToF) is a congenital heart defect that a ects approximately four out of every
10,000 babies [Ho man and Kaplan, 2002]. The primary defect associated with this condition is
a ventricular-septal opening which allows blood to flow freely between the ventricles. Secondary is
stenosis in the pulmonary artery which restricts the blood flow from the right ventricle to the lungs.
Due to a misalignment of the aorta over the ventricular-septal defect, the aorta is fed by both the
left and right ventricle rather than just the left ventricle. Patients may also have hypertrophy in the
right ventricle that causes a boot-like shape of the ventricle which is characteristic of this condition.
Figure 4.1: Comparison of a normal heart with a Tetralogy of Fallot heart.
These abnormalities require open heart surgical repair early in infancy. As part of this surgery, the
stenosis in the pulmonary artery is cleared to allow blood to flow more freely through the artery. As a
consequence, the pulmonary valves which control one way blood flow from the right ventricle to the
pulmonary artery can be destroyed completely or damaged, causing blood to leak back to the right
ventricle. The long-term outcome of this condition is right ventricular remodelling caused by the
regurgitated blood (see Fig. 4.1). Nowadays, patients undergo follow up operations to reduce this
post-operative sequelae. In particular, the valves are replaced with an artificial device to reduce the
regurgitation. A clinical challenge for these patients is determining the optimal time for intervention.
On the one hand, it is preferable to wait as long as possible before performing such operations since
the artificial devices have a limited life-span resulting in the need for repeat follow-up operations.
Either open heart surgery or percutaneous valve replacement may be required, depending on the
diameter of the pulmonary annulus. These therapies carry some danger, so minimising the frequency
and total number of surgeries is crucial for these patients. On the other hand, the heart undergoes
remodelling due to the regurgitated blood producing volume overload in the right ventricle and if
left long enough this damage can be irreversible. Determining the optimal time for intervention is a
trade-o  between maximising the time between operations and minimising damage to the heart.
Therefore, the clinical application for this condition is to better understand how the heart evolves
over a large period of time, often decades, with and without surgery, with the main goal to be able
to predict the optimal time for intervention. However, due to the large variability of shape, the
optimal time, placement and size of the artificial device can be di cult to determine. Furthermore,
the complexity of the biological mechanisms involved in heart growth hinders the development of
direct model of cardiac remodelling. Statistical shape analysis can therefore be employed to aid
in further understanding the pathology to assist cardiologists with diagnosis, therapy planning, and
long term prognosis. More particularly, we are interested in determining quantitative measures of
the shape that correlate with the cardiac function and the severity of the disease in these patients
(bio-markers of the disease). Such bio-markers could be used to assess the severity of the disease
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when regurgitation cannot be assessed or to provide structural information that may appear before
deterioration of the blood dynamics.
4.1.2 Chapter Organisation
In the following sections, we will first review in Section 4.2 statistical shape analysis methods with a
particular focus on the statistical analysis of surfaces. We will introduce the formalism of deformations
which is at the centre of most of the current works in computational anatomy [Thompson et al.,
2004]. Then, we will detail the framework of currents to represent surfaces, and show how this can
be turned into an e ective shape analysis technique. Section 4.3 will apply this methodology to the
shape of the heart of 13 patients with repaired tetralogy of Fallot. Correlating the shape with clinical
variables will illustrate how we can extract some insight about the relationship between morphology
and physiology. Last but not least, we will exemplify how the lack of longitudinal measurements
can be bypassed by building a statistical generative growth model from cross-sectional data which
summarises the heart shape remodelling at the population level.
4.2 Statistical Shape Analysis
4.2.1 Shapes, Forms and Deformations
There is generally no physical model that can faithfully relate the shape of organs in di erent pa-
tients. Thus, to analyse their variability in a population, one usually extracts some anatomically
representative landmarks (or more generally geometric features), and models their statistical distri-
bution across the population, via a mean shape and covariance structure analysis after a group-wise
matching for instance. One of the earliest methods [Bookstein, 1978, 1986] consists in studying
the variability of anatomical landmark positions among a population: after a global pose (position
and orientation) normalisation and the consistent identification of landmarks within all patients (see
Fig. 4.2), a principle component analysis (PCA) is performed to extract the main modes of variation
of the shape.
Figure 4.2: Using landmark-based methods to register one surface mesh to another surface mesh,
for each point x in patient A, we require the corresponding point y(x) in patient B. This requires a
full parameterisation of the patient surface meshes. This is illustrated on the right ventricle of two
patients with rToF.
Shapes
In such a process, the global pose of our objects is often considered as a nuisance factor related to
the arbitrary coordinate system of the acquisition device: generally speaking the shape of an object is
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understood as the geometric information that is invariant under translation, rotations and rescaling.
Thus, one is often interested only in the shape, i.e. what remains if we quotient out the object
space by a group action, usually rigid body, similarity or a ne transformations. For instance, when
we consider the equivalent classes of sets of N (labeled or unlabelled) points under the action of a
global similarity (resp. rigid body) transformation, we obtain the celebrated shape (resp. size and
shape) spaces of Kendall at al [Kendall, 1989; Dryden and Mardia, 1991; Le and Kendall, 1993;
Small, 1996]. One can define similarly the shape spaces of curves by removing the e ect of re-
parameterisations and the global pose of the curve Joshi et al. [2006]; Mio et al. [2007]; Joshi et al.
[2007b,a]. However, in medical image analysis, the natural coordinate system of an organ is its
position and orientation with respect to surrounding tissues and organs in the image. Thus, once
images are normalised by aligning them to a reference anatomy, the pose of organs is a variable of
interest and should be kept for analysis.
Deformations
An alternative modelling of shapes was proposed by D’Arcy Thompson in 1917 [D’Arcy Thompson,
1917]. The idea is to assume that there is an atlas object, which represents the reference shape (this
can be seen as an atlas or an equivalent of the mean shape). Then, the variability of the shape is
analysed through the deformations of this reference object towards the actual observations: a shape
di erence is encoded by the transformation that deforms one onto the other. As the deformation of a
smooth object should be a smooth object, we have to work with di eomorphisms (invertible, one-to-
one mappings with smooth inverses). This formalism was promoted to a generic shape analysis tool
by Grenander and Miller [Grenander, 1993; Miller and Younes, 2001] based on advanced mathematical
tools to compute on infinite dimensional groups of di eomorphisms [Trouve´, 1998]. One key feature
of this lift of the shape characteristics from the object space to the transformation space is that it
allows to apply the typical deformations to other objects than the ones analysed in the first place
(provided that they also live in the coordinate system of the atlas). For instance, [Durrleman et al.,
2008b] analysed the variability of sulcal curves on the surface of the brain cortex to extract the main
deformation modes. These modes could then be used to deform accordingly the surface of the cortex
or the full 3D volume of the brain.
However, the problem is even more complex than previously as we want here to perform statistics
on large deformations, which are known to belong to a non-linear and infinite dimensional manifold.
The Riemannian setting is one of the most powerful structures to generalise simple statistics to non-
linear spaces: it provides a definition of the distance between points of our manifold and a notion of
shortest path / straight lines using geodesics [Pennec, 2006, 2008]. The main di culty is that the
mean value cannot be defined through an integral or a sum as in Euclidean spaces. Instead, one must
look for points in the manifold that minimise the dispersion of the other points around it, which is
commonly measured by the variance (the mean squared distance). This is what is called the Fre´chet
or Karcher mean. Then, one can compute the covariance matrix (the directional dispersion around
the mean) by developing the manifold onto its tangent space at the mean point. Basically, this
amounts to representing each data point by the momentum (initial speed vector) needed to shoot a
geodesic to it from the mean (we use the term “geodesic shooting” to define the integration of the
Euler-Lagrange equations, which plays the role of the exponential map in Riemannian geometry).
This generalisation of statistics has to be slightly modified to fit the atlas deformation model:
the ‘distance’ between the atlas and a shape is given here by the length of the shortest path in
the space of deformations. The atlas is called unbiased if it is centred, i.e. if it minimises (among
all possible atlases) the sum of squared distances to the shapes [Joshi et al., 2004]. In this sense,
this is the Fre´chet mean of the shapes. Then, each shape is represented by the momentum of the
deformation that allows to regenerate the shape by deforming the atlas. These momentum all belong
to the tangent space1 of the di eomorphisms at the identity, which is a vector space in which we
can perform a PCA [Vaillant et al., 2004]: shooting in the space of deformations along the first
eigenvectors of the covariance matrix of the momentum give deformation modes that represent the
1More precisely to the cotangent space
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main shape variability when applied to the atlas.
4.2.2 From Points to Surfaces: the Formalism of Currents
Landmarks can be encoded by the probability of their location in space (typically a Gaussian around
their expected value). When the noise is going to zero, then this pdf becomes singular. However,
we can continue to deal with these types of singularities by considering distributions (generalised
functions) instead of functions, which include Diracs. Mathematically, a Dirac is not a function,
but an object which can be characterised by the result of its integration against any function of a
su ciently smooth functional space: ’f œW, s ”x(y).f(y).dy = f(x). This is actually an element of
the linear functionals over the space W. In that framework, a set of N points xk can be represented
by the ‘pdf’ p(x) = 1/Nqi ”xk(x), and its evaluation on a function f(x) results in the mean of the
values of f at the points xk.
When we move to curves and surfaces, we are dealing with the locally singular locus of points in
certain directions only: curves and surfaces are continuous along their tangent. The extension of the
notion of distributions that allows to take that information into account is the geometric integration
theory. The basic idea is to integrate di erential forms, but for objects like smooth surfaces in 3D,
we shall simply define currents by their action on vector fields, similarly to the way distributions are
defined by their action on scalar functions.
Currents for Surfaces
Let W be a Hilbert space of vector fields (a possibly infinite complete vector space provided with a
scalar product). For a given surface S, we can measure the flux of any vector field Ê œ W through
this surface:
S(Ê) =
⁄
xœS
È Ê(x) | n(x)Í d‡(x),
where n(x) is the normal to the smooth surface at point x œ S and d‡(x) the surface element
around point x. The shape of the surface S is characterised by the variation of the flux as the test
vector field Ê varies in W . Thus, the surface actually defines a continuous linear form on W which
can be identified to an element of the dual space W ú, which is the space of linear functionals from
W to R (currents). The nice property of currents is that it is a vector space: we can add or subtract
current from each others, or multiply them by a scalar. However, we should keep in mind that the
space of currents is larger than the space of smooth surfaces: one can for instance add many pieces
of surfaces together in a non continuous way to create a non-continuous object.
Now that we have identified surfaces to currents, we need to define more carefully what is the
space W that we consider. The core element proposed by [Glaune`s, 2005] is to consider a Kernel
metric (typically the Gaussian kernel KW (x, y) = exp(≠Îx ≠ yÎ2/⁄2W )) in order to turn W into a
Reproducible Kernel Hilbert Space (RKHS). The reproducibility property implies thatW is the dense
span of basis vector fields of the form Ê–x (y) = KW (x, y)–. This means that any vector field of W
can be written as an infinite linear combination of such basis vectors. The kernel induces a scalar
product which is easily computed on two basis vectors:
e
Ê–x
--- Ê—y fW = –TKW (x, y)—. The kernel
can be seen as a low pass filter which weights more heavily the high spatial frequencies of the vector
field Ê than the low frequencies.
Since W is a Hilbert space, by the Rietz representation theorem, there exists an isometric linear
mapping LW from W to W ú which maps to each Ê œ W the linear form that reproduces the
scalar product: (LW (Ê))(ÊÕ) = È Ê | ÊÕ ÍW . This canonical isomorphism allows to define the dual
of an element, or conversely to map to each surface the vector field that optimises the flux. For
instance, the dual of the above basis vectors are the Dirac delta currents ”–x = LW (Ê–x ) as we have
È Ê–x | Ê ÍW = –TÊ(x). These can be seen as vector fields whose spatial support is concentrated at
one point only. The space of currents W ú is the dense span of these basis elements. For instance,
the surface S is represented by the current S = sxœS ”n(x)x d‡(x). The usual way to define a norm on
the dual space is to take the operator norm: ÎSÎW ú = supÊœW,ÎÊÎ=1 |S(Ê)|. The distance induced
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by this norm might seem di cult to use, but thanks to the RKHS properties, we have a closed form
for basis vectors: e
”–x
--- ”—y fW ú = –TK(x, y)—2e ”–x --- ”—y fW –T—
It is interesting to notice that this distance can be approximated by
Î”–x ≠ ”—y Î2W ú = Î–≠ —Î2 + 2Îx≠ yÎ2/⁄2W–T— +O
1
Îx≠ yÎ4/⁄W 4
2
,
when the points x and y are within a fraction of ⁄W , while the distance is essentially constant (and
equal to Î–Î2L2 + Î—Î2L2) when the points x and y are more than a few ⁄W apart. This behaviour
is typical of a robust distance in statistics, meaning that outliers (over a few ⁄W in distance) will
have (almost) no e ect on the optimisation of the distance between the surfaces as it is an almost
constant penalty.
In practice, surfaces are often represented by discrete triangulated meshes. Assuming that each
face has a support which is smaller than Á times the scale ⁄W , we can approximate the surface by
the current S =qk ”–kxk , where xk is the barycentre and –k the normal weighted by the area of the
face. From the above Taylor expansion of the distance, we can see that the approximation error is
less than Á2 for each face in the W ú norm.
The scalar product between two discrete currents is obtained by linearity:
Kÿ
k
”–kxk
------
ÿ
j
”
—j
yj
L
W ú
=
ÿ
k,j
–TkKW (xk, yj)—j
and the distance between two discrete surfaces is simply dist2(S, SÕ) = ÎS ≠ S ÕÎ2W ú .
Sparse Representation of Currents using Matching Pursuit Algorithm
Representing shapes using currents gives a nice theoretical framework that allows us to compute
simple statistics such as mean and principal modes. However, the complexity of the distance compu-
tation is quadratic in the number of Dirac delta currents used to represent the shape. This number
can be quite high if we take highly detailed surface meshes, even though it adds nothing for the
comparison of surfaces at a given scale ⁄W . Therefore, in order to remain computationally as e -
cient as possible, we require a sparse representation of currents that retains the information needed
for the scale of the analysis. This is the essence of the matching pursuit algorithm as described in
[Durrleman et al., 2009b].
In brief, the matching pursuit algorithm is a greedy approach for finding an approximation of the
current T that solves L≠1W (T ) = “, for a given vector field “ œW . This amounts to finding N points
(xk) and vectors (–k) such that the current Pk(T ) =
qN
k=1 ”
–k
xk is as close as possible to T . If the
points are known, then  (T ) is the orthogonal projection of T onto Span(”‘qxk ; q = 1, 2, 3, k = 1...N),
where ‘q is the canonical basis of R3. The orthogonality condition: ÈT, ”‘qxkÍW ú = È (T ), ”‘qxkÍW ú
leads to a linear set of 3N equations
Nÿ
p=1
(K(xi, xp)–p)k = “(xi)k (4.1)
which can be solved iteratively over the continuous space of Dirac delta currents to find the point
positions (xk) as well as their associated momenta and the residual vector field. Additionally, we
can also sample the vector field on a grid  . Applying the matching pursuit in the discrete case
constrains the estimated momenta to lie on the nodes of the grid which forces the estimated current
to belong to a discrete set of currents W ú . This simplifies the problem in both complexity as well as
computation time. Figure 4.3 shows a sparse representation of the right ventricle.
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Figure 4.3: The Dirac delta currents of a triangulated mesh are the normal vectors of every face,
centred at the face barycentre. A greedy algorithm reduces the amount of delta currents needed to
represent the shape while preserving the accuracy of the representation.
4.2.3 An Algorithm for Surface Registration using Currents
Having defined a non-parametric representation of surfaces, we now require an algorithm to register
one surface to another. Here, the term registration is meant to define the action of transforming
two objects into the same co-ordinate system. Since we are comparing topologically similar shapes,
the transformations are restricted to those which preserve the topology of the object and give a
smooth one-to-one (invertible) transformation (i.e. a di eomorphism). The space of di eomorphisms
give non-linear deformations that allow local smooth variations to be captured in the registration.
However, di eomorphic transformations have an infinite degree of freedom, therefore optimising over
the whole group of di eomorphisms may not be possible. So, we use a smaller infinite group of
di eomorphisms to allow computations with discrete parameterisations using the Large Deformation
Di eomorphic Metric Mapping (LDDMM) method described in [Beg et al., 2005; Miller et al., 2003]
for images.
The LDDMM framework uses a group of di eomorphisms constructed through integration of
time-varying vector fields that belong to a RKHS. This gives a geodesic flow of di eomorphisms „t
for a continuous parameter t within the interval [0, 1]. At time t = 0, we have the identity mapping
„0. The mapping at time 1 gives the desired transformation „1 which is required for mapping one
image to the other. The path of any point x is defined by „t(x) and leads to the final position
„(x) = „1(x). By following the reverse path, we can compute the inverse deformation.
The basic idea of the LDDMM framework is to minimise the distance between objects after
transformation (this is the similarity energy or data attachment term) with a penalisation for the
length of the deformation trajectory (which is the regularisation energy). A time t, the speed at point
y = „t(x) is vt(y) = d„t(y)/dt. This suggests to define the energy of a velocity field at deformation
„t using a right-invariant metric:
ÎvtÎ2„t =
...vt ¶ „≠1t ...2W
where Î.ÎW is the norm of the RKHS of the velocity fields at the identity transformation. The energy
of the deformation trajectory is thus E(„t) =
s 1
0
...vt ¶ „≠1t ...2W dt and the optimal curves joining
„0 = Id to „1 are geodesics in the space of di eomorphisms. Since optimal transformations are
geodesics, we know that they are completely determined by their initial value, here the velocity field
v0(x) (or more specially the initial momentumK≠1W v0). Denoting „S the action of the transformation
„ on the source object S, the registration criterion to the target object T is thus:
C(„) = dist(„1S, T )2 +
⁄ 1
0
...vt ¶ „≠1t ...2W dt
For our surface registration problem, the objects are surfaces represented by their associated currents
S and T and the distance is taken in the space of currents W ú. Since our currents have a finite
point-wise support, we can show that the optimal initial momentum of the deformation has the same
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point-wise support (if S =qi ”–kxk , then v0(x) =qiKW (x, xk)—k for some set of vectors —k), which
means that we are left with a finite dimensional optimisation problem [Vaillant and Glaunes, 2005;
Glaune`s, 2005].
4.2.4 Building an Unbiased Atlas
For building the optimally centred atlas, we took the forward strategy that models the set of surfaces
as the deformation of an unknown ideal atlas plus some residuals [Durrleman et al., 2009b]. This
can be expressed as:
Ti = „iTˆ + Ái. (4.2)
for i patients, where Tˆ is the atlas we are estimating, „ is the deformation that maps the atlas to the
surfaces T , and Á represents the residuals (shape features not captured by the atlas such as changes
in topology etc.). The mean shape information is described in the atlas Tˆ while the shape variability
is encoded in the transformation „k.
The atlas is first initialised by taking the mean of the patient meshes. This initial atlas is then
registered to each of the patients individually. A new atlas Tˆ that minimises the error
 (Tˆ ) =
...Ti ≠ „i(Tˆ )...2
W ú
(4.3)
is computed. We then register the updated atlas to the individuals, recompute the atlas and loop
until convergence (see Algorithm 1).
Algorithm 1 Atlas Estimation
Require: N segmented patient images (surface meshes).
1: Rigidly align meshes to a reference patient using rotations and translations.
2: Create initial atlas Tˆ0 as the mean of the patient meshes.
3: loop {over N until convergence}
4: Estimate the transformations „k that register the atlas TˆN≠1 to the individual Tk.
5: Update the atlas by minimising the error in 4.3 using the estimated transformations „k and
the atlas TˆN≠1
6: end loop
7: return Final atlas TˆN and the related transformations „Nk .
4.3 Application on ToF Data
To demonstrate the usefulness of our statistical shape analysis in a clinical context, we consider a
population of patients with repaired tetralogy of Fallot.
As mentioned in the introduction, the clinical problem in rToF patients is in better understanding
the shape remodelling over time to aid in determining the optimal time for surgical intervention. In
view of this problem, we are first interested in identifying the clinically relevant shape patterns by
investigating the relationship between shape and given clinical indices. The assumption here is that
changes in heart morphology may reveal structural and functional dysfunctions due to the chronic
regurgitation. In particular, we aim to establish which shape patterns are related to the pathology
in order to give further insights into the condition. We can then go beyond the identification of
pathological shape patterns, to estimate a predictive growth model of the heart to give an indication
of how the heart will grow and re-model in time for this pathology.
Making use of currents to represent shapes, and an atlas to give an average representation of the
population, we can apply statistical methods to address key questions for diagnosis, prognosis and
prediction.
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4.3.1 The Analysis Pipeline
Patient Data We consider a data-set of thirteen patients (10 males, mean age ± SD = 19± 9) with
repaired tetralogy of Fallot. Steady-state Free Precision cine MRI were acquired using a 1.5T scanner
(Avanto, Siemens AG, Erlangen) in the short axis view covering entirely both ventricles (10-15 slices;
isotropic in-plane resolution: 1.1◊1.1mm2 to 1.7◊1.7mm2; slice thickness: 5mm to 10mm; 25-40
phases).
Surface Mesh Delineation In the case of ToF patients, we are interested in studying the shape of
the left and right ventricles of the heart. Using the statistical shape analysis methods described in
the previous section, we can consider the ventricles as surfaces represented by triangulated meshes.
The surface meshes of the right and left ventricle endocardium (inner layer of heart tissue), and left
ventricle epicardium (outer layer of heart tissue) are defined using image segmentation by delineating
the boundaries of each ventricle at end-diastole using the methods proposed by Zheng et al. [Zheng
et al., 2008b] (see Fig. 4.4). This method defines the delineated boundaries using an anatomical
model and thus establishes a point correspondence between meshes. Therefore, in this instance we
used a standard least-squares method to first rigidly align the surface meshes to reduce the e ect of
patient positioning.
Figure 4.4: Delineated boundaries of the right ventricle (pink), left ventricle endocardium (green)
and left ventricle epicardium (yellow) shown on one image slice (left) and the 3D reconstruction
(center and right).
Mean Atlas Construction Using the algorithm for computing a mean shape with the currents
method described in Section 4.2, we estimated an atlas for the ToF data, see Fig. 4.5. Eleven
iterations of the alternate minimisation for the shape atlas (Algorithm 1) were needed to reach con-
vergence. The resulting atlas Tˆ was well centred (mean over standard deviation of the deformations
was 0.36946). Atlas-to-patient registration is implemented in parallel on a cluster of computers,
which means that the atlas creation time is minimally dependent of the number of patients used to
create it.
Figure 4.5: Three views of the mean atlas estimated from 13 patients with repaired ToF with the
right ventricle in blue, left ventricle endocardium in white and left ventricle epicardium in wire-frame.
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4.3.2 Diagnosis Parameters
A key topic in computational shape analysis is identifying pathologically specific shape features in
populations of diseased patients compared to controls (see [Cates et al., 2008] and references therein
for instance). Beyond simply identifying the pathological shape features, we would like to also
quantify the degree to which the shape is altered due to the pathology. One way in which this can be
done is by correlating the shapes with clinical features to determine the severity of the disease, which
requires a consistent representation of the patient shapes. For this we use firstly principal component
analysis (PCA) to extract the main modes of shape variation followed by standard statistical design
to exhibit those that are correlated to the pathology (see Fig. 4.6 top row).
Figure 4.6: Shape analysis pipeline with both clinically relevant model reduction and growth model
generation. Using PCA modes and standard correlation analysis, the pathological shape patterns can
be identified. Using a combination of PLS regression and CCA a statistical generative growth model
can be derived.
Model Reduction using Principal Component Analysis
Since statistical shape analysis is a high dimensional problem with a large number of parameters and
variables to solve for (despite the matching pursuit reduction, a shape can still be represented by
hundreds of moments), we first reduce the dimension of the problem by applying principal component
analysis (PCA). This gives the modes of deformation that describe the amount of variation of shape
observed in the population.
PCA is applied on the initial velocity fields v(i)0 to extract the main deformation modes observed
in the population. PCA finds basis vectors, the modes, of the space of variables (here the initial
velocities) that best explain their variance. The modes p are calculated by solving the eigenvalue
problem  p = µp, where the elements ‡ij of the covariance matrix   are calculated in the kernel
space W . Assuming that the deformation from the atlas to patient i is parameterised by the
initial vector field v(i)0 (x) =
q
kKW (x, xk)—
(i)
k , where the xk are the point positions of the delta
Dirac currents of the atlas, and —(i)k the moment vector at xk, then the mean initial vector field is
v¯0(x) =
q
kKW (x, xk)—¯k and the covariance is
‡ij =< vi0 ≠ v¯0, vj0 ≠ v¯0 >V=
ÿ
k,l
(—(i)k ≠ —¯k)KW (xk, xl)(—(j)l ≠ —¯l) (4.4)
The principal components are obtained by computing the spectral decomposition   = PMP T . M
is the diagonal matrix of the eigenvalues ‡m, or variances, sorted in decreasing order and P is the
orthonormal matrix (in the L2 -norm sense) of the eigenvectors pm. The mth loading lm of the PCA
decomposition is given by the formula:
lm =
ÿ
i
pm[i]—(i) (4.5)
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In this equation, pm[i] is the ith element of the mth eigenvector of  , —(i) = (—(i)1 ≠ —¯1, ...—(i)n ≠ —¯n)T
is the n◊3 matrix that gathers the n centred moment of patient i. As a result, the initial velocity field
of the mth mode is v0lm (x) =
q
kKW (x, xk)lm. The variability captured by this mth deformation
mode between [≠÷‡m; +÷‡m] is visualised by deforming the atlas T with the deformations „≠m
and „+m parameterised by the moments —¯ ≠ ÷lm and —¯ + ÷lm respectively. Selecting the first p
modes only among the N ≠ 1 possible modes (where N is the number of patients) allows to explain
a percentage qpm=1 ‡m/trace( ) of the total variance.
The orthogonal projection of each patient’s initial velocity field onto the selected PCA subspace
gives a unique shape vector. This simply corresponds to the coordinates of the projection in the basis
constituted by the chosen eigen-modes:
si,m =< v(i)0 ≠ v¯0, v0lm >W=
ÿ
j,k
[—(i)j ≠ —¯]KW (xj , xk)lmk (4.6)
Using PCA we have reduced the amount of data needed to represent the shape of a patient by
two or more orders of magnitude. The precision of the representation is controlled by the number of
components of the PCA subspace. However, it has to be observed that modes with low variances may
still be relevant to external clinical parameters. For instance, a mode that captures a local bulging
is probably more related to the pathology than a global scaling of the shape although this bulging
is not very visible in the population and could be considered as noise in the model. Consequently,
we are fairly conservative in the selection of the PCA subspace and select the modes based on
their relationship with the clinical parameters of interest and not their variance, as described in the
following sections.
Identifying Factors Between Shape and Clinical Features
The si,m’s quantify the amount of variability along the mth mode present in patient deformation.
We can thus investigate the heart shape by relating these shape vectors to clinical parameters that
quantify the pathology. Ordinal clinical parameters are investigated using non-parametric rank-based
statistics. Kruskal-Wallis analysis of variance is applied to find e ects between the investigated
parameters and shape [Team, 2009]. If an e ect is found, post-hoc two-sample Wilcoxon test is used
to determine which levels di er [Team, 2009]. Continuous clinical parameters are investigated using
linear regression and Akaike Information Criterion (AIC) model reduction Akaike [1974] to detect
relevant modes and the direction of correlation.
To illustrate this method, in [Mansi et al., 2011b] we showed that these methods enable one
to identify shape features related to the severity of the regurgitation for a data-set of 49 repaired
ToF patients. The relationship between RV shape and pulmonary regurgitation were investigated by
relating the PCA shape vectors with tricuspid regurgitation, trans-pulmonary valve regurgitation and
pulmonary regurgitation volume indices taken from colour doppler ultrasound and phase-contract
magnetic resonance images (PC-MRI). 90% of the spectral energy was explained by 18 PCA modes.
4.3.3 Building an Evolution Model
As explained beforehand, understanding and quantifying heart remodelling in these patients is crucial
for planning pulmonary valve replacement. Given that there is a lack of longitudinal data available for
these patients, we make use of the atlas as the mean of the population and cross-sectional statistics
to formulate a generative growth model. Such a model could be used as reference, from which the
pathology evolution of one patient could be quantitatively compared. In cross-sectional statistical
design, one does not propagate the evolution over time for a single patient but rather considers
each patient as an instance in the growth evolution. In this way we can model the growth of the
population given these instances using regression analysis (see Fig. 4.7). By making use of the initial
velocities vi0 that parametrize the deformations „i computed using the methods described in the
previous sections, we can regress the velocities against an index of patient growth using standard
statistical techniques.
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Figure 4.7: Cross-sectional regression of shapes. Each patient is associated to a point in time (patient
age for instance). A regression model is derived from the temporal data.
In order to obtain statistically significant results, we first need to reduce the dimensionality of the
problem to consider just the factors related to patient growth, while also removing any co-linearity
between factors. In the previous section the model reduction was performed using PCA. In this case
we chose instead to use partial least squares (PLS) regression since it has the added advantage of
computing the components that are most related to a given external parameter (i.e. patient growth).
Using PLS allows us to compute the components that best describe the variance of both the matrix
of predictors (X) and the matrix of responses (Y ), as well as the covariance between X and Y , in
a manner such that the regression Y = f(X) is optimal.
In the case of ToF patients, we would ideally like to model the atlas deformation of a patient
as a function of growth (i.e. deformation = f(growth), however solving this problem is not
possible due to the large number of deformation parameters that would need to be predicted with
a single, one-dimensional, parameter (growth). Rather, we revert the problem to be a function of
the deformations: growth = f(deformations) which has a much lower number of parameters to
predict. The outputted values are then projected onto the reduced PLS subspace and from that we
can revert the problem to the desired form as a function of the shape using canonical correlation
analysis (CCA) to give a generative growth model of the heart.
For this example we use body surface area (BSA) as the index of growth rather than patient age
to better represent the growth given the variable age at which children enter puberty. We use the
Dubois formula [DuBois and DuBois, 1915] to compute the BSA for each patient:
BSA(m2) = 0.007184◊ weight(kg)0.425 ◊ height(cm)0.725 (4.7)
The pipeline we have just described for computing a generative growth model is shown in Fig. 4.6
(bottom row).
Model Reduction using Partial Least Squares Regression
As introduced in the previous section, regression using the partial least squares regression (PLS)
method is based on finding an optimal basis of the predictor variables X that maximizes the variances
of X and Y as well as their covariances. The method can be considered as the optimal estimation
of two weight vectors r and s that satisfy
max
|r|=|s|=1
cov(Xr, Y s) = max
|r|=|s|=1
var(Xr)corr(Xr, Y s)2var(Y s) (4.8)
under the constraint that the regression between X and Y is optimal. Mathematically, the centred
variables Xc = X ≠ X¯ and Yc = Y ≠ Y¯ are modelled by
Xc = TP T + E
Yc = UQT + F
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where T and U are the matrices of the PLS modes, P and Q are the loading matrices which describe
the weight of each variable in X and Y respectively and E and F are the residual terms which are
the same size as Xc and Yc respectively. Additionally the following regression condition is imposed
for the PLS modes:
U = TD +G (4.9)
where D is a diagonal matrix of weights and G a matrix of residuals. Due to this added condition,
the PLS loadings P and Q are not necessarily orthogonal as is the case for PCA modes.
Algorithm 2 Partial Least Squares Regression (PLS)
Require: Variables X and Y, number of components p Æ N ≠ 1.
1: X0c = X ≠ X¯, Y 0c = Y ≠ Y¯
2: for n = 1 to p do
2: rn Ω first eigenvector of Xnc TY nc Y nc TXnc
2: tn Ω Xnc rn/ Î rn Î nth PLS component of X
2: sn Ω Y nc tn/tnT tn
2: un Ω Y nc sn/ Î sn Î nth PLS component of Y
2: pn Ω Xnc tn/tnT tn nth loading of X
2: qn Ω Y nc un/unTun nth loading of Y
2: Xn+1c Ω Xnc ≠ tnpnT deflation of Xc
2: Y n+1c Ω Y nc ≠ tn[tnTY nc /tnT tn deflation of Xc
3: end for
4: return T = (tn)n=1...p, P = (pn)n=1...p, U = (un)n=1...p, Q = (qn)n=1...p
Several algorithms have been proposed to compute the PLS modes. In this work, we use the
PLS1 method, an e cient iterative algorithm that does not require matrix inversion as summarised
in Algorithm 2. X is the matrix of the initial velocity field moments for all patients and Y is the
vector of the BSA values for all patients. The first five PLS modes are shown in Figure 4.8 and the
explained variance and correlation of modes is shown in Figure 4.9. These modes account for 99%
of the covariance between shape and BSA in the population and 61% of the shape variability and are
oriented along increasing BSA. Visually we can see that Modes 1 and 3 display an overall dilation
in both the left and right ventricles. The second mode shows a narrowing in the right ventricular
outflow tract with a noticeable dilation in the left ventricle which can be seen in the top view of the
mode. Modes 4 and 5 show an elongation at the right ventricular outflow tract. Mode 5 also shows
an aneurysm in the right ventricle outflow tract which is characteristic of rToF patients, although it
is still not clear if this is due to pulmonary regurgitations (although both are correlated) or the initial
surgical patch.
Generating a Growth Model using Canonical Correlation Analysis
Using PLS as described above allows us to predict BSA given the shape, however what we would like
is to estimate the shape given BSA. To reverse the relationship we use canonical correlation analysis
(CCA) on the PLS shape vectors (the tÕis of Algorithm 2). CCA computes the vectors r and s that
maximise the correlation between the two sets X and Y :
max
|r|=|s|=1
corr(Xr, Y s)2 (4.10)
where Y is the vector of BSA values and X = [t1, . . . tN ]T is the matrix of shape descriptors.
If we define the covariance matrices VUZ = 1N≠1UTZ, then the matrix   = V
≠1/2
XX VXY V
≠1/2
Y Y
can be seen as a multi-variate generalisation of the uni-dimensional correlation coe cient r =
‡XY /
Ô
‡XX‡Y Y . The sought correlations are obtained by SVD decomposition of  :
  = ASBT (4.11)
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Figure 4.8: The first five PLS modes of variation that describe 99% of the observed BSA variability
and 61% of the observed shape variability in the population.
S is the diagonal matrix of the correlation coe cients between correlation vectors and A and B are
rotation matrices of correlation vectors, i.e. ATA = BTB = Id. In our application, Y is a one-
column matrix. Hence, S has only one non-null coe cient R, which is the overall correlation between
the PLS shape vectors X and BSA. B is a scalar equal to ±1 that determines the direction of BSA
correlation. The elements of the first correlation vector of A, denoted by ﬂ, relate to the amplitude
and direction of correlations of each predictor, namely each PLS mode, when Y varies along the
direction defined by the sign of B. In other words, when BSA varies by 1, the kth predictor varies
by BRﬂ[k]. We can therefore compute a generative average model of heart growth by artificially
increasing BSA and deforming the atlas T with the growth deformation   parametrized by the
moments µ = B.R. kﬂ[k]pk, where pk is the kth PLS loading.
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Figure 4.9: Cumulative variance of PLS modes with respect to shape and BSA (left panel) and CCA
correlation coe cients between BSA and PLS modes with exponential fitted curve in black (right
panel).
Interpretation
The growth model computed on the ToF data-set is shown in Fig. 4.10. This model shows an expected
overall growth of both ventricles as body surface area increases. We can also see the caving of the
septum into the right ventricle as time passes and the elongation of the right ventricular outflow
tract which is observed in these patients over time.
Figure 4.10: Mean growth model computed from a population of 13 rToF patients. Both ventricles
grow as BSA increases
Given a larger dataset this model can be improved further by increasing the certainty in the model
and by capturing more variability in shape observed in a wider population. As well, given more data
we can divide the patients according to an external parameter such as treatment group to formulate
a growth model for a given course of treatment. In the case of ToF, this could allow clinicians to
have a better idea of how the heart re-models after di erent types of valve replacement surgery and
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more importantly, the e ect of the initial surgery on the long-term outcome. This is the key question.
4.4 Conclusion
In this chapter we presented methods for computing statistics on shapes. The proposed methods
rely on currents to represent the anatomical shapes in a consistent way without the need for defining
landmarks or point correspondences between shapes. This allows the computation of population
statistics such as the mean and variance observed within a population and to correlate shape with
clinical indices, for instance to quantify the severity of a disease. We also present a framework for
formulating a generative statistical growth model to simulate the growth of an organ over time. This
is especially important for our clinical application where understanding the shape remodelling of the
heart in congenital diseases like Tetralogy of Fallot is crucial to better understand the evolution of
the disease and ultimately to aid for therapy planning.
Chapter 5
Statistical Model of Cardiac Motion
– This chapter is based on [McLeod et al., 2015]:
McLeod, K., Sermesant, M., Beerbaum, P., and Pennec, X. Spatio-temporal tensor decomposition
of a polya ne motion model for a better analysis of pathological left ventricular dynamics. IEEE
Transactions on Medical Imaging, 34(7):1562–1575, July 2015. ISSN 0278-0062.
5.1 Introduction
Cardiovascular disease is a worldwide issue, being the leading cause of death and a ecting the day-
to-day life of millions of individuals. Heart disease can a ect the motion dynamics of the heart
over the cardiac cycle. Understanding the abnormal dynamics can thus potentially give insight into a
pathology and provide information that can aid with diagnosis, therapy planning, and for determining
the prognosis for a given patient. Quantitatively defining what are “normal” motion patterns is not
straightforward given the complex dynamics and coupling between the ventricles and atria. In patients
with heart conditions that a ect the shape of the ventricles, the motion dynamics can be a ected by
the abnormal shape, resulting in poor pumping function in one or both of the ventricles, ultimately
leading to increased workload on the heart. For patients with stenosis in the arteries or poor valve
function, the motion dynamics can be a ected by the excess load of the heart trying to pump blood
to get enough oxygen to the body. Given the heavy workload on the heart in a lifetime, maintaining
healthy heart function is crucial to maximise longevity.
The motion of the heart can be measured by placing markers on the myocardial tissue, which
are then tracked over time. However, this kind of measure is invasive and not applicable on a
large-scale basis or in all populations. For this reason, medical images are commonly used to non-
invasively visualise the motion of the heart as it beats using magnetic resonance imaging (MRI),
echocardiography (ECHO), or computed tomography (CT), for example. Using such images, the
temporal evolution of the heart can be visualised in 2D or 3D. Such image sequences can be used to
qualitatively analyse the motion dynamics. Some medical scanners are also able to compute global
measures directly from the images such as ventricular volume, or 1D blood flow measures, however,
3D measures are not currently available in standard scanners. Also, more in-depth measures of
cardiac function cannot be extracted directly from the images and quantitatively comparing motion
in di erent subjects beyond strain or global measures is an ongoing challenge.
Quantitatively tracking cardiac motion can provide further insight into the 3D dynamics to obtain
measures of cardiac function by analysing how e ciently the heart is beating and by identifying pat-
terns related to normal (healthy) motion, and patterns characteristic of a given pathology. Myocardial
deformation and strain can give early indicators of poor function and disease evolution. A number
of methods for tracking cardiac tissue in a single subject have been proposed using image registra-
tion techniques to compute the deformation between images in the cardiac cycle. These methods
are further discussed in Sec. 5.1. Methods for population-based analysis of cardiac motion have
been proposed to study the functional dynamics of the heart at a population-wide level. A brief
introduction of these methods is given in Sec. 5.1.
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Cardiac Motion Tracking using Non-rigid Registration
A number of non-rigid image registration techniques for cardiac motion tracking have been proposed
in recent years. A recent review of these is given in [Frangi et al., 2001; Wang and Amini, 2012].
Key features of these methods include ensuring that the deformations are di eomorphic (smooth
transformations that preserve the structure of the material to prevent non-physiological transform-
ations such as folding) and including an incompressibility term to prevent large volume change in
the myocardium. The challenge in cardiac motion tracking of cine MRI images is that the tissue is
represented homogeneously in the images, giving little texture information to track besides the en-
docardial and epicardial contours. Thus, it is di cult to capture the strain purely from image-driven
registration algorithms, particularly the circumferential strain. Voxel-based methods, which essen-
tially model the correspondences between voxels in pairs of images, have been widely used for cardiac
registration [Tautz et al., 2011],[Mansi et al., 2011a]. These methods have the advantage of defining
the motion in every voxel in the image. However, since the displacement fields are dense, the number
of parameters needed to describe the motion is large. For comparative population-wise studies, such
a parameterisation reduces the robustness in group-wise analysis since comparing large parameter
sets is di cult. Methods parameterised by B-spline transformations on the other hand have a lower
number of parameters since the deformation is parameterised by the motion of control points, hence
such methods have been used for cardiac motion tracking, for example in [Chandrashekara et al.,
2004], [Shi et al., 2012], [Heyde et al., 2012], [De-Craene et al., 2011]. However, from B-spline
based tracking, the total number of parameters relies on the sampling of control points, which is a
trade-o  between the accuracy of the tracking and maintaining a low number of parameters, since
the motion is defined only at the control points. Simple models that can accurately represent the full
deformation with a small number of parameters could provide a more insightful basis for motion ana-
lysis. The Polya ne model [Commowick et al., 2008; Arsigny et al., 2009] provides such a framework
by combining regional a ne transformations in a smooth, global manner and has previously been
applied in cardiac and cardiovascular image registration [Zhang et al., 2007; Hansen et al., 2012;
McLeod et al., 2012; Mcleod et al., 2013b]. The Polya ne model has the advantage of providing a
regional-level analysis of the motion, and since the deformation parameters are a ne, the parameters
themselves are consistently defined from one sequence to another.
Population-based Motion Analysis
In [Qian et al., 2011], myocardial strain extracted from tagged MRI was used to identify and localise
regional abnormal cardiac motion patterns, by describing the spatio-temporal motion as a tensor,
where the tensor contains regional strain information for 20 regions of the left ventricle. This results
in a tensor of size 60 ◊ 10 (3 strain directions ◊ 20 regions ◊ 10 frames from end diastole to
end systole) that is used to classify healthy/abnormal motion patterns. A key advantage of this
work is the analysis of the parameters separately for space and time using 2D linear discriminant
analysis (2DLDA) and a k-nearest-neighbour method to classify subjects as healthy or diseased. The
method provides an interesting framework for population-specific function analysis, but is limited to
1D strain analysis. Therefore, some of the more complex 3D dynamics are not described with this
model. Displacement fields were compared across subjects in [Rao et al., 2002] by first extracting the
motion parameters using a B-spline model, then transforming the motion field to a common space
by transforming each displacement vector by the inverse Jacobian matrix of the transformation.
This was extended to construct a cardiac motion atlas in [Rao et al., 2003] by simply averaging the
transformed motion fields from a group of subjects drawn from the same population. A 4D statistical
atlas of the cardiac anatomy was developed using a B-spline model to represent the transformations in
[Perperidis et al., 2004] by first performing spatio-temporal alignment [Perperidis et al., 2003]. This
model was used to di erentiate between normal motion and the motion of patients with hypertrophic
cardiomyopathy. A cardiac motion atlas was constructed in [Rougon et al., 2004] by performing
principal component analysis (PCA) on subject-specific motion fields after first spatio-temporally
aligning the fields. Regional measures are then computed by averaging over the 17 American Heart
Association (AHA) regions of the left ventricle.
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5.1.1 Aim and Paper Organisation
Previous methods for performing population-based motion analysis have been directed towards ana-
lysis of dense motion fields, or of regional strain values. In terms of comparing 3D displacements,
the analysis may require alignment of either images or displacement fields both spatially and tem-
porally. In general, the spatio-temporal alignment of either images or displacement fields creates a
bottleneck in population-based analysis due to the di culty of aligning high dimensional objects. A
key point missing in previous population-based work is further analysis towards understanding motion
abnormalities (beyond identifying or classifying motion abnormalities).
In the present work, we are interested in performing group-wise analysis of a small set of displace-
ment parameters obtained from the cardiac-specific PolyLogDemons algorithm of [McLeod et al.,
2012; Mcleod et al., 2013b] as well as including image-driven spatial features to the model. We are
particularly interested in analysing motion from short axis cine-MR images, given that this image
sequence is commonly used in routine clinical practice (and thus cine-MR images are more readily
available), and has the advantage of capturing the motion with reasonable spatial resolution (com-
pared to ECHO for example). Rather than performing PCA on motion fields as in [Chandrashekara
et al., 2003], or tensor decomposition of regional strain values as in [Qian et al., 2011], we perform
analysis on Polya ne parameters, and compute spatial and temporal bases by performing Tucker
tensor decomposition on the parameters of a set of subjects. In contrast to the method proposed in
[Xue et al., 2006] that was proposed to represent high-dimensional deformation fields in the context
of brain image warping by a 3D statistical representation, we represent the deformation fields directly
with Polya ne transformation parameters.
Preliminary versions of this work have been published describing the motion tracking [McLeod
et al., 2012], analysis of the trace of a ne matrices [Mcleod et al., 2013b], and a preliminary
investigation of matrix-based parameter decomposition to analyse spatial and temporal behaviour
[Mcleod et al., 2013a]. The main contributions of the present work extending on these previous
articles are summarised below:
• Image-driven spatial priors were added to [McLeod et al., 2012; Mcleod et al., 2013b]
• A framework for spatio-temporal alignment of Polya ne parameters is proposed
• A method for the construction of a generative mean motion model is proposed
• Tensor decomposition of Polya ne parameters is proposed to compare dominant spatial and
temporal features between populations
The remainder of this paper is organised as follows. The methods section (Sec. 5.2) begins
with a brief introduction of the cardiac-specific PolyLogDemons algorithm of [Mcleod et al., 2013b]
that is used to obtain the transformation parameters that are used in the population-based analyses
(Sec. 5.2.1). The additional image-based model priors that are added to the model are described
in Sec. 5.2.1. The proposed spatio-temporal alignment of all Polya ne parameters is described in
Sec. 5.2.2. Methods for performing population-based motion analysis using Tensor decomposition
of Polya ne parameters are proposed in Sec. 5.2.3. The validation section (Sec. 5.3) describes
first; the validation of the motion tracking (registration) using ground-truth motion landmarks (Sec.
5.3.1), second; the validation of the mean motion model in Sec. 5.3.2, third; an analysis of the
predictive power of the mean models (Sec. 5.3.3) and finally; validation of the tensor-based analysis
(Sec. 5.3.4).
5.2 Methods
5.2.1 Transformation Parameter Estimation using a Polya ne Model
For a given set of regions, the transformation in each region i can be modelled by an a ne deformation
parameterised by a 3 ◊ 4 matrix Mi. The Mi matrices can be fused to a global deformation field
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using the Polya ne model:
v˛poly(x) =
ÿ
i
Êi(x)Mix˜, (5.1)
where Êi is a parameter controlling the weight of the ith region for each voxel x written in homo-
geneous coordinates [Arsigny et al., 2009].
As shown in [Seiler et al., 2012], Eq. 5.1 can be estimated by a linear least squares projection
from an observed velocity field v˛(x) (in this case computed using the LogDemons algorithm) to the
space of Log-Euclidean Polya ne Transfomations (LEPT’s). The log a ne parameters Mi can be
estimated by the following least-squares regression:
C(M) =
⁄
 
Îÿ
i
Êi(x) ·Mix˜≠ v˛(x) Î2 dx.
Using the Frobenius inner product Î W Î2= Tr(W TW ), the solution at the optimum ÒCM = 0
is given by M = B ·  ≠1 [Seiler et al., 2012], which in vector form is equivalently vect(M) =
( ¢ Id3)≠1 · vect(B), where M = [M1M2 · · ·M3], Bi =
s
  Êi(x) · v˛(x) · x˜Tdx and  ij =
s
  Êi(x) ·
Êj(x) · x · xTdx.
In [McLeod et al., 2012], the authors showed that an incompressibility penalisation and a neigh-
bouring region regularisation can be added to this model by penalising the trace of the gradient of
the Polya ne velocity field, and by regularising the similarity between neighbouring regions via a
distance term. Both terms were added in the least squares minimisation to obtain a penalised least
squares error term, still with a linear solution in terms of M . The penalisation term was derived as:
–
⁄
 
Tr(Òv˛poly)2dx, (5.2)
where the parameter – is used to control the strength of the penalisation. An additional term was
added for the regularisation:
—
ÿ
i
 ijdist(Mi,Mj), (5.3)
where — controls the strength of the regularisation.  ij is defined as:
 ij =
⁄
 
Êi(x)Êj(x)dx. (5.4)
The new solution for M is given by:
vect(M) = ( ¢ Id3 + –V + —R)≠1.vect(B), (5.5)
where R and V are the matrices controlling the regularisation and incompressibility respectively, as
described in [McLeod et al., 2012].
The Polya ne regions used in [McLeod et al., 2012; Mcleod et al., 2013b] were defined as cardiac-
specific regions for the left ventricle using the 17 American Heart Association (AHA) regions. In
[Mcleod et al., 2013b], the Polya ne weight functions were computed in prolate spheroidal (PSS)
coordinates rather than in the Cartesian frame using the method of Toussaint et. al [Toussaint et al.,
2013] (see Fig. 5.1). Using the prolate spheroidal coordinates provides more anatomically grounded
shapes of the weights to smooth the Polya ne fusion around the ventricle. These coordinates have
been previously used in a number of cardiac motion tracking applications, such as in [Bistoquet et al.,
2007],[Heyde et al., 2012] for example.
Image-based Priors
Image Gradient Based Velocity Weighting Image-based spatial priors can be included in the
model to weight the input velocity field to give more influence on velocity vectors in regions of high
gradient in the image (regions that drive the LogDemons registration). In [McLeod et al., 2011],
the region of interest,  , was defined as a binary mask, where   = 1 inside the mask, and   = 0
outside. In this way, equal weight is given to the inner part of the tissue in the myocardium. In cine
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Figure 5.1: Regularisation direction for Cartesian coordinates (top left) and prolate spheroidal (PSS)
coordinates (top right). The di erence between Cartesian and PSS weights shown from above on
a spheroid and the directions of the covariance matrix shown on an oval (bottom left - lower right
corner) and curved segment (bottom right - lower right corner). The red lines emphasise the di erent
shapes captured by the di erent weights, where the Cartesian weights sum to a hexagon (left) and
the PSS weights sum to a circle (right).
MR images, however, there is little texture information in the inner part of the tissue. Therefore, the
boundary of the tissue is the region that drives the registration, since this is the region of highest
gradient. In fact, given the Gaussian nature of the Polya ne weights, more weight is given to the
centre of the tissue than the boundaries. To account for this, we introduce a spatial prior on the
LogDemons correspondence field by giving higher confidence to the vectors in regions with high
gradients in the image. This prior can be easily incorporated into the model by modifying the mask
over which we integrate the terms in Eq. 5.2.1 ( ). Rather than using a standard binary mask,
we can incorporate a confidence on the input velocity field (the LogDemons correspondence field)
by taking the smoothed gradient magnitude image of the fixed and moving images (or similarly, we
could use the structure tensor as used in [Le Folgoc et al., 2014]). For the reference image, however,
the gradient of the binary mask image can be used since this is already defined (since it is needed
for the computation of the weights). By taking the addition of these two images for the fixed and
moving frames, we obtain an image with the added confidence between the fixed and moving images,
which can be used to weight the input velocity field to give higher confidence to the velocities in
voxels on the boundary of the tissue.
Epicardial constraints A second prior can be added to restrict the displacement in the epicardium,
preventing the registration from being dragged by the endocardial motion. This is to account for
the fact that the epicardial borders remain more fixed due to the constraint on the motion from the
pericardium. This prior can be included in the model by down-weighting the input velocity field at
the epicardium by a factor · , where 0 < · < 1, and · = 1 in regions of high gradient (thus leaving
the velocity vectors unchanged). We can define · as (1≠ (1≠ C(x))◊ E(x)), where E(x) defines
the epicardial border, and C(x) is the magnitude of the image gradient. In practice, this can be
the gradient magnitude image of the epicardial mask. The term 1 ≠ C(x) is included to prevent
the velocity from being restricted in regions where there is high gradient in the image (and thus in
regions where we should trust the velocity).
Using this cardiac-specific PolyLogDemons method, a low-dimensional, regional, and consistent
definition of the motion can be obtained for a di erent subjects. Moreover, the obtained deformations
are physiologically grounded and the method makes use of image-specific intensity features.
5.2.2 Spatio-Temporal Parameter Alignment
Given the wide variability of cine MRI data, including temporal shifts, di erent cycle lengths, and dif-
ferent coordinate spaces for di erent acquisitions, spatio-temporal alignment is needed. We propose
to perform the alignment directly on the transformation parameters to align all the parameters to
a common space rather than pre-aligning the images or post-aligning the displacements. A method
for temporally resampling the parameters so that all subjects have the same number of frames is
proposed in Sec. 5.2.2, followed by a method for temporally aligning the parameters in Sec. 5.2.2,
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Figure 5.2: Spatio-temporal alignment pipeline starting with a temporal resampling step to resample
the parameters so that there are an equal number of frames for all subjects. Temporal realignment
is then performed regionally to align the parameters by the regional mean peak of the trace of the
a ne matrix. Spatial alignment is performed to align all parameters to a common coordinate space,
by transporting the parameters to be centred at the barycentre of the region for the reference, and
reoriented in a prolate spheroidal sense.
and finally a method for spatially aligning the parameters to a common space in a prolate spheroidal
sense in Sec. 5.2.2. The steps for aligning Polya ne transformation parameters are summarised in
Fig. 5.2.
Temporal Resampling
In cine MR imaging, there is not a fixed number of frames acquired for each subject. In practice,
the cycle length (from the R peak to the next R peak) is divided into a given number of frames
(typically 10-30), and the cine movie is constructed from the information gathered over several heart
beats (see Fig. 5.3). Such sequences are acquired while subjects hold their breathe, to remove
lung motion artifacts. Therefore, since the cycle length di ers from one acquisition to another, we
need to temporally resample the parameters to a common space to have an equal number of frames
for all subjects (in order to be able to directly compare the parameters). This is done simply by
interpolating between frames to resample the number of observations to be the same for all subjects.
This is represented in Fig. 5.2, step 1.
Regional Temporal Alignment
Cine MR image sequences are generally gated by electrocardiogram (ECG) signals, so that the first
frame corresponds to the end diastolic frame, and so that an image sequence covers one cardiac cycle.
Standard acquisition is acquired by waiting a given amount of time after the R wave before initiating
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Figure 5.3: For a cine image sequence, the cardiac cycle is divided into N phases and the acquisition
is averaged for each phase over several cycles. The number of phases is variable from one acquisition
to another.
the sequence (see Fig. 5.4) and images are acquired between the R-to-R cycle. However, sometimes
the first frame does not correspond exactly to the end diastolic frame and thus the sequence is slightly
o set. Furthermore, some sequences do not loop back exactly to the end diastolic frame, where some
frames may be missing, or too many frames may be included in the sequence. Also, the ECG signal
may be weak in some patients, such as those with large pericardial e usion, making the ECG gating
di cult. Subjects may also di er in the duration of the cardiac cycle, therefore, the peak frame does
not always overlap for a group of patients. To account for this, the transformation parameters can
be aligned temporally per region, by computing the trace of the a ne matrix per region over time.
The trace of the a ne matrix corresponds to the volume curve, through properties of Lie algebra, so
this essentially amounts to aligning the parameters according to the volume curves. In this way, the
mean peak frame can be computed for a group of patients, and all the transformation parameters
can be aligned to the mean peak frame (see Fig. 5.5). We assume that the transformation starts and
finishes at the identity transformation. A temporal shift in one patient of five frames would set the
first five frames to the identity transformation. This has the e ect of not implying any information
for these frames when the values are unknown, and thus the mean for these frames is computed only
from the subjects in which the transformation is given.
Figure 5.4: The ECG signal is used to detect the R peak. Acquisition is started a fixed amount of
time after the R peak, and one cycle is considered as the R-to-R duration. Gating the cine MR
sequences in this way can result in di erent acquisition lengths, especially for patients with low ECG
signal.
Spatial Alignment
In order to be able to construct a mean motion model, we first need to transport all the parameters to
a common space. Rather than aligning all the images, which would amount to rigidly registering all
images to a common space prior to performing the motion tracking, as was done in [Mcleod et al.,
2013a], we rather align the transformations after performing the motion tracking. Given the low
dimensional representation of the motion given from the registration algorithm summarised in the
previous section, this is a matter of simply transporting the a ne matrices to a common coordinate
space. By choosing one subject (at random) to be the reference subject, we can transport all the
other subjects to this space. We are interested in analysing the motion at a regional level, hence we
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Figure 5.5: Trace of the a ne matrix for a single region plotted over time for a group of subjects
shown before alignment (left) and after alignment (right). Linearly aligning the curves brings the
peaks to the same frame, to give the amount of shift needed to align the parameters.
are interested in aligning the matrices at a regional level independently from other regions. Therefore,
we can align all matrices by first re-centring each matrix around the origin using the barycentre per
region. The regions then need to be re-oriented to be aligned in a common manner. Since the
Polya ne weights are defined in PSS coordinates, it follows that the matrices can be oriented in a
prolate spheroidal sense (see Fig. 5.1) by taking the Jacobian matrix computed at the barycentre.
The same approach is applied to re-orient the result to match the template orientation, followed by
a translation to bring the matrix to the template space. A simplification of this pipeline is shown in
Fig. 5.2, step 3. The prolate spheroidal coordinates were computed using the method of Toussaint
et. al [Toussaint et al., 2013].
5.2.3 Population-based Motion Analysis
Mean Motion Model Construction
Once all the matrices are aligned to a common space for all subjects, the mean of these observations
can be easily computed using basic arithmetic operations. The mean Mt at time t can be computed
by:
M¯t =
1
Nk
Nkÿ
i=1
Mk,t, (5.6)
where k is the subject index, Nk is the number of subjects, and Mk,t is the transported matrix for
subject k at time t. By stacking all the matrices of a given subject to form a column vector of
[time ◊ number of regions ◊ a ne parameters], we can similarly compute the mean trajectory M¯
by taking the average of these vectors.
Simulated Motion from the Mean Model
Given the estimated mean trajectory, the motion can be simulated on a new subject, given that the
subject is in the same coordinate space as the reference, by simply applying the mean Mt to the first
image of the sequence: It = Mt ú I0 (see Fig. 5.6).
In general, new subjects will not be in the same coordinate space as the template. Therefore,
the mean trajectory M¯t first needs to be transported to the subject space. This can be done in a
similar way to the pipeline for aligning the subjects. Given the barycentre and Jacobian matrix for
each region of the new subject, M¯t can be transported to the subject space by:
Mkr = T kr · (T¯r)≠1 · M¯r · T¯r · (T kr )≠1, (5.7)
where Mkr is the mean motion model in region r in the subject-specific space for subject k, T kr is
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Figure 5.6: The mean motion model applied to an image requires simply applying the mean trans-
formation per frame to the reference end-diastolic image.
the matrix:
T kr =
SWWWU Jkr bkr
0 1
TXXXV
with bkr the barycentre of region r for the kth subject (in Cartesian coordinates), and Jkr is the
Jacobian matrix at the barycentre in the local (prolate spheroidal) coordinates. T¯r is equivalently
defined for the mean at the barycentre of region r in the reference space.
5.2.4 Spatial and Temporal Mode Construction using Tensor Decomposition
Rather than performing PCA on stacked matrices of all parameters for each subject or singular
value decomposition (SVD) on parameters stacked either temporally or spatially as in [Mcleod et al.,
2013a], the tensor T of all parameters can be decomposed directly. A number of methods for tensor
decomposition have been proposed, the most common being the CANDECOMP/PARAFAC (CP)
decomposition [Carroll and Chang, 1970; Harshman, 1970] and the Tucker decomposition [Tucker,
1963, 1966] (see Fig. 5.7). A review of these methods, as well as other tensor decomposition
methods, is given in [Kolda and Bader, 2009]. The CP decomposition is the generalisation of SVD
to tensors, in which a tensor is factored into the sum of rank-one tensors (tensors that can be written
as the outer product of vectors). The Tucker decomposition (also known as higher-order PCA),
rather decomposes the tensor into a core tensor and factor matrices corresponding to each axis (see
Fig. 5.7). In this work, we focus on the Tucker decomposition, to give decoupled “loadings” of the
modes (whereas in the case of the CP decomposition, there is a single loading for each axis, meaning
that the nth modes are coupled in some way).
Tensor Decomposition Using the Tucker Method
The Tucker decomposition (a.k.a higher-order PCA/SVD, N-mode SVD/PCA) computes an or-
thonormal space associated with each axis of the tensor T . For a three-way tensor, the Tucker
decomposition of T is expressed as an n-mode product:
T ¥ G ◊1 A◊2 B ◊3 C =
Pÿ
p=1
Qÿ
q=1
Rÿ
r=1
gpqrap ¶ bq ¶ cr
= [[G;A,B,C]], (5.8)
where ◊n denotes the mode-n tensor-matrix product, and ¶ denotes the vector outer product. A,
B, and C are loading matrices in each direction that can be thought of as the tensor equivalent of
principal components for each axis. The core tensor G gives the relationship between the modes in
each direction and describes how to re-combine the original tensor T . Computing such a decompos-
ition is not straightforward. One method for doing so is to matricise the tensor (in the three-way
case), similar to the decomposition described in [Mcleod et al., 2013a]. Another method, known as
the Tucker1 method, is to compute optimal components to capture the variation in the nth axis,
independently from the other axes. Alternatively, the factors can be estimated using an iterative
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Figure 5.7: Visual representation of the Tucker decomposition (top right) and CP decomposition
(bottom right) on a three-way tensor.
alternating least squares strategy (ALS), an alternating slice-wise decomposition (ASD), non-linear
conjugate gradient method (NCG) and using a direct multi-linear decomposition (DMLD). Further
details on the ALS strategy used in this work for computing a Tucker decomposition is given in the
Appendix.
The tensor decomposition can be performed on a tensor stacked in a number of di erent ways,
and would provide di erent levels of analysis of the parameters. In order to compute the spatial
and temporal modes separately, all the spatial parameters can be stacked as a single vector of
all a ne parameters for all regions, along time, and for all subjects (namely a 3-way tensor of
space◊ time◊ subject). This decomposition enables separate spatial and temporal mode analysis
to be performed so that the reduced-order model can be validated by comparing to known spatial and
temporal dynamics. It is also possible to decouple the spatial features into the respective regional
and a ne components in order to give a more detailed analysis of the regional motion di erences
and to extract the dominant a ne components. Since this decomposition cannot be validated, it
is not addressed in this work. More detailed constructions are also possible to separate the space
parameters, such as using separate tensors for each region to provide another type of regional analysis.
5.2.5 Understanding Pathology-specific Motion Abnormalities
Identification of cardiac motion abnormalities and classification of normal vs. abnormal motion
patterns is an important step towards better understanding cardiac diseases that a ect function.
Given the formulation of the proposed methods, in which the motion is defined with a low number
of parameters (the Polya ne parameters), and given that the parameters can be aligned to a chosen
reference space (using the methods described in Sec. 5.2.2), di erent subjects can be compared,
and models representing the mean motion of a population can be constructed (as in Sec. 5.2.3) in
order to analyse population-specific motion patterns. Mean motion models computed on di erent
populations could be compared to the Polya ne parameters from a patient-specific simulation to
help to classify patients according to di erent diseases or di erent stages of a given disease, to aid
in cases where there is uncertainty in the diagnosis of a specific patient. This classification could
be combined with standard clinical measures to give a more informative picture of the patient’s
condition. Also, by applying the mean model to a new subject (following the method described in
Sec. 5.2.3), synthetic sequences can be generated to, for example, create a database of sequences
with known ground-truth deformation to test cardiac models. A key advantage of the proposed mean
motion model formulation is the ability to create full 3D sequences from the di erent models, to
better understand the motion abnormalities. Such models could be used to complement existing
methods to identify abnormal regions (strain or wall motion analysis for example), by providing more
detail on what may be causing abnormal motion patterns in a population by visually analysing the
motion dynamics.
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5.3 Validation
In order to test the methods described in the previous sections, 4D sequences of two populations
were studied. The first; a data-set of healthy controls, to establish normal motion patterns, and the
second; a data-set of patients with Tetralogy of Fallot, to establish motion patterns related to this
pathology.
a) Healthy Volunteers We illustrate these tools on 15 healthy adults (3 female, mean age ± SD
= 28 ± 5) obtained from the STACOM 2011 MICCAI cardiac motion tracking challenge database
[Tobon-Gomez et al., 2013]. Steady-state free precession magnetic resonance images were acquired
using a 3T scanner (Philips Achieva System, Philips Healthcare) in the short axis view covering
entirely both ventricles (12-16 slices; isotropic in-plane resolution:1.15◊1.15mm2 to 1.25◊1.25mm2;
slice thickness: 8mm; 30 frames).
b) Tetralogy of Fallot Patients To test the methods on pathological cases, we applied the
described method to ten patients with repaired Tetralogy of Fallot (5 female, mean age ± SD
= 21 ± 7). These patients all had a full repair early in infancy, resulting in the destruction of
the pulmonary valves. Steady-state free precession magnetic resonance images were acquired for
each patient in the short axis view covering entirely both ventricles (12-15 slices; isotropic in-plane
resolution: 1.21◊ 1.21mm2 to 1.36◊ 1.36mm2; slice thickness: 8mm; 15-19 frames).
5.3.1 Validation of the Motion Tracking
Since the proposed population-based motion analysis is based on the initial motion tracking, the
accuracy of the motion tracking has a large impact on the subsequent analysis. In order to examine
the accuracy of the motion tracking, the cardiac-specific PolyLogDemons method was applied to the
STACOM 2011 MICCAI cardiac motion tracking challenge database [Tobon-Gomez et al., 2013].
The primary goal here was to validate the choice of parameters used in the model to determine if
the input parameters, the number of regions, and the choice of weight functions, provide su ciently
accurate tracking on a level equivalent to state-of-the-art methods.
The STACOM 2011 cardiac motion tracking challenge was open to all willing participants. Of
the four competitors that applied for the challenge, only two applied their methods to the cine MR
sequences. These were the Temporal Di eomorphic Free Form Deformation (TDFFD) method of De
Craene et. al [De-Craene et al., 2011] and the iLogDemons method of Mansi et. al [McLeod et al.,
2011; Mansi et al., 2011a]. The principle behind the TDFFD method is to model the deformations
as B-splines. The iLogDemons is rather a gradient-driven optical flow method based on the Demons
method. As with the method used in this work, both of these methods require a mask of the
myocardium as input.
Evaluating the accuracy of the provided ground truth landmark tracking is not the objective
of this work. Rather, we are interested in quantitatively comparing the registration results of the
proposed method to state-of-the-art methods applied to the same sequences. Given that the ground
truth computation is subject to errors from the landmark allocation itself (inter- and intra-observer
bias), and in alignment between the tagged MR and cine MR sequences (subjects may move between
acquisitions), and noting the large slice thickness (8mm), we are interested in evaluating how greatly
the errors vary from the other methods, rather than the absolute error itself. Furthermore, we expect
higher errors than for ECHO or tagged MR for instance, since there is little or no texture information
in the myocardium to drive the registration [Wang and Amini, 2012].
We applied the same work-flow for computing the error as described in [Tobon-Gomez et al.,
2013] to be able to directly compare the errors between the di erent methods. Based on the
experiments described in [Mcleod et al., 2013b], [McLeod et al., 2012], the chosen parameters were
– = 1,— = 1,Ÿ = 0.5, µ = 1, with PSS weights, and three multi-resolution levels. The l2 norm
error, between the annotated landmarks at end diastole and end systole and the deformed landmarks
at the corresponding frames, was computed. The median error value of the two time points was 3.07
for the proposed method. This can be directly compared to the median values for the iLogDemons
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Figure 5.8: Box plot of errors per subject from the 12 4D annotated landmarks at end diastole and
end systole (top). The average over the population is plotted for the TDFFD algorithm, iLogDemons
algorithm, and the cardiac PolyLogDemons method (bottom). The cardiac PolyLogDemons method
is on the same order of accuracy as both the TDFFD and the iLogDemons method.
algorithm (4.82) and for the TDFFD algorithm (3.17). Therefore, the errors are on the same order of
magnitude as these methods. The errors are plotted in Fig. 5.8 (top) for each of the 15 volunteers.
The error over all the subjects is shown in Fig. 5.8 (bottom) along with the box plots for the TDFFD
and iLogDemons methods for comparison.
5.3.2 Validation of the Mean Motion Model
A mean normal (healthy) motion model was computed from the 15 healthy volunteers. The first
volunteer was chosen to be the reference, and all other subjects were aligned to this space. Note that
the choice of reference is arbitrary since the parameter space is the space of a ne transformations
described in Cartesian coordinates. To visualise the mean motion models, the models were transpor-
ted to the space of one of the volunteers. The first image was deformed by each motion model using
the method described in Sec. 5.2.3. In order to analyse the results, we compare the mean models
to both the Polya ne model and to the original sequence. The images at three frames (frame 5, 10
and 20) are shown in Fig. 5.9. The healthy mean motion model gives a reasonable motion pattern,
and actually gives smoother motion than the Polya ne model. As shown in the second column for
the Polya ne sequence, the radial contraction is underestimated in the regions close to the junctions
of the right ventricle with the left ventricle (as shown by the yellow arrow). The Tetralogy of Fallot
mean motion model shows abnormal dynamics, with abnormal flattening of the left ventricle free wall
towards the septum. This abnormal flattening at the septum has been observed in many Tetralogy of
Fallot patients, and may be due to a high prevalence of post-repair right bundle branch block in the
ECG (through a patch to repair the ventricular septal defect (VSD)) [Jing et al., 2014], the e ect
of the VSD-patch itself [Knauth et al., 2008], and mediated through the persisting right ventricular
volume and/or pressure load resulting from chronic pulmonary regurgitation/stenosis [Hui et al.,
2014]. As a result, inter- and intra-ventricular dyssynchrony is highly prevalent and is regarded as
an important contributor to both right ventricle and left ventricle dysfunction. More circumferential
motion is also observed in the Tetralogy of Fallot mean motion sequence, as can be seen in the video
of all of the sequences (see the supplementary video). Note that the key region of interest in these
sequences is the myocardium of the left ventricle. Since the first image is deformed by each model,
there are some motion artefacts in the blood pool caused by the trabeculae present in the first image.
Also, the surrounding regions move due to the nature of the smooth Polya ne weights.
A leave-one-out experiment was performed to test the ability of the mean model to approximate
the motion of a new subject drawn from the same population by using 14 subjects as the training
set, and testing on the 15th subject. The residual error between the mean motion model (in the
kth subject space) and the original Polya ne transformation parameters (before realignment) was
computed for subjects in the training set as well as for subjects in the testing set. The errors are
plotted over time in Fig. 5.10 for the training set (top) and the testing set (bottom). The errors are
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Figure 5.9: Original sequence (top row), Polya ne Model (second row), healthy mean motion model
(third row) and Tetralogy of Fallot mean motion model (bottom row) at frame 5 (left column),
10 (centre) and 20 (right column) for one subject. The Polya ne model underestimates the radial
motion in some regions (indicated with the yellow arrow on frame 10), whereas the healthy mean
motion captures smoother, more physiological motion. The Tetralogy of Fallot mean motion model
shows abnormal motion dynamics, with inward motion at the left ventricle free wall and expansion,
rather than contraction at the junctions of the left and right ventricles (shown in the bottom row,
centre column with yellow arrows).
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within the same range for the training and testing set, indicating that the model is able to predict
the motion of healthy subjects.
Figure 5.10: Box plots of the residual norm between the Polya ne transformation and the normal
mean model transformation over time for subjects used in the training set (top), and for subjects
not used in the training set (bottom) for the healthy volunteers.
Performing the same leave-one-out experiment on the Tetralogy of Fallot patients, we find that
the residual errors are also not higher for the training set than for the testing set, as shown in Fig.
5.11. Therefore, this suggests that the mean Tetralogy of Fallot motion model is able to capture the
motion dynamics of these patients reasonably well.
Figure 5.11: Box plots of the residual norm between the Polya ne transformation and the normal
mean model transformation over time for subjects used in the training set (top), and for subjects
not used in the training set (bottom) for the Tetralogy of Fallot patients.
5.3.3 Analysis of the Predictive Power of the Mean Models
To test the ability of the mean normal model to capture the motion of Tetralogy of Fallot patients,
the mean motion model was applied to each patient, and the weighted residual error between the
model and the Polya ne parameters was computed. Note that this distance measure was chosen to
take into account the standard deviation of the data without requiring the computation of the inverse
of the covariance matrix, as in the standard Mahalanobis distance (since the covariance matrix is
ill-conditioned). The box plot of the error is given in Fig. 5.12 (top) alongside the box plots of the
training and testing set of the healthy volunteers. As expected, the errors are higher for the Tetralogy
of Fallot patients, indicating that the healthy model is insu cient in capturing the motion dynamics
in these patients. This suggests that there are abnormal motion dynamics observed in these patients
that are not captured in the healthy model.
As a further test to quantify the di erences between the populations and to overcome the issue
of inverting the covariance matrix in the standard Mahalanobis distance computation, a projected
Mahalanobis distance was computed. By projecting the parameters to a 1D plane, the Mahalanobis
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distance was computed directly from the projections “i given by:
“i =
(Vi ≠ V¯ )T (V¯ToF ≠ V¯ )
ÎV¯ToF ≠ V¯ Î2
, (5.9)
where Vi is the vector of parameters for subject i (i = 1, . . . , 25), V¯ is the mean of the health controls,
and V¯ToF is the mean of the Tetralogy of Fallot patients. In this formulation, if a subject is close
to the mean of the healthy controls, then “ ƒ 0, if a subject is close to the mean of the Tetralogy
of Fallot patients, then “ ƒ 1. A leave-one-out experiment was performed with the mean computed
on 14 subjects and the projected Mahalanobis distance computed on the 15th subject, as well as on
the Tetralogy of Fallot patients (see Fig. 5.12 - bottom). The mean for the healthy subjects was
0.8986, which can be compared to the Tetralogy of Fallot patients with 4.4513. Therefore, there is
a statistically significant di erence between the populations (p < 0.05).
Figure 5.12: Top: Box plots of the weighted residual norm (l2 norm weighted with respect to the
standard deviation of the mean model) between the Polya ne transformation and the normal mean
model transformation for subjects used in the training set (left - red), for healthy subjects not used in
the training set (centre - blue) and for Tetralogy of Fallot patients (right - green). Bottom: Projected
Mahalanobis distance measure on the alpha indices from Eq. 5.9 for the healthy subjects (blue) and
Tetralogy of Fallot patients (green).
In order to determine the classification power of the models for each population, two-dimensional
linear discriminant analysis (2DLDA) [Liang et al., 2008] was performed using the openly available
Matlab code from Mathworks file exchange. Following the application of this method described in
[Qian et al., 2011] to discriminate between di erent populations by setting the two dimensions in
the 2DLDA formulation as the spatial and temporal dimensions, a classifier was trained in a leave-
one-out nature on all the transformations. The subjects were labelled as either healthy or Tetralogy
of Fallot, and the classifier was tested on the excluded subject. Setting the parameters p and q
for the dimensions of the reduced subspace as p = q = 15, and running a k-Nearest-Neighbours
classifier on the testing subject (with 3 neighbours), the classifier correctly predicted the population
group with 100% accuracy. Reducing the dimension of the acquired subspace to p = q = 5 yielded
a classification accuracy of 92%.
5.3.4 Validation of the Tensor Decomposition
In order to capture the spatial and temporal aspects of the motion, a 3-way tensor of all the spatial
parameters (a ne parameters for all regions) stacked along time and for all subjects was constructed.
Stacking the tensor in this way gives a decomposition in terms of the spatial components and
temporal components separately (though other constructions are also possible). The Tucker tensor
decomposition was performed using the Sandia National Laboratories Tensor Toolbox [Bader et al.,
2012], implemented in MATLAB. Using these tools, the three-way tensors of [space ◊ time ◊
subject] of the healthy controls and of the Tetralogy of Fallot patients, were decomposed into factor
and core matrices. Using the Tucker decomposition, we obtain temporal bases for each loading
related to the spatial bases.
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Figure 5.13: Three views of the first (top row) and second (bottom row) spatial modes for the healthy
controls (left) and for the Tetralogy of Fallot patients (right). The modes for the healthy controls
represent the radial contraction and circumferential motion, whereas the modes for the Tetralogy
of Fallot patients represent the translation towards the right ventricle. Yellow arrows indicate the
general direction of motion.
The first two spatial modes for the healthy controls are shown in Fig. 5.13 (left) and for the
Tetralogy of Fallot patients (right). The first mode for the healthy controls appears to capture both
the radial contraction and the circumferential motion (shown in block yellow arrows). The Tetralogy
of Fallot modes, on the other hand, appear to capture a translation of the free wall and septal wall
towards the right ventricle (RV). This abnormal motion is evident in the image sequences of these
patients.
The temporal modes are shown in Fig. 5.14 (corresponding to the first loading of the spatial
modes) for the first five temporal modes, shown for the healthy controls (top) and Tetralogy of Fallot
patients (bottom). These plots show the dominant temporal mode in blue, which corresponds well
to the expected volume curve for healthy subjects, but may indicate slower contraction and slower
filling for the Tetralogy of Fallot patients.
The volume curves for the Tetralogy of Fallot patients were computed for the left ventricle
from 4D segmentation performed using the MedViso Segment software (openly available for research
purposes [Heiberg et al., 2010]), as shown in Fig. 5.15. The mean curve (shown in gray) corresponds
well to the dominant temporal mode for these patients shown in Fig. 5.14, which indicates that the
end systolic phase is delayed compared to healthy subjects and confirms the findings for the first
temporal modes.
5.3.5 Implementation and Processing Time
The implementation of the described methods requires a number of key steps, including pre-processing
of the images, segmentation of the ventricle and division into the Polya ne regions (the AHA re-
gions), computation of the Polya ne weights, execution of the motion tracking registration, tensor
construction, and model reduction. The pre-processing of the images requires image contrast en-
hancement and isotropic voxel resampling for the LogDemons part of the registration (which is
computed on a regular grid and thus requires the voxel size to be isotropic). The left ventricle needs
to be segmented in order to define the AHA regions and to compute the Polya ne weights (which
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Figure 5.14: Temporal modes for the first five loadings corresponding to the first spatial mode for
the healthy controls (top), and for the Tetralogy of Fallot patients (bottom). The first loadings show
interesting di erences for the Tetralogy of Fallot patients, with slower contraction and slower filling
than for the healthy subjects.
Figure 5.15: Left ventricle volume curves over time for the 10 Tetralogy of Fallot patients (in black)
and the mean volume (shaded gray), which shows similar trends to the principal temporal mode
shown in Fig. 5.14.
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can both be performed automatically given the segmentation as well as the labelling of the apex,
base and the junctions between the left and right ventricles). Given the regions and the weights,
the registration algorithm can be launched by sequentially computing the registration of the cur-
rent frame to the reference frame (the end-diastolic frame) and initialising the registration with the
previous frame-to-reference velocity field. The registration is computed using ITK and C++ func-
tions, building from the ITK implementation of the LogDemons algorithm [Dru and Vercauteren,
2009]. Constructing the tensor from the computed parameters is simply tensor manipulation and
stacking. The model reduction on the constructed tensor was performed in Matlab using the tensor
decomposition methods from Sandia National Laboratories [Kolda and Bader, 2009]. In terms of
implementation, the key bottleneck is in the segmentation of the left ventricle, which in this case
was performed using semi-automatic tools which requires on average 30 minutes per surface, and
can take more than an hour in di cult cases (where there is large slice misalignment for example).
Computation of the regions and weights is fully automatic and reasonably fast with C++ program-
ming. The registration itself takes around 30 minutes per registration, therefore, given the sequential
nature of the computation for a full heart cycle, it can take several hours for one cardiac sequence.
Finally, the tensor construction and decomposition can be quickly computed in Matlab (in minutes).
Ideally, the steps could be automated and the computation time could be improved by taking ad-
vantage or parallel computing architectures and by minimising the need for user intervention with
fully automatic segmentation and landmark detection tools.
5.4 Discussion and Perspectives
In the current work, we proposed to use statistical methods to create a mean motion model, and
to extract the modes of variation in terms of the spatial and temporal components using image
registration, statistical model reduction, and tensor decomposition methods. The proposed method
uses the parameters of the cardiac PolyLogDemons algorithm [Mcleod et al., 2013b], which gives
transformations described by a small number of parameters extracted from cine MR image sequences.
The analysis of cine MR images was chosen specifically for the frequency of use in standard clinical
practice (no radiation risks and short axis cine loops are standard in the clinical protocol for many
diseases), which allows for more wide-spread application of the method, as well as for the good
spatial resolution, which allows for better visualisation of the myocardial borders.
The proposed methods were applied to motion tracking of the left ventricle only. The reasons
behind this choice are described in Sec. 5.4. Spatio-temporal alignment of the parameters was
performed prior to the analysis. The techniques used for the alignment are further discussed in Sec.
5.4. A mean motion model was constructed by taking the average of the aligned parameters. The
mean model construction is further discussed in Sec. 5.4. From the obtained Polya ne transform-
ation parameters, statistical model reduction was applied to the parameters after spatio-temporal
alignment. The statistical methods used are discussed in Sec. 5.4. A brief discussion on an in-
terpretation of the results and how the proposed methods can be used to gain further insight into
pathology-specific functional abnormalities is described in Sec. 5.4.
Bi-ventricle Motion Analysis
The present work is focused primarily on the left ventricle since the current ground truth data for
the motion is available for the left ventricle only. As a proof of concept article it does not seem
viable to draw any conclusions from the statistical model (namely the tensor decomposition) built
from the motion tracking (the cardiac PolyLogDemons method) without having some validation of
the motion tracking parameters. Furthermore, investigating left ventricular dynamics in Tetralogy
of Fallot subjects is of interest for clinicians since left ventricle dysfunction has been identified as a
predictor for mortality in adults with this disease [Ghai et al., 2002]. For future applications to clinical
data the method can be extended to bi-ventricular (i.e. left and right ventricle) motion analysis,
provided that anatomically relevant weights can be defined on the right ventricle.
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Parameter Realignment
Spatio-temporal alignment was performed by making use of the trace of the a ne matrices to align
the transformations temporally, and making use of the prolate spheroidal coordinates to align the
transformations spatially, in an anatomically meaningful manner. The temporal realignment used in
this work was a simple rigid transformation of the parameters, to translate the parameters regionally
to the mean peak of the trace. However, this may have the e ect of removing relevant parameters.
Therefore, a non-rigid transformation may allow more intuitive analyses by fixing the first frame and
stretching (or shrinking) the parameters to the mean peak of the trace, and stretching (or shrinking)
to the relaxation phase, similar to the temporal alignment described in [Perperidis et al., 2005].
Both the temporal and spatial alignment were performed at a regional level. This was due to the
fact that we are interested in region-wise analyses, rather than global analyses. However, it is also
possible to temporally align the transformations to a global peak frame. Spatially, however, the
current formulation relies on the regional construction. The parameters could be spatially aligned by
the barycentre of the ventricle, however, further data-points would be needed such as the base, apex
and the junctions between the left and right ventricles.
Mean Motion Model Construction
From the mean motion model constructed from healthy subjects, we found that the model is able to
approximate the motion of other healthy subjects reasonably well, however, the motion of Tetralogy of
Fallot patients was not fully captured from this model. This was expected given the abnormal motion
dynamics observed in Tetralogy of Fallot patients. Interestingly, the motion model constructed from 9
Tetralogy of Fallot patients was su cient to capture the motion dynamics of the 10th subject (based
on the results of the leave-one-out experiment). Given that these patients have followed di erent
treatment paths, and are at di erent stages due to the range of patient age (some patients are
children, others adults), we expected to require a larger number of patients to capture the dynamics
in this population. However, the related factor between these patients is a missing pulmonary valve,
caused by the initial surgery. Therefore, the regurgitated blood from the pulmonary artery may be the
key factor a ecting the motion dynamics of these patients. Ideally, given more patients with similar
treatment history, treatment-specific models could be constructed to distinguish the key di erences
in the motion dynamics for patients treated with one treatment over another. In future work, the
mean motion models could also be used to generate synthetic sequences for new subjects in which
only the end diastolic image is available.
Statistical Model Reduction
A number of statistical model reduction techniques were used in this work to attempt to understand
the underlying motion variability of the two populations. We extend on the work in [Mcleod et al.,
2013a], in which model reduction is performed block-wise on matrices stacked either column- or
row-wise to obtain temporal and spatial population bases. In the current work, we perform model
reduction on the full tensor using the Tucker decomposition to obtain spatial and temporal bases
directly. The advantage of performing model reduction directly on the tensor is that the bases are
decoupled and can be recombined independently. However, tensor decomposition is not straightfor-
ward and requires numerical methods for estimating the modes, compared to matrix decomposition
which can be performed simply with SVD, PCA, partial least squares, etc. The tensor decomposition
used in this work was the Tucker decomposition, though a number of other methods for decomposing
a tensor have been proposed and could be applied (such as CP decomposition, 2DPCA, etc.).
Population-wide Analysis of 4D Motion
The validation section (Sec. 5.3) showed the ability of the proposed population-based analysis
methods for extracting the dominant patterns observed in a population. For healthy subjects, these
were the radial, circumferential, and longitudinal motion representing the key spatial patterns, and
the temporal trigger which follows the pattern of the volume curve in the ventricle. In contrast, the
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typical motion patterns for Tetralogy of Fallot patients are less well known. The presented method
identified the dominant spatial pattern in these hearts as being a translation from the left ventricle
free wall to the septum, which is consistent with qualitative analysis of the motion visible for some
patients, in which the left ventricle appears to be dragged towards the right ventricle. The identified
temporal trigger indicates that there is a slower contraction of the left ventricle, which was verified
by computing the volume over time for all patients using image segmentation. These experiments
may provide further insight into the function of the left ventricle for Tetralogy of Fallot patients, with
more e ciency than manual analysis (i.e. 4D segmentation of several hearts may be time-consuming
and subject to user bias) and may provide more detail than simpler methods (such as 1D measures
of strain or wall thickening).
4-Way Tensor Decomposition
The goal of the proposed methodology is to gain insight into pathology-specific functional behaviour
by analysing the motion to extract information that may currently be unknown. The experiments
described in the validation section showed that both the mean motion model and the tensor decom-
position of grouped motion parameters give meaningful results in terms of extracting already known
information automatically from the data (such as spatial and temporal behaviour). In future work,
the analysis will go deeper to investigate and compare di erent populations. In order to analyse the
spatial motion features independently (in terms of regional and a ne components), 4-way Tucker
Decomposition can be performed on tensors stacked by [a ne parameters ◊ region ◊ time ◊ sub-
ject]. Further work is required for such analysis in terms of optimising for the number of dimensions
needed in the reduced model and describing the parameters in a more physiological sense.
5.5 Conclusion
In this work, we propose a novel method for analysing population-wide motion patterns in terms of the
dominant spatial and temporal patterns. Using a Polya ne model to describe the transformation
from one image to another, we perform group-wise analysis on these parameters to construct a
mean motion model by averaging spatio-temporally aligned transformation parameters from a group
of subjects in the same population (healthy or pathological). Further population-based statistical
analyses were performed by computing a tensor decomposition on the transformation parameters
directly. From the analyses we obtained meaningful di erences between the healthy population and
the pathological population of Tetralogy of Fallot patients in terms of motion patterns (both spatially
and temporally) and were able to detect potentially meaningful motion information for Tetralogy of
Fallot patients such as an abnormal triggering of contraction.
Appendix
5.5.1 Tucker Tensor Decomposition using Alternating Least Squares
The alternating least squares (ALS) method for computing a rank-(R1, · · · , RN ) Tucker decompos-
ition is described briefly here. Note that the n-Rank of a tensor T is not the same as the rank of a
tensor (the minimum number of rank-one components). Rn is the column rank of the nth axis of
T . In this work, we take Rn = rankn(T ) to find an exact Tucker decomposition of T , rather than
computing a truncated Tucker decomposition (which gives an inexact decomposition rather than the
truncation of an exact decomposition).
The ALS method essentially approximates the factors that minimise the least squares criterion:
C(T ) =: min
G,A(n)
Î T ≠ [[G;A(1),A(2), · · · ,A(N)]] Î (5.10)
given G œ RR1◊R2◊···◊RN and A(n) œ RIn◊Rn is column-wise orthogonal for all n. The algorithm
for computing a rank-(R1, · · · , RN ) decomposition is given is Algorithm 3 [Kolda and Bader, 2009].
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Algorithm 3 ALS rank-(R1, R2, · · · , RN ) Tucker decomposition
Require: Initialisation: A(n) œ RIn◊R for n = 1, 2, · · ·N
loop {until convergence}
for n = 1, · · ·N do
y Ω T ◊1 A(1)T · · ·◊n≠1 A(n≠1)T ◊n+1 A(n+1)t · · ·◊N A(N)T
A(n) Ω the R(n) leading singular vectors of y
end for
end loop
G Ω T ◊1 A(1)T ◊2 A(2)T · · ·◊N A(N)T
return G,A(1), · · · ,A(N)
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Chapter 6
Learning from Model-based Synthetic
Images
– This chapter is based on [Prakosa et al., 2014]:
Prakosa, A., Sermesant, M., Allain, P., Villain, N., Rinaldi, C. A., Rhode, K. S., Razavi, R., Delin-
gette, H., and Ayache, N. Cardiac electrophysiological activation pattern estimation from images
using a patient-specific database of synthetic image sequences. IEEE Transactions on Biomedical
Engineering, 61(2):235–245, 2014.
6.1 Introduction
Since electrophysiological activation controls the onset of the mechanical contraction, important in-
formation about the electrophysiology could be gathered from the detailed observation of the resulting
motion patterns. Abnormal patterns of this activation are at the origin of important cardiovascular
diseases (e.g. arrhythmia, asynchrony). However, only catheter-based intracardiac electrical map-
pings are available to obtain such information, and these invasive procedures are not classically used
for diagnosis but rather for planning and guiding a therapy. Electrocardiographic imaging [Ghanem
et al., 2005] (a.k.a. body surface potential mapping) is a non-invasive technique for imaging activa-
tion times of the myocardium but still remains to be validated thoroughly and is not widely available
in clinical centres. First application of ECGI in human subject was done in [Ramanathan et al., 2004]
to image the activation pattern of normal heart, heart with right bundle branch block, heart with
pacing and also atrial flutter. In a recent study [Wang et al., 2011b], the invasive catheter-based
electrophysiology study findings were compared with the non-invasive ECGI method to image a large
diversity of human ventricular tachycardia activation patterns. Recent validation studies were done in
rabbit [Han et al., 2011], canine [Han et al., 2012] and swine [Liu et al., 2008] for another technique
which also uses the body potential mapping, namely the three-dimensional cardiac electrical imaging
(3DCEI), to non-invasively reconstruct the three-dimensional ventricular activation sequence. An-
other method which also used the body surface potential maps and an ultra-fast computerised tomo-
graphy scanning was developed in the 3-D electrocardiographic imaging technique (3-DEIT) [Zhang
et al., 2005] and was compared with the 3-D intracardiac mapping in rabbits. In [Berger et al.,
2006], the feasibility of the non-invasive imaging of cardiac electrophysiology (NICE) in patients with
the Wol -Parkinson-White syndrome was investigated. The result was compared with the stand-
ard invasive electroanatomical mapping. Therefore there is a strong need to quantitatively assess a
patient electrophysiological condition from non-invasive imaging modalities. The proposed method
could help in constraining the notoriously ill-posed inverse problem of electrocardiography.
Despite advances in both medical image analysis and intracardiac electrophysiological mapping
technology, the understanding of the relationship between the cardiac electrophysiology and the
cardiac motion visible in images is only partial. Since non-invasive cardiac imaging is readily available,
unlike non-invasive detailed electrophysiology maps, it is important to investigate how the cardiac
electrophysiology function can be estimated from the analysis of cardiac motion. This is specifically
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relevant, for example, in the evaluation of the Cardiac Resynchronization Therapy (CRT) where
the placement and tuning of pacemaker leads play a crucial role in the outcome of the therapy.
In this context, cardiologists need to interpret time series of cardiac images in order to detect and
characterise kinematic patterns (motion asynchrony, delayed contraction) and then infer possible
electrical conduction disorders. However, currently 30% of the patients with CRT show no benefit
from this therapy [Helm et al., 2007], which may be caused by the suboptimal implementation of the
therapy. Providing activation maps from a time series of cardiac images would be of great interest to
better select patients and to optimise the lead placements and delays during and after therapy. For
instance, in a recent study, Sohal et al. [Sohal et al., 2013] use time-volume curves of left ventricular
segments to identify two classes of contraction patterns, which seem to be correlated with CRT
response in patients with left bundle branch block (LBBB). More fundamentally, understanding the
relationship between cardiac motion and electrophysiology is essential to improve the diagnosis and
therapy of patients su ering from heart failure.
While there is an important literature on the estimation of the cardiac kinematics from cardiac
sequences (see for instance [McLeod et al., 2011; Tobon-Gomez et al., 2012; Mansi et al., 2011a;
Elen et al., 2008] and references therein), there exists no such tools to estimate the electrical wave
propagation from such image sequences. However, the relationship between cardiac motion and
electrical activation has been investigated in several studies [Prakosa et al., 2011, 2010; Otani et al.,
2010; Provost et al., 2010; Sanchez-Ortiz et al., 2004].
Electromechanical Wave Imaging (EWI) modality has been recently introduced to image the
Electromechanical Wave (EW) which was shown to correlate with the myocardium electrical wave
propagation [Provost et al., 2010; Konofagou and Provost, 2012]. In [Provost et al., 2011], it was
shown that the EW was able to be reproduced by an E/M model. This imaging modality uses high
ultrasound frequency to map the small, transient deformation of the EW. However, this method is
limited to this specific modality, which has only been demonstrated in 2D (whereas the propagation
pattern is 3D) and is not often available clinically.
In this paper, we propose to study the inverse electro-kinematic relationship through the creation
of a patient-specific database of synthetic time series of cardiac images based on our previous study
in [Prakosa et al., 2011]. Because it is di cult to obtain a large number of cases where both
electrophysiological mapping and time series of 3D images are available, we use an E/M model of the
heart to produce synthetic but visually realistic image sequences for which the electrical stimulation
is known using our method [Prakosa et al., 2013]. On this database, invariant kinematic descriptors
were extracted from each synthetic sequence and then fed to a machine learning algorithm which
estimates the electrical pattern from kinematic descriptors during the cardiac cycle. The creation of
this database allows us to develop this machine learning based study. Recently, many medical image
analysis studies are motivated by machine learning, for example in [Tobon-Gomez et al., 2008] where
a virtual population is created to train an active shape models. As the electro-kinematic relationship
is very complex, we prefer here to generate a patient-specific database, so that the learning is done
on cases relatively close to the patient condition. The hypothesis of this study is that the clinician
already has some knowledge on the pathology when asking for the MR images, e.g. LBBB from a
standard ECG using QRS shape and width. Therefore the aim is not to help for diagnosis but for
therapy planning. We believe that solving the general case without any information on the diagnosis
of the patient would lead to a huge number of possibilities and make the inverse problem even more
di cult.
Previous works [Provost et al., 2010; Sanchez-Ortiz et al., 2004] have mainly focused in detecting
E/M wave directly from the displacement and strain patterns estimated from image sequences during
the contraction and relaxation of the myocardium. Since the relationship between those mechanical
waves and electrical waves is very complex, our approach is to learn it through an E/M model of
the heart at a larger spatial and temporal scale. In [Sanchez-Ortiz et al., 2004] the cardiac motion
descriptors are combined in order to obtain the electrical activation time, but the weights are assigned
manually for the descriptors. Another study by McVeigh et al. [McVeigh et al., 1998] considers only
the circumferential strain estimated from tagged MR images as the mechanical activation measure.
Another approach has been developed using a mathematical based computational technique to image
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Figure 6.1: Estimation of Electrophysiological Activation Pattern from Images. A cardiac mesh
is created from image segmentation. Di erent electromechanical conditions are simulated close to
the patient condition to generate the database of electrophysiological patterns and synthetic cardiac
sequences.The relationship between the motion descriptors and the activation patterns is learned
from this database. The result is used to predict the patient electrophysiological activation pattern.
the active stress from the displacement using an inverse model [Otani et al., 2010]. This method
was able to reconstruct travelling plane wave of active stress from a mechanical deformation. The
active stress was initially used to generate this deformation using a forward model. However, this
method would still need to be evaluated in clinical application. Compared to [Prakosa et al., 2010],
instead of estimating displacements and strains directly from the E/M model, we propose a more
realistic estimation by first simulating 3D images and then using an image-based motion tracking
algorithm. Furthermore, rather than learning the activation forces over time, we have chosen to learn
the depolarisation times of all American Heart Association (AHA) segments. Finally, our learning
approach is optimised in order to detect which kinematic descriptor is most correlated with the
electrophysiology waves.
The overall approach is described in Fig. 6.1 and mainly consists in three stages. First, right
and left ventricles are segmented from an input cardiac image sequence and the cardiac motion is
tracked. An electromechanical model of the heart is mechanically calibrated from this data. In a
second stage, a training set, a.k.a patient-specific database, is created from this E/M model by
changing electrophysiological parameters related to di erent pathological conditions. For each set of
electrophysiology parameters, a di erent cardiac motion is simulated and a realistic synthetic image
sequence is created. In the third stage, motion descriptors are estimated from each sequence. A
learning method is then trained to relate those descriptors with the endocardial depolarisation times.
Finally, the depolarisation times of the original sequence are estimated from the knowledge of its
motion descriptors. Evaluation of the inverse electro-kinematic learning process on three patients is
discussed in Sec. 6.5.
6.2 Image Processing and Parameter Calibration
6.2.1 Image Segmentation and Registration
First we need to apply two image processing steps to the patient clinical image sequence. These steps
are the segmentation of the end diastolic (ED) myocardium and the estimation of the myocardium
motion. The purpose of the segmentation is to personalise the cardiac mesh geometry required for
the cardiac E/M simulation. Furthermore, the estimation of patient cardiac motion allows us to also
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estimate the patient’s endocardial left ventricle (LV) volume curve. Using this information, The E/M
simulation can be calibrated with respect to this volume curve so that the simulated ejection fraction
as well as the ejection and filling rates are similar to the measured ones [Marchesseau et al., 2012a].
The 3D epicardium and endocardium of the left and the right ventricles of the ED clinical image
were delineated using an interactive tool available within the CardioViz3D software [Toussaint et al.,
2008]. These delineations were then used to create the myocardium segmentation. Using CGAL
software [Rineau et al., 2009], a computational tetrahedral mesh was created from the binary mask
of the compact myocardium segmentation (cf. Fig. 6.2). We label the di erent tetrahedra of the
mesh in order to set di erent electrical conduction parameters for each labeled region (Sec. 6.3.1).
The labels include the scar, the Purkinje network (the tetrahedra next to the endocardial surface),
the scarred Purkinje network (the intersection of the scar and the Purkinje network) and the cardiac
muscle (the remaining tetrahedra). To create bull-eyes plot, we also label the left ventricle according
to the 17 AHA segments.
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Figure 6.2: Cardiac Geometry and Electrical Stimulation. A personalised cardiac mesh is created
from the myocardium delineation of the clinical image. The region on the surface of the LV and RV
endocardium is set to have higher electrical conduction velocity to simulate the Purkinje network.
Di erent RV initial electrical activation position is set to simulate the extremities of the Bundle of
His. These positions are approximately set based on the septal LV AHA Zones.
Applying a non-linear registration to pairs of medical images is a common method to estimate
the motion of the tissue in the image. Here we use the symmetric log-domain di eomorphic demons
(LogDemons) [Vercauteren et al., 2008] non-rigid registration method to align the template image
Ti(x) to a reference image R(x), which is the ED image of the clinical sequence, by estimating a
dense non-linear transformation „i(x), where x œ R3 is the space coordinate. Ti(x) is the image
at each time frame i in the cardiac sequence. This transformation „i(x) is associated with the
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displacement vector field ui(x) and is parameterized by the stationary velocity field vi(x) which
ensures the invertibility of the deformation since we are working in the log-domain. By having this
estimated displacement field, we are also able to estimate the patient’s endocardial LV volume curve
in time. We deformed the ED tetrahedral mesh using the estimated displacement field ui(x) and
then computed the endocardial LV volume of the deformed mesh in time.
6.2.2 Electromechanical Model Calibration
We used the Eikonal model to simulate the electrophysiological activation patterns. This model has
the advantage to be fast to compute and involves few parameters. More detailed models [Ten Tusscher
et al., 2004; Mitchell and Schae er, 2003] could also have been used however such additional level
of complexity is not necessary since we are only interested in providing main patterns of conduction
driven by few parameters. The Eikonal equation v
Ò
ÒT tdDÒTd = 1 was solved using Multi-Front
Fast Marching Method [Sermesant et al., 2007] to calculate the depolarisation time Td at each point
of the mesh. v is the local conduction velocity and D = (1 ≠ r)f ¢ f + r.I is the anisotropic
conductivity tensor where f is the fibre orientation, r is the conductivity anisotropy ratio and I is
the identity matrix.
We base our approach on the Bestel-Cle´ment-Sorine (BCS) E/M model [Chapelle et al., 2012]
composed of a passive non linear elastic part and an active part that describes the binding and
unbinding process of the actin and myosin filaments in the sarcomere by a di erential equation that
controls the active stress ·c and the sarcomere sti ness kc:I
k˙c = ≠(| u | +– | e˙c |)kc + n0k0 | u |+
·˙c = ≠(| u | +– | e˙c |)·c + e˙ckc + n0‡0 | u |+ (6.1)
where – is a constant related to the cross-bridge release due to a high contraction rate, k0 and ‡0
are respectively the maximum sti ness and contraction. n0 is a reduction factor that allows to take
into account the Starling e ect by which the maximum contraction depends on the fiber strain ec.
The control variable u is derived from the electrical activation model and is a function of the free
calcium concentration only. It is modeled using electrophysiological inputs such as depolarization
times (Td) and action potential durations (APD). The four-element Windkessel model is used to
model the arterial pressure [Marchesseau et al., 2012a].
The BCS E/M model was implemented in the SOFA simulation platform [Faure et al., 2012] and
to assess the mechanical parameters of the model, we used the algorithm derived from the Unscented
Transform [Julier and Uhlmann, 1997], and described in [Marchesseau et al., 2012a,b]. The algorithm
finds a set of parameters that enable the simulation to match observations on the endocardial LV
volume (the minimum volume, the minimum and maximum of the flow) in one iteration through
the analysis of the covariance matrix between the simulated observations and the variation of each
parameter independently. The assessed calibrated parameters of the BCS E/M model are ‡0, K,
µ, APD and Rp. K is the Bulk modulus of the passive part and µ is the viscosity parameter of
the active part. APD is the cell excitation duration. Rp is the peripheral resistance, one of the
Windkessel parameters.
6.3 Patient-Specific Database of Synthetic Image Sequences
A database of visually realistic synthetic cardiac sequences is created using the method proposed
in [Prakosa et al., 2013]. This database is required to train the machine learning algorithm. This
synthetic sequence generation method consists in the combination of the simulated motion and the
real motion estimated from the patient image sequence. The database is built using di erent scenarios
which are performed to simulate a variety of conditions close to clinical condition of this patient.
Since these datasets are taken from patients with a left bundle branch block (LBBB), the scenarios
consist of di erent variations of electrophysiological and mechanical parameters that simulate this
specific pathology.
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6.3.1 Simulated Electromechanical Conditions
Electrical Conduction Velocities in cm/s of:
Onset Muscle Purkinje Scar Scarred Purkinje
Position vm vp vs vsp
1-2-3-4 40-50-80-110 160-240-350 5-10-20 120
Table 6.1: Patient-Specific Database of 144 Simulated Cases. We varied the initial electrical
activation position of the LBBB and the conduction velocities of the di erent components of the
electrophysiological model.
An electrophysiological activation pattern which corresponds to each scenario is generated using
the Eikonal model in the personalized cardiac mesh geometry. The scenarios are created based on a
variation of the parameters of the Eikonal model around the standard values. The varying parameters
are the conduction velocity value of the Purkinje network vp, the value in the cardiac muscle vm,
and also the initial electrical activation position which simulates the extremities of the Bundle of His.
For datasets containing a scar region, a variation of the conduction velocity value for this region vs
and also a value of the scarred Purkinje network vsp are also included in the scenarios (cf. Table 6.1
and Fig. 6.2).
Electrical Conduction Velocities in cm/s of:
Onset Muscle Purkinje Block Blocked Purkinje
Position vm vp vb vbp
1-2-3-4 30-50-80 130-210-320 none- none-
30 (Anterior)- 30-90 (Anterior)-
30 (Posterior) 30-90 (Posterior)
Table 6.2: Patient-Specific Database of 180 Simulated Cases. Additional configurations with
low conduction velocity in the anterior lateral region or in the inferior lateral region are added to
mimic the functional block.
For datasets that do not contain a scar region, we set a low conduction velocity in the anterior
lateral region (zone 6, 12, and 16 of the AHA segments) or in the inferior lateral region (zone 5,
11, and 16 of the AHA segments) in order to mimic the occurrence of a functional block in those
regions (cf. Table 6.2). The overall conduction velocities are also set lower compared to Table 6.1.
6.3.2 Generation of Synthetic Image Sequences
Visually realistic synthetic time series of MR images were created using the previously simulated
deformation which was combined to the real clinical sequence estimated displacement using the
method proposed in [Prakosa et al., 2013]. This method applied non-rigid registration algorithm to
extract the motion of the real clinical MRI sequence. This extracted motion was then combined with
the E/M simulated motion in the log domain and then used to warp the original images in order
to create the synthetic cardiac sequence. With this method, a database of realistic images of the
patient was generated for which the underlying cardiac motion and electrophysiological parameters
are known. This database served as the training set in our machine learning based study. For
each di erent initial electrical activation position (RV Init 1, 2, 3 and 4) (cf. Fig. 6.2, Table 6.1
and Table 6.2), a mechanical calibration is performed as described in section 6.2.2. Therefore, the
variation of the mechanical parameters were included as well in the database.
With the method described previously, a large database of synthetic 3D MR images was created.
We then tracked the cardiac motion from those synthetic images by using the symmetric log-domain
di eomorphic demons (LogDemons) registration algorithm [Vercauteren et al., 2008]. More precisely,
we registered all the images of the synthetic sequence to its reference ED image as we did to the
real clinical sequence.
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6.4 Inverse Electro-Kinematic Learning
6.4.1 Cardiac Motion Descriptors
As an input to a machine learning algorithm, we needed to first extract kinematic descriptors which
describe in a compact and discriminative way the cardiac motion for each time point in the cardiac
cycle. We wanted these descriptors to be regional, as we aim for an activation pattern rather than
local activation times, and also intrinsic (frame invariant) as the orientation of the heart in the images
varies.
To this end, we first characterized the motion of each AHA segment by fitting in the least-squares
sense an a ne transformation f(p) = Ap+B to the LogDemons estimated displacement field. The
strain tensor E was then computed from the a ne matrix A as: E = (ATA≠ I)/2.
We then extracted kinematic descriptors at each time of the cardiac cycle that are invariant to
any change of reference frame (or rigid transformation). For the strain matrix E, the three Euclidean
invariants are computed as:
x1 = trace(E), x2 = trace(E2), x3 = det(E)
For the displacement vector, we only extracted its norm as invariant:
x4 = ÎuÎ = ÎAb+B ≠ bÎ,
where ÎuÎ is the displacement norm of the zone centroid with b the initial position of the centroid.
We also used the strain in the direction of displacement as the invariant:
x5 = (uTEu)/(2ÎuÎ2)
Compared to our previous study [Prakosa et al., 2011], we added here more descriptors which are
usually found in clinical records. We added the QRS duration x6 = tQRS which is the time needed
for the whole myocardium to be activated. We also added the LV volume curve x7 = V and the
regional LV volume curve x8 = Vreg computed for each AHA segment. More precisely, we divided
the LV endocardial surface according to the AHA segment surfaces and then computed the volume
of the region created by each displaced segment surface and the barycenter of the LV (cf. Fig. 6.3).
LV 
barycenter
Vreg
Figure 6.3: Regional LV Volume. The Vreg is the volume of the region created by the LV AHA
segment surface and the LV barycenter.
Furthermore, in order to learn the influence of the dynamics of some descriptors, we added the
derivative of the trace of the strain tensor, of the displacement, and of the global and regional volume
curves:
x9 = d trace(E)/dt, x10 = dÎuÎ/dt,
x11 = dV/dt, x12 = dVreg/dt
These descriptors, except for the volume curve x7, its derivative x11 and the QRS duration x6, are
evaluated regionally for the 17 AHA zones during the n time instances. The value n depends on the
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temporal resolution of the original clinical sequence, n = number of frames ≠ 1. The volume curve
x7 and its derivative x11 are vectors with length of n and the QRS duration x6 is a single scalar
value.
The di culty in using a simulated database for machine-learning is that there are limitations in
both the electromechanical model used to simulate the motion and the image processing methods
used to extract the descriptors. Therefore there can be discrepancies between the descriptors used
in the learning phase compared to the descriptors extracted from the real images.
In order to cope with this, and also because we are more interested in the relative dynamics
of these descriptors which is related to the activation pattern than in their absolute values, we
normalized each descriptor. This normalization was done regionally for the descriptors taken from
the 17 AHA regions. With this normalization, each descriptor has a range of values from 0 to 1, as
we use the relationship x = (x≠xmin)/(xmax≠xmin), where xmax and xmin are the maximum and
the minimum values of x respectively. .
Number Descriptor Vector Size
x1 trace(E) 17◊n
x2 trace(E2) 17◊n
x3 det(E) 17◊n
x4 ÎuÎ 17◊n
x5 (uTEu)/(2ÎuÎ2) 17◊n
x6 tQRS 1
x7 V n
x8 Vreg 17◊n
x9 dx1/dt 17◊n
x10 dx4/dt 17◊n
x11 dx7/dt n
x12 dx8/dt 17◊n
Table 6.3: List of the Descriptors. The descriptors are extracted from the estimated cardiac
motion, their temporal derivation and also the QRS duration. n = the number of frames in a cardiac
cycle - 1.
These 12 descriptors (cf. Table. 6.3) were used to create a kinematic descriptor vector x =
(xi)iœ[1,12] œ Rd for each simulation with
d = 9(Descriptors1,2,3,4,5,8,9,10,12)◊ n(Times)◊ 17(Zones)
+ 2(Descriptors7,11)◊ n(Times)
+ 1(Descriptors6)
= 155n+ 1
For a cardiac image sequence with 30 images, the dimension d of the complete vectorial kinematic
descriptor is:
d = 155◊ (30≠ 1) + 1 = 4496.
6.4.2 Machine Learning Method
In the inverse electro-kinematic learning process, the non-linear relationship between the kinematic
descriptors and the electrical propagation was estimated based on a training set extracted from the
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synthetic database. To represent the cardiac electrophysiology, we considered the activation time
when the electrical potential starts to depolarize at a point of the myocardium. The activation time
was averaged for all points of the LV endocardial surface in each AHA segment. Therefore, the
vector characterizing electrophysiology for each simulation is y = (yi) œ Rr=17 (AHA Zones) =
log(Activation Times).
We modeled the non-linear relationship using Least-Square Support Vector Machine (LS-SVM)
for regression [Cawley, 2006] which is similar to the Kernel Ridge Regression (KRR).
LS-SVM extends the KRR method by adding a bias term. KRR itself is the non-linear extension
of Ridge Regression (RR) which searches a linear function y = wTx that models the dependencies
between the descriptor vectors x = xi œ Rd and response vectors y = yi œ Rr (all vectors are column
vectors) from a set of N examples (x1, y1), (x2, y2), ..., (xN , yN ). The use of nonlinear kernels allows
to capture the complex relationship between activation times and motion in a way that will decrease
the influence of some descriptors when far from the ones used in the training phase.
Ridge Regression can be extended to Kernel Ridge Regression by rewriting the solution
y = wTx
= Y T (⁄I +K)≠1 k (6.2)
with K = XXT , k = Xx, ⁄ > 0 is the regularization parameter, X = (x1, x2, ..., xN )T is a N ◊ d
matrix and Y = (y1, y2, ..., yN )T is a N ◊ r matrix. In this form, other type of Kernel function can
be used to substitute the linear Kernel function K = K(xi, xj) = xTi xj .
We modeled the non-linear relationship using Kernel Ridge Regression with a bias term or Least-
Square Support Vector Machine (LS-SVM) for regression
y = f(x) = Ak(xi, x) + b (6.3)
with matrix A is computed as A = Y T (⁄I +K)≠1 and k(xi, x) is a kernel vector. We chose
the Radial Basis Function (RBF) K(xi, xj) =
qD
k=1 e
≠zk as the Kernel function where zk =1---xki ≠ xkj --- /(‡k–k)22, i, j = {1, ..., N} and D is the number of descriptors. In this kernel function,
‡k is the standard deviation of each descriptor and –k is a dimensionless coe cient which weights
the importance of each descriptor in the learning process, where ‡2k = (1/N)
qN
i=1
...xki ≠ µ...2 and
µ = (1/N)qNi=1 xki .
6.4.3 Parameter Optimization
The chosen ⁄ and – parameters are optimized by using leave-one-out estimates which train the model
with all members of the training set but one and test the performance on the singleton. The process
is repeated for all the singletons in the training set. We use Allen’s PRESS (Predicted Residual Sum
of Squares) criterion for the optimization of the ⁄ and – parameters PRESS = qNi e2(i) [Cawley,
2006] where e(i) = yi ≠ yˆ(i) is the residual for the ith example with the ith example excluded from
the training process and yˆ(i) is the predicted response for the ith example based on the training
process. Fortunately, we have e(i) = ei/(1 ≠ hii) where ei = yi ≠ yˆi is the residual for the ith
example in the training process which includes all examples and yˆi is fitted response based on this
training. hii is the ith element of the leading diagonal of the hat matrix H = X(⁄I+XTX)≠1XT =
XXT (⁄I +XXT = K(⁄I +K)≠1. Therefore, in the end, we can have the PRESS for the chosen
parameters ⁄ and – in one iteration without having to do N iterations for the leave-one-out cross
validation. We use the Powell’s BOBYQA [Powell, 2009; Johnson, 2012] method to optimize these
parameters to have the smallest PRESS.
6.5 Results
6.5.1 Activation Pattern Validation on Synthetic Data
First, we evaluated the learning process on the generated synthetic data and estimated the minimum
size of the training set to have a small regression error for the remaining entries of the database.
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Fig. 6.4 shows a good generalization with a root mean square (RMS) error of less than 8 ms of
residual by using at least 13, 18 and 44 training datasets for the Database I, II and III respectively.
The Database I, II, and III are the patient-specific databases for patient I, II and III respectively
described in Sec. 6.5.2. These numbers are less than 25% of the size of datasets of each database.
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Figure 6.4: RMS Residual vs Size of Training Data. Less than 8 ms RMS residual is obtained
by using more than 13, 18 and 44 training cases for the Database I, II and III respectively. The
Database I, II, and III are the patient-specific databases for patient I, II and III respectively described
in Sec. 6.5.2. This means that a good generalization is obtained by using less than 25% of the whole
dataset.
6.5.2 Activation Pattern Evaluation on Clinical Data
We applied our proposed approach on three clinical cases from patients with di erent pathologies and
etiologies or causes of diseases. However, in all three of them there was a modified activation pattern
due to scars or functional blocks, as well as poor ejection fraction, which are the characteristics of
the patient groups we are aiming at.
The first patient was a 60 years old woman with heart failure and NYHA class III symptoms.
She had subendocardial postero-lateral scar in the left ventricle. Her left ventricular ejection fraction
was 25% on maximal tolerated heart failure medication. The surface ECG demonstrated significant
conduction disease with left bundle branch block (LBBB) QRS duration of 154 ms (normal QRS is
less than 120 ms). Echocardiography, including Tissue Doppler, confirmed significant mechanical
dyssynchrony in keeping with the ECG findings.
The second patient was a 72 years old male patient with ischemic heart disease. He had a
myocardial infarction in the infero-lateral wall. His left ventricular ejection fraction was 35% with
the QRS duration of 99 ms.
The third patient was a seventy-seven year old woman with a much more developed dilated
cardiomyopathy. She was in NYHA class III heart failure with a LV ejection fraction of 18%, LBBB
and a QRS duration of 200 ms. There was no late gadolinium enhancement images acquired but
functional conduction block was observed in the electrophysiological mapping. We proposed to add
di erent virtual functional blocks in the simulated database in order to be able to correctly estimate
the activation patterns in non ischemic cases, which often also present conduction blocks.
For all the cases, dynamic cardiac MRI (Philips 1.5T Achieva, Phillips Healthcare, Best, The
Netherlands) consisted of multiple slice cine steady state free precession (SSFP) scans performed in
short-axis orientation to assess the ventricular function (TR/TE = 2.9/1.5ms, resolution 2.2◊ 2.2◊
10 mm3, around 30 heart phases, breath-hold). The images were then resampled in a resolution of
1.6 mm3 and centered on the heart region with a region of interest of around 1003 voxels. A non-
contact mapping study was performed using the Ensite 3000 multi-electrode array catheter system
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(St Jude, Sylmar, CA). The array records intracavity far-field potentials that are sampled at 1.2 kHz
and digitally filtered at 0.1-300 Hz. The resulting signals allow the reconstruction of over 3000 virtual
unipolar electrograms superimposed on a model of the left ventricle created using a locator signal
on a roving endocardial catheter. The XMR fusion provided the location of the Ensite mapping with
respect to the MR-derived information.
For each patient, a database of synthetic sequences which contains the scenarios described in
Sec. 6.3.1 was built. For the first patient, the total generated synthetic 3D MR images are 144
(scenarios) ◊ 29 (number of frame - 1) = 4176.
We did a first evaluation of this learning process on the clinical 3D MR sequence of the patients.
Using the relationship or the optimized parameters previously found, we are able to predict the LV
endocardial electrical activation time of the patient. We apply the same processing to this sequence
as we did for the synthetic sequence.
After optimizing the PRESS criterion on the whole synthetic database of each patient, the ob-
tained LS-SVM parameters are shown in Table. 6.4. We listed the descriptors with their (–max ≠
–i)/(–max≠–min) value which describes the increasing importance of the descriptor i (cf. Table. 6.4).
–max and –min are respectively the maximum and minimum – value of the descriptors for a pa-
tient database. Therefore the value range is from 0 for the least important descriptor to 1 for
the most important one. Table. 6.4 shows that the kinematic descriptors x1 = trace(E) and
x5 = (uTEu)/(2ÎuÎ2) are consistently the most important ones to learn the electro-kinematic
relationship from the three databases since they have smaller optimized –i values compared to the
other descriptors.
Descriptor
(α#$%−α')/(α#$% − α#'()
Patient I Patient II Patient III
trace(E) 1.000 0.522 0.514
trace(E2) 0.541 0.431 0.446
det(E) 0.506 0.000 0.464) 0.428 0.823 1.000)*+) /(2 ) .) 0.659 1.000 0.998
tQRS 0.000 0.167 0.040
V 0.046 0.227 0.097
Vreg 0.103 0.203 0.0530	trace(E) /	02 0.367 0.189 0.1710	 ) 	/ 02 0.597 0.282 0.0780 V /	02 0.239 0.520 0.2320	Vreg / 02 0.218 0.279 0.000
αmin 1.038 1.690 0.985
αmax 2.263 2.282 2.583
Descriptor
(α#$%−α')/(α#$% − α#'()
Patient I Patient II Patient III
trace(E) 1.000 0.522 0.514
trace(E2) 0.541 0.431 0.446
det(E) 0.506 0.000 0.464) 0.428 0.823 1.000)*+)/(2 ) .) 0.659 1.000 0.998
tQRS 0.000 0.167 0.040
V 0.046 0.227 0.097
Vreg 0.103 0.203 0.0533	trace(E) 34 0.367 0.189 0.1713	 534 0.597 0.282 0.0783 V 34 0.239 0.520 0.2323	Vreg 34 0.218 0.279 0.000
αmin 1.038 1.690 0.985
αmax 2.263 2.282 2.583Table 6.4: Rank of the Optimized LS-SVM Parameters. The value of the parameters (–max ≠
–i)/(–max ≠ –min) after optimizing the PRESS criterion gives the importance of each descriptor.
After performing LogDemons non-rigid registration and extracting the vector x of kinematic
descriptors from the estimated displacement field, the electrophysiology vector y was estimated
from the LS-SVM. Since we have the ground truth LV endocardial electrical activation time of the
patient acquired using non-contact mapping study, we are able to compare our prediction with this
measurement. Similar estimated depolarization times were obtained for this patient (cf. Fig. 6.5)
with the root mean square error RMSE = 11.20 ms for the patient I, 13.51 ms for the patient II and
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Figure 6.5: Depolarization Time Estimation from Clinical 3D MR Sequences. First evaluation
of the learning process in the prediction of the LV endocardial surface depolarization time on three
patients (right) is compared to the ground truth value (left). Similar patterns in the same range are
observed on the three of them.
22.42 ms for the patient III.
We computed the mean and variance of the electrophysiological database created previously with
the patient’s LV endocardial electrical activation time ground truth value. Then, we were able to
compare our prediction with these values (cf. Fig. 6.6).
We can observe similar RMS errors for the activation time for di erent parameter sets, which is
mostly due to the influence of the Purkinje network. The high electrical conductivity of the Purkinje
network produces similar endocardial activation patterns. However, the activation pattern for the
whole myocardium is significantly di erent for each parameter set, which makes the resulting motion
pattern di erent.
6.6 Discussion
In this study, we created patient-specific database of synthetic sequences in order to learn the cardiac
inverse electro-kinematic relationship. In the end, we used the learned relationship to estimate
patient’s left ventricle endocardium electrical activation time. For each dataset, the prediction error
(cf. Fig. 6.5) is in the order of 15 ms which represents typically between 21% and 24% of the total LV
endocardium surface activation and between 7% and 14% of the QRS duration. This is reasonable
given the spatial and temporal accuracy of the invasive intra-cardiac mapping systems and even more
compared to the accuracy of non-invasive ECGI systems.
A current limitation of the method is the spatial resolution of the predicted map. The spatial
resolution of the estimated activation pattern could be increased to more than 17 regions as the
electromechanical model spatial resolution is much finer. However given the resolution of the images
and the uncertainty on the invasive EP data (due to acquisition and registration errors), predicting
depolarization times at a greater spatial resolution would be di cult to validate with the current
data. However, the modeling and the learning phases can handle higher resolution data therefore the
method would be unchanged. We are working on acquiring higher resolution contact maps to allow
us to have a better validation for a finer model.
The prediction error is also smaller compared to the average error in the database (cf. Fig. 6.6).
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Database I: 13.74 ± 4.79 ms, Prediction Error I: 11.20 ms
Database II: 16.28 ± 2.52 ms, Prediction Error II: 13.51 ms
Database III: 26.99 ± 5.68 ms, Prediction Error III: 22.42 ms
Figure 6.6: Distance (RMSE) of Each Simulated Electrophysiology with respect to the Pa-
tient’s Ground Truth. For each patient’s database of simulated electrophysiological patterns,
the di erence of each pattern with the patient’s electrophysiological pattern ground truth is cal-
culated. These di erences are shown in a curve which describes the variation of the simulated
electrophysiology. The mean and standard deviation of each curve for each patient are shown in the
legend. The prediction errors in Fig. 6.5 are shown as horizontal lines with the values shown in the
legend.
Patient I: 11.20 ms < 13.74 ms, Patient II: 13.51 ms < 16.28 ms, Patient III: 22.42 ms < 26.99 ms.
This shows the proper behavior of the LS-SVM method since it basically consists in interpolating
the depolarization times of the entries in the learning set that are closest to the input kinematics
descriptors. Ideally, a measure of confidence in the prediction should be provided, but the LS-SVM
regression method does not provide any covariance on the activation times. Covariance can only be
estimated on the activation parameters if covariance on the motion descriptors is available which is
not the case here.
With this learning process, the prediction error combines several types of possible errors: noise
in the non-contact mapping acquisition, errors in the learning process, errors in modeling the cardiac
electromechanics and discretization errors. Due to the non-contact nature of the mapping, it is often
di cult to have an accurate match between the electrophysiology maps and the endocardial surface
reconstructed from MR imaging. For example for Patient II, there is an uncertainty in the ground
truth data since the latest activated area is not in the region where the scar is. Applying 30 ¶ of
clockwise rotation to the ground truth data would make the scarred region last activated and reduce
the prediction error from 13.51 ms to 8.73 ms. The learning error mostly depends on the size of
the electrophysiology scenarios as they should be vast enough to include the actual pathology of
the patient. In this paper, we have restricted ourselves to LBBB cases with 5 parameter categories
(onset position, conduction velocity...) leading to between 144 and 180 simulated cases. Adding more
hypothesis of electrophysiology parameters in the training set would help capturing more complex
electrophysiology and kinematics patterns. However, this would also lead to a much increased number
of simulations and therefore a trade-o  must be found between the range of pathologies and the
computational requirements.
Then prediction errors also depend on the accuracy of the electrophysiology model. For instance,
applying an automated personalization method [Relan et al., 2011b] of an electrophysiology model
on the 3 patients’ datasets described previously leads to errors of 10.19 ms, 9.19 ms and 16.51 ms
respectively. These errors after personalization capture the combined e ect of acquisition, discretiza-
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tion and model errors. Given that the prediction errors are respectively 11.20 ms, 13.51 ms and 22.42
ms, it appears that the errors due to the learning process are relatively small. To decrease further
those errors may require to use a more complex electrophysiological model or a finer mesh. However,
it is probable that improving the acquisition protocol leading to higher spatial resolution would be
most beneficial. In practice, obtaining ground truth electrophysiology data is currently di cult due
to the invasive nature of the endocardial mapping systems. Using less invasive electrophysiology data
from body surface potential mapping would allow to broaden the number of test cases.
In addition, to decrease the prediction errors, it is important that the electromechanical model
produces realistic simulations of the cardiac motion. This not only implies that the cardiac physiology
is well described by the chosen E/M model, but it also means that this model is su ciently well
personalized. In our approach, the chosen E/M has been shown to produce realistic simulations of
the cardiac motion and also shown good predictive behavior for the electrophysiology and mechan-
ics [Sermesant et al., 2012]. Furthermore, in this study, we have performed four di erent mechanical
calibrations for each onset position, in order to have similar volume curves between the simulation
and the patient data. To improve the prediction, one would probably need to perform a calibration
and even a personalization of the mechanical parameters for each electrophysiology scenario. Indeed,
the calibration stage only tries to match the endocardial volume curves whereas the personalization
stage tries to match more regional or local kinematic indices (regional volume curves, estimated dis-
placement...). The weighting of the descriptors was learned on the simulated database, therefore it
is important that the link between electromechanics and deformation is well captured by the model.
Any improvement of the model can be readily used in this method by re-running the learning phase.
The learning phase will be also influenced by the observability of the deformation features in
the motion extracted from the simulated images. Any improvement in cardiac motion tracking from
images would help in better learning the link between the simulations and the resulting features.
More sophisticated methods for cardiac motion analysis, e.g. atlas-based ones, could be used as
input to the learning process, however they still need a large scale validation therefore we focused
here on motion descriptors already available in a clinical setting.
One limitation of this study is that the created database is patient-specific. Therefore, numerous
simulations need to be performed in order to predict another patient’s depolarization time. Currently,
predictions from one training set built from one patient does not generalize to another patient because
of the di erence in their kinematic descriptors. The use of an atlas may overcome this limitation but
meaningful strategies to transport the kinematic descriptors between patients have to be found.
6.7 Conclusion
As the generated synthetic cardiac MR sequences have electro-kinematic ”ground truth” information,
we have performed an inverse electro-kinematic learning on this patient-specific database. Invariant
kinematic descriptors were extracted from the displacement field obtained from the sequence regis-
tration. The non-linear inverse relationship between the electrical activation times and the kinematic
descriptors was modeled using LS-SVM. Evaluation of the learning process for the database of syn-
thetic sequence shows good generalization and a first evaluation on three clinical MR sequences
shows encouraging results.
We presented here results on patients with a LBBB in order to reduce the span of possible onset
locations and have a relatively slower propagation (large QRS). However we tested the method on
both ischemic and non-ischemic patients. The results are better for the ischemic patients, as the scar
locations are known, while for the non-ischemic patients we need to find where the potential functional
block is. Extension of this method to more complex activation patterns should be possible, but the
evaluation of the observability of such patterns from the available time resolution of the images has
to be explored.
This approach opens the possibility of using non-invasive cardiac motion imaging as a way to
estimate electrophysiological patterns. This could provide additional information to the cardiologist
during the optimization of the Cardiac Resynchronization Therapy (CRT), for example allowing the
placement of the pacemaker leads in the cardiac region which is lately activated. An extension of
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this work would be the application of this method to di erent imaging modalities. This can be done
since the synthetic sequence generation method is generic and was already demonstrated for di erent
imaging modalities [Prakosa et al., 2013].
128 CHAPTER 6. LEARNING FROM MODEL-BASED SYNTHETIC IMAGES
Chapter 7
Probabilistic Personalisation of Cardiac
Electrophysiology
– This chapter is based on [Konukoglu et al., 2011]:
Konukoglu, E., Relan, J., Cilingir, U., Menze, B., Chinchapatnam, P., Jadidi, A., Cochet, H., Hocini,
M., Delingette, H., Ja¨ıs, P., Ha¨ıssaguerre, M., Ayache, N., and Sermesant, M. E cient probabil-
istic model personalization integrating uncertainty on data and parameters: Application to Eikonal-
di usion models in cardiac electrophysiology. Progress in Biophysics and Molecular Biology, 107
(1):134–146, 2011.
7.1 Introduction
Modeling of physiological processes and pathologies is important for understanding the underlying
phenomena and also for designing better clinical systems for diagnosis and therapy planning. The
research community has focused on the mathematical models for a long time aiming to create more
realistic and multi-scale models [Murray, 2002]. Recently, thanks to the advances in clinical imaging
and mapping, modeling research broadened its interest and started to focus on a di erent type of
problem, model personalization. Model personalization is the adaptation of a generic model to a
specific patient based on the available clinical data. This is crucial both for transferring mathem-
atical models into clinical practice and for validating models with patient data. In this chapter we
concentrate on the estimation of patient specific parameters.
Parameter estimation from clinical data is a challenging task due to the nature of the clinical
observations and the complexity of the mathematical models, even in simplified cases [He and Keyes,
2007]. The challenge mainly arises due to the following reasons:
i. Sparsity of the data: The temporal (frequency) and spatial (resolution) sampling of the ac-
quired clinical observations are much lower than the corresponding scales of the underlying
processes. For example, during a cycle of a healthy heart the electrical wave passes through
all the cells in the cardiac tissue. The cardiac mappings on the other hand, samples at best a
few hundred points at 1 Hz on the boundary of the heart.
ii. Uncertainty on the data: The measurements obtained from clinical data are often gathered
through invasive and/or indirect procedures. For example, cardiac electrophysiology mapping
can either be achieved by catheterization or indirectly derived from body surface potentials. In
the first case the contact points are on a moving heart and can slide due the beating of the
heart and the breathing motion. Furthermore, the matching between the measurement points
and the computational mesh used in the simulations - which is extracted from medical images
- is ambiguous. Both the motion and the ambiguous matching are sources of uncertainty on
the measured values.
iii. Complexity of the model: The mathematical models describe complex dynamics resulting in
nonlinear formulations. The interactions between the model parameters, the model variables
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and the observations are therefore not trivial. Furthermore, models often include large number
of parameters that must be estimated. The parameter estimation problems for such models
are in general hard and often results in non-unique solutions in the sense that observations
could have resulted via a range of possible parameter sets instead of a single one.
iv. Assumptions of the model: Modeling is by definition a simplification, thus the degree of realism
of the model compared to the observations is limited by the assumptions that make the model
valid. Finding the right level of details in a model in order to be able to both adjust it to the
data and achieve meaningful predictions is not simple.
These challenges undermine the uniqueness of the parameter estimation problem. Under these
settings one can expect multiple parameter sets satisfying the observations with the same accuracy.
Methods for estimating patient-specific parameters should take these challenges into account in
providing not only a single value for the parameters but also ranges of possible parameters and
confidence margins.
Most physiological models used today are continuum models based on systems of partial di er-
ential equations (PDEs) [Murray, 2002]. Parameter estimation problems are well studied for PDE
systems [Tarantola, 2005]. Approaches can be coarsely classified as deterministic or probabilistic [Kai-
pio and Somersalo, 2005]. Deterministic approaches are based on minimizing a cost function that
measures the di erence between the observations and the model solutions. The solution giving the
minimum value then serves as the estimate. The most common techniques involve variational (e.g.
adjoint model) or sequential (e.g. Kalman filter) methods [Tarantola, 2005; Voss and Timmer, 2004].
These methods are very popular due to the tractability of the estimation and the well studied control
theory. On the other hand, it is well known that these methods are prone to local minima and
the sensitivity analysis can become cumbersome in complex models where it is not easily derived
analytically. In the case of sparse and uncertain observations these drawbacks become important
issues.
Probabilistic or statistical methods are based on the theories of Bayesian inference and numerical
schemes to generate the posterior distributions for the parameters. The problem of parameter estim-
ation is cast as a probabilistic model defining a joint probability distribution between observations,
parameters and variables. The estimation task is then defined as computing the posterior distribution
for the parameters given the observations. These distributions provide much richer information than
the point estimates obtained in deterministic methods. They contain information about how well all
possible sets of model parameters fit the observations. They can be used to obtain point estimates
(e.g. Maximum-A-Posteriori (MAP) estimates) as well as confidence on these estimates. Another
advantage of probabilistic methods is that they are less sensitive to local minima since they estimate
the whole distribution.
The main disadvantage of the probabilistic methods is their computational cost. In general
posterior distributions cannot be computed analytically and must be approximated numerically. The
conventional numerical method for this task is sampling through Markov-Chain Monte-Carlo (MCMC)
methods [Kaipio and Somersalo, 2005]. MCMC methods is based on simulating the model with
many number of di erent parameter sets and approximating the posterior distribution using these
samples. Obtaining an accurate estimate using probabilistic methods requires a large number of
sample simulations to be done. When a single model simulation can take a considerable amount
of time on a high performance computer, as it can be the case in organ-scale biophysical models,
running thousands of them becomes impractical.
Recent advances in uncertainty quantification (UQ) and numerical methods for stochastic PDEs
provide solutions for reducing the computational cost of Monte-Carlo simulations of PDE sys-
tems [Ghanem and Doostan, 2006; Xiu and Karniadakis, 2002]. These methods are based on poly-
nomial chaos (PC) expansions of random variables and spectral representations of the equations.
Through spectral approximations, the Monte-Carlo simulations can be executed using only linear
combinations of spectral basis functions rather than solving the PDE for each random parameter
set. This yields faster Monte-Carlo simulations and faster uncertainty quantification, which have sig-
nificant impact on probabilistic methods for sensitivity analysis and parameter estimation [Ghanem
7.2. EIKONAL-DIFFUSION MODEL 131
and Doostan, 2006; Xiu and Karniadakis, 2002; Marzouk et al., 2007; Marzouk and Najm, 2009;
Marzouk and Xiu, 2009; Ma and Zabaras, 2009; Doostan et al., 2009; Xiu, 2007, 2009].
In this chapter we propose and demonstrate an e cient Bayesian inference method for the para-
meter estimation problems involving a large (> 10) number of parameters. In order to demonstrate
the interactions between uncertainty on the data and the model parameters we focus on the parameter
estimation problem in Eikonal-Di usion (ED) type models for cardiac electrophysiology (EP). We
formulate the Bayesian inference problem for the ED model and demonstrate the inference method.
In Section 7.2 we briefly discuss the cardiac electrophysiology model used in this work. Section 7.3
explains the probabilistic formulation and the Bayesian inference problem. In Section 7.4 we explain
the inference algorithm (mathematical details are given as appendices). The proposed methodology
is demonstrated both on synthetic and clinical data. Sections 7.5 and 7.6 present these results.
Finally we conclude this chapter with discussions on the methodology.
7.2 Eikonal-Di usion Model
Among the di erent models describing the electrical activity in the cardiac tissue [Clayton et al.,
2011b], here we chose to focus on the Eikonal-Di usion (ED) model [Colli Franzone et al., 1990],
as it allows a compact formulation while still including important nonlinearities. Moreover, by using
the Fast-Marching Method [Konukoglu et al., 2007], Eikonal models can achieve fast computations
which makes them suitable for clinical applications [Chinchapatnam et al., 2008] and treatment
simulations [Pernod et al., 2011].
7.2.1 The Eikonal-Di usion Model
The ED model describes the depolarisation time T (x) in the cardiac tissue x œ  \ E , through the
nonlinear PDE
c0D(x)
3Ò
ÒT tM(x)ÒT
4
≠Ò · (D(x)M(x)ÒT ) = ·, (7.1)
T (x) = 0, x œ  E , (7.2)
where the boundary conditions depicts the initialisation of the excitation (electric wave) at location
 E , the onset location (which is a set of points in the discrete setting). In this equation the
superscript t denotes the transposition, c0 is the dimensionless constant related to the cell membrane
and · is the cell membrane time constant. D(x) is the square of the local tissue space constant
and is related to the specific conductivity of the tissue. The tensor quantity M(x) incorporates
the local fibre orientation to represent the anisotropy in conduction velocity of the cardiac tissue
(see [Tomlinson et al., 2002] for further details on the Eikonal-Di usion model parameters).
The parameters of interest in this equation are the conductivity D(x) and the onset location
 E . D(x) is a spatially varying conductivity function with specific structure. Its value in the cardiac
myocardium volume is taken as a global parameter. But on the endocardium surface, it varies
spatially due to the existence of the Purkinje network extremities. This network creates important
fast conduction pathways but cannot be observed using medical imaging. The goal of the inverse
problem is to find the global myocardium conductivity and the locally varying conductivity on the
endocardium. We represent D(x) with a radial basis function approximation as often done in the
literature [Nobile et al., 2008; Ma and Zabaras, 2009].
D(x) =
I
D0 if x œ  myo,
1
Z(x)
qM
m=1Dm exp(≠( ||x≠xm||
2
‡2 )) if x œ  endo,
(7.3)
where  myo is the myocardial tissue,  endo is the endocardial surface, Z(x) =
qM
m=1 exp(≠(||x ≠
xm||2/‡2)) is a normalisation term, D0 is the muscle tissue conductivity, xm are pre-defined radial
basis centres, || · || is the geodesic distance on the endocardium surface and Dm’s are scalar weights.
Based on this representation the inverse problem for D(x) is defined as estimating the vector D =
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[D0, ...,DM ]. Alternative representations can also be used [Marzouk and Najm, 2009; Marzouk and
Xiu, 2009]. Ideally one would represent D(x) as a di erent value at each discretisation point in
the computation domain. This however, yields a high dimensional inverse problem creating a high
computational cost [Kaipio and Somersalo, 2005].
We model the onset location  E as a point on the septum wall on the endocardium. Although a
more realistic model would formulate this as a set of di erent junctions we currently approximate this
with a single point and endocardial areas of fast conduction. Based on this assumption we represent
the location of the  E with two spatial coordinates on the septum of the endocardial surface xE , yE .
7.2.2 The Observation Model
The clinically available observations are depolarisation times on the left ventricular endocardium (from
catheter-based mapping) and depolarisation times on the epicardium, from catheters or computed
from the inverse problem of electrocardiography. These observations are mathematically represented
as T˜ (x) = T (x)+ ‘(x) for {xi}N1 µ ˆ  on the boundary of the heart, where ‘(x) is the observation
noise and {T˜ (xi)}N1 forms the observation vector. The observation noise approximates the following
sources of uncertainty:
- During the acquisition procedure the catheters position changes due to the beating of the heart
and the breathing motion.
- The position of each observation point is projected on the computation domain   which is
extracted from medical images taken either before or after the acquisition. Therefore, these
points do not necessarily correspond to each other.
- The depolarisation times are estimated from the electrical potentials measured by the catheter.
This estimation is also prone to noise [Steinhaus, 1989].
An in depth analysis of each of these sources of error would be very beneficial however, this is
beyond this presented work. Here we approximate the contribution of all of these sources with the
observation noise ‘(x).
7.3 Probabilistic Modelling of Parameter Estimation
Di erent method were proposed to adjust cardiac electrophysiology models, including for instance
genetic algorithms for the fast conduction system [Camara et al., 2010], Maximum A Posteriori
state estimation [Wang et al., 2011a], or in similar conditions using a deterministic approach and a
trust-region minimizations [Chinchapatnam et al., 2008; Relan et al., 2011a]. Up to the best of our
knowledge non of these approaches use a full probabilistic treatment of the problem.
The probabilistic approach taken here formulates each model parameter as a random variable.
The distributions for these random variables reflect the possible ranges of the parameters as well as
their expected value. Under this randomness the relationship between the model parameters and
the model variables T can be written as a joint probability distribution. This distribution can be
decomposed based on the conditional dependencies of the PDE, i.e. di erent parameters leading to
di erent solutions. The joint distribution for the ED model described above can be written as
p(T˜ , T,D(x), c0, ·,M(x), E) = p(T |D(x), c0, ·,M(x), E) (7.4)
p(T˜ |T )p(D(x), c0, ·,M(x))p( E)
where the T˜ = {T˜ (x1), T˜ (x2), ..., T˜ (xN )} is the set of observations, p( E) is the prior distribution
for the onset location and p(D(x), c0, ·,M(x)) is the prior distribution for the model parameters. On
the right hand side of this equation, the first term describes the probability that for a given parameter
set the simulated depolarization times will be T , the second term describes the probability of observing
T˜ when the simulation result is given as T and the last two terms are the prior distributions for the
parameters. Here we only focus on the conductivity D(x) and the  E therefore we can drop the
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other parameters in the formulation and use the approximation given in Eq. (7.3). Furthermore, we
assume that the observation noise ‘(x) is an independent random variable for each point - a common
assumption for the probabilistic models [Kaipio and Somersalo, 2005]. Considering the independent
nature of contact mappings this assumption can be justified for the catheter based observations. This
assumption allows us to state that for a given location x if T (x) is given then the T˜ (x) does not
depend on the observations taken from other locations y (however, we would also like to note that
this independence assumption could also be changed without greatly a ecting the overall method.).
Based on this conditional independence the formulation becomes
p(T˜ , T,D, xE , yE) =
NŸ
i=1
Ó
p(T˜ (xi)|T (xi))p(T (xi)|D,xE , yE)
Ô
p(D)p(xE , yE). (7.5)
In the case of parameter estimation for PDEs, given a boundary condition and a set of parameters the
forward simulation provides a unique T (x) function. This is integrated as an additional simplification:
p(T (x))|D,xE , yE) = ”T (x|D,xE ,yE), where we use T (x|D,xE , yE) to represent the solution of the
model Eq. (7.1) given a specific parameter set and ” is the Dirac’s delta function. We can then
compute the posterior distribution for the parameters, p(D,xE , yE , |T˜ ), given an observation vector:
L(T˜ |D,xE , yE) =
NŸ
i=1
p(T˜ (xi)|T (xi|D,xE , yE))p(D)p(xE , yE), (7.6)
p(D,xE , yE , |T˜ ) = L(T˜ |D,xE , yE)s
D,xE ,yE
L(T˜ |D,xE , yE)d(D)dxEdyE
, (7.7)
where L(T˜ |D,xE , yE) is the likelihood function (what is the probability of observing a set of T˜ for a
given set of parameters) and the integral in the denominator of the posterior distribution is over all
the possible parameter sets. One can see the advantage of probabilistic methods in this formulation.
The posterior distribution p(D,xE , yE , |T˜ ) not only provides us with the best possible parameter set
that fits the observation, but also contains information on how all other possible parameter sets fit
the observations.
In principle the prior distributions for the conductivity values and the onset locations can be
obtained through populations statistics. In order to keep the definitions flexible and general, here
the prior distributions are set to uniform distributions, namely the uninformative priors
Dm ≥ U(Dam, Dbm), m = 0, ...,M
xE ≥ U(xaE , xbE), yE ≥ U(yaE , ybE). (7.8)
The values for the upper and lower limits of the distributions will be specified in the experiments
section.
7.4 Fast Bayesian Inference
Bayesian inference corresponds to computing the posterior distribution p(D,xE , yE , |T˜ ) for a given
observation set. Equation (7.6) admits an analytical solution only if the term T (x|D,xE , yE) can
be written analytically. For most models, as is the case for this one, solutions cannot be written
analytically. They are found by numerically solving the PDE systems. The common approach to
compute p(D,xE , yE |T˜ ) is to use sampling methods such as MCMC [Kaipio and Somersalo, 2005].
MCMC methods evaluate the numerator in Equation 7.6 (the likelihood function) sequentially at
many random points and approximate the posterior distributions using these samples (we would like
to note here that the independence assumption on ‘(x) only determines the method of computation
of this numerator and it can easily be interchanged with another observation model). One can
immediately see the bottleneck here: evaluation of the model, T (x|D,xE , yE). Simulating models
often takes time and this is the reason of the high computational cost of probabilistic methods.
Spectral representations based on polynomial chaos expansions e ciently approximate T (x|D,xE , yE)
and yield substantial speed ups [Ghanem and Doostan, 2006; Xiu, 2009; Marzouk and Najm, 2009].
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(a) (b) (c)
Figure 7.1: Geometric setting: (a) Simulation domain. Green point: onset location for experiments
1. Yellow disc: region of unknown onset location in experiment 2, (b) Observation points, (c)
Ground truth varying conductivity. Muscle conductivity: D0 = 0.06 mm2 (the conduction velocity
v = c0
Ô
D0/· = 0.6 m/s). Endocardial conductivity set using Eq. (7.3) with M = 17.
It has already been used for the sensitivity analysis of the direct problem of electrocardiography
at the macroscopic scale, where number of parameters is small and the underlying equation is lin-
ear [Geneser et al., 2008]. The spectral approximation for the probabilistic formulation of the ED
model given above can be given as
T (x|D,xE , yE) ¥
Pÿ
i=0
Ti(x) i(D,xE , yE), (7.9)
where Ti(x) are so-called the spectral basis,  i are multivariate orthonormal Legendre polynomials
of increasing order and P is the total number of spectral components involved in the approximation.
The summation on the right hand side approximates the solution of the model equation. One can see
that the computation of this summation can be executed much faster than numerically solving the
model equation because it only involves addition of functions. Therefore, in the Bayesian inference
this approximation can be used to compute the samples necessary to build the posterior distribution.
For the ease of explanation we do not provide the mathematical details at this stage please refer
to 7.A for these details.
The computation of the spectral basis Ti(x) for high number of parameters is in general a
computationally expensive task. However, for the ED model, compressed sensing can be used to
determine the basis in a fast manner [Doostan et al., 2009]. Therefore, one can compute the
basis functions easily and in an e cient manner (see 7.B for a brief explanation). Using these two
improvements together, we can then apply Bayesian inference on such non-linear 3D models in a
tractable way. We will provide computational times in the experiments section to elaborate on this
advantage.
7.5 Validation on Synthetic Data
In this section we demonstrate the proposed Bayesian inference method on synthetic data where the
ground truth for the local cardiac muscle conductivity is known. Using the synthetic problem we aim
to demonstrate the influence of the data uncertainty on the confidences of the estimated parameters.
We use an idealised left ventricle geometry (see Fig. 7.1). The computation domain is discretized as
a Cartesian grid in 3D, its size is 15◊15◊10 cm3 and the resolution of each voxel is 1◊1◊1 mm3.
The ED model Eq. (7.1) is solved within the volume enclosed by the mesh shown in Fig. 7.1a (mesh
is only shown for visualization purposes and the computations were done on a Cartesian grid for this
synthetic study) using a Fast-Marching approach. The parameters – which are assumed to be known
and constant for the presented experiment – are c0 = 2.5, · = 1 and M is here an isotropic tensor.
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7.5.1 Problem Setting
We generated a ground truth conductivity function using Eq. (7.3) and simulated data similar to
what can be acquired in a clinical environment: a set of endocardial depolarization times as meas-
ured with a catheter [Dong et al., 2006; Richmond et al., 2008] and a set of epicardial depolarization
times, as measured either by a catheter [Sacher et al., 2010] or from body surface potential map-
ping [Ramanathan et al., 2004]. Using the simulated data we infer the conductivity function under
di erent settings. The presented experiments encompass some of the main di culties of this inverse
problem: the spatial variation of conductivity on the endocardium from very low values (scars) to
very high values (Purkinje extremities), and the uncertainty on the onset location.
In order to exclude the onset from the data, we simulate a Left Bundle Branch Block, therefore
we initiate the electrical onset on the right ventricular septum (green point in Fig 7.1a). In the
first experiment this location is known, and in the second experiment we relax this assumption and
perform a joint inference of both the onset location and the conductivity function. The yellow region
shown in Fig. 7.1a denotes possible locations of the onset point for this second experiment.
The ground truth conductivity common to both of the presented experiments is shown in Fig. 7.1c.
In this figure and all the following figures, we show the conduction velocity v = c0
Ô
D/· rather than
the D value due to its clinical relevance. For completeness we will provide numerical values for both
D and v. To model the scars and the existence of Purkinje extremities, the conductivity on the
endocardium varies from very low values (0.0016 mm2 ≥ 0.1 m/s) to very high values (0.9 mm2 ≥
2.4 m/s), as seen in Fig. 7.1c. We construct the conductivity function as given in Eq. (7.3). We used
an 18 dimensional D, with M = 17 radial basis functions defined on {xm} which are equally spaced
on the surface and the ground truth muscle conductivity is taken as D0 = 0.06 mm2 ≥ 0.6m/s.
Using the model Eq. (7.1) and the parameter settings described above, we simulated data at
di erent observation points on the endocardium (200 points) and the epicardium (300 points). The
epicardial data were assumed to be only on the opposite side of the onset point since the region
around the onset would normally be located inside the right ventricle and not accessible. In Fig. 7.1a
and b we show these observation points as red spheres on the surface. As explained in Section 7.2.2
the observed depolarization times can be uncertain due to several factors. In order to integrate
this into our synthetic experiment we added Gaussian noise to the simulated depolarization times
with variance of 25 ms (simulated depolarization times varied between 35 ms to 125 ms at the
observation points).
7.5.2 Probabilistic Model Details and Computational Aspects
The parameters of the presented method are the limits of the uniform distributions given in Equa-
tion 7.8 and the number of spectral components P to be included in the spectral approximation.
For the D parameter the ranges for the synthetic problem are set as (Da0 , Db0) = (0.01, 0.09) mm2
≥ (0.25, 0.75) m/s and (Dam, Dbm) = (0.001, 0.9) mm2 ≥ (0.08, 2.4) m/s for m = 1, ..., 17. On
the other hand for the onset location  E the prior distribution is defined as the uniform distribution
defined over the yellow region shown in Fig. 7.1a, which is a disc of 6 cm in diameter on the surface.
Using this probabilistic setting we computed the spectral basis {Ti(x)}Pi=0 on all the observation
points. In our experiments we set P = 10626 containing all 20 dimensional multivariate Legendre
polynomials of maximum order 4.
In terms of computational times the construction of the spectral basis is the most expensive part.
However, as explained in Section 7.4 compressed sensing framework speeds up this construction.
In the synthetic example the computation of the {Ti(x)}Pi=0i took about 2.5 hours for all the 500
observation points.
7.5.3 Estimation Experiments
We present two di erent experiments using the setting explained above: 1) inference of D using
observations taken on endocardial and epicardial surfaces assuming the knowledge of  E and 2)
joint inference of D and  E . All the inferences are done using the formulation and the method
explained in Sections 7.3 and 7.4. Once the spectral basis is constructed the inference for each of
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the experiments took less than 5 minutes for both of the experiments. The MCMC algorithm we
used is described in [Girolami and Calderhead, 2011]. The posterior distributions were approximated
through generating 15000 samples where first 5000 samples were discarded as burn-out. As it is not
feasible to visualize the high dimensional posterior distributions p(D|T˜ ) and p(D,xE , yE |T˜ ) in the
experiments we present the mean of the posterior distribution and the marginal standard deviations
on these estimates.
(a) (b) (c)
(d) (e) (f)
Figure 7.2: Mean estimate of the conductivity function (a) for experiment 1, and (d) for experiment
2. Standard deviation of the conductivity estimate (b) for experiment 1 and (e) for experiment 2. (c)
Distribution of the marginal standard deviation (inverse of the confidence in estimation) with respect
to the location of epicardial observation points. Notice that where there are more observations the
standard deviation on the estimation is lower. (f) -log posterior distribution of the onset location
given the observations. The white point denotes the ground truth and the red point denotes the
mean of the posterior distribution.
In Fig. 7.2a and b we show the mean of the posterior distribution of the conductivity estimate
and its marginal standard deviation for D obtained from the first experiment. We observe that the
estimate is very similar to the ground truth both quantitatively and qualitatively (the RMS error
between the simulated depolarization times and the measurements is 1.7 msec). The standard
deviation is low showing the higher confidence in the estimation. The posterior average and the
standard deviation of muscle conductivity estimate in this case is 0.061 ± 0.001 mm2 ≥ 0.62 ±
0.01 m/s. In Figure 7.2c we show the standard deviation of the estimation from the top view.
Notice that the standard deviation is higher for the regions where there are no epicardial observation
points. This is as expected since the sparsity of observation in that side of the synthetic left ventricle
increases the uncertainty in the estimated parameters. Furthermore, we also notice that the standard
deviation increases towards the top of the left ventricle where the number of observation points is
smaller, in other words the observations are sparser.
For the second experiment we defined the onset location as a random parameter of the system
as well. In the first experiment the onset location was centered in the allowable region. In order to
show that the proposed methodology indeed works for the whole region we changed the ground truth
onset location to the white sphere shown in Fig. 7.2f. In Fig. 7.2d we show the mean of the posterior
distribution of the conductivity estimate of the conductivity. Observe that again the locations of
the low and high conduction regions are well captured (the RMS error on the depolarization times
is 3.5 msec). Moreover the standard deviation for this estimate shown in Fig. 7.2e demonstrates
that again the di erence between the ground truth and the estimate is captured within the standard
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deviation of the estimate. Comparing Figures 7.2b and e we notice that the standard deviation on the
estimated conductivity function increases slightly. This is as expected since the posterior distributions
for the parameters captures all possible parameter sets that fit the (noisy) observation. Therefore,
by introducing the onset location in the parameter estimation we enlarge the possible parameter sets
that would have a close fit with the observations. This increases the standard deviation leading to a
decrease our confidence. The muscle conductivity in this case is estimated as 0.062± 0.001 mm2 ≥
0.62 ± 0.01 m/s. In Fig. 7.2f we show the mean of the posterior distribution of the onset location
(small red sphere) and the negative log posterior distribution ≠ log(p( E |T˜ )). The mean of the
posterior distribution well estimates the ground truth onset location (4.4 mm apart).
7.6 Evaluation on Clinical Data
In order to evaluate this method on clinical data, we used contact mapping of the myocardium,
acquired during an electrophysiology study for ventricular tachycardia radio-frequency ablation. This
study comprises both endocardial and epicardial mapping, which is rare in clinical routine but enables
to precisely evaluate the impact of both measurements on the estimated parameters and its associated
confidence. We used either the 20-polar 5-spline PentaRay I (Biosense-Webster, CA) or the 30-polar
5-spline PentaRay II (Biosense-Webster, CA) catheters for high density endo- and epicardial mapping.
The PentaRay II catheter enables simultaneous multi-electrode contact mapping of up to 60 mm2
myocardial surface, when fully expanded. This novel technique of high density map acquisition
enables rapid high-density mapping. The mean duration for acquiring a high-density map is about
5-10 minutes. The EP measurements were processed to estimate the depolarisation times [Steinhaus,
1989] at 958 observation points (both endocardial and epicardial) which were then used to adjust
the model.
Magnetic Resonance Images (MRI) of the patient were also acquired, both anatomical images
and late-enhancement ones, in order to locate scar tissue (this patient has a large aneurysm in the
left ventricle). The 3D anatomical image was segmented to generate the myocardial mesh and
late-enhancement MRI was segmented and used to label scar tissue and peri-infarct area (border
zone) in the mesh. The extra-cellular potential measurements obtained with the catheters were then
globally manually registered to this mesh, and projected on the mesh surface. In Fig. 7.3 we present
the mesh extracted from the MR images and the observation points projected onto the mesh. The
colour of the points corresponds to the distance between the location of the observation point during
the procedure and the mesh surface extracted from the MR image. Notice that these distances can
be quite large and contribute to the uncertainty on the observation values.
Figure 7.3: The computational mesh extracted from the MR images and the observation points. On
the left two views of the endocardial surface is shown with the observation points plotted on top.
On the right two views of the epicardial surface is also drawn (as a wire mesh). The observation
points on the two surfaces are depicted in the images where the colors correspond to the distance
each point was projected to the mesh surface.
7.6.1 Probabilistic Model Details and Computational Aspects
The parameters we focus on are: the onset location, the fast conduction system on the endocardium,
and the myocardium / scar / border zone conductivities. As in the synthetic case, we determined 17
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anatomical regions on the endocardial surface and use the formulation given in Equation 7.3 to de-
scribe the endocardial conductivity function. This ( together with the myocardium/scar/border zone
conductivities ) in total yields 20 conductivity parameters to estimate. The conductivity parameters
were again formulated as uniformly distributed random variables with ranges: i) myocardium and
border zone - (0.1, 1.6) mm2 ≥ (0.25, 1) m/s, ii) scar - (0.03, 0.4) mm2 ≥ (0.15, 0.5) m/s and iii)
each endocardial parameter - (0.1, 1.9) mm2 ≥ (0.8, 3.5) m/s. In addition to these we formulated
the uncertainty on the onset location as a uniform distribution on the septum (the yellow regions
shown in Figures 7.4c and 7.5c) yielding two extra parameters, 22 parameters in total to estimate.
For this 22 dimensional problem we used P = 14950 containing 22 dimensional multivariate Legendre
polynomials of maximum order 4 similar to the synthetic examples shown before.
The ED model was solved on a tetrahedral mesh with an average element volume of 10 mm3.
The parameters · = 1 msec and c0 = 2.5 were used as in the synthetic experiments. The tensors
M in this case were generated using an analytical model of cardiac fiber orientations where the
anisotropy ratio between the principal direction and the others is 0.15 (which corresponds to a
conduction velocity three times faster along the fibre). The total time elapsed for the computation
of {Ti(x)}Pi=0 took 4.2 hours for all the observation points. In the phase of inference we used 30
000 samples (after the first 5000 samples that were discarded as burn-out) to compute the posterior
distributions for the parameters under investigation. Each inference process took 15 minutes on
average.
7.6.2 Noise Model
Di erent sources of uncertainty acting on the cardiac mapping data explained above are: i) the
displacement of the catheter contact points on the cardiac surface due to the motion of the heart,
ii) the estimation of the depolarization times from the EP measurements and iii) the registration and
the projection of the observation points onto the cardiac surface. All these sources a ect the inter-
action between the model and the observed data and therefore, influence the parameter estimation
problem. In depth understanding of these e ects are crucial to model this interaction accurately.
As a preliminary step in this work we used a simplified uncertainty model for the observations. The
contributions of the first two sources are modeled as Gaussian noise with homogeneous variance
over all the observation points, ‘1(x) ≥ N (0, 400 msec2). The contribution of the third source is
modeled as a Gaussian noise with inhomogeneous variance. The variance is modeled to depend on
the distance between the mesh surface and the location of the observation point which is available
through projection distances for each mapping point, see Figure 7.3. This is formulated in a very
simple form as ‘2(x) ≥ N (0, ﬂproj(x)2 msec2) where ﬂproj(x) is the projection distance for the
observation point at x. The overall noise model for each observation point is then given as the
Gaussian noise ‘(x) = ‘1(x) + ‘2(x) ≥ N (0, 400 + ﬂproj(x)2msec2).
7.6.3 Estimation Experiments
Using the proposed Bayesian formulation and the inference method three di erent experiments were
conducted. In all experiments the di erent conductivity values and the onset location are estimated as
explained in Section 7.6.1. In the first experiment all the 958 observation points (both endocardial and
the epicardial) were used in the inference to compute the posterior distributions for the parameters.
In the second experiment only the observation points on the epicardial surface (observation points
shown in the right two most surfaces in Figure 7.3) were used in the inference. The computed
posterior distribution for the parameters is then used to predict depolarisation times for the points
on the endocardial surface. These predictions are given as ranges of possible personalised model
simulations based on the posterior distributions of the model parameters. The ranges are obtained
using the probabilistic framework and the fast sampling scheme presented in Sections 7.3 and 7.4.
Comparisons with the measured values - which were not used during the estimation - is presented.
In the third experiment, only the endocardial observation points were used in the inference and the
predictions are done for the epicardial depolarisation times. For ease of visualisation, we present most
of the results on surfaces, but everything was computed on the volumetric myocardial mesh.
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(a) (b)
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(e)
Figure 7.4: Estimation results for the experiment 1 - inference using all the measured points. (a)
Mean estimates for the endocardial conductivity function shown from two views. (b) Marginal
standard deviations on the estimated conductivity function. (c) ≠log(p( E |T˜ )) - the - log posterior
for the onset location. (d) Depolarisation time isochrones simulated with the mean estimates where
colour points represent the measurements and their depolarisation times. (e) Comparison between
the measured depolarisation times and the probabilistic model fit. Range for all possible personalised
simulations is computed through the posterior distributions for the parameters. The green region is
the observation noise model added to the possible simulation range.
Results on Experiment 1 Figure 7.4 and the first row of Table 7.1 presents the results obtained for
the first experiment where all the observation points were used in the estimation process. The pos-
terior distribution for the endocardial conductivity function is presented through its mean (Fig. 7.4a)
and the marginal standard deviation (Fig. 7.4b). The estimated volumetric conduction velocities are
also given in Table 7.1, which are in the range of the values found in the literature. Notice that the
standard deviations for the endocardial conductivities are higher in some regions. Comparing this
with the locations of the observation points in the Figure 7.3, we see that the standard deviations
are higher where the density of observation points is lower. This is intuitive as in the sense that
our confidence on the estimated values is directly linked to the density of observation points. This
shows that the presented probabilistic method well captures the interaction between the sparsity
of the observations and the estimation of model parameters. Figure 7.4c shows that the posterior
distribution for the onset location which is concentrated in a region. This is also in accordance with
the density of the observation points.
Two di erent types of comparison between the model fit and the measured values are shown.
In Figure 7.4d the isochrones on the mesh shows the depolarisation times obtained with the mean
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Myocardium Aneurysm Border Zone
Exp. 1: Inference all observations 0.88 ± 0.05 0.31 ± 0.05 0.58 ± 0.08
Exp. 2: Inference epicardial observations 0.95 ± 0.03 0.24 ± 0.05 0.31 ± 0.09
Exp. 3: Inference endocardial observations 0.48 ± 0.14 0.41 ± 0.07 0.58 ± 0.10
Table 7.1: Estimated conductivities (mean and standard deviation inm/s) for myocardium, aneurysm
and border zone for the three di erent experiments.
estimates of the parameters. On the same figure the observation points are shown where their colour
corresponds to the measured depolarisation time. The match between the mean model (model using
the mean estimates for the parameters) and the measured values is 16 msec in RMS error. The mean
model however, does not show the rich information context of the probabilistic formulation. The
posterior distribution for the parameters suggests a range of possible personalised models instead of a
single one. This link between the uncertainties in the estimated parameters and the model simulations
yields a possible range of model fits. Figure 7.4e presents a comparison between the measured
depolarisation times and this possible range of model fits computed through the parameter posterior
distributions. The blue region shows the range of all possible simulated (personalised) depolarisation
times, i.e. the range of all the possible values of T (x|D, E) computed using p(D, E |T˜ ). The green
region adds the noise model on this possible range, i.e. ± one standard deviation of the observation
noise model ‘(x) to the possible ranges for T (x|D, E). Notice that the width of the blue region is
rather narrow showing confidence in the model fit. Furthermore, most of the observation points lie
within the blue region while almost all of the remaining points lie within the green region.
Results on Experiment 2 The results for this experiment are presented in Figure 7.5 and the second
row in Table 7.1. The surface meshes shown in (a) demonstrates that the mean of the posterior
distribution for the parameters is structurally similar to the ones estimated in the first experiment
with slight di erences. The estimated volumetric conduction velocities given in Table 7.1 also show
a similar trend. The standard deviations shown in Fig. 7.5b on the other hand are significantly
higher compared to Fig. 7.4b. This suggests that only epicardial observations are not enough to
confidently estimate endocardial conductivities. This is not surprising as the observations in this
case are not directly taken from the endocardial surface. For most of the epicardial points the
depolarisation times are influenced by di erent regions on the endocardium as well as the myocardial
conductivity. Therefore, we do not have a direct observations that can confidently estimate the
endocardial conductivity function. On the other hand, we notice the low standard deviations for
the volumetric conductivities given in Table 7.1 showing that the epicardial observations are enough
to confidently estimate the volumetric conduction velocities. Regarding the numerical di erences
between the estimated values, we will come back to this point while presenting the results for
Experiment 3.
Observing Fig. 7.5b one notices that the standard deviations are higher on one side of the
endocardium surface. This is as expected since the projection distances of epicardial observation
points shown in Fig. 7.3 are higher on one side as well. Therefore, these points are more uncertain
leading to lower confidences on the endocardial conductivity estimates on the corresponding side of
the endocardium surface. This demonstrates that the presented method well captures the interaction
between the uncertainty of the observations and the model parameter estimates.
Figure 7.5c shows that the posterior distribution for the onset location, which (almost) covers the
one of Fig. 7.4c. However it is much more spread, also as expected. In Figure 7.5d the depolarisation
times simulated by the mean model are shown along with the observations. On the epicardium, the
mean model matches the measured depolarisation times with a RMS error of 12.9 msec. Using the
estimated parameters, the depolarisation times for the endocardium are also predicted. The mean
model prediction matches the measured values on the endocardium with a RMS error of 26.1 msec.
In Figure 7.5e the comparison between the measured values and the possible ranges for the
depolarisation times simulated with the (probabilistically) personalised model are shown. For the
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Figure 7.5: Estimation results for the experiment 2. (a) Mean estimates for the endocardial conduct-
ivity functions shown from two views. (b) Marginal standard deviations on the estimated conductivity
functions. (c) ≠log(p( E |T˜ )) - the - log posterior for the onset location. (d) Depolarisation time
isochrones simulated with the mean estimates where colour points represent the measurements and
their depolarisation times. (e) Comparison between the measured depolarisation times and the prob-
abilistic model fit and model prediction. The estimation uses only the epicardial observation points.
The endocardial depolarisation times are predicted.
points that were used for the estimation - epicardial points - we see that the ranges are similar to
the ones given in Fig. 7.4. The probabilistic model fit is similar in this case with a narrow range and
almost all measurements lying within the blue region. The properties of the predicted endocardial
depolarisation times are however, significantly di erent. The range for the possible predictions are
much wider reflecting the uncertainties on the estimated endocardial conductivities. The measured
endocardial depolarisation times remain within the model plus the observation noise region, however,
the spread is much wider. Furthermore, this quantifies the importance of having observation points
on both sides of the myocardium on the accuracy and confidence in the personalised model. We
note that we used a di erent ordering of observation points while plotting Figure 7.4e and 7.5e to
have a better visualisation.
Results on Experiment 3 The results for this experiment are presented in Figure 7.6 and the third
row in Table 7.1. We notice that the mean of the posterior distribution for the conductivity function
and the volumetric conductivity values are again structurally similar to the ones estimated in the
previous experiments. The numerical di erences between the three experiments demonstrates that
the observations taken on the endocardium and the epicardium slightly disagrees on the exact values
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Figure 7.6: Estimation results for the experiment 3. (a) Mean estimates for the endocardial conduct-
ivity functions shown from two views. (b) Marginal standard deviations on the estimated conductivity
functions. (c) ≠log(p( E |T˜ )) - the - log posterior for the onset location. (d) Depolarisation time
isochrones simulated with the mean estimates where colour points represent the measurements and
their depolarisation times. (e) Comparison between the measured depolarisation times and the prob-
abilistic model fit and model prediction. The estimation uses only the endocardial observation points.
The epicardial depolarisation times are predicted.
of the conductivities ( comparing Figure 7.6a with Figure 7.5a and second row of the Table 7.1 with
the third ). This, we believe, is due to the discrepancy between the ED model and the underlying real
dynamics. Two observations related to these discrepancies are: i) the mean estimates of Experiment
1 are - in loose terms - averaged between the mean estimates of Experiment 2 and 3, which is as
expected and ii) the regions with high standard deviation shown in Figure 7.4b reflects the di erences
between the estimates given in Figures 7.5a and 7.6a demonstrating that the non-uniqueness of the
model-observation interaction can be captured using the proposed method.
Observing Figure 7.6b we notice that the standard deviations are correlated to the density of the
observation points as in the first experiment. Furthermore, as the inference is based on the obser-
vations taken only from the endocardial surface the standard deviation values shown in Figure 7.6b
are lower than the other experiments. However, the high standard deviation on the myocardial con-
ductivity given in Table 7.1 shows that the endocardial observations are not very informative about
the muscle conductivity and one needs observations from the epicardium to confidently estimate this
value.
The posterior distribution for the onset location (Figure 7.6c) shows similarities to the one ob-
tained in the first experiment. In Figure 7.6d we show the depolarisation times simulated by the
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mean model. The RMS model fit error between the mean model simulation and the endocardial
measurements is 15.3 msec. The di erence between the predicted epicardial depolarisation times
and the measured ones has an RMS error of 32.2 msec.
As in the previous cases in Figure 7.6e we show the possible ranges for the depolarisation times
simulated with the personalised model and the measured values. As expected we see that the range
for possible simulated depolarisation times is narrower for the endocardial points where the model is fit
to the observations. On the other hand, the range of possible predictions of the depolarisation times
on the epicardium is much wider. Comparing Figures 7.5e and 7.6e we notice that the uncertainty
on the predicted depolarisation times in the latter case is higher. This result is due to the fact
that the epicardial observations contain information on the whole system since these depolarisation
times are influenced by the endocardial conductivities as well as the volumetric ones. The endocardial
observations on the other hand, contain much less information regarding the myocardial conductivity.
Therefore, the predictions in this case have much wider possible range, i.e. have much less confidence.
We note that this separation of the information content is partly due to the conductivity model we
use as given in Equation 7.3.
7.7 Discussion
The presented results show the capabilities of the proposed probabilistic method and the fast inference
framework. However, there are some important factors that influence the results of the method:
- Data Noise Model: The selected noise model has an important impact on the results. We
used here some arbitrary values from our experience on such data, a more exhaustive process
looking through the repeatability of the measures and the processing pipeline from the raw
signal to the extracted depolarization time should be undertaken to properly define the noise
model.
- Model Parameter Variability: The prior distributions used for the di erent model parameters
also have an important impact on the results. Here uninformative priors have been used with
large ranges. Narrower ranges or a di erent prior model such as Gaussian would have altered
the variations on the estimated parameters as well as the ranges for the possible model fits
and predictions. Analysis of a set of clinical cases should help in improving the relevance of
the prior distributions used here.
- Model Error: The realism of the selected model has also obviously an impact on the success
of such personalization. Some strategies were proposed to explicitly include the model error in
such joint probabilities, including for instance the approximation errors [Arridge et al., 2006].
These methods can be integrated into the proposed framework.
Regarding the clinical applications, the presented probabilistic framework provides a confidence meas-
ure that can help the clinician in weighting the predictions of a model with respect to the other clin-
ically available information in his decision process. Moreover it can also guide the data acquisition.
For instance, we used here epicardial points, which mapping in clinical practice is exceptional, but
being able to quantify the contributions of both endo and epi surfaces is important. It can help in
deciding if the additional information given by this epicardial mapping will be quantitatively signi-
ficant or not. One application is also to move from invasive to non-invasive methods, namely from
endocardial catheters to epicardial data estimated from body surface potentials, and there is then
a need to know how confident one can be in the estimated parameters when using only epicardial
data.
7.8 Conclusion
In this work we presented an e cient probabilistic framework personalization of mathematical mod-
els. We also demonstrated the proposed framework for the parameter estimation problem for cardiac
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electrophysiology. The proposed method is based on spectral approximations of partial di erential
equations and compressed sensing. In the experiments we showed that Bayesian inference for high
dimensional parameters, i.e. locally varying conductivity, can be e ciently done within few minutes,
given that the spectral basis is already computed. Moreover, we have shown that the spectral basis
can be computed e ciently as well (within 5 hours). Considering the computational cost of con-
ventional methods for Bayesian inference for PDEs, this is an important step in making stochastic
personalization practical, and it already provides interesting results on clinical data. The interaction
between the uncertainty on the observations and the uncertainty on the estimated parameters is a
major phenomenon to consider when using biophysical models for personalized medicine. We demon-
strated on clinical data how this interaction translates into the model parameters and predictions for
patient data. Our future work is concentrated on analyzing the proposed methodology for di erent
modeling problems (including reaction-di usion models) and creating more realistic and yet tractable
Purkinje network and myocardium interactions.
7.A Polynomial Chaos and Spectral Representation
Polynomial chaos (PC) expansion is an orthonormal basis representation for random functions [Xiu
and Karniadakis, 2002]. For the ease of explanation let us concentrate only on the vectorD where dif-
ferent components were modelled as random variables with uniform distributions. The PC expansion
for the random vector D is given as
D , D(›) =
Œÿ
i=0
di i(›) ¥
Pÿ
i=0
di i(›), (7.10)
where › = [›1, ..., ›Q] is a random vector of independent components with uniform distributions,
{ i}Œ0 is the orthonormal (multivariate) Legendre polynomial basis and {di}Œ0 are deterministic
vectors – which we call the spectral basis for the D vector. The second part of Eq. (7.10) shows the
computationally useful finite approximation of the PC expansion where the parameter P corresponds
to number of components to include in the approximation. The orthonormality condition of the PC
basis is defined as
<  i(›), j(›) >=
⁄
 (›)
 i(›) j(›)p(›)d› = ”i,j , (7.11)
di =
⁄
 (›)
D(›) i(›)p(›)d›, i, j œ N0, (7.12)
where  (›) is the range of the › vector, p(›) is the distribution - a constant value in this case - and
”i,j is Dirac’s delta.
The definition of D(›) and the dimension of the vector › depend on the distribution of the vector
itself and the random vectorD, [Xiu and Karniadakis, 2002]. Focusing on the inverse problem defined
in Section 7.3, we defined each component of the random vector D = [D0, ...,DM ] as uniformly
distributed (noted U) independent random variables. The PC expansion given in Equation 7.10 can
then be written as
› = [›0, ..., ›M ], ›m ≥ U(≠1, 1), ’m œ {0, ...,M}
∆ Dm = Dm(›m) = D
b
m ≠Dam
2 ›m +
Dbm +Dam
2 . (7.13)
The power of the spectral methods for PDEs is that the randomness of T (x) – which is due to
the randomness in parameters – can be represented using the same PC basis functions and the same
random vector › as the parameters [Ghanem and Doostan, 2006; Xiu, 2009]. We can write
T (x) , T (x, ›) =
Œÿ
i=0
Ti(x) i(›) ¥
Pÿ
i=0
Ti(x) i(›), (7.14)
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where Ti(x) are the spectral basis functions for T (x). This representation provides the computa-
tionally e cient link between D and T (x). Let D˜ be a single instance of D then there is a unique ›˜
such that D˜ = D(›˜) due to the orthonormality of the spectral representation given in Equation 7.11.
As a result
T (x|D˜) = T (x, ›˜) ¥
Pÿ
i=0
Ti(x) i(›˜). (7.15)
As a result instead of solving Eq. (7.1) to compute T (x|D˜) we can approximate it using the linear
combination of Eq. (7.15). This provides substantial speed up yielding faster sampling.
The computationally expensive part in the given discussion is the estimation of the spectral basis
functions {Ti(x)}Pi=0. Two di erent methods that have been proposed in the literature are Galerkin
projections [Xiu and Karniadakis, 2002; Ghanem and Doostan, 2006] and stochastic collocation
methods [Ma and Zabaras, 2009; Nobile et al., 2008]. Both of these methods su er from the
curse of dimensionality [Doostan et al., 2009], i.e. when the dimension of the parameter D is high
the construction of Ti(x) becomes computationally impractical. Depending on the quality of the
approximation, P , and the model equation, in the case of Galerkin projections one can end up
solving a system of 2000 coupled PDEs [Xiu and Karniadakis, 2002] and in the case of stochastic
collocation methods a substantial number of model simulations, O(105), might be needed [Ma and
Zabaras, 2009].
In this work we overcome the curse of dimensionality by integrating compressed sensing based
sparse reconstructions of {T (xi)}Pi=0 in the Bayesian inference framework.
7.B Spectral Reconstructing using Compressed Sensing
Compressed sensing (CS) is a very active field of research in signal and image processing [Donoho,
2006; Lustig et al., 2008]. The main idea is that if a signal is sparse we need much less information
to reconstruct it. This information, for example, can be in terms of number of samples taken in
the frequency domain. The reason for this is that sparse signals contain only a small number of
frequency components and therefore, a small number of random samples is enough for accurate
reconstruction [Donoho, 2006]. In the context of PDEs this corresponds to the fact that in spectral
expansion of the solution T (x, ›), only a small number of components Ti(x) are significantly larger
than zero. Following the compressed sensing theory the significant components can be recovered
using a small random set of ›ˆ = {›n}Kn=0 where K << P . This recovery is possible through the
formulation
argmin
T(x)
ÎT(x)Î1 subject to
...T (x, ›ˆ)≠ (›ˆ)T(x)...
2
< ”, (7.16)
T(x) = [T0(x), ..., TP (x)]t
T (x, ›ˆ) = [T (x, ›0), ..., T (x, ›K)]t, ’x œ  
where  (›ˆ) is the matrix of K◊P with [ (›ˆ)]ij =  j(›i), Î·Î1 is the L1 norm, Î·Î2 is the L2 norm
and ” is the desired accuracy. This minimization problem is defined for each point x separately. In the
case of Bayesian inference problem we solve it for all the observation points {xi}N1 . Equation (7.16)
is a linear program and can be solved e ciently and accurately using various available tools, for
example [Tomioka and Sugiyama, 2009].
In [Doostan et al., 2009], Doostan et al. analysed the one dimensional linear di usion equation
(elliptic PDE). They have shown that the significant spectral coe cients obtained using the Eq. (7.16)
were very similar to the exact coe cients. The advantage of this approach is that it requires
a few hundred simulations to construct the significant spectral basis components while stochastic
collocation based methods requires high number of simulations (O(105)) to reach the same accuracy.
The amount of decrease in the computational burden depends on the sparsity of the underlying
equation. Although, for the general equations the applicability of this method is not know for the
Eikonal-Di usion models the sparsity holds and can be shown experimentally.
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Chapter 8
Coupling Shape Statistics with a
Reduced Model of Cardiac Flow
– This chapter is based on [Guibert et al., 2013]:
Guibert, R., Mcleod, K., Caiazzo, A., Mansi, T., Ferna´ndez, M. A., Sermesant, M., Pennec, X.,
Vignon-Clementel, I., Boudjemline, Y., and Gerbeau, J.-F. Group-wise construction of reduced models
for understanding and characterization of pulmonary blood flows from medical images. Medical Image
Analysis, 18(1):63–82, Oct. 2013.
8.1 Introduction
Congenital heart disease (CHD) is a prominent cause of infant mortality around the world and de-
creases the quality of living and life expectancy of many. Abnormal heart rhythm and structure a ect
blood flow through the heart and into the arteries, which consequently influences the development of
the organs and surrounding structures. CHD patients are monitored with several imaging modalities,
which are chosen in medical practice based on the pathology and its severity [Puranik et al., 2010].
Anatomy can be easily visualized in the images extracted from typical cardiac imaging modalities
such as cine-MR in magnetic resonance (MR) imaging, echocardiography and CT. However current
methods for imaging blood flow in a three-dimensional volume are limited. Non-invasive imaging
techniques such as phase contrast magnetic resonance imaging (PC-MRI) are used to quantitatively
measure blood flow in clinical practice only if necessary, and are not easy to acquire at multiple loca-
tions, especially for CHD patients [Markl et al., 2012]. Compared to PC-MRI, cardiac MR volumetry
has been shown to provide non-interchangeable cardiac function assessment in dobutamine stress
testing of regurgitant repaired Tetralogy of Fallot (ToF) [Valverde et al., 2011]. Time-resolved 3D
contrast-enhanced MR angiography has also been proposed to non-invasively assess lung perfusion
in ToF [Tomasian et al., 2009]. 4D-MRI, while potentially providing velocity in a three-dimensional
volume over time, is still a subject of research for its acquisition and post-processing [Markl et al.,
2012]. Velocity can be measured with Doppler ultrasound machines, which are more often found in
clinical practice, but the acquired data is limited to 1D.
This is one reason why computational simulations of blood flow have been developed in recent
years in an attempt to better understand blood flow dynamics. The aim of such modeling is to gain
insight into how hemodynamics change due to a pathology and wall shear stress (see, e.g., [Yeung
et al., 2006; Troianowski et al., 2011; LaDisa et al., 2011]). Conversely, pathology developments can
depend on abnormal hemodynamics, such as in the absence of a functioning valve, as will be the case
in this work. Computer hemodynamic simulations provide a tool to predict hemodynamic changes
due to surgical repair [Vignon-Clementel et al., 2010b], explore di erent scenarios for treatment
(see, e.g., [Hsia et al., 2011; Yang et al., 2011]), non-invasively compute indices that are otherwise
invasively measured such as fractional flow reserve (FFR) [Koo et al., 2011], and design artificial
devices or conduits that are subject to blood flow (see, e.g., [Prasad et al., 2011; Pant et al.,
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2011]). Similarly, knowing the anatomy and hemodynamics of a patient, physicians can determine
the suitability of a patient for surgical intervention and plan therapy [Morales et al., 2011].
Computational fluid dynamics (CFD) methods are commonly used to simulate blood flow among
others in the larger arteries, by numerically solving the three-dimensional Navier-Stokes equations.
However, the large computational cost of numerical simulations is still a relevant issue, especially
when dealing with patient-specific geometries. On one hand, the computation time can be reduced
by exploiting parallel computing and GPU implementations (see, e.g., [Biswas, 2010]). It can also be
drastically reduced when lower-dimensional models (i.e. 1D wave propagation or 0D lumped models)
can e ciently replace 3D models [Moore et al., 2005; Blanco et al., 2009; Grinberg et al., 2011;
Formaggia et al., 2012; Reymond et al., 2012]. However, 3D models are really warranted when
pressure losses and velocity features are largely determined by the interplay between hemodynamics
and complex geometry as in these repaired ToF cases. On the other hand, the issue of complexity has
also been addressed by developing so-called model order reduction techniques, which aim to reduce
the dimension of the problem by restricting the numerical solution to a pre-defined low order space.
Among others, in [Manzoni et al., 2011], the authors propose to extract a low dimensional
parametrization of the computational domain and solve the parameterized flow equations with the
reduced basis method. This work is able to gain speed in computational time but necessitates a shape
parametrization of the object through control points assigned at regions of shape change. Here, we
consider a model reduction based on the Proper Orthogonal Decomposition (POD, also known as
Karhunen – Loe`ve expansion or Principal Component Analysis – PCA), an approach which aims to
find a low-order basis for the numerical solution starting from a set of pre-computed snapshots. In
fluid dynamics, POD was introduced by Lumley in the late 1960s to study turbulent flows. For a
more recent presentation of POD, we refer for example to [Volkwein, 1999; Bergmann et al., 2009;
Rathinam and Petzold, 2004]. In the context of blood flows, POD was used by [Mcgregor et al.,
2008; McGregor et al., 2009], to interpolate flow field measured on medical images.
In this paper, we construct reduced order models of blood flows through the pulmonary artery by
transporting a POD basis from a reference geometry onto patient specific anatomies. The reference
geometry is obtained by computing a centered atlas of a preliminary population, with a non-parametric
method which is thus not dependent on a choice of control points. The general methodology was
briefly presented in [McLeod et al., 2010] where we only assessed the capability of the reduced basis
to approximate the solution of the full order model. In the present work, we extensively test our
approach on a significant number of patients, varying not only the geometry but also the experimental
conditions, and we actually use the reduced order model to solve the Navier-Stokes equations.
We apply the method to a data-set of 17 pulmonary arteries (PA) with repaired ToF (as shown in
Fig. 8.1), where the structures are a ected by a known shape abnormality due to both the pathology
and the initial surgical repair. A schematic diagram showing the pipeline of this method is shown in
Fig 8.2.
For this pathology, clinicians are interested in understanding how the artery remodels due to
blood regurgitating back into the right ventricle of the heart, and reversely how blood regurgitates
due to the deformed artery. Regurgitation results from the absence of a functioning pulmonary
valve that maintains one-way blood flow from the right ventricle to the pulmonary artery. Previous
ToF blood flow simulations have investigated regurgitation with lumped [Kilner et al., 2009] or
idealized (geometry and boundary conditions) three-dimensional [Chern et al., 2008] models, as well
as pressure losses for two repair options with either a one-dimensional [Spilker et al., 2007] or a
steady three-dimensional [Chai et al., 2010] patient-specific model. In this paper, we combined
realistic models of form (three-dimensional geometries) and function (physiological inflow and outlet
boundary conditions) as in [Das et al., 2011]. This is particularly important for one of the aims
of this paper: to test the robustness of model order reduction not only with respect to geometry
deformation, but also against changes in the physiological boundary condition. Specifically, we
investigated how the reduced method works for normal as well as pathological flows in the PAs,
and its capability for simulating other physiological states, namely exercise and varying degrees of
pathological regurgitation. This aspect has to our knowledge not been investigated before.
For follow-up treatment planning, clinicians are interested in determining first the optimal method
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Figure 8.1: A 3D volume rendered image of one patient to visualise the location of the pulmonary
artery (PA) with respect to the heart and lungs.
of intervention for each patient, be it surgical or non-invasive, as well as designing artificial devices to
act in the same way as the pulmonary valve to enforce one way blood flow. Due to the complex and
remodeled pulmonary artery, it is not always possible to insert existing devices in some patients. This
work constitutes thus a first step towards the use of atlas-based reduced models to better understand
hemodynamics in these patients and e ciently simulate hemodynamics for later device design.
The paper is structured as follows. In Sec. 8.2 the construction of the atlas which serves as
the reference geometry is described. Sec. 8.3 is dedicated to blood flow simulations, describing the
numerical method for the full simulations on the reference geometries and the model order reduction
technique for the patient-specific reduced simulations. The procedure is assessed in Sec. 8.4 by
comparing the reduced method to full CFD simulations in di erent clinically relevant situations.
Finally, in Sec. 8.5 the results and future paths for improvements are discussed, while. Sec. 8.6 draws
a few concluding remarks.
8.2 Computation of an average geometry
Let us assume to have a set of patient geometries drawn from a given population, and, for each
patient, a surface representation of a region of interest (such as an organ, or artery), which is defined
by delineating the boundaries of the organ on the images.
As a first step, given the set of such surfaces we would like to compute an atlas, i.e. an average
surface representation of the population. In this case, the geometry of the atlas should be well-defined
and centered with respect to the population. For this we use the framework proposed in [Durrleman
et al., 2009a], which is described briefly in Sec. 8.2.1 - 8.2.3. Additionally, we also require a consistent
method for computing individual maps from the original patient geometries to the atlas. We extend
on the mathematical framework of [Durrleman et al., 2009a] to estimate a surface representation of
the centered currents atlas, as described in Sec. 8.2.4.
8.2.1 Non-parametric representation of surfaces using currents
As in [Durrleman et al., 2009a], the patient meshes are represented by currents from the geometric
integration theory. The basic idea is to characterize shapes by the flux of any vector field through
them, somehow in the way 3D objects are probed by laser scanners from many locations to reconstruct
their surfaces. Formally, current are elements of the metric dual of a Hilbert space of vector fields
(the kernel trick from machine learning is used to provide a convenient metric), which gives a nice
linear embedding space for anatomical surfaces. Currents are used to represent the observations
(the patient geometries), the residuals (what is not captured by the geometrical model), and the
deformations (used to map one geometry to another), in the same common framework. More
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Figure 8.2: Schematic diagram to display the method which consists of an o ine pre-computation
step by simulating the blood flow on a reference geometry, and then reducing the output of the
simulation to obtain a reduced-order basis. An individual flow simulation can be done by transporting
the reduced-order reference basis to the individual, and solving the flow equations with the reduced
basis in the patient space with patient-specific boundary conditions.
specifically, the space of currents forms a vector space, and we can compute the distance between
two meshes in the space of currents, without requiring a point-to-point correspondence between the
meshes [Durrleman et al., 2009a]. Moreover, we can apply statistical operations such as the mean
and variance on surfaces.
The approach is summarized in more details in the Appendix (Sec. 8.6), while we refer the reader
to [Durrleman et al., 2009a] for a complete derivation.
8.2.2 Surface-to-surface registration
After having represented the meshes as currents, we need a method for computing the deformations,
i.e. the transformations from one geometry to another.
We would like to restrict the transformations to those which preserve the topology of the object
and give a one-to-one (invertible) smooth transformation (i.e. a di eomorphism). Restricting to
di eomorphisms gives non-linear deformations that allow local smooth variations to be captured in the
registration. We use a group of di eomorphisms to allow computations with discrete parametrization
using the Large Deformation Di eomorphic Metric Mapping (LDDMM) method. LDDMM was used
for instance in [Beg et al., 2004] to find the deformations between full 3D images in the context
of cardiac anatomy. Our choice is dictated by the ability of LDDMM to capture the large shape
variability observed in the population. In particular, this method allows to estimate the optimal
deformation („) from one surface to another. This deformation framework can also be used to
register surfaces modeled as currents, as shown in [Vaillant and Glaunes, 2005]. A brief overview of
the LDDMM method is given in the Appendix (Sec. 8.6).
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8.2.3 Iterative estimation of the atlas
Let us denote with Si, i = 1, . . . , NP the set of patient surfaces. An atlas surface ‚S can be
computed using a forward approach [Durrleman et al., 2009b] by modeling the observations (the
patient meshes) as noisy deformations of the atlas:
Si = „i( ‚S) + ‘i .
In the latter, ‘i is a residual term that accounts for shape features not represented by the atlas. The
deformations „i can be computed iteratively by minimizing the distance from the Si’s to the atlas,
in order to center the atlas with respect to the observations (see Appendix). This approach is clearly
disentangling the shape changes (encoded in the deformation) from the measurement noise (encoded
in the residuals). Thus, statistical analyses can be done on the deformations and the residuals.
The iterative procedure can be summarized as follows (see Algorithm 4). The atlas is first
initialized by taking the mean of the patient meshes in the space of currents. At each iteration N ,
the current atlas ‚SN is then registered to each of the patients, individually computing individual
deformations „Ni .
The new atlas is computed through a deformation, in order to minimize the error, for each
patient, between the patient mesh Si and the geometry generated from mapping the atlas onto the
patient mesh. Formally, denoting with Î.Î the L2 norm (in the space of currents), we minimize the
error:
Á( ‚SN+1) = ÎSi ≠ „Ni ( ‚SN )Î2 (8.1)
(see [Durrleman et al., 2009a] for details on the minimization strategy). We then register the updated
atlas to the individuals, recompute the atlas and loop until convergence using the forward model.
Algorithm 4 Atlas Estimation
Require: N segmented patient images (surface meshes).
1: Manual rigid alignment of meshes to a reference patient.
2: Create initial atlas ‚S0 as the mean of the patient meshes.
3: loop {over N until convergence}
4: Estimate the transformations „i that register the atlas ‚SN to the individual Si.
5: Update the atlas by minimizing the error Á( ‚S)N+1 in Eq. 8.1 using the estimated transforma-
tions „i and the atlas ‚SN
6: end loop
7: return Final atlas ‚SNend and the related transformations „Nendi .
8.2.4 Surface representation of the atlas
Using the atlas-construction method described in Algorithm 4, we compute an atlas in the space of
currents which can be visualized as the disjoint set of triangles (Dirac currents). This representation
is su cient for computing statistics between objects in the space of currents, however in this case
we need a surface representation of the atlas in which to compute the ”average” flow. A general
practice for computing this surface is to register the closest patient (in the space of currents) to the
computed atlas. Of course, this representation is biased by which patient is used. To reduce this
bias, we followed the minimization strategy as in [Durrleman et al., 2008a] at a coarse scale, followed
by an additional step to average the atlas-to-patient deformations. This average deformation was
applied to the closest patient and this mesh was used to initialize the atlas construction pipeline at
a finer scale. The initial optimization (Algorithm 4) is performed at a coarse scale to extract the
regional di erences in order to obtain a reasonable first estimate of the atlas, which is then refined
to capture smaller local shape features (see Algorithm 5).
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Algorithm 5 Atlas Refinement
1: Compute atlas at a coarse scale
2: Find the closest patient Sj to the atlas and deform the patient to the atlas to get a surface mesh‚SSj = „j(Sj)
3: loop {over N until convergence}
4: Register ‚SNSj to each patient to get „N‚SSj ,i
5: Average the deformation fields „N‚SSj ,i for all i to get „ˆN+1‚SSj
6: Apply the average deformation field „ˆN+1‚SSj to ‚SNSj
7: Use the result from Step 5 as initialization into the atlas construction at a reduced scale
8: end loop
9: return Final refined atlas ‚SNend and the related transformations „Nendi .
8.3 An atlas-based reduced order model of blood flow
8.3.1 Reference blood flow simulation and POD basis
In the following, let us denote by ‚  the three-dimensional spatial domain enclosed by the atlas surface
representation (Section 8.2.4). We will refer to ‚  as the reference geometry. In the context of the
computational fluid dynamics (CFD) in the pulmonary artery, we assume that the boundary of ‚  is
partitioned as
ˆ ‚  =  in ﬁ  wall ﬁ  out,
which corresponds to the inflow, arterial wall and the outflow boundaries, respectively.
The reference simulation of blood flow is obtained by numerically solving the incompressible
Navier-Stokes equations in ‚ , for the velocity uˆ : ‚ ◊ R+ æ Rd and the pressure p : ‚ ◊ R+ æ RY_______]_______[
ﬂˆtuˆ+ ﬂuˆ ·Òuˆ+Òpˆ≠ 2µ div ‘(uˆ) = 0 in ‚ ,
div uˆ = 0 in ‚ ,
uˆ = uin on  in,
uˆ = 0 on  wall,
‡(uˆ, pˆ)n = ≠poutn on  out.
(8.2)
In (8.2), ﬂ stands for the density of the fluid and the fluid Cauchy-stress tensor is given by
‡(u, p) = ≠pI+ 2µ‘(u), ‘(u) def= 12
1
Òu+ÒuT
2
,
µ being the dynamic viscosity of the fluid, uin a given inlet velocity field and pout an outlet pressure
(defined below).
At the inlet we prescribe a parabolic velocity profile, whose flow rate varies in time according to a
chosen physiological regime. At the outlet, a relationship between pressure and flow is prescribed, in
order to represent the pulmonary vessels downstream of the 3D-fluid model. We consider an outlet
boundary composed of two disjointed surfaces, i.e.  out =  1ﬁ 2. The outlet pressure pout at each
outlet boundary  i µ  out is defined by a lumped parameter model, in which pout(t) is related to
the outgoing flux at  i,
Qiout(t) =
⁄
 i
u(t) · nds, (8.3)
in an analogous way as voltage and current are related in electric circuits. In particular, we
used a 3-element Windkessel model [Frank, 1899] (see [Vignon-Clementel et al., 2010a] for recent
applications in pulmonary artery modeling), in which the outlet pressure and flow are related by the
ordinary di erential equation:
pout +RdC
dpout
dt = (Rp +Rd)Qout +RpRdC
dQout
dt , (8.4)
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where Rp and Rd model the resistance of the proximal and distal vasculature, respectively, and the
capacity C takes into account the ability of the downstream vessels to store blood during peak flow
and recoil when pressure decreases. The deformability of the vessels could also been taken into
account in the 3D domain: fluid-solid interaction has been shown to influence both pressure and
flow in pulmonary arteries, changing not so much the streamlines but more the pressure and wall
shear stress, mostly for exercise conditions [Bazilevs et al., 2009]. However this requires knowledge
of thickness and material properties of the wall, which cannot be easily extracted from the available
MRI data. As a first step the wall is thus assumed rigid, although the proposed method could be
also extended to the case of fluid-solid interaction.
Numerical approximation
Problem (8.2) is discretized in time with a Chorin-Temam projection scheme (see, e.g., [Guermond
et al., 2006; Chorin, 1968; Temam, 1968]) in which velocity and pressure are solved separately in
two substeps. Namely, let us denote with · the time-step size, setting tn def= n· for 1 Æ n Æ N . For
a given initial condition u0 = u0, the time iteration consists of solving the two problems:
1. Velocity step:Y______]______[
ﬂ
uˆn+1 ≠ uˆn
·
+ ﬂuˆn ·Òuˆn+1 ≠ 2µÒ · ‘(uˆn+1) +Òpˆn = 0 in ‚ ,
uˆn = uin(tn+1) on  in,
2µ‘(uˆn+1)n = 0 on  out,
uˆn = 0 on  wall.
(8.5)
2. Pressure-Poisson projection step:Y_____]_____[
≠·
ﬂ
 pˆn+1 = ≠Ò · uˆn+1 in ‚ ,
·
ﬂ
ˆpˆn+1
ˆn = 0 on  in ﬁ  wall,
pˆn+1 = pn+1out on  out.
(8.6)
The 3D-0D coupling on the outlet boundary condition is treated in a implicit fashion (see [Bertoglio
et al., 2013]). The discretization in space of problems (8.5)-(8.6) is performed via continuous
piecewise a ne finite elements. We denote by V h and Qh the corresponding finite element spaces
for the velocity and the pressure, respectively.
Proper orthogonal decomposition on the reference geometry
A proper orthogonal decomposition (POD) of a numerical solution (that is {uˆnh}Ni=1 and {pˆnh}Nn=1
or, in general, of a given set of data, see [Bergmann et al., 2009; Rathinam and Petzold, 2004] for
instance), consists of finding a set of basis functions (orthogonal w.r.t. a given scalar product) which,
even containing a small number of elements, can represent su ciently well the numerical solution.
This approach, besides reducing the data size without losing relevant information, allows to perform
faster numerical simulations, by restricting the space of the solution to the subspace generated by
the POD basis functions.
Starting from a full CFD simulation on the reference geometry, we computed two POD bases for
velocity and for pressure, denoted by  ˆ = )Ïˆi*Mui=1 and  ˆ = )Âˆi*Mpi=1 respectively.
Note that with Ïˆi : ‚  æ R3 and  ˆi : ‚  æ R, these basis functions are given in terms of their
natural decomposition on the finite element basis of V h and Qh, respectively. Note that in practice
we have Mu π dim(V h) and Mp π dim(Qh). Hence, the main idea of model reduction is to
perform the spatial approximation of (8.5) and (8.6) on the lower dimensional spaces spanned by  ˆ
and  ˆ, respectively.
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For instance, using the velocity POD basis  ˆ, instead of the original finite element basis of V h,
the discrete problem (8.5) can be formulated in terms of the reduced solution
u˜(x, t) =
Muÿ
i=1
–i(t)Ïˆi(x), (8.7)
requiring, at each time step, the solution of a linear system of reduced size Mu ◊Mu.
8.3.2 Reduced order blood flow simulation on individual patients
To obtain the POD basis functions for pressure and velocity on the reference geometry we performed
a full CFD simulation. The key idea of our method is to map these reference basis functions
onto individual patient meshes, in order to obtain reduced bases without the need of full individual
simulations.
The procedure is summarized in Algorithm 6. Firstly, we use the atlas geometry as a reference
domain, introducing geometrical mappings from each 3D-patient mesh onto the atlas geometry (3D-
shape registration, section 8.3.2). Next, we use these mappings to transport the template POD basis
onto each individual domain (section 8.3.2). Finally, this allows us to perform the POD reduction
of the FE formulation for the patient-specific problem (section 8.3.2).
3D-shape registration
The first step towards the construction of individual POD bases is the computation of a map between
the reference and each individual mesh. In particular, let  ˆ and   denote the spatial domain of the
reference and patient geometries, respectively, and let us consider the discretized representations of
 ˆ and  , defined by two tetrahedral meshes Tˆh and Th. We aim to compute a map
A :  ˆæ   (8.8)
which maps Tˆh onto Th preserving the mesh topology. In particular, A defines a one-to-one cor-
respondence between the nodes of the two meshes. In the following, A will be called a 3D-shape
registration.
To construct A, we start from the surface di eomorphism (introduced in section 8.2.2)
„ : ‚S æ S
which maps the atlas surface Sˆ, i.e. the boundary of the reference domain, onto an approximation
of the patient surface S. Since, in the discrete formulation, Sˆ and S are represented by triangular
surface meshes, the di eomorphism „ is a piecewise linear deformation defined on the whole surface.
Let us denote this deformation as a displacement field ds : ˆ ‚ æ R3 such that
ˆ  = ˆ ‚ + ds(ˆ ‚ ) .
The 3D registration A will be defined as an extension of the field ds onto the three-dimensional
domain with a suitable volume deformation field
dv :  ˆæ R3 , (8.9)
compatible with the surface displacement ds on the boundary. In particular, once dv is computed,
we can define the deformation as
A(xˆ) = xˆ+ dv(xˆ) , for xˆ œ  ˆ. (8.10)
There are di erent choices available for the computation of the extension dv. For instance, one
could take the harmonic extension of ds into ‚ . However, since the displacement field dv will be used
to deform the computational mesh, this simple extension could yield poor quality meshes, especially
if the surface deformation is large.
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Instead, we decomposed the boundary deformation ds inK sub-steps and computed the extension
dv, by solving a sequence of harmonic problems, for k = 0, . . . ,K ≠ 1
 dk+1v = 0, in ‚ k
dk+1v =
k + 1
K
ds, on ˆ ‚ k , (8.11)
considering at each step a new computational domain, defined by ‚ k+1 = ‚ k + dk.
This procedure corresponds to a non-linear extension of the surface displacement, obtained by
solving a sequence of linear problems (8.11). In particular, it allows the size of the boundary
deformation imposed at each sub-step to be controlled by the value of K. This iterative approach
could be replaced by other non-linear extensions of the surface displacement, e.g. considering the
volume mesh as a hyperelastic material, which might be more robust in the case of very large
deformations (see a stricking example in Cairncross et al. [2000], p. 382). Notice that each solution
of (8.11) on the reference mesh Tˆh automatically yields a deformation which preserves the topology
of the reference mesh, i.e. such that the nodes of the Tˆh are mapped onto the nodes of the individual
volume mesh Th.
Transporting the reference POD basis
The map constructed in section 8.3.2 provides a coordinate change between reference and individual
domains. This will now be used to compute individual POD bases for pressure and velocity on the
patient geometries, starting from the reference reduced basis.
An individual POD basis for the pressure   can be obtained from the reference POD basis  ˆi
through a coordinate change, namely,
Âi(x) def= Âˆi(xˆ), xˆ = A≠1(x) (8.12)
for all i = 1, . . . ,Mp.
To construct an individual POD basis for the velocity field on a given patient, one has to explicitly
take into account the deformation of the domain, in order to preserve the properties of the vector
field. To do this, we consider the inverse Piola transform of the basis elements of  ˆ, given by
Ïi(x) = P (Ïˆi)(x)
def= 1
J(xˆ)F(xˆ)Ïˆi(xˆ), xˆ = A
≠1(x) (8.13)
for i = 1, . . . ,Mu. Here, F(xˆ) stands for the deformation gradient, i.e., F(xˆ) def= ÒA(xˆ), and
J(xˆ) = detF(xˆ) is the jacobian of F. From the properties of the Piola transform (see, e.g., [Ciarlet,
1988]), we can infer that
J(xˆ)div xÏi(x) = div xˆÏˆi(xˆ). (8.14)
Hence, if the POD basis is divergence free in the reference geometry then the transformed basis has
the same property in the individual geometry. Note that a similar transform was used in Løvgren
et al. [2007] in a di erent context.
Considering the shape registration in the form (8.10), we approximate the gradient
F (xˆ) = I+Òdv(xˆ) , (8.15)
by its L2-projection on the piecewise linear finite element space. In practice, this is done by solving
a linear system associated with the mass matrix, whose entries are given by Mˆij =
s‚  vˆivˆj d‚  , vˆi
and vˆj being basis functions of the finite element space in  ˆ.
Reduced simulation
With a little abuse of notation, let us denote with   = !Ï1| . . . |ÏMu" an individual POD basis in
matrix form, where each column contains a basis element, obtained with the procedure described in
Sections 8.3.2-8.3.2.
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At each time step tn, let us call An and fn the matrix and the right-hand side of the linear
system associated to the finite element approximation of problem (8.5) in the patient geometry. The
reduced model is given by
( TAn ) ÂU =  T fn, (8.16)
where ÂU = {–1 . . .–Mu}T defines the reduced numerical solution (8.7). Analogously, the reduced
system for the pressure-problem (8.6) is built by considering the transported pressure basis   =!
Â1| . . . |ÂMp
".
Algorithm 6 Individual reduced order simulations
1: Given: Individual surface Si and reference POD bases ( ˆ,  ˆ)
2: Compute volume deformation Ai from the surface di eomorphism „i
3: Compute patient-specific deformation gradient Fi
4: Compute POD bases (from (8.13) and (8.12))
5: Assemble FE formulations and reduce the linear systems (e.g., (8.16) for the velocity)
6: return Reduced order solution
8.4 Numerical experiments on the pulmonary artery of repaired ToF
patients
8.4.1 Data Collection
Subjects and Image Preparation A data-set of 17 adults with repaired tetralogy of Fallot was
used in this study. MRI angiography of the heart was acquired with a 1.5T scanner (Signa excite, GE
Medical Systems) with isotropic in-plane resolution 0.703mm◊ 0.703mm and 1mm thick slices.
Image segmentation of the pulmonary artery In order to extract the surfaces of the pulmonary
artery, a user-guided 3D image segmentation tool was applied to delineate the boundaries of the
artery. Using this tool, a small number of control points (less than 100) are added by the user to
define the inside, outside, and border of the region. With these control points as a guide, a 3D
mesh is constructed by an implicit variational surfaces approach. The tool is included within the
CardioViz3D software package available for download1, see [Mansi, 2010] for further details. This
tool was applied to each of the patient images to define the artery for at least 3cm of the inflow
before the bifurcation and at least 2cm of each outflow branch after the bifurcation (see Fig. 8.3).
The variable branch length in the final geometries resulted from the variability of the images used,
so in the case when it was possible to include more than 2cm of the outflow, this was included.
In particular, images with little image information at the outflow branches resulted in a shorter
segmentation.
8.4.2 Statistical shape model of the pulmonary arteries
The obtained meshes were used to compute a centered atlas as a reference for the population (see
Fig. 8.4 and 8.5). The atlas construction pipeline described in Sec. 8.2 requires two parameters to
be set to control the ‘sti ness’ of the non-linear deformations. First, ‡V , the standard deviation of
the LDDMM Gaussian kernel KV , which can be seen as the typical distance of coherence of the
deformation (higher values give more global transformations, such as rigid body transformations).
Second, a parameter ‡W (the standard deviation of the currents Gaussian kernel KW ), that charac-
terizes the resolution of the currents representation, to control how finer deformations are treated as
either noise or shape features. Since we were mainly interested in the regional ToF alterations related
to dilation, valve enlargement, and regional bulging, these parameters were set to ‡W = 30mm,
‡V = 5mm for the atlas. With the algorithm described in Sec. 8.2, an atlas was constructed by 4
1http://www-sop.inria.fr/asclepios/software/CardioViz3D/
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Figure 8.3: Left: 2D slice of one patient with the segmented outline in yellow. Right: 3D rendering
of the same patient with the 3D mesh overlaid (in yellow).
Figure 8.4: The 17 patient meshes (red) and associated atlas mesh (green).
iterations of the alternate minimization (the number of iterations needed to reach the convergence
criteria). This was su cient to give a well-centered geometry in which to apply the atlas refinement
pipeline described in algorithm 8.2.4.
Un-biased validation of the atlas To test how biased the atlas is to the population used to
create it, we performed a leave-one-out validation by creating 17 atlases using 16 patients each.
The resulting atlases are shown overlaid on one another in Fig. 8.6. Though there is a large shape
variability observed in the population, there is little di erence between each of the computed atlases.
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Figure 8.5: Front view (left), side view (center) and top view (right) of the atlas (blue) and the 17
meshes used to create the atlas (wire-frame red). Though there is a wide shape variability in the
population, the atlas is well-centered.
Figure 8.6: Front view (left), side view (center) and top view (right) of the atlas created on all the
patients (blue) and the 17 atlases created on 16 patients (wire-frame red). There is little di erence
between the atlases, even given the high variability of shape in the population, which displays the
un-biased property of the atlas construction step.
8.4.3 Patient-specific full and reduced order CFD simulations
For the full CFD simulations on the individual geometries, rather than the original patient meshes,
we used the geometries obtained by mapping the atlas to each patient via the deformation computed
in the 3D-shape registration step (described in Sec. 8.3.2). Note that this results in a discrepancy
between the original meshes and the atlas-to-patient deformed meshes, since we allow for some
noise in the atlas construction step. However, due to the fact that the atlas is well-centered,
these di erences are small. The simulation approach described in Sec. 8.3 was applied for normal
(functioning valve case) and pathological (regurgitant or absent valve) regimes. The aim was to
investigate how such a reduced approach performs for both hemodynamic conditions. For each
regime, a full simulation was performed on the atlas, extracting a POD basis containing 30 modes.
Then, for each of the individuals, a reduced order simulation was performed with this transported
POD and the hemodynamic boundary conditions of that regime. Subsequently, for both regimes, the
PODs built under rest conditions were tested under exercise conditions. Furthermore, the robustness
of the method was assessed by investigating if the POD constructed for the reference pathological
condition was able to capture other pathological conditions.
To assess the reduced order method, we simulated the flow in the di erent geometries both with
a full FE model and with the reduced POD basis as described in Sec. 8.3. For each simulation, we
monitored four di erent errors in time indicating the global errors in velocity, pressure, outlet flows
through the two branches and the pressure drop between the right ventricle and the two outlets. The
last two are particularly interesting from the clinical point of view, while the first two aid in assessing
the accuracy of the reduced flow simulation:
• Instantaneous L2-norm di erence in velocity and pressure, adimensionalized by the maximum
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L2-norm in time:
Eu =
Îureduced ≠ ufullÎL2
max (ÎufullÎL2)
and Ep =
Îpreduced ≠ pfullÎL2
max (ÎpfullÎL2)
(8.17)
• Instantaneous pressure drop (di erence between averaged over the surface inlet and outlet
pressures), adimensionalized by the maximum value in time:
E p = max
i=1,2
AÎ !pin ≠ piout"reduced ≠ !pin ≠ piout"full Î
max
!
pin ≠ piout
"
full
B
(8.18)
• Instantaneous outlet flow error, adimensionalized by the maximum value in time:
Eq = max
i=1,2
A
Îqiout reduced ≠ qiout fullÎ
max Îqiout fullÎ
B
, with qiout =
⁄
 i
u · n . (8.19)
Renormalizing the error w.r.t. the instantaneous norm actually leads to large and less informative
relative errors when the norms of velocity and pressure are close to zero. It is more relevant from a
practical point of view to have an idea of the error with respect to a fixed meaningful quantity. Thus
the absolute errors are normalized w.r.t a constant factor which allows e.g. to compare the situation
on di erent patients and with di erent boundary conditions, when peak flows and pressures might
di er.
POD validation: simulations on the reference geometry
Figure 8.7: Comparison between full and reduced simulations on the reference geometry for (a)
velocity, (b) pressure, (c) presure drop and (d) outlet flow, following (8.17)-(8.19) and variying the
numbers of POD modes retained for reduced simulations.
As a preliminary validation, we tested the capability of the POD basis to solve the problem on
the reference geometry only (e.g. without transporting the basis), using the inlet flow conditions
depicted in figure 8.8 and the 0D-Windkessel model defined in table 8.1. Figure 8.7 shows the errors
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in time (defined in (8.17)-(8.19)) using POD bases with increasing numbers of modes for the reduced
simulation. We obtained a very satisfactory accuracy with the POD basis (all errors below 1%) using
around 20 - 30 POD modes. In view of these results, all the simulations of this study were performed
with 30 POD modes. Enriching the POD basis might yield a better approximation of the solution
on the reference geometry. However, in our numerical tests, it did not reduce the errors between the
full and reduced individual patient simulations, since in those cases, errors due to the transport on
patient geometries were dominant.
Flow simulations in normal and pathological regimes
First, we used the pre-computed reduced models to simulate the flow in the individual geometries with
di erent flow conditions. In particular, we distinguished between a normal cardiac flow condition, i.e.
with very little backflow as it is the case in the pulmonary artery of a healthy pulmonary valve, and
a pathological flow condition with 30% of backflow during diastole, the average amount of expected
backflow for patients without pulmonary valves [Schwartz et al., 2011].
Note that flow curves were not available for all patients, thus the pathological flow curve corres-
ponds to a single patient measurement, typical of such ToF physiology. The same 0D-Windkessel
model was applied at both outlets, but the parameters were chosen in the simulations to obtain pres-
sure waveforms typical of a normal pulmonary artery and right ventricle (pathological pressure in the
pulmonary artery due to the absence of a valve) respectively (see table 8.1). The inlet flow profiles
and the resulting outlet pressures for the atlas simulations for these two cases are depicted in Fig. 8.8
and 8.9. In particular, one can see the characteristic pressure bump at the end of diastole that is
observed in the pulmonary artery, as in the right ventricle, for the pathological case. Furthermore,
we investigated di erent degrees of pathological conditions, with 15% and 40% of backflow during
diastole (see Fig. 8.9).
Remark 8.4.1 A POD basis transported as in (8.13) and (8.12) is associated to a single patient
mesh, and can be employed to reduce a simulation for this specific geometry. It should be noted that
even though the solution snapshots depend on particular essential boundary conditions, the POD
basis is built from the corresponding set of snapshots with homogeneous essential boundary data,
which are the genuine degrees of freedom of the system. Hence it is possible to run the reduced
model with di erent boundary conditions, such as the inlet velocity in (8.5). It is also possible to
vary other physical parameters, e.g. in (8.4). It is therefore technically possible to use the same
basis for di erent physiological regimes. The accuracy of the reduced model has nevertheless to be
tested in those cases, which is the aim of various tests presented in this paper.
Figure 8.8: Normal boundary conditions: flow rate is prescribed at the inlet (with a mean value of
4.9L ·min≠1) and outlet pressure for the atlas obtained the Winkessel model in Table 8.1. These
outlet pressures change slightly from one geometry to another.
The errors (8.17)-(8.18) for normal flow conditions for the di erent patients are shown in Fig. 8.10.
To provide a better picture of the error variability among patients, mean errors and standard deviations
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Figure 8.9: Left. Inlet flow (mean inlet flow rate of 3.5L ·min≠1) and outlet pressure for the atlas
under pathological boundary conditions. Right pathological inlet flows with di erent backflows. The
prescribed inlet flows with 15% and 40% of backflow respectively present a mean value of 4.3 and
3.1L ·min≠1.
Rp (dyn · s · cm≠5) 40
C (cm5 · dyn≠1) 10≠3
Rd (dyn · s · cm≠5) 300
Rp (dyn · s · cm≠5) 107
C (cm5 · dyn≠1) 0.32
Rd (dyn · s · cm≠5) 308
Table 8.1: RCR Windkessel model values imposed at each outlet for normal (left) and pathological
inlet flow conditions (right).
are reported in Fig. 8.11. The error in velocity varies over time and among patients between 3%
and 42%, with an average curve rising from 7% to 27% and then decreasing slowly down back to
7% (mean over time being 15%). Pressure errors vary over time and among patients from negligible
values to 14%, typically rising quickly to its peak value and decreasing equally fast to very low values
and remaining low for the rest of the cycle. The mean over time is thus 1%. Pressure loss errors
follow similar pattern as the pressure, with a peak over time and among patients at 45%, and an
average among patients and over time of 5%.
Fig. 8.12 shows the errors (8.17)-(8.18) for the di erent patients under pathological flow condi-
tions. The corresponding mean errors and standard deviations are further reported in Fig. 8.13. We
obtained an error in velocity that varies over time and among patients between 10% and 47%, with
an average curve going from 18% to 30% with a double-bump waveform (mean in time being 23%).
Conversely, the errors in pressure vary over time and among patients from negligible values to below
5%, also with a double-bump waveform but with a much lower second peak. The mean over time is
1%. Pressure loss errors follow a four-bump pattern, with a negligible minimum value and a peak of
40% over time and amongst patients, and an average over patients and time of 11%.
Figure 8.14 shows mean errors and standard deviations for the outlet flows (equation (8.19)) for
normal and pathological inlet boundary conditions. In both cases, the mean error over all patients
and over time is close to 2.5%. Notice that as the imposed inlet flows are identical for full and
reduced simulations, evaluating the amount of outlet flows allows to measure indirectly the accuracy
of the reduced calculations regarding the flow split between the two branches.
To better visualize the underlying di erences of the 3D fields, velocity magnitude 3D-cuts of
the full and the reduced simulations are presented for two representative patients under normal and
pathological conditions respectively, at di erent times in the cardiac cycle. In Fig. 8.15, one can
see that the main features of velocity magnitude are well captured in the reduced simulation with
respect to the full simulation for patient 7 under normal conditions. There are larger di erences
during deceleration (2nd row), in coherence with the profile of the L2-error (Fig. 8.10). Fig. 8.16
shows that the main features of velocity magnitude are also well captured in the reduced simulation
with respect to the full simulation for patient 13 under pathological conditions. In accordance with
the L2-errors (Fig. 8.12), that do not vary much in time but peak at the beginning of deceleration, we
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Figure 8.10: Velocity (left), pressure (center) and pressure drop (right) errors (computed according
to equations (8.17)-(8.18)), between the full and the reduced order solutions for the same normal
boundary conditions.
Figure 8.11: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure
(center) and pressure drop (right) errors (computed according to equations (8.17)-(8.18)) between
the full and the reduced order solutions with the same normal boundary conditions.
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Figure 8.12: Velocity (left), pressure (center) and pressure drop (right) errors (computed according
to equations (8.17)-(8.18)) between the full and the reduced order solutions for the same pathological
boundary conditions.
Figure 8.13: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure
(center) and pressure drop (right) errors (computed according to equations (8.17)-(8.18)) between
the full and the reduced order solutions for the same pathological boundary conditions.
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Figure 8.14: Mean (solid line) and standard deviation (dashed line) for outlet flow (computed
according to equation (8.19)) between the full and the reduced order solutions under (left) normal
and (right) pathological boundary conditions.
observe the highest di erence during the beginning of the deceleration (2nd row), although the four
snapshots all show di erences. For both normal and pathological flows, flow jets through the main
pulmonary artery during peak systole, and presents complex structures in the pulmonary arteries at
peak backflow and subsequent diastole.
Simulations during exercise based on the resting conditions POD
The inlet boundary conditions for the reduced simulations (step 5 of Algorithm 6) were modified to
simulate normal and pathological conditions under exercise regimes, increasing heart rate and systolic
flows (Fig. 8.17).
The resulting average flow rates are 7.5L · min≠1 in the normal case and 6.2L · min≠1 with
20% backflow in the pathological case. For the reduced simulations, we used the reference POD
basis computed in normal conditions, thus without performing an additional full computation on
the reference geometry with the new boundary conditions. Fig. 8.18 summarizes the results for the
di erent patients. The error in velocity on average rises from 7% to 30% and then decreases slowly
back to 7%. Pressure errors vary over time on average from negligible values to 7.5%, typically
rising rapidly to its peak value and decreasing equally quickly to very low values and remaining low
for around 60% of the cycle. Pressure loss errors follow similar pattern as the pressure, with a
peak at 25%. Overall, the mean and standard deviation time variations and average are very similar
to the resting conditions. Figure 8.19 displays the results of the exercise reduced simulations for
pathological conditions. As in the normal case, we used the POD basis computed on the atlas under
rest conditions (see Remark 8.4.1). In this case, the error in velocity on average rises from 14% to
32%, then decreasing with a small second bump back to 14%. Pressure errors vary over time from
negligible values to 3%, remaining very low for around 60% of the cycle. Pressure loss errors follow a
four-bump evolution, with a peak at 28%. Overall the mean and standard deviation time variations
are similar to resting conditions, but with less pronounced secondary bumps.
Simulations of di erent pathological conditions based on the reference pathological POD
To further test the robustness of the POD approach, the atlas POD basis computed with 30%
backflow was used as reduced basis for the flow in the di erent patients under other pathological
conditions, considering 15% and 40% of backflow. Mean errors and standard deviation results for
these pathological conditions are respectively shown in Fig. 8.20 and Fig. 8.21. During systole, the
flow conditions are the same for all the pathological conditions, and there is no increase of error during
that period. In fact, pressure losses even decrease for the 40% backflow case. During diastole, the
15% flow reversal case has a decrease in all errors compared to the 30% flow reversal case on which
the POD was constructed. The velocity error decays at the same rate as for normal flow conditions.
The averages over patients and time are 21% for velocity, 1% for pressure and 9% for pressure loss.
8.4. NUMERICAL EXPERIMENTS ON THE PULMONARY ARTERY OF REPAIRED TOF PATIENTS165
Figure 8.15: Full (left) and reduced (right) velocity fields for patient 07 under normal conditions
shown at four instances along the cardiac cycle.
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Figure 8.16: Full (left) and reduced (right) velocity fields for patient 13 under pathological conditions
shown at four instances along the cardiac cycle.
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Figure 8.17: Normal and pathological inlet flows under exercise. Average flow rates are 7.5L ·min≠1
in the normal case and 6.2L ·min≠1 with 20% backflow in the pathological case.
Figure 8.18: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure
(center) and pressure drop (right) errors (computed according to equations (8.17)-(8.18)) between
the full and the reduced order solutions under normal exercise boundary conditions (computed with
the resting condition POD basis).
Figure 8.19: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure
(center) and pressure drop (right) errors between the full and the reduced order solutions under
pathological exercise boundary conditions (computed with the pathological resting conditions POD
basis).
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Figure 8.20: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure (cen-
ter) and pressure drop (right) errors between the full and the reduced order solutions using patho-
logical boundary conditions with 15% of backflow (using original pathological POD bases obtained
with 30% of backflow).
For the higher flow reversal case (40%), there is an increase in errors (especially in velocity) after
peak flow reversal. The velocity error has a second bump as high as the first one, even though in
absolute value peak backflow is not as high as peak forward flow, and similarly for its derivative
(re-acceleration versus deceleration). Pressure errors are, on the other hand, only slightly higher.
The averages over patients and time are 26% for velocity, 1% for pressure and 10% for pressure loss.
Figure 8.21: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure (cen-
ter) and pressure drop (right) errors between the full and the reduced order solutions using patho-
logical boundary conditions with 40% of backflow (using original pathological POD bases obtained
with 30% of backflow).
Simulations of the flow on the original patient meshes
Since there are no experimental data to compare the reduced model results with, the simulations on
the original patient meshes can be considered as the ”ground truth”. It is then natural to wonder what
additional error is introduced by this small geometrical change between the original patient mesh and
the atlas-to-patient deformed mesh (the registered patient mesh), and how it compares to the overall
error, i.e. the di erence between the reduced order solution computed in the sections above, and the
solution on the original patient mesh. Studying these errors in detail would require to interpolate
between 3D meshes of di erent topologies, resulting in a much harder procedure in practice, that can
introduce an artificial additional error. Thus, for a restricted set of patients under normal conditions,
additional simulations were run on the original patient meshes. Integrated quantities such as the
pressure drop and the outflow distribution errors were computed; for such quantities a point-to-point
8.5. DISCUSSION 169
mesh correspondence is not needed. These preliminary results (Table 8.2) show that the error due
to the change of geometry is of the same order of magnitude as the overall error and the reduced
order modeling error extensively studied in the sections above.
Pressure drop Error original vs. full Error original vs. reduced
Patient 7 0.055 0.043
Patient 13 0.051 0.061
Outlet flow Error original vs. full Error original vs. reduced
Patient 7 0.032 0.040
Patient 13 0.020 0.023
Table 8.2: Average errors (instantaneous errors computed according to equations (8.18)-(8.19),
averaged over one cardiac cycle) for the pressure drop and the outflow errors of two patients under
normal conditions. Original corresponds to the full solution on the original patient mesh, full to the
solution on the registered patient mesh, and reduced to the reduced order solution on the registered
patient mesh.
8.5 Discussion
8.5.1 Results of reduced flow simulations
The reduced model framework has been tested with 17 tetralogy of Fallot patients to create the atlas
as a centered reference geometry. Although the pipeline has been designed to simulate reduced-order
blood flow on new patients, in this work we tested the method on the same patients the atlas was
created from. This is justified by the fact that the atlas was shown to be unbiased (see the leave-one-
out validation step of Fig. 8.6), and since the POD basis is computed solely on the atlas geometry,
this should have a minor e ect on the conclusions of the study. From a qualitative point of view,
the numerical tests show that the flow dynamics can be well captured by the reduced model in both
normal and pathological conditions. However, when looking at velocity magnitude maps at specific
times and with their own scales, Fig. 8.15 and 8.16, di erences can be more easily seen.
Normal flow conditions
Let us consider the case of blood flow simulations under normal conditions (Fig. 8.11). In this
situation, the error is lowest for pressure with maximum in general below 10% (Fig. 8.10), and an
average over patients and time of 1%. Higher errors were in general obtained for pressure drop.
The peaks of these errors are located at the beginning of flow deceleration, where flow patterns
appear to be more dependent on the geometry. However, the average over time of the mean error in
pressure drop (Fig. 8.11) is 5% only. Concerning the velocity field, the error norm in time resulted
between 3% and 42%, with relatively high variability among subjects (Fig. 8.10). Despite the high
peaks, velocity errors stay limited for most of the cycle, and the average over time of the mean
curve (Fig. 8.11) is only 15%. In general, note that the error is not proportional to flow, and, as for
the pressure and pressure drop, the maximum error occurs during early deceleration. Moreover, the
error does not decrease to zero when flow does, but it rather decreases when the flow approaches a
steady state, and velocity is lower in the whole domain.
Pathological flow conditions
Next, we studied the performance of the reduced order model for pathological boundary conditions,
employing for individual simulations a mapped POD basis computed with the same conditions on the
reference geometry. In this case, the peak pressure error is twice lower than in the normal case, with
a lower variability between the subjects (lower standard deviation in Fig. 8.13). But the time average
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remains at 1%. Unlike the case of normal conditions, in this situation the average error follows
closely the absolute flow time variation, with the highest bump occurring during high flow (or high
pressure, which in this case is almost in phase with flow, see Fig. 8.9). At the same time, the error
decrease is less evident than in the normal case, and the error increases again in correspondence to
peak flow reversal, which is higher in this pathological condition. In contrast with the pressure field,
the velocity and pressure loss errors under pathological flow conditions are larger (increase on average
from 15% to 23%, and from 5% to 10% respectively), with more variability among subjects on the
magnitude and timing of the error extrema (Fig. 8.10). This suggests that the multiple changes of
direction in the flow accentuate geometrical di erences and lead to more complex velocity patterns,
more sensitive to the individual geometries.
Exercise boundary conditions
Finally, reduced simulation under exercise conditions were performed with the POD generated under
rest conditions. The velocity errors are very comparable on average, with similar time variation
and standard deviation as under rest, for both the normal and pathological conditions. This is quite
remarkable, since flow peak increases by 50% in the normal case and even by 100% in the pathological
case. Concerning pressure, peak errors in normal conditions generally increase, but remain on the
order of 10%, while errors in pressure drop increase slightly. These trends are more pronounced for
the pathological regime, with less e ect of flow reversal compared to the rest condition, coherent
with the fact that there is less backflow under the exercise condition. On average over time however,
pressure and pressure drop errors do not change and thus remain low for both conditions.
8.5.2 Limitations and perspectives
The present study shows that the atlas-based reduced order model is able to capture the main
hemodynamic features of the flow for a reasonable range of boundary conditions (e.g., rest versus
exercise conditions, di erent degrees of pathologies).
In particular, results point out the capability of the reduced order method to approximate the
pressure fields in di erent geometries (the time average errors are 1% for pressure and 5-10% for
pressure losses). In fact, since pressure represents the main component of the fluid force, this feature
could be applied to perform e cient numerical studies of medical device design and stability under
varying flow conditions, considering di erent configurations as deformations of a reference domain.
POD for di erent flow regimes
Nevertheless, the study of di erent inlet boundary conditions underlines the sensitivity of the errors to
the flow regime (average errors, timings of peak errors), suggesting the importance of using a reference
POD basis computed under the same regime (normal or pathological conditions respectively). Within
a regime however, the POD generated for rest boundary conditions yielded satisfactory results also
in the case of exercise conditions. Similarly, a POD generated in a pathological case successfully
simulated other degrees of pathology. The importance of the POD basis flow regime has been
confirmed by further numerical studies (results not shown), which demonstrated that the POD basis
computed with normal boundary conditions does not approximate well the fluid dynamics under
pathological conditions. Moreover, we observed that a POD basis combining snapshots of both
normal and pathological simulations did not yield any gain (nor loss) in the accuracy (results not
shown) of the simulation in the pathological regime.
Relevance of geometry variability
Another important observation concerns the increase of the error among patients for velocity com-
pared to pressure, especially under complex flow conditions. This for now precludes the use of the
method if detailed hemodynamics quantities are sought, such as wall shear stress. In addition, since
complex flow patterns are more sensitive to the domain shape, this suggests that the main contri-
bution to the error comes from the mismatch between the atlas and individual geometries. The
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influence of the variability of the geometry on the approximation properties of the POD basis remains
an open issue. In particular, identifying the geometric parameters at the core of the highest errors
would allow a great advance in the understanding of the flow characteristics and in the construction
of better POD bases. However, identifying those that robustly describe flow disturbances is not an
easy task [Bijari et al., 2012].
A key point is that the reduced order method has been tested with blood flow solutions, for
di erent regimes, always computed on a single geometry. This surely limits the information contained
in the reference POD basis, reducing the ability of the transported POD to capture the full flow
dynamics on di erent geometries. In order to decrease the error, a possible extension of the method
could consider the use of multiple atlas geometries (from di erent populations) and the computation
of di erent POD bases, which could be combined when building the reduced models for the flow
simulations on new patients. Ultimately, we would like to better understand the impact of the
geometric features on the flow. However, to this aim, a larger number of patients is needed in order
to obtain statistically significant results.
Reduced vs. full simulations
As noted earlier, the full CFD simulations on the individual geometries, used for benchmarking
the POD reduced models, were based on the geometries obtained by registering the atlas to each
patient (3D-shape registration, described in Section 8.3.2), i.e. the same geometries used for the
reduced simulations. This results in a discrepancy between the original meshes and the atlas-to-
patient deformed meshes, since we allowed for some noise in the atlas construction step. However,
due to the fact that the atlas is well-centered, these di erences are geometrically small. We kept
separated the error due to the noise in the atlas computation procedure from the error introduced
by the transported model reduction. Addressing the first error in detail would require an additional
interpolation between meshes with di erent topologies. For a restricted set of patients, we have
monitored the pressure drop and flow split errors with respect to the original geometries. These
quantities can be easily compared, even on di erent meshes. The results have shown that the errors
due to the noise in the atlas construction step are of the same order of magnitude as the errors
due to the transported model reduction. Future work should confirm these results on a larger set of
patients and conditions.
In fact, this question raises the more general question of validation. It would be interesting to
compare the error between the reduced and full simulations, and the error between in vivo data and
these CFD simulations [Arzani et al., 2012]. However, with the current measurement technologies,
this remains a very challenging task (this would necessitate e.g. real-time MRI velocity information
or flow rate in di erent locations, pressure measurements recorded at the same time with precision
of 1 mmHg or less). Such comparison might be more easily done with in-vitro data [Kung et al.,
2011a; Pekkan et al., 2009].
As a final remark, we observe that the main focus of the paper was to assess the proposed
atlas-based reduced order modeling in terms of capability to reproduce di erent scenarios (e.g., from
di erent geometries, boundary conditions), without directly discussing the issue of computational
time. It is important to remind that, even when the number of degrees of freedom is drastically
reduced (from about 105 to a few dozen in our case), the nonlinearities may compromise the reduction
of computational time if they are not correctly handled. A number of works have addressed this issue,
see, e.g., [Carlberg et al., 2011; Grepl et al., 2007; Baiges et al., 2012; Wang et al., 2012; Yano et al.,
2012; Grinberg et al., 2009; Grinberg, 2012]. With the current implementation of our method, we
observed a reduction of 20% to 30% of the CPU time with respect to the full order model. There is
therefore still room for improvement, and this will be the topic of future work.
8.6 Conclusion
We presented a model order reduction approach, which combines statistical shape analysis for the
computation of a reference geometry and proper orthogonal decomposition (POD). The reduced
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model framework has been tested with 17 tetralogy of Fallot patients to create the atlas as a
centered reference geometry. Reduced simulations were computed on these same patients. In order
to apply the procedure for the reduced simulation on new patients, the framework requires simply the
surface mapping between the atlas and the new geometry, in order to compute the specific reduced
basis.
Numerical experiments show that the algorithm yields errors that are acceptable for applications
that need to capture pressure and the main velocity features, as, e.g., in the study of medical devices.
However, if velocity field or pressure loss are required with higher precision, more accurate approaches
may be necessary, which take into account the geometric variability at a smaller scale. This is
especially true under pathological conditions. Furthermore, our numerical simulations demonstrate
that the reduced model is robust with respect to changes in boundary conditions, in particular to
simulate exercise conditions from rest simulations, or di erent degrees of pathology.
8.A Currents representation of surfaces
The basic principle of the currents approach is to probe a surface by a set of vector fields in a
space W , subset of the square integrable three-dimensional vector fields. In this way, a surface S is
represented by a current, which maps any vector field Ê in W to the flux of the vector through the
surface:
CS(Ê) =
⁄
S
Ê(x)tn(x)d⁄(x). (8.20)
In (8.20), n(x) is the unit normal of the surface at a point x, and d⁄ is the Lebesgue measure on
the surface. The space W , called the test space, is chosen as the set of convolutions between any
square integrable vector field and a smoothing kernel. Hence, W is a Reproducing Kernel Hilbert
Space (RKHS). In this work we use a Gaussian kernel, which can be defined, for any points (x, y),
as
KW (x, y) = exp
≠Îx≠yÎ2
⁄2
W , (8.21)
where ⁄W is the standard deviation. With this choice for the reproducing kernel, we can then control
a metric in the space of currents that allows the distance between two surfaces to be e ciently
computed, though other choices of kernels are possible. This space also has the important property
that it is the dense span of basis vector fields of the form Ê(x) = KW (x, y)—, for any fixed point
y and fixed vector —. As a consequence, any vector field Ê can be written as an infinite linear
combination of the basis elements KW (x, y)—. We can also define an inner product in W using the
kernel KW with these basis vectors as
ÈKW (., x)–,KW (., y)—ÍW = –tKW (x, y)—. (8.22)
This inner product holds for any vector field Ê(x) = KW (x, y)— in W .
The space of currents is defined as the dual space of W , denoted W ú, representing the vector
space of linear mappings from W to R. Since W is a Reproducing Kernel Hilbert Space, the
evaluation functionals are bounded. From the properties of W (the fact that W is densely spanned
by the vector fields Ê(x), and has an associated inner product) its dual space W ú is densely spanned
by the dual representations of the basis vectors Ê(x), called the Dirac delta currents, defined as:
È”–x ,ÊÍW = ÈKW (x, .)–,ÊÍW = –tÊ(x). (8.23)
Given that W ú is a vector space, we can define the sum of two surfaces (represented by currents)
CS1 and CS2 (obtained from equation (8.20)) as (CS1 + CS2)(Ê) = CS1(Ê) + CS2(Ê). In terms of
the flux, this means that the flux through the sum of two surfaces is the sum of the flux through
each surface. The vector space property of scalar multiplication in this case means that we can scale
a current by simply scaling the Dirac delta currents. We can also define an inner product in W ú as:e
”–x (Ê), ”—y (Ê)
f
W ú
= ÈKW (x, .)–,KW (y, .)—ÍW = –tKW (x, y)—. (8.24)
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A key advantage of the currents representation is that a metric can be defined which does not assume
point correspondences between surfaces. Rather than measuring the distances between points on
the surface, surfaces are compared at an anatomical level. The distance between two surfaces can
then be expressed as the norm of the di erence between the surfaces, which is the distance between
their currents:
Î CS1 ≠ CS2 ÎW ú . (8.25)
8.B LDDMM framework for inter-patient surface registration
The LDDMM framework uses a group of di eomorphisms constructed through the integration of
time-varying velocity fields, determined by the initial velocity at time t = 0 parameterized by moment
vectors, that belong to a RKHS. This yields a di eomorphism „ as well as a di erentiable flow of
the di eomorphism „k for a continuous parameter k within the interval [0, t]. At time k = 0, we
have the identity mapping „0. The mapping at time t gives the desired transformation „t which
we require for the atlas estimation. We can then define the path at any point x as „k(x) that
leads to the final position „t(x). By following the path that passes through the point x, we can
compute easily operations on di eomorphisms, such as the inverse path from point t to 0. Using this
framework, we can minimize the di erence between a deformed surface „t(S1) and another surface
S2, therefore finding the geodesic path from „t(S1) to S2. The deformation „t is estimated by the
minimisation of a weighted sum of two terms: Á(„) = d2(„t(S1, S2)) + ⁄
s Î vt Î2, the first term
is the distance between surfaces (measured in the space of currents), and the second is the energy
of the trajectory in the space of deformations, with ˆ„t(x)/ˆt = vt(x), „0(x) = x. The vt(x) are
time-varying velocity fields parameterised by the initial velocity field v0(x), which belongs to a RKHS
generated by a Gaussian kernel KV (x, y).
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Chapter 9
Combined Learning and Modelling
Approach for Ablation
– This chapter is based on [Cabrera Lozoya, 2015]:
Cabrera Lozoya, R. Radiofrequency ablation planning for cardiac arrhythmia treatment using modeling
and machine learning approaches. PhD thesis, Universite´ Nice Sophia Antipolis, Sept. 2015.
9.1 Introduction
Radio-frequency ablation (RFA) target identification for the treatment of life-threatening cardiac ar-
rhythmias remains an open challenge. The complete elimination through ablation of Local Abnormal
Ventricular Activities (LAVA) has been associated with a superior clinical outcome [Ja¨ıs et al., 2012].
The generation of this abnormal electrical activities have been related to regions with the presence
of surviving myocardial fibres within scar tissue.
Scar topology and tissue heterogeneity can be assessed using non-invasive imaging measures
such as delayed-enhanced magnetic resonance imaging (DE-MRI). In previous works [Cabrera-Lozoya
et al., 2014], we demonstrated the feasibility in the identification of RFA targets using solely DE-
MR image-based features in a machine learning framework while integrating the influence of the
inherent error sources of the complex multi-modal data in the training set. Furthermore, we presented
previously the simulation from DE-MR images of distinguishable healthy and LAVA-like intracardiac
electrograms [Cabrera-Lozoya et al., 2016].
The aim of this work is to develop an enhanced learning scheme using imaging and simulation
data to guide RFA therapy by improving the identification of ablation targets, which are defined by the
presence of LAVA. First, the performance of the classification is assessed when using solely imaging
or simulation data. Then, three di erent approaches merging both data sources are evaluated. The
highest performance was obtained when using a fused-learning algorithm. The results derived from
this study open up possibilities for non-invasive cardiac arrhythmia ablation planning.
9.2 Clinical Data
Five patients referred for cardiac ablation for post-infarction in ventricular tachycardia were included
in this study. The patients underwent cardiac MRI prior to high-density EP contact mapping of the
endocardium.
Electrophysiological Data. The CARTO mapping system (Biosense Webster) enables the 3D loc-
alization of the catheter tip and provides the distribution of EP signals on cardiac surfaces. Contact
mapping was achieved in sinus rhythm on the endocardium (trans-septal approach) with a multi-
spline catheter (PentaRay, Biosense Webster). Signals were categorised as normal or LAVA by an
experienced electrophysiologist.
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Imaging Data. The scar tissue was imaged on a 1.5 Tesla clinical device (Avanto, Siemens Medical
Systems) 15 minutes after the injection of a gadolinium contrast agent. A whole heart image was
acquired using an inversion-recovery prepared, ECG-gated, respiratory-navigated, 3D gradient-echo
pulse sequence with fat-saturation (1.25◊1.25◊2.5mm3). The myocardium was manually segmented
on reformatted images of isotropic voxel size (0.625mm3). Abnormal myocardium (dense scar and
grey zone areas) was segmented using adaptive thresholding of the histogram, with a cut-o  at 35%
of maximal signal intensity. Segmentations were reviewed by an experienced radiologist, with the
option of manual correction.
9.3 Methods
9.3.1 Learning from Image Features
Image based features included intensity and texture features. Intensity features included minimal,
maximal, mean and standard deviation intensity values of voxels contained within the catheter’s
sensing range. Myocardium thickness, scar transmurality and standard deviation over the average
intensity in the region were also considered. Haralick features [Tesar et al., 2007] of the myocardial
tissue neighboring the site of the electro-anatomical point (EAP) projection onto the endocardium
were used to describe the tissue texture within the region of interest. Concatenation of the intensity
and texture features yielded a final image-based feature vector of 475 dimensions which was used for
classification.
We used a random forest [Criminisi et al., 2011] classification framework with a nested cross-
validation scheme [Ruschhaupt et al., 2004] and optimized the classifier for precision performance
using the scikit-learn library [Pedregosa et al., 2011]. Furthermore, we assigned a confidence weighting
value to the samples during the training phase based on their temporal displacement during EGM
recording. This way, image features from EAPs which were less a ected by movement were considered
more reliable for the forest construction.
9.3.2 Learning from Simulated Intracardiac EGM
Imaging data was used to construct a personalized bi-ventricular model, including distributions of
scarred and grey zone regions. The GPU implementation of the Mitchell-Schae er model in the
SOFA public framework was used along with tissue-specific characteristics to simulate cardiac elec-
trophysiology.
A dipole approach was used for unipolar electrogram simulation at locations where clinical re-
cordings were performed, these spatial coordinates were obtained from the CARTO system. Bipolar
electrograms were later computed as the di erence between the unipolar measurements of two con-
secutively placed electrodes.
Feature extraction was performed on the distal-most bipolar simulated EGMs. The feature vector
was composed of eight elements: signal range, number of inflection points, signal energy, dominant
frequency, mean slope, fractionation index and minimum and maximum signal values.
The same random forests classification framework with a nested cross-validation scheme as the
one described for image-based learning was used. Similarly, the classifier was optimized for precision
performance. Nonetheless, no sample weighting due to temporal displacement was included as the
precise locations of the catheter electrodes are known during simulation.
9.3.3 Fused-Learning Schemes
Three fusion schemes were proposed to combine the MR image-based and simulated EGM-based
learning frameworks:
- Maximum Confidence Fusion. Classification results were obtained independently using
image-based or simulated EGM-based features and the confidence in their predictions were
analyzed. The final label assigned to the EAP was that of the learning scheme with the
highest prediction confidence.
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- Image-based, Simulation-Enhanced Fusion. This learning fusion scheme gives greater im-
portance to the classifications performed through image-based learning with temporal displace-
ment weighting. Classification results obtained through simulated EGM-based learning were
used solely in the instances where the image prediction had a confidence level below 0.75. In
this case, the simulated EGM-based prediction was analyzed. If it was in disagreement with that
of the image-based classification and had a higher confidence label, the prediction was modified
to that given by the simulated EGM-based classifier. Else, the image-base classification was
left intact.
- Feature Set Fusion. A new feature set was created using both the image-based and the
simulated EGM-based features that have been described in the previous section. This combined
feature set was fed to the random forest classification framework using temporal displacement
weighting.
9.4 Evaluation Metrics
The results of the classification algorithms were projected onto an endocardial surface mesh to create
confidence maps for potential RF ablation targets. The study in [Ilg et al., 2010] reports an average
endocardial area of 3.5cm2 for RFA lesions. Therefore, the endocardial surface was divided into
regions of area 1.7cm2, two times smaller than the average RFA lesions. Figure 9.1 shows a sample
endocardial surface mesh partition.
EAP were projected to their closest endocardial surface region along with their prediction and
confidence results. Also, a region was considered LAVA if at least one of the EAP projected onto it
was labeled as such. The justification behind this is given by the physical constraints of RFA: the
ablation of a LAVA site will a ect neighboring tissue within the extension of the RFA lesion size,
even if they are considered non-LAVA inducing.
Figure 9.1: (Left) Anterior and (Right) posterior resulting regions for classification result display
after endocardial surface division.
After projection of the classification results onto the regions in the surface mesh and its com-
parison with the ground truth, a confusion matrix was generated and the following statistics were
computed:
- Accuracy represents the fraction of correct predictions. Its formulation is given by ACC =
(TP + TN)/(TP + FP + TN + FN)
- Sensitivity, also known as true positive rate, measures the proportion of positives which are
correctly identified as such. TPR = TP/P = TP/(TP + FN)
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- Specificity, or true negative rate, measures the proportion of negatives which are correctly
identified as such. TNR = TN/N = TN/(FP + TN)
- Precision, or positive predictive value, is intuitively the ability of the classifier not to label as
positive a sample that is negative and is computed as PPV = TP/(TP + FP )
where TP, TN,FP, FN correspond to the true positive, true negative, false positive and false
negative values of the confusion matrix, respectively.
9.5 Results and Discussion
This section presents the results from the previously described learning schemes and ablation target
maps from Patient 1 are used to illustrate the algorithm’s performance. Further statistics on the
classification results are shown in Table 9.1 and Figure 9.7.
9.5.1 Results from Image-based Learning
Classification maps for Patient 1 with their respective confidence values for the LAVA region predic-
tions obtained through MR image-based features are shown in Figure 9.2 for illustrative purposes. As
can be seen from Table 9.1, the algorithm has an overall accuracy of 92.9% across the five patients,
with a LAVA-specificity of 99.4% and a LAVA-precision of 96.4%. This means that when a region
is classified as LAVA, in general, the algorithm is quite confident. Nonetheless, there is a severe
compromise on the LAVA-sensitivity, which has an overall score of 33.2%.
Figure 9.2: Image-based Learning. (Left) LAVA regions from ground truth. (Center) Predicted
LAVA regions with confidence level color-coding. (Right) Prediction errors with confidence level
color-coding.
9.5.2 Results from Simulated EGM-based Learning
Classification maps for Patient 1 with their respective confidence values for the LAVA region predic-
tions obtained through the classification of simulated intracardiac electrograms are shown in Figure
9.3. Although the results for this prediction scheme are slightly lower in terms of LAVA-specificity
(97.8%) and LAVA-precision (89.4%) than those obtained through MR image-based features, they
remain high. The overall accuracy of the algorithm across the five patients is of 94.4%, but more
importantly, the LAVA-sensitivity presents a considerable increase, with a value of 73.2%.
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Figure 9.3: Simulation-based Learning. (Left) LAVA regions from ground truth. (Center) Predicted
LAVA regions with confidence level color-coding. (Right) Prediction errors with confidence level
color-coding.
9.5.3 Results from Maximum Confidence Fusion
Figure 9.4 show the merged results for image and simulation features by selecting the predictions with
the highest confidence for Patient 1. The maximum confidence fusion scheme had overall high scores
across patients. A slight increase in the classification accuracy (95.0%), LAVA-specificity (99.2%)
and LAVA-precision (95.4%) is obtained with respect to the results yielded by the simulation-based
classification. This happens at the expense of LAVA-sensitivity (63.0%). Nevertheless, the value is
still considerably higher than that obtained by image-based classification alone.
Figure 9.4: Maximum Confidence Fusion. (Left) LAVA regions from ground truth. (Center)
Predicted LAVA regions with confidence level color-coding. (Right) Prediction errors with confidence
level color-coding.
9.5.4 Results from Image-based, Simulation-Enhanced Fusion
Results for the confidence maps of Patient 1 are presented in Figure 9.5. Although the accuracy
achieved is the same as with the maximum confidence fusion scheme and there are slightly higher
scores for LAVA-specificity (99.8%) and LAVA-precision (98.8%), there is a drop in LAVA-sensitivity
(57.4%).
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Figure 9.5: Image-based, Simulation-Enhanced. (Left) LAVA regions from ground truth. (Center)
Predicted LAVA regions with confidence level color-coding. (Right) Prediction errors with confidence
level color-coding.
9.5.5 Results from Feature Set Fusion
The graphical results for this fusion scheme on Patient 1 are shown in Figure 9.6. This method ob-
tained both the top accuracy (97.2%) and LAVA-sensitivity (82.4%) scores while yielding high values
for LAVA-specificity (99.2%) and LAVA-precision (95.0%) across the five patients. Therefore, it can
be said that this scheme outperformed the classification frameworks when using solely image-based
or simulation-based features and the two other fusion methodologies.
Figure 9.6: Feature Set Fusion. (Left) LAVA regions from ground truth. (Center) Predicted
LAVA regions with confidence level color-coding. (Right) Prediction errors with confidence level
color-coding.
9.5.6 Classification Results Summary
Table 9.1 and Figure 9.7 summarize the statistics on the results of the di erent classification schemes
across the five patients. Forest construction parameters are detailed in Table 9.2.
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Table 9.1: Classification Statistics On Five Patients
Accuracy Sensitivity Specificity Precision
Image-based P1 94.0 73.3 98.5 91.6
P2 92.6 33.3 100 100
P3 91.8 39.0 99.0 90.0
P4 93.7 11.0 100 100
P5 92.5 10.0 100 100
Mean 92.9 33.2 99.4 96.4
Simulated EGM-based P1 89.2 73.3 92.7 68.7
P2 95.4 66.6 98.0 88.0
P3 92.6 78.0 98.0 90.0
P4 99.2 89.0 100 100
P5 95.7 60.0 100 100
Mean 94.4 73.2 97.8 89.4
Maximum Confidence P1 91.6 66.7 97.1 83.3
Fusion P2 92.6 33.0 100 100
P3 96.7 78.0 99.0 94.0
P4 97.6 67.0 100 100
P5 96.8 70.0 100 100
Mean 95.0 63.0 99.2 95.4
Image-based, P1 95.2 73.3 100 100
Simulation-Enhanced P2 92.6 33.3 100 100
P3 96.2 74.0 99.0 94.0
P4 97.6 67.0 100 100
P5 93.6 40.0 100 100
Mean 95.0 57.4 99.8 98.8
Feature Set Fusion P1 95.2 80.0 98.5 92.3
P2 96.3 66.6 100 100
P3 96.2 87.0 98.0 83.0
P4 99.2 89.0 100 100
P5 98.9 90.0 100 100
Mean 97.2 82.4 99.2 95.0
Figure 9.7: Classification Statistics Summary On Five Patients.
9.5.7 Ground Truth Re-evaluation
For illustrative purposes, misclassified regions in Patient 1 after the fused-learning schemes were
further analyzed. Because most of them correspond to false negatives areas (true LAVA which were
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Table 9.2: Forest Construction Parameters
Method Patient # Trees # Features # Inner Folds
Image-based P1 60 80 5
P2 80 50 5
P3 60 10 5
P4 20 30 5
P5 20 50 5
Simulation-based P1 45 2 5
P2 45 2 5
P3 20 2 5
P4 15 2 5
P5 50 4 5
Feature Set Fusion P1 20 70 5
P2 140 200 5
P3 50 3 5
P4 140 125 5
P5 20 9 5
classified as non-LAVA), we first assess the LAVAness of the CARTO clinical signals in these regions
which were categorized as LAVA by an experienced electrophysiologist. The characteristics these
electrograms were compared to the patient’s feature distributions of LAVA and non-LAVA clinical
signals.
Figure 9.8 shows the mean slope value for these signals. They lie between the 25th and 75th
percentiles values expected for a LAVA signal, dissipating the suspicions of these signals having
non-typical or outlier LAVA signatures.
Figure 9.8: Verifying ground truth
9.5.8 False Positives Evaluation
In Patient 1, from Figure 9.6 it can be seen that one endocardial region was initially misclassified
by the classification algorithm as a false positive and presented a low confidence level (0.65).By
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analyzing the characteristics of the electroanatomical point, it was found that the considered sample
was one where the catheter presented a high degree of temporal displacement. Its normalized weight
was of 0.54, where the weights range from 0.5 for the EAP with the highest degree of movement
and 1 for those with most stable positions. So far, sample weighting has been incorporated into our
learning scheme in the training phase, but not during the testing phase. This exemplifies the need
to consider sample weighting during testing phases of our classification algorithm.
9.6 Conclusion
We presented the use of a machine learning framework using real and synthetic data towards the
prediction of RFA target identification, defined by the presence of LAVA. The real data was obtained
from delayed-enhanced MR imaging while the synthetic was produced using a personalized image-
based model for the simulation of intracardiac electrograms. First, the performance of image-based
versus simulation-based learning algorithms was compared. Next, several fused-learning frameworks
were assessed. The highest performance scores were obtained when both feature sets were merged
into a single dataset, the feature set fusion scheme, yielding a mean 97.2% accuracy and 82.4%
LAVA-sensitivity scores across five patients. Error regions were characterized by containing EAP
with high temporal displacement values. The results derived from this study open up possibilities for
non-invasive cardiac arrhythmia ablation planning.
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