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Resumo
Atualmente, a crescente complexidade das aplicações embutidas tem
demandado metodologias e estratégias que reduzam o impacto desta complexidade
no desenvolvimento de sistemas embutidos. O reuso de componentes de software e
hardware previamente projetados e verificados pode ser considerado um dos principais
pilares das soluções propostas neste sentido. Todavia, este reuso pode não ser suficiente
para determinar como os componentes devem ser integrados para que atendam os
diferentes cenários de aplicação de sistemas embutidos. Alternativamente, padrões
micro-arquiteturais conhecidos como plataformas podem ser utilizados para abstrair
estes detalhes e oferecer ao projetista uma base de projeto que pode ser especializada de
acordo com os requisitos da aplicação. Dentro deste contexto, o presente trabalho propõe
uma estratégia que perfaz a especialização destas plataformas a partir de requisitos ex-
traídos da aplicação. Isto é realizado através da descrição de componentes de hardware e
software segundo as principais premissas da metodologia Projeto de Sistema Orientados
a Aplicação (AOSD). Estas descrições formam uma base de dados sobre a qual uma
ferramenta de inferência e configuração determina quais componentes devem compor
a plataforma de hardware e o suporte operacional de sistemas embutidos orientados à
aplicação. As etapas envolvidas neste processo são apresentadas em estudos de caso
usando o sistema operacional EPOS—um sistema operacional experimental baseado na
metodologia AOSD—e a plataforma de hardware LEON2.
Palavras-chave: Sistemas Embutidos, Projeto de Sistemas Orientados à Aplicação,
Projeto Baseado em Plataformas, Soft-Cores, Engenharia de Software.
Abstract
The growing complexity of embedded applications demands metho-
dologies and strategies that reduce the impact of this complexity in the development
of embedded systems. The reuse of pre-designed and pre-verified components can be
considered one of the main pillars of the solutions that are proposed in this direction.
However, it is not enough to know how the components shall be integrated in order
to support different application scenarios. Alternatively, micro-architectural templates,
namely platforms, can be used to abstract such integration details and provide to the
developer a project basis from which different systems can arise. In this context, the
present work proposes a strategy that performs the specialization of theses platforms by
using requisites that are extracted from the application. This is achieved through the
deployment of the Application-oriented System Design methodology on the description
of hardware and software components in a component database, which, in turn, is
used by a configuration tool that is able to specify which of these components must
be instantiated to properly fulfill the application’s requirements. The several steps
involved in this process are presented in detailed experiments that were made considering
the EPOS system—an experimental AOSD-based operating system— and the LEON2
hardware platform.
Keywords: Embedded Systems, Application-oriented System Design, Platform-based
Design, Soft-Cores, Software Engineering.
Capítulo 1
Introdução
Sistemas embutidos têm se tornado cada vez mais complexos e a busca
por estratégias de projeto que permitam abstrair esta complexidade é tema recorrente de
trabalhos realizados na área. Além do apelo científico, o fato de muitos destes trabalhos
estarem comprometidos com a redução de tempo e esforço despendidos no desenvolvi-
mento, faz com que muitas das estratégias investigadas pela academia estejam também
relacionadas com as barreiras e tendências tecnológicas existentes na indústria. Dentre
estas tendências, o desenvolvimento de sistemas em um único chip a partir de compo-
nentes previamente projetados e validados tem despontado como uma das alternativas de
projeto que permite abstrair a complexidade e aumentar o reuso de componentes na con-
cepção de novos sistemas embutidos. Todavia, conforme detalhado por Bergamaschi [1],
o projeto destes sistemas, também conhecidos como SOCs (do inglês System-on-a-Chip),
consiste de um custoso e complexo processo de engenharia. Mesmo quando há o reuso
de componentes, diversas etapas de refinamento e validação são realizadas ciclicamente
para assegurar que o sistema atenda os requisitos da aplicação para a qual foi projetado.
Diante deste cenário é que o Projeto Baseado em Plataformas [2] ganha sua importância.
Firmando um compromisso entre a complexidade e o custo de desen-
volvimento de sistemas computacionais embutidos, o Projeto Baseado em Plataformas,
ou simplesmente PBD (do inglês Platform-based Design), propõe a utilização de padrões
previamente validados que, a priori, podem ser vistos como bibliotecas de componentes
2com suas respectivas regras de integração. Além de promoverem o reuso de componentes,
estes ‘padrões”, também chamados de plataformas, têm por objetivo esconder do proje-
tista a maneira pela qual os componentes devem ser organizados (ou integrados) para
que suas funcionalidades sejam realizadas em um sistema. Em outras palavras, uma pla-
taforma abstrai os detalhes micro-arquiteturais do sistema e com isto o projetista pode
concentrar-se na especificação das aplicações.
Segundo Vincentelli [3], embora conceitualmente PBD reduza os cus-
tos envolvidos no projeto de um sistema embutido, esta abordagem de projeto ainda im-
põem alguns desafios para o seu sucesso. Um deles, é a própria especificação e implemen-
tação de plataformas cujas arquiteturas sejam (re-)utilizadas em uma gama justificável de
projetos. O outro, consiste em definir metodologias e estratégias que possibilitam gerar, a
partir destas plataformas, sistemas para aplicações específicas. Além da configuração e in-
tegração dos componentes de hardware, uma plataforma de software também deve ter seus
componentes configurados e integrados para que satisfaça juntamente com o hardware os
requisitos da aplicação. Neste ponto está centrada a proposta do presente trabalho: uma
estratégia para a geração de sistemas embutidos a partir de plataformas previamente vali-
dadas usando a metodologia “Projeto de Sistemas Orientados a Aplicação” (AOSD) (do
inglês Application-oriented System Design) [4].
Concebida no escopo de sistemas computacionais dedicados, a metodo-
logia AOSD propõe estratégias para conduzir uma engenharia de domínio no sentido de
identificar e abstrair entidades significativas de diferentes domínios. Para isto, paradig-
mas e mecanismos da engenharia de software são utilizados no projeto e implementação
de componentes, os quais podem ser configurados e integrados para compor o suporte
operacional adequado a diferentes aplicações. Neste trabalho, os mecanismos de infe-
rência e configuração utilizados na composição deste suporte foram adaptados para que
plataformas de hardware sejam também especializadas de acordo com os requisitos das
aplicações. Desta forma, é possível guiar sistematicamente o projetista na seleção e con-
figuração dos componentes que irão compor não só o suporte operacional mas também o
hardware necessário para atender os requisitos de uma dada aplicação. O sistema gerado,
de fato um SOC orientado à aplicação, pode ao final ser instanciado em uma FPGA para
3avaliação e constatação de sua funcionalidade.
1.1 Motivações
Por algum tempo, grande parte das pesquisas relacionadas ao desen-
volvimento de sistemas embutidos baseados em componentes estiveram focadas na parte
que caracteriza o software destes sistemas. Talvez por um paradigma tecnológico, ou pelo
fato dos sistemas comerciais atenderem as necessidades do mercado, a idéia por trás do
desenvolvimento de um sistema embutido era fixar o hardware do sistema—em geral um
microprocessador, memória e periféricos ou então um microcontrolador—e trabalhar en-
cima de seu software. Dependendo da complexidade da aplicação, este software poderia
resumir-se apenas a algumas rotinas de controle em assembly ou C, como também ser
projetado segundo metodologias ou estratégias de desenvolvimento de componentes de
software que, por exemplo, tratam da implementação de drivers de dispositivo, escalona-
dores e, dentre outros elementos, da composição de um sistema operacional a partir de
requisitos extraídos da própria aplicação [5, 6, 4].
Atualmente, diante dos avanços da indústria de semicondutores e das
técnicas de projeto e implementação de hardware, componentes conhecidos como IPs (do
inglês Intellectual Property) têm ganhado um espaço cada vez maior no desenvolvimento
de sistemas embutidos [7, 8, 9]. Mais especificamente no desenvolvimento do hardware
destes sistemas, onde a classe de IPs conhecida como soft-cores 1 tem possibilitado a
composição e rápida prototipagem de complexos sistemas de hardware em dispositivos
conhecidos como PLDs (do inglês Programmable Logic Device); descaracterizando de
certa forma o aspecto pouco “flexível” do hardware.
Além da rápida prototipação, componentes de hardware, quando imple-
mentados na forma de soft-cores, possuem propriedades que os colocam muito mais pró-
ximos da maneira com que componentes de software são utilizados no projeto de sistemas
embutidos do que quando fixos em uma PCB (do inglês Printed Circuit Board). Isto, em
parte, deve-se ao nível de abstração alcançado por linguagens de descrição de hardware,
1Há autores que preferem designar soft-cores como núcleos leves.
4as quais incluem artifícios que permitem implementar componentes com níveis consi-
deráveis de reuso e configurabilidade. A construção Generics de VHDL, por exemplo,
possibilita ao projetista parametrizar um componente de hardware de maneira muito simi-
lar com que um componente de software é parametrizado em C++. A Figura 1.1 mostra
trechos de código nestas duas linguagens nos quais uma entidade em VHDL e uma classe
em C++ têm parametrizado o número de bits que os sinais (ou atributos) devem possuir.
// VHDL
entity Componente is
generic (numero_de_bits : positive);
entrada : in bit_vector (0 to numero_de_bits-1);






typedef unsigned long long bit_vector;
protected:
bit_vector entrada : numero_de_bits;
bit_vector saida : numero_de_bits;
};
Figura 1.1: Parametrização em VHDL e C++.
Estruturalmente, um componente de hardware possui uma interface que
é representada pelos sinais que exterioriza. Fisicamente, estes sinais podem ser vistos
como os pinos de um circuito integrado e, em uma analogia com componentes de soft-
ware, como o conjunto de métodos pelos quais suas funcionalidades são exportadas. Ou-
tro aspecto de sua estrutura é o comportamento, caracterizado em geral por algum tipo
de processamento que o componente realiza. Na prática, o comportamento é implemen-
tado por processos que são desencadeados quando estímulos são aplicados na interface
5do componente. Este processo pode ser comparado à execução dos métodos implementa-
dos por um componente de software. Uma chamada a um método de sua interface pode
desencadear a execução de outras rotinas, as quais podem retornar valores e/ou modificar
os atributos que definem seu estado interno. No hardware, este estado poderia, por exem-
plo, ser representado por um conjunto de registradores e, o retorno de uma rotina, pela
alteração do nível de um sinal em sua interface.
No que se refere à instanciação de componentes de hardware a partir
de soft-cores, também é possível identificar algumas semelhanças com o software. A
figura 1.2 identifica as etapas deste processo em ambos os domínios. Como ilustrado,
após a configuração dos componentes procede-se com a síntese do hardware e, do lado do
software, com a compilação. Os resultados destas etapas são respectivamente uma netlist
e o código-objeto. Salva a exceção de que uma netlist pode ser portável, o conteúdo
destas saídas constituem representações em baixo nível dos componentes que serão na
seqüência mapeados para seus respectivos ambientes de “execução”. O componente de
software passa pela etapa de “linkagem”, na qual são resolvidos endereços necessários
para que o programa gerado seja alocado e processado corretamente a partir da memória.
O componente de hardware, por sua vez, passa pela etapa de place-and-route. Nesta
etapa, o conjunto de conexões e portas definidos por uma netlist são arranjados de acordo
com a tecnologia onde o componente de hardware será fisicamente instanciado. No caso
de FPGAs a saída do place-and-route é um fluxo de bits (i.e. bitstream) que é utilizado
na programação destes dispositivos.
Sobre o projeto de componentes de hardware e de componentes de soft-
ware, a principal diferença é que, no domínio do hardware, fatores como sincronismo e
propagação de sinais exigem uma série de refinamentos até que o componente seja passí-
vel de ser instanciado. Apesar de linguagens de descrição de hardware (e de descrição de
sistemas) viabilizarem a abstração em alto-nível de alguns destes detalhes, a validação de
um componente de hardware não deixa de ser um processo demorado e custoso. Logo,
embora seja possível afirmar que um componente de hardware implementado como soft-
core possui propriedades que permitem-no ser selecionado, configurado e instanciado de










Figura 1.2: Instanciação de componentes de software e hardware.
um grande esforço até que se tenha isto como verdade.
Gupta e Gajski [10, 11] fazem um diagnóstico desta problemática e
enfatizam que o reuso de componentes previamente projetados e validados é fundamen-
tal para abstrair a complexidade envolvida no projeto de sistemas embutidos. Todavia,
mesmo a utilização de soft-cores e FPGAs pode não ser suficiente para reduzir satisfato-
riamente o tempo e o esforço associados no desenvolvimento de um SOC. Dependendo
dos requisitos da aplicação que este SOC deverá suportar, a especificação e validação de
sua arquitetura pode ser caracterizada por um intrincado e custoso processo de engenha-
ria.
Alternativamente, o Projeto Baseado em Plataformas [12, 13] reafirma
a importância do reuso de componentes, porém, a fim de minimizar os contratempos do
7projeto baseado em IPs, esta abordagem também propõe que o desenvolvimento de siste-
mas embutidos seja feito através da especialização de padrões conhecidos como platafor-
mas. Do lado hardware, uma plataforma denominada micro-arquitetura inclui micropro-
cessadores, memória e uma estrutura de comunicação que é utilizada para interconectar
dispositivos adicionais. Sobre esta micro-arquitetura é feita a seleção, configuração e in-
tegração dos componentes de hardware de acordo com os requisitos da aplicação para a
qual o sistema foi projetado. Do lado do software, a plataforma de software, normalmente
a API de um sistema operacional, abstrai as funcionalidades do hardware e provê serviços
para a aplicação.
Neste contexto, diante das semelhanças diagnosticadas entre compo-
nentes de hardware e software, a metodologia Projeto de Sistemas Orientados à Apli-
cação, embora originalmente associada apenas à plataforma de software de um sistema
embutido, teve seus mecanismos de inferência e configuração adaptados para suportar
também a especialização de plataformas de hardware e, portanto, a geração de sistemas
orientados à aplicação. Neste processo, o artefato Mediador de Hardware [4] assume pa-
pel fundamental no mapeamento dos requisitos da aplicação em uma micro-arquitetura.
Em um estudo sobre a portabilidade de sistemas operacionais baseados em componen-
tes [14, 15], foi constatado que a interface software-hardware resultante da instanciação
de mediadores de hardware pode ser vista como uma especificação dos requerimentos da
aplicação para com o hardware. Logo, a associação destes mediadores a soft-cores foi
traduzida na possibilidade de explorar componentes de hardware tal como componentes
de software são originalmente explorados pela metodologia AOSD. O reuso e a confi-
gurabilidade encontradas nos soft-cores são as principais características desta classe de
IPs que motivaram esta exploração. Para cada mediador instanciado, um componente
de hardware de uma micro-arquitetura pré-definida é selecionado, configurado e também
instanciado.
Seguindo estes princípios, tornou-se plausível elaborar uma estratégia
de geração de sistemas orientados à aplicação que tem como sustentação teórico-científica
o Projeto Baseado em Plataformas e a metodologia Projeto de Sistemas Orientados à
Aplicação; contando também com o suporte técnico-financeiro dos projetos EPOS [16]
8e PDSCE [17], ambos executados pelo Laboratório de Integração Software e Hard-
ware (LISHA) da Universidade Federal de Santa Catarina (UFSC).
1.2 Objetivo
O objetivo deste trabalho é elaborar uma estratégia de geração de sis-
temas embutidos segundo a abordagem do Projeto Baseado em Plataformas. Nesta es-
tratégia, a metodologia AOSD é utilizada como sustentação para que componentes de
hardware, implementados na forma de soft-cores, sejam selecionados, configurados e in-
tegrados para atender juntamente com o sistema operacional os requisitos de aplicações
dedicadas. Para uma aplicação codificada a partir de interfaces que especificam os servi-
ços providos pelo sistema operacional, é possível guiar o projetista no processo de seleção
dos componentes de hardware e software que irão compor o sistema a ser gerado.
Para cumprir este objetivo um levantamento do estado-da-arte foi reali-
zado de maneira a contextualizar as premissas de AOSD no que tange a especialização
de plataformas de hardware e software. A fim de avaliar o trabalho proposto e apu-
rar resultados práticos, o sistema operacional EPOS [18]—fruto da proposta original de
AOSD—juntamente com as ferramentas que perfazem sua geração, foi adaptado para
que os soft-cores que compõem a plataforma de hardware LEON2 fossem utilizados na
geração de SOCs prototipáveis em FPGAs.
1.3 Organização do Texto
No próximo capítulo, o Projeto Baseado em Plataformas é descrito com
o objetivo de capturar o contexto no qual o presente trabalho está inserido. Primeiramente,
são identificados os elementos que associam esta abordagem de projeto a sistemas compu-
tacionais embutidos. Na seqüência, estratégias de integração de IPs são relacionadas para
caracterizar o reuso destes componentes em SOCs. Por fim, objetivando exemplificar o
uso prático de PBD, são apresentadas questões relacionadas ao projeto e implementação
de plataformas de hardware e software.
9O Capítulo 3 apresenta a metodologia Projeto de Sistemas Orientados à
Aplicação, tendo como propósito identificar os mecanismos de AOSD que são utilizados
na estratégia de geração proposta neste trabalho. Neste mesmo capítulo, o artefato Me-
diador de Hardware tem sua importância justificada no escopo da metodologia AOSD e
também no domínio de sistemas computacionais embutidos.
No Capítulo 4 a proposta central deste trabalho é apresentada. Primei-
ramente, é feito um correlacionamento das premissas de AOSD com a linguagem de
descrição de componentes que permite sumarizar as características de componentes de
hardware e software em uma base de dados XML. Na seqüência é demonstrado como
esta informação é manipulada para que aplicações implementadas sobre os componentes
descritos dêem origem a sistemas embutidos, mais especificamente, SOCs orientados à
aplicação.
O capítulo seguinte descreve como a estratégia de geração de sistemas
embutidos foi implementada na prática. A validação desta implementação é apresentada
através dos resultados obtidos com estudos de caso nos quais foram gerados SOCs para
um conjunto de aplicações.
Finalmente, no Capítulo 7, são apresentadas a conclusão do trabalho e
a perspectiva sobre trabalhos futuros.
Capítulo 2
Projeto Baseado em Plataformas
Este capítulo tem por objetivo contextualizar o “Projeto Baseado em
Plataformas”. Primeiramente, a partir de uma análise empírica do conceito de platafor-
mas, são identificados os elementos que associam esta abordagem de projeto a sistemas
computacionais embutidos. Na seqüência, estratégias de integração de IPs são relaci-
onadas para caracterizar o reuso destes componentes em SOCs. Por fim, objetivando
exemplificar o uso prático de PBD, são apresentadas questões relacionadas ao projeto e
implementação de plataformas de hardware e software.
2.1 Definindo PBD
É possível afirmar que estratégias de projeto baseadas em plataformas
são comumente utilizadas em nosso cotidiano. Em geral, toda vez que produzimos algo
a partir de um alicerce previamente padronizado e validado, estamos de certa forma pra-
ticando PBD (do inglês Platform-based Design). Na indústria automobilística por exem-
plo, este alicerce pode ser representado pelo chassis de veículos. Ou seja, ainda que au-
tomóveis de uma mesma linha (e.g. Corsa Sedan, Corsa Hat) difiram quanto ao modelo,
motor ou acessórios, eles são geralmente projetados e montados sobre o mesmo chassis.
Com isto, é possível reduzir sensivelmente tempo e custo associados ao projeto de veí-
culos da mesma linha. Esta estratégia, adotada pelo setor automobilístico e por diversos
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outros segmentos da indústria, caracteriza o principal propósito de PBD: o reuso siste-
mático de componentes e decisões de projeto anteriormente validadas através de alicerces
bem definidos que chamamos de plataformas.
Na computação, embora o projeto baseado em plataformas esteja sendo
atualmente promovido a metodologia, é comum identificar ao longo da história situações
que associam o desenvolvimento de sistemas computacionais a esta abordagem de projeto.
O próprio PC segue algumas das premissas básicas de PBD. A família X86, por exemplo,
está “sedimentada” sobre um conjunto de atributos comuns a todos os seus membros—
em geral, um processador, barramento(s) (e.g. ISA, PCI), gerenciador de interrupções e
suporte a dispositivos de entrada e saída (e.g. mouse, teclado, vídeo, etc)— Vistos por
um fabricante, estes atributos especificam um modelo a ser seguido, mas, sob a ótica
de PBD, são componentes abstraídos por uma plataforma que, por sua vez, pode ser
facilmente extendida para atender requisitos específicos de um computador pessoal. A
título de exemplo, PCs utilizados na renderização de imagens são comumente acrescidos
de placas gráfico-aceleradoras que agilizam este trabalho.
Seguindo este raciocínio, Vincentelli [2] define plataforma como uma
camada de abstração a partir da qual um certo número de refinamentos pode ser realizado
de forma a especializá-la para uma aplicação. Estes refinamentos são caracterizados tanto
pelo grau de parametrização e configuração da plataforma, como também pela sua flexi-
bilidade em agregar novos componentes. A especialização de uma plataforma é também
conhecida como projeto derivativo (do inglês derivative design), e foca essencialmente a
co-verificação do sistema [19], ou seja, a constatação de que os componentes e a plata-
forma escolhida “acomodaram” adequadamente o sistema projetado, atendendo assim os
requisitos da aplicação que o mesmo deve suportar. Para o caso de um automóvel fabri-
cado a partir de um chassis já consolidado, a co-verificação consiste em assegurar que a
estabilidade e a dirigibilidade estão dentro dos níveis especificados para o novo veículo.
Para um PC utilizado na renderização de imagens, benchmarks poderiam ser usados para
averiguar se o desempenho alcançado com uma ou outra placa gráfico-aceleradora ficou
dentro do esperado.
Como ilustrado na figura 2.1, a especialização de plataformas pode dar
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origem a componentes que serão abstraídos (ou integrados) por uma outra plataforma,
a qual representa um nível de abstração superior no fluxo de projeto do sistema. No
âmbito de sistemas computacionais embutidos, o alicerce de projeto a ser explorado no
desenvolvimento de um novo sistema é em geral constituído por duas plataformas. Do
lado do hardware, uma plataforma denominada micro-arquitetura constitui a estrutura
básica de componentes que é utilizada para implementar as funcionalidades que definirão
a arquitetura do sistema [13]. Estas funcionalidades são abstraídas por uma camada de
software—normalmente um sistema operacional—e então providas através de uma inter-
face de alto-nível que é comumente referenciada como a API de software do sistema.
No contexto de PBD, esta API (do inglês Application Programming Interface) constitui
a plataforma de software a partir da qual o programa de aplicação é implementado. Por
meio desta, torna-se possível re-utilizar o código da aplicação quando a arquitetura do








Figura 2.1: Especialização de plataformas.
A conjunção de uma arquitetura de hardware com os serviços da API
que a abstrai constitui a plataforma do sistema. Como ilustrado na Figura 2.2 a concep-
ção desta plataforma pode ser vista como um processo de “afunilamento” no qual duas
macro-etapas de refinamento são realizadas: a exploração do domínio arquitetural e a es-
pecificação da API de software. A exploração do domínio arquitetural consiste em avaliar
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dentre um campo de possibilidades uma micro-arquitetura e, por conseguinte, a respectiva
especialização desta micro-arquitetura que atenda os requisitos da aplicação para qual o
sistema está sendo projetado. A especificação da API de software, por sua vez, objetiva
identificar um sistema operacional que abstraia a arquitetura de hardware e, por conse-














Figura 2.2: A plataforma de sistema. [2]
O (re-)uso de componentes de hardware e software previamente pro-
jetados e validados é fundamental para a geração de sistemas embutidos segundo PBD.
Tanto a plataforma arquitetural como o sistema operacional que implementa a API de
software podem incluir novos componentes a fim de que o domínio de aplicações coberto
por estas seja ampliado. Para que isto seja possível, estes componentes devem seguir al-
guns padrões que comumente são ditados pelas próprias plataformas. O emprego de um
novo componente de hardware na especialização de uma micro-arquitetura, por exemplo,
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será viável somente se o padrão de interface seguido pelo mesmo for equivalente ao ado-
tado pela plataforma e, conseqüentemente, pelos demais componentes. Adicionalmente,
modelos de custo podem ser usados com o propósito de atribuir aos componentes—e
também às próprias plataformas—valores que os quantifiquem em relação diferentes re-
quisitos e/ou métricas de projeto. A partir destes modelos, e dependendo da granularidade
dos componentes, é possível obter estimativas sobre o tamanho, performance, potência e
outros fatores que impactam diretamente no sistema gerado. Em [20], Liu apresenta um
modelo para estimar estaticamente, isto é, sem simulações, o consumo de energia de sis-
temas baseados em IPs.
Embora o uso de plataformas possa limitar a gama de aplicações que
podem ser desenvolvidas sobre as mesmas, os níveis de flexibilidade e produtividade pas-
síveis de serem alcançados justificam seu mérito. A seleção e configuração de plataformas
e componentes podem ser sistematicamente automatizadas com o auxílio de ferramentas
que perfazem a análise dos requisitos da aplicação e os traduzem em um conjunto regras
que definirão a arquitetura do sistema. Logo, como a maior parte das decisões de projeto
está implícita em plataformas e componentes já validados, o desenvolvimento fica prati-
camente centrado na aplicação e na subseqüente co-verificação do sistema gerado. Neste
sentido, é possível afirmar que o projeto baseado em plataformas abre precedentes para o
surgimento de estratégias que guiam o projetista na composição e geração automática de
sistemas computacionais embutidos.
2.2 Projeto de SoCs Baseados em Plataformas
A abstração de complexidade é essêncial para que a tecnologia dos
SOCs seja explorada eficientemente. Isto em parte pode ser alcançado através do reuso de
componentes [21], porém a integração destes em um único chip impõe novos desafios ao
projeto de sistemas embutidos. A simples escolha de quais componentes devem compor
um sistema não é suficiente para definir sua arquitetura e a forma com que serão tratadas
questões relacionadas à performance, potência, propagação de sinais no hardware, etc.
Seguindo a proposta de PBD esta problemática pode ser sensivelmente reduzida, uma
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vez que muitos dos detalhes de projeto e implementação estão condicionados à arquite-
tura de uma plataforma pré-definida. Todavia, a escolha dos componentes de um SOC é
merecedora de um certo cuidado por parte do projetista. Atualmente, o termo IP tem sido
amplamente utilizado para designar componentes previamente projetados e verificados
que podem ser empregados em diversos sistemas computacionais mas, a inexistência de
um padrão único de interconexão de IPs influi diretamente na reusabilidade destes com-
ponentes no projeto de SOCs. A inclusão (ou integração) de um IP a uma plataforma
somente é possível se este for compatível com o padrão seguido pela plataforma ou se o
mesmo for adaptado para que esta compatibilidade seja alcançada. Neste sentido, pode-
mos resumir a integração de IPs a três estratégias distintas [22], as quais são descritas a
seguir:
Integração baseada em padrões
Esta estratégia considera o uso de IPs cujas interfaces seguem um
mesmo padrão. Com isto a integração é em tese realizada sem qualquer alteração na
estrutura dos IPs. Do lado do software, podemos considerar componentes cujas inter-
faces, ou seguem padrões de especificação tais como POSIX [23], ou estão de acordo
com a modelagem de um framework onde foram originalmente concebidas. No que se re-
fere ao hardware, a padronização da interface de um componente não implica somente na
assinatura de métodos ou, mais especificamente, nos sinais exteriorizados por este com-
ponente. Através deste conjunto de sinais um protocolo de comunicação é intrinsicamente
implementado. Conseqüentemente, a integração de vários componentes de hardware que
seguem um mesmo padrão de interface requer em geral a geração da “lógica de cola”
(i.e. glue-logic) que implementa o canal (ou canais) de comunicação entre os componen-
tes (Figura 2.3).
A padronização das interfaces de componentes de hardware é realizada
segundo dois “modelos” distintos de lógica de cola. O primeiro deles é caracterizado
por barramentos, cabendo destacar como exemplos os padrões AMBA [24], CoreCon-






Figura 2.3: Integração de IPs com interfaces padronizadas.
dade de ainda serem necessários adaptadores de barramentos simplificados e também pela
depreciação da performance quando um único barramento é utilizado no sistema sem que
haja discriminação dos dispositivos de alta ou baixa latência. Neste caso, além de otimi-
zações de acesso e de uso do barramento (e.g. burst transfers), barramentos secundários
podem ser implementados para tratar os dispositivos com diferentes latências.
O segundo modelo de lógica de cola é baseado na implementação de re-
des intra-chip [27, 28], nas quais cada IP possui uma interface não-dependente de barra-
mento que agrega somente as funcionalidades de comunicação necessária à sua integração
com os demais componentes. Também conhecidas como NOCs (do inglês Network-on-
a-Chip), estas redes possibilitam que um IP se comunique com outros IPs sem que haja
a interferência de árbitros de barramentos. Os padrões VCI [29] e OCP [30] podem ser
citados como os de maior expressivade no projeto de NOCs.
Adaptação de interface.
Também conhecida como síntese de comunicação, esta estratégia é ca-
racterizada pelo emprego de construções conhecidas como wrappers, as quais viabilizam
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a integração de IPs cujas interfaces seguem especificações distintas. O padrão de projeto
conhecido como adaptador [31, 32] pode ser visto como uma definição clássica desta
forma de integração, sobretudo no âmbito de componentes de software. No domínio do
hardware, embora existam trabalhos que propõe o uso de padrões de projeto aos moldes
de como estes são empregados no desenvolvimento de software [33], um wrapper cons-
titui em geral um elemento de hardware que é fisicamente inserido entre um componente
e um ponto de conexão da NOC ou barramento do sistema, realizando assim as adapta-
ções dos sinais e do protocolo de comunicação. Um wrapper CoreConnect-AMBA, por
exemplo, viabiliza a integração de IPs projetados segundo o padrão CoreConnect em um









Figura 2.4: Integração de IPs usando wrappers.
Conceitualmente, esta estratégia é adequada para quando os componen-
tes a serem integrados são firm-cores ou hard-cores, uma vez que a alteração de suas
interfaces são complexas ou inviáveis. Por outro lado, nada impede que esta estraté-
gia seja também utilizada para integrar soft-cores. De fato, quando um componente não
implementa de maneira eficiente a separação de responsabilidades entre a interface e as
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construções que definem seu comportamento, o esforço necessário para alterá-lo pode
ser maior do que o exigido para integrá-lo através de um wrapper. Isto é comumente
observado em descrições de componentes de hardware em nível RTL (do inglês Register-
transfer Level).
Especialização de IPs
Integrar componentes através de especializações pressupõe que os IPs
sejam soft-cores projetados e implementados segundo alguma estratégia de modelagem;
em geral, mecanismos e paradigmas já consagrados pela comunidade de software e que
agora vêm sendo extendidos para o projeto de hardware em um esforço de explorar, neste
domínio, as potencialidades alcançadas com componentes de software. Apesar de lingua-
gens como VHDL [34] possibilitarem níveis consideráveis de reuso e configurabilidade,
muito deste esforço está focado especificamente em trazer para o domínio do hardware o
paradigma de Orientação a Objetos [35, 36]. Com isto, a integração de um IP poderia ser
feita, por exemplo, através da especialização de uma super-classe em uma sub-classe que
realiza a interface compatível com a da plataforma onde o componente será incluído.
Não obstante, o uso do paradigma de orientação a objetos na modela-
gem do hardware tem se tornado uma realidade somente no contexto do projeto em nível
de sistema onde, o advento de linguagens de descrição de sistema como SYSTEMC [37],
tem consolidado a possibilidade de abstrair componentes de hardware em uma abordagem
de alto-nível. Porém, grande é o esforço para mapear um componente descrito em nível de
sistema para a sua respectiva representação RTL e com isto viabilizar sua síntese. Como
enfatizado por Martin [38], mesmo com o suporte de compiladores e ferramentas cada
vez mais eficientes, é justamente o uso conjunto e racional de linguagens de descrição de
sistema e de linguagens de descrição de hardware que atribui ao projeto um menor risco
de fracasso.
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2.2.1 Plataformas de Hardware
Em geral, as plataformas de hardware existentes para sistema embuti-
dos incluem microprocessadores, memória e uma estrutura de comunicação que é utili-
zada para interconectar componentes adicionais. Dependendo do domínio de aplicações
em que serão empregadas é possível projetar plataformas que incluem recursos que possi-
bilitam ao projetista atender de maneira pontual os requisitos de sistemas implementados
sobre as mesmas. A plaforma Nexperia [39] da Philips caracteriza um bom exemplo de
micro-arquitetura que foi projetada para atender um domínio específico de aplicações, no
caso, o de sistemas multimídia. Para isto, inclui um micro-processador TriMedia [40]
e uma série de outros dispositivos dedicados à codificação de decodificação de áudio e
vídeo digitais.
Diversos SOCs têm sido criados a partir de especializações da Nexperia,
dentre os quais cabe citar o PNX8500 [41], utilizado em terminais de acesso de TV Digi-
tal (i.e. set-top-boxes), e os da série PNX78XX, unidades centrais de gravadores de CDs e
DVDs. Todavia, como investigado por Goering [42] o desenvolvimento desta plataforma,
bem como a concretização de sua primeira especialização, não foram triviais. Durante um
período de três anos foi necessário o envolvimento de 300 (trezentos) engenheiros para
que a Nexperia e o PNX8500 fossem concluídos. Tal experiência corrobora a realidade
de que os principais desafios de PBD são a especificação e implementação de plataformas
que possam ser (re-)utilizadas em uma gama justificável de projetos e também a carência
de estratégias para especializá-las em curtos espaços de tempo [3].
O uso de PLDs constitui umas das principais alternativas para flexi-
bilizar a geração de SOCs. Em uma micro-arquitetura estes dispositivos são utilizados
para instanciar componentes de hardware que não foram originalmente incluídos nesta
plataforma. Implementados como soft-cores ou firm-cores, estes componentes consti-
tuem portanto uma forma de ampliar o domínio de aplicações coberto pelo conjunto de
sistemas gerados a partir de uma micro-arquitetura. Exemplificando, a possibilidade de
instanciar um decodificador MP3 em um SOC nos permite afirmar que este cobre um
nicho específico de aplicações de áudio. É claro que esta funcionalidade também poderia
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ser realizada em software, mas isto exigiria uma capacidade de processamento que, tal
como o decodificador, pode não ter sido incluída na plataforma originalmente.
Algumas plataformas podem ser inteiramente implementadas sobre
uma PLD. Dentro do que Schirrmeister classifica como totalmente programáveis [43],
estas plataformas consideram em geral FPGAs como a tecnologia final para a instancia-
ção do sistema. Um exemplo são as VIRTEXII-PRO da Xilinx [44], as quais combinam
lógica programável a um micro-processador IBM PowerPC fixo (i.e. hard-wired). Sobre
estas plataformas projetistas integram diferentes IPs de maneira a compor o sistema al-
mejado. Ferramentas conhecidas como Construtores de SOCs (i.e. SoC Builders) podem
ser utilizadas para automatizar a geração da lógica de cola necessária para interconexão
dos componentes que, normalmente, devem seguir um mesmo padrão de interface. As
outras classes de plataformas de hardware indentificadas por Schirrmeister são:
• Plataformas de aplicação completa: as plataformas desta classe são otimizadas
para domínios específicos de aplicações e podem ser entregues aos projetistas já
com algum suporte para o desenvolvimento de sistemas sobre as mesmas. Um
exemplo é a própria Nexperia da Philips, a qual possui um kit de desenvolvimento
com compiladores, sistema operacional, exemplos e documentação para o desen-
volvimento de software;
• Plataformas baseadas em processador: são plataformas que incluem um ou mais
micro-processadores específicos e focam justamente a execução do software de
sistema sobre os mesmos. Um exemplo desta classe de plataformas é o micro-
processador Xtensa6 da empresa Tensilica [45]. Além de poder ser conectado a
outros componentes de hardware, o Xtensa pode ter seu conjunto de instruções oti-
mizado de acordo com o domínio de aplicações onde será empregado;
• Plataformas baseadas em comunicação: as plataformas desta classe provêm ao
projetista uma estrutura de comunicação na qual diferentes componentes são co-
nectados para compor um sistema para uma aplicação. A matriz de interconexão
SiliconBackplane III da Sonics caracteriza um bom exemplo de plataforma baseada
21
em comunicação [46]. Além de sua estrutura central de comunicação, esta plata-
forma inclui adapatadores de IPs denominados agentes configuráveis que agilizam
agilizam trabalho de integração dos componentes.
Evidentemente, algumas plataformas podem ser enquadradas em mais
de uma das classes apresentadas. Micro-arquiteturas desenvolvidas inteiramente a partir
de soft-cores cujas especializações são instanciáveis em FPGAs podem ser implemen-
tadas em torno de um ou mais processadores e ainda contarem com uma estrutura de
comunicação que permite integrar componentes para que diferentes domínios de aplica-
ções sejam cobertos pela plataforma. Dentre estas, cabe destacar as micro-arquiteturas
LEON2 [47] e OPENRISC [48] que, embora sejam constantemente designadas como
SOCs, são de fato plataformas a partir das quais diferentes sistemas podem ser gera-
dos. A seguir estas duas micro-arquiteturas são apresentadas para enfatizar o emprego de
soft-cores em plataformas de hardware.
OpenRisc
A micro-arquitetura OPENRISC é mantida pelo grupo OpenCores, uma
iniciativa da comunidade de hardware para o desenvolvimento de soft-cores de domínio
público. O objetivo é obter uma plataforma que seja facilmente extendida com novos
componentes de hardware e assim versátil o suficiente para suportar diferentes domínios
de aplicações. Também conhecida como OR1K, esta plataforma inclui um processa-
dor RISC de 32 bits com pipeline de 5 estágios, cache de dados e instruções, suporte
a memória virtual e algumas funções básicas de DSP. A Figura 2.5 ilustra o diagrama
de componentes desta micro-arquitetura. Além do micro-processador e de uma MMU, a
OR1K também inclui um controlador de interrupções programável (PIC), uma unidade
de depuração (DBG), um contador de tempo (TIMER) e uma unidade avançada de geren-
ciamento de energia (PM). Com a exceção do contador de tempo estes outros dispositivos
possuem interfaces externas para que suas funcionalidades sejam realizadas em conjunto
com outros componentes. A PM I/F é usada para o gerenciamento do consumo de ener-
gia dos periféricos; a DB I/G tem a ela conectados dispositivos que exteriorizam dados
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Figura 2.5: Micro-arquitetura OpenRisc
A inclusão de novos componentes à OR1K respeita o padrão de inter-
face WISHBONE e pode ser através das interfaces WB I, as quais mapeiam em memória
os dispositivos. No entanto, mesmo o fato de seguir um padrão ainda não atribuiu a
esta micro-arquitetura a versatilidade esperada por seus projetista. Embora existam inú-
meros desenvolvedores trabalhando em aprimoramentos e novos componentes, o próprio
caráter público do projeto talvez seja o maior entrave para a rápida especialização desta
micro-arquitetura e também para a instanciação do sistema gerado. Não existe um grande
cuidado com a organização e manutenção do código-fonte, sendo necessário muitas ve-
zes intervenções do desenvolvedor para garantir primeiramente a síntese e posteriormente
o funcionamento do sistema. Outro problema é que a linguagem na qual a plataforma
está implementada não facilita a modularidade e configuração de componentes. Em VE-
RILOG não há o conceito de pacotes, não existem diretivas para a configuração e re-
plicação de estruturas e o recurso de parametrização é muito pobre, sendo necessário




Esta micro-arquitetura foi originalmente projetada em 1997 por Jiri
Gaisler em um projeto de código aberto da Agência Espacial Européia (ESA). O prin-
cipal objetivo, desenvolver um processador de alta-performance para uso em sistemas
aero-espaciais que primasse pela compatibilidade de software, baixo custo e, sobretudo,
a tolerância a falhas [7]. Para permitir a rápida prototipação e o porte para diferentes
tecnologias, a micro-arquitetura LEON2 foi implementada inteiramente a partir de soft-
cores, o que lhe atribui adicionalmente grande flexibilidade na configuração. Além de
seus componentes possuirem propriedades que são ajustáveis de acordo com as decisões
do projetista, a parametrização da lógica de cola usada para integrá-los também permite
especificar quais deles serão instanciados no sistema.
A Figura 2.6 ilustra a micro-arquitetura LEON2. A plataforma conta
com um micro-processador SPARCV8 e, conectados diretamente a este, há uma
MMU; uma interface para unidades de ponto flutuante (FPU); uma interface para co-
processadores (CP); e uma memória local que é usada para extender sua cache. A ló-
gica de cola utilizada para interconexão de dispositivos periféricos é baseada no padrão
de barramento AMBA. Originalmente, estes periféricos incluem um bloco de memória
intra-chip de tamanho configurável; uma ponte PCI; uma interface de rede (NIC); e uma
unidade de depuração através da qual é possível realizar a execução passo-a-passo de
programas e inspecionar o conteúdo da memória e registradores. Os demais periféricos
da LEON2 são contadores de tempo, interfaces seriais (UART), portas de I/O e o contro-
lador de interrupções (IC); estão conectados ao barramento APB que, ao contrário do
barramento AHB, é utilizado para a conexão de dispositivos de alta latência.
Comparada à micro-arquitetura OPENRISC, a LEON2 oferece níveis
muito superiores de configurabilidade. Além de estar sob os cuidados de uma instituição
privada que a disponibiliza também em versões comerciais, os recursos da linguagem

































Figura 2.6: Micro-arquitetura Leon2
explorados. Adicionalmente, em um esforço para garantir sua portabilidade, a plataforma
inclui implementações de blocos memória genéricos que facilitam a sua instanciação de
suas especializações em diferentes tecnologias de FPGAs.
2.2.2 Plataformas de Software
Conceitualmente a plataforma de software de um sistema embutido é
exteriorizada por uma API pela qual uma ou mais aplicações podem explorar de forma
organizada os recursos providos pelo hardware. Esta API é realizada em geral por um
sistema operacional e portanto abstrai não só detalhes do hardware mas também as pró-
prias funcionalidades providas pelo sistema operacional. Espera-se que uma aplicação
desenvolvida a partir desta API seja executada sem qualquer modificação em todas as
plataformas de hardware suportadas pelo sistema operacional que a realiza. Isto torna
portabilidade fator determinante no desenvolvimento de sistemas operacionais.
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Estratégias de portabilidade estão tradicionalmente concentradas em
dois flancos: Máquinas Virtuais (VM) e Camadas de Abstração de Hardware (HAL).
Sobre máquinas virtuais, cabe ressaltar que o sistema operacional se estende do hardware
à aplicação [49] e, portanto, uma máquina virtual constitui de fato a porção de software do
sistema operacional que é dependente do hardware, ao passo que promove a portabilidade
dos componentes sobre ela implementados. A principal deficiência deste mecanismo é o
overhead gerado nas operação de tradução de código intermediário para código nativo.
Ainda sim, sistemas como o JAVAOS [50] têm promovido a Máquina Virtual Java (JVM)
como um atraente mecanismo de portabilidade, mas não diferente de qualquer outro sis-
tema baseado em máquinas virtuais, a JVM deve ser re-implementada para cada nova
plataforma de hardware.
Camadas de abstração de hardware, por sua vez, constituem um subs-
trato dependente de arquitetura que encapsula detalhes específicos da plataforma e dispo-
nibiliza para o sistema operacional, através de uma interface comum, os recursos imple-
mentados pela plataforma de hardware. Ainda que não gere o overhead característico das
máquinas virtuais, uma HAL pode incluir dependências arquiteturais que podem depre-
ciar a portabilidade do sistema operacional. Um exemplo clássico de tais dependências
é encontrada no gerente de memória de sistemas UNIX [51]. A chamada de sistema brk,
usada no re-dimensionamento da área de dados de um processo, parte sempre do princí-
pio de que um modelo paginado de memória está em uso e, em função disto, de que a
plataforma de hardware dispõe de uma MMU (do inglês Memory Management Unit). Isto
compromete diretamente o porte destes sistemas para plataformas que não dispõem deste
componente de hardware e o modelo paginado não é necessário.
O sistema UCLINUX [52] caracteriza um exemplo de sistema operaci-
onal embutido cuja portabilidade está fundamentada em uma HAL. Além de constituir
uma camada monolítica de software, a HAL deste sistema está comprometida em su-
portar funcionalidades que foram herdadas do sistema operacional LINUX. Dentre estas,
a abstração de um sistema arquivos impacta não só no tamanho do sistema operacional
gerado mas também em toda a infraestrutura de inicialização do sistema e carga das apli-
cações.
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Como evidenciado por Neville [53] a problemática de HALs e VMs
é ainda maior quando as arquiteturas de hardware a serem abstraídas são baseadas em
SOCs. A diversidade de dispositivos existentes nestas plataformas o fez concluir que as
técnicas tradicionais de especificação de interfaces software-hardware estão muito aquém
do almejado “plug-and-play”. Tal afirmação ganha mais força quando o hardware a ser
abstraído é instanciado em dispositivos de lógica programável como as FPGAs. Com
estes dispositivos é possível modificar a arquitetura do hardware em um curto espaços de
tempo [54], dificultando assim ainda mais a portabilidade dos componentes do sistema
operacional e, conseqüentemente, da aplicação implementada sobre este.
Componentes de software constituem a saída adotada por muitos pro-
jetistas para não só minimizar os contratempos das tradicionais estratégias portabilidade
mas também para viabilizar a composição de sistemas operacionais que incluam apenas
os serviços requisitados por uma aplicação. Todavia, uma vez que o projeto destes com-
ponentes não esteja apoiado na engenharia de software e/ou em metodologias específicas
de desenvolvimento, a manutenção do sistema e sua própria utilização podem ser com-
prometidas.
O sistema ECOS [55] da RedHat possibilita a seleção das abstrações
que devem integrar o sistema operacional. Todavia, seus componentes não são modelados
segundo qualquer paradigma ou metodologia da engenharia de software e os diferentes
aspectos de cenário nos quais podem ser utilizados não são fatorados. Conseqüentemente,
o número de componentes que implementam as abstrações do sistema operacional pode
ser tão grande quando o número de cenários de aplicação em que estes podem ser utiliza-
dos. Isto dificulta a seleção dos componentes uma vez que o sistema ECOS não possui um
mecanismo de inferência de componentes que possibilite extrair do código-fonte da apli-
cação informações que guiem o projetista na seleção dos componentes do sistema. Outra
conseqüencia direta de sua modelagem esta realacionada à interface software-hardware.
Tal como o UCLINUX, este sistema tem sua portabilidade fundamentada em uma HAL,
a qual embora seja baseada em componentes de software, não é gerada de acordo com
os requisitos da aplicação, podendo assim agregar código desnecessário ao sistema. A
título de exemplo, o sistema ECOS tem como certa a existência de uma UART em SOCs
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gerados a partir da micro-arquitetura LEON2.
Alternativamente, metodologias que promovem a engenharia de domí-
nio no projeto de componentes de software têm sido empregradas no desenvolvimento de
sistemas operacionais [56, 57]. A metodologia Projeto de Sistemas Orientados à Aplica-
ção (AOSD) combina princípios de Programação Orientada a Objetos (POO) [58] com
Programação Orientada a Aspectos (POA) [59] e Metaprogramação Estática (MPE) [60]
para guiar o desenvolvimento de componentes de software adaptáveis a diferentes cená-
rios de aplicação. Um sistema operacional projetado segundo as premissas de AOSD
oferece ao projetista famílias de abstrações cujos membros são selecionados, configura-
dos e instanciados de acordo com os requisitos da aplicação. A modelagem destas famílias
ainda oferece meios para se proceder com a inferência automática destes componentes,
fazendo com que o desenvolvimento esteja centrado na própria aplicação.
Objetivando demonstrar em maiores detalhes as potencialidades de me-
todologias de projeto de componentes de software, o próximo capítulo apresenta em mai-
ores detalhes a metodologia AOSD cujos conceitos foram fundamentais para a realização
deste trabalho.
Capítulo 3
Projeto de Sistemas Orientados à
Aplicação
Neste capítulo são apresentados os principais conceitos que definem
a metodologia “Projeto de Sistemas Orientados à Aplicação” (AOSD). Na seqüência o
artefato de software Mediador de Hardware é descrito com o objetivo de evidenciar seu
papel em sistemas operacionais desenvolvidos segundo a metodologia AOSD.
3.1 A Metodologia AOSD
Projeto de Sistema Orientados à Aplicação (AOSD) [4] propõe estra-
tégias para proceder com uma engenharia de domínio no sentido de identificar e abstrair
através de componentes de software as entidades significativas de um dado domínio de
aplicação. Em princípio, esta decomposição pode ser alcançada usando o paradigma de
orientação a objeto [58], porém, alguns pontos devem ser considerados. Primeiramente,
esta abordagem propõe a organização de uma hierarquia de classes que caracteriza como
os objetos são especializados. Além de levar ao problema da “classe-base frágil” [61], a
especialização e o uso de uma abstração se dá apenas na presença de sua versão mais “ge-
nérica” (i.e. super-classes). Aplicando análise de variabilidade segundo Projeto Baseado
em Famílias [62], AOSD promove a modelagem de abstrações independentes organiza-
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das como membros de famílias. Certamente, os membros destas famílias podem ainda
ser modelados como especializações, mas como sugerido por Habermann [49], isto não
é uma regra, já que a especialização de um objeto pode ser modelada como um membro
de família. Desta maneira, a AOSD contorna as restrições da decomposição orientada a
objetos, favorecendo de fato a decomposição orientada à aplicação.
Uma segunda e importante diferença entre estas duas abordagens de
decomposição está relacionada às dependências que emanam do ambiente no qual as abs-
trações serão utilizadas. A análise de variabilidade proposta pela decomposição orientada
a objetos não leva em conta tais dependências e, conseqüentemente, as abstrações que as
incorporam tem uma pequena chance de serem reutilizadas em um novo cenário. Con-
siderando que um sistema operacional orientado à aplicação esteja comprometido com
tais mudanças de cenário, tais dependências poderiam depreciar sua modelagem toda vez
que uma nova aplicação fosse concebida. A fim de reduzir dependências de ambiente e
permitir que abstrações sejam usadas em diferentes cenários, AOSD agrega ao processo
de decomposição o conceito chave da Programação Orientada a Aspectos [59]: a sepa-
ração de aspectos. Através deste conceito é possível identificar as variações de cenários
que, ao invés de justificarem a crição de novos membros de famílias, são tratadas como
aspectos de cenário. Por exemplo, ao invés de se modelar um novo membro para uma
família de mecanismos de comunicação que esteja apto a operar em um ambiente mul-
tithreading, modela-se multithreading como um aspecto de cenário. Este aspecto, quando
ativado, bloquearia o mecanismo de comunicação (ou algumas de suas operações) quando
em uma seção crítica.
Com base nestas premissas, AOSD tem guiado a engenharia do domí-
nio de sistemas operacionais (Figura 3.1), dando origem a componentes que estão fun-
damentados em quatro elementos básicos de AOSD: famílias de abstrações; adaptadores














Figura 3.1: Visão da decomposição de domínio proposta por AOSD
Famílias de abstrações
Durante a decomposição de domínio, abstrações são definidas a partir
de entidades do domínio e agrupadas em famílias de acordo com suas propriedades co-
muns. Ao mesmo tempo, a separação de aspectos é usada para que estas abstrações sejam
modeladas como componentes independentes do cenário em que serão aplicadas.
Adaptadores de cenário
Como citado anteriormente, AOSD promove a fatoração de aspectos
que mantêm assim as abstrações do sistema operacional independentes do cenário em
que serão empregadas. Entretanto, para que esta estratégia tenha resultado, alguns me-
canismos devem ser utilizados para que os aspectos fatorados sejam aplicados transpa-
rentemente sobre as abstrações do sistema. O caminho tradicional para se garantir isto
é através do uso de aspect weavers [63], entretanto, os adaptadores de cenário [64, 65]
promovidos pela metodologia oferece as mesmas potencialidades sem que ferramentas
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externas sejam utilizadas. Estes adaptadores adequam uma abstração a um dado cenário
perfazendo as devidas adaptações entre ambiente e componente sem gerar overhead.
Interfaces infladas
Interfaces infladas contemplam as propriedades de todos os membros
de uma família, criando uma visão única da família como se esta fosse um “super compo-
nente”. Isto permite aos programadores de aplicação escreverem suas aplicações a partir
de uma interface única, deixando a decisão de qual membro da família será usado até o
momento em que o sistema será gerado. A associação de interfaces infladas a um membro
específico da família pode assim ser feita automaticamente por ferramentas de configura-
ção que identificam quais propriedades da família foram utilizadas, escolhem o membro
que implementa estas propriedades e por conseguinte agregam o membro escolhido ao
sistema operacional.
Propriedades configuráveis
Outro importante elemento de AOSD são as propriedades configurá-
veis cujo propósito é designar propriedades dos componentes que podem ser configura-
das em função dos requisitos da aplicação. Um exemplo é o tamanho do segmento de
pilha a ser alocado para cada thread ou processo gerenciados pelo sistema. Propriedades
configuráveis não estão restritas apenas à especificação de valores. Adicionalmente, pro-
priedades configuráveis podem incorporar construções genericamente programadas [66].
Quando ativadas, estas propriedades configuráveis realizam funcionalidades que um dado
componente é capaz de prover em um cenário específico de aplicação.
3.2 Mediadores de Hardware
Como apresentado, a proposta original de AOSD é guiar o projeto e
implementação de sistemas operacionais orientados à aplicação a partir de componentes
de software que podem ser adaptados a diferentes cenários de execução. Objetivando
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manter estes componentes “alheios” a detalhes arquiteturais das plataformas de hardware
sobre as quais as aplicações serão executadas, AOSD sugere que as abstrações do sistema
interajam com o hardware através de Mediadores de Hardware. Como artefato de porta-
bilidade, a principal idéia por trás destes mediadores é o de não constituirem uma camada
de abstração de hardware universal ou uma máquina virtual (VM), mas sim, sustentar um












Figura 3.2: Família de mediadores de hardware de CPUs.
Diferentemente das tradicionais HALs (do inglês Hardware Abstrac-
tion Layer), mediadores de hardware não constituem uma camada monolítica de software
que encapsula todos os recursos da plataforma, cada componente de hardware é mediado
via seu próprio mediador, garantindo assim a portabilidade das abstrações que o utilizam
sem gerar dependências desnecessárias. Tal como abstrações em AOSD, mediadores de
hardware são organizados em família cujos membros representam entidades significativas
do domínio de hardware. A Figura 3.2 exemplifica a família de mediadores CPU, a qual
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inclui os membros H8, PPC32 e SPARCV8. Como ilustrado, a interface implementada
por estes membros provê métodos para carregamento, salvamento e troca de contexto;
métodos para desativar e ativar as interrupções e métodos para realizar atomicamente
operações de incremento e decremento. Nenhum aspecto de cenário é aplicado sobre a
família e duas propriedades configuráveis são implementadas: CLOCK e NWINDOWS.
A propriedade configurável CLOCK contém a freqüência do relógio da CPU e a propri-
edade NWINDOWS, peculiar ao membro SPARCV8, especifica o número de janelas de
registradores implementadas por esta CPU.
Esta estratégia de modelagem garante que o sistema incluirá somente
código-objeto dos mediadores necessários para dar suporte à aplicação. Além disto,
segundo a proposta de AOSD, propriedades ortogonais aos componentes são fatoradas
como aspectos que podem ser aplicados aos membros das famílias sem afetar suas inter-
faces e sem agregar código desnecessário. Um exemplo da aplicação de aspectos sobre
mediadores é a necessidade de famílias como UART (do inglês Universal Asynchronous
Receiver-Transmitter) e NIC (do inglês Network Interface Card) operarem em modo ex-
clusivo de acesso. Isto pode ser alcançado através da “aplicação” de um aspecto de con-
trole de acesso sobre estas famílias.
O elemento propriedade configurável atribui a mediadores de hardware
grande flexibilidade na composição de interfaces software-hardware que estão compro-
metidas em atender os requisitos da aplicação. Além de abstrairem componentes de hard-
ware, mediadores podem suprir funcionalidades que o hardware não implementa, ou que
devem ser realizadas pelo software por decisões de projeto. Um exemplo é a geração
de códigos CRC por uma propriedade configurável implementada por um mediador de
um dispositivo de rede—também chamados de NICs (do inglês Network Interface Card.
A fim de diagnosticar a integridade dos quadros de dados (i.e. frames) em uma rede
ethernet, geradores de código CRC podem ser utilizados; algumas NICs implementam
estes geradores em hardware; em outros casos, o software é o responsável por suprir esta
funcionalidade.
Com relação a implementação de mediadores de hardware, os recursos
de meta-programação estática providos pela linguagem de programação C++ [67] favo-
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rece a implementação de mediadores na forma de classes parametrizadas cujos métodos
são declarados inline e definidos a partir de instruções assembly. Com isto, mesmo
o overhead decorrente de chamadas de função é evitado, maximizando assim a perfor-
mance do sistema. A Figura 3.3 ilustra a implementação do método tsc do mediador de
CPU da arquitetura IA-32, que tem por objetivo retornar o valor corrente do registrador
time-stamp counter. A invocação deste método na forma
r e g i s t e r unsigned long long t s c = IA32 : : t s c ( ) ;
produziria uma única instrução de máquina: rdtsc . Neste exemplo é possível eviden-
ciar que o uso de construções meta-programadas na implementação de mediadores de
hardware faz com que o código a ser gerado para estes componentes seja na verdade
dissolvido no código das abstrações tão logo o contrato de interface para com o sistema
seja atendido. Em outras palavras, um mediador de hardware entrega a funcionalidade
de um componente de hardware através de uma interface orientada ao sistema operacio-
nal. A existência de uma interface software-hardware é vislumbrada somente durante a




static unsigned long long tsc() {
unsigned long long tsc;





Figura 3.3: Fragmento de mediador de CPU da arquitetura IA-32.
Além de promoverem portabilidade, mediadores de hardware também
exercem um papel fundamental na estratégia de geração proposta neste trabalho. O pró-
ximo capítulo apresenta esta estratégia e descreve como mediadores de hardware são uti-
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lizados na especialização de plataformas de hardware considerando requisitos extraídos
das aplicações para as quais sistemas devem ser gerados.
Capítulo 4
Descrição e Especialização de
Plataformas Segundo AOSD
Conforme apresentado no Capítulo 2, um sistema embutido orientado
à aplicação pode ser visto como um produto da especialização de duas plataformas dis-
tintas: a plataforma micro-arquitetural e a API de um sistema operacional. Objetivando
automatizar este processo empregando conceitos da metodologia Projeto de Sistemas Ori-
entados à Aplicação (AOSD) optou-se pela utilização de uma linguagem de descrição que
permitisse descrever os componentes das plataformas em uma base de dados XML a par-
tir da qual um mecanismo de gestão e manipulação de conhecimento guia o projetista na
geração de sistemas orientados à aplicação. O presente capítulo apresenta a linguagem
utilizada na descrição destes componentes e o mecanismo idealizado para a especializa-
ção de plataformas pré-projetadas.
4.1 Descrição de Componentes
Visando originalmente a implementação de um ambiente de geração de
sistemas operacionais dedicados, uma linguagem de descrição de componentes baseada
em XML foi proposta por Tondello [68] para descrever componentes projetados segundo
as principais premissas da metodologia AOSD. De acordo com o que foi abordado no
37
Capítulo 3, estes componentes estão organizados em famílias cujas interfaces são conhe-
cidas como interfaces infladas. A DTD (do inglês Document Type Definition) que define
a estrutura XML a ser seguida na descrição de famílias e seus membros é apresentada no
apêndice da página 95. Neste trabalho, as descrições de componentes realizadas a partir
desta linguagem constituem uma base de dados que fornece informações a respeito das
interfaces e funcionalidades realizadas pelos componentes das plataformas como também
as relações de dependência entre estes.
Considerando a DTD supracitada, temos que a descrição de uma famí-
lia é feita segundo o elemento
f a m i l y ( common∗ , i n t e r f a c e , member + , ( f e a t u r e | dependency | t r a i t ) ∗ )
Este elemento também pode ser representado graficamente por um diagrama de ferrovia
ilustrado na Figura 4.1. Como pode ser observado, o descritivo de uma família inicia-se
com sua interface inflada. Através do elemento common são descritos os tipos e constan-
tes comuns a todos os membros da família e, através do elemento interface, são descritos
os construtores, métodos, tipos e constantes realizados por cada membro da família. A
descrição de uma família ainda contém a descrição individual de cada um de seus mem-
bros; um conjunto opcional de elementos trait e/ou feature, usados para descrever suas
propriedades configuráveis e, com o propósito de explicitar suas dependências para com
outros componentes, pode incluir também o elemento dependency. Tanto as dependên-
cias como também as propriedades configuráveis de uma família são aplicáveis a todos
os membros da família.
A descrição de membros de famílias é feita segundo o elemento
member ( s u p e r ∗ , i n t e r f a c e , p r o p e r t y ∗ , ( f e a t u r e | dependency | t r a i t ) ∗ )
O diagrama de ferrovia que representa esta construção é apresentado na Figura 4.2. O
elemento super é utilizado para descrever relações de herança entre os membros de uma
mesma família caso existam; o elemento interface descreve a interface que o membro re-
aliza, ou seja, uma realização parcial ou total da interface inflada da família; e as constru-
ções trait, feature e dependency descrevem, respectivamente, propriedades configuráveis
e relações de dependência pertinentes exclusivamente ao membro. Como pode ser obser-







Figura 4.1: Diagrama de ferrovia da descrição de famílias.
as propriedades não funcionais (no inglês non-functional properties) do componente. Es-
tas propriedades podem ser implementadas por meio de modelos de custo que quantificam
o componente em termos de consumo de energia, tamanho, performance, etc. Estes mo-
delos consideram mensurações realizadas em experimentos envolvendo as plataformas e
também estimativas de complexidade e esforço computacional realizadas pelo projetista.
O apêndice da página 98 mostra a descrição da família Thread. Esta
descrição inclui informações que permitem identificar quais membros a família possui—
Exclusive_Thread, Cooperative_Thread, Concurrent_Thread e Priority_Thread—e como
sua interface é realizada por estes membros. Neste caso, a organização hierárquica que
estabelece esta realização segue um modelo incremental [49] e, portanto o membro Pri-
ority_Thread realiza todos os métodos da interface inflada da família. Adicionalmente,
podem ser observadas as propriedades funcionais e dependências desta família; estes da-





Figura 4.2: Diagrama de ferrovia da descrição de membros de famílias.
4.1.1 Propriedades Configuráveis
Sobre a descrição de propriedades configuráveis, deve-se traçar um pa-
ralelo entre o papel destes elementos em AOSD e os elementos da linguagem que são uti-
lizados para descrevê-las. Na linguagem, o elemento trait refere-se a parâmetros que de-
vem ser quantificados para caracterizar as funcionalidades dos componentes. Em AOSD,
um trait pode, por exemplo, especificar o quantum do escalonador de threads do sis-
tema operacional. O elemento feature, por sua vez, denota funcionalidades que são rea-
lizada pelos componentes e também para indicar se estas estão, por padrão, ativadas ou
desativadas quando estes componentes são instanciados. Por exemplo, em nossa modela-
gem de threads, a ativação de uma feature denominada active_scheduler faz com que
o tempo que uma thread está em execução influa em sua permanência na CPU.
Os diagramas de ferrovia que, representam os elementos da DTD uti-
lizados para descrever propriedades configuráveis, são mostrados na Figura 4.3. Como
pode ser observado, a descrição de um trait contém os dados referentes ao seu nome,
tipo (e.g. int, long, char) e um valor padrão de configuração. A descrição de uma
feature, por sua vez, contém o nome, o valor padrão de ativação ou desativação (i.e.
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true ou false) e também pode designar traits e dependências que condicionam sua
ativação. Em termos gerais, isto significada que “ligar” uma funcionalidade “extra” de







Figura 4.3: Diagramas de ferrovia da descrição de propriedades configuráveis.
Um ponto que deve ser ressaltado sobre propriedades configuráveis é
que estas exercem papel não só na parametrização do sistema mas também no processo
de inferência de componentes. Por exemplo, o uso de um componente pode estar con-
dicionado à ativação de uma propriedade configurável pertinente a uma outra família ou
membro. Este fato já justifica a integração ao sistema de um componente que implementa
esta propriedade configurável. Assim, propriedades configuráveis também reduzem o
espaço de escolha de componentes quando há entre estes certa equivalência de interfa-
ces ou mesmo outras propriedades configuráveis. Considerando novamente a ativação da
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feature active_scheduler na família Thread, temos que os únicos membros desta famí-
lia que são passíveis de serem selecionados são Concurrent_Thread e Priority_Thread,
pois ambos têm relação com o tempo de CPU (i.e. quantum), sendo diferenciados apenas
pelo fato de que um esquema de prioridades também influirá nas decisões do escalonador
caso o segundo seja selecionado.
4.1.2 Dependências
A especificação de dependências entre os componentes usando a lin-
guagem de descrição em questão é feita através de expressões lógicas textuais nas quais
os operandos são uma composição de identificadores de famílias (i.e. nomes), mem-
bros, traits e features. Por exemplo, a expressão lógica que condiciona a ativa-
ção da feature active_scheduler à seleção dos membros Concurrent_Thread e Prio-
rity_Thread é:
<feature name="active_scheduler" default="true">




Outra situação que justifica a especificação de dependências entre mem-
bros e famílias é que a partir da aplicação, ou de seu código-fonte propriamente dito, pode
não ser possível extrair a informação necessária para inferir todos os componentes de um
sistema. Referências a métodos das interfaces infladas na aplicação possibilitam inferir
os membros que os realizam, mas não como e através de quais outros componentes os
realizam 1. Portanto, é necessário explicitar nas descrições dos componentes quais outros
componentes devem ser selecionados—e posteriormente instanciados—para que o sis-
tema realize de fato as funcionalidades que deve realizar. Por exemplo, o uso de threads
na aplicação leva-nos também a requisitar a família Address_Space e, conseqüentemente,
1Um mecanismo de análise incremental tem sido estudado para viabilizar a implementação de um má-
quina de inferência com esta potencialidade.
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a seleção de um de seus membros. Isto porque, independentemente de qual membro da
família Thread foi utilizado, tem-se como um requisito funcional a instanciação de um
espaço de endereçamento para a devida alocação do sistema operacional e da aplicação
em memória.
4.1.3 Propriedades Não Funcionais
Evidentemente, no que tange a avaliação de requisitos, ainda é possível
que membros de uma mesma família possuam interfaces e também propriedades confi-
guráveis idênticas, levando-os a serem considerados funcionalmente equivalentes. Neste
caso, a linguagem prevê o uso de modelos de custo através dos quais é possível deduzir
qual componente é mais adequado (ou “barato”) dentre seus equivalentes. Isto é feito
através do elemento property, o qual é o ponto de partida para implementação destes mo-
delos e assim especificar as propriedades não funcionais dos membros de cada família.
Em [69], Hoeller propõe um modelo de gerência do consumo de energia de cada com-
ponente segundo a metodologia AOSD. No presente trabalho, para que o mecanismo de
inferência tivesse poder de decisão quando se deparasse com situações de equivalência
funcional dentro de uma mesma família, o modelo de custo utilizado consiste de estimati-
vas a respeito do tamanho ocupado pelos membros quando instanciados. As unidades de
medida utilizadas foram bytes para componentes de software e LUTs (do inglês Look-up
Tables) para componentes de hardware.
4.2 Especialização de Plataformas
Conceitualmente, a especialização de plataformas seguindo as premis-
sas da metodologia AOSD consiste em atender um contrato de pré- e pós-condições para
obter, como resultado, a configuração estável de um sistema que será gerado (ou sinteti-
zado) a partir de um repositório de componentes sobre o qual os requisitos da aplicação
são mapeados. Por configuração podemos assumir uma lista de todos os componentes
de sistema selecionados para uma aplicação e uma outra lista de parâmetros que os con-
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figuram para este cenário específico de execução. O fator estável, por sua vez, pode ser
traduzido no atendimento de todos os requisitos da aplicação. Isto é alcançado justamente
com a seleção dos componentes, pela quantificação, ativação ou desativação de proprie-
dades configuráveis e também pela satisfação de propriedades não funcionais.
Em termos práticos, o mecanismo de gestão e manipulação de conheci-
mento que viabiliza a especialização de plataformas seguindo as premissas da metodolo-
gia AOSD age em função dos elementos da linguagem que descrevem o que cada com-
ponente prove (ou realiza)—interfaces, propriedades configuráveis e propriedades não
funcionais—e também em função dos elementos que descrevem o que cada componente
requer. A Figura 4.4 apresenta o fluxograma que define este mecanismo. Primeiramente
são extraídos do código-fonte da aplicação referências às interfaces infladas dos compo-
nentes do sistema operacional que foram utilizados pela mesma. A partir destas referên-
cias e utilizando a base de dados descritiva dos componentes das paltaformas é possível
identificar quais famílias e, por conseguinte, quais membros destas famílias de compo-
nentes foram utilizados na aplicação. Conhecendo estes membros, o projetista pode fazer
uma seleção inicial dos componentes que irão compor seu sistema. Estes componentes,
por sua vez, podem possuir requisitos, os quais estão expressos em suas descrições através
de expressões lógicas conforme detalhado na Seção 4.1.2. Estes requisitos são traduzidos
em uma lista de dependências que devem ser resolvidas pelo projetista através da sele-
ção (ou remoção) de outros componentes, quantificação de traits e com a ativação
ou desativação de features. A resolução de dependências, por sua vez, também pode
originar novos requisitos que, de forma similar, são apresentados ao projetista que deve
também resolvê-los. Este processo encerra-se quando não houverem mais dependências
para serem resolvidas. Como já mencionado, ao final, tem-se uma lista dos componentes
inferidos direta (i.e. seleção inicial) e/ou indiretamente a partir de uma aplicação e uma
outra lista de parâmetros que os configuram para este cenário específico de execução;
nesta segunda lista estão indicadas as features e traits dos componentes com seus
respectivos valores de ativação (ou desativação) e/ou configuração.
A aplicabilidade deste mecanismo esta condicionada ao fato de que os


















Figura 4.4: Fluxograma do funcionalmento do mecanismo de especialização proposto.
projetados segundo a metodologia AOSD ou que, ao menos, incluam características que
permitam descrevê-los segundo as principais premissas desta metodologia. Frente a isto,
embora AOSD ainda não cubra o projeto de componentes de hardware, foi imprescindí-
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vel identificar uma micro-arquitetura cujos componentes pudessem ser descritos na lin-
guagem apresentada na Seção 4.1 e que fossem flexíveis quanto à configuração e ao reuso
em diferentes aplicações. Estas exigências levaram à busca por uma micro-arquitetura
implementada a partir de soft-cores, haja vista a possibilidade de selecionar, configurar e
instanciar estes componentes de maneira muito similar à realizada com componentes de
software.
Em um primeiro momento, optou-se pela micro-arquitetura OPENRISC,
mas fatores já apresentados no Capítulo 2, e que podem ser resumidos na baixa modu-
laridade e nas dificuldades em se obter um protótipo funcional, levaram ao seu descarte.
A segunda opção foi a LEON2, cujo o projeto segue uma linha diferente da seguida pela
OPENRISC. Além de ser escrito em VHDL, linguagem que provê recursos de confi-
guração mais poderosos do que os providos por VERILOG, o código-fonte desta micro-
arquitetura facilita a identificação das unidades (i.e. arquivos) que implementam os com-
ponentes que a integram. Estes componentes, além de serem configuráveis em diferentes
aspectos, podem ser facilmente removidos (ou incluídos) em um processo de especializa-
ção orientado à aplicação. Foram estes fatores, dentre outros mencionados no Capítulo 2,
que levaram a escolha da LEON2.
No que cabe a descrição dos componentes de hardware da LEON2, al-
guns pontos devem ser observados. Uma vez que o padrão de interconexão seguido pela
plataforma esconde os detalhes de interface dos componentes de hardware que a integram,
verificou-se que a descrição destes componentes fica restrita à suas propriedades confi-
guráveis e dependências. Mesmo que estas interfaces fossem descritas, os “sinais” (ou
“pinos”) que as definem agregam uma informação cuja semântica está comumente relaci-
onada ao barramento ou NOC ao qual o componente será conectado do que propriamente
às funcionalidades que implementa.
Frente a isto, mediadores de hardware assumem um papel fundamental
na estratégia de geração proposta neste trabalho. Associando mediadores de hardware
aos componentes da micro-arquitetura foi possível determinar como esta deveria ser es-
pecializada para diferentes aplicações. Isto porque o contrato de interface mantido entre
as abstrações do sistema operacional e mediadores de hardware pode ser estendido de tal
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maneira que os próprios mediadores sejam responsáveis pela realização, em alto-nível,
das interfaces dos dispositivos que abstraem. Na prática, isto reflete no fato de que tão
logo um mediador de hardware seja selecionado para atender requisitos de abstrações
do sistema operacional—e portanto requisitos da aplicação—o componente de hardware
abstraído por ele também deve ser selecionado.
A Figura 4.5 mostra um fragmento da descrição do soft-core que im-
plementa a CPU da micro-arquitetura LEON2. Esta CPU é um SPARCV8 e, como pode
ser observado, possui duas features e um trait, o qual especifica o número de jane-
las de registradores a serem implementadas pela CPU. Quanto as features, a primeira
delas, mul_div_inst, especifica se a CPU deve incluir, em seu datapath, suporte a ins-
truções de multiplicação e divisão complexas (i.e. 32x32 bits). A segunda feature,
mul_inst_pipe está, por sua vez, condicionada à ativação da primeira e especifica a im-
plementação de registradores de pipeline como suporte às instruções de multiplicação e
divisão.
A maneira encontrada para indicar, na descrição dos componentes, a
associação entre mediadores e componentes de hardware foi através de uma feature
denominada synthesizable. Esta feature é inserida na descrição dos mediadores de
hardware para os quais existe no repositório de componentes o soft-core que implementa
o componente de hardware abstraído; sua ativação está condicionada à própria inclusão
do soft-core na configuração do sistema. A título de exemplo, na descrição do mediador
de hardware para o SOFT-CORE de CPU, cuja descrição foi ilustrada na Figura 4.5, esta




Excepcionalmente, em micro-arquiteturas “rígidas” ou que possuem
hard cores, a seleção de um componente de hardware desta classe de IP fica restrita à
própria presença do mediador de hardware responsável por abstraí-lo.













Figura 4.5: Descrição da CPU da micro-arquitetura Leon2.
trita apenas à feature synthesizable. Sua ativação pode desencadear outras depen-
dências que tem por objetivo manter acopladas as propriedades que são funcional-
mente importantes tanto para o componente de hardware como para o mediador que
o abstrai. A título de exemplo, o número de janelas de registradores implementadas
pela CPU SPARCV8—indicado na descrição deste componente pelo trait REGIS-
TER_WINDOWS—consiste de uma informação que é utilizada em operações de salva-
mento e restauração de contexto. Por este motivo, o mediador de hardware para este com-
ponente também possui um trait denominado NWINDOWS que, por sua vez, carrega o
mesmo conteúdo semântico de REGISTER_WINDOWS. Logo, uma vez que a feature
synthesizable for ativada neste mediador mediador de hardware, uma dependência que as-







A seguinte sub-seção procura ilustrar os diferentes cenários e condições
em que componentes de hardware são selecionados a partir de seus mediadores de hard-
ware para compor sistemas orientados à aplicação.
4.2.1 Mediadores e Componentes de Hardware
Para melhor contextualizar o uso de mediadores na especialização de
plataformas de hardware (ou micro-arquiteturas) considere uma família de mediadores de
hardware para NICs (do inglês Network Interface Card) cujos membros são funcional-
mente equivalentes. A partir de uma aplicação que utiliza abstrações do sistema opera-
cional para estabelecer comunicação através de uma interface de rede, pode-se deduzir
que um membro da família NIC deve ser selecionado; mas, como são funcionalmente
equivalentes, a decisão de qual membro especificamente é tomada pelo projetista 2. Esta
situação caracteriza o que chamamos de Seleção Combinada de IP. Os dispositivos de
hardware são inferidos a partir de requisitos extraídos da aplicação e também através de
decisões pontuais do projetista.
Outro cenário, nomeado Seleção Discreta de IP, está relacionado à infe-
rência de componentes de hardware considerando os requisitos extraídos da aplicação—
nenhuma decisão explícita do programador precisa ser tomada no que se refere a qual
componente de hardware selecionar. Um bom exemplo para este cenário pode ser dedu-
zido a partir do modelo de gerenciamento de memória a ser implementado pelo sistema
operacional. Uma vez que o programador da aplicação usa abstrações do sistema operaci-
onal que implementam um modelo paginado, uma MMU (do inglês Memory Management
Unit) será selecionada para síntese. Inversamente, se um modelo flat é adotado, o sistema
2Na existência de um modelo de custo, este poderia ser utilizado para auxiliar nesta decisão.
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não irá dispor de uma MMU.
Uma terceira situação, conhecida como Seleção Explícita de IP, repre-
senta a liberdade que o projetista possui para escolher os componentes de hardware que
serão instanciados no sistema. De fato, esta estratégia de seleção é sempre tomada quando
o programador especifica qual micro-arquitetura será especializada pois, comumente uma
CPU, um barramento e um controlador de memória são componentes intrinsecamente
pertinentes à micro-arquitetura.
Não obstante, o uso de mediadores de hardware na especialização de
plataformas não está relacionado apenas com a seleção de IPs. Como visto anteriormente,
propriedades configuráveis também estão presentes na modelagem e descrição de medi-
adores e componentes de hardware, sendo “ajustadas” para que uma micro-arquitetura
suporte diferentes aplicações. Por exemplo, uma propriedade configurável de um media-
dor de NIC pode designar a geração de códigos CRC que, em outro momento, poderiam
ser gerados pelo próprio hardware. Neste caso, a feature que implementa esta fun-
cionalidade tem como requisito a geração destes códigos pelo componente de hardware
abstraído pelo respectivo mediador.
Outros dois exemplos sobre o uso de propriedades configuráveis para
adequar micro-arquitetura à diferentes cenários de aplicação são o dimensionamento da
memória cache da CPU para minimizar o número de acessos à memória principal [70]
e também a exploração da escalabilidade da arquitetura SPARCV8. Nesta arquitetura,
modificando o número de janelas de registradores implementadas pela CPU é possível
reduzir o tráfego de dados entre o processador e a memória de pilha de um processo ou
thread. Como este tráfego é comum na passagem e retorno de parâmetros em chamadas
de funções, o desempenho pode ser melhorado.
Adicionalmente, é importante reafirmar o papel exercido pelas proprie-
dades configuráveis na inferência de componentes. Tendo em vista que estes elementos
podem representar funcionalidades que satisfazem requisitos específicos de uma aplica-
ção, apenas os componentes que implementam estas propriedades configuráveis seriam
passíveis de serem selecionados. Para exemplificar esta situação no domínio do hard-
ware considere uma abstração do sistema operacional denominada Serial_Communicator
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cujo propósito é prover suporte à comunicação serial ponto-a-ponto usando dispositivos
UARTs (do inglês Universal Asynchronous Receiver/Transmitter). Visando controle de
erros durante a comunicação, uma feature desta abstração denominada data_integrity
tem como requisito a geração de códigos de paridade. Uma vez ativada, somente UARTs
que implementam esta funcionalidade seriam selecionáveis.
A Figura 4.6 apresenta um digrama que ilustra a especialização de pla-
taformas de software e hardware considerando a estratégia proposta neste trabalho. As
linhas verticais representam as diferentes classes de componentes que podem compor o
sistema. As colunas horizontais mostram os três cenários de seleção de IPs abordados
(i.e. Explícita, Discreta e Combinada). Como ilustrado as propriedades configuráveis
são aplicáveis sobre as abstrações do sistema operacional, mediadores e componentes de
hardware. A área hachurada representa funcionalidades que, dependendo dos requisi-
tos da aplicação, podem ser implementadas pelos mediadores de hardware ou pelo pró-
prio hardware. Cabe também ressaltar que por ilustrar um processo de geração no qual
as dependências entre os componentes são resolvidas iterativamente, o diagrama da Fi-
gura 4.6 não objetiva ilustrar a sequência exata em que os componentes são inferidos e/ou
selecionados para um dado sistema. Em geral, após escrever a aplicação e escolher a
micro-arquitetura de hardware a partir qual o sistema será gerado, o projetista realiza uma
seleção inicial de componentes que foram diretamente referenciados no código-fonte da
aplicação e a seguir participa de um processo de resolução de dependências.
O capítulo seguinte apresenta como o mecanismo gestão e manipulação
de conhecimento apresentado neste capítulo foi implementado e avaliado em estudos de
caso experimentais que envolveram a especialização de uma plataforma de software e de
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Figura 4.6: Especialização de plataformas segundo AOSD.
Capítulo 5
SoCs Orientados À Aplicação
Este capítulo apresenta resultados que demonstram a aplicação prática
da estratégia de geração de sistemas embutidos proposta neste trabalho. As plataformas
de software e hardware utilizadas nos experimentos foram, respectivamente, o sistema
operacional EPOS e a micro-arquitetura LEON2. A partir destas duas plataformas foi
possível gerar SOCs a partir dos requisitos extraídos de aplicações dedicadas. Durante
esta fase de experimentação, contou-se com o suporte de uma ferramenta de configuração
de componentes desenvolvida no âmbito dos projetos EPOS [16] e PDSCE [17], a qual,
por sua vez, foi estendida com uma implementação da estratégia de geração proposta.
5.1 SoCs Leon2 no Sistema EPOS
O sistema EPOS (do inglês Embedded Parallel Operating System) [4]
foi desenvolvido para prover suporte operacional para aplicações computacionais dedica-
das. Tem na metodologia AOSD a base para o desenvolvimento de famílias de compo-
nentes que podem ser adaptados para atender aos requisitos de aplicações em diferentes
cenários. Com o objetivo de manter a portabilidade de suas abstrações de sistema—a
princípio, nenhuma das abstrações do sistema operacional interage diretamente com o
hardware—o sistema EPOS faz uso de mediadores de hardware. Uma aplicação escrita
sobre este sistema operacional pode ser submetida a uma ferramenta que procura por re-
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ferências às interfaces infladas das famílias de componentes que o implementam. Esta
ferramenta, conhecida como Analisador, gera uma saída na forma de declarações parciais
de interfaces de componentes, incluindo métodos, constantes e tipos que foram utilizados
explicitamente pela aplicação.
Os dados produzidos pelo Analisador servem de entrada para o algo-
ritmo que implementa a etapa de configuração da estratégia proposta neste trabalho e,
portanto, a fim de executa-lá na prática, os componentes do sistema operacional EPOS
foram descritos na linguagem apresentada no Capítulo 4. De forma similar, os compo-
nentes da micro-arquitetura LEON2 (Figura 2.6, Capítulo 2) também foram descritos na
mesma linguagem para que, a cerca das mesmas ferramentas de inferência e configura-
ção de componentes, a plataforma de hardware também fosse especializada. Como visto
anteriormente, estas descrições constituem uma base de dados XML que descreve as in-
terfaces e funcionalidades realizadas pelos componentes das plataformas como também
as relações de dependência entre estes.
Dando seqüência na especialização das plataformas, a ferramenta de-
nominada Configurador é a que implementa o algoritmo supracitado e portanto é a res-
ponsável por relacionar a informação extraída da aplicação com a base de dados formada
pelas descrições dos componentes. O resultado deste processo é um conjunto de requisi-
tos que, traduzido em uma lista de dependências, sugere ao projetista quais componentes
devem ser selecionados para que o sistema inclua, a princípio, realizações dos métodos
de interface inflada que foram referenciados pela aplicação. Uma vez selecionados, estes
componentes podem designar novas dependências, as quais, nas etapas seguintes da confi-
guração, são resolvidas não só pela seleção de outros componentes, mas pela manipulação
de suas propriedades configuráveis (i.e. traits e features).
Resolvidas as dependências, temos o que foi denominado uma confi-
guração estável do sistema (Seção 4.2, Capítulo 4). Para o EPOS esta configuração
é traduzida em um conjunto de asserções que serão usadas para associar interfaces in-
fladas às abstrações do sistema e também para ativar os aspectos de cenário 1. Para a
1Estes aspectos são eventualmente identificados como requisitos da aplicação ou emanados do cenário
de execução no qual o sistema a ser gerado está inserido.
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template <> struct Configurable_Features<SPARCV8> {
//Traits
static const unsigned int CLOCK = 54340000;
static const unsigned int NWINDOWS = 8;
//Features
static const bool synthesizable = true;
};
Figura 5.1: Fragmento do arquivo de configuração de propriedades configuráveis em C++.
LEON2, optou-se por utilizar o mesmo tipo de asserções uma vez que as ferramentas de
síntese de hardware utilizadas suportam estas construções e as interpretam como regras
de pré-processamento da linguagem na qual esta micro-arquitetura foi implementada (i.e.
VHDL).
Além das asserções, o Configurador também produz arquivos nos quais
estão indicadas, com seus respectivos valores de configuração e/ou ativação, as propri-
edades configuráveis dos componentes. Para o EPOS produz-se um cabeçalho em C++
no qual, para cada membro das famílias de aspectos, abstrações e mediadores de hard-
ware, são declaradas constantes estáticas que definem os valores destas propriedades. A
Figura 5.1 mostra um fragmento deste arquivo ilustrando a declaração das propriedades
configuráveis para o mediador de hardware da CPU SPARCV8. Do lado hardware, o Con-
figurador gera dois arquivos de conteúdo semântico similar, mas um deles em VHDL
e outro em VERILOG. O motivo desta duplicidade, é que nada impede que estendamos
uma micro-arquitetura implementada originalmente em uma destas HDLs com IPs im-
plementados em outra. As Figuras 5.2 e 5.3 apresentam fragmentos destes arquivos para
a LEON2. Nestes fragmentos estão ilustradas propriedades configuráveis do componente
de hardware SPARCV8_CPU_IP, o qual implementa a CPU desta micro-arquitetura.







HARDWARE_z_CPU_IP_z_SPARCV8_CPU_IP_z_REGISTER_WINDOWS : integer := 8;
constant
HARDWARE_z_CPU_IP_z_SPARCV8_CPU_IP_z_FAST_JUMPING : boolean := true;
constant
HARDWARE_z_CPU_IP_z_SPARCV8_CPU_IP_z_LOAD_DELAY : integer := 1;
constant




HARDWARE_z_CPU_IP_z_SPARCV8_CPU_IP_z_MULDIV_INST : boolean := true ;
constant
HARDWARE_z_CPU_IP_z_SPARCV8_CPU_IP_z_MUL_INST_PIPE : boolean := false;
...
end;
Figura 5.2: Fragmento do arquivo de configuração de propriedades configuráveis em VHDL.
Gerador que, para o software, usa as asserções produzidas pelo Configurador como pa-
râmetros de um framework estaticamente meta-programado e desencadeia na seqüencia
a compilação do sistema operacional. De forma análoga, para o hardware as asserções
são usadas como parâmetros de configuração da lógica de cola que será utilizada para
integrar os componentes da micro-arquitetura que foram selecionados na etapa de con-
figuração. Cabe também ao Gerador desencadear a síntese do hardware. Uma visão de















Figura 5.3: Fragmento do arquivo de configuração de propriedades configuráveis em Verilog.
SOC orientado aplicação composto por uma instância do sistema operacional EPOS e um
bitstream do hardware que é produto da especialização da micro-arquitetura LEON2
5.2 Ambiente de Geração de SoCs
As ferramentas descritas na seção anterior foram integradas em um am-
biente único de desenvolvimento. Introduzido originalmente por Tondello [71], este am-
biente provê uma interface para a configuração de componentes descritos na linguagem
apresentada no Capítulo 4. O uso destes recursos de interface com as ferramentas que
implementam a estratégia de geração foi alcançado com a implementação de um meca-
nismo de composição e validação de sistemas cujo funcionamento é baseado na máquina
de estados apresentada na Figura 4.4 do Capítulo 4. Em um primeiro momento, este
mecanismo interpreta e materializa as descrições dos componentes em um repositório a




















Figura 5.4: Processo de geração do sistema EPOS.
sistema. Cada componente selecionado é então copiado para um repositório de configura-
ção sobre o qual uma rotina de validação verifica ciclicamente quais dependências destes
componentes não foram satisfeitas. Estas dependências são apresentadas ao projetista
que, por sua vez, as resolve com a seleção (ou remoção) de outros componentes e/ou com
a configuração daqueles que se encontram no respectivo repositório. A Figura 5.5 retrata
este cenário no qual uma configuração estável do sistema é caracterizada pela inexistência



















Figura 5.5: Composição e validação de sistemas.
5.3 Estudos de Caso
Visando demonstrar a aplicação prática da estratégia de geração de sis-
temas embutidos proposta neste trabalho, são apresentados a seguir os resultados de ex-
perimentos que consistiram em gerar SOCs a partir de requisitos extraídos de aplicações
específicas. Para isto, contou-se com o suporte do ambiente de desenvolvimento descrito
na seção anterior e, como mencionado anteriormente, as plataformas de software e hard-
ware utilizadas nos experimentos foram, respectivamente, o sistema operacional EPOS e
a micro-arquitetura LEON2. Os SOCs obtidos a partir da especialização destas duas pla-
taformas foram instanciados e avaliados funcionalmente no kit de desenvolvimento Xilinx
Multimedia Board [72]. Este kit dispõe de uma FPGA Virtex2, 8 MBytes SDRAM e uma
série de interfaces físicas para conectar ao “mundo” externo os dispositivos instanciados
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na FPGA. O mesmo também possui um decodificador de áudio PCM (do inglês Pulse
Code Modulation), o qual foi usado em uma aplicação que implementa um tocador de áu-
dio. Além deste tocador, em uma primeira fase de experimentação, o clássico problema
de sincronismo conhecido como Produtor-Consumidor foi implementado e estendido de
diferentes maneiras.
5.3.1 Aplicação Produtor-Consumidor
O código de aplicação que implementa o problema Produtor-
Consumidor é ilustrado na Figura 5.6. Como pode ser observado, há duas threads con-
correntes (i.e. Consumidor e Produtor). O comportamento destas threads é definido pelo
envio e recebimento de dados utilizando um dispositivo de comunicação serial, o qual,
no código apresentado, é abstraído pela abstração do sistema operacional denominada
Serial_Communicator. Esta abstração provê ao programador uma interface de comunica-
ção de alto-nível para dispositivos seriais. Nesta aplicação, por uma decisão de projeto,
o dispositivo foi uma UART. Já o controle de concorrência sobre o buffer de envio e re-
cebimento de dados, este é realizado através de semáforos implementados pela abstração
Semaphore. Além disto, tendo em vista que um mesmo Serial_Communicator (ou uma
mesma UART) é utilizado para o envio e recebimento de dados, faz-se necessário aplicar
o aspecto Atomic sobre esta abstração para garantir atomicidade no acesso a este dispo-
sitivo. Na prática, isto significa que chamadas a métodos implementados por membros
da família Communicator sejam executados de forma atômica. Na aplicação em questão,
estes métodos são os métodos send() e receive() da abstração Serial_Communicator. A
ativação deste aspecto é feita pelo projetista e não agrega código-fonte visível à aplicação,
uma vez que o framework do sistema EPOS perfaz, através dos adaptadores de cenário, a






int count_p, out = count_p = 0;
while (count_p < COUNT) {
empty.p();
COM->send(&buffer[out],1);






int count_c, in = count_c = 0;
while (count_c < COUNT) {
full.p();
COM->receive(&buffer[in],1);






Thread * prod = new Thread(&producer);




Figura 5.6: Código da aplicação Produtor-Consumidor.
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Submetendo o código-fonte da aplicação Produtor-Consumidor ao Ana-
lisador (Seção 5.1) temos como saída as asserções apresentadas na Figura 5.7. Esta saída
permite identificar quais abstrações do sistema operacional foram utilizadas pela aplica-
ção, e quais métodos destas abstrações foram referenciados no código-fonte. São elas: a
abstração Semaphore, da qual foram referenciados o construtor (i.e. constructor(int)), o
destrutor (i.e. destructor()) e os métodos p() e v(); a abstração Serial_Communicator, que
teve referenciados o construtor, o destrutor e os métodos send(unsigned char*, unsigned)
e receive(unsigned char*, unsigned); e a abstração Thread, da qual foram referenciados o









send(unsigned char*, unsigned int)











Figura 5.7: Saída do Analisador para aplicação Produtor-Consumidor.
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Sobre a informação produzida pelo Analisador cabe dizer que a
identificação dos construtores e destrutores para as abstrações Semaphore e Se-
rial_Communicator é uma conseqüência da instanciação estática dos objetos empty, full e
COM. No caso das threads, como os objetos prod e cons são instanciados dinamicamente
através do operador new, e não são destruídos explicitamente com o operador delete, o
destrutor da classe não foi identificado pelo Analisador 2. No que cabe a família de abs-
trações Thread, vale ainda observar que o analisador não determina qual membro da fa-
mília foi referenciado pela aplicação—Exclusive_Thread, Cooperative_Thread, Concur-
rent_Thread ou Priority_Thread. Como o programador utilizou o próprio identificador da
família na declaração dos objetos prod e cons, a ferramenta apenas faz a ressalva de que a
mesma foi utilizada e portanto um de seus membros deverá ser incluído na configuração
do sistema.
Os dados extraídos pelo Analisador do código-fonte da aplicação
Produtor-Consumidor serviram como ponto de partida para a especialização das plata-
formas EPOS e LEON2, e, portanto, para a geração de um SOC orientado a esta aplicação
específica. Submetendo-os ao Configurador, teve início a etapa de configuração, a qual,
como descrito na Seção 5.2, envolve a participação do projetista na composição e vali-
dação do sistema. As inferências e sugestões da ferramenta como também as decisões
tomadas pelo projetista durante este processo estão ilustradas no diagrama da Figura 5.8.
Estes eventos são detalhados a seguir respeitando a ordem em que ocorrem:
1. O uso da micro-arquitetura LEON2 permite ao configurador inferir que, tanto o
componente de hardware que implementa uma CPU SPARCV8 como também o
mediador de hardware que a abstrai, devem ser instanciados no sistema. Temos
aqui o que foi denominado Seleção Explícita de IP;
2. Nas seqüência a ferramenta sugere ao projetista a seleção dos componentes Se-
maphore, Serial_Communicator, Concurrent_Thread, Alarm, Flat_Addr_Space e
Heap. Sobre estas sugestões, cabe esclarecer o seguinte:
2Na implementação do sistema EPOS cada thread executa implicitamente a rotina “exit” ao final de sua






























Figura 5.8: Especialização de plataformas para aplicação Produtor-Consumidor.
(a) A sugestão e, por conseguinte, a seleção dos componentes Semaphore e Se-
rial_Communicator são conseqüências do uso explícito destes componentes
no código-fonte da aplicação;
(b) A inclusão de Concurrent_Thread é resultado de uma inferência que conside-
rou quais métodos da interface inflada da família Thread foram utilizados na
aplicação. No caso, a referência ao método join(), faz com que o Configurador
descarte a inclusão dos membros Exclusive_Thread e Cooperative_Thread
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desta família, uma vez que estes membro não implementam este métodos.
Já a decisão entre Concurrent_Thread e Priority_Thread é feita com base em
dois fatores. Primeiramente, não há indícios de que um esquema de priorida-
des foi utilizado pelas threads na aplicação e, segundo, o modelo de custo do
sistema EPOS, embora simplificado, permite deduzir que o membro Concur-
rent_Thread é mais “barato” que o membro emphPriority_Thread;
(c) O uso da abstração Concurrent_Thread, por sua vez, é dependente do mem-
bro Alarm da família de abstrações Timepiece. Este componente implementa
uma interface de alto-nível para o gerenciamento do contador de tempo que é
utilizado para o escalonamento das threads do sistema;
(d) Como não há indícios de um ambiente multitasking em que seja necessá-
rio o mapeamento lógico-físico de endereços, a abstração do sistema deno-
minada Flat_Addr_Space é incluída. Esta abstração implementa uma inter-
face de gerenciamento de memória na qual os endereços apontam diretamente
para a memória física do sistema. No que tange o hardware, isto implica na
não inclusão do componente de hardware que implementa a MMU da micro-
arquitetura LEON2 e do mediador de hardware que a abstrai;
(e) O uso do operador new para a instanciação dos objetos referentes às threads
produtor e consumidor faz com que seja incluída na configuração do sistema
a abstração Heap, a qual implementa um mecanismo de gerenciamento da
memória alocada dinamicamente pela aplicação.
3. Selecionadas as abstrações do sistema operacional, cabe ainda ao Configurador e
ao projetista resolverem as dependências destas abstrações para com o hardware
do sistema. Isto é feito com a composição de uma interface sotftware-hardware
a partir de membros das famílias de mediadores de hardware que o Configurador
identifica como requisitos da aplicação. A partir desta interface, é possível definir
quais os componentes de hardware da micro-arquitetura devem ser instanciados.
Para a aplicação em questão, isto ocorreu da seguinte forma:
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(a) A abstração Serial_Communicator tem como dependência um dispositivo
UART. A resolução desta dependência é feita com a inclusão de um membro da
família de mediadores UART mas, a decisão de qual membro especificamente,
cabe ao projetista. Na aplicação em questão, o projetista optou pelo membro
leon2_uart o que também implicou na seleção do componente de hardware
que implementa este dispositivo; caracterizando uma Seleção Combinada de
IP;
(b) Outra dependência da abstração Serial_Communicator é o controlador de in-
terrupções (i.e. IC). Isto porque, esta abstração considera o uso de interrup-
ções para sinalizar o recebimento de dados. Como o controlador de interrup-
ções é peculiar à micro-arquitetura LEON2, o mediador e o componente de
hardware associados a este dispositivo foram automaticamente selecionados
pela ferramenta, caracterizando, portanto, uma Seleção Discreta de IP;
(c) A abstração Alarm, por sua vez, possui duas dependências. A primeira de-
las é um contador de tempo (i.e. Timer) que será utilizado pelo mecanismo
de escalonamento implementado pelas threads. A segunda dependência é o
controlador de interrupções (i.e. IC) que, neste caso, é utilizado para sina-
lizar o sistema operacional sobre as interrupções geradas pelo contador de
tempo. Como pode ser observado no diagrama de especialização (Figura 5.8),
a seleção dos mediadores e componentes de hardware associados a estes dois
dispositivos foi realizada automaticamente pelo Configurador (i.e. Seleção
Discreta de IP).
O conjunto de asserções produzido pelo Configurador para a aplicação
Produtor-Consumidor, e que foi utilizado pelo Gerador na compilação do sistema ope-
racional e síntese do hardware é ilustrado na Figura 5.9. Em suma, este arquivo é uma
especificação de quais componentes de software e hardware serão instanciados no sis-
tema. Dois tipos de asserções são distinguidos: CONF e BIND. O primeiro tipo especi-
fica membros de famílias que devem integrar sistema; o segundo estabelece qual membro
é (ou pode ser) declarado na aplicação a partir do próprio identificador da família. Por
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exemplo, uma instância do tipo Concurrent_Thread pode ser declarada na aplicação na




























Figura 5.9: Especificação dos componentes a serem instanciados no sistema.
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A Figura 5.10 apresenta o diagrama de blocos do hardware resultante
da especialização da micro-arquitetura LEON2. Os barramentos APB e AHB, a ponte
de barramento AH-AP, o controlador de barramento Ctrl. Bus e o controlador
de memória Ctrl. Mem podem ser vistos como componentes intrínsecos da micro-
arquitetura LEON2 e são inferidos a partir do momento em que a mesma é utilizada.
Os demais componentes, SPARCV8, IC, UART, Timer, são instanciados em função
das asserções que os referenciam; as quais são respectivamente: (SPARCV8_CPU_IP),
(LEON2_TIMER_IP), (LEON2_UART_IP) e (LEON2_IC_IP).
A fim de agregar maior relevância a este primeiro experimento, os re-
sultados obtidos foram comparados com números extraídos dos sistemas operacionais
ECOS e UCLINUX, os quais foram também adaptados para suportar a aplicação Produtor-
Consumidor sobre a micro-arquitetura LEON2. A Tabela 5.1 apresenta os tamanhos dos
segmentos de código das instâncias destes dois sistemas operacionais juntamente com os
do sistema EPOS. Como já enfatizado no Capítulo 2, é comum observar em sistemas
operacionais tradicionais um “descuido” para com os requisitos da aplicação—sobretudo
quando portados para micro-arquitetura “flexíveis” como a LEON2—o que leva quase
sempre a dependências desnecessárias e à agregação de código extra. No UCLINUX, a
abstração de um sistema arquivos impacta não só no tamanho do sistema operacional
gerado mas também em toda a infraestrutura de inicialização do sistema e de carga das
aplicações. O sistema ECOS, por sua vez, também agrega algumas dependências des-
necessárias em seu código-fonte. Como já exemplificado, sua HAL tem como certa a
existência de uma UART em SOCs gerados a partir da micro-arquitetura LEON2. Além
de afetar o tamanho e a performance final do sistema, fatores como estes, podem também
elevar sensivelmente o custo de desenvolvimento e dificultar eventuais manutenções e/ou
atualizações.
Outras estatísticas colhidas dizem respeito à especialização da micro-
arquitetura. Através dos dados apresentados na Tabela 5.2 é possível notar a significativa
diferença de tamanho entre o hardware gerado para a aplicação Produtor-Consumidor




















Figura 5.10: Micro-arquitetura Leon2 especializada para aplicação Produtor-Consumidor.
LEON2 3. Por “especialização completa” entenda-se a síntese da micro-arquitetura com
todos os dispositivos que a mesma integra originalmente.
A aplicação em questão também foi comparada em termos de perfor-
mance nos sistemas operacionais EPOS e ECOS. As condições de experimentação foram
as mesmas: LEON2 a 54 Mhz com um conector de loopback de dados conectado fisica-
mente à porta serial para eliminar a necessidade de outro equipamento na comunicação
ponto-a-ponto. O tempo de execução foi mensurado após a realização de 16.000 ope-
rações de envio e recebimento pelas threads 4. Os resultados obtidos são mostrados na
Tabela 5.3. Estes números não consideram o tempo de transmissão de dados, mas apenas
o tempo de processamento da aplicação. Com a UART operando na taxa de 38,400 bps, o
tempo de transmissão é de aproximadamente 16 segundos.
A diferença de performance entre os sistemas operacionais ECOS e
EPOS para a presente aplicação pode ser interpretada como uma conseqüência de pelo
menos dois fatores relacionados à implementação destes sistemas. Primeiramente, o uso
3Devido algumas restrições arquiteturais o co-processador e a ponte PCI não foram incluídos.
4O número de iterações foi quantificado de acordo com a resolução do timer destes sistemas
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Sistema Operacional .text (bytes) .data (bytes) .bss (bytes) Total (bytes)
EPOS 8.988 28 8.400 17.416
eCos 17.152 796 34.040 51.988
uClinux 840.712 44.700 72.649 958.061
Tabela 5.1: Tamanho dos segmentos de código e dados dos sistemas operacionais EPOS, uCLinux
e eCos para aplicação Produtor-Consumidor sobre Leon2.
Aplicação Tamanho (LUTs) Área ocupada na FPGA Virtex2
Produtor-Consumidor 6.792 31,0 %
Especialização Completa 14.582 67,0 %
Tabela 5.2: Tamanho da micro-arquitetura Leon2 quando especializada para aplicação Produtor-
Consumidor e quando sintetizada com todos os dispositivos.
de construções estaticamente meta-programadas no EPOS reduz o número de chamadas
de funções no código gerado para este sistema operacional e, conseqüentemente, o tempo
para executá-lo. Outro fator é a estratégia adotada para realizar a troca de contexto da
CPU na arquitetura SPARCV8. No sistema operacional ECOS, a fim de reaproveitar o
código das rotinas que tratam o overflow e underflow das janelas de registradores, a troca
de contexto é feita através do lançamento destas traps. Respectivamente, o tratamento
de overflow e underflow consiste em copiar para a memória o conteúdo dos registradores
das janelas atualmente ativas—contexto a ser salvo—e copiar da memória um conjunto
de valores que preenche as janelas de registradores anteriormente ativas—contexto a ser
restaurado. No sistema operacional EPOS, o conhecimento de quais janelas estão ativas
(i.e. em uso) no contexto a ser salvo e no contexto a ser restaurado é obtido a partir de
um cálculo sobre o conteúdo dos registradores CWP (do inglês Current Window Pointer)
e WMI (do inglês Window Invalid Mask). Isto elimina o overhead de tratamento de traps
durante a troca de contexto que foi observado no ECOS.
A seguir são apresentadas algumas variações da aplicação Produtor-
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Sistema Operacional Duração (ms)
EPOS 45,42
eCos 132,67
Tabela 5.3: Tempo consumido para executar 16.000 iterações de envio e recebimento na aplicação
Produtor-Consumidor quando implementada sobre os sistemas operacionais EPOS e
eCos.
Consumidor nas quais novos requisitos foram introduzidos com o propósito de carac-
terizar diferentes especializações das plataformas EPOS e LEON2.
Produtor-Consumidor com Controle de Erros de Transmissão
Neste segundo experimento, foi considerado que o projetista solicitou,
na forma de um requisito adicional da aplicação Produtor-Consumidor, a ativação de uma
propriedade configurável que provê o controle de erros na transmissão dos dados. Em ge-
ral, este controle pode ser implementado em software pelos membros da família Commu-
nicator ou pelos mediadores de hardware que abstraem os dispositivos de comunicação.
No caso específico de uma UART, a maneira tradicional de implementá-lo é em hardware
através da análise de paridade dos bits.
A realização desta propriedade configurável pelo sistema a ser gerado
está condicionada à ativação de uma feature denominada data_integrity na família de
abstrações Communicator. Para o membro Serial_Communicator esta feature também
tem como requisito a ativação de outra feature: parity_check no mediador de hardware
que abstrai o componente leon2_uart. Por sua vez, a ativação de parity_check leva o




































Figura 5.11: Especialização de plataformas para aplicação Produtor-Consumidor com controle
de erros de transmissão.
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Em termos de tamanho, o SOC gerado para a aplicação Produtor-
Consumidor com controle de integridade de dados é exatamente igual ao gerado para
a aplicação Produtor-Consumidor originalmente. O número de bytes do sistema ope-
racional e o número de LUTs do hardware gerados não foram alterados pois a análise
de paridade de bits é intrínsica ao componente que a implementa (i.e. leon2_uart), e o
sistema operacional, sempre que inicializado, perfaz o ligamento ou desligamento desta
propriedade configurável. No entanto, por não serem funcionalmente equivalentes, o dia-
grama que ilustra a especialização das plataformas é diferenciado. Conforme ilustrado na
Figura 5.11, a ativação da feature data_integrity pelo projetista, desencadeia a ativação
da textttfeature parity_check e a valoração do trait parity_type.
Produtor-Consumidor com Depuração
Este experimento teve como objetivo a utilização da unidade de depu-
ração da micro-arquitetura LEON2. Através de algumas instruções inseridas em pontos
estratégicos do código do sistema é possível interromper sua execução para que o mesmo
seja executado passo-passo e ainda seja possível visualizar e alterar o conteúdo da me-
mória e registradores. Após um estudo de como empregar de forma transparente este
dispositivo, ou seja, sem que o projetista fosse o responsável por programá-lo ou ativá-lo
explicitamente no código da aplicação, optou-se pela implementação do aspecto OnChip
que, por sua vez, é membro da família de aspectos Debugging. Uma vez aplicado sobre
uma abstração ou mediador de hardware do sistema operacional, este aspecto faz com que,
logo após a chamada a qualquer rotina implementada por estes componentes, a unidade
depuração seja acionada, e a execução passo-a-passo seja realizada. Ao se atingir o fim






























































Figura 5.13: Micro-arquitetura Leon2 especializada para aplicação Produtor-Consumidor com
Unidade de Depuração.
A inferência do componente de hardware que implementa a unidade
depuração da micro-arquitetura LEON2 foi tratada como uma dependência entre o aspecto
OnChip e a família de mediadores denominada DSU (do inglês Debug Support Unit).
Esta família possui o membro leon2_dsu que, por sua vez, mantém uma dependência
para com o componente de hardware que implementa a unidade de depuração da micro-
arquitetura em questão.
Nesta variação da aplicação Produtor-Consumidor o adaptador de ce-
nário OnChip foi aplicado sobre a abstração Serial_Communicator e portanto imediata-
mente após as rotinas send() e receive() serem chamadas na aplicação o sistema entrava
em modo de depuração. As Figuras 5.12 e 5.13 ilustram respectivamente a especializa-
ção das plataformas quando o suporte a depuração é utilizado e o diagrama de blocos do
hardware resultante. Neste experimento a instância do sistema operacional EPOS foi de
17.716 bytes e a instância da micro-arquitetura LEON2 foi de 10.428 LUTs.
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Produtor-Consumidor sobre Ethernet
Neste experimento, por uma decisão de projeto, ao invés do comunica-
dor serial (i.e. Serial_Communicator), a abstração utilizada para prover uma interface de
comunicação foi a Ethernet_Communicator e, portanto, um NIC Ethernet foi utilizado
para a transmissão dos dados ao invés de uma UART. As Figuras 5.12 e 5.13 ilustram
respectivamente a especialização das plataformas e o diagrama de blocos do hardware re-
sultante. Neste experimento a instância do sistema operacional EPOS foi de 19.924 bytes



















































Figura 5.15: Micro-arquitetura Leon2 especializada para aplicação Produtor-Consumidor sobre
Ethernet.
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5.3.2 Tocador de Áudio PCM
Como mencionado anteriormente, o kit de desenvolvimento Xilinx Mul-
timedia Board utilizado para instanciar os SOCs gerados durante os experimentos possui
um decodificador de áudio PCM, mais precisamente, um AC97 [73]. A fim de imple-
mentar uma aplicação de áudio que utiliza este dispositivo, um wrapper que o conecta ao
barramento APB da micro-arquitetura LEON2 foi adicionado ao repositório de compo-
nentes [74]; quanto a este novo componente cabem as seguintes considerações:
• Na visão da estratégia de geração proposta, o wrapper constitui mais um compo-
nente de hardware e portanto é descrito como tal através da linguagem de descrição
de componentes apresentada no Capítulo 4. Neste sentido, uma família de com-
ponentes de hardware denominada Audio_Decoder_IP foi criada com o membro
W_AC97;
• A inclusão de um wrapper na micro-arquitetura LEON2 pode ser vista como uma
simples extensão desta. Todavia, no contexto da aplicação Tocador de Áudio, a pla-
taforma de hardware também possui um componente extra que é o decodificador
AC97 do kit de desenvolvimento. Por este motivo, a micro-arquitetura a ser espe-
cializada é na verdade uma conjunção do kit de desenvolvimento com a LEON2 e
assim foi denominada XMB_LEON2.
• Na visão do sistema operacional EPOS não há qualquer distinção se o mediador de
hardware está abstraindo um componente instanciado na FPGA ou externo a esta,
todavia para que o requisito da aplicação fosse mapeado no domínio do hardware,
isto é, para que o wrapper fosse selecionado para a síntese, o mediador de hardware






A aplicação, cujo código-fonte é apresentado na Figura 5.6, consistiu de
um tocador PCM que recebe via UART o áudio a ser processado pelo decodificador AC97.
Para isto, primeiramente é feito o recebimento do conjunto de informações que caracteriza
o áudio a ser processado, ou seja, a taxa de amostragem (i.e. sample rate), número de bits
por amostra (i.e. bit depth), modo (i.e. stereo ou mono) e a duração em segundos. Além de
serem usados na decodificação dos dados, estas informações são utilizadas no cálculo do
tamanho do áudio a ser recebido pela interface serial. De posse deste tamanho, um buffer é
alocado e, através do método receive do “comunicador”, o aúdio é recebido e armazenado
neste buffer. Finalizada a recepção, este áudio é então submetido ao processamento. Para
isto, foi utilizada a rotina play() da abstração PCM_Audio_Player que, por sua vez, prove
para o programador uma interface simplificada para o processamento de áudio PCM.
As Figuras 5.17 e 5.18 ilustram respectivamente a especialização das
plataformas e o diagrama de blocos do hardware resultante para esta aplicação. A instân-
cia do sistema operacional EPOS foi de 18.132 bytes e a instância da micro-arquitetura









unsigned int audio_length = 0;






audio_length = (sample_rate * (bit_depth/8)) * duration;
if (mode == Audio_Player::STEREO)
audio_length *= 2;































































Figura 5.18: Micro-arquitetura XMB_Leon2 especializada para aplicação Tocador de Áudio
PCM.
Capítulo 6
Conclusão e Trabalhos Futuros
O uso de plataformas de hardware e software previamente projetadas e
validadas constitui uma importante alternativa para o desenvolvimento de sistemas com-
putacionais embutidos, uma vez que estas abstraem muito da complexidade envolvida na
integração de seus componentes. Neste trabalho, a descrição de plataformas de hardware
segundo as principais premissas da metodologia AOSD serviu de base para a elabora-
ção de uma estratégia de geração de sistemas computacionais embutidos. Esta estratégia
foi validada com a implementação de um mecanismo de gestão e manipulação de conhe-
cimento que guia o projetista na confecção de sistemas orientados à aplicação a partir
de informações extraídas do código-fonte de suas aplicações. Neste contexto, além de
serem promovidos como artefato de portabilidade, mediadores de hardware foram utili-
zados para mapear requisitos da aplicação em componentes de hardware implementados
na forma de soft-cores. Esta extensão da aplicabilidade de mediadores de hardware os
tornam um poderoso artefato de co-design e foi constitui o alicerce para a geração de
SOCs orientados à aplicação.
Os experimentos práticos realizados demonstraram a aplicação prá-
tica da estratégia na geração de SOCs usando o sistema operacional EPOS e a micro-
arquitetura LEON2. Nestes experimentos fica caracterizado como as principais premis-
sas da metodologia são empregadas na especialização destas plataformas. Tradicional-
mente, o projeto de um sistema embutido utilizando sistemas operacionais como ECOS
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e UCLINUX esbarra em suposições (ou imposições) que estes sistemas fazem a respeito
de dispositivos e de serviços que serão utilizados pelo projetista, levando quase sempre
a inclusão de código ou mesmo hardware extra ao sistema. A estratégia proposta sugere
que o sistema operacional e a plataforma de hardware sejam especializados de acordo
com a aplicação para a qual o sistema embutido foi projetado. As comparações realizadas
demonstraram uma grande redução no tamanho dos segmentos de código e do hardware
pertinentes aos SOCs gerados segundo esta abordagem.
Uma das limitações que ainda recaem sobre o mecanismo apresentado
é que o mesmo não é capaz de avaliar qual micro-arquitetura de hardware deve ser ado-
tada para uma dada aplicação. Embora extendê-lo dependa da existência de um conjunto
de micro-arquiteturas para o qual o sistema operacional EPOS tenha sido portado, uma
primeira implementação desta funcionalidade etaria embasada em um algoritmo que re-
alizasse a identificação de quais micro-arquiteturas possuem todos os dispositivos que
foram classificados como requisitos da aplicação. As micro-arquiteturas assim identifi-
cadas definiriam, portanto, o espaço de exploração arquitetural do projetista. Um outro
ponto, ainda que não seja uma limitação, diz respeito ao projeto das micro-arquiteturas.
Como diagnosticado durante o trabalho, a aplicabilidade deste mecanismo está condici-
onada ao fato de que os componentes das plataformas devem ser descritos considerando
que os mesmos foram projetados segundo a metodologia AOSD ou que, ao menos, in-
cluam características que permitam descrevê-los segundo desta forma.
Como já mencionado, no escopo da metodologia AOSD, o presente tra-
balho promoveu a aplicação das principais premissas desta metodologia no domínio do
hardware. Para isto não foram necessárias quaisquer extensões da metodologia, o que
possibilita concluir que componentes de hardware têm, de fato, sido desenvolvidos de
maneira muito similar à que componentes de software podem ser desenvolvidos. Logo,
embora hajam algumas limitações linguísticas e de paradigmas em relação a fatores como
propagação de sinais e sincronismo, com base nos resultados apurados é factível conjec-
turar sobre a possibilidade de estender a metodologia AOSD para que a mesma cubra
também o projeto de componentes e plataformas de hardware.
A possibilidade de estender a estratégia proposta neste trabalho tem
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sido investigada em diferentes flancos. Um deles é extender a linguagem de descrição
de componentes com modelos de custos que permitam avaliar requisitos relacionados ao
consumo de energia e performance do sistema. Informações que qualifiquem as plata-
formas nestes domínios constituem um importante elemento a cerca da decisão de qual
micro-arquitetura utilizar para uma dada aplicação. A escolha não seria tomada apenas
com base nos componentes funcionais que a plataforma deve possuir mas também com
base no impacto destes componentes sobre o sistema.
Outra proposta de trabalho futuro é a confecção de mediadores hard-
ware cujas funcionalidades possam ser instanciadas tanto em software como em hard-
ware. Dependendo dos requisitos de uma aplicação em tempo de execução, ou seja, de
sua demanda por uma funcionalidade que é contemplada por uma dada propriedade con-
figurável, o próprio sistema pode designar qual implementação (hardware ou software)
deve ser utilizada ou ainda, objetivando tirar maior proveito do paralelismo existente no
hardware, instanciar em uma FPGA várias das unidadades funcionais que contemplam
esta propriedade configurável.
Por fim, cabe ressaltar a importância do presente trabalho para o projeto
PDSCE, onde, juntamente com a metodologia AOSD e o sistema operacional EPOS,
deu sustenbilidade à idéia de elaborar uma plataforma de desenvolvimento de sistemas
computacionais embutidos que possibilite a projetistas e/ou programadores concentrarem-
se na implementação de suas aplicações a partir de uma biblioteca de componentes de
software e hardware que podem ser sistematicamente integrados em um sistema orientado
à aplicação.
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Apêndice A
DTD da linguagem de descrição de
componentes
<?xml version="1.0" encoding="ISO-8859-1"?>
<!ELEMENT family (common*, interface, member+, (feature | dependency | trait)*)>
<!ATTLIST family name ID #REQUIRED
type (abstraction | mediator |
aspect | hardware) #REQUIRED
class (uniform | incremental |
combined | dissociated) #REQUIRED>
<!ELEMENT common (type*, constant*)>
<!ELEMENT interface (type*, constant*, constructor*, method*)>
<!ELEMENT member (super*,interface,property*,(feature | dependency | trait)*)>
<!ATTLIST member name ID #REQUIRED
type (exclusive | inclusive) "inclusive"
arch (IA32 | PPC32 | ARM | AVR8 | SPARCV8 | OR32 ) #IMPLIED
mach (PC | Khomp | iPAQ | ATMega | LEON2 | OR1K ) #IMPLIED
cost CDATA #REQUIRED>
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<!ELEMENT feature (trait | dependency)*>
<!ATTLIST feature name CDATA #REQUIRED
default (true|false) #REQUIRED>
<!ELEMENT property EMPTY>
<!ATTLIST property name CDATA #REQUIRED>
<!ELEMENT dependency EMPTY>
<!ATTLIST dependency requisit CDATA #REQUIRED>
<!ELEMENT trait EMPTY>




<!ATTLIST type name CDATA #REQUIRED
type (class | structure | enumeration | union |
synonym | CDATA) #REQUIRED
value CDATA #IMPLIED>
<!ELEMENT constant EMPTY>








<!ATTLIST method name CDATA #REQUIRED
return CDATA #IMPLIED
qualifier (class | polymorphic | abstract) #IMPLIED>
<!ELEMENT parameter EMPTY>




Descrição da família de abstrações
Thread
<?xml version="1.0" encoding="ISO-8859-1"?>
<!DOCTYPE family SYSTEM "family.dtd">
<family name="Thread" type="abstraction" class="incremental">
<common>
<type name="Self" type="enumeration" value="SELF"/>
<type name="State" type="enumeration" value=
"RUNNING,READY,SUSPENDED,WAITING,FINISHING"/>






<parameter name="entry" type="int (*)()"/>
<parameter name="..." type=’""’/>
<parameter name="state" type="const State &amp;" default="READY"/>
<parameter name="priority" type="const Priority &amp;" default="NORMAL"/>
</constructor>
<method name="state" return="volatile const State &amp;"></method>
<method name="priority" return="Priority"></method>
<method name="priority">












<member name="Exclusive_Thread" type="exclusive" cost="2">
<interface>
<constructor>













<parameter name="entry" type="int (*)()"/>
<parameter name="..." type=’""’/>
</constructor>
<method name="state" return="volatile const State &amp;"></method>
<method name="pass"></method>
<method name="exit" qualifier="class">









<parameter name="entry" type="int (*)()"/>
<parameter name="..." type=’""’/>
<parameter name="state" type="const State &amp;" default="READY"/>
</constructor>

















<parameter name="entry" type="int (*)()"/>
<parameter name="..." type=’""’/>
<parameter name="state" type="const State &amp;" default="READY"/>
<parameter name="priority" type="const Priority &amp;" default="NORMAL"/>
</constructor>
<method name="state" return="volatile const State &amp;"></method>
<method name="priority" return="Priority"></method>
<method name="priority">















<trait name="QUANTUM" type="unsigned int" value="10000"/>
<dependency requisit=
"(::Thread::Concurrent_Thread || ::Thread::Priority_Thread)"/>
</feature>
<dependency requisit="::Address_Space"/>
</family>
