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Abstract
We investigate the completeness, closure and minimalty of the multiplicity system M(Λ) = {tkeλnt : k = 0,1,2, . . . ,μn − 1;
n = 1,2, . . .} in the weighted Banach space Cα , where the sequence Λ = {λn,μn}∞n=1 and {λn} (n = 1,2, . . .) are distinct complex
numbers in the right half-plane satisfying |λn| < |λn+1| (n = 1,2, . . .) and increasing to infinity, each λn appears μn times with
μn not necessarily bounded.
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1. Introduction and results
In this paper, we study the approximation properties of the complex multiplicity exponential system M(Λ) =
{tkeλnt : k = 0,1,2, . . . ,μn−1; n = 1,2, . . .}. The system M(Λ) is associated with the complex multiplicity sequence
Λ = {λn,μn}∞n=1, that is, a sequence where {λn = |λn|eiθn} are distinct complex numbers for n = m, λn = λm in the
right half-plane satisfying |λn| |λn+1| (n = 1,2, . . .) and increasing to infinity, and each λn appears μn times with
μn not necessarily bounded. In addition, assume that the complex multiplicity sequence Λ satisfies the following
conditions:
(a) the upper density condition ([8] or [4, p. 178])
lim sup
r→∞
N(r)
r
= D < ∞,
where N(r) =∑|λn|r μn;
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|λn − λm| δ|n − m| > 0 (n,m = 1,2, . . . ; n = m),
where δ is a positive constant.
Note that when {λn} (n = 1,2, . . .) is a sequence of real numbers, the spacing condition (λn+m − λn)  mδ is
equivalent to the separation condition (λn+1 − λn) δ, but when {λn} is a sequence of complex numbers, it is clear
that the spacing condition is much weaker than the separation condition.
Now we introduce a class of functions which we will use in the sequel.
Definition 1. The elements of the class P are all the real-valued, nonnegative continuous functions α∗(t) defined on
the half real axis R+ that satisfy the following properties:
(i) α∗(t) is a convex function on the half real axis R+, α∗(0) = 0 and
lim
t→∞α
∗(t)/t = ∞;
(ii) suppose that there exists a positive constant A such that
α∗(t1)
t1
− α
∗(t2)
t2
A(log t1 − log t2 + 1) (t1 > t2 > 1);
(iii) let u(t) be a positive continuous function on [1,∞) such that
+∞∫
1
u(t)
t2
dt < ∞ and lim sup
t→∞
(
α∗(t)
t
− α
∗(u(t))
u(t)
)
< ∞.
The following example asserts the existence of such functions:
Example 1. If
u(t) =
{
t (log t)−q (q > 1) for t  ee,
e−1t for 1 t < ee,
then the function
α∗(t) =
{
t log t (log log t)−1 for t  ee,
et for 0 t < ee,
belongs to P .
Definition 2. Let
α(x) = sup{tx − α∗(t), t  0}, x ∈ R, (1)
be the Legendre transform of the function α∗(t) ∈ P (since α(x) is the Legendre transform of the function α∗(t) ∈ P ,
we can get limt→∞ α(x)/x = ∞), then define the weighted Banach space Cα , Lpα by
Lpα =
{
f : ‖f ‖p,α =
( +∞∫
−∞
∣∣f (t)e−α(t)∣∣p dt)1/p < +∞}, 1 p < ∞,
and
Cα =
{
f ∈ C(R): e−α(x)∣∣f (x)∣∣→ 0, |x| → ∞}
with the norm ‖f ‖α = supx∈R{e−α(x)|f (x)|}, where C(R) denotes continuous functions space on R.
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h(z) =
∞∑
n=0
μn−1∑
l=0
bn,lz
leλnz,
where λn are complex numbers in the right half-plane satisfying
|λ1| |λ2| · · · |λn| . . . , |λn| → ∞ (n → ∞),
and
lim
n→∞
μn
λn
= 0.
Similar to [15], we can define the order ρ of the entire function h(z) by
ρ = lim sup
n→∞
|λn|log|λn|
logB−1n
where Bn = max{|bn,l |: l = 0,1,2, . . . ,μn − 1}.
Under the conditions above, obviously, M(Λ) is a subspace of Cα (Lpα ), we then ask whether M(Λ) is complete
[6, p. 131] in Cα (Lpα ), according to the norm ‖ · ‖α (‖ · ‖p,α)? Furthermore, if M(Λ) is not complete in Cα (Lpα), we
describe the closure of M(Λ) in Cα (Lpα ).
At last, we point out that we denote A a positive constant, and Ax a positive constant only depending on x for the
whole article, not necessarily the same at each occurrence. Some of the proof technicalities are mainly based on the
methods used in [2–5,7].
Our main conclusions are as follows:
Theorem 1. Assume that α(x) = sup{tx − α∗(t), t  0}, x ∈ R, is the Legendre transform of the function α∗(t) ∈ P .
The complex multiplicity sequence Λ = {λn,μn}∞n=1, where {λn = |λn|eiθn} are distinct complex numbers in C+ sat-
isfying |λn| < |λn+1| (n = 1,2, . . .) and increasing to infinity, each λn appears μn times with μn not necessarily
bounded, satisfies the conditions (a)–(c).
Then M(Λ) is incomplete in Cα if and only if there exists a real number a such that
+∞∫
0
α(λ(t) − a)
1 + t2 dt < ∞, (2)
where
λ(r) =
{
2
∑
|λn|r
μn cos θn
|λn| , if r  |λ1|,
0, if r < |λ1|.
(3)
Corollary 1. Assume that α(t) is a nonnegative, convex function on R satisfying limt→∞ α(t)t = ∞. Let Λ = (λn,μn)
be the same as in Theorem 1. If there exists a real number a such that
+∞∫
0
α(λ(t) − a)
1 + t2 dt < ∞, (4)
then M(Λ) is incomplete in Cα , where λ(t) is defined by (3).
Corollary 2. Let Λ, λ(r), α(t) be the same as in Corollary 1. If M(Λ) is incomplete in Cα , then
lim sup
r→∞
(
λ(r) − α
∗(r)
r
)
< ∞,
where α∗(r) = sup{rt − α(t): t ∈ R}, r ∈ R, is the Legendre transform of α(t) and λ(r) is defined by (3).
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lim sup
r→∞
(
λ(r) − 1
b
log r
)
< ∞.
Theorem 2. Assume that α(t) is a nonnegative, convex function satisfying limt→∞ α(t)/t = ∞ on R. Let Λ =
(λn,μn) be the same as in Theorem 1. Assume that λ(r) is unbounded on (0,∞), where λ(r) is defined by (3).
If M(Λ) is incomplete in Cα , then for each function f in the closure of M(Λ), there exists an entire function g(z)
represented by a hyperdirichlet series such that g(x) = f (x) almost everywhere for x ∈ R and
g(z) =
∞∑
n=1
μn−1∑
k=0
an,kz
keλnz. (5)
Theorem 3. Assume that α(t) is a nonnegative, convex function satisfying limt→∞ α(t)/t = ∞ on R. Let Λ =
(λn,μn) be the same as in Theorem 1. Then M(Λ) is incomplete in Cα if and only if M(Λ) is minimal in Cα .
Theorem 4. The order of the entire function g(z) in Theorem 2 is at most 12D cos2 α , where D, α is defined by the
conditions (a) and (b).
Example 3. In Theorem 2, let λn = n2, μn = n, then Λ = {n2, n} satisfies the conditions (a) D = 1/2; (b) α = 0;
(c) |n2 − m2|  2|n − m|. Moreover, λ(r) ∼ log r . If M(Λ) is incomplete in Cα , then for each function f in the
closure of M(Λ), there exists an entire function g(z) represented by a hyperdirichlet series such that g(x) = f (x)
almost everywhere for x ∈ R and the order of
g(z) =
∞∑
n=1
n−1∑
k=0
an,kz
ken
2z
is at most 1.
Remark. Use the similar method to the proof of theorems, we obtain the results above also hold for Lpα (1 p < ∞).
2. Preliminary result
In this section, we will give a lemma which plays an important role in the proof of theorems.
Lemma. Let Λ = (λn,μn) be the same as in Theorem 1, then the function
G(z) =
∞∏
k=1
(1 − z
λk
1 + z
λk
)μk
exp
(
μkz
λk
+ μkz
λk
)
(6)
is analytic in the closed right half-plane C+ = {z = x + iy: x  0}, and satisfies the following inequalities:∣∣G(z)∣∣ exp{xλ(r) + Ax}, z ∈ C+, (7)
|G(μn)(λn)|
μn!  exp
{
Reλnλ
(|λn|)− AReλn}, n = 1,2, . . . , (8)
where r = |z| and G(μn)(λn) is the μn-order derivative function of G(z) evaluated on λn.
Proof. The method of the proof is similar to the Fuchs’ lemma in [1, Lemma 9.5.9, p. 159]. Let
ek(z) =
∣∣∣∣z − λk ∣∣∣∣2 = 1 − 4x|λk| cos θk2 , Ek(z) = 2x cos θk + 1 log ek(z), (9)z + λk |z + λk| |λk| 2
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Ek(z)
2xr(2|λk| cos θ cos θk + r) cos θk
|λk||z + λk|2
, z ∈ C+. (10)
Moreover, since log(1 − t)−t − δt21+δ , t ∈ [0, (1 + δ)−1] for δ > 0, we also have
Ek(z)− (1 + δ)|λk|
2x2 cos2 θk
4δ|z + λk|4
(11)
for z ∈ {z ∈ C+: 0 1 − ek(z) (1 + δ)−1}. Let η = η(δ) = 2δ + 2√δ(1 + δ), δ > 0. If |λk| (1 + η)r , z ∈ C+ and
r = |z|, then 0 1 − ek(z) (1 + δ)−1, and thus∣∣Ek(z)∣∣ 2xr cos θk|λk|2
(
3
η4
+ 21 + δ
η6δ
)
. (12)
By the condition (c), we can get |λk|  Ak. Then by the condition (a), ∑∞k=1 μk|λk |2 is convergent. Thus G(z) is the
quotient of convergent canonical products. As a result, it is analytic in {z ∈ C: z = −λk, k = 1,2, . . .}.
To prove (7) and (8), write G(z) = Π1 ·Π2, where Π1 contains the terms with |λk| (1 + η)r , r = |z|, η = η(δ) =
2δ + 2√δ(1 + δ). Apply (10) to the factors in Π1 and (12) to those in Π2. Then, for x  0, we obtain
log|Π1| 2x
∑
|λk |(1+η)r
μk cos θk
|λk|  xλ(r) + Ax (13)
and ∣∣log|Π2|∣∣Axr ∑
|λk |>(1+η)r
μk cos θk
|λk|2 Ax, (14)
where we have used the condition (a) in the last part of (13) and (14). Therefore (7) holds.
Denote by
Gn(z) =
∞∏
k=1, k =n
(1 − z
λk
1 + z
λk
)μk
exp
(
μkz
λk
+ μkz
λk
)
,
then
|G(μn)(λn)|
μn! =
∣∣∣∣ e1+
λn
λn
2 Reλn
∣∣∣∣μn ∣∣Gn(λn)∣∣.
We use (14) again for Π2 of Gn(z). For Π1 of Gn(z) we consider the following two cases: (i) z ∈ {z = reiθ ∈
C(Λ,δ0): Θ(Λ) + 21  |θ | < π2 } and (ii) z ∈ {z = reiθ ∈ C(Λ,δ0): |θ | < Θ(Λ) + 21}, where 41 = (π2 − Θ(Λ))
and C(Λ,δ0) = {z ∈ C+: |z − λk| 14δ}. In the case (i), let δ1 = sin2 1, then
|z + λk|2  2r|λk|δ1, 0 < 1 − ek(z) (1 + δ1)−1,
consequently,
log|Π1| 2x
∑
|λk |(1+η)r
μk cos θk
|λk| − 2x
1 + δ1
δ1
∑
|λk |(1+η)r
μk|λk| cos θk
|z + λk|2
−Ax + xλ(r).
This implies that (8) holds in this case. In the case (ii), let N = N((1 + η)r), r = |λn|, then by the condition (c) and
Stirling’s formula we have
N∏
|λn − λk|μk 
N∏
δμk |k − n|μk  δN−μn[(N − n)!(n − 1)!] (N
A
)N
.k=1, k =n k=1, k =n
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N∏
k=1, k =n
|λk + λn|μk  (AReλn)N−μn.
In addition, we have∣∣∣∣ e1+
λn
λn
2 Reλn
∣∣∣∣μn = (e1+cos 2θn2 Reλn
)μn

(
1
2 Reλn
)μn
.
Thus
log|Π1|N
(
logN − log(AReλn)
)+ Reλnλ(|λn|)− AReλn  Reλnλ(|λn|)− AReλn − A,
in the last inequality, we use N(logN − loga)−ae−1 for a > 0. Therefore (8) is proved. 
3. Proof of main results
Proof of Theorem 1. If the space M(Λ) is incomplete in Cα , then by the Hahn–Banach theorem there exists a
nonzero bounded linear functional T on Cα such that ‖T ‖ = 1 and
T
(
tkeλnt
)= 0 (k = 0,1, . . . ,μn − 1; n = 1,2, . . .).
So by the Riesz representation theorem [9], there exists a complex measure μ satisfying
‖μ‖ =
+∞∫
−∞
eα(t) d
∣∣μ(t)∣∣= ‖T ‖ = 1
and
T (h) =
+∞∫
−∞
h(t)dμ(t), h ∈ Cα.
Therefore, the function
f (z) =
+∞∫
−∞
etz dμ(t)
is analytic in the open right half-plane C+, and continuous in the closed right half-plane C+ = {z = x + iy: x  0}.
Λ = {λn = |λn|eiθn : n = 1,2, . . .} is contained in the set of the zeros of f (z) in the right half-plane C+ and their
multiplicity at each λn is not less than μn. By the definition of the Legendre transform [4, p. 323] or [6, p. 195] we
know that
α∗(x) = sup{tx − α(t), t ∈ R}, x  0,
then we have∣∣f (z)∣∣ exp{α∗(x)}.
Because |λn| < |λn+1| (n = 1,2, . . .) and increasing to infinity, without loss of generality, we can assume |λ1| =
1 |λn|, n = 2,3, . . . , then when r > 1, by Carleman formula [6, Lecture 24],
1
2
λ(r) − 1
r2
∑
1<|λn|r
μn|λn| cos θn = d(r) + 1
πr
π/2∫
−π/2
log
∣∣f (reiθ )∣∣ cos θ dθ
+ 1
2π
r∫ ( 1
y2
− 1
r2
)(
log
∣∣f (iy)∣∣+ log∣∣f (−iy)∣∣)dy,1
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α∗(0) = 0, we can get
α∗(r cos θ)
r cos θ
 α
∗(r)
r
.
So
1
2
λ(r)A + 1
π
π/2∫
−π/2
α∗(r)
r
(cos θ)2 dθ = A + α
∗(r)
2r
. (15)
Since α∗(x) ∈ P is a nonnegative convex function on R satisfying limx→∞ α∗(x)/x = ∞ and α∗(0) = 0, there
exists x0 > 0 such that x−1α∗(x) is increasing on [x0,∞), then by (ii) of Definition 1, there exists a continuously
differentiable function V (x) on [0,∞) satisfying V (0) = 0, 0 < rV ′(r)  A and V (x) − x−1α∗(x) is bounded on
[0,∞). Thereby, without loss of generality, we can assume that α∗(x) = xV (x) on [0,∞), where the function V (x)
is continuously differentiable on [0,∞), V (0) = 0 and
λ(r) V
(
u(r)
)+ A; 0 < rV ′(r)A (r  1).
For each t  0, there exists x(t) 0 such that
x(0) = 0; t = V (x(t))+ x(t)V ′(x(t)); α(t) = x(t)(t − V (x(t))).
There exists r0  1 such that λ(r) − A > 1 on [r0,∞) and the function y(r) = x(λ(r) − A) satisfies
V
(
y(r)
)
< V
(
y(r)
)+ y(r)V ′(y(r))= λ(r) − A V (u(r)), (16)
so y(r) < u(r).
Let
S(r) =
{
α(λ(r) − A) for r  r0,
α(λ(r0) − A) for r ∈ [0, r0).
By (16),
S(r) = y(r)y(r)V ′(y(r))Ay(r)Au(r) for r  r0,
and by (iii) of Definition 1, we can obtain
∞∫
1
S(r)
1 + r2 dr < ∞.
The necessity of Theorem 1 is proved.
Next, we turn to the proof of sufficiency of Theorem 1. Assume that there exists a real number a such that the
integral
A1 = 8
π
∞∫
0
α(λ(t) − a)
1 + t2 dt < ∞. (17)
Let ϕ(t) be an even function such that ϕ(t) = α(λ(t) − a) for t  0 and let u(z) be the Poisson integral of ϕ(t), i.e.,
u(x + iy) = x
π
+∞∫
−∞
ϕ(t)
x2 + (y − t)2 dt.
Then u(x + iy) is harmonic in the half-plane C+ and there exists an analytic function g1(z) on C+ satisfying
Reg1(z) = 4u(z)max
{
(x + 1)(λ(r) − a)− α∗(x + 1)} (x − b)(λ(r) − a)− α∗(x − b),
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g0(z) = G(z)
(1 + z)N1 exp
{−g1(z) − N1z − N1},
where N1 is a large positive integer and G(z) is defined by (6). By (7), for ∀b ∈ [−1,1], we have∣∣g0(z)∣∣ 11 + |z|2 exp{α∗(x − b) − x}, z ∈ C+. (18)
Let
h0(t) = 1√
2π
+∞∫
−∞
g0(1 + iy)e−(1+iy)t dy.
Then h0(t) is continuous on (−∞,+∞). By Cauchy’s formula,
h0(t) = 1√
2π
+∞∫
−∞
g0(x + iy)e−(x+iy)t dy, x > 0. (19)
From (18), (19) and the formula of the Legendre transform (α∗)∗(t) = α(t) we have∣∣h0(t)∣∣ exp(−α(t) − |t |)
and
g0(z) = 1√
2π
+∞∫
−∞
h0(t)e
tz dt, x > 0.
Therefore
+∞∫
−∞
h0(t)t
keλnt dt = √2πg(k)0 (λn) = 0 (k = 0,1, . . . ,μn − 1; n = 1,2, . . .),
so the linear functional satisfies T (tkeλnt ) = 0 (k = 0,1, . . . ,μn − 1; n = 1,2, . . .). Moreover,
0 < ‖T ‖ = 1
2π
+∞∫
−∞
∣∣h0(t)∣∣eα(t) dt < +∞.
By the Hahn–Banach theorem, the space M(Λ) is incomplete in Cα . The proof of Theorem 1 is completed. 
Proof of Theorem 2. If M(Λ) is incomplete in Cα , then it follows from Theorem 1 that there exists a real number a
such that (17) holds.
Let
Φ˜n,l(z) = G(z)
(
z + λn
z − λn
)μn−l
exp
{
(μn − l)z
λn
+ (μn − l)z
λn
}
,
where n = 1,2, . . . ; l ∈ {0,1,2, . . . ,μn − 1}, then Φ˜n,l(z) is analytic in the closed right half-plane C+ = {z =
x + iy: x  0}, and vanishes exactly l times at the point λn and μk times at the points λk , k = n. One can easily
verify that
Φ˜n,l(z) = G˜(z) =
∞∏
k=1
(1 − z
λk
1 + z
λk
)μ˜k
exp
(
μ˜kz
λk
+ μ˜kz
λk
)
,
where μ˜k = μk , k = n; μ˜k = l, k = n, then use the similar method as lemma, we can also get the similar result
for G˜(z). Let
Φn,l(z) = Φ˜n,l(z)N1 exp
{−g1(z) − N1z − N1}= G˜(z)N1 exp{−g1(z) − N1z − N1},(1 + z) (1 + z)
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Let
Hn,l(t) = 1√
2π
+∞∫
−∞
Φn,l(1 + iy)e−(1+iy)t dy.
By a proof similar to the necessity of Theorem 1, we get that Hn,l(t) is continuous on R satisfying∣∣Hn,l(t)∣∣ exp(−α(t) − |t |). (20)
The dual relation
Hn,l(t) = 1√
2π
+∞∫
−∞
Φn,l(x + iy)e−(x+iy)t dy (x > 0),
and
Φn,l(z) = 1√
2π
+∞∫
−∞
Hn,l(t)e
tz dt (x > 0),
hold.
Note that
Φ
(k)
n,l (λm) =
1√
2π
+∞∫
−∞
Hn,l(t)t
ketλm dt (x > 0),
where m = 1,2, . . . , k ∈ {0,1, . . . ,μm − 1}, and l ∈ {0,1,2, . . . ,μn − 1}. If m = n, we have Φ(k)n,l (λm) = 0. If m = n,
but k = l, then Φ(k)n,l (λn) = 0 too. So we can say
Φ
(k)
n,l (λm) =
{
1, if m = n and k = l,
0, otherwise.
According to [1, Lemma 6.6.2, p. 96], we have 0 Reg1(z)A1x for x max{1, |z| cosα}. By (7), we obtain
|Φ(l)n,l(λn)|
l!  exp
{
Reλnλ
(|λn|)− AReλn − A}, n = 1,2, . . . , l ∈ {0,1,2, . . . ,μn − 1}. (21)
By (20), there exists a constant independent of Λ such that the function
Ψn,l(t) = 1√
2π
Hn,l(t)
Φ
(l)
n,l(λn)
satisfies∣∣Ψn,l(t)eα(t)∣∣ exp{A2 + A2 Reλn − Reλnλ(|λn|)− |t |}. (22)
By (21) we have
Φ
(k)
n,l (λm)
Φ
(l)
n,l(λn)
=
+∞∫
−∞
Ψn,l(t)t
keλmt dt =
{
1, if m = n and k = l,
0, otherwise,
(23)
where m = 1,2, . . . , k ∈ {0,1, . . . ,μm − 1}, and l ∈ {0,1,2, . . . ,μn − 1}.
1016 J. Ning et al. / J. Math. Anal. Appl. 341 (2008) 1007–1017Define a linear functional Tn,l on M(Λ) by
Tn,l(P ) = an,l =
+∞∫
−∞
P(t)Ψn,l(t)dt
for each exponential polynomial P(t) =∑am,lt leλmt ∈ M(Λ). By (20) and (21), we have∣∣Tn,l(P )∣∣ 2‖P ‖α exp{A2 + A2 Reλn − Reλnλ(|λn|)}. (24)
Hence Tn,l is a bounded linear functional on M(Λ) and can be extended to a bounded linear functional (denoted by
T n,l) on Cα by the Hahn–Banach theorem with
‖T n,l‖ = ‖Tn,l‖ Cn = exp
{
A2 + A2 Reλn − Reλnλ
(|λn|)}. (25)
If f belongs to the closure of M(Λ) in Cα , then there exists a sequence of multiplicity exponential polynomials
Pm(t) =
m∑
n=1
μn−1∑
l=0
amn,l t
leλnt ∈ M(Λ)
such that
‖f − Pm‖α → 0 as m → ∞.
We claim that the function
g(z) =
∞∑
n=1
μn−1∑
l=0
an,lz
leλnz, (26)
where an,l = T n,l(f ), n = 1,2, . . . ; l = 0,1, . . . ,μn − 1, is an entire function. In fact, by the conditions (a) and (c),
we get
lim
n→∞
logn
λn
= 0 and lim
n→∞
μn
λn
= 0, (27)
so according to [10] or [13] we know that g(z) has the same regions of convergence as the following two associate
series
g∗(z) =
∞∑
n=1
Ane
λnz, g∗∗(z) =
∞∑
n=1
Anz
μn−1eλnz,
where An = max{|an,l |: l = 0,1, . . . ,μn −1}. For any point z inside the open convex region, the three series converge
absolutely. By (25), we can deduce that
lim sup
n→∞
logCn
|λn| = lim supn→∞
logAn
|λn| = −∞, (28)
then according to [12], we know that g∗(z) is an entire function, thus g(z) and g∗∗(z) are also entire functions.
Note that∣∣an,l − amn,l∣∣= ∣∣T n,l(f ) − T n,l(Pm)∣∣Cn‖f − Pm‖α, n = 1,2, . . . ,
and by the left of the limits of (27), for sufficiently large N2, ε = A2 > 0, ∀n > N2, logn < A2 |λn| and
∞∑
n=N1
e−A|λn| <
∞∑
n=N1
e−2 logn =
∞∑
n=N1
1
n2
< ∞. (29)
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 eα(x)‖f − Pm‖α +
m∑
n=1
μn−1∑
l=0
∣∣an,l − amn,l∣∣xleReλnx + ∞∑
n=m+1
μn−1∑
l=0
|an,l |xleReλnx
 ‖f − Pm‖α
(
eα(x) +
m∑
n=1
μn−1∑
l=0
xlCne
Reλnx
)
+
∞∑
n=m+1
μn−1∑
l=0
|an,l |xleReλnx.
Letting m → ∞, by (28) and (29), we have ∑∞n=1∑μn−1l=0 xlCneReλnx < ∞. We obtain that f (x) = g(x) for x ∈ R.
The proof of Theorem 2 is completed. 
Proof of Theorem 3. From the proof of Theorem 2 and according to [6, p. 131], we know that if M(Λ) is incomplete
in Cα , then there exists its bi-orthogonal system {Hn,l} in (Cα)∗, so M(Λ) is minimal in Cα .
Inversely, if M(Λ) is minimal in Cα , by [6, p. 131], for any tkeλnt ∈ M(Λ), tkeλnt does not belong to M(Λ)\ tkeλnt .
Using the similar method to Corollary 1, we obtain M(Λ) \ tkeλnt is not complete in Cα , so M(Λ) is incomplete
in Cα . 
Proof of Theorem 4. From the proof of Theorem 2, we obtain Tn,l(p) = an,l, so by (25), we have
|An| = max
{|an,l |: l = 0,1,2, . . . ,μn − 1} 2‖p‖α exp{A2 + A2 Reλn − Reλnλ(|λn|)}.
Let 0 < h < |λ1|, then
λ(r) = 2
∑
|λn|r
μn cos θn
|λn|  2 cosα
∑
|λn|r
μn
|λn| = 2 cosα
r∫
h
dN(t)
t
= 2 cosαN(r)
r
+ 2 cosα
r∫
h
N(t)
t2
dt.
By the condition (a), we have lim supn→∞ λ(|λn|)log |λn|  2 cosαD. Then by estimates above, for n sufficiently large, we
have
log|An|
|λn| log|λn| 
log 2‖p‖α + A2 + A2 Reλn − Reλnλ(|λn|)
|λn| log|λn| ,
from which we get ρ  12D cos2 α . 
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