We consider an online version of the conflict-free coloring of a set of points on the line, where each newly inserted point nmst be assigned a color upon insertion, and at all times the coloring has to be conflict-free, in the sense that in every interval I there is a color that appears exactly once in I. We present several deterministic and randomized algorithms for achieving this goal, and analyze their performance, that is, the maximum number of colors that they need to use, as a function of the number n of inserted points. We first show that a natural and simple (deterministic) approach may perform rather poorly, requiring fl(x/~ ) colors in the worst case. We then modify this approach, to obtain an efficient deterministic algorithm that uses a maxinmm of O(log 2 n) colors. Next, we present two randomized solutions. The first algorithm requires an expected number of at most O(log 2 n) colors, and produces a coloring which is valid with high probability, and the second one, which is a variant of our efficient deterministic Mgorithm, requires an expected number of at most O(lognloglogn) colors but always produces a valid coloring. We also analyze the performance of the simplest proposed algorithm when the points are inserted in a randon1 order, and present an incomplete analysis that indicates that, with high probability, it uses only O(log n) colors. Finally, we show that in the extension of this problem to two dimensions, where the relevant ranges are disks, n colors -"
Introduction
A given set P of n points in ~d and a set T¢ of subsets of P ("ranges") define a so-called set system (P,~) . A coloring of P is called conflict-free (CF for short) with respect to T¢ if for any r E 7¢ with P N r ¢ ~, there is at least one color that appears exactly once in r.
We consider the following dynamic scenario of con ict-free coloring of points on the line, with respect to interval ranges. We maintain a finite set P C N. Initially, P is empty, and we repeatedly insert points into P, one point at a time. We denote by P(t) the value of P after the t-th point has been inserted. Each time we insert a point p, we need to assign a color c(p) to it, which is a positive integer. Once the color has been assigned to p, it cannot be changed in the future. The coloring should remain con ict-free at all times. That is, as in the static case, for any interval I that contains points of P(t), there is a color that appears exactly once in I.
The static version of CF-coloring has been studied recently in several papers [5, 6, 7] in considerably more general settings, involving point sets in higher dimensions, and ranges that are disks, balls, axis-parallel boxes, or more general ranges that satisfy certain geometric conditions. The study of this problems is motivated by the problem of frequency-assignment in cellular networks. Specifically, cellular networks are heterogeneous networks with two different types of nodes: base stations (that act as servers) and clients. The base stations are interconnected by an external fixed backbone network. Clients are connected only to base stations; connections between clients and base stations are implemented by radio links. Fixed frequencies are assigned to base stations to enable links to clients. Clients, on the other hand, continuously scan frequencies in search of a base station with good reception. The flmdamental problem of frequency-assignment in cellular networks is to assign frequencies to base stations so that every client, located within the receiving range of at least one station, can be served by some base station, in the sense that the client is located within the range of the station and no other station within its reception range has the same frequency (Such a station would be in "con ict" with the given station due to nmtual interference.). The goal is to minimize the nmnber of assigned frequencies ("colors") since the frequency spectrum is limited and costly.
Suppose we are given a set of n base stations, also referred to as antennas. Assmne, for simplicity, that the area covered by a single antenna is given as a disk in the plane. Namely, the location of each antenna (base station) and its radius of transmission is fixed and is given (the transnfission radii of the antennas are not necessarily equal). Even et al. [5] have shown that one can find an assigmnent of frequencies to the antennas with a total of at most O(logn) frequencies such that each antenna (a base station) is assigned one of the frequencies and the resulting assigmnent is free of con lets, in the preceding sense. Furthermore, it was shown that this bound is worst-case optimal. When the given antennas all have the same radius of transmission (say, unit radius), the problem is easily seen to be equivalent to that of coloring n points ill the plane such that for any unit radius disk that contains more than one of the given points, at least one of the colors in that disk is unique. Har-Peled and Smorodinsky [6] and Snrorodinsky [7] have extended these results and introduced new tools for (static) CF-coloring.
To capture a dynamic scenario where antennas can be added to the network, we introduce and study an online version of the CF coloring problem, as described above. As we show in this paper, the online version of the problem is considerably harder, even in the onedimensional case. We begin by proposing a natural and obvious coloring algorithm (to which we refer as the "simple" algorithm), but show that in the worst case it has poor performance. Specifically, the simple algorithm may require f~(~/~) colors in the worst case. We still do not have any nontrivial upper bound on the performance of the simple algorithm.
The simple algorithm is greedy in nature, but there is a variant that is greedier, and can sometimes use fewer colors. We brie y discuss it, but practically nothing is known about its performance.
We next remedy the situation, by presenting a 2-stage deterministic variant of the simple algorithm, and show that the maximum number of colors that it uses is O(log 2 n). The best known general lower botmd for this problem is 12(logn), which holds also for the static case (see [5, 7] ), so there still remains a gap between the upper and lower bounds.
We next explore what can be gained by using randomization, and present two efficient randomized algorithms. The first algorithm uses, with high probability, 1 O(log 2 n) colors, and the second one, which is a variant of our efficient deterministic solution, and which can also be regarded as a variant of the first algorithm, uses O(log n log log n) colors with high probability. Next, we return to the simple algorithm, which can be inefficient in the worst case, and analyze its perfbrmance when the points are inserted in a random ordeT: We reduce the problem to a certain stationary stochastic process, and present partial analysis of its performance, as well as a fairly reliable set of conjectures, supported by simulations, that indicate that the expected number of colors that the simple algorithm uses in this case is only O(log n).
Finally, we consider the extension of the online version to point sets in the plane. Unibrtunately, we show that, in the simple case where the ranges that are required to be con let-free are disks, n colors may be needed ill the worst case. Nevertheless, (much) better solutions might still exist for random distributions of the points, or for other ranges, such as halfplanes, unitdisks, axis-parallel rectangular or square ranges, or for relaxed versions of the problem, in which each range has a color that appears in it at least once and at most k times, for some constant k [7] .
There are many open problems that our study raises: Obtain, if possible, an improved algorithmindependent lower bound (better than ~t(log n)) for online CF coloring for intervals; understand the problem behavior in the plane and in higher dimensions; design and analyze other strategies, and so on (see additiondl problems posted later in the paper). We note that CF coloring is closely related to the problem of vertex runkin 9 in graphs (see, e.g., [4] ). Some of our algorithms, that maintain the property that the maximum color in any interval is unique, actually perform online vertex ranking in paths. Extending our analysis to online vertex ranking in other kinds of graphs (trees, for example) raises yet another set of interesting open problems.
The "Simple" Coloring Algorithm
Instead of the usual con ict-free property, we wish to maintain the following stronger invariant: At any given step t and for any interval I, there is only one element of P(t) n I that attains the maximum color in that set.
This invariant implies that the coloring of P(t) is con let-free, at any time t. It is indeed a stronger condition: Con let-free coloring only requires that for each interval there exists a color (not necessarily the 1This means that the probability of failure is at most 1/p(n), where p(n) is polynomial in n. maximum) that is assigned to a unique point in that interval.
We employ the following simple-minded algorithm for inserting a point p into the current set P(t). In a nutshell, the rule is simply to assign to p the smallest Correctness. By induction on the insertion order. First, note that no color can be seen twice from p: This is obvious for two points that lie both to the left or both to the right of p. If p sees the same color at a point u to its left and at a point v to its right then the interval uv, before p is inserted, does not have a unique maximmn color, so this case is impossible too. Next, if p is assigned color c, any interval that contains p still has a unique maximum color: This follows by induction when the maximum color is > c. If the maximmn color is c then it cannot be shared by another point 'a in the interval, because then p would have seen the nearest such point, and thus would not be assigned color c. It is also easy to see that the algorithm assigns to each newly inserted point the smallest possible color that maintains the invariant of a unique maximum color in each interval. This makes the algorithm greedy with respect to the unique maximum condition.
Special insertion orders. Denote by C(P(t)) the sequence of colors assigned to the points of P(t), in leftto-right order along the line. Let Cmax(P(t)) denote the maximum color in C(P(t)).
The complete binary tree sequence Sk of order k is defined recursively as $1 = (1) and Sk = 
,1).
Note that Ck is the concatenation of k sequences
We prove tile following property, from which the assertion of the theorem is an in:mediate corollary.
(.) There exists an insertion order of nk points for which the color sequence produced by the simple algorithm is ck.
The proof proceeds by induction on k. We note that the claim easily holds for k = 1,2. Suppose that the simple algorithm has produced a sequence Sk whose color sequence is Ca. We insert the next point in between Dk-: and Dk, and observe that it is assigned color k + 1. We then insert a point between Dk-2 and Dk-~, which is assigned color k. Proceeding in this nmnner from right to left, we insert k points between consecutive subsequences Dj-1, Dj. The color sequence now becomes
D21[D3IlD411"" IIDkllDk+:.
To complete the step, we insert one additional point to tile left of the whole sequence, which get the colors 1, thereby producing the color sequence Ck+l. This completes the proof of (*), and thus of the theorem. Open problem:
Obtain an upper bound for the maximum number of colors that the algorithm uses for n inserted points. We conjecture that the bound is close to the above lower bound.
Another greedy algorithm. The simple algorithm is greedy for maintaining the invariant that in each interval the maximum color appears exactly once.
Perhaps it is nlore natural to consider a greedy approach in which we only want to enforce the standard CF property. That is, we want to assign to each newly inserted point the smallest color for which the CF property continues to hold. There are cases where this greedy algorithm uses fewer colors than the simple algorithm: Consider an insertion of five points in the order (1 3 2 4 5). The simple algorithm produces the color sequence (1 3 2 1 4), whereas the new greedy algorithm produces the coloring (1 3 2 1 2). The preceding lower bound construction does not hold for the new algorithm, and at the present we have no nontrivial bounds on its perfornmnce.
CF coloring for unit intervals. Consider the special case where we want the CF property to hold only for unit intervals. In this case, O(logn) colors suffice:
Partition the line into the unit intervals Ji = [i, i+1), for i c Z. Color the intervals Ji with even i as white, and those with odd i as black. Note that any unit interval meets only one white and one black interval. We color the points in each Ji independently, using the same set of "light colors" for each white interval, and the same set of "dark colors" for each black interval. For each Ji, we color the points that it contains nsing the simple algorithm, with the modification that when we insert a point p that is currently not extreme in Ji, we give it a special color 0. It is easily checked that the resnlting coloring is CF with respect to unit intervals. Since we effectively only insert points into any Ji to the left or to the right of the previously inserted points, Lelmna 2.1 (c) implies that the algorithm uses only O(log n) (light and dark) colors.
An Efficient Deterministic Algorithm
In this section we modify the simple algorithm into a 2-stage coloring scheme, and show that it uses only O(log 2 n) colors. Let x be the point which we currently insert. We assign a color to x in two steps. First we assign x to a level, denoted by £(x). Once x is assigned to level £(x) we give it an actual color among the set of colors dedicated to £(x). We nmintain the invariant that each color is used by at most one level.
Modifying the definition from the simple algorithm, we say that point x sees point y (or that point y is visible to x) iff for every point z between x and y, £(z) < £(y). When x is inserted we set e(x) to be the smallest level such that either to the left of x or to the right of x (or in both directions) there is no point y visible to x at level ~.
To give x a color we now discard every point y such that £(y) ~ E(x), and every point y such that £(y) = g(x) and there is a point z between x and y such that g(z) > g(y). We apply the simple algorithm so as to color x with respect to the sequence Px of the remaining points, using the colors of level £(x) only. That is, those colors are ordered, and we give x the smallest color so that the coloring of Px maintains the unique nlaxinmm color condition. This completes the description of the algorithm.
We begin the analysis of the algorithm by making a few observations on its performance: (a) Suppose that a point x is inserted and is assigned to level i > 1. Since x was not assigned to any level j < i, it must see a point £j at level j that lies to its left, and another such point 'rj that lies to its right. Let Ej (x) denote the interval [£j,rj] . Note that, by definition, these intervals are nested, that is, Ej(x) C Ek(x) for j<k<i. (b) We define a run at level i to be a maximal sequence of points xl < x2 < -.. < xk at level i, such that all points between xl and Xk that are distinct from x2,x3,...,xk-1 are assigned to levels smaller than i.
Whenever a new point x is assigned to level i and is inserted into a run of that level, it is always inserted either to the left or to the right of all points in the run. Moreover, the actual color that x gets is determined solely fl'om the colors of the points already in the run. (c) The runs keep evolving as new points are inserted. A run nmy either grow when a new point of the stone level is inserted at its left or right ends (note that other points at smaller levels may separate the new point from the former end of the run), or split into two runs when a point of a higher level is inserted somewhere between its ends. (d) As in observation (a), the points at level i define intervals. Any such interval E is a contiguous subsequence [x, y] of P, so that x and y are both at level i, and all the points between x and y have smaller levels. E is formed when the second of its endpoints, say x, is inserted. We say that x closes the interval E, and refer to it as a closing point. Note that, by construction, x cannot close another interval. (e) Continuing the observation (a), when x is inserted, it destroys the intervals Ej(x), for j < i, that it is inserted into, and only these intervals. We charge x to the set of the closing endpoints of all these intervals. Clearly, none of these points will ever be charged again by another insertion (since it is the closing endpoint of only one inteval, which is now destroyed). We maintain a forest F, whose nodes are all the points of P. The leaves of F are all the points at level 1. When a new point x is inserted, we make it a new root of F, and the parent of
Note that the non-closing points can only be roots of trees of F. Note also that a node at level i has exactly i -1 children, exactly one at each level j < i. Hence, each tree of F is a binomial tree (see [3] ); if its root has level i then it has 2 i nodes.
Hence, if m is the maximal level assigned after n points have been inserted, then we must have 2 TM < n, or m <_ logn. That is, the algorithm uses at most logn levels.
We next prove that our algorithm uses only O(log n) colors at each level. We recall the way runs evolve: They grow by adding points at their right or left ends, and they split into a prefix and suffix subruns, when a point with a larger level is inserted in their n-fiddle. Moreover, when the j-th smallest color of level i is given to a point x, the run to which x is appended has at least 2 j-2 + 1 elements.
Proof." The proof proceeds by induction through the sequence of insertion steps, and is based on the following observation. Let a be a contiguous subsequence of the complete binary tree sequence Sk, and let x be a point added, say, to the left of a. If we assign to x color c(x), using the simple algorithm, then (c(x))lla is a contiguous subsequence of either Sk or Sk+l. The latter happens only if a contains Sk_lll(k) as a prefix. Symmetric properties hold when x is inserted to the right of a. We omit the straightforward proof of this observation.
As a consequence, we obtain the following result. Proof: (a) We have already argued that the number of levels is at most logn. Within a level i, the k-th smallest color is assigned when a run contains at least 2 k-2 points. Hence 2 k-2 <_ n, or k < 2 + log n, and (a) follows.
To show (b), consider an arbitrary interval I. Let g be the highest level of a point in I.
Let a = (Yl, Y2,. • •, Yj) be the sequence of the points in I of level g. Since g is the highest level in I, a is a contiguous subsequence of some run, and, by Lemma 
We omit the proof of (c) in this version. Remark: One can modify the algorithm so that the set of colors that it uses can be identified with (a prefix of) the integers, and so that it maintains the property of the simple algorithm: At any time t and for any interval I, there is a unique point in I with nmximmn color. The modified algorithm still uses only O(log ~ n) colors.
A Randomized Coloring Algorithm
In this and the following section we allow randomization, and derive two fairly efficient algorittmls. The first algorithm, presented in this section, uses, with high probability, O(log 2 n) colors, and produces, again with high probability, a coloring that is con let-free after each insertion. The second algorithm, presented in the next section, is even more efficient, and uses, with high probability, only O(log n log log n) colors. Both algorithms are fairly simple, and share some similar features. The first algorithm is simpler to analyze.
As in the preceding algorithm, we do not regard the colors as (ordered) integers, and do not insist that the lawest color in an interval be unique.
Let us assume that the total number n of points to be inserted is known in advance. The algorithm uses an infinite number of color classes, which we denote by A1,A2 .... , where each class consists of alogn colors, for some appropriate sufficiently large constant a. We denote the j-th color of class A i by aij.
When a new point p is inserted, we first choose randomly a color class that will be used to color p, so that class Ai is chosen with probability 1/2 'i. Suppose that we have chosen color class Ai for p. If Ai is not yet saturated, that is, not all colors of Ai have already been used, we choose any unused color and color p with it. If Ai is already saturated, we assign to p a color in Ai according to the following rule: Consider all the points in the current set whose colors belong to Ai, and let Ci denote the sequence of their colors, ordered fi'om left to right. For each color aij, let dj denote the snmllest nmnber of elements of Ci that separate an element equal to aij from the place where p is to be inserted. Then we assign to p a color a ij for which dj is maximal.
THEOREM 4.1. With high pwbability, (i) the resulting coloring 'is conflict-free after each insertion, and (ii) only O(log 2 n) colors are used.
Proofi The second statement follows from the fact that the probability of choosing any class A~ with i > d, at any fixed insertion step, is 2 -d. We turn to the proof of the first part.
Consider an interval I at some insertion step t, and let m be the number of points of P(t) in I. Assume first that m > } log n. Let i be the index that satisfies a . 2./+ 1 logn. 8 ~-~ " 2i log n < _ m < We claim that among the points of I whose colors belong to Ai there is (with high probability) a point colored with a unique color.
The expected number Ni of points in I with colors a log n and in Ai is # = m/2 i, which lies between g log n. By standard results on large deviations (see, e.g., Theorem A.1.14 in the appendix of [1] ), it follows that there exists a constant c > 0 (c may be taken to be rain{l/8, -In(el/2(3/2)-3/2)}) such that
Pr[IN~ -#1 > ~/2] < 2e -~" < 2 1 a¢/8
~t Consider the time step t ~ _< t of the last insertion of a point q into I that has been colored by a color in Ai. If at time t ~ the class Ai was not saturated, then q was assigned an unused color of Ai, so its color is unique in I. Suppose then that Ai was saturated prior to time F. Tlmn q received a color aij for which the distance to the nearest previously inserted point s with that color is as large as possible (in the precise a log n sense defined above). Clearly, there are at least g points with (other) colors of Ai between q and s, which, with high probability, is impossible by what we have just shown, provided we choose a to be a sufficiently large constant.
To complete the proof, we still need to consider the a logn. In this case, let q be the last point case m < inserted into I (of any color class). If the class of q was not saturated at the insertion time, the color of q is unique in I. If the class was saturated, arguing a log n points with (other) as above, there are at least g colors of that class between q and any other point with the color assigned to q, so again the color of q must be unique in I (this time with certainty).
Since there are n insertions and at each insertion there are at most n2/2 intervals to consider, the total failure probability is at most n 3 (~)ac/S. This can be made smaller than n -~ for any d by choosing a = a(d) sufficiently large. We can modify the algorithm so that it does not need to know n in advance, and so that it uses O(log 2 n) colors, with high probability, when n points are inserted. Enumerate hi(x) as ml < m2 < .'-. In the randomized version, we assign x to level /n 1 with probability 1/2, to level m2 with probability 1/4, and in general to level rnj with probability 1/2 j, for j > 1. (In contrast, the deterministic algoritlml assigns x to level ml.) Once the level of x has been assigned, the color that it gets within that level is determined exactly as in the deterministic algorithm. The expected number of levels. To analyze the performance of the randonfized algorithm, we first estimate the number of levels that the algorithm uses. We run the following accounting scheme. When x is inserted and assigned to level i, it gets weight w(x) = 1.5 i. The sources from which this weight is allocated are: (i) the entire weight of some points in P(t) (which pass their weight to x), and (ii) three new units that are added to the pool for each inserted point. We start with an initial pool of 0. The points that contribute their weights to x are the closing endpoints of the jintervals that contain x, for all j < i in I(x). This accounting process is managed by a banker, who makes sure that each newly inserted point gets the weight it is entitled to, using the resources (i) and (ii). In doing so, she may either run into deficit, or have surplus. We will show that the expected net gain of the banker is 0.
Note that if a closing endpoint y contributes its weight to a newly inserted point x then the interval of which y is a closing endpoint is destroyed when x is inserted. Consequently, y will never have to contribute any weight (which it does not possess any more) to further inserted points.
The expected weigllt of x is E[w(x)] = ~j_>l ~71-hmj" The expected weight that the banker can collect from the closing endpoints is d(x) = 1 _(EkEl(x),
1.hk)._ We can rewrite this as
Ej~ I ~" k<mj follows. Set Ij(x) := (mj_l,mj), for j > 1 (with /7/0 : 0). Then d(x) : Ej>l_ ~1 (~kEi,(x) 1"5k)" Indeed, a closing endpoint y at level k c Ij (x) that participates in this insertion step will be asked to contribute its weight when x is assigned to level me, for any g > j, 1 which happens with probability 2~ + ~ + .... ~7:-f. Therefore,
By rearranging its terms, the last stun is equal to -3+ _~-~ ))Ti-1.5mJ
Since 3 new units are added to the pool, the expected net gain of the banker when x is inserted is 0. Using linearity of expectation, the overall expected net gain of the banker is 0.
The process starts with 0 and accmmflates 3n units. If the highest level assigned to a point is f then each point at level ~ holds at the end weight of 1.5 ~. If we regard ~ as a random variable, then we have Ell.J] <_ By Markov's bound, the probability that the final bound is at least g is at most 3n/1.5 ~. Hence, with high probability, the number of levels used by the algorithm is O(log n).
The expected number of colors per level. We next show that, with high probability, the maximum size of a run of any level, at any time during the insertion process, is O(log n). By Lemma 3.1, the maximum number of colors used at any level is only O(log log n). Hence, with high probability, the algorithm uses only O(log n log log n) colors. The intuition behind the analysis is that runs cannot become too long: When a newly inserted point x can join a run, it does so only with (conditional) probability 1/2, and thus runs that are substantially longer than O(logn) are very unlikely to be formed.
Fix a level m. Let P+ denote the subset of P consisting of points that have been assigned to levels > m. P+ is a random variable that depends on some of the coin ips made by the algorithm. Let us simplify the insertion process, and condition it on the event that P+ is equal to some fixed subset E. We insert the points of P in order. Let p be the point currently being inserted. If p is in P \ E, we ignore it. Otherwise, we color it either 0 (assign it to level m) or 1 (assign it to some level > m), as follows. Consider only the 0/1 colors of the subset E(t) of the current set of points in E. If p is inserted between two 0's, we color it 1. Otherwise, we ip a coin and color it either by a 0 or by a 1, each with probability 1/2. Note that for any p C E, the probability that p is colored 0, conditioned on P+ = E, is always at most 1/2.
We need to estimate the probability that we get a sequence of j consecutive O's at some point during the process. Let X(i,j) be an indicator random variable, for 1 < j < i <_ IEI. The variable X(i,j) is 1 iffthe i-th insertion of a point of E ends (i.e., is the rightmost point of) a sequence of at least j consecutive O's right after we insert and color it. Similarly, define Y(i,j) to be an indicator random variable, for 1 < j < i < n, which is equal to 1 iff the i-th insertion of a point of E starts (is the leftmost point of) a sequence of at least j consecutive 0's.
In what follows, all probabilities are conditioned on the event P+ = E. The crucial property that we need, whose proof is omitted in this version, is: Claim: Pr(X(i,j) = 1) < 1/2 j and Pr(Y(i,j) = 1) < 1/2 j.
We sum the inequalities in the claim over all i, with j =clogn, for some sufficiently large constant c, and conclude that the probability that any point of E starts or ends a run of at least clogn consecutive O's when it is inserted, conditioned on P+ = E, is at most 21EI/n ~ < 2/n ~-1. Since this holds for any set E, Bayes' formula implies that, with probability at least 1 -2/n c-5, the maximmn size of a run of points at level rn, at any time during the insertion process, is c logn. Repeating this for all levels m, we conclude that, with high probability, no run of any level ever becomes longer than c log n.
In summary, we have:
THEOREM 5.1. The second randomized algorithm uses, with high probability, only O(log n log log n) colors.
Open problem: This is the closest we have managed to get to the known lower bound ft(log n), and the gap is still wider for deterministic algorithms. An obvious open problem is to close these gaps. (The lower bound in Theorem 3.1(c) is only for the specific algorithm, and not for the problem at large.)
Random Insertion Order
In this section we consider the special case where the points are inserted in a random order, and where we color them by the simple algorithm of Section 2. We have simulated the execution of the simple algorithm under such an insertion order. The results of the simulation strongly suggest the following conjecture: CONJECTURE 1. For each integer k >_ 1, the expected frequency of the color k in C(P(t)), as generated by the 1 2 k-1 simple algorithm, converges to ~ ~ , as t --~ oc.
Assuming Conjecture 1, the following is an easy consequence, whose proof is omitted. 3 ' fort>_2.
Proofi Denote by Xi the random variable whose value is the number of l's after the insertion of the first i 
E(Xi+i) = E(Xi) + E(I~) = E(Xi) + E(E(Yi/Xi)) n( xĩ+nl i t ] ~ + i -2Xi~j = E(Xi)_~ i + I -2E(X~), i+1 i+1
or E(Xi+i) = ~-1 7~E(Xi) + 1, whose solution is easily seen to be E(Xt) = t+l ---T, for t > 2. Analysis for k > 2. We next present a framework for estimating the expected nmnber of points that are assigned the color k, for k > 2. We apply this framework to get a complete solution for k = 2, 3. We fix k, and define a k-state to be any valid contiguous sequence of colors in {1,..., k}, delimited on both sides by *, which designates a color greater than k. The validity of a state means that it satisfies the color invariant: Any contiguous nonempty subsequence of s has a unique largest element. We refer to the portion of a state that excludes the *'s as its core. We denote by S + the subset of Sk consisting of those k k-states that contain the color k (necessarily at a unique location), and by S~-the subset of those states that do not contain k. We refer to states in Sk + (resp., S•) as major k-states (resp., minor k-states It is easy to show that the size ISkl of Sk satisfies [Sk+ll = ISkl + ISkl 2, so ISkl is doubly exponential in k.
We have IS I --2, IS21 = 6, IS31 = 42, and IS l --1806.
Let k be fixed. For states s, r c Sk, we denote by as~ the expected number of states r that are generated by an insertion of a new point, conditioned on having chosen an insertion place at a state s (within C(k)). For example, for k = 2, s = (,12.), rl = (**), r2 = (.1.), and r3 = (.121.), we have as~l = asr2 = asr3 = ½, and 2 (in two of the three possible insertion places,
s is destroyed by the insertion). Put w~ = Is]a~r, and let W denote the resulting matrix (w~).
Denote by Xs the expected limit frequency of state s in C(P(t)), when t ~ co. Using the theory of branching processes (see Theorem 2, p. 206, in [2] ), we can show that these limits do exist, and that they satisfy the following linear system of equations. is X--9' 9' 45' 15' 15' 45 In particular, the expected limit frequency of color 1 is X2 + X4 + X5 + 1 (in accordance with Lemma 6.1), and the 2X6 : g expected limit frequency of color 2 is Xa + X4 + X5 + X6 = -29. We have thus verified Conjecture 1 for k = 2: LEMlVIA 6.2. The limit frequency of color 2 is 2/9. Analysis of 3-states. The same machinery can be applied to the 42 states in $3. The solution of (6.2) for k = 3 is presented in Table 1 .
By adding up the frequencies of all 3-states that contain the color 3, we verify Conjecture 1 for k = 3: Proof: Fairly straightforward, but omitted in this version.
The following conjecture is equivalent to Conjecture 1.
CONJECTURE 2. gk = Zk for each k > 1.
We verify the conjecture for k = 1, where N1 = Z1 = ½, for k = 2, where N2 = Z2 = -~, and for k = 3, where N3 = Z3 = ~f (see Table 1 ).
Assuming that Conjecture 2 holds, and combining it with Lemma 6.4, we obtain 3Nk = 2Nk-1, for k >_ 2, and N1 = .~. Hence 1 2 k-~ Nk--3 3
making Corollary 6.1 a consequence of Conjecture 2.
7 Lower Bound for Online CF-Coloring in the
Plane
We finally show that online con ict-free coloring of points in the plane, with respect to disks, may require n colors in the worst case, and is therefore quite impractical.
THEOREM 7.1. There exists a sequence P of n points in the plane, so that when these points are inserted in their order in P, any online conflict-free coloring scheme with respect to disks has to use n different colo~.
Proof:
We construct a sequence P = (Pl,P2,...,P~)
with the following property (*): For every t = 2, 3,...,n, the edges of the Delaunay triangulation of the set {pl,P2 .... ,Pt} include all the edges {Pi,Pt}, i = 1,2,...,t-1. We prove the following stronger statement by induction on n: For evelwy n, every choice of distinct points ql, q2,..., qn on the unit circle S 1, and every z > 0 there exists a sequence (pi,P2,... ,Pn) with the property (*) such that I]Pi -qill _< e for every i.
For the induction step, given ql,..., qn and s < ½, let p, be obtained by moving qn by ~ towards the center of S 1. We note that the Delaunay graph of {ql,q2 .... ,q,~-l,Pn} contains all edges {q~,Pn}, i = 1,2,...,n. Indeed, there is a circle Vi tangent to S 1 fl'om the inside at qi and passing through p,~, and the closed disk Di bounded by Vi contains qi, Pn, and no other qj. Let 5i > 0 denote the minimum distance from any qj, j ¢ i, to Di.
We apply the induction hypothesis with ql,...,q,- 1 and with e* = ½min{e, Sl,...,&~_l}, obtaining a sequence (Pl,... ,Pn-1)-It remains to show that for every i = 1,2,...,n-1 there is a disk containing P i and Pn but no other pj. It is easy to check that the ~*-neighborhood of Di is such a disk. Open problems: Can we obtain nontrivial bounds for the case where the ranges are halfplanes? unit disks? squares? axis-parallel rectangles? Also, it is likely that the bound improves significantly if the points are chosen from some random distribution.
Can one obtain better upper bounds for online k-CF-coloring (k > 2) of points in the plane with respect to disks? Namely, online color the points so that, at any given time t and for any disk D, there is at least one color that is assigned to at least one but at most k points of P(t) n D. For k = 1, this is the CF-coloring problem, where we have just shown a lower bound of n, but perhaps this can be improved when k > 2. 
