Abstract-The paper suggests a new approach to navigation of mobile robots, based on nonlinear model predictive control and using a navigation function as a control Lyapunov function. In this approach, the nonlinear optimal control problem is treated using randomized algorithms. The advantage of the proposed combination of navigation functions for robot motion planning with randomized algorithms within an MPC framework, is that the control design offers stability by design, is platform independent, and allows the designer to tradeoff performance for (computation) speed, according to the application requirements.
I. INTRODUCTION
Robot navigation is an instance of a motion planning problem in the presence of constraints. Obtaining provable obstacle avoidance and convergence results in this context is a difficult problem on its own merit, which is possibly why issues of optimality and uncertainty have received less attention. This paper presents an approach that aims at obtaining local optimal, combined motion planning and control designs, within a methodology that can potentially handle model and environment uncertainty.
Mobile robot navigation has been approached mainly from two different perspectives: the first is to plan and generate a reference trajectory and then track this trajectory; the second is to use feedback based on the gradient of a navigation function [7] . The former approach consists on a planning phase (which specifies a path for the robot [8] - [10] ), and a tracking phase (which drives the robot through the prespecified path [11] - [14] ). The latter approach consists of creating a potential function that captures the topology of the obstacle free space and the robot's destination. Contrary to typical potential field methods, navigation functions can be tuned so that all critical points except for the destination are not attractive (saddles).
Optimal feedback control design for general nonlinear systems is prohibitively complex, both analytically and computationally. One approach that is gaining momentum due to the availability of more powerful computation platforms is that of model predictive, or receding horizon optimization. Model Predictive Control (MPC), uses online, finite-time, iterative optimization to obtain a feedback controller for a given system [1] - [3] . In general, one iteration consists of performing a finite time optimization, with initial condition the current state of the system, and computes the controller that optimizes a cost functional over the finite interval Jorge L. Piovesan is currently with K&A Wireless LLC, 2617 Juan Tabo NE Suite A, Albuquerque NM 87112, jpiovesan@ka-wireless.com. Herbert Tanner is with the Department of Mechanical Engineering at the University of Delaware, Newark DE 19711, btanner@udel.edu Authors were supported by CTA MAST # W911NF-08-2-0004.
(prediction horizon); then the obtained controller is applied over a much shorter finite horizon (control horizon) before the process is repeated at the new state. Challenges include the solution of the finite time optimization, usually done numerically, and ensuring stability for the overall closed loop system. The solution to the finite horizon optimization problem has been usually obtained using model based techniques [2] . The challenge there is that the analytical effort required for their application increases with the complexity of the model. On the other hand, randomized algorithms have been used for robust control design [4] , [5] , with some basic assumptions on the system model. The objective of the randomized methods is to obtain a solution that is very close to the optimal one, with probability arbitrarily close to one. This is achieved by sampling the set of potential solutions sufficiently many times, and choosing the sample that yields the best performance. Randomized techniques have been previously used to solve some robust control problems that are NP-hard [4] , [6] . The advantage of these probabilistic methods is that they simplify the analysis and design tasks at the cost of not being able to guarantee the optimality of the solution.
This paper introduces of a randomized version of MPC applied to a mobile robot navigation problem. The idea is to use a navigation function as a control Lyapunov function within an MPC framework. State constraints are encoded in the navigation function, while input constraints are enforced through appropriate sampling. Basing the receding horizon control on a scheme that uses a control Lyapunov function as a terminal cost estimate provides stability for the closed loop trajectories [1] . Introducing control input randomization allows the application of the method independently of the system's model structure -the latter is accounted for in the control Lyapunov function.
Section II recasts a general nonlinear MPC problem as an instance of a randomized optimization problem. Section III outlines a general solution to the randomized model predictive control problem. It is shown that if the controller obtained from the randomized optimization stabilizes the system for each control horizon, the resulting MPC controller asymptotically stabilizes the closed loop system. In Section V the gradient of the navigation function which is in the role of the control Lyapunov function is parameterized and sampled in a way that guarantees stability and constraint satisfaction within the finite MPC horizon. An algorithm is given in which the gradient directions are stochastically optimized. A numerical example is given in Section VI and the paper concludes with Section VII.
II. MPC DESIGN FOR NONLINEAR SYSTEMS
The model predictive control design problem is stated similarly to [1] . Consider the nonlinear dynamical systeṁ x = f (x, u), where x ∈ R n is the state of the system and u ∈ U ⊆ R m is the control input, with n, m ∈ Z, and f satisfying the standard local Lipschitz continuity conditions. Define a cost functional
where q(x, u) is a positive definite function of x and u, M (x) is a terminal cost, t denotes time, and T is the (fixed) prediction horizon. Consider the finite horizon optimal control problem (FHOCP):
where u[t, t + T ) denotes the control input on the interval of time between t and t + T , and X is the admissible region of the state space. The iterative procedure is as follows: 1) Given the current state of the system x(t), solve the FHOCP (1) obtaining the controller u * [t, t + T ), which optimizes J(t, x, u, T ) over the finite interval [t, t+T ).
2) Apply the u * over a finite interval [t, t + T c ) where T c ≤ T is the control horizon.
3) Update the current state of the system x(t) with x(t + T c ) and go back to 1). The objective is to solve (1) for each iteration in finite time, and obtain a controller that asymptotically stabilizes the system in the infinite horizon, and respects the state and input constraints, x ∈ X and u ∈ U respectively. Problem 1 Given a system dynamics f (x, u), a cost functional J(t, x, u, T ), and horizons T and T c , find a control input u * (τ ) ∈ U that solves (1) at each iteration [t, t + T ), and asymptotically stabilizes f (x, u * ) to the origin.
III. RANDOMIZED MPC FOR NONLINEAR SYSTEMS

A. Randomized optimization algorithms
Among the technical challenges in implementing a nonlinear MPC algorithm are computational complexity and the need for special numerical optimization libraries. These problems are circumvented here by relaxing optimality in FHOCP and applying randomized algorithms [4] , [5] . In a randomized algorithm, one generates a sufficient number of samples from a set of potential solutions, and selects the one that performs the best. The procedure does not ensure the optimality but it can guarantee, however, that it is close to the optimum with very high probability. The advantage of randomized techniques in this setting is that the analytical complexity of the solution is independent of the system's model: the optimization is performed by simulating the dynamics using candidate controllers. In contrast, a modelbased approach has to take into account the dynamics in the form of a constraint equation. In addition, in the proposed randomized approach state and input constraints are enforced automatically by a combination of sampling and terminal cost construction.
Let σ ∈ Σ be a decision vector and R : Σ → R a cost functional. One is interested in the decision parameter σ * that yields the best performance R * = inf σ∈Σ R(σ). Take N s independent and identically distributed random samples σ i , i = 1, . . . , N s from Σ according to a probability distribution
Definition 1 (Probable Near Minimum [4] ) Given R(σ), δ ∈ (0, 1), α ∈ (0, 1), a number R 0 ∈ R is said to be a probable near minimum of R(σ) to level α and confidence
In the above, P denotes probability. Parameter α (level) quantifies the set of solutions that may not be represented in the samples. For small α, the probability of finding a solution better than R 0 is small. Confidence 1 − δ expresses the probability that the solution is not worse than the actual minimum in the set that is represented in the samples. The desired level and confidence is achieved by adjusting the number of samples N s :
Lemma 1 (Number of samples [4] , [5] ) The number of samples N s that guarantees that R 0 is a probable near minimum of R(σ) to level α and confidence 1 − δ satisfies
B. Randomized MPC problem
Now FHOCP is recast in a randomized framework:
Problem 2 : Given a system f (x, u), a cost functional J(t, x, u, T ), horizons T ad T c , and level and confidence parameters α and δ, find a control input u 0 (τ ) ∈ U such that J(t, x, u 0 , T ) is a probable near minimum to level α and confidence 1 − δ of J * (t, x, T ) in (1) for each [t, t + T ), and f (x, u 0 ) is asymptotically stable for all t ∈ [0, ∞).
Although Problems 1 and 2 have different optimality conditions, both aim at an asymptotically stable closed loop system in the infinite horizon.
IV. STABILITY UNDER RANDOMIZED CONTROL
A procedure to perform a randomized optimization of a cost functional R(σ) is given in Algorithm 1. The algorithm is based on Lemma 1 to guarantee that the obtained solution satisfies the conditions of Definition 1.
To solve Problem 2 using Algorithm 1, one needs to parameterize the control input and sample the parameter space for the given prediction horizon: (1) is reformulated as:
where J(t, x, σ, T ) = J(t, x, u, T ) • u(σ; x), and f (σ; x) = f (x, u) • u(σ; x, t). Proposition 1 that follows provides a mechanism to ensure that the concatenation of input solutions obtained through the randomized algorithm for each interval [t, t + T ) asymptotically stabilizes the system f (x, σ) on the infinite horizon.
on each finite interval [t j , t j + T ) then the solution to Problem 2 is given by:
where u 0 [t j , t j+1 ) = u(x, σ 0 [t j , t j+1 )) and σ 0 [t j , t j+1 ) is the output of Algorithm 1 applied to FHOCP (2) , where t j+1 = t j + T c .
Proof: The randomized optimization part of this result follows from Lemma 1. The stability part of this proof is based on [15, Theorem 4.1] . Without loss of generality, consider x = 0 as the equilibrium point. For all t ≥ 0, x(t) is absolutely continuous, V (x) is continuous on x, and therefore V x(t) is continuous for all t ≥ 0.
Function V x(t) is monotonically decreasing sincė V [tj ,tj+1) (x) < 0 for all x = 0, and for all t ∈ (t j , t j+1 ) and j ∈ N + . If one sets t − j t j and t
is bounded below from zero since it is assumed to be positive definite.
To prove stability consider an > 0 and choose r ∈ (0, ] such that B r = {x ∈ R n | x ≤ r}. Define α min x =r V (x) > 0. Take β ∈ (0, α) and let Ω β = {x ∈ B r |V (x) ≤ β}. Then Ω β is in the interior of B r . The set Ω β is positively invariant since V x(t) is decreasing implying that V x(t) ≤ V x(0) for all t ≥ 0.
With Ω β being compact,ẋ = f (x, σ[T s]) has a unique solution for all t ≥ 0 whenever x(0) ∈ Ω β . As V (x) is continuous and V (0) = 0, there is aδ > 0 such that x ≤ δ ⇒ V (x) < β. Then Bδ ⊂ Ω β ⊂ B r , and
Similarly one shows that for every a > 0 there is a b > 0 such that Ω b ⊂ B a . Therefore it suffices to show that V x(t) → 0 as t → ∞. Since V x(t) is monotonically decreasing and bounded below from zero, V x(t) → c ≥ 0 as t → ∞. Suppose c > 0; then by continuity of V x(t) there exists a d > 0 such that B d ⊂ Ω c . Then the limit V x(t) → c ≥ 0 as t → ∞ implies that x(t) lies outside B d for all t ≥ 0.
In the set Ω c \intB d (which denotes the closure of Ω c less the interior of B d ), there will be a maximum forV for each σ ∈ Σ, which always exists because Ω c \ intB d is compact. Let this minimum be γ < 0. Then V (x(t)) <= V (x(0))−γt, and it follows that there will be a finite time for which V will become negative if x(t) remains outside the set B d , causing a contradiction. Thus c = 0, and the proof is completed.
V. ROBOT NAVIGATION WITH RMPC
Consider the problem of taking a mobile robot from its initial position to a goal position, avoiding obstacles located in its motion environment, which we assume is perfectly known. In the context of Problem 2, stability is understood as uniform convergence to the goal configuration along collision free trajectories. The robot's workspace and the associated motion planning constraints, are encoded in a navigation function [7] . The implementation details of the navigation function construction are not important for this discussion; any navigation function can be considered. Assume therefore that such a navigation function, denoted ϕ(x), is constructed. Function ϕ(x) will serve as a control Lyapunov function, and the cost functional is constructed as (4) and control input samples are drawn from the set U , which now becomes state dependent and is defined as U (x) = {u ∈ R m | −∇ϕ(x) T u > 0}. The parameterized family of inputs u ∈ U (x) at state x is constructed, and expressed in polar coordinates as:
where arg(·) denotes the angle of its argument. By setting σ = (− π 2 , π 2 ) and selecting u(σ; x, τ ) from U (x), ϕ(x, u) becomes a common control Lyapunov function, and Proposition 1 applies, at the expense of optimality in minimizing functional J. Then Algorithm 1 returns the solution σ 0 [t j , t j+1 ), which corresponds to the input u 0 (σ 0 , [t j , t j+1 ) that approximately minimizes functional (4) .
Relaxing the requirement for optimality in this setting does not affect the stability properties of the closed loop system [16] , as long as one can guarantee the existence of an improving control law u(σ; x); in this case, the existence of a navigation function implies the existence of this improving control law. Relaxing optimality by forcing negative definiteness inφ is also dictated by the fact that ϕ(x) encodes applicable state constraints as configuration space obstacles.
The evaluation of the control law is summarized in Algorithm 2. In step 3 of Algorithm 2, the control input is used for a shorter, constant time horizon T c , which is typical in MPC applications.
Algorithm 2 Randomized MPC for Robot Navigation
Require: f (σ; x), T , T c , J(t, x, σ, T ), α, δ, P (σ), Σ.
1: Define CP as the FHOCP (2). 2: Obtain σ 0 [t, t + T ) using Algorithm 1 to solve CP
, where u(x, σ) is given by (5). 4 : t ⇐ (t + T c ), x(t) ⇐ x(t + T c ). 5: Go back to 1.
VI. NUMERICAL EXAMPLE
A. Simulation Set-up
The system on which the proposed methodology is tested is a single-legged robot, which navigates in a twodimensional workspace between an initial and a final positions. For this example we use the planar and continuous averaged model of this system's kinematics in [17] . The robot's movement is composed of periodic locomotion cycles illustrated in Fig. 1 . A locomotion cycle is composed by a stance phase (between touching ground and lifting), and a flight phase (between lifting and touching ground). In [17] , the (single-dimensional) average speed of the ARL-Monopod II between flight and stance phases is analytically computed. Here, this average kinematic model is extended in two dimensions for a planar environment as follows:ẋ
where (x, y) x is the position of the robot in the plane, and θ x , and θ y are the amplitudes of the hip oscillations along the x and y directions respectively. The latter are considered to be the control inputs. The remaining parameters are constants : r 0 is the length of the robot's leg, T s is the time that the stance phase last during a locomotion cycle of the robot, T step is the total time of the locomotion cycle composed of a stance phase and a flight phase, and ρ = T s /T step . The parameters r 0 , T s , and ρ are the same on both dimensions for simplicity. The parameter values used in our numerical example are the same as those in [17] . The robot moves in a environment that includes a rectangular obstacle as shown in Fig 3. The circular workspace is centered at (x w , y w ) = (−3, 3) and has a radius of r w = 3. The robot's initial position is (x r , y r ) = (−3, 7) , while the destination point is at (x g , y g ) = (−4, 3) . The obstacle is centered at (x o , y o ) = (−2, 5), and its dimensions are 
where
, and λ, γ, µ are constant tuning parameters that shape the graph of the potential function (chosen here λ = γ = 1 and µ = 10 for this example). A control horizon of T c = 0.25 seconds, and a prediction horizon of T = 1 second is selected. The sample space is defined as Σ = [−0.9π/2, 0.9π/2]. The minimum number of samples N s for the randomized optimization follows from Lemma 1. The cost functional for each prediction horizon is selected as
in which the incremental cost penalizes time spent at high potential locations (close to obstacles), but not input magnitude -the latter is adjusted here automatically during sampling. The simulation starts setting the initial condition of the robot (−3, 7) as the initial condition for the prediction phase. Prediction phase: Compute the negated gradient of ϕ((x)), and then generate N s random deviations from the nominal negated gradient direction. For each sample σ, derive a planar control direction (ẋ d ,ẏ d ) − ∇ϕ(x) , arg(∇ϕ(x)) + σ . This direction is normalized and then used to generate the system's input u(σ; x) according to [17, Eqn 1] ,
These control signals are then applied to (6) for the prediction interval T , and he system's performance as quantified by (8) for every control sample is evaluated. The sample that performs best is selected as the input for the control phase.
Control phase: The control phase starts at the same initial condition as the prediction phase. During this phase the selected controller is applied to the system only during T c seconds, recording the performance of the system according to (8) . After this phase the system ends at a final position (x f , y f ) which is set as the new initial condition of the next prediction phase. The performance of the control phase is stored and the algorithm returns to the prediction phase with the new initial condition (x f , y f ).
Final steps: The simulation ends by adding up the performance of all control phases during the simulation period (this is done iteratively). This final value for the performance cost is used to quantify the performance of the randomized MPC algorithm in the next section.
B. Simulation results
The performance of the proposed randomized MPC algorithm is evaluated by testing different values for the level and confidence parameters α and δ. For each (α, δ) combination we take ten simulations runs. With this data the average and the standard deviation of the cost for each (α, δ) combination is computed. This statistics capture the relationship between the computational complexity of the algorithm (number of tested samples) and the performance of the obtained solution. For the first set of simulations a fixed value for the confidence parameter δ = 0.05 is used. Four different values for the level parameter α: 0.1, 0.05, 0.02, and 0.01 are considered. The corresponding number of samples are 29, 59, 149, and 299. The average and standard deviation of the cost for each value of α is depicted in Fig. 2 . Note that as α decreases (number of samples increases), the cost average and its standard deviation also decrease, making the result better on average. Fig. 2 suggests that results may become more consistent as α decreases, but the current (arbitrarily) chosen number of simulations per (α, δ) pair is too small for a statistically confident conclusion. It is quite possible, however, to achieve an acceptable solution even with a very small number of samples. There is an obvious trade-off between accuracy and complexity, which the designer can exploit based on available hardware and application requirements. Similar results were obtained for a fixed α and different values of δ. The robot's behavior during an algorithm test is depicted in Figures 3, 4 , and 5. All figures show the robot navigating in the environment, reaching its goal, while avoiding the obstacle. Figure 3 illustrates this behavior in a two dimensional illustration. Figure 4 shows the robot's trajectory on a plane in reference to the level sets of the navigation function, plotted in the third dimension, and Fig. 5 shows a detail of the same trajectory on an inverted section of Fig. 4 . Figure 6 shows the control inputs θ 
VII. CONCLUSION
Mobile robot navigation problems can be treated within a model predictive control framework, using navigation functions and combined with randomized optimization algorithms. Such an approach is almost model-independent, to the degree that a control Lyapunov function is available for the system at hand. In addition, it offers the control designer the ability to trade performance for computational speed, without reliance on specialized nonlinear optimization algorithms. The proposed framework combines randomized algorithms with CLF/navigation function-based receding horizon optimization to yield closed loop systems with provable collision avoidance and convergence properties. Numerical results depict the mechanism with which performance is increased at the expense of computational load, although further numerical testing is needed to statistically confirm this hypothesis. Ongoing work focuses on incorporating model and environmental uncertainty. 
