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Abstract
This paper provides an investigation of the stability properties of a family of exponentially ﬁtted Runge–Kutta–
Nyström (EFRKN) methods. P-stability is a very important property usually demanded for the numerical solution
of stiff oscillatory second-order initial value problems. P-stable EFRKN methods with arbitrary high order are
presented in this work. We have proved our results based on a symmetry argument.
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1. Introduction
In the past decades, a great interest in the research of new methods for the numerical integration of the
initial value problem (IVP) related to the system of second-order ordinary differential equations (ODE)
y′′ = f (x, y), y(x0) = y0, y′(x0) = y′0, (1.1)
whose solution exhibits a pronounced oscillatory character has arisen. Such problems often arise in differ-
ent ﬁelds of applied sciences such as celestial mechanics, astrophysics, electronics, molecular dynamics
and so on. There are many procedures in existence for an efﬁcient integration of oscillatory problems,
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e.g. P-stability, minimizing the phase lag, exponential ﬁtting, phase ﬁtting, Scheifele G-functions-based
methods. The aim of the theory on exponentially ﬁtted methods is to construct numerical methods which
are capable of integrating exactly ODEs whereby the solutions are linear combinations of powers and
exponential or oscillatory functions. A good theoretical foundation for the exponential ﬁtting technique
was given in [5,16]. Since then a lot of exponentially ﬁtted (EF) linear multistep methods have been con-
structed and most of them were developed for second-order ODEs where the ﬁrst derivative is absent, and
applied to solve equations of Schrödinger type. Exponential ﬁtting is now a well-established ﬁeld, the es-
sential parts of this study are collected in [12]. The study of exponentially ﬁtted Runge–Kutta(–Nyström)
(EFRK(N)) methods is a relatively new development. First examples of this type of RK(N) methods are
due to Paternoster [17]. The key of this construction lies in the fact that Gautschi’s theory is applied
stagewise. Another essential paper in the area of EF-based collocation methods is that of Coleman and
Duxbury [2]. The collocation functions are linear combinations of trigonometric functions and powers.
Vanden Berghe et al. [18] proposed an algorithm for the derivation of EFRK methods of collocation type
in the frame of the general procedure of Ixaru [9].
For stiff oscillatory problems some special stability properties are required, notably the P-stability, a
concept ﬁrst introduced in [15]. The chosen stepsize for P-stable methods is not restricted by the stability
requirements. The stability analysis of EF symmetric multistep methods for second-order ODEs (1.1)
was ﬁrst undertaken in [3] and the concepts of P-stability for this kind of methods were introduced. In
particular, a second-order P-stable EF method was constructed. It is known that P-stability is a heavy
condition which has the consequence that the construction of P-stable EF methods with an order of
accuracy higher than two is a very difﬁcult task. Higher-order P-stable EF methods are not published in
the past. Alternatively, Ixaru and Paternoster [10] have proposed the concepts of conditional P-stability
which is based on softened requirements.
The purpose of this paper is to make a stability analysis of EFRKN methods generated by collocation-
based EFRK methods. The paper is organized as follows. In Section 2, we repeat some primary elements
and facts about RK(N) methods and their stability properties. In Section 3, we describe in detail a class
of EFRK methods of collocation type with symmetric nodes. We will prove that such methods generate
P-stable EFRKN methods. Finally, in Section 4 some conclusions are drawn.
2. Basic elements of the approach
2.1. RKN methods versus RK methods
We are concerned with Runge–Kutta–Nyström (RKN) methods for (1.1):
Yi = yn + cihy′n + h2
s∑
j=1
aijf (xn + cjh, Yj ), i = 1, . . . , s,
yn+1 = yn + hy′n + h2
s∑
i=1
b¯if (xn + cih, Yi), (2.1)
y′n+1 = y′n + h
s∑
i=1
bif (xn + cih, Yi). (2.2)
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A RKN method is completely determined by means of its Butcher tableau
or equivalent by the quadruple (cN,AN, b¯N , bN),
where cN, bN, b¯N ∈ Rs , AN ∈ Rs×s and s denotes the number of stages of the RKN method. Consider
the IVP related to the system of ﬁrst-order ODEs
y′ = f (x, y), y(x0) = y0. (2.3)
A Runge–Kutta (RK) method for the solution of (2.3) is a one-step method of the form
Yi = yn + h
s∑
j=1
aijf (xn + cjh, Yj ), i = 1, 2, . . . , s,
yn+1 = yn + h
s∑
i=1
bif (xn + cih, Yi). (2.4)
A RK method is completely determined by means of its Butcher tableau
or equivalent by the triplet (c, A, b),
where c, b ∈ Rs , A ∈ Rs×s and s denotes the number of stages of the RK method. Second-order ODEs
can be expressed as systems of ﬁrst-order ODEs. In that case the RK method can be considered as a RKN
method. One says that this RKN method (cN,AN, b¯N , bN) is generated by a RK method (c, A, b). In
the case that the RK method satisﬁes the row-sum condition we have that [7]
cN = c, bN = b, AN = A2, b¯TN = bTA. (2.5)
It should be noted that not every RKN method is generated by a RK method.
For a given RK method (c, A, b) the adjoint or reﬂected RK method (c∗, A∗, b∗) corresponds to a
reversal of the integration direction: h ↔ −h, xn+1 ↔ xn and yn+1 ↔ yn (see [6]). For s-stage methods
we have that
c∗j = 1 − cs−j+1, a∗ij = bs−j+1 − as−i+1,s−j+1, b∗j = bs−j+1. (2.6)
For example, the well-known RadauIA, RadauIIA and LobattoIIIC methods are the reﬂection of the
RadauII, RadauI and LobattoIII methods, respectively. If the adjoint method is identical to the original
method, one calls this a self-adjoint method. The Gauss methods are self-adjoint RK methods.
2.2. Linear stability of RK(N) methods
2.2.1. First-order ODEs
Linear stability analysis of numerical methods for ﬁrst-order ODEs (2.3) is based on the test equation
y′ = y,  ∈ C, Re()< 0. (2.7)
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When a one-step method is applied to (2.7) it gives the difference equation
yn+1 = R(hˆ)yn (2.8)
for the set of the numerical approximations yn for the solution at xn = x0 + nh, with hˆ = h. We call
R(hˆ) the stability function. If n → ∞ then the numerical solution yn will tend to zero iff
|R(hˆ)|< 1. (2.9)
For the RK method (2.4) we have that
R(hˆ) = det(Is − hˆA + hˆeb
T)
det(Is − hˆA)
, (2.10)
where e = (1, . . . , 1)T.
2.2.2. Second-order ODEs
Stability analysis of numerical methods for second-order ODEs is based on the prototype equation
y′′ = −2y,  ∈ R. (2.11)
The stability properties of the RKN method (2.2) depend on the eigenvalues of the stability matrix
M(H 2) =
(
1 − H 2b¯TN−1e 1 − H 2b¯TN−1c
−H 2bTN−1e 1 − H 2bTN−1c
)
, (2.12)
where e = (1, . . . , 1)T, H = h, N = I + H 2A. The characteristic equation is of the form
2 − tr(M(H 2)) + det(M(H 2)) = 0. (2.13)
Deﬁnition 1. 1. The RKN method (2.2) has an interval of periodicity (0, H 20 ) if ∀H 2 ∈ (0, H 20 ), the
roots 1 and 2 of the characteristic (2.13) satisfy
1 = exp(i(H)), 2 = exp(−i(H)), (2.14)
where  is a real function in H.
2. The RKN method (2.2) is P-stable if the periodicity interval is (0,∞).
3. The dissipation is given by
(H 2) = 1 −
√
det(M(H 2)). (2.15)
The RKN method (2.2) is zero-dissipative when det(M(H 2)) = 1.
For more details and related deﬁnitions we refer to Van der Houwen and Sommeijer [19,20].
The P-stability condition for a RKN method generated by a RK method can be reformulated as a
condition concerning the stability function (2.10) of the RK method.
Theorem 1. A RKN method generated by a RK method with stability function R(hˆ) is P-stable if
|R(iy)| = 1 ∀y ∈ R.
For a complete proof see De Meyer et al. [4].
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Theorem 2. A RKN method generated by a self-adjoint RK method is P-stable.
Proof. We have for self-adjoint RK methods that
R(hˆ) = 1
R(−hˆ) ∀hˆ ∈ C. (2.16)
By setting hˆ = iy (y ∈ R) we ﬁnd that |R(iy)|2 = R(iy)R(−iy) = 1, ∀y ∈ R and the statement follows
from Theorem 1. 
3. EFRK methods of collocation type
An s-stage RK method can integrate exactly at most a set of s + 1 linearly independent functions.
Methods for which this maximum is reached are called collocation methods. We choose the set of
exponential functions
y(x) = exp(1x), exp(2x), . . . , exp(sx),
as the reference set, where the frequencies i are given constants. Just as in [17,18] we associate with the
RK method (2.4) the following linear functionals:
• for the internal stages
Li[y(x);h; a] = y(x + cih) − y(x) − h
s∑
j=1
aij y
′(x + cjh), i = 1, 2, . . . , s, (3.17)
• for the ﬁnal stage
L[y(x);h;b] = y(x + h) − y(x) − h
s∑
i=1
biy
′(x + cih), (3.18)
and we assume that these functionals will vanish for a chosen reference set. This will lead to systems
of linear equations with unknown A- and b-values. As a result, the coefﬁcients are depending on the
frequencies i and the stepsize h. The general theory of Lyche [16] says that when the frequencies tend
to zero then the coefﬁcients tend to the classical values, i.e. the A- and b-values obtained by taking the
set of powers
y(x) = x, x2, . . . xs .
It also says that if P + 1 i’s are equal then the linear functionals are identically vanishing for functions
of the form exp(x), x exp(x) . . . xP exp(x). For example, we illustrate this for the functionalL with
P = 1: fromL[exp(1x);h;b] =L[exp(2x);h;b] = 0 it follows that
1
2 − 1
(L[exp(2x);h;b] −L[exp(1x);h;b]) = 0.
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In the limit 2 → 1 this equation becomes
L
[


exp(x);h;b
]∣∣∣∣
=1
=L[x exp(1x);h;b] = 0.
From now on we only consider collocation-based RK methods which are capable of integrating exactly
functions from the hybrid set
{1, x, . . . , xK, exp(±x), . . . , xP exp(±x)| ∈ R or  ∈ iR}, (3.19)
where K + 2P = s − 2. They are EFRK methods of collocation type. The two parameters K and P
characterize the reference set. The set in which there is no classical component (except for 1) is identiﬁed
withK=0 while the set with no EF component (classical method) is identiﬁed by P =−1. The parameter
P is called the level of tuning. The A- and b-coefﬁcients of an s-stage collocation-based EFRK method
are determined by the following EF equations:
• For the ith internal stage (i = 1, . . . , s)
s∑
j=1
aij c
k−1
j = cki /k, k = 1, . . . , K ,
s∑
j=1
aij exp(±cj p) = ±
(
exp(±cip) − 1
)
/p, p = 1, . . . , P + 1. (3.20)
• For the ﬁnal stage
s∑
i=1
bic
k−1
i = 1/k, k = 1, . . . , K ,
s∑
i=1
bi exp(±cip) = ±
(
exp(±p) − 1
)
/p, p = 1, . . . , P + 1, (3.21)
with p = ph. Solving the above systems for the unknown A- and b-values and considering the limits
p →  one obtains an EFRK method that integrates exactly every linear combination of functions from
the set (3.19). The coefﬁcient matrix N of each system from (3.20) and (3.21) is given by
N =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 . . . 1
c1 c2 . . . cs
c21 c
2
2 . . . c
2
s
...
...
...
cK−11 c
K−1
2 . . . c
K−1
s
exp(c11) exp(c21) . . . exp(cs1)
exp(−c11) exp(−c21) . . . exp(−cs1)
...
...
...
exp(c1P+1) exp(c2P+1) . . . exp(csP+1)
exp(−c1P+1) exp(−c2P+1) . . . exp(−csP+1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.22)
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The solution of the linear systems (3.20) and (3.21) is unique and is given by
aij = det(Aij )det(N) , bj =
det(Bj )
det(N)
, (3.23)
and Aij and Bj can be obtained by replacing the jth column of N by, respectively,
(ci, c
2
i /2, . . . , c
K
i /K, (exp(ci1) − 1)/1, (1 − exp(−ci1))/1, . . . ,
(exp(ciP+1) − 1)/P+1, (1 − exp(−ciP+1))/P+1)T, (3.24)
and
(1, 1/2, . . . , 1/K, (exp(1) − 1)/1, (1 − exp(−1))/1, . . . ,
(exp(P+1) − 1)/P+1, (1 − exp(−P+1))/P+1)T. (3.25)
This procedure is not the most efﬁcient one because very large expressions for the solution will emerge
and simplifying the solution is difﬁcult. When changing the stepsize or an estimation of the frequency a
fast recomputation of the coefﬁcients is necessary. In practice the EF equations (3.20) and (3.21) should
be expressed in terms of the functions [8] (Z), 	0(Z), 	1(Z), . . .which are used in the unifying treatment
furnished by exponential ﬁtting [12,9]. However, we have chosen the above procedure in order to simplify
the proofs in this paper.
For real applications only the case  ∈ iR is of importance since most EF-based methods (and also the
EFRKN methods in this paper) are especially designed for second-order ODEs (1.1) with oscillating or
periodic solutions. Recently, Ixaru et al. [11,13,14] have shown that the applicability of EF methods is
much larger: an EF-based algorithm for ﬁrst-order ODEs was derived and applied to some stiff problems
which have no connection with oscillatory problems. For this kind of algorithms it is possible that for the
optimal frequency  ∈ R.
Remark. Following the general procedure as proposed in [18] for the construction of EFRK methods
of collocation type it is permitted to tune the internal stages and the ﬁnal stage on two separate reference
sets with parameters K, P and K ′, P ′, respectively, with K + 2P = s − 2 and K ′ + 2P ′s − 2. In order
to obtain a collocation method it is necessary that KK ′ and P P ′, thus for the ﬁnal stage it is possible
to add some additional equations to the system (3.21). However, for practical reasons the choice K =K ′
and P = P ′ is the most useful otherwise this will lead to collocation methods with frequency-dependent
nodes. The derivation of such methods is much more difﬁcult (nonlinear equations have to be solved)
and they have no more advantages than collocation methods with ﬁxed nodes. Moreover, this kind of
EFRK methods has to be avoided for solving systems of ODEs (see for details [18]). The theorems
proposed in this work are based on the EF equations (3.20) and (3.21) in which the nodes are symmetric.
Thus, EFRK methods with frequency-dependent symmetric nodes are also covered by the main results of
this paper.
4. P-stable EFRKN methods
An extension of the stability concepts proposed in [3] to EFRKN methods with zero-dissipation was
given in [2]. For a further extensive study of the stability properties of EFRKN methods we can refer
to Carpentieri and Paternoster [1]. In general, a method (in which the coefﬁcients are depending on the
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product  = h) speciﬁcally designed for oscillatory second-order problems is P-stable if the P-stability
condition is satisﬁed for every  ∈ iR except possibly for a discrete set of exceptional values of  where
the method is not deﬁned.
Now we focus on EFRKN methods which are generated by EFRK methods with coefﬁcients (3.23).
In order to analyse the stability properties we present the next simple Lemma.
Lemma 1.
n∑
l=1
(−1)l−1
(
n − 1
l − 1
)
cl
l
= 1 − (1 − c)
n
n
∀n ∈ N\{0} ∀c ∈ R. (4.26)
Proof. We have that
1 − (1 − c)n
n
= 1
n
n∑
l=1
(−1)l−1
(
n
l
)
cl , (4.27)
and the lemma is proved since
1
n
(
n
l
)
= 1
l
(
n − 1
l − 1
)
. 
Theorem 3. Every collocation-based EFRK method with symmetric nodes is self-adjoint.
Proof. We have to prove that as−i+1,s−j+1 = bj − aij and bj = bs−j+1. We are only concerned with the
ﬁrst equality since the second can be found in an analogously. We have that
as−i+1,s−j+1 = det(As−i+1,s−j+1)det(N) , bj − aij =
det(Cij )
det(N)
, (4.28)
with As−i+1,s−j+1 as stated in Section 3.1 and Cij is obtained by replacing the jth column of N (3.22) by
(1 − ci, (1 − c2i )/2, . . . , (1 − cKi )/K, (exp(1) − exp(ci1))/1, (exp(−ci1) − exp(−1))/1,
. . . , (exp(P+1) − exp(ciP+1))/P+1, (exp(−ciP+1) − exp(−P+1))/P+1)T. (4.29)
Having in mind that the c-values are symmetric, taking into account Lemma 1, the following matrix
operations on the rows and columns will transform As−i+1,s−j+1 into Cij :
• Step 1: Rn → ∑nl=1(−1)l−1
(
n−1
l−1
)
Rl for n = K,K − 1, . . . , 2,
• Step 2: RK+2n−1 → exp(−)RK+2n−1 and RK+2n → exp()RK+2n for n = 1, . . . , P + 1,
• Step 3: RK+2n−1 ↔ RK+2n for n = 1, . . . , P + 1,
• Step 4: Kn ↔ Ks−n+1 for n = 1, 2 . . . ,  s2	.
With the assistance of some basic linear algebra we have that det(As−i+1,s−j+1)=± det(Cij ). Note that
the number of operations of Steps 3 and 4 is equal to P + 1 + s/2	 = 2(P + 1) + K/2	. The sign of
one step is equal to ±1 if the step will change det(.) into ± det(.). For a given K the sign of each step is
given in Table 1.
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Table 1
K Step 1 Step 2 Steps 3 and 4 Total
0 + + +
1 + + +
4l + 1(l > 0) + + + +
4l + 2(l0) − + − +
4l + 3(l0) − + − +
4l + 4(l0) + + + +
Thus, ﬁnally we arrive to det(As−i+1,s−j+1) = det(Cij ) and this completes the proof. 
Theorem 1 is only valid when the row-sum condition is satisﬁed. This is the case when K1 which
means that methods with less than three stages fall outside the scope of our approach. Altogether, based
on Theorems 2 and 3 we arrive to the main observation of this paper.
Theorem 4. An EFRKNmethod generated by an EFRKmethod of collocation type with symmetric nodes
and with K1 is P-stable.
Although, this result is valid for the exponential case ( ∈ R) and the trigonometrical case ( ∈ iR),
only the last case is relevant. For the considered three-stage up to the six-stage EFRKN methods we have
indeed conﬁrmed that the stability regions based on the approach of Coleman and Duxbury [2] (p. 60)
include the whole plane except at some values of  where the method is not deﬁned. In addition, we have
veriﬁed numerically that EFRK methods with K = 0 will lead to EFRKN methods with a dissipation and
therefore they are not P-stable. In contrast with other known EF methods, the stability properties of the
methods from Theorem 4 are the same as those of the corresponding classical methods.
5. Conclusion
It was mentioned in [12] that until now, only one P-stable EF-based method is known in the scientiﬁc
literature, which is the second-order method constructed in [3]. The question from [3] if there exists
higher-order P-stable EF-based methods is answered here. The crucial result is that EFRK methods of
collocation type with symmetric nodes and with K1 generate P-stable EFRKN methods. This has the
consequence that the process of applying such EFRK methods to a second-order system transformed
into a ﬁrst-order system has deﬁnitely better stability than the collocation-based EFRKN methods from
Coleman and Duxbury [2] which are directly used on the second-order problem.
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