Abstract. A systematic study on tight periodic wavelet frames and their approximation orders is conducted. We identify a necessary and sufficient condition, in terms of refinement masks, for applying the unitary extension principle for periodic functions to construct tight wavelet frames. Then a theory on the approximation orders of truncated tight frame series is established, which facilitates the construction of tight periodic wavelet frames with desirable approximation orders. Finally, a notion of vanishing moments for periodic wavelets, which is missing in the current literature, is introduced and related to frame approximation orders and sparse representations of locally smooth functions. As illustrations, the results are applied to two classes of examples: one is band-limited and the other is time-localized.
Introduction
The setup of tight wavelet frames provides great flexibility in approximating and representing periodic functions. Fundamental issues involved include the construction of tight periodic wavelet frames, the approximation powers of such wavelet frames, and whether the wavelet frames lead to sparse representations of locally smooth periodic functions. This paper discusses all these aspects. It gives a systematic study on tight periodic wavelet frames and approximation orders of the truncated frame series. It introduces a notion of vanishing moments; and for tight periodic wavelet frames, it relates vanishing moments to approximation orders as well as to sparse representations of locally smooth functions.
As motivation of our study, we note that wavelet frames on the real line have recently found many applications in image restoration. Surveys of wavelet frames and their applications were provided in [19, 37] . The interested reader could consult, for instance, [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 17] for details of tight frame based algorithms developed for various image restoration problems. When periodic boundary conditions are used in the implementation of these algorithms, we are essentially applying tight periodic wavelet frames generated from tight wavelet frames on the real line. This illustrates a certain need, as well as being a more general and natural approach, to study periodic wavelets directly, instead of periodizing wavelets on the real line.
Some of the earliest papers on periodic wavelets in this direction include [14, 33, 34] . The study was extended to multidimensional multiwavelets in [20, 21] , the former for orthonormal and Riesz multiwavelets and the latter for biorthogonal multiwavelets. Leveraging on the tools developed in [20] , general theories for wavelet frames of periodic functions of one or higher dimensions were established in [12, 22, 23] . Different from the typical situation on the real line, periodic wavelets and wavelet frames are nonstationary in nature and the subspaces generated by them at various levels are of finite dimensions. This opens opportunities for either more general results or simpler analytical arguments. As such, the topic has its own characteristics and it is not possible to deduce desired results from their counterparts, if any, of the real line case.
In recent years, wavelets on the real line or a higher dimensional Euclidean space were also investigated under the nonstationary setting due to the additional flexibilities available. In [30] , the nonstationary approach made possible further desirable properties such as spectral approximation orders of compactly supported infinitely differentiable wavelets. In [36] , an extensive study on nonstationary tight frames of this flavor on a multidimensional Euclidean space was given. In addition, nonstationary tight wavelet frames on unbounded intervals were discussed in [13] . This paper could be viewed as further or parallel developments of earlier investigations on several different fronts, while establishing results tailored to the periodic setting. Based on the unitary extension principle for periodic functions derived in [23] and Fourier-based techniques in [24, 25, 27, 28, 30, 35] , it gives a necessary and sufficient condition, in terms of refinement masks, which is easy to verify for generating tight periodic wavelet frames. The paper also establishes a theory for approximation orders of truncated tight periodic frame series, constructs tight periodic wavelet frames with desirable approximation orders, and relates the concept of approximation orders to vanishing moments. In this sense, it is a continuation of [16] which contains a complete study from approximation orders to vanishing moments for the usual non-periodic case. The general approach developed here for tight periodic wavelet frames with spectral approximation orders is applicable to both band-limited constructions as well as time-localized examples. For the latter, the paper parallels the construction of nonstationary tight wavelet frames on the real line in [30] . This paper is organized as follows. In Section 2, we first recall from [23] the unitary extension principle for periodic functions motivated by the unitary extension principle of [35] , which provides a flexible and convenient way of constructing tight wavelet frames. Then a construction procedure with periodic sequences of refinement masks as the starting point is formulated in Theorem 2.2. A necessary and sufficient condition in terms of these refinement masks for applying the unitary extension principle is identified in Corollary 2.1. A general theorem (Theorem 3.2) is presented in Section 3 to give a necessary and sufficient condition for the frame approximation order of a tight wavelet frame constructed via the setup of Theorem 2.2. As far as we know, no notion of vanishing moments for periodic functions is available in the literature and no obvious candidate is in sight. In Section 4, drawing inspiration from the real line case, we formulate a notion of vanishing moments for a sequence of periodic functions, and establish a theorem (Theorem 4.1) to characterize the interplay between approximation orders and vanishing moments for tight periodic wavelet frames. We further propose a concept of global vanishing moments to link up with sparse representations of locally smooth functions. The paper concludes in Section 5 with two classes of examples, one with good frequency-localization and the other with good timelocalization. Both classes of tight wavelet frames enjoy the desirable properties of spectral frame approximation order and (global) vanishing moments of arbitrarily high order.
Tight wavelet frames
We begin with the unitary extension principle and formulate a general procedure for constructing tight wavelet frames. The emphasis is on having refinement masks as the starting point. The conditions for this can be easily verified and also provide insight to the refinement masks that enable the construction process.
Let L
2
[0, 2π] be the space of all 2π-periodic square-integrable complex-valued functions over the real line R, with inner product ·, · given by f, g := , n ∈ Z, are its Fourier coefficients. For k ≥ 0 and ∈ Z, we define the
[0, 2π], since f is periodic, it suffices to consider the shifts T k f , ∈ R k , where R k is given by
, where j ∈ R k . The sequence a k also lies in S(2 k ). Now, consider positive integers ρ k , k ≥ 0, and functions φ 0 , ψ
In this case, the functions ψ m k are called periodic wavelets, or simply wavelets. Our construction of wavelets is based on a sequence of refinable functions {φ k } k≥0 in L 2 [0, 2π], which satisfies for every k ≥ 0, the periodic refinement equation
. . , ρ k , with ρ k being some positive integer, are given by the periodic wavelet equation [20, 21, 22, 23] , this constant was absorbed into the coefficients of the periodic refinement and wavelet equations.) It is well known (see for instance [20, 22, 23] ) that (2.2) and (2.3) can be formulated equivalently in the Fourier domain as 
If for every k ≥ 0,
where
As noted in [23] , the refinement equation (2.4) for k ≥ 0 and the condition (2.6) imply that the sequence of subspaces
For each k ≥ 0, observe that the determinant of the 2 × 2 matrix on the right-hand side of (2.
That is, if (2.8) holds for some M k (j) in (2.7), then (2.9) must hold. Conversely, if (2.9) holds, then it is straightforward to see that the 2 × 2 matrix on the right-hand side of (2.8) is positive semi-definite. Therefore, we can factorize this matrix and obtain a 2 × 2 matrix M k (j) satisfying (2.8). In other words, with ρ k = 2, we can construct b m k+1 , m = 1, 2, for M k (j) in (2.7) to satisfy (2.8). These observations may also be made via [23, Theorem 4.1] .
The condition (2.8) can also be equivalently rewritten as
Due to the ease of satisfying (2.10), for our construction of tight wavelet frames, we focus on identifying refinable functions φ k , k ≥ 0, with desirable properties. The starting point here is refinement masks a k , k ≥ 1, where it turns out that the condition (2.9) for Theorem 2.1 has important ramifications. We shall identify conditions that should be imposed on the refinement masks so that Theorem 2.1 and its corresponding construction procedure are applicable. For this, we first establish the existence of a symbolic solution to (2.4) for the given refinement masks a k , k ≥ 1.
such that the refinement equation (2.4) holds for every k ≥ 0, and
Proof. It is straightforward to see that (2.11) implies that each of the infinite products in (2.12) converges absolutely. To avoid confusion, for each k ≥ 0 and n ∈ Z, we denote by (the magnitude) m k (n) the value of the infinite product in (2.12). That is,
So, all m k (n) are well-defined nonnegative numbers. Now we recursively construct the phase factors p k (n) of φ k (n). Let p 0 (n), n ∈ Z, be arbitrary complex numbers such that |p 0 (n)| = 1, and recursively define
where in case a k+1 (n) = 0 we simply pick p k+1 (n) as an arbitrary complex number such that
Noting that m k (n) = √ 2| a k+1 (n)|m k+1 (n), we can easily verify that (2.4) and (2.12) are satisfied.
The above proof is constructive. It gives a procedure of constructing { φ k (n)} n∈Z,k≥0 by (2.15) via (2.13) and (2.14). We further note that when
the following infinite products are well defined:
Consequently, if (2.17) holds, then both (2.4) and (2.12) are satisfied. As (2.17) is a more convenient way of defining { φ k (n)} n∈Z,k≥0 when compared to (2.15) via (2.13) and (2.14), it is not surprising that (2.16) is a stronger condition than (2.11) . This is obvious because
Under the stronger assumption of (2.16), { φ k (n)} n∈Z,k≥0 can be defined by (2.17) and still agrees with the construction by (2.15) as long as we take
as an arbitrary complex number with |p k (n)| = 1). Of course, there are many other choices of {p k (n)} n∈Z,k≥0 that satisfy (2.14). (a) Assume (2.9) for every k ≥ 0. Then for each k ≥ 0, the inequality
Then (2.6) must hold.
Proof. The proof of item (a) is the same as in [20, 30] . We briefly describe the argument here for completeness. By (2.12), for any positive integer M , we have
For large N such that 2 N −k ≥ 2M + 1, it can be easily deduced by induction and (2.9) that
Consequently, 2
Letting M go to infinity, we have (2.18). Next, we prove item (b) by a similar argument as in [26, Section 5] . First, it is not difficult to see that (2.11) is equivalent to
Since the infinite products in (2.12) converge, for k ≥ 0 and n ∈ Z, by (2.12), we have
where (2.19) is also used. Applying the identity
repeatedly over L, we see that
The above proposition says that whenever the refinement masks satisfy (2.9), (2.11) 
By Lemma 2.1, it is not difficult to see that any { φ k (n)} n∈Z,k≥0 satisfying (2.2) and (2.12) must be generated by (2.15) via (2.13) and (2.14). We shall see later in Proposition 2.2 that both (2.11) and (2.12) are necessary conditions for constructing tight wavelet frames.
In the setup of Theorem 2.2, the refinement masks are assumed to satisfy the conditions (2.9), (2.11) and (2.19). These conditions imply (2.6), which is a basic assumption in the unitary extension principle (Theorem 2.1). We have seen earlier that (2.9) is necessary and sufficient for (2.10) (formulated equivalently as (2.8) ), m = 1, 2, . . . , ρ k . We shall now show that for a tight wavelet frame constructed from refinement and wavelet masks satisfying (2.10), the conditions (2.6) and (2.11) are both necessary. This provides a certain converse to Theorem 2.2.
. . , ρ k , are refinement and wavelet masks satisfying (2.10). Then (2.6), (2.11), and (2.12) must hold.
[0, 2π] with (2.4), (2.5) and (2.10) being satisfied, it is not difficult to show that (2.6) must hold. The main ideas for this can be found in [23, 24, 35] . Essentially, (2.10) implies that for k ≥ 1,
For a fixed n ∈ Z, choose f := e in· . Then
and it follows from (2.1) that
We now deduce from (2.4) and (2.6) that (2.11) and (2.12) must hold as well. Fix n ∈ Z. Applying (2.4) repeatedly gives
Consequently, it follows from (2.22) that the limit in (2.12) exists and (2.12) holds. In addition, (2.6) shows that there exists a positive integer K n such that 2
Using the simple fact that 1 − x ≤ − ln x for all 0 < x ≤ 1, we now deduce from (2.23) and (2.24) that
Hence, (2.11) must be satisfied.
In light of the results in Theorem 2.2 and Proposition 2.2, we are ready to write down a necessary and sufficient condition for refinement masks that can be used to construct tight wavelet frames with the unitary extension principle. (2.19) . Then the following two conditions are equivalent.
(i) There exist refinable functions φ k and wavelet masks
. . , ρ k , which satisfy (2.4) and (2.10), and generate via (2.5) a tight wavelet frame
(ii) Both (2.9) and (2.11) hold.
Among all the conditions imposed on the refinement masks in Theorem 2.2, (2.11) seems to be rather demanding, even though it is a necessary condition for tight wavelet frames. Fortunately, this is not the case and the different scenarios depicted in the following proposition demonstrate that both (2.11) and (2.16) can be easily satisfied.
with a k the inverse discrete Fourier transform of a k , and the convention of setting
if no L satisfies the criterion in (2.26). Then (2.11) and (2.16) hold. (b) Assume that for every n ∈ Z, there exist positive constants C n , K n and α n for which
Then (2.11) holds. (c) Assume that for every n ∈ Z, there exist positive constants C n , K n and α n for which 
Define the trigonometric polynomial
Therefore,
For any ξ 0 ∈ R and n ∈ Z, we deduce that
In addition, Bernstein's inequality for trigonometric polynomials yields
Combining this with (2.29) and (2.30), we obtain
We shall now show that max 0≤ξ≤2π |A k (ξ)| is uniformly bounded over all k ≥ K. For a fixed k ≥ K, take ξ 0 ∈ [0, 2π] to be a point for which (2.25) , this implies that there exists a positive constant C for which max
Finally, for each k ≥ K, take ξ 0 = 0 and n an arbitrary integer in (2.31). Then using (2.19), (2.29), (2.31), and (2.32), we obtain
Therefore, we conclude that
for every n ∈ Z. This implies (2.16) and completes the proof of item (a).
For item (b), it is trivial to see that if (2.27) holds, then (2.11) holds since for each n ∈ Z,
Similarly, (2.28) trivially implies (2.16), giving item (c).
Finally, we note that the two conditions (2.9) and (2.19) assumed in Theorem 2.2 imply that a k (2
} n∈Z is defined by (2.15) via (2.13) and (2.14), then 
On the other hand, if p is even, dividing by 2 repeatedly, we obtain p = 2 λ (2q + 1) for some positive integer λ and some q ∈ Z. Similar to the case when p is odd, a k+λ+1 (2
Frame approximation orders
For our study of approximation orders of truncated tight frame series, we begin with some basic notions. For ν ∈ R, let H ν [0, 2π] be the Sobolev space of all 2π-periodic tem-
For k ≥ 1, the frame approximation operator Q k associated with the truncation of a tight wavelet frame
While tight periodic wavelet frames were investigated in [22, 23] , the approximation order of a truncated tight wavelet frame series of the form (3.1), or a truncated orthonormal wavelet series, has yet to be addressed. On the other hand, its counterpart for tight wavelet frames on the real line was already well studied in [16, 30] (see also [27] for the case of multiwavelet frames). Following [16, 27, 30] for the space L 2 (R), for ν ≥ 0, we say that a tight wavelet frame 
In addition, we say that a tight wavelet frame provides the spectral frame approximation order if it provides frame approximation order ν for every positive number ν. [16, 24, 27, 29] for more details), this is equivalent to
Consider a sequence of refinable functions
Following the ideas in [16] , for k ≥ 0, the quasi-interpolation operator P k associated with the refinable function φ k at level k is defined to be
Applying (3.3) repeatedly, we see that for k ≥ 1,
that is,
where Q k is the frame approximation operator defined in (3.1). Hence the study of frame approximation orders provided by the tight wavelet frame
This will be the approach that we take here. The following lemma gives some basic properties of these operators.
Consequently, P k (1) = 1 if and only if 
Then the Fourier coefficients of P k (f ) in (3.4) are given by (3.6).
If f is the constant function 1, then its Fourier coefficients are given by f (n) = δ n0 , n ∈ Z. In this case, by (3.6),
and therefore P k (1) = 1 if and only if (3.7) holds.
As noted at the end of Section 2, the conditions imposed in Theorem 2.2 imply that for each k ≥ 0, (2.34) holds which leads to (3.7). The condition (3.7), which amounts to the operator P k reproducing constant functions (that is, it has approximation order 1), will be a basic assumption that we make on refinable functions. The following theorem is about general approximation order of P k . The corresponding result for L 2 (R) was given in [31, 32] . However, the result for L 
8) where
Proof. For ν ≥ 0 and f ∈ H ν [0, 2π], it follows from (3.6) of Lemma 3.1 that for n ∈ Z,
For the first sum on the right-hand side of (3.14), observe that by (3.13), for j ∈ R k ,
and so
Now, using (3.7), 16) where C k,1 is as defined in (3.9). Next, employing the Cauchy-Schwarz inequality,
where C k,3 is given by (3.11).
For the multiple sums on the right-hand side of (3.14), again using (3.13), we have for j ∈ R k and q ∈ Z\{0},
and thus
(3.18)
for all j ∈ R k and q ∈ Z\{0}. Therefore, by ν ≥ 0, it is straightforward to see that
(3.19) 20) where C k,2 is given by (3.10). By similar arguments as those leading to (3.17), with C k,4 as in (3.12), 
which implies (3.8). 
where C k,1 and C k,2 are defined in (3.9) and (3.10) respectively. Moreover, (3.22) is satisfied when there exist positive constants ,C, K with 0 < ≤ 1/2 such that
Proof. We start with the sufficiency. First, as a consequence of the hypothesis of Theorem 2.2, it follows from Lemma 2.1 and Proposition 2.1 that for every k ≥ K, (2.18) holds, which leads to 2
for all j ∈ R k and p ∈ Z\{0} as |2
. Consequently, by (2.18), for every j ∈ R k ,
, where C k, 3 and C k,4 are defined in (3.11) and (3.12) respectively. Now by our assumption in (3.22) , it follows from Theorem 3.1 that
For the necessity, suppose that there are positive constants C and K such that
Then by (3.13), for any j ∈ R k and q ∈ Z, we have
Now by (3.14), we obtain
. Hence, we deduce from (3.24) and the above that
Consequently, by the definitions of C k,1 and C k,2 in (3.9) and (3.10), (3.22) holds. Now we prove that if (3.23) holds, then we must have (3.22) . As noted in the beginning of the proof, (2.18) is satisfied, and so for every j ∈ R k , 2
and therefore, by 0
.
≥ 1 for all j ∈ R k \{0} and observing that R k, ⊆ R k , we have
where we used (3.23) in the last inequality. Hence,
In addition, by (2.18) and 2 
}.
Under the hypothesis of Theorem 2.2, in particular (2.9), (2.19) and (2.20), it follows from the proof of Proposition 2.1 that (2.21) is satisfied with C n = 1 for all n ∈ Z. That is, for every k ≥ 0, we have
Thus whenever there exist positive constants , C , K with ≤ 1/2 for which The frame approximation order describes the approximation power to smooth functions for the truncated frame series. It is also related to vanishing moments and sparse representations of locally smooth functions, which will be addressed in the next section.
Vanishing moments
We first recall the notion of vanishing moments for stationary wavelets on the real line to motivate an analogous concept for periodic wavelets. For a compactly supported function ψ ∈ L 2 (R), we say that ψ has ν vanishing moments (for a nonnegative integer ν) if R ψ(x)x κ dx = 0 for all κ = 0, 1, . . . , ν − 1. In the frequency domain, this is equivalent to saying that
(0) = 0; that is, all the derivatives of ψ, the Fourier transform of ψ, vanish at 0 for orders up to ν − 1. For a smooth function f that belongs to C ν near a fixed point x 0 in R, using the Taylor expansion of f at x 0 , one can easily deduce that
Hence, vanishing moments give sparsity of the coefficients of a tight wavelet frame for locally smooth functions, or more precisely, for piecewise smooth functions. This sparsity leads to the power of the sparse approximation of piecewise smooth functions through a nonlinear approximation scheme. For a given wavelet frame, while its approximation order describes the approximation power to globally smooth functions, its vanishing moments reflect the approximation power to piecewise smooth functions. Furthermore, these two concepts are closely related, as shown in [16] . The above standard notion of vanishing moments for stationary tight wavelet frames on the real line is very simple and can be easily checked by finding the order of zeros of the function ψ at the origin. As shown in [16, 27] , for stationary tight wavelet frames on the real line, there is a close relation between the order of vanishing moments and the frame approximation order. However, the situation is quite different for nonstationary settings and a straightforward generalization is not feasible. In fact, the nonstationary tight wavelet frame on the real line constructed in [30, Theorem 1.3] is derived from the up-functions using the masks for B-splines and all its generating wavelet functions ψ
In other words, all these nonstationary wavelet generators have at least one "vanishing moment" in the classical sense. However, such a nonstationary tight wavelet frame, as demonstrated in [30, Theorem 1.3], does not have any frame approximation order. This implies that the relation between the classical definition of vanishing moments, as defined by the property of polynomial cancelation, and frame approximation order no longer applies to nonstationary tight wavelet frames on the real line.
There are even more difficulties in extending the notion of vanishing moments for stationary wavelets on the real line to functions in L 
},
it is straightforward to see that the linear space TP κ is no longer invariant under scaling. Secondly, even if the wavelet generators of a tight periodic wavelet frame can indeed make all the elements in TP κ vanished, one cannot simply expect that such a notion of vanishing moments will lead to frame approximation order. In other words, similar to the nonstationary real line case, there could be problems in preserving the desired connection between vanishing moments and frame approximation orders.
To the best of our knowledge, no notion of vanishing moments for functions in L 
We now show that ψ has ν vanishing moments if and only if ψ per k (0) = 0 and sup
where C is a positive constant. Indeed, since ψ has ν vanishing moments, there exists a positive constant
(Here we have used the fact that ψ is a compactly supported tempered distribution and therefore ψ is an analytic function.) Consequently, by ψ
. 
In other words,
That is, ψ, as a function on the real line, must have ν vanishing moments.
Motivated by (4.1), we now introduce a notion of vanishing moments for 2π-periodic functions and study its relation to frame approximation order. Let {ψ 
While the number of vanishing moments ν for the real line case is always a nonnegative integer, our formulation here for the periodic case allows ν to be any nonnegative real number. We should emphasize that here we are only using the term "vanishing moments" to describe the property (4.2), instead of providing a definition that is of similar form to the classical stationary case over the real line. As to be seen in due course, the definition (4.2) can be related to frame approximation order and sparse representations of piecewise smooth functions in L
2
[0, 2π], which are two desirable consequences of traditional vanishing moments.
The definition (4.2) has an equivalent compact form of
j| ≤ 1/2 for all j ∈ R k , whenever the vanishing moment condition (4.2) holds for some positive number ν, it holds for every positive number µ no greater than ν.
In Theorem 2.2, we have a general procedure via refinement and wavelet masks to construct tight wavelet frames for L 2 [0, 2π]. Theorem 3.2 characterizes the frame approximation order provided by such a tight wavelet frame. We shall now discuss the intrinsic relationship between frame approximation order and vanishing moments. Proof. It follows from (2.1) and (3.5) that for k ≥ 0,
Note that for r ≥ k and m = 1, 2, . . . , ρ r ,
Then the identity in (4.5) implies that
Since the tight wavelet frame
. . , ρ k , ∈ R k } provides frame approximation order ν, as shown in the proof of Theorem 3.2, (3.25) must hold for some positive constants C and K. Therefore, it follows from (4.6) that − 1), where we have used the fact that R r ⊆ R r+1 . By Theorem 3.2, the tight wavelet frame here provides frame approximation order at least ν.
In the proof of the converse direction in Theorem 4.1, we note that the result is also valid if we assume the following slightly weaker version of (4.2):
and max
where C and K are positive constants, independent of k and j. It is obvious that the vanishing moment condition (4.2) implies (4.7).
The condition (4.7) is related to sparse representations of piecewise smooth functions. In this connection, we obtain results on general sequences of functions before returning to tight wavelet frames at the end of the section. We begin with the following auxiliary result which will be used in due course. 8) where k,m ∈ Z, m = 1, 2, . . . , ρ k , and
Therefore, we have
It is easy to see that
We also have
Consequently, (4.8) holds.
We shall employ Lemma 4.1 to demonstrate the relationship between vanishing moments and sparsity of expansion coefficients. To this end, we need to derive appropriate bounds of D k,1 and D k,2 defined by (4.9) and (4.10). The quantity D k,1 depends on the values of ψ m k on the set R k \{0} and it will be taken care of by the assumption (4.7). On the other hand, D k,2 is based on the values of ψ m k outside the set R k . In order to handle this, we extend the assumption (4.7) globally beyond R k . To be more precise, for ν ≥ 0, we say that a sequence of functions {ψ
has global vanishing moments of order ν if there exist positive constants C and K, independent of k and j, such that
, n ∈ Z\{0}, k ≥ K. 
It follows from (4.12) that
. Therefore,
where we have again used the fact that µ > ν + 1/2. Consequently,
(4.14)
withC := max{4C, 4C , 2C }. Now summing (4.14), it is easy to see that (4.13) holds with [0, 2π] where µ > ν + 1/2. The following result shows that the stronger assumption of (4.15) gives (4.14) with µ = ν. The converse is also explored, again with µ = ν. 
where (4.15) is used in the last inequality. Hence, (4.14) holds with µ = ν andC = C.
Conversely, suppose that (4.14) holds with µ = ν andC < ∞. For a fixed integer j,
. On the other hand, when j = 0, (4.14) implies the second inequality in (4.12) with C =C.
It is also easy to see that (4.15) is satisfied if for someμ < ν − 1/2, 
where C is some positive number. This recovers the notion of vanishing moments for compactly supported functions on the real line.
Returning to tight periodic wavelet frames, suppose that φ k and ψ has at least ν vanishing moments, which gives (4.7), where C and K are positive constants. Furthermore, in view of (2.18) and (4.6) supported by the setup of Theorem 2.2, for every
(4.17)
For n ∈ Z\R k , it can be written in the form n = j + 2 k p where j ∈ R k and p ∈ Z\{0}. Since |2
, it follows from (4.17) that
Combining the above, we see that {ψ 
Examples
To illustrate the theory developed, we study two classes of examples that fit into the tight frame setup provided by Theorem 2.2 and also satisfy the results for frame approximation order in Theorem 3.2 and vanishing moments in Theorem 4.1. One class is well localized in the frequency domain and in fact band-limited. The other class has good localization in the time domain, which is analogous to compactly supported functions for the real line case. Given their respective strengths, the two classes complement each other in terms of potential applications. Our second example is based on time-localized refinable functions. More precisely, it is constructed from the masks for pseudo-splines of type II with order (s, l) given in [18] . The masks were also used in [30] to obtain compactly supported symmetric nonstationary tight frames for L 2 (R), which have infinite order of smoothness and the spectral frame approximation order. The masks for pseudo-splines of type II with order (s, l) in [18] are given by is satisfied with := 1/2. Now by Corollary 3.1, any tight wavelet frame generated as in Theorem 2.2 provides frame approximation order ν. Since ν is an arbitrary positive number, the tight wavelet frame provides the spectral frame approximation order. Similar to the arguments in Example 5.1, we also conclude that such a wavelet frame has (global) vanishing moments of arbitrarily high order.
