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Abstract
Given a graph G = (V,E), a perfect dominating set is a subset of vertices V ′ ⊆ V (G)
such that each vertex v ∈ V (G) \ V ′ is dominated by exactly one vertex v′ ∈ V ′.
An efficient dominating set is a perfect dominating set V ′ where V ′ is also an
independent set. These problems are usually posed in terms of edges instead of
vertices. Both problems, either for the vertex or edge variant, remains NP-Hard,
even when restricted to certain graphs families. We study both variants of the
problems for the circular-arc graphs, and show efficient algorithms for all of them.
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1 Introduction
Given a graph G = (V,E), a perfect dominating set is a subset of vertices
V ′ ⊆ V (G) such that each vertex v ∈ V (G) \ V ′ is dominated by exactly one
vertex v′ ∈ V ′. An efficient dominating set is a perfect vertex dominating
set V ′ where V ′ is also an independent set. Every graph G contains a per-
fect dominating set, for instance, take V (G). But not every graph contains
an efficient vertex dominating set. These problems consists in searching the
sets with minimum number of vertices. All of them are NP-hard, even when
restricted to certain graph families. The weighted version of these problems,
where each vertex v has a weight assigned ω(v), consists on finding a perfect
vertex dominating set where the sum of the weights is minimum. We denote
these problems as Minimum Weighted Perfect Vertex Domination (MWPVD),
Minimum Weighted Efficient Vertex Domination (MWEVD). We denote the
edge-versions of these problems as Minimum Weight Perfect Edge Domination
(MWPED) and Minimum Weight Efficient Edge Domination (MWEED). Ef-
ficient edge dominating sets are also known as dominating induced matchings,
and denoted as DIM’s. Note that for these edge-versions the dominating set
consists of edges instead of vertices, hence the weights are on the edges, and
the adjacency of two edges is defined as two edges that shares a vertex. We
say a pendant vertex (also known as leaf ) is one whose degree is exactly one.
In this paper we show results for the weighted perfect domination problem,
and for the efficient domination problem, restricted to circular-arc graphs.
2 Circular-Arc graphs
The following definitions and results come from [4]
Given a circular-arc modelM = (C,A) whereA = {A1 = (s1, t1), . . . , An =
(sn, tn)}, two points p, p
′ ∈ C are equivalent if A(p) = A(p′). The 2n extreme
points from the n arcs of A divide the circle C in 2n segments of the following
types: (i) (si, tj) (ii) [ti, tj) (iii) (si, sj ] (iv) [ti, sj]. We say the segments of
type (i) are intersection segments. It is easy to see that all points inside one
of the 2n segments are equivalent.
Corollary 2.1 [4]There are at most 2n distinct A(p).
Lemma 2.2 [4] Given a CA model M = (C,A), if there are no two or three
arcs of A that covers the entire circle C then M is an HCA model.
Given a circular-arc model M = (C,A), the following algorithms can be
achieved in O(n) time:
• Search a universal arc. A universal arc has common intersection with every
arc from A.
• Search two arcs Ai, Aj such that Ai ∪ Aj = C.
• Search three arcs Ai, Aj , Ak such that Ai ∪Aj ∪Ak = C.
• Search a point p ∈ C such that |A(p)| is maximum or minimum.
• If maxp∈C |A(p)| = 2 and minp∈C |A(p)| = 1 and do not exists two arcs from
A that covers the entire circle C then exists an induced cycle Ck with k ≥ 3
such that arcs corresponding to the vertices cover the circle C inM and the
rest of the arcs from A are pairwise disjoint and are contained in exactly
one of the arcs from Ck. Thus each arc is either part of the Ck or a leaf
with a parent arc from Ck. It is possible to identify each arc from the Ck.
Note that maxp∈C |A(p)| > minp∈C |A(p)| if A 6= ∅. For instance, let A =
(s, t) ∈ A, A(s) ⊂ A(s+ ǫ) and A ∈ A(s+ ǫ) \ A(s). Hence maxp∈C |A(p)| ≥
|A(s+ ǫ)| > |A(s)| ≥ minp∈C |A(p)|.
We consider the four variants of the mentioned problems for circular-arc
graphs, we propose efficient algorithms to solve them, except for the MWEVD
for which already exists a linear time algorithm. We assume that our input
is a circular-arc graph G and a weight function ω over the vertices or edges
depending on the problem we were solving. For simplicity, we may use the
circular-arc model from G. For these cases, there is an implicit previous step
which is applying a linear time algorithm [9] in order to obtain a circular-
arc model from G. For MWEVD and MWEED, we consider the function ω
nonnegative.
3 Minimum weighted efficient vertex domination
The minimum weighted efficient vertex domination problem (MWEVD) on a
graph G can be expressed as an instance of the minimum weighted dominating
set problem (MWDS) on the same graph G making some minor adjustments
on the way described in [1] for unweighted version of MWEVD. There is an
O(n+m) time algorithm to solve MWDS for circular-arc graphs [2]. Hence,
MWEVD can be solved for circular-arc graphs in linear time.
4 Minimum weighted efficient edge domination
The Minimum weighted efficient edge domination problem (MWEED) for a
graph G is equivalent to either:
(i) MWEVD for the line graph L(G)
(ii) MWIS for the square of the line graph L2(G)
If G is a circular-arc graph, then the graph G′ = L2(G) is also a circular-
arc graph. The graph G′ has exactly m vertices and up to O(m2) edges.
The algorithm from [10] solves MWIS problem in linear time for circular-
arc graphs. It is known that a graph that admits a DIM is K4-free. This
property imposes a bound on the number of edges in circular-arc graphs, thus
the algorithm complexity bound can be improved from O(m2) to O(n2).
Lemma 4.1 [7] Every K4-free graph G where n ≥ 2 such that G is either
chordal or interval graph has at most 2n− 3 edges.
Lemma 4.2 Every K4-free graph G where |V (G)| ≥ 2 such that G is circular-
arc graph has at most 2n edges.
Proof. If |V (G)| = 1 is trivially true, and if G is an interval graph the
property is satisfied by lemma 4.1. Thus, suppose |V (G)| ≥ 4 and G is not
an interval graph. If exists p such that |A(p)| = 0 then G is an interval graph
and if |A(p)| ≥ 4 then G contains a K4. In consequence, 1 ≤ |A(p)| ≤ 3 for
any point p. Let p be the point with maximum value of |A(p)|. Clearly, p
belongs to an intersection segment (si, tj) where |A(si)| = |A(p)| − 1. Hence,
|A(p)| ≥ 2 and we can restrict the study to 2 ≤ |A(p)| ≤ 3. It is easy to see
that at least one of these exists. We analyze each possible case:
• |A(p)| = 2: Let (si, tj) the intersection segment that contains p:
(i) i = j: In this case A(p) = {Ai, Ak} where Ak contains arc Ai. If we cut arc
Ak at point si converting it in two different arcs (sk, si− ǫ) and (si+ ǫ, tk)
we get an interval graph G′ with n + 1 intervals. By Lemma 4.1 the
number of edges of G′ is at most 2(n+1)-3 = 2n-1 edges. Since G′ has at
least the same amount of edges that G we conclude that |E(G)| ≤ 2n−1.
(ii) i 6= j: In this case A(p) = {Ai, Aj}. If we replace Ai by (si, p− ǫ) and Aj
by (p + ǫ, tj), we get an interval graph G
′ with n vertices. However the
edge that connects Ai, Aj have been lost unless Ai ∪ Aj cover the entire
circle. Therefore |E(G′)| ≤ 2n− 3 and |E(G)| ≤ 2n− 3 + 1 = 2n− 2.
• |A(p)| = 3:
(i) i = j : In this case A(p) = {Ai, Ak, Ap} where Ak, Ap contain arc Ai. If
we cut arcs Ak, Ap at point si, converting each one into two different arcs,
we get an interval graph G′ with n + 2 intervals and at least one more
edge since Ak, Ap have been converted to two different edges. By Lemma
4.1 the number of edges of G′ is at most 2(n + 2) − 3 = 2n + 1, hence
|E(G)| ≤ 2n
(ii) i 6= j: In this case A(p) = {Ai, Aj, Ak} where Ak contains the segment
(si, tj). We can replace Ai by (si, p − ǫ) and Aj by (p + ǫ, tj) (and may
lose an edge unless Ai ∪ Aj covers the entire circle). We cut the arc Ak
in either si or tj , any one works. We get an interval graph G
′ with n + 1
vertices and at least |E(G)|−1 edges. By lemma 4.1 the number of edges
of G′ is at most 2(n+ 1)− 3 = 2n− 1. Hence |E(G)| ≤ 2n.
The graph 3K2 has 6 vertices and 12 edges, hence it shows tightness of
the bound. Therefore any algorithm to solve DIM problem can first check the
amount of edges to ensure the existence of a DIM. Since m ∈ O(n) then any
O(n+m) time algorithm for circular-arc graphs can be easily converted to an
O(n) time algorithm. ✷
A linear-time algorithm to solve MWEED for general graphs given a fixed
dominating set was presented in [6]. If there exists a set of at most three arcs
that covers the entire circle, then there is a dominating set of size at most 3,
thus the problem can be solved using the mentioned algorithm in linear time.
We assume a model M without a set S that covers the entire circle such that
|S| ≤ 3. Therefore M is a Helly circular-arc (HCA) model and the original
graph G is an HCA.
We analyze the model M (each case can be implemented in linear time):
(a) maxp∈C |A(p)| ≥ 4: Then G is not K4-free, hence it does not admit a
DIM
(b) minp∈C |A(p)| = 0: Then M is an interval model. Algorithm from [8]
can be applied
(c) maxp∈C |A(p)| = 2:
Since maxp∈C |A(p)| > minp∈C |A(p)|, then minp∈C |A(p)| = 1. We can
locate an induced cycle Ck≥4 on G such that arcs from those vertices covers
the entire circle C in the modelM, and the rest of arcs from A are pairwise-
disjoint and are contained in exactly one arc from Ck. If a vertex v ∈ Ck is
connected with a set of pendant vertices W , then v should be colored with
black in order to get a coloring of the graph that represents a valid DIM.
Note that the only edge that belongs to a minimum weighted DIM will be
an edge of minimum weight between v and W . Therefore, all edges between
v and w ∈ W such that its weight is not minimum can be removed from
the graph G in order to obtain G′. Every minimum weighted DIM from G
is a valid minimum weighted DIM in G′. Note that if exists k edges with
minimum weight, then any k − 1 of those edges can be erased. In the new
graph G′ every vertex v ∈ Ck contains at most one pendant vertex w in
his neighborhood. Since HCA is an hereditary property, G′ is still an HCA
graph, and every clique from G′ is a K2, therefore K(G
′) = L(G′). The
graph K(G′) is HCA if G′ is HCA and it contains O(n) vertices and O(n)
edges since maximum ∆(L(G′)) ≤ 4. The K(G′) model can be obtained
within O(n) time [5]. Therefore MWEED can be solved for G′, by solving
MWEVD for L(G′), which can be done in linear time.
(d) maxp∈C |A(p)| = 3:
Denote A(p) = {A1, A2, A3}. Then v1, v2, v3 form a triangle in G, which
means that any DIM of G must contain exactly one of the three edges of
this triangle: {v1v2, v2v3, v3v1}. By removing point p from C (every arc
(s, t) containing p is now two disjoint arcs (s, p− ǫ) and (p + ǫ, t)), we ob-
tain an interval graph Gp, in which the vertices v1, v2, v3 of G correspond
to two triangles formed by u1, u2, u3 and un+1, un+2, un+3, respectively. So,
any DIM of Gp must contain one edge of each of these triangles. Further-
more, our task would become simpler if u1, u2, u3 and un+1, un+2, un+3 would
correspond to triangles having neither common nor adjacent vertices. The
latter condition is fulfilled because there are no two arcs that covers the
entire circle.
Lemma 4.3 The triangles {u1, u2, u3} and {un+1, un+2, un+3} have neither
common nor adjacent vertices.
Proof. Clearly, u1, u2, u3, un+1, un+2, un+3 are six different vertices. Hence
there are no common vertex in both triangles. Suppose that ui is adjacent
to un+j, 1 ≤ i, j ≤ 3. Consider the following cases.
(a) i = j, which means Ai covers the circle C, that is absurd.
(b) i 6= j, in this case, Ai and Aj cover the circle which is a contradiction.
✷
So, we now consider that the triangles u1, u2, u3 and un+1, un+2, un+3 con-
tain neither common nor adjacent vertices. We will apply algorithm from
[8] to Gp, which solves MWEED for chordal graphs (hence interval graphs).
The algorithm will be executed three times. In each of the applications,
the graph Gp remains the same, but the weighting changes, to Ω1, Ω2
and Ω3, respectively. In order to avoid edges of triangles {u1, u2, u3} and
{un+1, un+2, un+3} incident to ui or un+i to be included in the DIM, in the
weighting Ωi, 1 ≤ i ≤ 3, we assign to each of these edges a high weight, for
instance more than twice the sum of all weights of the edges of G. All the
other edges of Gp remain the same as in the corresponding edges of G. If
the value of the minimum weighted DIM of Gp is above that high weight
assigned to the edges we want to avoid, then we know that G contains no
DIM. Otherwise, we have solved our problem, and we only need to sub-
tract the duplicated weight among the edges of the triangles u1, u2, u3 and
un+1, un+2, un+3 which is part of the solution for Gp, but not for G.
The following are the formal definitions of the weights. Let A1, A2, A3 be
the arcs containing p. Assign to Gp the weighting Ωi, 1 ≤ i ≤ 3, which
defines a weight ωi(ujuk) for each edge ujuk ∈ E(Gp), as follows.
For 1 ≤ i, j ≤ 3 ≤ k ≤ n and ujuk ∈ E(Gp),
ωi(ujuk) := ω(vjvk)
For 1 ≤ i, j ≤ 3 ≤ k ≤ n and un+juk ∈ E(Gp),
ωi(un+juk) := ω(vjvk)
For 1 ≤ i, j, k ≤ 3, i 6= j, j 6= k and k 6= i,
ωi(ujuk) := ωi(un+jun+k) := ω(vjvk)
For 1 ≤ i, j ≤ 3 and i 6= j,
ωi(uiuj) := ωi(un+iun+j) := 1 + 2
∑
ω
Lemma 4.4 Let max|A(p)| = 3, A(p) = {A1, A2, A3}. Then
dimΩ(G) =


∞ min1≤i≤3{dimΩi(Gp)} > 2
∑
ω
min1≤i≤3{dimΩi(Gp)− ωi(ujuk)}
† otherwise
† where 1 ≤ j, k ≤ 3; i 6= j 6= k 6= i
Proof. Let A(p) = {A1, A2, A3}. Cut the circle at point p and consider
the model M of the interval graph Gp. For lemma 4.3, {u1, u2, u3} and
{un+1, un+2, un+3} are triangles with neither common nor adjacent vertices.
Suppose G has a DIMM , weighted by Ω, having total weight ω′ ≤ 2
∑
ω.
We know that exactly one edge of the triangle {v1, v2, v3}, say v1v2, belong
to M . Then choose the weighting Ω3 for Gp and consider the following
subset of edges Mp ⊆ E(Gp).
Mp = {u1u2, un+1un+2} ∪ {uiuj ∈ E(Gp)|vfivj ∈M, 3 < i, j ≤ n}
We claim the Mp is a DIM for Gp. Since M is a matching, Mp is clearly
so. Assume by contrary that it is not induced, and let the violating edge
be uiuj, where ui, uj are vertices incident to distinct edges of Mp. Since
M is an induced matching of G, it follows that i ∈ {1, 2, 3} and j ∈ {n +
1, n+2, n+3}. The latter means that u1, u2, u3 and un+1, un+2, un+3 have a
common or an adjacent vertex, a contradiction. Consequently, Mp is indeed
an induced matching. It remains to show that it is dominating. Let S be
the subset of vertices of Gp, not incident to the edges ofMp. Let ui, uj ∈ S,
i 6= j. Because M is a dominating matching, the only possibility for ui, uj
to be adjacent is i = 3 and j = n + 3, which contradicts A3 not covering
the circle. Then Mp is a DIM having weight equal to ω
′ + ω(v1, v2).
Conversely, assume that Gp has a DIM weighted by, say Ω3, having weight
≤ 2
∑
ω. We know that exactly one edge of each of the triangles {u1, u2, u3}
and {un+1, un+2, un+3} belong to Mp. Furthermore, the edges of these tri-
angles which are incident either to u3 or un+3 all have weight > 2
∑
ω.
Therefore any dominating set of edges with weight ≤ 2
∑
ω contains the
edges u1u2 and un+1un+2. Let
M = {v1v2} ∪ {vivj ∈ E(G)|uiuj ∈Mp, 3 < i, j ≤ n}
We claim that M is a DIM of G. Clearly, for any vi, vj ∈ V (G), 1 ≤ i ≤ 3
and 3 < j ≤ n, vivj ∈ E(G) if and only if uiuj ∈ E(Gp) or un+iuj ∈
E(Gp). Consequently, Mp being a DIM of Gp implies that M is a DIM of
G. Furthermore, the weight ofM is precisely the weight ofMp less ω3(u1u2),
since it was counted twice in Mp. The lemma follows. ✷
5 Minimun weighted perfect vertex Domination
An O(n +m) time algorithm to solve MWPVD for interval graphs was pre-
sented in [3]. The same paper shows the only known algorithm to solve MW-
PVD for circular-arc graphs in O(n2+nm) time. Note that any efficient vertex
dominating set is also a perfect vertex dominating set.
Given a circular-arc graph G, a circular-arc model M from G can be
obtained in O(n+m) time and universal arcs can be identified in O(n) time. If
a universal arc exists, we can solve the problem using the following procedure:
5.1 Minimum weighted perfect vertex Domination
Lemma 5.1 Given a graph G = (V,E) where u1 ∈ V (G) is a universal vertex:
(i) If G contains another universal vertex u2 6= u1, then the unique perfect
vertex dominating sets of G are: V , {ui} where ui may be any universal
vertex.
(ii) If u1 is the unique universal vertex from G, then every perfect vertex dom-
inating set from G contains u1. Moreover, each solution can be computed
on the following way: Let {G1 = (V1, E1), . . . , Gk = (Vk, Ek) the con-
nected components from G \ {u1}. Then every perfect vertex dominating
set D from G should verify:
(a) A vertex w ∈ Vi belongs to D if and only if Vi(G) ∈ D
(b) A subset V ′ ⊆ V that verifies (a) and contains u1 is a perfect vertex
dominating set from G
Proof. The proof is separated in two cases:
(i) If G contains universal vertex u2 6= u1:
It is clear that V and each universal vertex {ui} are perfect vertex domi-
nating sets from G. Assume there exists another perfect vertex dominat-
ing set D. If |D| = 1 then it should be a universal vertex and was one
of the above mentioned sets. Hence D contains at least two vertices and
there is at one least vertex w 6∈ D. Since |D| > 1 then every universal
vertex ui should belong to D, otherwise the vertex ui will be dominated
by more than one vertex inside D, which contradicts the definition of per-
fect vertex domination. Moreover, every vertex w 6∈ D will be dominated
by at least two universal vertices from D, then again, this contradicts the
definition of the set D. Therefore, there is not any other perfect vertex
dominating set.
(ii) If u1 is the unique universal vertex from G:
Assume exists a perfect vertex dominating set D that does not contains
u1. It is clear that D should have at least two vertices since there is
not another universal vertex, but then the vertex u1 is dominated by
|D| > 1 vertices, which is absurd. Thus every perfect vertex dominating
set contains u1. Suppose D is a perfect vertex dominating set such that
v ∈ D, w 6∈ D and v, w ∈ Vi. Since v, w belongs to the same connected
component Gi, there exists a pair of adjacent vertices v
′, w′ ∈ Vi such
that v′ ∈ D and w′ 6∈ D. Thus w′ is dominated by u1 and v
′, which is a
contradiction. Thus every perfect vertex dominating set satisfies (a). Let
D be a subset of vertices that satisfies (a) and contains u1 and w 6∈ D.
It is easy to see that u1 dominates w. The set of vertices N(w) \ {u1}
belongs to the same connected component. By (a), none of them are in
D. Therefore, u1 is the unique vertex from D that dominates w
✷
If G contains at least two universal vertices, then the amount of perfect
vertex dominating sets is at most O(n), and the one with minimum weight can
be obtained in linear time. In case G contains exactly one universal vertex
the minimum weighted perfect vertex dominating set can be obtained with
the following procedure:
D := {u1}. We define the weight of a set of vertices as the sum of the
weights of its vertices. If the weight of a connected component Gi of G \ {ui}
is negative, then D := D ∪ Vi.
Thus we assume G does not contain a universal vertex.
It is possible to solve MWEVD in linear time for circular-arc graphs. Hence
we can save the best efficient vertex dominating set as a candidate solution,
and search for the perfect vertex dominating sets that are not efficient vertex
dominating sets. We determine in O(n) time the point p such that |A(p)| is
minimum, and according to this value a different approach can be used:
(i) |A(p)| = 0, In this case M is an interval model and G an interval graph.
A linear-time algorithm [3] can be applied to solve MWPVD.
(ii) |A(p)| ≥ 2, thus for every point p′ ∈ C, |A(p′)| > 2. Let D be a
perfect vertex dominating set which is not an efficient vertex dominating
set, and with minimum weight. There should be two adjacent vertices
v, w ∈ D, otherwise D is an efficient vertex dominating set. Let Av, Aw
the corresponding arcs. Note that Av ∩ Aw 6= ∅, and let q ∈ Av ∩ Aw. For
any arc Az ∈ A(q) the vertex z (corresponding to Az) should belong to D,
otherwise (otherwise it will be dominated by two vertices). Let q′ ∈ C the
first point from q in clock-wise order such that A(q′) 6= A(q) (hence q and
q′ belong to different segments). We will show that for any arc Az ∈ A(q
′),
the vertex z corresponding to Az should be in D We consider two cases
according to segment finalization q.
• If it has open-end at tu, then A(q
′) = A(q) \ {Au}. Thus, every arc
Az ∈ A(q
′) ⊂ A(q), the vertex z corresponding to Az ∈ D.
• If it has close-end at su, then A(q) = A(q
′) \ {Au}. Thus A(q
′) contains
arcs from A(q) and an additional arc Au. Since Au is adjacent to arcs
from A(q) and |A(q)| > 1 then Au should be in D, since A(q) belongs to
D and Au could not have more than one adjacent from D, unless is part
of D.
Let q := q′ and apply iteratively the same procedure 2n times, this is the
amount of different segments. This shows that all vertices are in D. Thus
D = V , and the solution will be the best among
∑
v∈V ω(v) and the best
solution previously found.
(iii) |A(p)| = 1, In this case A(p) = {Av} where Av = (sv, tv) corresponds
to a vertex v ∈ V . Recall that A has no universal arc. We generate
three interval models (M1,M2 y M3) fromM and replace Av with Av− =
(sv, p − ǫ) and Av+ = (p + ǫ, tv), adding arcs for each one of them and
modifying the weight function as we describe next:
(M1) We replace Av with Av− and Av+ . We also add Aw− = (p − 1.5 ∗
ǫ, p − 0.5 ∗ ǫ) and Aw+ = (p + 0.5 ∗ ǫ, p + 1.5 ∗ ǫ), assigning weights to
the vertices that corresponds to new arcs: ω(v−) := ω(v+) := 0.5 ∗ ω(v),
ω(w−) := ω(w+) :=∞.
(M2) We replace Av with Av− y Av+ . We also add Aw− = (p− 1.5 ∗ ǫ, p−
0.5∗ǫ), assigning weights to the vertices that corresponds to the new arcs:
ω(v−) := ω(v+) :=∞, ω(w−) := 0.
(M3) We replace Av with Av− y Av+ . We also add Aw+ = (p+0.5 ∗ ǫ, p+
1.5∗ǫ), assigning weights to the vertices that corresponds to the new arcs:
ω(v−) := ω(v+) :=∞, ω(w+) := 0.
It is easy to see that described models are interval models. Hence MW-
PVD can be solved for those three interval models using a linear time algo-
rithm from [3].
We show how to map the perfect vertex dominating set Di from Mi,
1 ≤ i ≤ 3, to a perfect vertex dominating set D from G maintaining the
weight.
• The weight of D1 is bounded, thus w
−, w+ 6∈ D1. Since both are leaves,
they should be dominated by their parents v− y v+, respectively. Then
v−, v+ ∈ D1. In this case, we take D = (D1 \ {v
−, v+}) ∪ {v}. Note that
the weight of D and D1 is the same since ω(v
−) + ω(v+) = ω(v).
Each vertex from v ∈ G such that v /∈ D is dominated by exactly one
vertex from D1. Each dominating vertex remains except for v
− and v+.
But vertices dominated by v− and v+ are now dominated by v. Hence D
is a perfect vertex dominating set from G.
• The weight of D2 is bounded, hence v
−, v+ 6∈ D2. Since w
− is a leave
v− 6∈ D2, then w
− ∈ D2. The vertex v
− is dominated by w−, thus the rest
of the neighbors of v− are not in D2.
In this case, let D = D2 \ {w
−}. Note that D and D2 has the same
weight since ω(w−) = 0.
Each vertex w 6∈ D is dominated by exactly one vertex from D. All
these vertices, except for v were dominated by vertices from D2 which
remains at D, except for w−, but this vertex dominates only v− which is
not a vertex from G. v+ is dominated by a vertex from D = D2 \ {w
−}.
Clearly, this dominating vertex dominates v and is the unique vertex that
dominates v. As a consequence, D is a perfect vertex dominating set from
G.
• The weight of D3 is bounded, this case is symmetric to the previous case.
Let D = D3 \ {w
+} be a perfect vertex dominating set from G with the
same weight of D3.
Now the prefect vertex dominating set D from G should be maped to a
perfect vertex dominating set with the same weight of D in some model Mi,
1 ≤ i ≤ 3.
The following describes the mapping:
• If v ∈ D, D1 = (D \ {v}) ∪ {v
−, v+} in the model M1. Then D1 and D
has the same weight. D1 is a perfect vertex dominating set in M1, unless
there exists a vertex z 6∈ D1 such that is dominated by v
− and v+. In this
case, the arcs Av and Az (arc corresponding to z) covers the entire circle
C. Clearly, z 6∈ D and is dominated by v ∈ D. But D is a perfect vertex
dominating set from G, thus v is a universal vertex. If this is not the case,
then exists a vertex w which is not adjacent to v and the corresponding
arc Aw should be contained in Az \ Av, but since z is dominated by v, all
the intersecting arcs with z corresponds to vertices outside D. Then w can
not be dominated by any of the vertices from D because every intersecting
arc of Aw intersects Az. Absurd. Therefore v is a universal vertex, but it
contradicts the hipothesis that no universal vertices exists at G. Hence, it
does not exists the vertex z and D1 is a perfect vertex dominating set from
M∞.
• If v /∈ D, v is dominated by z ∈ D and tv ∈ Az, where Az corresponds
to vertex z. It is clear that Av 6⊂ Az since p ∈ Av \ Az. In this case,
D2 = D ∪ {w
−}. Again, D and D2 has the same weight. If D2 is not a
perfect vertex dominating set from M2, then v
− is dominated by w− ∈ D2
and another vertex u ∈ D2. Moreover, u ∈ D and dominates v in G but
v was dominated by z ∈ D. Hence z = u and Az and Av covers the entire
circle C. Applying the same reasoning of the previous case we can conclude
that z is a universal vertex and contradicts the hypothesis that G do not
contain universal vertices. Therefore, D2 is a perfect vertex dominating set
in M2.
• If v 6∈ D, v is dominated by z ∈ D and sv ∈ Az. It’s symmetric to the
previous case, we obtain that D3 = D∪{w
+} is a perfect vertex dominating
set in M3 with the same weight that D.
6 Minimum weighted perfect edge domination
We give an O(n+m) time algorithm to solve MWPED for circular-arc graphs.
To the best of our knowledge there is no known polynomial time algorithm
to solve this problem on circular-arc graphs. It is proved in [8] the NP-
completeness of unweighted version of this problem for bipartite graphs.
Theorem 6.1 [8] There is an O(n+m) time algorithm to solve MWPED on
chordal graphs
Corollary 6.2 [8] There is an O(n+m) time algorithm to solve MWPED on
interval graphs
Definition 6.3 Given a graph G = (V,E) and a perfect edge dominating set
E ′ ⊆ E from G, we denote D = {v ∈ V : vw ∈ E ′} the vertices incident to
an edge from E ′. We can define the following 3-coloring for the vertices of G:
The black vertices B = {v ∈ D : N [v] ⊆ D}, the gray vertices R = D \B and
the white vertices W = V (G) \D.
The following properties can be easily checked:
(P1) Each gray vertex has exactly one non-white neighbor while the rest of
his neighborhood are white vertices. (the gray vertex has degree at least 2)
(P2) If v ∈ W , then N(v) ⊆ R. Hence W is an independent set.
It is easy to see that for any 3-coloring of vertices that satisfies properties
(P1) and (P2) E ′ = {vw ∈ E : vw ∈ B ∪ R} is a perfect edge dominating
set and for any 3-coloring of G that satisfies (P1) and (P2), if it contains Kp,
with p ≥ 4, then vertices from Kp should be black.
Any efficient edge dominating set of a graph G (if it exists), is also a perfect
edge dominating set from G.
Given a circular-arc graph G = (V,E), we show how to solve MWPED in
linear time. First, solve MWEED in O(n) time. If there is a solution (DIM),
we save the one with minimum weight as a candidate solution. Therefore the
candidates that should be explored are the perfect edge dominating sets that
are not DIM. Note that the set E is also a candidate solution.
We obtain circular-arc model M = (C,A) from G. We solve MWPED for
G according to the following properties from M.
(a) There are 2 arcs, Av = (s, v, tv), Aw = (s, w, tw) ∈ A such that Av∪Aw =
C. Let E ′ 6= E be a perfect edge dominating set which is not a DIM.
It is clear that E ′ determines a 3-coloring of the vertices from V that
verifies (P1) and (P2). Let v and w be the corresponding vertices to Av and
Aw. The following possibilities form a valid color combination of v and w
in order to satisfy (P1) and (P2):
(black,black). It is clear that any other arc Az from the model that cor-
responds to the vertex z ∈ V has common intersection with Av or Aw.
Using (P2), z is not white. Hence, there is no white vertex in V .
Therefore, B = V and E = E ′, absurd. This combination is not valid.
(black,gray) and (gray,black). Since both are symmetric, we consider
one of them: (black,gray). The vertex w is gray and must verify (P1).
The only non-white neighbor is v, hence the rest of his neighborhood
should be white. By (P2) the rest of neighbors of v should not be white.
Then there are no common vertices of v and w. Then for each vertex we
know the color it must have, since every arc Az intersects with either Av
or Aw. If there is no conflict with the colors each vertex have and verifies
(P1) and (P2), we can save this solution as one more candidate solution.
(gray,gray). Every vertex z (different from v and w) should be adjacent
to v and/or w. Since v and w are gray adjacent vertices and verify (P1),
z is a white vertex. Thus E ′ contains the edge vw only, thus E ′ is a DIM,
which contradicts the election of E ′. Therefore this color combination is
not valid.
(gray,white) and (white,gray). The vertex v is gray and should verify
(P1), hence it must have exactly one non-white neighbor u. On the other
hand, vertices fromN(w) are gray because (P2). We analyze the following
two cases:
(i) Au ⊂ Av: Every neighbor from u is also neighbor from v, hence are
all white. Vertices that are not neighbors from v are neighbors from w
since their corresponding arcs are contained at Aw and should induce
a matching since they satisfy (P2). It is easy to see that E ′ of this
combination is exactly the edges from the induced matching plus the
edge vu. Thus E ′ is a DIM, which contradicts the election of E ′. As a
consequence, this combination is invalid for this case.
(ii) Au ∩ Aw 6= ∅, Then u is a gray vertex (P2). By (P1) vertices from
N(u) \ {v} are white. Vertices from N(w) should be gray (P2). Thus
there are no black vertices in G. Therefore E ′ is a DIM. The combination
is invalid for this case.
Both combinations are invalid
According to the previous cases there are at most two extra solutions that
should be compared to other candidate solutions. One of this solutions is
given by taking E ′ = E, and the other is a DIM of minimum weight).
(b) It does not satisfy (a) and there are three arcs Av, Aw, Az ∈ A such that
Av ∪ Aw ∪ Az = C. Let E
′ 6= E a perfect edge dominating set such that is
not a DIM.
It is clear that E ′ determines a 3-coloring of V that verifies (P1) and
(P2). Let v, w, z the corresponding vertices to Av, Aw, Az. The possible
combinations of colors that satisfies (P1) and (P2) are:
(black,black,black). In this combination, every arc Au should have non
empty intersection with one of Av, Aw, Az, then u is not white. Thus
B = V and E ′ = E. Contradiction. This combination is not valid.
(white,gray,gray),(gray,white,gray),(gray,gray,white). These three com-
binations are symmetric so we analyze one of them. Assume u is a black
vertex. Then Au ∩ Av = ∅ by (P2). Also Au ∩ Aw = ∅ and Au ∩ Az = ∅
since w and z are gray adjacent vertices that should satisfy (P1). Thus
Au can not be anywhere and u is not a black vertex. Hence B = ∅. It is
clear that E ′ is a DIM and therefore this combination is invalid.
None of these combinations is valid, hence the best solution is among the
candidates E = E ′ and DIM of minimum weight.
(c) It satisfies neither (a) nor (b), in this caseM is a Helly circular-arc model.
In this caseG is Helly circular-arc graph andM a Helly circular-arc model
of G. We compute minp∈C |A(p)| and maxp∈C |A(p)| in order to analyze the
different subcases:
(I) minp∈C |A(p)| = 0: Then M in an interval model and G an interval
graph, hence a chordal graph. In [8] there is a linear time algorithm for
MWPED for chordal graphs.
(II) maxp∈C |A(p)| = q ≥ 4: Thus there is a Kq formed by vertices that
corresponds to arcs that belongs to A(p), where |A(p)| = q. Let v1, . . . , vq
the vertices and Av1 = (sv1 , tv1), . . . , Avq = (svq , tvq) the corresponding
arcs. The vertices v1, . . . , vq must be black vertices for any 3-coloring
that corresponds to a perfect edge dominating set. We can replace each
arc Avi , 1 ≤ i ≤ q with two arcs Av−
i
= (svi , p− ǫ) and Av+
i
= (p+ ǫ, tvi).
Clearly, the resulting model M∗ is an interval model because the point
p do not belongs to any arc. The intersection graph G∗ = (V ∗, E∗) from
M∗ is an interval graph where each vertex vi, 1 ≤ i ≤ q is replaced by
two non-adjacent vertices v−i y v
+
i and the neighbors of vi in G ends
being either neighbors of v−i or neighbors of v
+
i in G
∗ since M do not
contains two arcs that covers the entire circle C. In addition, the vertices
v−1 , . . . , v
−
q induces a Kq in G
∗ and the vertices v+1 , . . . , v
+
q induces another
Kq in G
∗. We can change the weight function ω to ω∗ for G∗ for each
vw ∈ E, in the following way:
ω∗(vw) =


ω(vw) v, w ∈ V \ {v1, . . . , vq}
ω(viw) w ∈ V \ {v1, . . . , vq}∧v = v
−
i , 1 ≤ i ≤ q
ω(viw) w ∈ V \ {v1, . . . , vq}∧v = v
+
i , 1 ≤ i ≤ q
ω(vivj) v = v
−
i ∧w = v
−
j , 1 ≤ i, j ≤ q
0 otherwise
We will show that each perfect edge dominating set E ′ from G cor-
responds to one perfect edge dominating set E ′′ from G∗ with the same
weight. Thus, the problem is reduced to solve MWPED for interval graph
G∗ with the linear time algorithm [8].
Given a perfect edge dominating set E ′ from G, we show how to gen-
erate E ′′. Let the 3-coloring of G corresponding to E ′, where v1, . . . , vk
are black vertices. In G∗ those vertices are replaced by v−1 , . . . , v
−
k and
v+1 , . . . , v
+
k . The new 3-coloring for G
∗ consists on assign as the black ver-
tices to v−1 , . . . , v
−
k and v
+
1 , . . . , v
+
k , while the original vertices maintain the
same color. This coloring must satisfy (P1) and (P2) in G∗. Otherwise,
assume (P1) is not satisfied by a vertex w. Clearly, w ∈ G and verifies
(P1). Since white and gray vertices as their adjacencies remains in both
graphs, then w ∈ G∗ contains exactly one black vertex vi, 1 ≤ i ≤ q in G,
and in G∗ it has two black neighbors v−i and v
+
i . This is a contradiction
since in this case Aw∪Avi covers the entire circle C fromM. Thus (P1) is
satisfied. On the other hand, every white vertex w ∈ G verifies (P2). The
vertices from N(w) are gray and N(w) remains the same at G∗, hence it
satisfies (P2). Thus the 3-coloring of G∗ corresponds to a perfect edge
dominating set E ′′ from G∗. The sets E ′ and E ′′ have the same weight.
Given a perfect edge dominating set E ′′ from G∗, there is a correspond-
ing perfect edge dominating set E ′ from G with the same weight.
Clearly, in the 3-coloring corresponding to E ′′, every vertex v−1 , . . . , v
−
q
and v+1 , . . . , v
+
q are black vertices because are part of Kq with q ≥ 4. In
order to generate the 3-coloring for G, assign v1, . . . , vq as black vertices
and let the remaining vertices with the same color. It can be verified in
a similar way that this 3-coloring verifies (P1) and (P2) from G, hence it
corresponds to a perfect edge dominating set E ′ from G. Moreover the
map of E ′ and E ′′ is the same as the previous one.
(III) maxp∈C |A(p)| = 3: This implies G contains a K3 formed by the
vertices corresponding to A(p) where |A(p)| = 3.
Let v1, v2, v3 and their corresponding arcsAv1 = (sv1 , tv1), Av2 = (sv2 , tv2), Av3 =
(sv3 , tv3). For every 3-coloring of G that satisfies (P1) and (P2), those
three vertices must be: (i) three black vertices or (ii) exactly one of them
white and the other two gray. We add an arc (p− 2 ∗ ǫ, p+ 2 ∗ ǫ) to the
model, and call it M+ = (C,A+) and G+ as his corresponding graph.
It is easy to check that the 3-colorings of G that satisfies (P1), (P2)
and (i) have a one-to-one correspondence with 3-colorings of G+ that
satisfies (P1) and (P2) since v1, v2, v3 and the new vertex s corresponding
to the additional arc are black vertices since those four vertices form a K4
and s is not adjacent to any other vertex from G+. In order to preserve
the weight between the perfect edge dominating sets among G and G+,
the new edges v1s, v2s, and v3s must have weight 0. Thus, MWPED can
be solved for G+ where the model M+ do not contain a set of two or
three arcs that covers the entire circle C, is not an interval model and
maxp∈C |A
+(p)| = 4, which can be solved using the previous case in linear
time. An additional consideration for 3-colorings of G that satisfies (P1),
(P2) and not (i) must be added.
For the 3-colorings that satisfies (P1), (P2) but not (i), each arcAvj , 1 ≤
i ≤ 3 can be replaced by two arcs Av−
i
= (svi, p− ǫ) and Av+
i
= (p+ ǫ, tvi)
just as in (II), but instead of q ≥ 4 arcs, now is just for 3 arcs. Again, the
modelM∗ is an interval model and the intersection graph G∗ = (V ∗, E∗)
is an interval graph where each vertex vi, 1 ≤ i ≤ 3 is replaced by two
non-adjacent vertices v−i and v
+
i .
We define 3 different weighted functions ωj, 1 ≤ j ≤ 3. For each edge
vw ∈ E∗:
ωj(vw) =


ω(vw) v, w ∈ V \ {v1, . . . , v3}
ω(viw) w ∈ V \ {v1, . . . , v3}∧v = v
−
i , 1 ≤ i ≤ 3
ω(viw) w ∈ V \ {v1, . . . , v3}∧v = v
+
i , 1 ≤ i ≤ 3
ω(vkvl) v = v
−
k ∧
w = v−l ∧{k, l} = {1, 2, 3} \ {j}
0 v = v+k ∧w = v
+
l ∧
{k, l} = {1, 2, 3} \ {j}
∞ otherwise
It can be easily checked that any perfect edge dominating set E ′ from
G has a corresponding 3-coloring that satisfies (ii).
A 3-coloring of G∗ can be obtained from the previous one, by keeping
the same colors for common vertices among both graphs, and v−i , v
+
i get
colors from vi, 1 ≤ i ≤ 3. The 3-coloring obtained corresponds to a
perfect edge dominating set E ′′ from G∗. If the 3-coloring of G contains
the vertex vj , j ∈ {1, 2, 3} with color white then the weight of E
′ using ω
is the same weight that E ′′ using ωj. Thus, the MWPED problem can be
solved three times for the interval graph G∗, each time with a different
function ωj, 1 ≤ j ≤ 3, applying linear algorithm from [3]. If the best
of these solutions has bounded weight then the solution forms a perfect
edge dominating set of minimum weight inG that satisfies (ii). Otherwise,
there is no perfect edge dominating set of G whose three-coloring satisfies
(ii). The minimum perfect edge dominating set from G is the minimum
returned from the solutions given by [3] for G∗ , the solution from G+, E
and the MWEED for G. All of them can be obtained in linear time.
(IV) maxp∈C |A(p)| = 2 y minp∈C |A(p)| ≥ 1: Since maxp∈C |A(p)| >
minp∈C |A(p)|, then minp∈C |A(p)| = 1. In this case, we can find the
induced cycle Ck with k ≥ 4 of G such that the arcs corresponding to
the vertices covers the circle C in M and the rest of arcs from A are
pairwise disjoint and are contained in exactly one of the arcs from Ck.
The vertices from Ck are v1, v2, . . . , vk, vivi+1 ∈ E, 1 ≤ i ≤ k−1, y vkv1 ∈
E, and the corresponding arcs of v1, v2, . . . , vk are A1 = (s1, t1), A2 =
(s2, t2), . . . , (sk, tk) and the circular order according to the extreme is:
s1, tk, s2, t1, s3, t2, . . . , sk.
We analyze the following cases:
(i) G is Cj, thus k = n. In this case L(G) is exactlyG. Instead of a weighted
function over the arcs, the weighted function is over the vertices. (Note
that Cn is a circular-arc graph)
(ii) There exists vi with leaves. Without lost of generality, we assume i = 2
and w1, . . . , wd(v2)−2 are their leaves, d(v2) ≥ 3 is the degree of v2. In this
case, the vertex v2 is father of w1, in any other 3-coloring corresponding
to a perfect edge dominating set of G, v2 is not white since otherwise w1
would be gray but could not have a non white neighbor to satisfy (P1).
Then v2 must be black or gray.
(a) v2 is black: Then N(v2) can not be all white, so w1, . . . , wd(v2)−2 can
not be white. But at the same time this set can not be gray because
are adjacent only to v2, and has no white vertices to satisfy (P1). Then
w1, . . . , wd(v2)−2 are black vertices. To solve this subcase, we can al-
terate the model in the following way: Add two identical arcs (t1, s3).
In this new model, any leave wj, v2 and the two new corresponding
vertices to the additional arcs form a K4, thus in any 3-coloring, these
vertices must be black. But these two new vertices are adjacent only
to v2 and his leaves. Hence the remaining vertices can have any col-
oring independent of these new vertices. Therefore the perfect edge
dominating sets from G in this subcase corresponds one-to-one to the
modified model. The modified model do not contain a set of 2 or 3 arcs
that cover the circle C and there is a point p such that is contained in
4 different arcs. Algorithm (II) can be used to solve it. By assigning
weight 0 to the added arcs then the solutions can be mapped and the
weight will be the same.
(b) v2 is gray: Then it contains exactly one non-white vertex which must be
one of v1, v3, w1, . . . , wd(v2)−2 , and the rest are white vertices. Assume
wi is the non-white vertex, then it is black because there is no other
neighbor, thus this 3-coloring satisfies (P1) and (P2). A new 3-coloring
can be obtained, swapping color of wi with the color of another leave
wj. The new coloring will hold properties (P1) and (P2), hence it
is convenient to choose the leave wj such that ω(v2wj) is minimum.
Therefore there are 3 candidates to be considered as the non-white
neighbor of v2. These candidates are v1, v3 and the best wj. For each
case we may alter the model, adding an arc that intersects only to A2
and the arc corresponding to the non-white vertex chosen. The new
added edges have weight ∞ in order to prevent that in the new model
the added vertex is chosen as the non-white vertex of v2. This forces
to choose the same non-white vertex from the original model. The new
vertex has no other neighbors, hence it does not affect the colorin
the rest of the vertices. The resulting model has a point p which is
contained by 3 different arcs, then the linear time algorithm (III) can
be used to solve MWPED on this new model. The algorithm must be
run 3 times, once for each election of the non-white vertex for v2.
It applies at most once the algorithm from (II) and three time the
algorithm from (III), hence the algorithm time complexity is O(n+m).
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