Abstract. We consider the solution of a stochastic integral control problem, and we study its regularity. In particular, we characterize the optimal cost as the maximum solution of 
1. Introduction 1.1. General introduction. In this paper, we extend the results of part I [14] (this Journal, this issue, pp. 58-81) to the degenerate case (see also [15] ).
We consider a stochastic system governed by the stochastic differential equation (1.1) dy(t) cr(y (t), v(t)) dWt + g(y (t), v(t)) dt,
where Wt is a Wiener process, g and tr are given functions, and v(t) is a "continuous"
control taking values in some set V c R". We want to minimize the cost function (with notational change from part I) In part I (see also [15] ), under suitable assumptions containing an assumption of nondegeneracy, (1.4) o'r*(x,v)>=a>O Yx, /v V, we proved that the function u(x) is the maximum element of the set of functions satisfying t W' (?) and We give here results where (1.4) is relaxed and where nevertheless this approach may still be carried out.
* Received by the editors June 13, 1980 , and in revised form January 30, 1981 The inequality has to be understood in the sense of symmetric matrices. D denotes the gradient operator (we will also use the notation V).
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In view of the principles of dynamical programming, one could expect u to solve (in a convenient sense) sup {A(v)u -f(v)} 0 a.e. in 7. vV Results in this direction (with operators A(v) eventually degenerate) are given in N. V. Krylov [5] , [6] , [7] , M. V. Safonov [18] , [19] , P.-L. Lions [9] , [10] , [11] , [12] , [13] (in the nondegenerate case the most general results are given in L. C. Evans and P.-L. Lions [2] , P.-L. Lions [8] ).
But the counterexample of I. L. Genis and N. V. Krylov [3] shows that the equation may not be satisfied (even in the weakest sense); therefore it seems useful to have a different characterization of u. Our goal here is to propose as one such characterization the superior envelope of sub-solutions. We remark that some results in this direction, for the deterministic case, are given in R. Gonzalez [4] . In 2, using some techniques of N. V. Krylov [7] and [8] and M. Nisio [17] , as in [14] , we build a nonlinear semigroup whose generator is related to the operator appearing in (1.5). Next, we give a stochastic characterization of u(x), which is the precis e way to apply the dynamical programming argument. Finally, we prove a characterization of u (x) in terms of the maximum subsolution.
In 3, we briefly develop the parabolic case. In 4, we consider the obstacle problem. The case without "continuous" control was studied in J.-L. Menaldi [16] . 1.3 . Assumptions and notation. We now give notation and assumptions which will remain valid in 2, 3 and 4. Let 7 be a domain of n and let V be a convex closed set in I'. We call an admissible system a set g (fl, F, F, P, W, v(t), y(t)), where (fl, F, P) is a probability space, Ft is a nondecreasing right-continuous family of complete sub r-algebras of It is easy to prove, using barrier functions as in part I or [8] , that if for some a > 0 F 0 e satisfies (n is the unit exterior normal to F)
r is the radius of the uniform exterior sphere associated with (7, and (1.14) t7 is bounded, regular (i.e., the exterior uniform sphere property holds), then assumption (1.11) is satisfied for Co large enough. We may also replace (1.11) by (1.15)
there exists v(x) continuous on t7 such that (1.13) is satisfied for v v(x).
2. Degenerate ease. This section is divided into three sections. First, we study the nonlinear semigroup Q(t). Next, we give a stochastic interpretation of the optimal cost. Finally, we establish an analytical interpretation.
We will always use the usual convention for sums.
2.1. Nonlinear semigroul. In this section, we first prove that Q(t) acting on Bs or B + is a nonlinear semigroup. Next we consider the generator of Q(t). THEOREM 2.1. Assume (1.9), (1.10) and (1.15) . Then 
Proof. We penalize the domain .L et p(x) be the distance to , i.e., (2.5) p(x) inf {ly-xl" y and consider the following operator (e > 0)" Finally, using the fact that, for all N 0, for x N and h B, 
,'
By a density argument, it is enough to prove Theorem 2.2 for smooth f(x, v) and h(x). By the same argument as in part I, we only have to prove that u(t, x)= Q(t)OX (and is uniformly equicontinuous). Let us assume that under assumption (2.11) we have proved that lu(t,x)-u(t,x')l<=flx-x'l, for all x, x' in and all t->0. We conclude remarking that, using the dynamical programming property as in [14] Let us assume for the moment that u satisfies (2.15) lu(t, x)l cla(x)l Vx in -. [14] Now, using a method due to [13] , we deduce from (1.13) that Using barrier functions as in [14] or [18] , it is easy to prove that Cfft(x)<-_ C dist (x, 07). Then, if Co is large enough, this implies by a proof similar to that of Theorem 2.4 that t e Wo ' (). We have (2.23) 0 <_-u (x) <-t7 (x). Next, using dynamical programming, we have u(x)-u(x') <-Clx-x'l+sup E{[u.(yx(x^'))-u(y,(^r'))l e-^''} Hence, (2.23) gives (since u 7 on 06) (2.24) u(x)-u(x') <-_ CIx -x'l +sup E{[t (y (r,^')) t7 (y,('â nd since t e Wo' (7) In all of what follows, u will be the optimal cost function defined by (2.18) . We have already seen that, under some assumptions, u belongs to W'(). Then, we are able to show that u is the maximum subsolution of (1.5), and that is u is the envelope (sup) of all w in Wo' (7) Proof of Theorem 2.6. The proof of Theorem 2.6 is very similar to the one given in part I, provided we use a lemma due to [9] . Indeed, if w satisfies the conditions listed in the above theorem, we have (using part I and [9] )
where z is the first exit time of h {X , dist (x, O) h }.
h
Then, if we take h O, r g, where gx is the first exit time of . Thus,
Now, if we assume (1.11), O'x 'x a.s. and we conclude.
On the other hand, if we assume (1.15), as rx <-' by definition, we also deduce w<-u. [3 Corollary 2.2 is immediately deduced from Theorem 2.6 as in part I. U 3. The Cauchy problem. We now consider the optimal control of time-dependent diffusions (or solutions of stochastic differential equations). We consider coefficients rij(x, t, v), bi(x, t, v), c(x, t, v), f(x, t, v) which, for the sake of simplicity, will be assumed to belong to W2'1' (x, t) [0, T]. These assumptions may be considerably relaxed but we will not consider such generalizations here.
We will denote Q x ]0, T[. We define the optimal cost function
where the infimum is taken over all admissible systems M, and where an admissible system is defined exactly as before except for yx.t, which is the solution of"
Obviously ',t denotes the exit time from of the process y.t(s), and u0 is a given function in W2'(7) satisfying u 0 on
Of course this time-dependent problem may be reduced to the general case of degenerate stochastic integrals by looking at the "space-time" diffusion (yx.,(s), s) starting at the point (x, t) of Q; then (zx,^T) is just the first exit time from O of this process. Instead of considering both situations (time independent and time dependent) in a same general context (and defining in particular a set Fo of regular points) we prefer to give just the case of time-independent stochastic integrals and to indicate how the preceding results may be adapted to the above situation.
We will not give any proofs in this section, since they are only trivial adaptations of the methods introduced above. We only give some examples of our results. Let us also mention that a general result concerning the verification of H-J-B equations is given in P.-L. Lions [13] . 4 
Hence, we show that u (x) is a solution of problem (4.5).
Finally, the same arguments as above prove th u is the maximal solution In order to obtain some results of regularity of the optimal cost u (x) we assume (4.14) I*(x) -*(x')l Clx x'l Vx, x' e we have TnORZM 4.2. Assume (1.9), (1.11), (2.11), (4.1), (4.14) and (4.15) Ca(x) (x) in , for some C > O, or assume (1.9), (1.14), (1.15), (1.16), (4.1), (4.2), (4.14) and Co large enough in (1.10).
Then the optimal cost [unction u belongs to W' ().
Proofi As in [14] or [1] 
