Abstract-Multimedia communication has become one of the main applications in commercial wireless systems. Multimedia sources, mainly consisting of digital images and videos, have high bandwidth requirements. Since bandwidth is a valuable resource, it is important that its use should be optimized for image and video communication. Therefore, interest in developing new joint source-channel coding (JSCC) methods for image and video communication is increasing. Design of any JSCC scheme requires an estimate of the distortion at different source coding rates and under different channel conditions. The common approach to obtain this estimate is via simulations or operational rate-distortion curves. These approaches, however, are computationally intensive and, hence, not feasible for real-time coding and transmission applications. A more feasible approach to estimate distortion is to develop models that predict distortion at different source coding rates and under different channel conditions. Based on this idea, we present a distortion model for estimating the distortion due to quantization and channel errors in MPEG-4 compressed video streams at different source coding rates and channel bit error rates. This model takes into account important aspects of video compression such as transform coding, motion compensation, and variable length coding. Results show that our model estimates distortion within 1.5 dB of actual simulation values in terms of peak-signal-to-noise ratio.
I. INTRODUCTION
A few years ago, the concept of video communication using cellular phones was considered highly impractical. Video recording and transmission features though are now very common in most consumer cellular phones. Digital videos are coded at high data rates to achieve good quality and, hence, have high bandwidth requirements. In addition, for real-time video communication, low latency is another important requirement. Source coding is commonly used to reduce the data rate of digital videos. Since most of the current video coding standards use lossy source coding methods, distortion is introduced in the coded source. Furthermore, the coded data stream becomes highly sensitive to transmission bit errors due to the presence of entropy coding, differential coding, and motion compensation. These bit errors can introduce large distortions in the transmitted videos. This implies the need for error protection, commonly known as channel coding. Though channel coding protects the coded bitstream from channel errors, it increases the number of bits to be transmitted and, hence, the bandwidth requirement. Thus, source and channel coding present competing objectives of reducing bandwidth while minimizing distortion in the video stream.
Shannon's classical separation theorem [1] implies that source and channel coding can be done separately and sequentially while maintaining optimality. This, however, is only true for asymptotically long block lengths, which is not achievable in practical coding and transmission systems. For this reason, many researchers have argued that to optimize the use of available bandwidth and data rate, while still maintaining very good quality, it is prudent to use joint source-channel coding (JSCC) schemes to transmit digital images and videos [2] - [6] . Significant quality gains can be achieved by jointly optimizing the allocation of source and channel coding bits without any increase in bandwidth. JSCC has gained interest in the research community resulting in a large amount of work being published over the past few years.
A fundamental component of almost all JSCC methods is an estimate of distortion that occurs due to quantization and transmission errors at different source coding rates and channel bit error rates. This distortion estimate can either be computed using simulations and operational rate-distortion curves, or it can be obtained using statistical distortion models. While the simulation and operational rate-distortion based approaches are easier to formulate, estimate distortion with high accuracy, and are the traditional methods to obtain the distortion estimate, they usually are computationally intensive and, hence, cannot be used for real-time applications. Model based approaches on the other hand, are difficult to formulate. However, they are computationally simpler and provide reasonably accurate estimates of distortion. For this reason, model based distortion estimation schemes are better suited for real-time video communication applications. Most of the joint source-channel coding schemes in the literature have focused on simulation and operational rate-distortion based design strategies. Little work has been done in the field of developing distortion models for practical image and video coding standards.
In this paper, we formulate and present a distortion model that predicts the amount of distortion due to quantization and channel errors in Moving Picture Experts Group 4 (MPEG-4) coded video sequences. To motivate the need for such a distortion model, we discuss a few key JSCC techniques along with their distortion estimation methods for image and video communication in Section I-A. We then discuss the general limitations of these methods in Section I-B, and outline our contributions in Section I-C.
A. Previous Work
In [7] , Bystorm and Modestino presented a JSCC method to optimally allocate source and channel coding bits with a fixed constraint on transmission bandwidth for video transmission over an additive white Gaussian noise (AWGN) channel. They used normalized mean-square error as the distortion metric and assumed that the distortion is additive and independent on a frame-by-frame basis. For a given video sequence, universal operational rate-distortion curves were constructed. These curves were used to find the distortion values for the optimization problem. This method required a significant amount of computations for construction of universal curves. Furthermore, these curves were required to be constructed for each video sequence, making this method infeasible for real-time video communications. In [8] , Cheung and Zakhor presented a bit allocation method for allocating source and channel bits between the subbands of a scalable video, such that the overall distortion was minimized given the channel conditions and a total bit budget. This method used the mean squared error (MSE) as the distortion metric. MSE values for different source and channel coding configurations were obtained using empirically computed functions.
Kondi et al. proposed a JSCC scheme based on universal rate-distortion curves for motion compensated discrete cosine transform (DCT) based signal-to-noise-ratio (SNR) scalable video in [9] . In this method, universal rate-distortion curves were constructed using simulations at different source coding rates. These curves were used to construct operational rate distortion curves, which were then used to determine the value of distortion at different source coding and channel bit error rates. Using these operational rate-distortion curves, the optimal bit allocation strategy and the minimum MSE distortion were obtained. In [10] , Zhai et al. considered a hybrid JSCC scheme consisting of error resilient source coding, channel coding and error concealment for real-time packetized video transmission. Expected values of the distortion due to source coding and channel errors for each packet were computed recursively, and were then used in the optimization framework to minimize the overall distortion.
In a rate-distortion optimized scheme, Gallant and Kossentini [11] presented an optimal mode-selection method for robust video transmission over the Internet. A statistical model for estimating the concealment distortion for each block by weighting the distortions in the surrounding blocks of the previous frames was developed. This method selected the optimal amount of temporal error resilience to be inserted in the bitstream based upon the decoder concealment method, the channel packet loss rate, and the FEC code rate. Bystorm and Stockhammer [12] constructed rate-distortion surfaces for different video frames using simulations, and used polynomial models to approximate these surfaces. These rate-distortion surfaces were then used with channel coding models to allocate the source and the channel coding rates between the different frames of a video sequence, with the goal of minimizing the overall distortion under a constraint on the total rate.
In another model based approach, He et al. [13] presented a method for adaptive mode selection and rate control for video transmission over wireless links. The authors developed a model for estimating distortion due to bit errors in motion compensated video, and then used this model with the source rate-distortion model for adaptive intra mode selection and joint source-channel rate control under time varying channel conditions. Their distortion model estimated distortion due to channel errors recursively by using distortion due to channel errors in the previous frames. In [14] , Cheng et al. presented an unequal loss protection method for transmission of fine-granular-scalability (FGS) based MPEG-4 coded video sequences. Source distortion was estimated using piecewise linear interpolation of actual rate-distortion points obtained during encoding, and channel distortion was modeled as the reduction in the distortion when more fragments were received. The authors used these models to carry out rate-distortion optimized bit allocation for source and channel coding.
Models for distortion caused by source coding and channel errors for video coding and transmission were presented in [15] by Stuhlmuller et al. The distortion-rate characteristics of the source coder, and the distortion due to residual channel errors were modeled empirically using test sequences. These models also captured the effect of interframe error propagation and error concealment. Zhang et al. [16] presented a distortion model for estimating the distortion due to quantization, error propagation and error concealment for video coding and transmission over packet switched networks. Their algorithm estimated the pixel distortion in both the intra and the inter coded macroblocks in a recursive manner, by using distortion in previous frames. This model was then used in a rate-distortion framework for automatic mode switching between inter and intra coding of macroblocks.
In [17] , Bergeron and Lamy-Bergot proposed a semi-analytical model for estimating distortion due to source and channel errors in H.264/AVC coded bitstreams. This model estimates distortion in Intra and Predicted frame as well as group of pictures (GOPs) and data partitioned GOPs. In this method, effects of error propagation to future frames were considered by estimating distortion in the current frame conditioned upon the case when there are no errors in the previous frames. This model was then used in a joint source-channel coding setup to determine different protection rates for providing unequal error protection to the coded bitstream.
In [18] , Dai et al. proposed a statistical distortion model for MPEG-4 fine granular scalability (FGS) coded video sequences. They used a mixture Laplacian model to model the tail as well as the sharp peak in the histogram of the DCT residue in FGS mode of MPEG-4 encoding. Based on the mixture Laplacian model, a closed form distortion expression was derived for MPEG-4 FGS coded video sequences. Their results showed that this model predicts distortion with high accuracy. Though this model accurately predicts distortion due to source coding, while also taking into account bit-plane coding, it does not into account the effects of channel coding and bit errors. This work was extended in [19] , and another R-D model was proposed for scalable video coders. This model also predicted distortion with high accuracy.
Distortion modeling is also an important component of JSCC methods for image communication. In [20] , Ruf and Modestino proposed a distortion model for discrete wavelet transform (DWT) compressed images. This model was then used for efficient joint allocation of source and channel coding bits. In our previous work in [21] , we presented a joint source-channel distortion model for JPEG compressed images. This model estimated the amount of distortion due to quantization and channel errors in different sub-bands of DCT coded JPEG images.
Distortion modeling is also important for other joint design techniques as well, such as joint optimization of source coding parameters and transmission power/energy, unequal power allocation, and multiresolution source-channel coding. In [22] , Appadwedula et al. derived an expression for the expected value of distortion for a general class of images. Their model estimated distortion using a sum of exponentials. This model was then used to jointly optimize the source coder, the channel coder, and the power consumption. In [23] , a power management scheme for wireless video was proposed. Distortion in H.263 video was modeled by taking into account the effects of error propagation and error concealment. Using this distortion model, the bit error rates for different video frames were optimized such that the consumed power was minimized with a constraint on maximum distortion. Some other relevant joint design techniques along with their distortion estimation methods are discussed in [24] - [30] . In Section I-B, we discuss a few limitations of the different existing distortion estimation methods.
B. Limitations of Existing Methods
Though all the above discussed JSCC schemes provide significant quality improvements and coding gains, and their distortion computation methods estimate the expected value of distortion with good accuracy, they have the following limitations.
• Most of the schemes discussed above use operational rate distortion curves to determine distortion values at different source coding rates and channel bit error rates [7] , [9] . Construction of these curves requires many simulations for each video sequence or different classes of video sequences. Though these curves predict distortion with high accuracy, they need to be constructed for every video sequence (or classes of sequences) and, hence, are not feasible for real-time video communication systems due to their high computational complexity.
• Some of the empirical models used in these JSCC methods have their parameters specific for a given sequence [15] . For each new sequence, these parameters must be obtained by fitting the model to a subset of measured rate distortion data. This makes the distortion measurement process computationally intensive and, hence, infeasible for real-time video applications. • Some of the distortion estimation methods [10] , [13] , [16] measure distortion in the current frame recursively using distortion in previous frames. Though these methods estimate distortion per frame with high accuracy, they do not predict the exact effect of bit errors in a packet on subsequent frames. This is important because an error in a frame is propagated to subsequent frames and, hence, an error in an earlier frame will most likely result in increased overall distortion in the video sequence as compared to an error in a later frame. To model the exact effect of bit errors at a particular point in the bitstream, the distortion model should predict the amount of total distortion introduced in the video sequence, taking into account the effect of distortion propagation to future frames due to error at that particular point in the bitstream. JSCC schemes can be designed more efficiently if the exact effect of errors at any particular location in the data stream on the future frames could be predicted at the time of coding. • Video sequences coded by any of the current video coding standards are highly sensitive to bit errors. Due to the presence of motion estimation/compensation, predictive and differential coding, and entropy coding, even a single bit error has the potential to introduce large amounts of distortion in current and subsequent video frames. Because of this, video coding standards employ error resilience tools and methods such as data partitioning [31] , [32] . The main goal of data partitioning is to separate more important data in a packet (e.g., DC coefficients for I frames and motion vectors for P frames) from less important data (e.g., AC coefficients for I frames and texture data for P frames), so that the more important partition can still be decoded in case there are errors in the less important partition, hence providing a base level of quality. Most of the above mentioned schemes do not take into account data partitioning while modeling distortion, and code motion vectors and residual error (texture) together. Data partitioning is important not only for error resilience, but also because different partitions can be transmitted with unequal error protection since the data in different partitions have unequal importance.
C. Contributions
In this paper, we present a statistical distortion model for predicting the amount of distortion introduced in MPEG-4 coded video streams due to quantization and channel errors when they are transmitted over noisy/fading channels. MPEG-4 error resilient tools such as data partitioning and packetization are used to encode the video into different partitions/layers. The mean squared error is modeled as a function of source coding rate and channel bit error probability for different partitions in I and P frames separately, and an expression for the total distortion is derived. This model takes into account important components of video coding such as motion estimation and compensation, predictive coding, DCT coding, and variable length coding (VLC). The effects of error propagation to subsequent frames due to motion compensation are taken into account, in order to estimate distortion due to errors in I and P frames. Model parameters are computed using a "training" database of video sequences. These parameters are then used in conjunction with the statistics of different "test" sequences to predict the distortion due to quantization and channel errors in the "test" sequences. Results show that our model predicts distortion within 1.5 dB of actual simulation values in terms of peak-signal-to-noise-ratio (PSNR) over a wide range of source coding rates and channel bit error rates.
In the case of bit errors in any video packet, our distortion model predicts the amount of distortion introduced in the current frame as well as all subsequent frames in the video sequence until the next I frame. Hence, our distortion model approximates the effect of errors in each video packet on the overall reconstructed video quality. Though the distortion expressions are derived explicitly for MPEG-4 video coded streams, this model can be extended to other similar video coding schemes that use transform coding, motion compensation and entropy coding. Our proposed distortion model is different in many ways from the existing distortion estimation methods used in JSCC. One of the main differences is that our distortion model does not require constructing computationally intensive operational rate-distortion curves. Also, our model does not compute distortion in a recursive manner. Instead, it takes into account the effects of distortion propagation to future frames due to errors in the current frame. The use of different error resilience tools especially data partitioning also makes our model different from other distortion estimation methods that do not employ these tools. Furthermore, since the parameters of our distortion model are derived from a training database of videos, this model can predict the distortion using the source coding rate, the channel bit error rate (BER), and the statistics of the video data in a packet during the coding process in real-time. Hence, it is well suited for real-time video communication applications. Based on these properties of our model, we believe that efficient JSCC schemes can be designed using our distortion model for transmission of MPEG-4 coded video streams over noisy/fading channels. This paper is organized as follows. We first outline our system model consisting of MPEG-4 video coder and the channel in Section II. In Section III, we describe our assumptions and notation, and derive the MSE expressions representing distortion due to quantization and channel errors for I and P frames. Section IV present our simulation details and results, along with some discussion on the results. We conclude this paper in Section V.
II. SYSTEM MODEL
The presence of differential coding, entropy coding, and motion compensation makes the compressed video bitstream highly sensitive to channel errors. A single bit error can not only corrupt many pixels in the current frame but also has the potential to cause severe distortion in subsequent frames. For this reason, different error resilience tools have been introduced in many video coding standards. In this paper, we use the MPEG-4 part 2 (visual) video coding standard with two very important error resilience features: packetization and data partitioning. We explain our source coding model along with these error resilience tools in the following section, followed by a description of our channel model.
A. Source Coding Model
We use MPEG-4 part 2 (Visual) for source coding. We only consider the simple profile since it is the most commonly used profile in the MPEG-4 Visual standard. In MPEG-4 Visual, a video sequence is treated as a collection of one or more "video objects." A video object (VO) is defined as an "area of the video scene that may occupy an arbitrary-shaped region and may exist for an arbitrary length of time" [33] . A "video object plane" (VOP) is defined as an instance of a VO at a particular point in time. In the simple profile of MPEG-4 Visual, only rectangular I-VOP and rectangular P-VOP are considered. We will use "frame" and "VOP" interchangeably in the following sections because they both mean the same thing in the simple profile of MPEG-4 Visual.
A frame of a video sequence coded in Intra mode, without prediction from any other frame (VOP in the case of MPEG-4), is called a rectangular I-VOP. For an I-VOP, the first step in encoding is the transformation of 8 8 blocks of luma and chroma samples using the discrete cosine transform (DCT). After transform coding, the coded coefficients are quantized. These quantized coefficients are then reordered in a zig-zag scan. If the data partitioning mode of operation is used then the DC coefficients are encoded in a separate partition from the AC coefficients. After reordering (and data partitioning, if present), the quantized coefficients are last-run-level [33] coded followed by variable length coding. At the decoder, to reconstruct the I-VOP, variable length and run length decoding are first carried out. The coefficients are then rearranged in their original order, followed by re-scaling. After that, the inverse discrete cosine transform (IDCT) is applied to the 8 8 blocks of coefficients as the final step of decoding. A block diagram of this encoding/decoding process for an I-VOP is shown in Fig. 1(a) .
A P-VOP is a rectangular frame that is encoded using inter prediction from a previously encoded I-VOP or P-VOP. In a P-VOP, block based motion compensation is carried out on 16 16 macroblocks. Motion estimation is first performed, and the resulting prediction is subtracted from the current macroblock to construct a macroblock of residual data (also known as texture, residual error, and the motion compensated prediction). After motion compensation, motion vectors are differentially coded followed by variable length coding. The 8 8 blocks of samples in the residual macroblock are first DCT coded, followed by quantization, reordering, run-length encoding and variable length encoding. At the decoder, the texture data is variable length decoded, followed by run length decoding, reordering, rescaling and IDCT. Motion compensated prediction is formed using the decoded motion vectors and the local copy of the decoded reference VOP. This prediction is then combined with the decoded texture data to reconstruct the macroblock. Fig. 1(b) shows the encoding/decoding process of a P-VOP. Note that the macroblocks in a P-VOP can still be coded in Intra mode. This might occur for regions in a frame where there is no match from the previous frame. Common examples of such regions are frame boundaries.
1) Error Resilience:
The presence of differential coding, entropy coding and motion vectors make the encoded bitstream highly sensitive to channel bit errors. A single bit error can cause the decoder to lose synchronization in the decoding process. This may result in corruption of all of the macroblocks until the end of the current VOP, causing large amounts of distortion in the decoded VOP. Furthermore, due to the presence of motion compensation, the effects of this error may also propagate to subsequent frames, introducing significant amounts of distortion. To mitigate the effects of such errors, the MPEG-4 standard includes certain error resilience tools and features. We use two of these tools in our coding process: data partitioning and packetization. Both these error resilience tools are briefly described as follows.
Packetization: As discussed above, a single bit error can cause the decoder to lose synchronization resulting in spatial propagation of errors. To overcome this problem, a resynchronization mechanism is required. There are quite a few different methods to achieve resynchronization in MPEG-4. The most common method is that of packetization. Packetization is an MPEG-4 error resilience tool that attempts to enable resynchronization between the decoder and the bitstream by inserting resynchronization markers at different locations in the bitstream. The encoder divides the frame into different packets, and a resynchronization marker is placed at the beginning of each packet. Packetization can either be performed such that a resynchronization marker is inserted after a fixed number of macroblocks, or after a fixed number of bits. The encoding and decoding processes restart when a resynchronization marker is encountered; i.e., there is no differential, run-length and variable length encoding across the resynchronization markers. Hence, an error does not propagate across the packet boundary, resulting in a significant reduction in the amount of distortion due to spatial error propagation. Note that the resynchronization marker is uniquely decodeable and distinguishable from all possible codewords. The resynchronization marker is followed by header information consisting of the next macroblock number, the quantization parameter and a flag, header extension code (HEC). HEC indicates whether a duplicate of the VOP header is present in the packet. The macroblock number is used for spatial resynchronization of macroblock data, and the quantization parameter is useful for resynchronization of differential and variable length coding. The duplicate of the VOP header is useful to recover a lost VOP header (in case the packet containing the VOP header is lost). The simplified structure of a video packet in data partitioning mode is shown in Fig. 2 . Data Partitioning: In the data partitioning mode, the encoded data within a video packet is divided into two partitions. The main idea is to separate the more important data (DC coefficients, coding mode information, motion vectors) from the less important data (AC coefficients, residual error). For an I-VOP, the first partition contains the coding mode information of all the macroblocks and the DC coefficients of all the blocks in the packet, and the second partition contains the AC coefficients. For a P-VOP, the first partition contains the coding mode information and motion vectors for all the macroblocks, whereas the second partition contains the DCT data (texture, DC and AC coefficients) for all the blocks in the packet. The partitions in a video packet are separated using secondary resynchronization markers. These secondary markers are unique for the first partition and cannot be emulated by data in the first partition, however, they can be emulated by data in the second partition. Note that within a packet, differential coding, VLC and run-length coding are again re-initialized for different partitions. By dividing data into two partitions, the encoder separates the more important data (DC coefficients for I frames and motion vectors for P frames) from the less important data. Hence, in the case of bit errors in the second partition, the first partition can still be correctly decoded, reducing the amount of distortion introduced in the decoded video sequence. Simplified structures of video packets in data partitioning mode for I and P VOPs are shown in Fig. 2(a) and (b), respectively.
2) Error Detection and Concealment:
We assume that in the case of bit errors, the source decoder detects the errors and marks the entire partition in the video packet as corrupted. Usually in variable length coding, the code being used is not complete; i.e., not all the possible codewords are legitimate. Hence, when a bit error results in corrupting a codeword such that the resulting sequence is not in the decoding table, the decoder declares an error. It is possible that the corrupted sequence is also legitimate, resulting in the bit error not being detected. However, since our decoder just needs one illegitimate codeword in the entire partition to declare an error, it is most likely that the error will be detected. More discussion on this assumption can be found in our earlier work in [21] , where we provided simulation results in support of the error detection assumption.
For an I-VOP, if a bit error occurs in the DC partition of a packet, all the data in that packet is discarded, and the DC and the AC coefficients of all the blocks in the packet are decoded as zeros. When an error occurs in the AC partition (DC partition is error free), only the AC coefficients of all the blocks in the packet are decoded as zeros. For a P-VOP, when an error occurs in the motion vector (MV) partition of a packet, the entire packet is discarded. In this case, our decoder carries out a simple form of error concealment by copying pixel values from the previous frame at the exact spatial location. Though this is a very simple form of error concealment, it still provides much better results as compared to no error concealment. If an error occurs in the texture partition of a packet (MV partition is error free), then this partition is discarded, and, hence, no texture is added to the predicted macroblocks.
B. Channel Model
We derive our distortion model expressions for a binary symmetric channel (BSC) with a given bit error probability. Given the bit error probabilities for any channel (AWGN, Rayleigh fading, etc) and the fact that the probability of making an error from 0 to 1 is the same as that of 1 to 0, that channel can be represented as a BSC. Therefore, the distortion model presented in this paper can be used to find the distortion curves for any channel that can be represented as a BSC, given that the source coding rate and the bit error rate are known. Hence, our distortion model is independent of modulation type and channel coding. We also assume that the adjacent bit errors are independent, which can be achieved with sufficient interleaving. We do not consider any channel coding in deriving the expressions. 
III. DISTORTION MODEL FOR MPEG-4
In this section, we derive expressions for estimating distortion due to quantization and channel errors in MPEG-4 coded video. MSE is used as our distortion metric. In the following subsections, we first outline our assumptions and notation, and then derive MSE expressions separately for I and P frames (VOPs).
Assumptions and Notation
The goal of our distortion model is to find MSE expressions for a video sequence as a function of source coding rate and channel bit error probability. It is difficult to model distortion in videos compressed by any of the video coding standards due to the presence of VLC, differential coding, run-length coding, and motion estimation and compensation. As discussed earlier, even single bit errors can have catastrophic effects on a video frame and on many subsequent frames. Therefore, we use the error resilience tools in MPEG-4 as discussed in the previous section, and make certain simplifying assumptions. We assume that headers and markers are transmitted error free separately from the raw data stream, as they constitute only a small portion of the total bitstream, and as they are extremely important for decoding.
We assume that the source decoder detects bit errors, and then discards the entire partition. Furthermore, if bit errors occur in the DC partition of an I frame's video packet, the AC partition is also discarded; and if errors occur in the motion vector partition of a P frame's video packet, then the texture partition is also discarded.
We derive our MSE expressions for a block of frames, starting with an I frame, and followed by P frames. These frames are numbered from 0 to , where 0th frame is the I frame. Since I frames are coded entirely in the DCT domain, we model distortion in I frames in the DCT domain. For P frames, since we have motion vectors in the first partition, we model distortion in the pixel domain. Let be the number of packets in the th frame . Also, let be the number of macroblocks in the th packet of the th frame. Each macroblock contains 8 8 blocks of sample values. These blocks are luma and chroma blocks. Note that is a constant and depends on the format of the video sequence. For example, for 4:2:0 video format, there are 4 luma and 2 chroma blocks. Hence, for 4:2:0 video format. We do not use any weighting factors for different luma and chroma blocks. Our notation is outlined in Table I .
A. Distortion Model for I Frames
An I frame's video packet consists of two partitions. The first partition consists of "coding mode" information and coded DC coefficients, while the second partition consists of the remaining 63 coded AC coefficients. We will derive MSE expressions accounting for quantization and channel errors in the DC and the AC partitions of a packet separately, and then combine them to obtain expression for total MSE.
Suppose our I frame consists of packets, and let the th packet contain coded macroblocks, where 0 in the subscript means that it is an I frame. Let , , be the unquantized, the quantized and the erroneous DCT coefficients corresponding to the th subband of the th block of the th macroblock in the th packet of the I frame, and be the corresponding quantization error . Also, let and respectively denote the sample mean and variance of the quantized DCT coefficients in the th subband of all the blocks and the macroblocks in the th packet, and and denote the sample mean and variance of the quantization error, respectively. Now, let and be the number of bits in the DC and the AC partitions of the th packet, respectively, and be the probability of bit error for the th packet. Then, the probability that at least one bit error occurs in the DC partition of the th packet is
In the case of a bit error, all the coefficients in the DC partition will be corrupted. We define MSE in the I frame due to the loss of all the DC coefficients in the th packet as (1) where is the total number of pixels in the frame. We use the number of pixels to define our MSE because we need MSE per frame for our analysis. Note that we do not perform any error concealment on I frames. Hence, the erroneous coefficients are decoded as zeros,
. Also, the quantization error and the quantized coefficients are assumed uncorrelated. Hence (2) Since a bit error in the DC partition also results in the AC partition being discarded, the distortion contribution due to the loss of the AC coefficients (there are 63 AC coefficients) is -(3) Similar to the case of the DC coefficients, the erroneous AC coefficients are also decoded as zeros, and the quantized coefficients and quantization error can be assumed to be uncorrelated. Hence, expanding (3) and combining with (2), we get the total MSE, -, in the I frame due to errors in the DC partition of the th video packet -(4) Since and we can express (4) in terms of the sample mean and variance as (5) , shown at the bottom of the page. This is the expression for the MSE in the I frame due to quantization of DC and AC coefficients, and an error in the DC partition of the th packet. Due to the presence of motion estimation and compensation, the part of this MSE corresponding to the bit error will be propagated to the subsequent P frames. We need to include this propagated distortion in our expression for MSE. Let be the probability that the frame at a distance of frames from the current frame is affected by an error in the current frame's video packets. Then, the total MSE (over the block of frames) due to an error in the DC partition of the th packet can be written as (6) , shown at the bottom of the page. Now, let us consider the case when the DC partition of a video packet is received error free, but the AC partition has a bit error. Using the same methodology as for the DC partition, the total MSE (over frames), due to an error in the AC partition of the th packet can be written as (7), shown at the bottom of the next page.
Combining (6) and (7), adding the quantization error variance for the case when there is no bit error in the entire packet, and summing for all the packets in the I frame, the expected value of MSE (over frames) due to quantization and bit errors in the DC and the AC partitions of all the packets of the I frame can be written as -
where is the probability that there is at least one bit error in the AC partition of the th packet of the I frame, and is the probability of error-free transmission of the th packet of the I frame.
B. Distortion Model for Frames
In the data partitioning mode for P frames, the motion vectors and the texture data are coded separately in different partitions of a video packet. Although texture information is coded as DCT coefficients (all 64 subbands are coded together), we will model distortion in the sample domain to take into account the effects of motion compensation (which is also done in the sample domain). We will use similar notation as for I frames, with slight modifications.
For a P frame, data from the previous frame is used for decoding. If the motion vectors in a video packet are received error free, the pixels are copied from the correct location in the previous frame. However, if there are bit errors in the motion vector partition of a video packet, error concealment is performed as discussed in Section II-A2.
Modeling of distortion is complicated for P frames as compared to I frames because of the presence of prediction from previous frames. Modeling the exact effects of error propagation in frames is practically intractable. For this reason, we will make a few simplifying assumptions to make our modeling process tractable and easier.
We assume that the previous frame is free from distortion due to errors in the DC partition of the I frame. This is because the distortion propagated to P frames due to errors in DC partitions of data packets of the I frame, which is already modeled by (8), will be much higher as compared to the additional distortion caused by erroneous P frames. Therefore, we ignore this additional distortion to keep our analysis simple, and only consider the case when the previous frame is free from distortion due to errors in the DC partitions of I frame's packets. Now, suppose a bit error occurs in the motion vector partition of the th packet of the th P frame. The decoder detects this error, discards the motion and texture data, and conceals the error by copying macroblocks from the th frame at the exact spatial location. The macroblocks in the previous frame might also be distorted due to distortion propagation from previous P frames. We assume that the distortion introduced due to errors in different P frames is uncorrelated and additive. Let , and be the th unquantized, quantized and decoded sample values in the th block of the th macroblock in the th packet of the th frame, respectively. Hence, the MSE in the th P frame due to an error in the MV partition of the th packet can be written as (9) where is the quantization error (assuming the quantized coefficients and the quantization error are uncorrelated). Now, let represent the pixel in the th frame at the exact spatial location as , and be the propagated distortion in from errors in previous P frames. If is erroneous, error concealment is carried out, and we write Based on our assumption, and are uncorrelated. Expanding (9) and using this assumption, we get (10) , shown at the bottom of the page.
Instead of having a component of distortion from previous frames, we want to configure our distortion expression so that we can predict the effects of distortion propagation to future frames due to errors in the current frame. Therefore, we modify (10) to remove the effects of distortion propagation from previous P frames, and instead modify it to predict the distortion in the future frames due to errors in the current frame. Hence, using our assumption of additivity of distortion due to errors in P frames, the MSE (over the block of frames) due to errors in the motion vector partition of the th packet of the th P frame (7) ( 10) can be written as in (11) , shown at the bottom of the page, where is the probability that the frame at a distance of frames from the current frame will have distortion due to errors in the current frame. Following similar notation as for the I frame, see the equation at the bottom of the page. Then (12) This is the expression for the MSE due to errors in the MV partition of the th packet of the th P frame, including the propagation effects of these errors to the subsequent P frames. Now, consider the case when there is an error in the texture partition, but the MV partition is error free. In this case, the texture will be lost, and the predicted pixel values will be displayed. Let be the predicted sample value, be the quantized texture, and , where and are the sample mean and variance for the quantized texture values in the th packet of the th P frame, respectively. Then, the MSE due to an error in the texture partition of the th packet of the th P frame can be written as (13) , shown at the bottom of the page.
Let and be the number of bits in the motion vector and the texture partitions of the th packet of the th frame, respectively. Then, the probability of at least one bit error in the MV partition is Similarly, the probability of at least one bit error in the texture partition is Also, let be the probability that the previous frame is free from distortion propagation effects due to errors in the DC partitions of the corresponding I frame's video packets. Then, by combining (12) and (13), and summing for all the packets, we obtain the expected value of MSE (over the block of video frames) due to quantization and channel errors in the th P frame: see (14) , shown at the bottom of the next page, where is the probability of error free transmission of the th packet. Note that for the special case where a macroblock is coded in intra mode in a P video packet, we use the same method as described in Section III-B to compute the distortion due to the intra coded macroblock.
C. Total Distortion
The expected value of the total MSE in a block of video frames is the sum of the MSEs due to individual I and P frames. Using (8) and (14), this can be expressed as (15) (11) and (13) The expected value of the MSE for the entire video sequence consisting of multiple blocks of frames can be computed by taking the average of the MSE values obtained for individual blocks of frames using (15) .
IV. SIMULATIONS AND RESULTS
In this section, we discuss the details of our simulations, and compare our model's prediction of MSE with test simulations.
(14) Fig. 4 . PSNR versus BER and kbps curves for I and P frames using the model and the simulations for the "Foreman" video sequence.
We convert MSE to PSNR using the simple relation , since PSNR is a commonly used metric for video and image quality assessment.
A. Model Parameters
In order to predict the MSE using (8), (14) , and (15), certain model parameters are needed. These parameters consist of: i)
, the probability that the frame at a distance of frames from the current frame has distortion due to errors in the current frame's video packets, and ii)
, the probability that the frame at a distance of frames from the previous I frame is free from the distortion propagation effects due to errors in the DC partitions of the I frame's video packets. We used a training database of 20 352 288 4:2:0 (CIF) format videos with a 25 frames per second frame rate to find these parameters. These parameters were obtained by introducing random bit errors into different frames in the training video sequences, and then computing the distortion propagation to future frames due to these bit errors. For these training simulations, the number of P frames between I frames was varied from 10 to 200. Different source coding rates from 256 kilo bits per second (kbps) to 2 mega bits per second (Mbps), and different packet sizes were used to keep the model parameters as generic as possible.
B. Simulation Details
Two different sets of 20 352 288 4:2:0 (CIF) format videos with a 25 frames per second frame rate were used in the simulations, one for obtaining the model parameters (training) and the other for testing. These model parameters were then used to predict the MSE using our model for different test video sequences at various source coding rates and channel BERs. Note that the means and variances required by our MSE expressions represent the local statistics of the video data in a packet, and are computed during encoding of each packet. These means and variances can be computed either in real-time (for real-time applications) during the encoding process, or they can be computed once for each coded video sequence and stored on file. MSE and PSNR were estimated for the test sequences using our model for source coding rates from 256 kbps to 2 Mbps, and BERs from to .
To test the accuracy of our model, we also computed MSE and PSNR values for the test sequences using simulations, by comparing the original video sequences with the quantized and erroneous sequences at various source coding rates and BERs. In these simulations, random bit errors were introduced in the coded bitstreams at the given BERs, and PSNR values were computed for the decoded video sequences. Source coding rate was varied from 256 kbps to 2 Mbps, and BER from to . 200 iterations were performed for each source coding rate and BER, and the average PSNR was calculated. 
C. Results and Discussion
PSNR values were obtained using our model and simulations for different video sequences with different configurations of I and P frames. These PSNR curves are plotted against the source coding rate (in kbps) and the BER. Results for two "test" video sequences, "Foreman" and "Walk" are shown in Figs. 3-7 . For both these video sequences, we used a packet size of 2000 bits. Fig. 3 shows the PSNR curves obtained using our model and the test simulations for the Foreman sequence. This video sequence consists of 123 frames with 3 I frames and 120 P frames, with 40 P frames between the I frames. For both the model and the simulations, these PSNR curves were obtained using the average MSE for the entire video sequence. Fig. 3(a) and (b) shows the PSNR curves obtained using our model and the test simulations respectively for the entire video sequence, whereas Fig. 3(c) shows the difference in PSNR between our model's prediction and the test simulations. Fig. 3(d) -(f) shows overlapped slices of Fig. 3(a) and (b) at different source coding rates. Fig. 4 shows the PSNR results for I and P frames separately. Fig. 4(a) and (b) shows the PSNR for I frames using our model and the test simulations respectively, whereas Fig. 4(c) shows their difference. Similarly, Fig. 4(d) and (e) shows the results for our model and the test simulations for P frames, and Fig. 4(f) shows their difference.
The PSNR curves for "Walk" sequence are shown in Fig. 5 . For this video sequence, we coded 105 frames, with 5 I frames, and 20 P frames between the I frames. These PSNR curves were also obtained using the average MSE for the entire video sequence. Fig. 5(a) and (b) shows the model and test simulation results for the entire video sequence, where as Fig. 5(c) is the difference between (a) and (b). Fig. 5(d)-(f) shows the overlapped slices of (a) and (b) at difference source coding rates.
As can be seen from Fig. 3(c) , the difference in PSNR between the model and the simulations for the "Forema" video sequence is within 1.5 dB at all source coding rates and bit error rates. Also, as shown in Fig. 4(c) and (f) , respectively, the difference in PSNR obtained using the model and the simulations for I frames is again within 1.5 dB, where as for the P frames this difference is within 1 dB at all points. For the "Walk" video sequence, the difference in PSNR between the model and the test simulations is within 1 dB at all points, as shown in Fig. 5(c) . Furthermore, Fig. 3(d) -(f) and Fig. 5(d) -(f) also show that the PSNR values obtained using the model and the test simulations are very close at various BERs for different source coding rates. Fig. 6 shows the visual effects of distortion for a P coded frame from the "Foreman" video sequence at 512 kbps and at different bit error rates. The model's predicted PSNR values along with the PSNR values obtained using the simulations are also shown. Again, as can be seen from these PSNR values, our model predicts the distortion with high accuracy. To test how our model predicts distortion on a frame-by-frame basis, we fixed BER to and source coding rate to 512 kbps, and computed PSNR for the first 41 frames of the Foreman sequence using our model and test simulations. The result of this simulation is shown in Fig. 7 . As can be seen from this figure, our model predicts distortion with high accuracy on a frame-by-frame basis as well. Similar PSNR curves were also obtained for 20 other test sequences with different combinations of I and P frames and different packet sizes, however, results for only these two video sequences are shown here due to lack of space.
Considering the different complex components in source coding such as differential coding, VLC, run-length coding and motion compensation and estimation, our model predicts the actual amount of distortion with high accuracy. An important feature of our model is that it can predict the amount of distortion propagated to future frames due to errors at any location in the bitstream. Hence, this model can exactly determine the importance of data in different video packets for the overall video quality. We believe that efficient JSCC schemes can be designed by using this model to determine the distortion due to source coding and bit errors, as well as to determine the importance of different parts of the coded video data. Furthermore, due to the low complexity of this model, it can be used to design real-time JSCC schemes.
V. CONCLUSION
In this paper, we presented a model for estimating the distortion introduced in the MPEG-4 coded video stream due to quantization and channel errors. This model takes into account the effects of important components of video coding such as motion estimation and compensation, transform coding, and entropy coding, and uses different error resilience tools of the MPEG-4 video coding standard. We derived expressions for predicting the MSE due to quantization and channel bit errors in I and P frames. An important feature of this model is that it predicts the effects of distortion propagation to future frames due to errors at any point in the bitstream. Simulation results show that the PSNR values predicted by our model are accurate within 1.5 dB of the actual PSNR values obtained via simulations. Although this model is fine-tuned for MPEG-4, it can be used for any video coding scheme that uses motion compensation, transform coding and entropy coding, with slight modifications. Since this model predicts distortion with high accuracy and low complexity, it can be used to design efficient joint source-channel coding for real-time video communication applications.
