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Abst ract - - In  this paper, the M/G/1 processor-sharing queue with disasters is given a detailed 
analysis by means of extending the supplementary variable method. The transient and steady-state 
distributions of the queue length are expressed as a simple and computable form, the Laplace-Stieltjes 
transform of the sojourn time is derived, and the Laplace transform of the busy period and its mean are 
obtained. Also, the approach developed in this paper is shown to be able to study more complicated 
M/G/1 processor-sharing models. @ 2006 Elsevier Ltd. All rights reserved, 
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1. INTRODUCTION 
In a processor-sharing queue, it is assumed that all or some sets of customers are serviced simul- 
taneously by a single server with a variable service rate depending on the current state of this 
system. Jumps of the service rates occur at the epoch of customer arrival or departure. Initiated 
by Kleinrock [1,2], various processor-sharing disciplines were pursued, e.g., see the survey papers 
by Yashkov [3,4]. Processor-sharing queues have been regarded as a useful mathematical tool for 
modelling the simultaneous use of, for example, communication channels, communication net- 
works and computer networks. During the last three decades, considerable attention has been 
paid to the analysis of processor-sharing queueing models. For the M/M/1 processor-sharing 
queue, Coffman, Muntz and Trotter [5] first found the Laplace-Stieljes transform of the sojourn 
t ime. Mor r i son  [6] inverted the Laplace-St ie l jes  t rans form and obta ined  an  integra l  express ion 
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for the distribution of the sojourn time. Sengupta nd Jagerman [7] obtained the n th moments 
of the sojourn time, which is a polynomial in the number of customers and is determined by a 
recursion. Analytic solutions have been given for the sojourn times in the M/G/1 queues with 
processor-sharing disciplines. The most notable advance for the M/G/1 processor-sharing queue 
was the independent work by Yashkov [8], Schassberger [9], and Ott [10]. Readers may refer 
to [11-17]. For the stationary GI/M/1 processor-sharing queue, the first two moments and the 
Laplace-Stieltjes transform of the sojourn time were derived in [18] and [19], respectively. Be- 
sides, Grishechkin [20] and Sengupta [21] studied the GI/G/1 processor-sharing queues; Ndfiez- 
Queija [22], Masuyama nd Takine [23], and Li, Lian and Liu [24] discussed the block-structured 
processor-sharing queues. 
Since the introduction of the concept of negative customers by Gelenbe [25], research on queue- 
ing systems with negative arrivals has been greatly motivated by some practical applications such 
as computer, neural networks, manufacturing systems and communication networks. When a neg- 
ative customer arrives at the queue, it immediately removes one or more positive customers if
present. Specifically, if all the present positive customers are removed, then the negative cus- 
tomer is called a disaster. For queues with negative customers, readers may refer to [26-29], and 
references therein. The queues with disasters were discussed by some authors such as Jain and 
S igman [30], Artalejo and Gdez-Corral [31] and Dud in  and Nish imura [32]. 
The  purpose of this paper is to study the M/G/I  processor-sharing queue with disasters. Since 
processor-sharing queues are very useful and disasters are extensively found in practical stochas- 
tic systems, it is both theoretically necessary and engineering important to analyze performance 
measures of processor-sharing queues with disasters. In this paper, we  consider a single-server 
processor-sharing queue with two types of independent arrivals, positive customers and disasters. 
The  arrivals of both positive customers and the disasters are two Poisson processes with param- 
eters/k and ~, respectively. Positive arrivals correspond to customers who upon arrival, join the 
queue with the intention of being served and then leaving the system, while each arrival of the 
disasters immediately removes all the positive customers in the system. The  service discipline 
is egalitarian processor-sharing (EPS), that is, when there are n customers in the system, each 
customer receives service at rate 1/n. Readers may refer to [3,4] for more  details on the EPS  
discipline. The  service times X~ for n _> 1 are assumed to be i.i.d, random variables with the 
distribution function, 
{f  } B(x)=P{x~_<x}=l -exp  - # (x) dv , 
where # (v) is the failure rate function of B (x). We write E [Xn] -- 1/# < +~ for n > 1. We 
assume that all the random variables defined above are mutually independent. 
The rest of this paper is organized as follows. In Section 2, we derive the transient and steady- 
state distributions of the queue length for the M/G/1 processor-sharing queue with disasters. In 
Section 3, we obtain the Laplace-Stieljes transform of the sojourn time. In Section 4, we compute 
the Laplace transform of the busy period and its mean. Some concluding remarks are given in 
the final section. 
2. TRANSIENT AND 
STEADY-STATE SOLUTIONS 
In this section, we introduce some supplementary variables to make the queueing model Marko- 
vian, and set up a system of differential equations atisfied by the transient probabilities of the 
processor-sharing queue with disasters. Based on this, we provide both transient and steady-state 
solutions to the system of differential equations. 
We denote by N (t) the number of customers in the system at time t. Let S~ (t) for 1 < i < N (t) 
and N (t) _> 1 be the elapsed service times of the N (t) customers at time t. Then, {(N (t), S~ (t) 
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for 1 < i < N (t)) : t >_ 0} is a Markov process with the state space, 
fl = {0} U {(n, z l ,x2, . . . ,x~)  :n > 1, zi >_ 0 for 1 < i < n},  
where x~ denotes the amount of the elapsed service time of the ith customer in service for i >_ 1. 
We write 
P0 (t) = P {Y (t) = 0} 
and 
P,~ (t, xl, x2 .. . .  , x~) dxl dz2 .. . dxn = P{N (t) = n, x~ <_ S~ (t) < x~ + dxi for 1 < i < n}. 
By means of some standard probabilistic analysis, the joint transient probability density func- 
tion {Po (t), Pn (t, xl, x2,. . . ,  xn), n >_ 1} satisfies the following system of differential equations, 
and 
( ~--~ + A) Po (t)= ~o+C~ #(xl)-Pl (t, Xl) dXl 
/Y c~ +oo +oc, +a ~ .. P= (t, x l ,x2, . . . ,xn)  dxl dX2.., dxn 
n~l  
o ] 
n i= l  ~+O-~x i+#(x i )+A+a P~(t, x l ,x2 , . . . ,x~)  
n>l ,  
(1) 
(2) 
~0 + °° 
= #(Xn+l)Pn+l (t, x l ,x2, . . .  ,Xn, Xn+l) dxn+l, 
with the boundary conditions, 
P1 (t, 0) = AP0 (t), (3) 
Pn+l (t, Xl, x2, . . . ,  Xn, 0) = AP, (t, xl, x2 , . . . ,  zn) ,  n _> 1, (4) 
the initial conditions, 
Po (0) = 1, (5) 
Pn (0, x l ,x2 , . . . , xn)  = 0, n > 1, (6) 
and the normalization condition, 
 /0/0 /Y 
+co +rx).. 
Po (t) + • Pn ( t ,x l ,x2, . . . ,x~) dxl dx2..,  dx~ = 1. (7) 
n----1 
For a function F (x), we write fi' (x) = 1 - F (x), and denote its Laplace transform and Laplace- 
Stieltjes transform as 
_~ (s) = e-*=F (x) dx 
and 
f* (s) = e-S~dF (x), 
respectively. 
REMARK 1. When analyzing an ordinary M/G/1 processor-sharing queue, the stationary prob- 
ability densities, which of this system contains n customers and the remaining lengths of their 
service times lie in the infinitesimal neighborhoods of point (Xl, x2 , . . . ,  x~), are given by 
P0 = l -p ,  
n 
Pn (xl, = (1 - p) H (x,), n > 1, (s) 
i=1  
where p = A/#, e.g., see [3,4]. 
From the expression (8), we guess an analytic solution for a more general system of differential 
equations, which is always a key in the subsequent sections. This result is described in the 
following lemma. 
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For the system of differential equations, 
n ~x-~xi + # (x~) + A + A f , (x l ,x2 , . . . , x~)  
f0 ÷°° ~- I z (Xn+l )  fn+l (Z l ,X2 , . . -  ,:Cn,Xn+l) dXn+l, n>l ,  
(9) 
with the boundary conditions, 
fn+l (11,12,..., xn, 0) -- Aft, (11,12, . . . ,  x,~), n _> 1, (10) 
its solution is expressed as 
n 
fn (xl, 12 , . . . ,  xn) = cA n H exp {-A~?x,}/~ (x,),  (11) 
i= l  
where 77 > 1 is the minimal solution to the equation 
A (rl - 1) = A [1 - b* (AT/)]. (12) 
PROOF. It is easy to check that (11) satisfies (10). Substituting (11) into (9), we obtain (12). 
This completes the proof. | 
Now, we solve the system of differential equations (1) to (7) using Lemma 1. Taking the 
Laplace transforms for (2) leads to 
1 [0 1 
i=1 (13) 
= ~ (xn+l) Pn+l (s, 11, x~, . . . ,  xn, zn+l) dx~+l. 
By using Lemma 1, we obtain that for n > 1, 
Pn (s, xl, x2, . . . ,  Xn) = C (S) A n r I  exp {-- (s + c~) r (s) xi} B (x,), (14) 
i=1 
where r (s) > 1 is the minimal solution to the equation, 
(s + a) [r (s) - 1] = A [1 - b* ((s + a) r (s))], (15) 
and c (s) is an underdetermined function. 
REMARK 2. The fact that r (s) > 1 can easily be seen by 
A [1 - b* ((s + a) r (s))], (~) r 1 + 
sq-a 
since b* ((s + a) r (s) )  < l i f s_>Oanda>O.  
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Taking the Laplace transforms for (1), (3), (4), and (7), and using (5) and (6), we obtain 
j£O 
+°° 
(s + A)/50 (s) - 1 ---- #(Xl)/51 ($,Xl) dx  1 
/0 /0 /0 
oo +oo +~.  
"~-0~ E "' /sn (S, X l ,Z2, . . .  ,Xn) dg£1 dx2 . . ,  dxn, 
rt~l 
(16) 
/51 (s, 0) = A/50 (s), (17) 
/5n+1 (S, Xl, X2 , . . . ,  Xn, O) = ~A~ (S, Xl, X2 , . . .  , Xn) , 72 > 1, (18) 
 ]0/0 /0 1 +c~ +oo. /5o (s) + E .. /5,~ (s, xl, x2, . . . ,  xn) dxl dx2..,  dx,~ = - .  (19) 
n=l 8 
Substituting (14) for n = 1 into (17) and substituting (19) and (14) into (16), we obtain 
P0 (s) = c (s) = _1 s + ~ (20) 
s s+c~+A[1-b* ( (s+~)r (s ) ) ] "  
It follows from (15) that 
Po (s) = c (s) = _1 1 . (21) 
r (s) 
It is easy to check that (14) satisfies (18). Therefore, (14) and (21) are the solution to the system 
of differential equations (13) and (16) to (19). 
REMARK 3. It is easy to see that there are two underdetermined functions/50 (s) and c (s) in the 
system of three equations (16), (17), and (19). Using (14) to solve (17) leads to/50 (s) = c (s), 
and then it is easy to check that equation (16) is equivMent o equation (19) with the solution 
P0 (~) = c(~) -- 1 / [ s r  (~)]. 
Consider the number N(t) of positive customers in the system at time t, the stable conditions 
of the system can be easily discussed in the same way as in [30]. In fact, since the arrival of 
a disaster removes all the customers in the system, the arrival epochs of the disasters with the 
Poisson process of parameter a form the positive recurrent regenerative times of the system. 
Clearly, {N (t), t > 0} is a positive recurrent regenerative process with a unique steady-state 
distribution. Therefore, the queueing system is stable. 
Let 
i I  /0 
+~ +o~.. 
/bn (s) = • Pn (s, x l ,x2, . . . ,xn)  dxl dx2..,  dxn, n > 1. 
Then, using (15), we yield 
/5,~(s)=c(s)A~ [1 -b* ( (s+a) r (s ) ) ]  n 1 1 [ r ( s ) - l ]  ~ 
(sTaT~-(-(s~ ] - - s r ( s )  [ r(s) ] ' n>l .  
Let 
P0 = lim P0 (t), t---~OO 
P~ (xl, x2 . . . . .  x.~) = lim P~ (t, xl, x2 , . . . ,  x~), t--*OO n>l ,  
n>_ l .  
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Then, 
At the same time, 
1 
P0 ---- r (0)' (22) 
P~= l ims /5~(s )= 1 J r (0 ) -1 ]  n 
s 0+ ' (23) 
Pn (371,X2,...,Xn) ~--- r (0) ff=~exp{--°~r (0) x i}S  (xi) , n _> 1. (24) 
REMARK 4. Consider a special model. The corresponding M/M~1 processor-sharing queue with 
disasters, where B (x) = 1 - e -"x. In this case, b* (s) = #/ (s  + #). Solving equation (15), we 
obtain 
s + A +a-p+ ~/(s + A +a-#)2  +4#(s+a)  
r (s) = 2 (s + ~) 
and 
A + a - # +/~/(A + a - #)2  + 4#a A 
r (o )  = 2a  > 1+ > 1. 
Therefore, (22) and (23) illustrate that this queueing system is stable if a, A > 0. In addition, 
note that 
-~- Ol - -  ].t + V / (A  + a - ~t) 2 + 4#a 1 
$ 
A 
lira r (O)= lira - , 
~--.o+ a-,o+ 2a 1 - p 
thus equation (24) is the same as equation (8). 
REMARK 5. A key solution to the system of differential equations (9) and (10)  is given in 
Lemma 1. As shown in this section, we use the key solution to correctly determine the main 
performance measures of this queueing model. It is checked for the M/G/1 processor-sharing 
queue that our results are the same as that in the literature. On the other hand, it is theoretically 
necessary to discuss solution family and uniqueness of solution for the system of differential 
equations (9) and (10). Note that the study of both the solution family and the uniqueness of 
solution needs more mathematical nalysis, thus we shall deal with this issue in another future 
paper. 
3. SOJOURN T IME 
In this section, we derive the Laplace-Stieljes transform of the sojourn time distribution by 
means of extending the supplementary variable method. Note that the solution procedure is 
different from that in Section 2. 
We assume that there are n customers in the system at time 0. The residual service needs of 
the n customers are denoted as xl ,x2, . . .  ,xn. For x <_ xk, we denote by T(x)  the time which 
elapses, from time 0 until customer k has received an additional amount of service equal to x, 
1 < k < n. Clearly, T (xk) is the departure poch of customer k after his service completion. 
When xk _> max{xl ,x2, . . .  ,xk-1}, we define 
Wk (s ;x l ,x2 , . . . , xk ,n )  ---- E [exp {-sT  (Xk)} [ Xl ,X2,. . . ,Xk,n].  (25) 
Note that the two numbers n and k have been explained under the above setting. 
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Let A be sufficiently small such that 0 < /k < min {xl, x2, •. •, xn}. Note that the system at 
time 0 is at state (n, xl ,  x2,. • •, x,~), it is easy to see that if no other positive customer arrives at 
(0, A), then the residual sojourn times of all the n customers are decreased by /k /n .  The probabil- 
ity that no other positive and negative customer arrives at (0,/k) equals exp {-A/k} (exp { -a /k}) ,  
the probabil ity that exactly one positive customer arrives at (0, A) equals A/k exp {-,k/k}, and 
the probabil ity that at least one negative customer arrives at (0,/k) equals [1 - exp {-a/k}] .  By 
a standard probabilistie analysis, we obtain 
W k ( s ;x l ,x2 , . . . , xk ,n )  -= [1 - exp { -aA}]  [AAWk (S;X l ,X2, . . . ,xk ,n)]  
+exp{-aA}[exp{-s /k}exp{-AA}Wk s ;x l - - - ,x2 - - - , . . . , xk -  ,n 
n n 
+ 
/0"" -~-A/k Wk+ 1 (S; U; Xl, X2 . . . .  , zk, n + 1) dB (u) 
+AAWk (s; xl, x2, •. •, xk, n + 1)/3 (xk)]. 
(26) 
Using some simple computations, we conclude 
1 k 0 
-- ~-f~x~ Wk (s ;x l ,x2, ' " ,xk ,~)  = --(s + `k + a) Wk (s;~l,X2, = '~ '~)  
+A Wk+l(S;U, Xl,X2,... ,xk,n+ l)dB(u) 
+AWk (s ;xa ,x2 , . . . , xk ,n  + 1)/)  (xk), 
(27) 
and it is obvious that 
wl  (,; o+, n) = 1 (2s) 
and 
Wk+l (S;0 +,x l ,x2 , . . . , xk ,n -~-  1) = Wk (S;Xl,X2 . . . .  ,Xk ,n ) .  (29) 
To solve the system of equations (27), (28), and (29), we first consider the following system of 
equations. 
If the function f (s; x) is the solution to the system of equations 
~__~z fO  (s;x) = (s+ A +a)f(s;x) - A [B(x) + f=+ f(s;x_ - y )dB(y) ]  , (30) 
with the boundary condition 
f (s;0) = 1, (31) 
then it is easy to check that the Laplace transform of f (s; x) for x is given by 
/ (s; T) = v -- A [1 -- b* (T)] (32) 
7" {T -- A [1 -- (S + a) -- b* (~')1}" 
In the following lemma, we use the function f (s; x) to provide a key solution to the system of 
equations (27), (28), and (29). 
994 Q.-L. LI AND C. LIN 
LEMMA 2. For xk k max{xl ,x2, . . .  ,xk-1} and Re(s) > 0, 
k--1 
l-I f (S; Xk -- Xj) 
Wk (s; zl, x2, . . . ,  xk, n) = j=l Y (~; ~k)" (33) 
0 with the convention I] j=l f (s; 0) = 1. 
PaOOF. Substituting (33) into (27), we obtain 
k-1 
1-I Y (s; xk - x,) 
0 ~#j 
Ox--'--~ Wk (s; Xl, x2, . . . ,  xk, n) = f (s; xk) ~ ]'~j (s;xk - x j ) ,  l< j~k-1 ,  
and 
Hence, we  have 
k-1 
0 k-1 I-[ f (s; xk - x~) 
Ox-SWk (~;x~,x~, . . . ,~ ,n)  = ~ ~j  ,~ ]~'j (~;x~ - ~1 ~=1 y (s; xk) 
k-1  
n II f(S;~k--:~') 
j=l 
/ ( s ;~kF+ 1 y '~(s ;~-x j ) .  
n j~l= " Wk (s ;  X l ,  x2 , . . .  , Xk, 72) = 
k-1 
]-I f (s; Xk -- X~) 
j=l 
f (S; Xk) n+l 
f~'~ (s; zk - z j ) .  (34) 
It is easy to check by using (30) that 
+ 
fo - (s + A + a) Wk (s ;x l ,x2 , . . . ,xk ,n)  + ~ Wk+l (s;u, x l ,x2 , . . . , xk ,n  + 1)dB (u) 
k--1 
I'I f (S; :~k -- X d 
+/~Wk (s; Xl, x2,.. •, xk, n + 1) P (Zk) = -- j=l 
i(~;xk),~+~ fL (~;xk -x J ) .  
(35) 
Equations (34) and (35) show that (33) is a solution to the system of equations (27), (28), 
and (29). This completes the proof. | 
Now, we consider the situation where a special tagged customer enters the system at time 0, 
and this tagged customer has a service need equal to x. Upon his arrival the tagged customer 
finds a random, geometrically distributed number of other customers in the system below, 
P{N=n}= ~(O) 1 -  n>0,  
which is indicated by (22) and (23). Given that N = n, these n other customers at time 0 have 
residual service needs which are i.i.d, random variables with distribution functions, 
l f f  
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Let T be the sojourn time of the tagged customer. Then it follows from (33), Lemma 2, 
and (2.26) of [10] that 
where 
E[e_~ l ~ ] = [.r I 1 k (0) f (s;z)] ~-'~ {[i- r--~] H (s;x)} 
k=O 
I 1 
f (s; x) r (0) - [r (0) - 1] H (s; x ) '  
H(s ;x )= f (s ; l [~x)  s (x) + fo~ iB(Y) f ( s ;x -y )  
Therefore, we obtain 
and 
E [e -~  I~] = 
r (0) f (s; x) - [r (0) - 11 [~s (x) + fo(B (y)/~)y (s; x - y) dy] 
fo +~ dB (z) 
E [e -aT] = r(O) f (s ;x)  - I t (0)  - 1] [lBs (x) +fo(B(y ) /~) f ( s ;x -y )  dy]" (36) 
Using (36), it is easy to give the mean and variance of the sojourn time T of the tagged customer. 
4. BUSY PER IOD 
In this section, we derive the Laplace transform of the busy period and its mean. 
We denote by N (t) the number of customers in the system at t ime t, and let Si (t) for 1 < i < 
N (t) and N (t) 2 1 be the elapsed service times of the N (t) customers at time t. 
When analyzing the busy period of the server in the system, it is clear that state 0 is an 
absorbing state • of the Markov chain {(N (t), Si (t) for 1 < i < N (t)) : t > 0} with the state 
space 
•0 = {*} U {(n, x l ,x2 , . . . , x ,~) :n  >_ 1, xi >_ 0 for 1 < i < n}, 
where xi denotes the amount of the elapsed service time of the ith customer in service for i > 1. 
For n > 1, we write 
q,~ (t, x l ,x2, .  . . ,xn) dxl dx2 .. . dx,, = P{N (t) = n, xi <_ Si (t) < xi + dxi for 1 < i < n}. 
Some standard probabilistic analysis can show that the joint transient probabil ity density 
function {qn (t, Xl, X2, . . . ,  Xn), n > 1} satisfies the following system of differential equations, 
n i=l -~ + ~x~ + # (xi) + A + a qn (t, Xl, T2, . . .  , Xn) 
: tZ(Xn+l)qn+l (t, X l ,X2, . . . ,Xn,Xn+I)  d:/:n+l, ?z ~ 1, 
with the boundary conditions, 
(37) 
qn+l (t, Xl ,X2,. . , ,Xn,0) =-/kqn(t, x l ,x2 , . . . ,Xn) ,  n > 1, (38) 
and the initial conditions, 
i, 
q~ (O, xl) = 6(x~) = O, 
if X 1 ---- O, (39) 
if xl > O, 
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and 
q~ (O, z l ,x2,  . . . ,Zn) = O, n >_ 2. 
Taking Laplace transform for (37) and (38), we obtain that for n _> 1, 
(40) 
1 ~ [~x + , (xd + s + a + ~] 0~ (~,~,~, . .  ,~,) 
n i=1 
f0 = p (x~+l) ~n+l (s, x l ,x2 , . . .  ,xn ,x~+l)  dxn+l 
(41) 
and 
qn+l  (S, X l ,Z2 , . . .  ,2gn,O) = ~q,~. (S, X l ,X2 , ' ' "  ,Xn) 
By using Lemma 1, (41) and (42), we obtain that for n _> 1, 
(42) 
qn (S, Xl, X2, . . . , Xn) : d ($) ,~n H exp {-- (8 -~ oL) r (8) x i} B (xi) , 
i=1 
(43) 
where r (s) > 1 is the minimal solution to equation (15), and d (s) is a underdetermined function. 
Using (39) and (40), we yield 
q l (S ,0 )  = 1, 
which, together with (43) for n = 1 and xl = 0, we obtain d (s) = 1/~. Therefore, 
n 
qn (s, x l ,x2 , . . . , xn)  =/~n-1 Hexp {-- (s + a) r (s) xi} B (xi) . 
i=1 
(44) 
Let B be the busy period of the server, given that the system starts at state (1, x) for x = 0 at 
time 0. We write 
R(s )  = e -Stp  {B > t} dt. 
It is easy to see from (44) and (15) that 
 /o/o /o +~ +~. (s, . ,z~) dxl dx2. . ,  dz,~ R(s)  = "" ~n z1,~2,..  
1 - b* ((s + a) r (s)) 
(s + a)  r (s) - )~ [1 - b* ((s + a)  r (s))] 
1 - b* ((s + a) r (s)) 
s+a 
Thus, we lead to 
E [~] = R (0) = 
1 - b* (ar  (0)) 
For the M/M/1  processor-sharing queue, it follows from (45) that  
(45) 
1 - b* (~r (0)) 
E [B] = lira 
(~---*0+ 
1 
y -h '  
which is the same as that in the standard M/M/1  queue. 
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5. CONCLUDING REMARKS 
In this paper, we extend the supplementary variable method to be able to give a detailed 
analysis on the M/G/1 processor-sharing queue with disasters. Based on this, we derive the 
transient and steady-state distributions of the queue length, the Laplace-Stieltjes transform of 
the sojourn time and the Laplace transform of the busy period. 
The approach developed in this paper can be used to study more complicated M/G/1 processor- 
sharing queues uch as the M/G/1 processor-sharing queue with server vacations, and the M/G/1 
processor-sharing queue with a server subject o breakdowns and repairs. There are a number of 
directions for potential future research, the following, for example. 
1. We need to discuss olution family of the system of differential equations and the associated 
uniqueness of solution, e.g., see Lemma 1. At the same time, we should note that it is 
more difficult to provide a key solution to the system of differential equations for more 
general M/G/1 processor-sharing queues. Therefore, there are more interesting topics 
with higher challenge on this line. 
2. It is an open problem to apply the supplementary variable method to deal with the 
Mx/G/1 processor-sharing queue. 
3. It is interesting to study the MAP~G~1 processor-sharing queue in terms of the supple- 
mentary variable method. 
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