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COLLAPSIBILITY OF NONCOVER COMPLEXES OF CHORDAL
GRAPHS
JINHA KIM
ABSTRACT. Let G be a graph on V . A vertex subset S ⊂ V is called a
cover of G if its complement is an independent set, and S is called a
noncover if it is not a cover of G . A noncover complex N C (G ) of G is
the simplicial complex on V whose faces are noncovers ofG . The in-
dependence domination number iγ(G ) ofG is theminimum integer
k such that every independent set of G can be dominated by k ver-
tices. In this note, weprove thatN C (G ) is (|V |−iγ(G )−1)-collapsible.
1. INTRODUCTION
For a graph G = (V ,E ), a vertex subset I ⊂ V is called an independent
set if there is no adjacent pair of vertices of I . A (vertex) cover of G is a
vertex subsetW ⊂V such thatV \W is independent inG . Note that any
vertex cover ofG meets every edge ofG . W ⊂V is called anoncover ofG
if it is not a cover of G . A noncover complex of G is a simplicial complex
defined as follows:
N C (G ) := {W ⊂V (G ) :W is a noncover in G }.
In this note, we prove a bound for the “collapsibility number” of non-
cover complexes.
1.1. Independence domination numbers. For a vertex subset W ⊂ V
in a graph G , let N (W ) be the set of neighbors of vertices in W , i.e.
N (W ) := {v ∈ V : v is adjacent to w for some w ∈W }.
We say W dominates a vertex v in G if v ∈ W ∪N (W ), and we say W
dominates A ⊂ V in G if W dominates every vertex in A, i.e. A ⊂ N (W ).
We say W dominates G , if W dominates V (G ) in G . The domination
number γ(G ) is defined by
γ(G ) =min{|W | :W dominates G }.
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and the independence domination number iγ(G ) is the minimum in-
teger k such that the following holds: for every independent set I of
G , there exists W ⊂ V with |W | ≤ k which dominates I . Obviously,
iγ(G )≤ γ(G ) and iγ(G ) = γ(G ) for chordal graphs [1].
In [2] (see also [8, 9]), the following relation between the independence
domination number of G and homology groups of independence com-
plex
I (G ) := {W ⊂V (G ) : W is independent in G }
was proved.
Theorem 1.1. For every graph G , H˜i (I (G )) = 0 for all i ≥ iγ(G )−2.
The (combinatorial) Alexander dual of a simplicial complex K on V is
the simplicial complex D (K ) := {σ ⊂ V : V \σ /∈ K }. By observing that
N C (G ) = D (I (G )), Theorem 1.1 combined with the Alexander duality
theorem [3] gives the following.
Corollary 1.2. For every graph G , H˜ j (N C (G )) = 0 for j ≥ n − iγ(G )− 1
unless E (G ) = ;.
1.2. Collapsibility of noncover complexes. Fora simplicial complexK ,
a faceσ ∈ K is said free if it is contained in a uniquemaximal face τ ∈ K .
An elementary d -collapse of K is an operation on K which removes a
free face σ ∈ K with |σ| ≤ d and all faces containing σ. We say K is d -
collapsible if we can obtain a void complex from K by a finite sequence
of elementary d -collapses. Observe that an elementary d -collapse pre-
serves the (non-)vanishing property of homology of dimension at least
d . In addition, it is important to notice that any induced subcomplex L
of a d -collapsibile complex K is also d -collapsible. Therefore every d -
collapsible complex K is d -Leray, i.e. H˜ j (L ) = 0 holds for every induced
subcomplex L and j ≥ d .
In this note, we prove the following which is stronger than Corollary 1.2.
Theorem 1.3. Let G be a chordal graph on n vertices with no isolated
vertices. Then N C (G ) is (n − iγ(G )−1)-collapsible.
The proof uses the “minimal exclusion sequence” technique.
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1.3. Minimal exclusion sequence. Let K be a simplicial complex on
vertex set V = {v1, . . . ,vn} where the vertices are ordered by a linear or-
der v1 ≺ v2 ≺ · · · ≺ vn . Let σ1, . . . ,σm be the maximal faces of K with a
linear orderσ1 ≺ f σ2 ≺ f · · · ≺ f σm . For each face σ ∈ X , we define
i (σ) =min{ j ∈ [m ] :σ⊂σ j}.
We define the minimal exclusion sequence mes(σ) = (w1,w2, . . . ,wi−1),
where i = i (σ), as follows:
When i = 1, then we assume mes(σ) is an empty sequence. Otherwise,
when i > 1, we define w j for each j ∈ [i −1] as the minimal element in
σ \σ j if (σ \σ j )∩{w1, . . . ,w j−1}= ;,
(σ \σ j )∩{w1, . . . ,w j−1} otherwise.
Now let M (σ) be the set of vertices appeared in the sequence mes(σ)
and let d (K ) =max{|M (σ)| :σ ∈ K }. The following was obtained in [7].
(See also [6].)
Theorem 1.4. Every simplicial complex K is d (K )-collapsible.
2. PROOF OF THEOREM 1.3
LetG bea graphonV = {v1, . . . ,vn}. Givena linear order v1 ≺ v2 ≺ · · · ≺ vn
on the vertices of G , we consider a lexicographic order ≺e on E (G ) as
follows: Let e = u v and e ′ = u ′v ′ be two distinct edges inG where u ≺ v
and u ′ ≺ v ′. Then e ≺e e
′ if and only if either u ≺ u ′ or u = u ′ and v ≺ v ′.
Let E (G ) = {e1, . . . ,em}where em ≺e em−1 ≺e · · · ≺e e1.
Now we define a linear order on the set F (G ) of all maximal faces on
N C (G ). Since anymaximal face ofN C (G ) is the complement of an edge
of G , we have |F (G )| = |E (G )| =m and |σ|= n − 2 for anyσ ∈ F (G ). Let
F (G ) = {σ1, . . . ,σm}whereσi =V \ei . Weobserve that the lexicographic
order ≺ f on F (G ) gives a linear orderσ1 ≺ f σ2 ≺ f · · · ≺ f σm .
In the following lemma, a star S is a graph consists of a vertex v and
vertices v1, . . . ,vk of degree 1 where each vi is adjacent to v . The vertex
v is called the center of S and v1, . . . ,vk are called the leaves of S . In other
words, a star with k leaves is the complete bipartite graph K1,k
Lemma 2.1. For every σ ∈ N C (G ), there exists σ′ ∈ N C (G ) such that
mes(σ) = mes(σ′) and the complement (σ′)c of σ′ induces the union of
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the isolated vertices bk+1, . . . ,bk+m and a star with the center a and leaves
b1, . . . ,bk . In addition, a ≺ bi for each 1≤ i ≤ k .
Proof. Let σ ∈ N C (G ) be the maximal face such that σ itself does not
satisfies the conditions forσ′.
(1) Suppose the induces subgraphG [σc ] contains twodisjoint edges.
Suppose there are twodisjoint edges inG [σc ], say a b , c d ∈ E (G )
such that a ≺ b , c ≺ d , and a ≺ c . Letσi = {a ,b }
c = e c
i
andσ j =
{c ,d }c = e c
j
, and define τ :=σ∪{a }. It is obvious that σ j ≺ f σi ,
i.e. j < i , and both σ and τ are contained in σ j . We claim that
mes(σ) =mes(τ). It is sufficient to show that σ \σk = τ \σk for
all 1≤ k ≤ j −1.
For each 1 ≤ k ≤ j − 1, let σk = {x , y }
c = e c
k
where x ≺ y . Since
k < j , it is obvious thatσk ≺ f σ j , andhence e j ≺e ek . Then c  x ,
and it follows that a /∈ ek . Thus
τ \σk =τ∩ ek = (σ∩ ek )∪ ({a }∩ ek ) =σ∩ ek =σ \σk .
Now since |τ| > |σ|, the complement of τ induces the union of
isolated vertices and a star whose center is the minimal vertex.
Since mes(σ) =mes(τ), we takeσ′ =τ.
(2) Suppose σc induces the union of isolated vertices and a star S
consists of the center a and at least two leaves such that there
exists a leaf b of S with b ≺ a .
Let c 6= b be another leaf of the star S . Let σi = {a ,b }
c = e c
i
and σ j = {a , c }
c = e c
j
. We claim that mes(σ) = mes(τ) where
τ=σ∪{x }, x =min{b , c }. Then by the maximality ofσ, we can
takeσ′ = τ. This can be done by modifying the arguments of (i).
If b ≺ c , then we take x = b and it is enough to show that b /∈ ek
for every k < j . For k < j , we have e j ≺e ek , and it follows from
b ≺ a and b ≺ c that b /∈ ek . Otherwise, if c ≺ b , then we take
x = c and it is enough to show that c /∈ ek for every k < i . For
k < i , we have ei ≺e ek , and it follows from c ≺ b ≺ a that c /∈ ek .
(3) Supposeσc induces the union of isolated vertices and a triange
T . Let a ≺ b ≺ c be three vertices of the triangle T . Since T con-
tains the starwith the center b and leavesa ane c , the arguments
of (ii) shows that mes(σ) =mes(σ∪{a }).

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Now let G be a connected chordal graph. In [5], it was shown that any
chordal graphcontains a simplicial vertex, which is a vertexwhoseneigh-
bors induced a complete subgraph. In addition, the following lemma
was shown in [4].
Lemma 2.2. If G is a chordal graph which is not a complete graph, then
G contains at least two non-adjacent simplicial vertices.
Throughout the rest of this document, we use a linear order v1 ≺ · · · ≺ vn
on V (G ) which is defined as follows.
Let v1 be an arbitrary simplicial vertex in G . Take vn , . . . ,vn−|U1|+1 so that
U1 = {vn , . . . ,vn−|U1|+1} is the set of all simplicial vertices distinct from v1
inG . IfG is not a complete graph, thenU1 6= ;byLemma 2.2. Note that if
G is a complete graph, thenU1 =V (G )\{v1}. For i ≥ 2, let ti =
∑i−1
j=1
|Uj |.
Define
Ui = {vn−ti ,vn−ti−1, . . . ,vn−ti−|Ui |+1}
recursively so thatUi is the set of all simplicial vertices inG [V \(∪
i−1
j=1
Uj )]
distinct to v1. We observe that for every 1≤ i ≤ n , the induced subgraph
G [{v1, . . . ,vi}] is connected. In the following we summarize the proper-
ties of the linear order v1 ≺ · · · ≺ vn on V (G ).
(i) v1 is a simplicial vertex of G .
(ii) vi is a simplicial vertex of G [V \ {vi+1, . . . ,vn}].
(iii) G [{v1, . . . ,vi }] is connected.
Theorem 1.3. Let G be a chordal graph on n vertices with no isolated
vertices. Then N C (G ) is (n − iγ(G )−1)-collapsible.
Proof. Since iγ(G ) = γ(G ) for a chordal graphG , wewill show thatN C (G )
is (n − γ(G ) − 1)-collapsible. We first show when G is connected. By
Theorem 1.4, it is sufficient to show |M (σ)| ≤ n − γ(G ) − 1 for any σ ∈
N C (G ). Take a face σ ∈ N C (G ). By Lemma 2.1, we may assume that
(σ)c induces a star with center a and leaves b1, . . . ,bk and isolated ver-
tices bk+1, . . . ,bk+m , and a ≺ b1, . . . ,bk .
Take bk+m+1, . . . ,bγ(G )+t ∈V (G ) so that {b1, . . . ,bγ(G )+t } is a maximal inde-
pendent set ofG . Then {b1, . . . ,bγ(G )+t } dominatesG , and hence t ≥ 0. If
|M (σ)∩{bk+m+1, . . . ,bγ(G )+t }| ≤ t , then
|M (σ)| ≤ |M (σ)∩ (σ \ {bk+m+1, . . . ,bγ(G )+t })|+ |M (σ)∩{bk+m+1, . . . ,bγ(G )+t }|
≤ |σ \ {bk+m+1, . . . ,bγ(G )+t }|+ t = (n −γ(G )− t −1)+ t = n −γ(G )−1,
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as required.
If |M (σ)∩{bk+m+1, . . . ,bγ(G )+t }| ≥ t +1, let
{c1, . . . , ct+α}=M (σ)∩{bk+m+1, . . . ,bγ(G )+t }
for some integer α ≥ 1. It is sufficient to find α distinct elements in the
setσ\{bk+m+1, . . . ,bγ(G )+t }−M (σ). Let denotemes(σ) j by the j th entry of
mes(σ). Since ci ∈ M (σ), we can define ji by the minimum index such
that mes(σ) ji = ci for each i ∈ [t + α]. Let e ji = σ
c
ji
= {ci , yi} for some
yi ∈ V (G ). Then yi ∈σ \ {bk+m+1, . . . ,bγ(G )+t } or y = a . Define two sets
A := {ci : yi ∈σ \M (σ), i ∈ [t +α]},B := {c1, . . . , ct+α} \A.
Now we observe the following.
(a) ci ≺ yi if yi ∈σ sinceσ\σ ji =σ∩e ji = {ci , yi} and ji is theminimum
index such that mes(σ) ji = ci .
(b) If yi , y j ∈σ and i 6= j , then yi 6= y j . Note that ci ≺ yi and c j ≺ y j by (a).
If yi = y j , then it contradicts to (ii) since ci and c j are not adjacent in
G .
(c) If yi ∈ σ∩M (σ), then the vertex a is adjacent to ci in G . Since yi ∈
M (σ), we can define li by the minimum index such that mes(σ)li =
yi . Let eli =σ
c
li
= {yi , y
′
i
} for some y ′
i
∈ V (G ). Then we obtain ji < li
since σ \σ ji = σ ∩ e ji = {ci , yi } and mes(σ) ji = ci . Thus we have
e ji = {ci , yi} ≻e {yi , y
′
i
} = eli and it follows that ci ≻ y
′
i
. Since ci ≺ yi
by (a), we have y ′
i
≺ yi . Then by (ii), y
′
i
and ci are adjacent in G . In
addition, since li is the minimum index such that mes(σ)li = yi and
y ′
i
≺ yi , we know that y
′
i
/∈σ. Sincea is theunique vertex inσc which
can be adjacent to ci in G , yi = a . Therefore y
′
i
= a is adjacent to ci
in G .
Next we define
B1 := {ci ∈ B : N (ci ) is dominated by {a ,b1, . . . ,bγ(G )+t } \B },
and B2 := B \B1. Note that every ci ∈ B is adjacent to a in G by (c).
Claim 2.3. For every ci ∈ B2, there exists some
zi ∈ (σ \ {bk+m+1, . . . ,bγ(G )+t })−M (σ)
such that zi ≻ a , zi 6= z j for two distint ci , c j ∈ B2 and zi /∈ {yi : ci ∈ A}.
We first complete the proof of Theorem 1.3, and the proof of Claim 2.3
will appear later. By (b) and Claim 2.3,
|(σ \ {bk+m+1, . . . ,bγ(G )+t })∩M (σ)| ≤ n −γ(G )− t −1− (|A|+ |B2|).
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If |A|+ |B2| ≥α, then
|M (σ)| ≤ n −γ(G )− t −1−α+ |M (σ)∩{bk+m+1, . . . ,bγ(G )+t }|
= n −γ(G )− t −1−α+ |{c1, . . . , ct+α}|
= n −γ(G )− t −1−α+ t +α= n −γ(G )−1
as required.
Thus wemay assume |A|+ |B2| ≤α−1 i.e. |B1|= t +α− (|A|+ |B2|)≥ t +1.
By relabeling and reordering, we can assume that B1 = {c1, c2, . . . , ct ′} for
some integer t ′ such that t ′ = |B2| ≥ t +1. Since B2 contains at least one
element c1, a is adjacent to both b1 and c1, and b1 is not adjacent to c1
in G . Then a is not a simplicial vertex of G and so a 6= v1. Let a = vl for
some integer l > 1.
By (iii), there is a path P = vl vl1 . . .vlh in G such that l > l1 > · · ·> lh = 1.
Then vl1 ∈σ since vl1 is adjacent toa inG and vl1 ≺ vl = a . First, suppose
that vl1 ∈σ \ {bk+m+1, . . . ,bγ(G )+t }. Since vl1 ≺ a , we have vl1 /∈ M (σ) from
the definiton of mes(σ). Note that vl1 is distinct to any yi and z j since
vl1 ≺ a . Thus if |A|+ |B2| ≥ α− 1, then |M (σ)| ≤ n −γ(G )− 1 as required.
Hence we may assume that |A|+ |B2| ≤ α− 2 and then |B1| ≥ t + 2. Now
we consider the set
X = {a ,b1, . . . ,bγ(G )+t }−B1.
Note that {b1, . . . ,bγ(G )+t } dominates G , N (ci ) is dominated by X for all
ci ∈ B1, and every ci ∈ B1 is adjacent to a in G . It follows that X domi-
nates G . However,
|X |= γ(G )+ t +1− |B1| ≤ γ(G )−1,
which is a contradiction.
Nextwesuppose vl1 /∈σ\{bk+m+1, . . . ,bγ(G )+t }, i.e. vl1 ∈ {bk+m+1, . . . ,bγ(G )+t }.
If vl1 6= v1, then vl2 ∈σ−{bk+m+1, . . . ,bγ(G )+t } since vl2 is adjacent to vl1 in
G . Since vl2 ≺ vl1 ≺ vl = a , we have vl2 /∈ M (σ). Then by a similar argu-
ment as the above, one can obtain that |M (σ)| ≤ n − γ(G )− 1. Thus we
may assume that vl1 = v1. Since v1 is a simplicial vertex of G by (i) and
v1 is adjacent to a in G , every neighbor of v1 distinct to a is adjacent to
a in G . Then the set
Y = {a ,b1, . . . ,bγ(G )+t }− (B1 ∪{v1})
dominates G . However,
|Y |= γ(G )+ t +1− (|B1|+1)≤ γ(G )−1,
which is a contradiction. 
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proof of Claim 2.3. Take ci ∈ B2. Since ci /∈ A, yi = a or yi ∈ σ ∩ M (σ).
If yi = a , then ci is adjacent to yi = a in G . If yi ∈ σ ∩M (σ), then ci is
adjacent to a in G by (c). Thus, ci is adjacent to a in G for both cases.
Since ci /∈ B1, we can take xi ∈ N (ci ) such that xi is not dominated by
{a ,b1, . . . ,bγ(G )+t } \ B . Then a is not adjacent to xi . Since ci ∈ M (σ),
a ≺ ci and so ci ≺ xi by (ii). Note that xi ∈σ \ {bk+m+1, . . . ,bγ(G )+t } since
xi is adjacent to ci in G and xi 6= a . If xi /∈ M (σ), then let zi := xi . Note
that zi = xi ≻ a .
Now suppose xi ∈ M (σ), then we can define mi by the minimun index
such that mes(σ)mi = xi . Let emi = σ
c
mi
= {xi , x
′
i
} for some x ′
i
∈ V (G ).
Since xi is notdominatedby {a ,b1, . . . ,bγ(G )+t }\B , x
′
i
/∈ {a ,b1, . . . ,bγ(G )+t }\
B . We want to show that x ′
i
∈σ \ {bk+m+1, . . . ,bγ(G )+t }−M (σ).
To show x ′
i
∈ σ \ {bk+m+1, . . . ,bγ(G )+t }, it is sufficinet to show x
′
i
/∈ B . As-
sume that x ′
i
= c j for some c j ∈ B . By (c) and the definition of B , c j is
adjacent to a in G and c j ≻ a . In addition, xi ≺ x
′
i
since x ′
i
∈σ and the
definition of mes(σ). Now, x ′
i
= c j ≻ xi ,a but xi and a are not adjacent
in G , which contradicts to (ii). Thus x ′
i
∈σ \ {bk+m+1, . . . ,bγ(G )+t }.
Now to show x ′
i
/∈ M (σ) by contradiction, assume x ′
i
∈ M (σ). Then we
can define ki by the minimum index such that mes(σ)ki = x
′
i
, and let
eki = σ
c
ki
= {x ′
i
, x ′′
i
} for some x ′′
i
∈ V (G ). Since σ \σmi = {xi , x
′
i
} and
mes(σ)mi = xi , mi < ki . Thus emi = {xi , x
′
i
} ≻e {x
′
i
, x ′′
i
} = eki and so xi ≻
x ′′
i
. Then x ′′
i
≺ xi ≺ x
′
i
and so x ′′
i
/∈ σ. However, x ′
i
≻ xi , x
′′
i
implies that
xi is adjacent to x
′′
i
in G by (ii), which is a contradiction that xi is not
dominatiedby {a ,b1, . . . ,bγ(G )+t }\B since x
′′ ∈σc ⊂ {a ,b1, . . . ,bγ(G )+t }\B .
Thus, x ′
i
∈ σ \ {bk+m+1, . . . ,bγ(G )+t } − M (σ) if xi ∈ M (σ). Let zi := x
′
i
if
xi ∈M (σ). Note that zi = x
′
i
≻ xi ≻ a .
Now we will show zi /∈ {y j : c j ∈ A} for every ci ∈ B2. Assume zi = y j for
some c j ∈ A. If zi = xi , then zi = xi ≻ ci , xi = y j ≻ c j but ci is not adjacent
to c j in G , which contradicts to (ii). If zi = x
′
i
, then zi = x
′
i
≻ xi , zi = y j ≻
c j and so xi is adjacent to c j in G by (ii), which is a contradiction that
xi is not dominated by {a ,b1, . . . ,bγ(G )+t } \ B . Thus, zi /∈ {yi : ci ∈ A} for
every ci ∈ B2.
Now, we only left to show zi 6= z j for two distinct ci , c j ∈ B2. Assume
zi = z j for some two distinct ci , c j ∈ B2. If zi = xi and z j = x j , then
zi = z j ≻ ci , c j and ci and c j are not adjacent in G , which contradicts to
(ii). Suppose zi = xi and z j = x
′
j
, then x ′
j
= xi ≻ x j , ci and so x j and ci
are adjacent inG . If x j ≻ ci , then x j ≻ ci , c j which is a contradiction that
ci and c j are not adjacent in G because of (ii). If x j ≺ ci , then ci ≻ a , x j
which is a contradiction that a and x j are not adjacent in G because of
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(ii). Finally, assume zi = x
′
i
and z j = x
′
j
. Then x ′
i
= x ′
j
≻ xi , x j and so
xi and x j are adjacent in G by (ii). Without loss of generality, we may
assume xi ≻ x j . Then xi ≻ x j , ci and so x j and ci are adjacent in G by
(ii). If x j ≻ ci , then x j ≻ ci , c j which is a contradiction that ci and c j are
not adjacent in G because of (ii). If x j ≺ ci , then ci ≻ a , x j which is a
contradiction that a and x j are not adjacent in G because of (ii). 
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