In the present work, some concepts of quantum and classical information theory using the disentropy are introduced. The disentropy is a function based on the Lambert-Tsallis W q function that reaches its maximal value for a delta distribution and the minimal value for a uniform distribution hence, it is a measure of order or certainty. Here, Shannon's source and channel theorems as well the classical capacity of quantum channels using the disentropy are discussed. It is also shown that the disentropy is useful in the calculation of the disentanglement of bipartite states. At last, since the Lambert-Tsallis function can assume real values for negative values of the argument, the disentropy of the Wigner function of some number states is calculated.
Introduction
In a recent work the Lambert-Tsallis W q function was introduced [1] . Basically, it is the function the solves the equation In (1) q is the Tsallis nonextensivity parameter and e q (x) is the q-exponential [2] . When q = 1, one has e q (x) = e x and, hence, W q=1 is the famous Lambert W function [3] [4] [5] . where '+ q ' is the q-addition operation and ln q (x) is the q-logarithm function [6] . Using (2), the Tsallis entropy of a discrete variable can be rewritten as 
in (3) is positive and it has been called disentropy since it is maximal for a delta distribution and minimal for a uniform distribution [1] , hence it is a measure of order or certainty. In this direction, the goal of this work is to show new applications of the disentropy in quantum and classical information theory. The present work is outlined as follows: in Section 2, some basic concepts of classical information theory with disentropy are provided; In Section 3 the quantum disentropy is introduced; Section 4 brings some applications of the disentropy in classical information theory while Section 5 shows the application of the disentropy in the calculation of the disentanglement. In Section 6 the differences between entropy and disentropy are discussed. At last, the conclusions are drawn in Section 7.
Basic concepts of classical information theory using disentropy
Let the random variable X = {x k | k = 1,2,..,K} to represent the possible outcomes of an event (like a measurement). The result x k appears with probability p k where p k ≥ 0 and ∑ . The amount of disinformation associated to p k is given by d q = W q (p k ). One may note that W q (0) = 0 and W q (x) > 0 for x > 0 [1] . The average amount of disinformation is the disentropy
For a delta distribution one has D q = W q (1), its maximal value, while for a uniform distribution
, its minimal value. Hence, the disentropy measures the certainty of X. Following eq. (5), the joint disentropy of the random variables X and Y is given by
where p(x k ,y j ) is the joint probability of X = x k and Y = y j . The mutual disentropy, by its turn, is defined as
Using the joint disentropy, the conditional disentropy can be defined in the traditional way as being
In (8) 
The relative disentropy can be defined in three different ways 
Obviously, the value 2W q (1) is not the tight bound value when X and Y are correlated.
Quantum disentropy
The quantum version of the disentropy is
where  n 's are the eigenvalues of the density matrix . The quantum mutual disentropy
The quantum mutual disentropy is non-negative. The quantum conditional disentropy can be defined in the traditional way as being
The quantum conditional disentropy can be negative or positive for entangled states but it is negative for disentangled states. The quantum relative disentropy, by its turn, can be defined in three different ways
(12) (10)
where  n and  n are, respectively, the eigenvalues of the density matrices  and .
Applications of classical disentropy
The Shannon's source coding theorem states that H(u) ≤ L ≤ H(u)+1 bits, where
is the Shannon entropy of the used alphabet u with r symbols. Each symbol is selected by the source with probability p i , i = 1,…,r. Furthermore, 〈 〉 ∑ , where l i is the number of bits of the i-th codeword. Similarly, the Shannon's source coding theorem can be rewritten using the disentropy:
log 2 log log 2 log . Now, consider a noisy channel modelled by the conditional probability p(y|x). The input of the noisy channel is the random variable X with probability distribution p X (x). The output random variable is Y. The Shannon-Hartley's theorem states that, in order to avoid errors, the transmission rate R must be smaller than the channel's capacity given by For a given channel, the probability distribution p X (x) that maximizes C is the same that minimizes C q . As an example, let us consider a binary discrete memoryless channel. As can be seen in Fig. 2 , the minimal value of occurs always for p 0 = ½, as expected. Hence, the value of C q is 
(20)
Applications of quantum disentropy
One of the most important theorems in quantum information is the Holevo's theorem:
. In (29) E is the set containing all entangled states. However, using the concurrence C() [8] , the disentanglement of a two-qubit state is given by
At last, one should note that, like entanglement, the disentanglement also obeys some monogamy inequalities For example, for a three qubit state one has [1] 
On should note that ( ) ⁄ is not an disentanglement measure for pure three qubit states (for example,
. The disentanglement measure for pure three qubit states is
where  3 is the three-tangle introduced in [9] .
The quantum disentropy can also be used to analyse the security of quantum protocols. For example, a quantum key distribution protocol (QKD) is considered secure if the mutual information between Alice and Bob is larger than the mutual information between Alice and Eve: I AB > I AE . Similarly, under the same conditions, a QKD protocol can be considered secure if ( ) ( ).
At last, we discuss the quantum discord using the disentropy. Let  AB be a bipartite state and a set of measurements on subsystem B. The reduced state of subsystem A after is given by [10] 
Disentropy versus Entropy
At a first glance, it seems that disentropy does not bring something really new. It seems to be just an opposite point of view: order instead of disorder or disentanglement instead of entanglement. However, this is not true. 
One may note that, as expected, z tends to -1/e when q tends to 1. Since the Lambert-Tsallis function can assume real values for a range of negative values of the argument, the disentropy of some sequences with negative values can be calculated. Considering the continuous case, the disentropy of some quasi-probability distributions can be calculated if the maximal negative value is larger than the limits in (40) In [11] the entropy production was calculated but only for Gaussian states. Since the calculation of the disentropy dynamic can be done for Gaussian and non-Gaussian states, one can check the relevance of the quantumness in the dynamic of the disentropy. In fact, a negative disentropy is a signature of quantumness.
Conclusions
The disentropy based on the W q function can bring new results in quantum and classical information theory. In particular, the quantum disentropy is useful in the calculation of some disentanglement measures. In problems where the entropy should be maximized (minimized), the disentropy should be minimized (maximized). One may note that it is hard to get analytical results once the Lambert-Tsallis function does not have the sum-product relation found in the logarithmic function. Finally, the calculation of the disentropy of quasi-probability functions can bring new insights in the quantumclassical transition problem.
