Abstract. We investigate the existence of steady states and exponential decay for hypocoercive Fokker-Planck equations on the whole space with drift terms that are linear in the position variable. For this class of equations, we first establish that hypoellipticity of its generator and confinement of the system is equivalent to the existence of a unique normalised steady state. These two conditions also imply hypocoercivity, i.e. exponential convergence of the solution to equilibrium.
solutions towards equilibrium and to understand the structure of their entropy decay -beyond explicit representation formulas. This new method has the potential to be generalised to non-quadratic operators. To this end we shall also illustrate that it can be extended to certain kinetic Fokker-Planck equations with non-quadratic potentials.
We start to consider a Fokker-Planck equation on (0, ∞) × R d of the form ∂ t f = Lf := div(D∇f + F f ), (1.2)
Throughout this paper, we make the assumptions • D T = D ∈ R d×d is positive semidefinite and constant in x,
So we consider the degenerate parabolic Fokker-Planck equation ∂ t f = Lf := div(D∇f + Cxf ) = div(D∇f ) + x T C T ∇f + Tr(C)f, (1.3) and analyse solutions that satisfy f (t, ·) ∈ L 1 (R d ) along with based on an (augmented) Γ 2 -calculus and local computations (in contrast to the integrated functionals used by most other authors), cf. also [6] . [12] and [5] also analyse much more general hypocoercive equations. Along with [13] they require the following restriction on the interaction between the degenerate dissipative part and the non-symmetric part of L: It is assumed that the matrix C T does not map any subspace of the kernel of D into the kernel of D, which is equivalent to using only first order Hörmander-commutators to span all of R d (i.e. τ = 1 in Lemma 2.3 (iii) and Remark 2.4 below; cf. also §3 in [5] ). But this condition is more restrictive than necessary. In this paper we shall impose a weaker condition (see the first part of condition (A) in Definition 2.1 below; or [38] ).
The common approach to study the long-term behaviour of hypocoercive equations has been via a Lyapunov functional -usually on a weighted H 1 -space, but [38] also contains (in Theorem 28) a Lyapunov functional based on the logarithmic entropy. In [12] , the authors get rid of the H 1 -regularity restriction on initial states and prove decay towards the steady state using a modified L 2 -norm. In [38] , it is shown that even for methods based upon H 1 -functionals, one can often get rid of the regularity assumptions by using the regularisation of the semigroup e tL . So far, there is no knowledge on the decay of general entropies "between" logarithmic and quadratic, nor on sharp decay rates for equations of type (1.3) . In this paper we shall modify the entropy method (see [4] , [6] [7] [8] ) to achieve all three results for equations of type (1.3) : no H 1 -regularity requirement for the initial state, sharp decay rates, and decay for a wide class of relative entropies. The strategy of the standard entropy method is to derive first a differential inequality between the first and second time derivative of the relative entropy (of the solution w.r.t. the equilibrium state). Their time evolution in a prototypic situation is shown in Fig. 1(a) . Integration in time of the inequality then allows to deduce exponential decay of the relative entropy, which is a convex function of time. But this approach is not feasible for degenerate Fokker-Planck equations, since the entropy dissipation can vanish for states other than the equilibrium. Hence, the second time derivative of the entropy may change its sign along a trajectory. So the entropy functional exhibits a "wavy" decay in time, see Fig.  1 (b) and Fig. 2 . This oscillatory behaviour is also known from space-inhomogeneous kinetic equations (cf. §3.7 of [39] ; and [16] for a numerical study on the Boltzmann equation).
As a remedy for the analysis, one therefore has to use either some "modified relative entropies" (as in [12] ) or "modified entropy dissipations". Here, we shall introduce an auxiliary functional -structurally related to the entropy dissipation, but an upper bound for the latter. A Bakry-Émery-type estimate then yields exponential decay of this auxiliary functional, and consequently also of the entropy dissipation. A convex Sobolev inequality with the auxiliary functional as its relative Fisher information [4] finally yields the exponential decay of the relative entropy. Initially, this approach shall need an additional regularity assumption for the initial state. But this can then be removed using the regularisation of the parabolic equation (1.3) , as in [38] .
The novelties of this paper include:
(1) A new modified entropy method for hypocoercive and non-symmetric Fokker-Planck equations with the potential of a generalization to (some) equations with nonlinear drift; (2) sharp exponential decay rates for relative entropies "between" logarithmic and quadratic functionals; (3) clarification of global entropy decay estimates as envelopes for entropy functionals that are nonconvex in time.
This paper is organised as follows: In Section 2, we give a sufficient and necessary condition on the matrix C such that (1.3) is hypocoercive. We establish that the solutions will be positive for any t > 0. Section 3 follows this up by explicitly giving the unique (up to normalisation) steady state f ∞ and discussing the operator L in L 2 (R d , f −1 ∞ ), the standard space for Fokker-Planck equations. In Section 4 we state our main result in the Theorems 4.6, 4.9: a modified entropy method allows to compute an explicit decay rate for solutions of (1.3) in relative entropy. In Section 5 we compute the spectrum of L on the weighted space L 2 (R d , f −1 ∞ ) as well as flow-invariant manifolds (the eigenspaces of L and Gaussian manifolds). Sharpness of the decay rate and the multiplicative constant will be shown in Theorem 6.1 and Proposition 6.4 of Section 6. In Section 7 we illustrate the extension of our new method to kinetic Fokker-Planck equations with nonlinear drift terms. Finally, in Section 8 we show how the presented method improves known entropy decay rates also for non-symmetric Fokker-Planck equations that are non-degenerate. In this context we shall distinguish between sharp local and sharp global decay rates. For the latter, we derive an exponential function that is the global envelope for the entropy functional.
Existence of solutions and positivity
If D is not regular, the operator L is neither coercive nor elliptic. In general, such an operator does not have a unique normalised steady state. We thus need additional assumptions on the parameters in L, which shall be assumed throughout §2-6 of the paper: Definition 2.1. The operator L from (1.3) fulfils condition (A) if and only if
• there is no non-trivial C T -invariant subspace of ker D, • the matrix C ∈ R d×d is positively stable
The first part of condition (A) is equivalent to the hypoellipticity of ∂ t − L (cf. §1 of [23] ), and it allows for smooth solutions to (1.3) (see Proposition 2.2 below). Due to the special form of D, C cannot be diagonal (under condition (A)) unless k = d. The second condition, positive stability of C, means that there is a confinement potential. While there are solutions even without a confinement potential, there would be no steady state. Indeed, Theorems 3.1 and 4.9 will show that condition (A) is both sufficient and necessary for the existence of a unique normalised steady state and exponential convergence of solutions to the steady state. So for equations of type (1.3), hypoellipticity and confinement are equivalent to hypocoercivity.
A heuristic explanation of this condition is that the solution cannot stay in the kernel of the dissipative part of L, and therefore the evolution under (1.3) acts dissipative in all space directions: If one considers merely the drift part of the equation, f t = (Cx) · ∇f, (2.1) the solution is f (t, x) = f 0 (e Ct x). So, for the dissipative part to "extend" to the whole space, one needs that e Ct x reaches the whole space R d for all x ∈ im D (im D being the image of D). Conversely, this means that e C T t x evolves into im D for all x ∈ ker D as shown in Lemma 2.3 (iv) below.
In the following lemma we give four equivalent characterisations of the hypoellipticity of L.
Lemma 2.3. The following four statements are equivalent: 
If v / ∈ ker D, we choose j = 0, and hence Dv = 0. So let now 0 = v ∈ ker D. Then either
Repeating this procedure, we see that either there is
T -invariant subspace of ker D, which has to be trivial due to condition (A). But then v = 0, which is a contradiction.
Thus, no non-trivial subspace of ker D can be invariant under C T . (i)⇒(iv): Let 0 = ξ ∈ ker D, t ∈ R, and h > 0. To proceed by contradiction we assume
and therefore in particular ν := e C T t ξ ∈ ker D. Differentiating (2.3) with respect to s yields
But this implies C T ν ∈ ker D. Differentiating (2.4) repeatedly with respect to s yields (
Remark 2.4. If τ is the minimal constant for which (2.2) holds, then L fulfils the finite rank Hörmander condition of order τ (see [23] , Theorem 1.1). Using
2) is the worst-case scenario. But in many examples,
. This is the case in the kinetic equations discussed in [5] and [13] , which require τ = 1 and k = d 2 . Also in [12] , τ = 1 is assumed.
We shall now discuss further the connection between restrictions on τ and the first part of conditon (A). Several approaches from the literature require a stricter condition than in Proposition 2.2: "That no subspace of the kernel of D be mapped into the kernel of D by C T ," which is equivalent to requiring τ = 1. To illustrate this restriction, we consider the examples 
In both cases, (1.3) has a unique normalised steady state and all solutions converge exponentially to it. For the case of D 1 and C 1 , the condition given in [12] , [13] and [5] holds -no subspace of ker D is mapped into ker D by C T . In the case of D 2 and C 2 , that condition does not hold, but condition (A) holds. The difference can be seen as follows: consider a vector of the form (0, 0, 0, a)
T . If we apply C T 1 to this vector, it is moved out of the kernel of D. However, if we apply C T 2 , it is not. In order to move it out of the kernel of D, we need to apply C 2 ). Invariance of a subspace U under C T means that C T U ⊂ U . So the condition given in [38] , [23] and in this paper is less strict. As will be shown in §3, condition (A) is equivalent to the existence of a unique normalised steady state.
Let us recall from §1 of [23] the Green's function for (1.3) (see also Lemma 1.5 of [14] for a short proof):
Lemma 2.5. Let the first part of condition (A) hold. Then the Green's function g to (1.3) is given by
is positive definite for all t > 0.
We now state an existence result on solutions in L p , which is similar to Corollary 3.1 from [36] :
for all t > 0.
Proof: Proposition 2.2 already yields a smooth solution f for any t > 0. With the Green's function from Lemma 2.5 we obtain
where g(t) L 1 (R d ) = 1. The claimed mass conservation then follows from the divergence form of the operator L.
Next we pass to the positivity of solutions. For a non-degenerate Fokker-Planck equation, the solution for a non-trivial f 0 ≥ 0 is globally positive for any positive time. This follows from a strong maximum principle supplied by the fully parabolic operator. In our degenerate case a (standard) strong maximum principle does not hold. However, global positivity still holds and it is important for the computations in the entropy method in §4.
Theorem 2.7. Let the first part of assumption (A) hold and
This theorem follows directly from the strict positivity of the Green's function g from Lemma 2.5. However, we give a second proof via a sharp maximum principle for degenerate elliptic-parabolic equations, cf. [22] . This second approach is more general and will be used in §7 for the kinetic Fokker-Planck equation with a nonlinear drift coefficient. To this end we introduce some notation. First, we rewrite our operator in degenerate elliptic form:
Comparing this with our original operator L, we havẽ
Due to the special form of D, the columns d j ofD are of the form
With this notation, we shall now introduce drift and diffusion trajectories:
• If p(s) is the solution to
with some 2 ≤ j ≤ k + 1 and p(s) ∈ Ω for s 1 ≤ s ≤ s 2 with some s 1 < 0 < s 2 , then we call
with b(p(s)) = 0 and p(s) ∈ Ω for 0 ≤ s ≤ s ′ with some s ′ > 0, then we call Γ := {p(s) | 0 ≤ s ≤ s ′ } a drift trajectory starting at p 0 .
Remark: Drift trajectories are oriented at p 0 in the direction b(p 0 ); they do not run both ways. Diffusion trajectories are not oriented, they run in both directions. In our special case of a diagonal D, each diffusion trajectory moves along one of the canonical unit vectors in im D.
Next, we introduce the propagation set:
are connected by a diffusion trajectory in Ω iff there is some diffusion trajectory Γ ⊂ Ω with p, q ∈ Γ. q is connected to p by a drift trajectory in Ω iff there is a drift trajectory Γ ⊂ Ω starting at p with q ∈ Γ. For any point p ∈ Ω, the propagation set S(p, Ω) consists of all q ∈ Ω that are connected to p by a finite series of drift and diffusion trajectories.
Again, note that drift trajectories are oriented and can only connect to points backward in time. Therefore, it is possible that q ∈ S(p, Ω) while p / ∈ S(q, Ω). With this notation, we can restate the interior maximum principle from Theorem 1 of [22] :
The propagation set corresponding to equation (1.3) can be characterised as follows:
While elementary, the proof of Lemma 2.11 is somewhat lengthy and deferred to the appendix.
To see that the solution f of (1.3) fulfils f ≥ 0, one can employ the same method used for the (standard) weak maximum principle for non-degenerate parabolic equations. Now we give the proof of Theorem 2.7 via the sharp maximum principle from [22] :
The standard maximum principle then shows that g(x, t) ≥ 0 for t ≥ 0. From (2.6), we haveLg = 0.
3. Existence of a steady state, decomposition of the generator L In light of Theorem 2.7, we are looking for a steady state f ∞ of (1.3) that fulfils the conditions
In fact, the existence of such a steady state is equivalent to condition (A): 
where K is the unique, symmetric, and positive definite solution to the continuous Lyapunov equation
For the proof of Theorem 3.1 we consider the Fourier transform of (1.3):
for the normalised steady state.
Thus, the steady state equation in Fourier space reads
The problem at hand is closely related to the stationary Fokker-Planck equation in §2.2 in [2] . But for k < d, the singularity of D requires a more careful analysis.
We will split the proof of Theorem 3.1 into three lemmas: in Lemmas 3.2 and 3.4 we establish that existence of a steady state is equivalent to condition (A). Lemma 3.3 establishes that the steady state is Gaussian. Proof: First, we shall show that C T is regular: if C T had a non-trivial kernel, (3.4) restricted to the kernel of C T would read
Now, either ker C T ⊂ ker D, which would mean that both drift and diffusion in (1.3) only act on a proper subspace of R d and there would be no unique steady state; or (3.5) implies
Hence, f ∞ (0) = 0 by continuity, which is a contradiction tof ∞ (0) = 1. So C T is regular.
Next, we will show that C is positively stable, i.e. that all eigenvalues have a strictly positive real part. The characteristic equations for (3.4) arė
The solutions to these equations are
Assume that C has an eigenvalue λ with ℜ{λ} < 0. Let v be a corresponding eigenvector of C T , i.e.
Consider the characteristic curve starting at ξ 0 := v +v = 0:
due to D being positive semidefinite. If z 0 = 0, this is a contradiction to |f ∞ (ξ)| → 0, |ξ| → ∞. If z 0 = 0, we can take the limit s → ∞ and obtain a contradiction tof ∞ (0) = 1 and the continuity off ∞ . So C cannot have eigenvalues with negative real part.
Now assume that C has a purely imaginary eigenvalue. Then there exist characteristics ξ(s) which form circles. Due to
and the continuity off ∞ , one of the following statements has to hold on any such characteristic curve:
If (a) holds, then we have z(s) = z 0 on this characteristic. Since the characteristic is closed, there will be no uniqueness off ∞ . So (b) holds, and for any ε we can find such a characteristic starting at a vector ξ 0 with |ξ 0 | < ε. But thenf ∞ (ξ(s)) = z 0 = 0, which is a contradiction to the continuity off ∞ at 0.
This shows that C has to be positively stable. It remains to show the first part of condition (A). We employ the reformulation of Lemma 2.3 (ii). So assume C T has an eigenvector v with Dv = 0. Then Dv = 0, and for the characteristic starting at ξ(0) = v +v, we have
This means that z is constant on the characteristic ξ. Now, since C is positively stable,
So we would need z(0) = 1 because of the continuity in 0, and z(0) = 0 becausef ∞ ∈ C 0 (R n ). That is a contradiction, so there can be no eigenvector v of C T with Dv = 0.
Lemma 3.3. Let C be positively stable. Then, the function
2 ) is a solution to (3.4) , where K ≥ 0 is the unique solution of (3.2). Furthermore, K is regular iff no eigenvector v of C T satisfies Dv = 0. In this case, f ∞ is Gaussian and hence in L 1 (R d ).
Proof: We insert the ansatzf
with a symmetric matrix K ∈ R d into (3.4) and get 
is also an eigenvector of K to the eigenvalue 0. Since v = 0 and C T is regular, C T v = 0. Repeating this calculation with C T v instead of v, we can see that C T v is in the kernel of D, and thus
is a C T -invariant subspace of ker D. So K is regular if there is no eigenvector v of C T with Dv = 0. For the reversed implication, assume that there is an eigenvector v of C T (corresponding to the eigenvalue λ v ) with Dv = 0. This implies
Since ℜ{λ v } > 0 for all eigenvalues of C T , it follows that v T Kv = 0 and thus K is not regular. Proof: We will show that the characteristic equations (3.6) have a unique solution fulfilling (3.1). As the starting manifold for the characteristics, we take Γ := {ξ 0 ∈ R d : |ξ 0 | = 1}, which is admissible since C is positively stable. The characteristic curve starting at ξ 0 is
Since C T is positively stable, we have
and the characteristic curves cover all of R d . The value of solutions along the characteristics is
So taking
is always finite and there is a unique solution z(s).
This lemma completes the proof of Theorem 3.1.
In analogy to the entropy method for linear, non-degenerate Fokker-Planck equations presented in [4] , we now consider (
∞ ) with inner product ·, · . On this space, the operator L = div(D∇ · +Cx·) can be decomposed very naturally.
Here, R := 1 2 (CK − KC T ) is antisymmetric, K is the covariance matrix of f ∞ from Theorem 3.1.
Remarks:
which contradicts condition (A).
Proof (of Theorem 3.5): We compute
(Lf )g exp(
× exp(
is symmetric. Thus we can write (using (3.2) in the last step)
So we get, again using (3.2),
where we have used div(R∇f ) = 0 for the last equality.
Entropy method, explicit decay rate
In this section, we will prove an explicit decay rate for the solution f of (1.3) under condition (A). To do so, we consider relative entropies, as in [4] . We will see that, unlike in the fully parabolic case, a direct entropy-entropy dissipation estimate cannot be obtained. Instead, we prove exponential decay of an auxiliary functional that bounds the entropy dissipation. This still implies a decay rate for the relative entropy, initially at the price of additional regularity requirements on the initial state f 0 . A regularisation result adapted from [38] is then employed to obtain the sharp decay rate for solutions with finite initial entropy. The sharpness of this rate will be shown in the next section.
With the notations of §3 we introduce the relative entropy:
is called an admissible relative entropy with generating function ψ.
The most important examples are the logarithmic entropy e 1 (f |f ∞ ) with ψ 1 (s) = s ln s − s + 1 and the quadratic entropy e 2 (f |f ∞ ) with ψ 2 (s) = (s − 1)
2 . For the latter we admit f ∈ L 1 (R d ) and hence we consider ψ 2 on R. e 1 and e 2 are also the limiting cases of admissible relative entropies (cf. §2.2 of [4] ).
The entropy method is based on computing a bound on the first two time-derivatives of the relative entropy e ψ (f (t)) := e ψ (f (t)|f ∞ ) with f the solution to (1.3). Formally,
However, there may be a technical problem if f (t, x) = 0 (which can happen at the initial state f 0 ). For example, ψ 
With Definition 4.2, (4.1) can be written as
Whenever f = 0, this is equivalent to (4.1); however, now there is no longer a problem when f = 0. So the assumption of Definition 4.2 clearly implies that the initial state has finite entropy dissipation. It also has finite relative entropy, as we shall prove in Proposition 4.4 below.
Remark: The integral in Definition 4.2 can be calculated explicitly for the most common entropies: For the quadratic entropy, ψ 2 (s) = α(s − 1)
2 for some α > 0, and thus
For the logarithmic entropy, with
] for some α > 0, β ≥ 0, and thus
There is another, in fact systematic problem with the entropy dissipation (4.1): Since D is singular for k < d, this functional is 'lacking information' on some partial derivatives of f f∞ . But this information would be vital for the (standard) entropy method to work. More precisely, the functional I ψ vanishes not only for f = f ∞ . As shown in Corollary 6.3, for any t * ≥ 0 there are initial conditions such that I ψ (f (t * )) = 0. Also, due to the monotonicity of e ψ (f (t)),
is not a convex function of tin contrast to the non-degenerate case from [4] . The possibility of having
shows that the standard entropy method cannot be carried over directly to the degenerate case in (1.3). We therefore introduce the modified functional
where we replace the matrix D in I ψ with a symmetric, positive definite matrix P . P will be chosen in such a way that it allows for an estimate between d dt S ψ (f (t)) and S ψ (f (t)) for solutions f to (1.3), as shown later in this section. Moreover, since P is positive definite, there is a constant c P > 0 with P ≥ c P D, and hence S ψ ≥ c P I ψ .
Remark: Introducing the functional S ψ differs from the modified entropy dissipation approach in [10] . There one considers an "intermediate functional" K(f ), which measures the distance of f to the set of stationary states of the symmetric part (L s in our case).
Choosing the matrix P is the crucial ingredient for the definition of our modified entropy dissipation S ψ :
. Let µ := min {ℜ{λ}|λ is an eigenvalue of C}. Due to condition (A), µ > 0. Let {λ m |1 ≤ m ≤ m 0 } be all the eigenvalues of C with µ = ℜ{λ m }, only counting their geometric multiplicity.
2 for all m ∈ {1, . . . , m 0 }, then there exists a symmetric, positive definite matrix P ∈ R d×d with
(ii) If λ m is defective for at least one m ∈ {1, . . . , m 0 }, then for any ε > 0 there exists a symmetric, positive definite matrix P = P (ε) ∈ R d×d with
(iii) For any such matrix P , and for any ψ-compatible function f 0 , S ψ (f 0 ) < ∞. 2 An eigenvalue is defective if its geometric multiplicity is strictly less than its algebraic multiplicity.
Proof: The idea behind the construction of P is the following: If Q is not defective (and hence diagonalizable) and w 1 , . . . , w d are its eigenvectors, then one can choose P as the weighted sum of the following rank 1 matrices:
is a basis of C d , P is positive definite. If any w j is complex, its complex conjugate w j is also an eigenvector of Q, since Q is real. By taking the same coefficient b j for both, we obtain a real matrix P . Apart from this restriction, the choice of b j > 0 is arbitrary. For P from (4.10), we obtain
If at least one of the eigenvalues of Q is defective, one can still construct P in a similar fashion to (4.10), but including now the generalised eigenvectors of Q. To this end, we consider the Jordan normal form J of Q, given by the similarity transformation A −1 QA = J with some A ∈ C d×d . Let J have N Jordan blocks, each of length l n ; n = 1, . . . , N . (i) By assumption, all Jordan blocks corresponding to eigenvalues with ℜ{λ n } = µ are trivial, i.e. of length 1. Corresponding to the structure of J, we define the positive diagonal matrix
Its entries are defined as
where c 1 := 1, c j := 1 + (c j−1 ) 2 ; j = 2, . . . , l n , and τ n := 2(ℜ{λ n } − µ) ≥ 0 for n = 1, . . . , N . This yields for the n-th Jordan block J n in the case l n = 1: B n = 1 and
Here, J H n denotes the Hermitian adjoint of J n . In the case l n > 1, we have τ n > 0 and
The last inequality follows from
for any τ > 0, which can be verified by the principal minor test and the recursion
In total, we have JB + BJ H ≥ 2µB, and hence
The claim then follows with P := ABA H . (ii) In this case, there exists a non-trivial Jordan block Jñ corresponding to an eigenvalue with ℜ{λñ} = µ. In (4.11) of the above construction, we then choose (instead of τ n ) τñ := 2(ℜ{λñ} − µ + ε) > 0 for some ε > 0. Hence, JñBñ + BñJ H n ≥ 2(µ − ε)Bñ and the result follows. However, in this case P depends on ε.
(iii) Using P ≤ c Id with some c > 0, this is clear from (4.7).
Remarks:
(i) The matrix P in Lemma 4.3 is not uniquely determined (in general not even up to a multiplicative factor; see the construction (4.10)). (ii) From (4.11) with τñ := 2(ℜ{λñ} − µ + ε), we see that for a defective eigenvalue λñ,
With this "scaling" of P = P (ε) we thus have (for general f 0 )
T P (ε)∇wf ∞ dx. An alternative "scaling" of P would be to multiply with an appropriate power of ε, to keep S ψ (f 0 , ε) bounded. But then, P would be singular in the ε → 0 limit. (iii) To appreciate the matrix inequality (4.8) we multiply it with √ P −1 from both sides:
With the similarity transformationQ := √ P −1 Q √ P we have µ = min {ℜ{λ} | λ ∈ σ(Q)}, and the above inequality readsQ s ≥ µ Id . But note that, in general, we would have the opposite inequality for the smallest eigenvalue of the symmetric part of a matrix. This motivates that the choice P = Id will not work in general. (iv) (4.8) can be rewritten as (Q − µ)P + P (Q T − µ) ≥ 0, which bears a close resemblance to the continuous Lyapunov equation from Theorem 3.1. If we assume equality in (4.8) and if Q − µ were positively stable, then there would be a unique solution P = 0, see e.g. [25] . But since µ is the real part of an eigenvalue of Q, Q − µ is not positively stable. This explains why we can find a non-trivial solution of (4.8) at the price of uniqueness.
There is equality in (4.8) iff all eigenvalues of Q have the same real part µ and are nondegenerate. For additional details, we refer to [25] , [35] .
Next we show that any ψ-compatible f (or equivalently S ψ (f ) < ∞) also has finite relative entropy generated by ψ:
where λ P > 0 is the largest possible constant in the matrix inequality
Proof: Consider the Fokker-Planck operator
Then L P is symmetric due to the symmetry of P , and f ∞ spans the kernel of L P . One easily checks that
for a solutionf (t) tof t = L Pf . As shown in Corollary 2.17, [4] , this symmetric, non-degenerate Fokker-Planck equation leads to an exponential decay of the relative entropy, and in parallel to a convex Sobolev inequality: Using the notation
, we have the Bakry-Émery condition
where both sides may be infinite. Since f is ψ-compatible, we have
This completes the proof.
The strategy of the standard entropy method is to prove first the exponential decay of the entropy dissipation. In analogy, we shall prove first the decay of the modified entropy dissipation S ψ . Afterwards, this will yield the decay of f (t) in relative entropy.
Proposition 4.5. Assume condition (A). Let ψ generate an admissible entropy and let f be the solution to (1.3) with a ψ-compatible initial state f 0 , µ := min {ℜ{λ}|λ is an eigenvalue of C}. Let P , S ψ (f 0 ) be defined as in Lemma 4.3, {λ m |1 ≤ m ≤ m 0 } be the eigenvalues of C with µ = ℜ{λ m }.
(ii) If λ m is defective for at least one m ∈ {1, . . . , m 0 }, then
for any ε ∈ (0, µ).
Remark: This result holds for all matrices P chosen according to Lemma 4.3. Clearly, the rate µ is independent of the choice of P .
Proof (of Proposition 4.5): Due to Proposition 2.2, the solution f is sufficiently smooth to allow the following computations. They are inspired by the decay estimate for the entropy dissipation in non-degenerate Fokker-Planck equations (cf. Lemma 2.13 of [4] ). Due to the global positivity shown in §2, the solution remains ψ-compatible for all t > 0. Let u := ∇ f f∞ and S ψ be given as in Lemma 4.3. Then
We compute
, where we have used the symmetry of P . We have
For the last term, we compute (using the summation convention over double indices)
where we have used u k,j = u j,k in the last equality. We obtain
Next, we rewrite the first term of this formula:
Here we have used the skew-symmetry of R to conclude R lk V ,lk = 0, V ,l R lk V ,k = 0. Hence,
So we arrive at
Next, we compute
Take a closer look at
and it follows that
With this, we obtain
Here, the matrices X, Y are given as (cf. Lemma 2.13 in [4] )
Due to the assumptions on ψ (cf. Definition 4.1), X ≥ 0. To see Y ≥ 0, we use the Cauchy-Schwarz inequality for the Hilbert-Schmidt norm and the symmetry of D, P to obtain
This implies Tr(XY ) ≥ 0, and thus
We can now use Lemma 4.3 to establish the decay rate for S ψ . First, compute
with Q from Lemma 4.3. So the right hand side of (4.13) reads −
Lemma 4.3 we proved
where κ = µ for case (i), and κ = µ − ε for case (ii) with some ε ∈ (0, µ). Thus
and applying Gronwall's lemma completes the proof.
Remark: Inequality (4.14) is the key ingredient of the above proof, and it is a direct generalization of the well known Bakry-Émery condition from the standard entropy method. Indeed, for D = Id and C = C T ≥ µ > 0, (1.3) is a symmetric Fokker-Planck equation. With K −1 = Q = C one can choose P = Id. Then, (4.14) reads
and it is the Bakry-Émery condition in its simplest form (cf. (A2) in [4] ). For D = Id, and C = C T normal and positively stable, (1.3) is a non-symmetric Fokker-Planck equation with K −1 = C s := (C + C T )/2 and Q = C T . Here, the Bakry-Émery condition reads K −1 = C s ≥ λ K Id, while inequality (4.14) yields the improvement
with µ = min{ℜ(λ) | λ ∈ σ(C)}. We always have µ ≥ λ K = min λ(C s ) and the strict inequality holds in many examples. We shall return to this comparison for non-symmetric Fokker-Planck equations in §8.
In the standard entropy method for fully parabolic equations, one derives decay of the relative entropy from the decay of the entropy dissipation by integrating the inequality
. This requires a-priori knowledge that e ψ (f (t = ∞)) = 0, which, as shown in [1] 
Still, the convex Sobolev inequality from Proposition 4.4 already implies exponential decay of the relative entropy under the assumption that S ψ (f 0 ) < ∞: Theorem 4.6. Assume condition (A). Let ψ generate an admissible entropy and let f be the solution to (1.3) with a ψ-compatible initial state f 0 , µ := min {ℜ{λ}|λ is an eigenvalue of C}. Let P , S ψ (f 0
for any ε ∈ (0, µ). (i) While the l.h.s. of (4.15) is independent of P , the r.h.s. clearly depends on P . So, for each fixed f 0 , the multiplicative constant 1 2λP S ψ (f 0 ) can be optimised w.r.t. the admissible matrices P from Lemma 4.3 (in the family (4.10), e.g.). The same statement applies to the defective case of (4.16) (for each fixed ε > 0).
(ii) But for each fixed P , the leading multiplicative constant Using the regularisation of (1.3) we shall next generalise the entropy decay to initial states with (only) finite relative entropy. The basic concept is that evolutions with hypoelliptic operators regularise, though in a weaker sense than non-degenerate parabolic equations. Local estimates of this sort first appeared in the proof by Hörmander [23] as well as in [26] , [34] . Our result generalises Theorems A.12, A.15 in [38] (expressed for quadratic and logarithmic entropies) to all admissible ψ-entropies. Those results, in turn, used an idea developed by Hérau [20] . The regularisation depends on the order τ of the finite rank Hörmander condition for L (cf. Remark 2.4).
the solution of (1.3) with initial condition f 0 , and let τ be the minimal constant such that (2.2) holds. Then there is a positive constant c r > 0 such that
Proof: The idea of the proof is to construct a decaying-in-time functional F that is a (positive) linear combination of both sides of (4.17) -multiplied by t 2τ +1 .
Step 1 (construction of F ): With Q = KC T K −1 from Lemma 4.3, we define the matrices 
Using D 2 = D, we have for any ε > 0:
Then (4.19) and the analogue of (4.21) with j + 2 replaced by j + 1 yield the estimate
Further, (4.21) yields
Now we define the matrix-valued polynomial in t:
with P (0) = 0. As (positive) coefficients, we first choose a τ +1 := 1 c1 ,
Then we choose iteratively, starting with j = τ and finishing with j = 1:
Using (4.22) with ε = 2bj t aj , 0 ≤ j ≤ τ , we obtain
and thus
where we have used (4.24). Inserting this into P (t) yields 
So P (t) is positive definite for all t > 0, and we define the functional
with some γ > 0 to be chosen later.
Step 2 (decay of F ): For F , we can repeat all the computations in the proof of Proposition 4.5 and arrive at
whereṖ (t) denotes the time derivative of P (t). We computė
and further, using (4.19), (4.20) , and (4.23) with ε := t 2 bj :
This impliesṖ
where
Thus, we finally arrive aṫ
We use (4.18) and obtain for sufficiently large γ and t ∈ [0, 1]:
where we have used (4.24).
This implies that F (t) is monotonously decreasing, and thus F (t) ≤ F (0) = γe ψ (f 0 |f ∞ ) for all t in [0, 1]. Together with (4.25), we obtain
which completes the proof using Lemma 4.3 (iii).
With this regularisation result, we can finally prove exponential decay of the relative entropy: (ii) If λ m is defective for at least one m ∈ {1, . . . , m 0 }, then for all ε ∈ (0, µ), there is c ε > 1 such that ∀t ≥ 0 : e(t) ≤ c ε e −2(µ−ε)t e ψ (f 0 |f ∞ ). (4.27) Proof: Let P , S ψ (f 0 ) be defined as in Lemma 4.3. Let δ > 0, and let κ := µ in case (i), and κ := µ − ε in case (ii). Using (4.12), Proposition 4.5 and Theorem 4.8, we compute for t ≥ δ:
For t ≤ δ, it follows from the monotonicity of e ψ (cf. (4.1) ) that e ψ (t) ≤ e ψ (0) . Remark: In contrast to the standard entropy method for symmetric Fokker-Planck equations [4] , the decay estimates (4.26) and (4.27) have leading multiplicative constants c, c ε > 1. This is typical for non-symmetric Fokker-Planck equations, and it is due to the non-orthogonality of the eigenfunctions of L (cf. §5 below; and [30] for a closely related discussion of L 2 -estimates for semigroups). Due to the applied regularisation and the above proof, we expect that the multiplicative constants in (4.26) and (4.27) are not sharp.
Spectral analysis and flow-invariant manifolds
In this section we shall characterise the spectrum of L in L 2 and the corresponding eigenspaces, which are of course flow-invariant. Moreover, we also find flow-invariant manifolds that consist of Gaussian functions. In Section 6 we shall need these two types of manifolds to prove the sharpness of decay rates for the quadratic and logarithmic entropy, respectively.
The main difficulty in the spectral analysis of L is the fact that the eigenfunctions of L are not orthogonal, in contrast to the symmetric, fully parabolic case. They do, however, generate finite dimensional, L-invariant and mutually orthogonal subspaces of L 2 . And this fact will be a crucial ingredient for the computation of the spectrum, cf. the proof of Theorem 5.3 below (for a closely related situation see also [17] , [3] ).
First we introduce some notation. Let P(R d ) denote the polynomials over R d (with complex coefficients) and let Q :
∞ ), and it is the natural space for eigenfunctions of the Fokker-Planck operator (see for example [19] or [33] ).
We also introduce the notation α l− and α l+ :
So α l− , α l+ denote the multi-indices that one obtains by lowering or raising the l-th entry of α by 1. Analogously we define iterated vector shifts like, e.g., (α l− ) m− .
To establish the orthogonal decomposition of L 2 , we introduce a change of coordinates. Let
Note that the polynomial part of g α has degree |α| and its (unique) leading monomial is (−1) |α| y α . From [19] , [33] we know that
). Hence, the subspaces V m are also mutually orthogonal. With the inverse coordinate transformation we see that the subspaces
are mutually orthogonal in L 2 . With this discussion we already obtain the first part of
has a decomposition in mutually orthogonal subspaces:
, and hence the semigroup e tL ; t ≥ 0.
Proof: (ii) Using the above transformation we shall actually prove the equivalent invariance of the subspacesṼ m . Acting on the transformed function g(y) :
Note that the following properties of D, R, and C also hold for the transformed matrices (withC :
The adjoint ofL has the formL * g = div[(D −R)(∇g + yg)].
Now we compute for some l ∈ {1, ..., d}:
So we have, writing
Inserting this intoL givesL
Further we compute
α lRjl g (α l− )j+ (y) .
26
Thus we obtain, using R =
We see thatLg α ,L * g α are linear combinations only of terms g β , β ∈ N d 0 , with |β| = |α|. This completes the proof.
For non-degenerate Fokker-Planck equations this orthogonal decomposition of L 2 into invariant subspaces (or equivalently, the block-diagonal structure of the semigroup e tL ) is well known, cf. (57) in [27] . So, Proposition 5.1 is its generalization to degenerate Fokker-Planck equations.
From the orthogonal decomposition of L 2 we immediately have
First we note that the r.h.s. cannot include any additional eigenvalue. Otherwise, the orthogonal projection of a corresponding eigenvector to some V m would be non-trivial. Hence it would already be an eigenvector of L Vm . To have equality in (5.1) we have to rule out that eigenvalues of L Vm accumulate.
To this end we now prove the compactness of the resolvent of L:
The technical proof is deferred to the appendix.
As an immediate consequence we have σ(L) = σ p (L). Moreover, the eigenvalues have no accumulation point, and all eigenspaces are finite dimensional.
For the following spectral analysis, let λ 1 , . . . , λ d be the eigenvalues of C, counted with their algebraic multiplicity.
Theorem 5.3. Assume condition (A). Then it holds:
(ii) The eigenspace to 0 is one-dimensional and spanned by f ∞ . Remark: Formula (5.2) is well known for non-degenerate Fokker-Planck equations with linear drift (cf. §1.4 of [27] and references therein). We show here that this formula carries over to degenerate diffusion matrices.
Moreover, the following proof shows that all eigenfunctions and generalised eigenfunctions of L can be computed explicitly.
Proof (of Theorem 5.3):
(i): Due to the orthogonal decomposition of L 2 and the L-invariance of V m , it only remains to prove
where q is a polynomial of order m. Using D + R = CK (see §3) we obtain:
is an eigenfunction of L P with:
Since the eigenvalues of C (and thus of Q) may be complex, we shall consider the polynomial q in the space P(C d ) in the sequel. Similar to Lemma 4.3, we shall now use the Jordan normal form J of
We introduce the (complex) coordinate transformation
So we obtain the following equation for the (transformed) eigenfunctions of L P :
A basis of the polynomials (over C) of degree m or lower is given by the monomials {y α |α ∈ N d 0 , |α| ≤ m}. We order this basis by increasing degree, and in decreasing lexicographic order for monomials of the same degree. Next, we compute the matrix representation M P ofL P with respect to this basis. Let e l denote the l-th unit vector in C d , and I def be the set of all l ∈ {1, . . . , d} for which e l is not an ordinary eigenvector of J. We computẽ
The first term of the r.h.s. has degree max(|α| − 2, 0). The second and the third term both have degree |α|, but the exponents of the third term come "earlier" in lexicographic order. Due to our ordering of the basis {y α | |α| ≤ m}, this implies that M P is an upper triangular matrix. The entries on the diagonal are just the ν α , which are hence the eigenvalues ofL P and hence of L P . All elements of V m (except of 0) have a polynomial factor of order m. Hence (5.3) follows.
(ii) was already established in Theorem 3.1. (iii, iv): This is a simple consequence of the decomposition of L into its action on the finite dimensional, orthogonal subspaces V m : The (generalised) eigenfunctions of L Vm form a basis of V m .
As described before, the representation of L Vm on the polynomial factor of such functions (cf. (5.4)) can be transformed to an upper triangular matrix. If C is not defective, it is even diagonal since the last term of the r.h.s. of (5.7) drops. Hence, the eigenfunctions of L Vm already form a basis of V m . If C is defective, the generalised eigenfunctions of L Vm have to be added to obtain a basis of V m .
Next we turn to the flow-invariant manifolds consisting of Gaussian functions, i.e., shifted and (anisotropically) stretched versions of the steady state f ∞ (x) = c K exp −
is the unique solution to (1.3) with initial condition f 0 . The logarithmic relative entropy e 1 (t) := e 1 (f (t)|f ∞ ) (with ψ 1 (s) = s ln s − s + 1 in Definition 4.1) then satisfies
and hence it decays at least like O e
under the semi-flow of (1.3).
is the unique solution to (1.3) with initial condition f 0 . The logarithmic relative entropy then satisfies
and hence it decays asymptotically (as
is invariant under the semi-flow of (1.3).
Remarks: (i) Proposition 5.4 also holds for non-degenerate diffusion matrices D > 0.
(ii) At least in special cases (e.g., symmetric Fokker-Planck equations, 1D case), the special solutions (5.8), (5.9) are well known (cf. [4] ; Ex. 13 in §11.4 of [18] ). We include them here in full generality, as we shall need the explicit formulas in §6.
Proof (of Proposition 5.4):
where we have used D + R = CK and the symmetry of K. Hence,v = −Cv follows.
The logarithmic entropy satisfies:
(iii, iv): Inserting (5.9) into (1.3), an easy computation (using the formulas
The x-dependent part of this equation yields
where (·) s denotes the symmetric part of the matrix. Hence,
and subtracting the Lyapunov equation (3.2) yields the evolution equation for A(t):
Multiplying (5.12) with A −1 and taking traces, shows that also the x-independent part of (5.11) is commensurate with (5.12).
For f (t) from (5.9), the logarithmic entropy satisfies:
where we used the coordinate transformation x = √ Ay. Using the expansion ln s − s + 1 ≈ −(s − 1) 2 /2 and (from (5.10))
2 , we obtain the claimed decay of e 1 (t). (v): Since the evolutions of v(t) and A(t) turn out to be independent within M 3 , this result follows just as for (i) and (iii).
Sharpness of the decay rate
In this section, we investigate the sharpness of the decay rate obtained in Theorem 4.9 under condition (A). In particular, we show that the rate is optimal for both the quadratic entropy e 2 and the logarithmic entropy e 1 . As shown in [4] , all admissible entropies are bounded below by the logarithmic entropy and above by the quadratic one. Thus, the rate we obtained is optimal for all admissible entropies. Theorem 6.1. Let µ := min{ℜ{λ}|λ ∈ σ(C)}, where σ(C) denotes the spectrum of C.
(i) If µ is a (real) eigenvalue of C, then there exist initial conditions f 0 , g 0 (different from f ∞ ) such that the corresponding solutions f (t), g(t) of (1.3) satisfy
(ii) If C has a complex conjugate eigenvalue pair with ℜ{λ 1,2 } = µ, then there are initial conditions f 0 , g 0 (different from f ∞ ) such that the corresponding solutions f (t), g(t) of (1.3) satisfy
with some c ≥ 1, and equality holds for t = t 0 + nτ , t 0 ≥ 0, τ > 0, n ∈ N 0 . So the right hand sides of (6.1) are the sharp exponential envelope functions for the entropy decay. (iii) If C has a defective eigenvalue λ with ℜ{λ} = µ, then there are initial conditions f 0 , g 0 (different from f ∞ ) such that the corresponding solutions f (t), g(t) of (1.3) satisfy
In all cases, f 0 is ψ 1 -compatible and g 0 is ψ 2 -compatible.
Remark: In the defective case (iii), the right hand sides of (6.2) can also be of the form e −2µt (e 1 (f 0 )+ P 2n (t)) or e −2µt (e 2 (g 0 ) + P 2n (t)) (where P 2n is some polynomial of degree 2n), if λ corresponds to a Jordan block of size n + 1. In all of these cases the exponential decay rate is indeed reduced to 2(µ − ε) for an arbitrarily small ε > 0, as announced in Theorem 4.9. But this estimate will never be sharp.
The proof of Theorem 6.1 is based on special solutions of (1.3), and it is inspired by Theorem 3.11 in [4] . There, the sharpness of the convex Sobolev inequality (4.12) was discussed. For the optimal decay of the logarithmic entropy we shall consider here shifted Gaussians, whose evolution was already computed in Proposition 5.4(ii). For the quadratic entropy we shall consider a second family that consists of trajectories in f ∞ + V 1 (defined in §5). Their evolution is computed in the next lemma.
Furthermore, g 0 is ψ-compatible for the quadratic entropy with
is the unique solution to (1.3) with initial condition g 0 . (iii) The quadratic relative entropy e 2 (t) := e 2 (g(t)|f ∞ ) satisfies
Proof: First, we note that g 0 ≥ 0 does not hold here. But this is not a problem, since we don't need positivity of the solution to define the quadratic entropy.
and R d g 0 dx = 1 follows from the normalisation of f ∞ . We recall from (4.4) that for quadratic ψ,
and thus g 0 is ψ-compatible for quadratic ψ by Definition 4.2.
(ii): We insert g(t, x) into (1.3) and obtain
where we again used D + R = CK.
(iii): The quadratic entropy satisfies
For fixed t ≥ 0, the directional derivative of f ∞ satisfies
Hence, it follows that
From Proposition 5.4(ii) and Lemma 6.2, we see that we can reduce the discussion of sharp decay rates for relative entropies to discussing the decay of the term v(t)
T K −1 v(t), wherė 
where we have used (3.2). Let 0 = w ∈ ker D. Setting v 0 := e Ct * Kw implies v(t * ) = Kw, and hence:
We will now use Proposition 5.4(ii) and Lemma 6.2 to prove Theorem 6.1.
Proof (of Theorem 6.1):
(i): There exists 0 = v 0 ∈ R d with Cv 0 = µv 0 . So the solution of (6.3) is v(t) = e −µt v 0 , and thus
(ii): There exists 0 = w ∈ C d with Cw = λw, λ ∈ C, ℜ{λ} = µ > 0, ℑ{λ} = ω = 0. Then w fulfils Cw = λw, since C is real. Moreover v 0 := w + w ∈ R d , and v 1 := i(w − w) ∈ R d . One easily verifies that v(t) := e −µt (cos(ωt)v 0 + sin(ωt)v 1 ) is the solution to (6.3). We define
with equality for t = t 0 + k π ω .
(iii): We confine ourselves here to the case λ = µ ∈ R; the general case can be obtained by an extension of (ii). So, let w, h ∈ R d with Cw = µw, Ch = µh + w. Let v 0 := h, then v(t) := e −µt (h − tw) is the solution to (6.3), and
From the proof of Theorem 6.1, we see that the constant c in e ψ (f (t)) ≤ ce −2µt does not derive from the initial entropy in a straightforward way, unless all eigenvalues of C are real and non-defective. For case (ii), if |v 1 | ≫ |v 0 |, then c can be very large in comparison to e ψ (f 0 ); for case (iii), the same holds for |w| ≫ |h|.
Next we shall discuss the sharpness of the leading multiplicative constant c > 1 in the decay estimate of Theorem 4.6 (for the non-defective case). The quest for these sharp constants for non-symmetric semigroups (particularly in L 2 -estimates) is an active research area (cf. [30] ). Next we shall establish that, for any (admissible) choice of the matrix P , the leading constant in the entropy decay estimate (4.15) is sharp in 2D. This also holds for regular diffusion matrices, as discussed in §8. But in higher dimensions it does not hold in general.
Proposition 6.4. Let d = 2 and let L be non-symmetric on L 2 , i.e. L as = 0 (cf. Theorem 3.5). Further assume that C is not defective. Then for any matrix P chosen according to Lemma 4.3 and for quadratic or logarithmic ψ, there exist initial data f 0 such that the estimate
is optimal both with respect to the rate and the multiplicative constant.
Proof: The idea of the proof is to find an initial condition f 0 such that (6.4) is an equality at t = 0. Hence, f 0 has to be chosen as an "optimal function" for the convex Sobolev inequality (4.12) . But at the same time the trajectory f (t) has to prove that 2µ with µ = min{ℜ{λ} | λ ∈ σ(C)} is the sharp decay rate.
Here we only give the proof for the logarithmic entropy, as the case of the quadratic entropy is very similar. The first requirement (sharp constant at t = 0) holds iff f 0 is a shifted Gaussian of the form f 0 (x) = f ∞ (x − v 0 ), where v 0 = 0 satisfies the eigenvalue equation
and Remark 4.7(ii)). For such an initial condition, Proposition 5.4(ii) shows that
With this explicit representation, it remains to show that e 1 (f (t)) does not decay faster than c e
with some c > 0.
Since we assumed that C is non-defective, we have to discuss two cases: If C has a complex conjugate eigenvalue pair (with real part µ), e −Ct v decays for all v = 0 exactly with rate µ. And this proves the optimality statement.
It remains to discuss the case where C has two different real eigenvalues, 0 < µ < µ 2 . Here the decay rate is sharp iff v 0 is not an eigenvector of C to the eigenvalue µ 2 (as we would have v(t) = e −µ2t v 0 otherwise). Equivalently, we want to rule out thatṽ 0 := √ K −1 v 0 is not an eigenvalue of
The matrixC can be diagonalised over R:C = AČA −1 for some A ∈ R 2×2 andČ = diag(µ, µ 2 ). Inequality (4.8) then becomesČP +PČ ≥ 2µP , whereP := A TP A is symmetric and positive definite, andP :
shows that this inequality can only hold ifP is diagonal. We write
where w 1 := (a, b) T and w 2 := (c, d) T are the eigenvectors ofC to µ and µ 2 , respectively. Assume now that w 2 is an eigenvector ofP pertaining to λ P (just asṽ 0 is). Using (A T ) −1P =P A we computẽ
Then the assumptionP w 2 = λ P w 2 implies that w 1 ⊥ w 2 . ThusC is symmetric, i.e. (after multiplying the equalityC =C T by √ K from left and right) CK = KC T . Then (3.2) implies D = CK. If D is not regular, this is a contradiction. If D is regular (as in §8), then C = DK −1 and thus L can be written as
with a symmetric, positive definite K −1 . But this is a symmetric Fokker-Planck equation with L as = 0, which again contradicts our assumptions. with µ = 1. However, sharpness holds for "better" choices of P (e.g., with the modification P 1 1 = 1).
It remains an open question, whether one can always choose P "sufficiently careful" such that both rate and constant are sharp.
Kinetic Fokker-Planck equation
In this section we shall illustrate how the modified entropy method from §4 can be extended to kinetic Fokker-Planck equations (1.1) with non-quadratic potentials (i.e. a drift term that is nonlinear in the position variable). Several proofs of the entropy and L 2 -decay of this equation have already been obtained in the last few years: In [11] , algebraic decay was proved for potentials that are asymptotically quadratic (as |x| → ∞) and for initial conditions that are bounded below and above by Gaussians. The authors used logarithmic Sobolev inequalities and entropy methods. In [21] , exponential decay was obtained also for faster growing potentials and more general initial conditions. That proof is based on hypoellipticity techniques. In §2 of [5] , exponential convergence is proved with a modified Γ 2 -approach for potentials with a bounded Hessian. In [12] exponential decay in L 2 was proved, allowing for potentials with linear or super-linear growth. This section will now provide an alternative proof of exponential entropy decay for (1.1) with a certain class of non-quadratic potentials and for all admissible relative entropies e ψ .
It is well known [39] that the unique normalized steady state of (1.1) is given by
Here we consider (1.1) with lim 
with the notation ξ :
and the drift vector field
Concerning the positivity of the solution, we shall discuss here only the 1D case (i.e. x, v ∈ R; d = 2), using the interior maximum principle as in §2:
0 . Following the proof of Lemma 4.3 we choose the positive definite matrix P corresponding to Q 0 , using b j = 1 in (4.10). This choice of b j is for simplicity of the presentation only, and the final result could be optimised w.r.t. the quotient b 1 /b 2 . Let Then, Lemma 4.3 implies (7.12)
We omit the defective case 4ω 2 0 = ν 2 here. But also in this case, a matrix P = P (ε) could easily be found from the proof of Lemma 4.3 (ii).
In order to include the perturbative term −Ṽ ′′ from (7.8) we shall use the following lemma.
Lemma 7.2. Let λ > 0 be fixed. Then, for any 0 < P = P T ∈ R 2×2 it holds:
(7.14)P (τ ) := 0 0 τ 0
Proof: By construction,P (τ = 0) is positive definite. Since the eigenvalues ofP are continuous in τ ∈ R, we shall consider the zeros of detP (τ ). We have This allows us now to prove the exponential decay of S ψ (f (t)), in analogy to Proposition 4.5:
Proposition 7.3. Let 4ω 2 0 = ν 2 and letṼ from (7.9) satisfy for some fixed λ ∈ (0, 2κ 0 ) and ∀ x ∈ R:
λ for the matrix P chosen in (7.10) or (7.11). Then
with κ 0 defined in (7.13).
Proof: From (7.12) and (7.14) with τ = −Ṽ
′′ (x) we obtain
Hence, (7.7) yields
and the result follows.
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As in §4, the decay of the modified entropy dissipation functional S ψ (f (t)) implies the exponential decay of the relative entropy. But in contrast to Theorem 4.9, we shall refrain here from extending the regularisation Theorem 4.8 to non-quadratic drift terms. Theorem 7.4. Let ψ generate an admissible entropy and let f be the solution to the kinetic FokkerPlanck equation (1.1) with a ψ-compatible initial state f 0 (in the sense of Definition 4.2). Under the assumptions of Proposition 7.3 we then have:
for some constant c > 0 independent of f 0 .
Proof: For the case 4ω 2 0 > ν 2 we compute:
and the same estimate also holds for the case 4ω 2 0 < ν 2 . Hence, V from (7.9) is uniformly convex on R. Thus, we can proceed as in the proof of Proposition 4.4: There exists a λ P > 0, such that the following Bakry-Émery condition for the operator
This implies the convex Sobolev inequality
And (7.17) follows from (7.16).
The strategy of this section also applies to further examples of hypocoercive Fokker-Planck equations with nonlinear drift terms, see §1.7.3 in [14] . E.g., this includes the following, generalized kinetic FokkerPlanck equation discussed in [11] :
with W (v) strictly convex and growing quadratically.
Non-degenerate, non-symmetric Fokker-Planck equations
In this section we shall illustrate how the above developed method applies to non-symmetric FokkerPlanck equations that are non-degenerate. We shall consider
with D = D T positive definite and C positively stable. Its unique normalized steady state is still the (non-isotropic) Gaussian given in Theorem 3.1:
with the covariance matrix K defined via (3.2). With the coordinate transformation x = √ Dx we can normalise the diffusion matrix and bring (8.1) to the form analysed in §4:
with the similarity transformationC :
Its steady state isf
. Clearly, the above computations of the hypocoercive entropy method still apply without changes to the non-degenerate case. Therefore, the Theorems 4.6, 4.9 and Remark 4.7 apply verbatim to the non-degenerate, non-symmetric Fokker-Planck equation (8.1) . Here, the functionals e ψ and S ψ are expressed directly in the original variable x. Also, the scaling matrix P from Lemma 4.3 is constructed directly from the original matrices C, K (and not fromC,K). Moreover, due to (8.3), the decay rate is independent of D! Next we shall compare this new result to the known estimate from the standard entropy method. For (8.1), the standard entropy method from §2.4 of [4] yields the decay estimate (with multiplicative constant equal to 1):
Here, λ K is the largest constant to satisfy the Bakry-Émery condition
For non-degenerate Fokker-Planck equations with Gaussian steady states, it is well known that this decay rate λ K is "optimal" (cf. §3.5 of [4] , and the above sketched transformation for D = Id). This also means that the non-symmetric entropy methods from [1, 9] cannot yield an improvement for this class of equations. In order to understand this "optimality" statement we first consider an example. The "wavy" decay of the logarithmic relative entropy (cf. the solid line in Fig. 2 ) is due to complex conjugate eigenvalue pairs of the operator L and/or the non-orthogonality of its eigenfunctions in L 2 (R d , f −1 ∞ ) (as discussed in §5). The steady state is a Gaussian with K −1 = Id. So the standard Bakry-Émery conditionK −1 = diag(1/4, 1) ≥ λ K Id yields exponential entropy decay with the (optimal) local decay rate λ K = 1/4 (see the dotted curve in Fig. 2 ). This reflects the (in absolute value) smallest slope of the relative entropy at any t ≥ 0. In Fig. 2 this is realized, e. g., at t = 0 with f 0 (x) := f ∞ (x − v 0 ), and v 0 = (1, 0)
T is an eigenvector for the smallest eigenvalue ofK −1 (cf. §3.5 of [4] ). But the corresponding exponential function on the r.h.s. of (8.4) is a crude estimate for large time.
The hypocoercive entropy method from §4 yields the estimate (8.5) e ψ (f (t)|f ∞ ) ≤ 1 2λ P S ψ (f 0 )e −2µt , t ≥ 0 , where µ = min{ℜ(λ) | λ ∈ σ(C)} = 5/8. The corresponding exponential function from the r.h.s. of (8.5) (see the dashed curve in Fig. 2 ) is here the sharp envelope of the relative entropy function; it accurately describes its global decay. This was predicted in Proposition 6.4 for the case d = 2. In contrast to the proof of Proposition 6.4 we did not choose here v 0 as an eigenvector of P K −1 . Hence this envelope does not touch the entropy function at t = 0, but periodically at later times. Since C has a pair of complex conjugate eigenvalues, the 2D-trajectory v(t) from (5.8) converges to the origin in a spiral. Thus it will eventually be in the direction of the λ P -eigenvector of P K −1 . This shows that any initial condition f 0 ∈ M 1 (cf. Proposition 5.4) yields an entropy function e 1 (t) with the r.h.s. of (8.5) as its sharp envelope.
From the above discussion it is intuitively clear that the hypocoercive entropy method yields better decay rates. For general non-symmetric Fokker-Planck equations (8.1) we have, in fact, the following comparison of the two decay estimates (standard entropy method vs. the new hypocoercive entropy method):
Proposition 8.1. The decay rates λ K from (8.4) and µ from Theorem 4.6 satisfy:
(i) λ K ≤ µ (and the strict inequality holds in many examples; see, e.g., Fig. 2 ). This yields the following estimate on the Rayleigh quotient ofK:
(ii): For the upper bound on µ we consider again the Lyapunov equation forK. Then Problem 9b of §5.5, [25] gives the following bound on its solution:
and the result follows with K 2 = λ max (K) = 1/λ K .
Finally, we remark that the hypocoercive entropy method cannot improve the standard decay estimate for symmetric Fokker-Planck equations: In that case, the matrix D This means that drift trajectories move backwards in time linearly. Thus, for a point q = (t ′ , y) to be connected to p = (t, x), it is necessary that t ′ ≤ t. This is to be expected, as it is also the case for the classical maximum principle for parabolic equations. Since the diffusion trajectories span the subspace R k = im D ⊂ R d , we write p = (t, x D , x 0 ) and q = (t ′ , y D , y 0 ), where x 0 and y 0 are the projection of x and y onto the kernel of D (restricted to R d−k ). Without moving backwards in time, we can only connect via diffusion trajectories. This implies S(p, R d+1 ) ∩ {(t, x) ∈ R d+1 |t = t} = {(t, x 0 )} × R k .
It remains to show that any point q = (t ′ , y) with t ′ < t can be connected to p. The strategy here is the following: Since we can freely move around in im D, we only need to connect q and p in the kernel of D and in time. To achieve this, we employ Lemma 2.3 (iv). We will proceed in a series of trajectories: A number of drift trajectories (equal to µ := dim ker D + 1 = d − k + 1), each of them followed by up to k = rank D diffusion trajectories. Starting at ξ 0 = (t, x), such a series of two drift and 2k diffusion trajectories will arrive at
Cs2 [e where z j ∈ im D, 1 ≤ j ≤ µ. Setting this equal to our target point q = (t ′ , y) and rearranging terms, we obtain the following requirements: For g ∈ D(L), we set in (9.13) f = (λ − L)g and obtain, using (9.12),
Applying (9.10) with t = 1 to the last term yields
Choosing λ > ln β allows to "absorb" the last term into the left-hand side, and hence
Due to the spectral representation of H r in (9.6), the embedding H r ֒→ L 2 is compact for r > 0. Hence, R(λ, L) is compact for the chosen λ, and by the first resolvent formula then also for all λ in the resolvent set.
