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Krishnamachari, R. T. (Ph.D., Electrical, Computer and Energy Engineering)
A Geometric Framework for Analyzing the Performance of Multiple-Antenna Systems under Finite-
Rate Feedback
Thesis directed by Prof. Mahesh K. Varanasi
We study the performance of multiple-antenna systems under finite-rate feedback of some
function of the current channel realization from a channel-aware receiver to the transmitter. Our
analysis is based on a novel geometric paradigm whereby the feedback information is modeled as
a source distributed over a Riemannian manifold. While the right singular vectors of the channel
matrix and the subspace spanned by them are located on the traditional Stiefel and Grassmann
surfaces, the optimal input covariance matrix is located on a new manifold of positive semi-definite
matrices - specified by rank and trace constraints - called the Pn manifold. The geometry of these
three manifolds is studied in detail; in particular, the precise series expansion for the volume of
geodesic balls over the Grassmann and Stiefel manifolds is obtained. Using these geometric results,
the distortion incurred in quantizing sources using either a sphere-packing or a random code over
an arbitrary manifold is quantified. Perturbative expansions are used to evaluate the susceptibility
of the ergodic information rate to the quality of feedback information, and thereby to obtain the
tradeoff of the achievable rate with the number of feedback bits employed. For a given system
strategy, the gap between the achievable rates in the infinite and finite-rate feedback cases is shown
to be O(2−
2Nf
N ) for Grassmann feedback and O(2−
Nf
N ) for other cases, where N is the dimension of
the manifold used for quantization and Nf is the number of bits used by the receiver per block for
feedback. The geometric framework developed enables the results to hold for arbitrary distributions
of the channel matrix and extends to all covariance computation strategies including, waterfilling in
the short-term/long-term power constraint case, antenna selection and other rank-limited scenarios
that could not be analyzed using previous probabilistic approaches.
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Chapter 1
Introduction
The field of wireless communications has been transformed by the discovery of significant
capacity gains accruing from the employment of multiple antennas in [108] and [29]. The rapid
pace of ensuing research over the succeeding fifteen years has taken the multiple-antenna technology
from its academic conception to practical implementation in wireless standards with the ongoing
3GPP-LTE (Third Generation Partnership Project - Long Term Evolution) standard even man-
dating a minimum of two antennas at both the transmitter and receiver [91]. A common measure
of performance of a MIMO system is its ergodic capacity or the maximum achievable information
rate averaged over the ensemble of all channel matrices. Initial calculations of the ergodic capac-
ity often relied upon the assumption that perfect channel state information (CSI) is available at
both the transmitter and the receiver [33]. However, the assumption of possessing perfect CSI at
the transmitter (CSIT) is circumspect for the following reason. Wireless systems are employed
preponderantly on frequency duplexed scenarios where the forward and reverse channels between
the transmitter and the receiver are not correlated to one another. This implies that while the
transmission of a pilot (or reference) signal can enable the receiver to discern the current channel
realization, the transmitter is left without any channel state information. With a view of enabling
the transmitter to react to instantaneous channel variations, it is therefore natural to suggest that
the receiver could quantize some aspect of the CSI and feed that back to the transmitter using a
limited number of bits.
Simulations revealing the immense advantages derivable from channel adaptive signaling en-
2abled by such CSI feedback coupled with the popularity of MIMO deployments in practice prompted
many researchers to investigate various aspects of this so-called finite-rate feedback operation. A
compendious overview of research in this direction is available from [70]. In these papers, the
channel is conventionally assigned a block fading model wherein the channel realization remains
unchanged over a block (or a set of consecutive symbol durations) and takes independent values
across different blocks. The receiver computes some function of the current channel realization
that is useful for the transmitter. This information is mapped onto a codeword chosen from a fixed
code-book, that has been revealed earlier to both the transmitter and the receiver. The index of
this codeword is fed back by the receiver using a finite number of bits per channel block. The
theoretical aim of this exercise is to compute the achievable rate if the transmitter incorporates
this feedback information into its transmission strategy.
Based on the discussion above, one is motivated to explore the performance of MIMO system
under the following three kinds of feedback.
(1) The conceptually simplest idea would be to quantize the channel matrix H itself as some Hˆ
at the receiver. If the Hˆ matrix is fed back to the transmitter in every block via an error-free,
delay-free feedback link, the transmitter could potentially treat Hˆ as the actual channel
matrix in the computation of the optimum input covariance matrix Qopt. Depending on the
precise transmission constraints (reflected through trace or rank constraints on Qopt), the
transmitter would compute Qopt using some variant of the well-known waterfilling scheme,
the employment of which maximizes the achievable rate of the system. The downside
of this simple scheme is that it is likely to be suboptimal in many scenarios where all the
information contained in H is not needed at the transmitter. For example, if the transmitter
uses the conventional waterfilling algorithm as in [108], it does not need to know the left
singular vectors of the channel matrix for computing Qopt.
(2) Since the only information that the transmitter needs to achieve the CSIT capacity value
is the Qopt matrix itself, one is motivated to analyze the fundamental scenario when the
3receiver computes Qopt corresponding to the current value of H and feeds this back directly
to the transmitter via a limited number of bits.
(3) An intermediate scheme would be to quantize and feed back only some function of the
H - say, the right singular vectors of H or the subspace spanned by them - that can be
used at the transmitter side to compute a sub-optimal input covariance matrix as in the
complexity-constrained geometric mean decomposition architecture of [51].
In this thesis, we will construct a comprehensive geometric framework that enables the evaluation
of many feedback scenarios - including the three above - for the point-to-point MIMO system using
a single analytical approach.
1.1 Prior Work and Problem Statement
Motivated by concerns of analytical tractability, a preponderant majority of earlier papers
concentrated on the third scenario above and hence we take it up first for our discussion. Let the
channel matrix H ∈ CNr×Nt have a singular value decomposition (SVD) given by H , UDV H ,
where U and V are unitary matrices with .H denoting the conjugate transpose operation. Fur-
ther, let V have Nt columns indicated by v1, . . . , vNt and D have the ordered non-zero entries
d1 ≥ . . . ≥ dmin{Nt,Nr} along its principal diagonal. A s-beam operation (with s ≤ min{Nr, Nr})
denotes the transmission of information only along the s-dominant right singular vectors v1, . . . , vs
corresponding to the s largest singular values d1, . . . , ds. If the transmitter knows the instantaneous
channel realization H, then the transmitter can realize this s-beam operation by forming its input
covariance matrix as Qopt = VsPV
H
s , where Vs , [v1, . . . , vs] and P is a s × s diagonal matrix
representing the power allocated along each eigen-direction. The aim, of course, is to analyze the
achievable rate through a s-beam operation over a block-faded channel when the receiver alone
knows the current channel realization and uses a finite number of, say Nf , bits per block to feed
back information about Vs to the transmitter through an error-free delay-free link. If the feedback
4rate Nf were infinite, the achievable rate denoted as CCSIT is given by
CCSIT , EH log det(I +HVsPV Hs HH),
where EH represents the usual expectation over the ensemble of H matrices. If Nf were finite,
then the transmitter would know an approximation - or more precisely, a quantized version - of
Vs, which we denote as Vˆs. The achievable rate under the finite-rate feedback scenario denoted as
CCSI−Fb is given by
CCSI−Fb , EH log det(I +HVˆsPVˆ Hs HH).
The task now is to characterize the difference CCSIT − CCSI−Fb as a function of the feedback rate
Nf .
Since the transmitter does not know the current values of d1, . . . , ds, it does not make sense for
it to allocate different power across different blocks, and hence we restrict ourselves to a short-term
power constraint given by tr(Qopt) = ρ
2, with ‘tr’ representing the trace operation. Prior research
on finite-rate (or digital) feedback has almost exclusively concentrated on the special case of setting
the matrix P to a scaled identity as P = ρ
2
s I [70]. Note that setting P as above leads to the CCSIT
expression being invariant to the change from Vs to VsU for all U ∈ U(s), where U(s) is the usual
unitary group comprising all s×s unitary matrices. This implies that we need merely the subspace
spanned by the vectors v1, . . . , vs as opposed to the actual vectors themselves, which allows for the
quantization of Vs over the Grassmann manifold G
C
Nt,s
. The Grassmann manifold GFn,k is the set
of all k-dimensional subspaces in n-dimensional Euclidean space Fn, where F represents either the
real (R) or complex (C) field [15]. If we restrict ourselves to the case of Rayleigh fading for H,
it is easy to show that the subspace spanned by the columns of Vs is uniformly distributed over
GCNt,s. By forming a random code C with 2Nf codeword entries drawn from a uniform distribution
over GCNt,s, the receiver maps Vs to the index of the closest codeword. After an initial investigation
by [87] for the s = 1 case, further progress in analyzing the above scenario was reported by many
papers including [69,71,72,82,83,95,97,122]. In much of the above work, the principal ideas lie in
the identification of the Grassmann manifold as the appropriate quantization space, establishment
5of the relation between the so-called chordal distance metric with an upper bound on capacity loss,
the generation and use of random code books and estimating the tradeoff of capacity loss with
the feedback rate. Inspite of the impressive advances made in the last decade, several limitations
of these Grassmannian analysis papers come to mind. The dependence on specific properties of
Grassmann manifold (like the notion of chordal distance), the need for the channel matrix to be
Rayleigh-faded, the absence of any consideration for spatial power-allocation (and hence the absence
of long-term power constraint analysis), the collapse of GCn,k at k = n to a single point and the
employment of mathematically non-rigorous calculations justified post-facto through simulations
all contribute to reducing the insight derivable from these feedback analysis efforts. The analysis
of the achievable rate under feedback in [98] is mathematically rigorous, but the analysis is limited
to the asymptotic case when both Nt and Nf approach infinity.
The papers on Grassmannian feedback lead to the in-depth analysis of Dai et al. published
in [20] and [19]. Without restricting the value of Nt, Nr, s or Nf , the achievable rate under
finite-rate feedback was approximated therein to be
CCSI−Fb ≈ EH log det(I + µHVsPV Hs HH),
with µ ≈ 1−const 2−
2Nf
N , where N is the real dimension of GCNt,s and ‘const’ is a term independent
of Nf . Note that the above expression for CCSI−Fb is identical to the CCSIT formula except for
the multiplicative µ factor upfront. Extensive simulations confirmed the 2−
2Nf
N scaling for this so-
called ‘power efficiency factor’ µ for many cases of practical interest. This calculation - reported in
detail in [18] - utilizes many novel ideas that our current thesis builds upon and extends to general
feedback scenarios. One shortcoming of this work lies in the construction of the approximation for
CCSI−Fb, where the final approximation is obtained as an upper bound for an initial lower bound
on CCSI−Fb. Two extensions to this work in the current thesis are enabling the final result to hold
for a general distribution of the channel matrix and re-computing the final expression for CCSI−Fb
through an alternate approach to avoid the above non-rigorous argument. Before discussing our
solution to the above question, let us look at other possible feedback scenarios as well.
6In addition to the P = ρ
2
s I case, one can consider the case of a general P matrix. Recall that
the Stiefel manifold V Fn,k is formed by the set of all matrices in Fn×k with k orthonormal columns
satisfying n ≥ k [15]. The receiver forms a code of 2Nf entries over the Stiefel manifold V CNt,s and
feeds back the index of the matching codeword in Nf bits in lieu of the actual Vs matrix. Since
the statistics of d1, . . . , ds is known at the transmitter and v1, . . . , vs are precisely the right singular
vectors corresponding to the s largest singular values, the transmitter can assign unequal powers
to different eigenbeams to obtain a higher rate than by setting P to be equal to a scaled identity
matrix. For example, if the singular values in a correlated 2 × 2 channel matrix satisfy d1 > d2
with probability one, a scheme allotting more power along v1 than v2 would always outperform a
strategy allocating equal power along both directions. A second, and arguably more important,
application of Stiefel feedback occurs in cases where a unitary matrix must be quantized. Since GCn,k
collapses to a single point when k = n, it cannot be used for quantizing a unitary matrix. This
situation arises when we implement the complexity-constrained Geometric Mean Decomposition
scheme of [51] using finite-rate feedback. In this scheme, a square channel matrix H is expressed
as H = ARPH , where A and P are unitary matrices and R is an upper triangular matrix with
diagonal entries all equal to the geometric mean of the singular values of H. The implementation
of this technique requires the knowledge of P at the transmitter, for which we have to perforce
resort to Stiefel quantization techniques. The question of Stiefel feedback - in either the context
of either the conventional SVD-based scheme or the low complexity GMD scheme - has not been
analyzed before to the best of our knowledge.
Apart from the above two schemes, the fundamental question of feeding back the input
covariance matrix remains. In fact, a significant portion of this thesis is devoted to addressing
precisely this question. In contrast to the numerous papers enlisted in [70] addressing Grassmannian
feedback, only one paper namely [17] addresses theoretically the question of feeding back the optimal
input covariance matrix. The principal reason for lack of analysis of this question seems to lie
in the technical challenges precluding any convenient analysis of the set of positive semi-definite
matrices under rank and trace constraints. Even for a Rayleigh channel, the probability density
7function (p.d.f.) of the waterfilling matrix Qopt is not known in closed form. Since it is known to
be non-uniformly distributed over the set of positive semi-definite matrices, standard tools based
on random vector quantization cannot be directly applied. Unlike the Grassmann case, there is
no standard volume measure to integrate for computing the volume of these manifolds. Since
standard matrix differential calculus cannot be applied on rank-deficient matrices, the capacity
loss must be quantified through tedious linear-algebraic manipulations. In our work however, we
employ a variety of varied tools from asymptotic random matrix theory, Riemannian geometry and
multivariate statistics to resolve these problems in a systematic and a surprisingly straightforward
manner. Further, by formulating counterparts to the commonly employed Grassmannian objects
on our new manifolds of positive semi-definite matrices, a formal framework is constructed on which
future analysis of feedback of optimal input covariance matrices can base itself upon.
Formally, one can define the achievable rates under infinite and finite-rate feedback as
CCSIT , EH log det (I + HQoptHH),
and
CCSI−Fb , EH log det (I + HQˆoptHH),
where Qˆopt is the quantized version of the covariance matrix Qopt. The question, as before, is
to analyze the variation of CCSIT − CCSI−Fb with respect to the feedback rate Nf . In [17], the
covariance matrix for a Nr receive and Nt transmit antenna system is constrained to lie in the set
{Q ∈ CNt×Nt | Q ≥ 0, tr(Q) = 1, rk(Q) ≤ s}. In the above equation, ‘rk’ stands for the rank of
the matrix, and Q ≥ 0 indicates the non-negative definite (or positive semi-definite) nature of Q.
This structure is motivated by their analysis technique of representing Q as TTH , where T is an
arbitrary Nt × F matrix with F , min{Nr, Nt}. Lack of provision for temporal power allocation
allows the trace to be restricted to a constant. Under such conditions, they quantize vec(T )‖vec(T )‖ over
a suitable Grassmann manifold and show that the capacity loss exhibits a O
(
2
− Nf
2FNt−2
)
behavior.
Later in the thesis, we shall see that the authors of [17] not only get a loose scaling within the O(.)
term, but the excessively-large multiplicative factor upfront forces their lower bound for CCSI−Fb to
8yield a negative value for most values of feedback bits with practical relevance. For example their
lower bound on the achievable rate computed for a 4 × 4 Rayleigh-faded system constrained by a
short-term power constraint of 4 dB remains negative for all values of Nf up to the unreasonably
large value of 250 bits . This observation regarding the inaccuracy in the answer of [17] renders
their calculations inoperative and implies that this thesis constitutes effectively the first work to
address the question of covariance feedback.
Note that the term ‘covariance feedback’ has been used before in [46] and [101] to indicate a
completely different scenario, namely that of the feedback of the covariance between the different
elements of H. In this work however, ‘covariance feedback’ refers to the feedback of the optimal
input covariance matrix to be used by the transmitter. While the previous scenario is unconnected
to our present analysis, we note that a unique feature of our work is that it is applicable to all
distributions of the channel matrix H. This allows our results to hold for the case when the entries
of the channel matrix are correlated to one another as in the models discussed in [12,67,89,99,119],
unlike most papers on finite-rate feedback that concentrate exclusively on the Rayleigh distribution.
1.2 Contributions of Thesis
Summarizing the discussion above, we note that a preponderant majority of works in finite-
rate feedback have concentrated on the Grassmannian scheme, and variations on the theme continue
to elicit current interest. While this effort, encapsulated in a compendious overview in [70], has
yielded some promising insights, many simple and fundamental questions remain unanswered. In
this thesis, we analyze not only the Grassmannian scheme but also the feedback of the input co-
variance matrix and the right singular vectors of the channel matrix. The principal aim of the
analysis is to obtain the variation of CCSIT − CCSI−Fb with respect to the feedback rate Nf . Fur-
ther, having noted the shortcomings of earlier attempts at digital feedback analysis, we can place
certain requirements on both our approach methodology and final solution. First and foremost,
the analysis should be mathematically rigorous. Unlike earlier analyses, steps should not be justi-
fied post-facto through simulations or other heuristics. Secondly, we note that current analysis on
9Grassmann feedback as in [19] and covariance feedback in [17] have little in common. In contrast,
one would ideally like to keep manifold-specific computations and ad-hoc techniques to the absolute
minimum. The analysis in all the papers that we referred on Grassmann feedback relied critically
on the feedback information being uniformly distributed over the manifold; in contrast, we would
like to analyze cases where the feedback information is not necessarily constrained to be uniformly
distributed over its source manifold. Further, these papers rely on the use of the chordal distance
metric for Grassmann quantization and the existence of specific integral measures for volume calcu-
lations. This limits the utility of their approaches as they cannot be extended to other manifolds,
say the Stiefel case, where there is no corresponding notion of the chordal distance. Thirdly, one
notes that with the exception of [17], almost all papers concentrate on the Rayleigh distribution
for the channel matrix. This has two disadvantages. First, this ignores cases where behavior of
non-Rayleigh distributions are dissimilar to calculations for the Rayleigh case. Second, this pre-
vents the analysis of antenna selection schemes under finite-rate feedback since the distribution
of the optimal submatrix chosen (by maximizing the achievable information rate) is not Rayleigh,
even if the overall channel matrix be so. Hence, we would like our results to be applicable for all
distributions of the channel matrix.
Under these requirements, we determined that the solution to the finite-rate feedback ques-
tions posed earlier is obtained through a geometric framework, which can be broken down into four
distinct steps.
• First, we view the feedback information as a source distributed over a Riemannian manifold.
• Second, we analyze the geometry of this manifold and in particular, compute its dimension
and manifold volume.
• Third, we analyze the performance of quantization codebooks over these manifolds.
• Fourth, we relate the capacity difference between finite and infinite feedback rate cases to
inaccuracy in feedback information.
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Let us look at these four steps in more detail below.
Step One [Conceptual Step]: The CSI being fed back is viewed as a point on a Riemannian
manifold. We have seen earlier that the matrix Vs and the subspace spanned by the columns of
Vs lie naturally on the Stiefel and Grassmann manifolds, respectively. For the covariance feedback
case, we consider a new manifold called the Pn manifold P(n,F, ∗ρ2, ∗s) covering eight different sets
of non-negative (or positive semi-definite) matrices under various trace and rank constraints. These
are given by the four attributes of matrix size, elemental field, trace constraint and rank constraint.
The matrix size is denoted by the finite positive integer n. For enabling potential application in
antenna selection, it takes any integer value between 1 and Nt. The field from which the elements
of the matrix are drawn is denoted by F and this can take the values R or C. The trace constraint
can be expressed either by an inequality tr(Q) ≤ ρ2 or an equality tr(Q) = ρ2. We would see
later this allows us to handle both short and long-term power constraints. The rank constraint can
similarly be expressed either by an inequality rank(Q) ≤ s or an equality rank(Q) = s, where
s is any integer less than min{Nr, Nt}. Choosing combinations within the two choices for each of
the latter three attributes gives us the eight manifolds, collectively called the Pn manifolds.
Step Two [Geometric Step]: We discuss the geometry of these spaces in detail and show that
assuming different distance metrics in quantization has minimal impact on the succeeding calcula-
tions. This removes the unnatural importance given to the chordal distance metric in Grassmann
feedback schemes. The important notion of the normalized volume of the ball in the manifolds,
which has found use earlier in many contexts is evaluated for our manifolds in a completely generic
manner, which clarifies the use of the so-called ‘engineering approximation’ by [20]. Our procedure,
combining a formula from Riemannian geometry [36] with some recent results in multivariate anal-
ysis [21,22], generalizes the ad hoc methods used for similar computations in [16] and [7] and yields
a closed-form formula. For the Grassmann and Stiefel manifolds, we show that the precise series
expansion for the volume of a geodesic ball can be obtained, which solves a long-standing question
attempted unsuccessfully before by many authors including [7, 16, 43]. This result is used by us in
many calculations, including the coding theoretic bounds of Hamming and Gilbert-Varshamov.
11
Step Three [Source Coding Step]: After discussing source code design criteria on the manifold
with different perspectives in mind, we concentrate on two different code books over our manifolds.
Using a finite size random code book, the expected distortion caused by quantizing an arbitrarily
distributed source over a general Riemannian manifold is bound between asymptotically tight
limits. A variety of simulations confirm the tightness of our bounds even for a small number of
transmit antennas. This random code book is shown to be asymptotically optimal in quantizing
certain sources on the manifold, extending earlier work of [20] and [58]. By extending an analysis
of [109], we also analyze a general sphere-packing code and bound the maximum distortion under
quantization using it. A further generalization rises from the fact that we define distortion as any
integral power k of the distance between the realization and its quantized value in contrast to
the customary practice of assuming k = 2. The fact that these results hold for the CSI being
arbitrarily distributed over arbitrary manifolds helps us avoid repeating tedious calculations for
each feedback scenario.
Step Four [Channel Coding Step]: Linear-algebraic manipulations are used to understand
the susceptibility of the CCSIT expression with respect to small variations in the CSI parameter of
interest. Instead of invoking Wirtinger’s calculus by virtue of CCSIT being a non-analytic function
of CSI, we adopt a perturbative approach to bound the difference between CCSIT and CCSI−Fb.
This bounding is done in a manner so as to enable us to analyze separately the degradation caused
by finite-rate quantization and the benefit of coding strategies. The capacity loss for a channel
under an arbitrary probability distribution is shown to have a O(2−
2Nf
N ) behavior for Grassmann
feedback and O(2−
Nf
N ) for other cases, where N is the dimension of the underlying manifold.
Apart from satisfying the constraints mentioned for the solution, the geometric framework
also affords some ancillary benefits. All works on finite-rate feedback before this thesis concen-
trated on the short-term power constraint (STPC) alone; we handle both STPC and the long-term
power constraint (LTPC) using our Pn manifold setup. Antenna selection had not been analyzed
before either using Grassmannian or covariance feedback. This has been performed as part of this
work yielding some non-intuitive insights about its performance under feedback. The ball volume
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question on Grassmann and Stiefel manifolds, which had eluded a solution for some time now,1
has been resolved successfully.
This thesis is organized into five chapters. Chapter 2 studies the geometry of the Pn manifolds
and also quantization of sources on arbitrary manifolds. Chapter 3 utilizes the results of the previous
chapter to study the performance of MIMO systems under various kinds of covariance feedback.
Chapter 4 extends this geometric framework to Grassmann and Stiefel feedback analysis. Chapter
5 concludes the thesis.
We use the following notation in this thesis. If Q is a matrix, Qt represents its transpose and
QH represents its conjugate transpose. The real dimension and the boundary of a manifold M are
written as dimM (or N) and ∂M , respectively. B(δ) represents a ball of radius δ in the manifold,
with distances being measured along geodesics. The real and imaginary parts of a complex number
z are indicated by <(z) and =(z), respectively. For a n×n matrix X, X > 0 and X ≥ 0 indicate
that the matrix is positive definite and positive semi-definite, respectively. Γ(z) is the usual gamma
function given by
∫∞
0 x
z−1e−x dx for <(z) > 0. Its two commonly used multivariate generalizations
Γm(a) and Γ˜p(a) are utilized in this paper and are defined as follows [78]:
Γm(a) = pi
m(m−1)/4
m∏
i=1
Γ
(
a− 1
2
(i− 1)
)
,
for <{a} ≥ m−12 , and
Γ˜p(a) = pi
p(p−1)
2 Γ(a)Γ(a− 1) . . .Γ(a− p+ 1),
for <{a} ≥ (p − 1). The action of the |.| operator depends on the operand. On a real scalar, it
connotes the modulus of the operand; on a complex scalar, it refers to the absolute value; on a
matrix, it means the determinant, and on a set, it denotes the cardinality. While Id represents
the abstract identity element on a manifold, I represents the standard square identity matrix. The
tangent space at point p of a manifold M is denoted as TpM . The differential of a function f at
a point p ∈ M is denoted as dfp. χ(M) represents the set of all C∞ vector fields on M . Nr, Nt
and Nf represent the number of receive antennas, transmit antennas and feedback bits employed
1 Vide personal communication with Prof. Oldrich Kowalski, Prof. Lieven Vanhecke, Prof. D. V. Alekseevsky.
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per block, respectively. We follow the standard convention in referring to manifolds and points
on them. While U is a point on the unitary group U(s), Vs is a point on the Stiefel manifold
V Fn,k. In deciding the sign of curvature contractions, we use the convention of [23] as opposed to
the convention of [66] and [107]. The diameter of the manifold defined as the maximum distance
between any two points on it is denoted by dmax. Since ρ
2 is used within the power constraint on
the input covariance matrix, the Ricci curvature of the manifold is denoted by r. The acronym
‘s.t.’ stands for ‘such that’. The Big-O notation used is as follows: f(x) = O(g(x)) implies that
there exist positive real numbers B and xo such that f(x) ≤ B|g(x)| for all x > xo. We use the
. in the sense of a ‘main order inequality’. For two functions f1(.) and f2(.) of the feedback rate
Nf , f1(Nf ) . f2(Nf ) means that limNf→∞
a(Nf )
b(Nf )
≤ 1. & should be interpreted similarly.
Chapter 2
Pn Manifold : Theory
2.1 Overview
In this chapter, we begin the study of finite-rate feedback of optimal ‘input covariance matri-
ces’ from the channel-aware receiver to the transmitter in a multi-antenna single-user setup. Under
a block fading model for the channel matrix, the receiver computes the covariance matrix corre-
sponding to the current channel realization and feeds back information about it using a finite, say
Nf , number of bits per block. Our finite-rate feedback analysis is based on a geometric paradigm
whereby the feedback information is modeled as a source distributed over a Riemannian manifold.
In particular, the covariance matrix is represented by a point on a new class of surfaces - called the
Pn manifolds - which involve various sets of non-negative definite matrices coupled with specifica-
tion of rank and trace constraints. The analysis in this chapter can be conceptually viewed as being
composed of two steps. First, the geometry of the specific Pn manifold representing the feedback
source is systematically studied. Second, the ability of a sphere-packing code and a random code
to accurately quantize an arbitrarily distributed source is characterized using geometric results on
ball volumes.
This chapter is organized into seven sections. Section 2.2 motivates our general solution by
solving numerically the achievable rate under finite-rate feedback for a 2 × 2 channel. Section 2.3
provides the system model and the classification of Pn manifolds. Section 2.4 analyzes the geomet-
rical properties of these quantization spaces. Results are provided on the Riemannian structure
of the manifold and the normalized volume of the geodesic ball, which allows for analyzing the
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quantization performance of our codebooks in Section 2.5. Section 2.6 concludes our chapter.
2.2 Motivating Example
As both a prelude to, and a motivation towards, our analysis, let us consider the following
simple numerical example. Consider a 2 × 2 channel modeled as y = Hx + n, where the
channel matrix H is Rayleigh-faded and the noise n ∼ CN(0, I). Let us constrain the input via
a long-term power constraint (LTPC) as EH tr(Qopt) = 5 dB. Standard wireless-communications
calculations, as in [111], yield the desired water-level ζ to be given as the solution to the fixed-point
equation
P
2
=
∫ ∞
ζ−1
(
ζ − 1
λ
)
p(λ) dλ,
where P is the average signal-to-noise ratio (SNR) constraint and p(λ) is the eigenvalue distribution
of the Wishart-distributed HHH matrix [113]. Solving this equation, we obtain the water-level
as 2.87 and the corresponding information rate achieved via this water-filling procedure across
space and time is given by CCSIT = EH log det (I + HQoptH
H) = 2.54 bps/Hz. By
noting that the above procedure is not merely causal but instantaneous allows for the receiver to
compute easily the optimal input covariance matrix Qopt for every realization of H. To feedback
this matrix, we need to construct a codebook of 2Nf entries over a suitable set, so that the index
of the closest codeword can be transmitted in lieu of the computed Qopt. An argument, based
on [35], can be used to show that the LTPC forces the trace to be constrained as tr(Qopt) ≤ 5.74.
This allows us to form a set S as the familiar cone of positive semi-definite matrices given by
S = {Q ∈ C2×2 | Q ≥ 0, tr(Qopt) ≤ 5.74}. Note that an element of this set can be represented
as
Q =
 q11 qR21 − jqI21
qR21 + jq
I
21 q22
 .
Using the explicit global coordinates q11, q
R
21, q
I
21, q22 and by defining the distance between two
points Q1 and Q2 using the Euclidean metric as d(Q1, Q2) = ‖Q1 − Q2‖, one can compute the
volume of the manifold and the volume of a small ball (defined as the set of points in the same set
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S within a distance of δ from the chosen center) numerically either through symbolic software or
by Monte-Carlo methods. For example, the manifold volume is given by the integral
V ol(S) =
∫ ∫
C
∫ ∫
dq11dq
R
21dq
I
21dq22,
where C = {q11, qR21, qI21, q22 | q11 > 0, q11q22−(qR21)2−(qI21)2 > 0, q11+q22 ≤ ρ2} excludes only
a set of measure zero. This allows us to obtain the normalized volume of the ball (or the ratio of the
volume of a ball to the volume of the manifold) as µ(B(δ)) , V ol(B(δ))V ol(S) = 0.0348 δ4 (1 +O(δ2)).
To estimate the susceptibility of the information rate expression to quantization errors, we note
that the difference log(1 + Ph21) − log(1 + (P + ∆P )h21) can be approximated up to the first
order as ∆P. h
2
1+Ph2
. Using functional calculus, it would be shown later in the chapter that this
result for scalars can be extended to the matrix case to obtain
log det (I + HQHH) − log det (I + H(Q+ ∆Q)HH)
≤ ‖∆Q‖ ‖HH(I +HQHH)−1H‖ (1 +O(‖∆Q‖2)).
This expression is independent of the provenance of ∆Q, be it induced by quantization or faulty
feedback transmission or mismatch arising from feedback delay. We shall be interested in bounding
‖∆Q‖ for quantization errors, and for doing so, we can construct a sphere-packing code on the set
S. It turns out that we can invoke the Hamming bound to obtain that ‖∆Q‖ ≤ 4.63 2−
Nf
4 . Since
this bound is independent of H, we can bound the difference between the infinite and finite-rate
feedback cases as
CCSIT − CCSI−Fb , EH log det (I + HQoptHH) − EH log det (I + Hq(Qopt)HH)
≤ 2.04 2−
Nf
4
(
1 +O
(
2−
Nf
2
))
.
In the above expression, q(Qopt) reflects the quantized version of the optimal input covariance
matrix; and EH‖HH(I +HQHH)−1H‖ was evaluated through a Monte Carlo simulation.
This basic idea can be extended greatly through the use of Riemannian geometry. First, the
input and channel matrices can arise from either the real or complex field. Second, we can take
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arbitrary values for the number of transmit and receive antennas. Third, we can take either an
inequality constraint on trace (as above, reflecting a LTPC) or an equality constraint of the type
tr(Q) = ρ2 reflecting a short-term power constraint. Fourth, guided by one of our random-matrix
theoretic computations guaranteeing fast convergence of rank of the optimal input covariance matrix
to a deterministic constant, we can assume either an inequality rk(Q) ≤ s or equality constraint
rk(Q) = s, where s is a positive integer not more than the number of transmit antennas. Fifth,
we can take arbitrary distributions of H including non-Rayleigh and correlated pdfs for the entries
Hij . Finally, we can seek to analyze covariance design schemes other than the standard water-filling
as well.
2.3 System Model and Manifold Classification
2.3.1 System Model
Consider a single-user MIMO link channel with Nt transmit and Nr receive antennas, modeled
as
y =
√
γHx + n.
Here, y ∈ FNr , γ ∈ R+, H ∈ FNr×Nt , x ∈ FNt , and n ∈ FNr . The channel matrix H arises
from a stationary and ergodic fading process. We do not constrain the probability density function
(p.d.f.) of H to have a certain structure; in particular, it need not be Rayleigh or Rician distributed.
We do not constrain the individual elements Hij to be either independent nor do we require them
to be identically distributed. In addition, we shall assume a block fading model for H, wherein
the realization remains constant over a number of symbol durations. The noise process n varies in
an independent and identically distributed (i.i.d.) fashion across each time instant. Depending on
whether F = R or C, we shall model the noise as either n ∼ N(0, INr) or n ∼ CN(0, INr).
The receiver is assumed to know precisely the instantaneous realization of H. At the begin-
ning of each block, it employs a delay-free, error-free feedback channel to send Nf bits of informa-
tion. Since the receiver knows the channel matrices, it can implement the desired system strategy
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(be it antenna selection or conventional waterfilling) and calculate the input covariance matrix Qopt
that the transmitter should employ. To precisely formulate the question under consideration, we
formally define the achievable rates CCSIT and CCSI−Fb below.
Definition: Predicated on the perfect availability of the optimal input covariance matrix
Qopt with the transmitter, the maximum achievable information rate is denoted by CCSIT. For
F = C, this is given by
CCSIT , EH log det (I + HQoptHH).
The CCSIT expression corresponds to the scenario when an infinite number of bits are available
for feedback , i.e. as Nf → ∞. When Nf is finite, a codebook with 2Nf entries is constructed prior
to the commencement of transmission and made known to both the transmitter and the receiver.
Once the optimal input covariance matrix Qopt is found, it is mapped to the nearest codeword
q(Qopt). The index of this codeword serves as the feedback information. The system operation
showing our feedback procedure is provided in Figure 2.1.
Definition: The maximum information rate possible under the employment of q(Qopt) in
place of the optimal input covariance matrix by the transmitter is denoted as CCSI−Fb. For F = C,
this is given by
CCSI−Fb , EH log det (I + Hq(Qopt)HH).
Note that, since the channel matrix H changes independently across block boundaries, the
code book-based approach of having a fixed code book over a manifold and quantizing each time
over it is justified. Else, a differential coding technique exploiting the correlation across blocks
could be more useful.
The principal aim of this chapter is to analyze the variation of CCSIT − CCSI−Fb with respect
to Nf . Along the way to obtaining this answer, we shall develop various tools and results that are
more general in their applicability than their immediate application in this chapter warrants. This
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Figure 2.1: Fundamental feedback diagram.
is a consequence of our analytic paradigm derived using insights from Riemannian geometry, which
can be broken down into four distinct steps.
(1) View the feedback information as a source distributed over a manifold.
(2) Compute geometric parameters like dimension, coordinates, geodesic distance, manifold
volume and ball volumes.
(3) Analyze performance of various quantization codebooks over these manifolds.
(4) Relate the capacity difference between infinite and finite feedback rate cases to inaccuracy
in feedback information.
2.3.2 Manifold Classification
The first step, as mentioned in the previous section, is to view the feedback matrix Qopt as
a point on some manifold. Recall that a manifold is essentially a set endowed with a topological
structure. In this section, we shall ignore the topological aspects and seek instead to describe Qopt
as a member or a source distributed over certain sets. By virtue of being an input covariance
matrix, it is clear that Qopt would be non-negative definite. Depending on the system constraints
however, we shall classify the space of non-negative matrices into many categories, thus effectively
locating Qopt as a point on a much smaller manifold.
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The first variable is the size n of the matrix Qopt. Conventionally, n would be equal to
the number of transmit antennas antennas Nt. It is the possibility of employing transmitter-side
antenna selection that calls for n ≤ Nt. We allow for all integer values of n from 1 to Nt.
The second parameter is the field F from which the elements Qij are drawn. While the
complex field, i.e. F = C is a natural choice, we include the real field F = R in this chapter for
completeness from a mathematical perspective.
The third parameter pertains to the trace constraint on the Qopt matrix. If we have a short-
term power constraint of the form tr(Qopt) ≤ ρ2, the transmitter would always transmit at this ρ2
power level. The eigenvalues of the Qopt matrix are hence obtained via water-filling across space,
with the constraint tr(Qopt) = ρ
2. This is an equality constraint on the set of non-negative definite
matrices, i.e. the matrix Qopt would be a point on the set of matrices satisfying tr(Q) = ρ
2. A
corresponding inequality constraint can be shown to hold under a long-term power constraint. If
we impose a condition that EH tr(Qopt(H)) = P , then the optimal input covariance matrix
is obtained through water-filling across both space and time. By modifying the result in [35] to
include block fading and the Nt 6= Nr condition, it is shown later in example 5 that the Qopt
matrix satisfies tr(Q) ≤ min(Nr, Nt) ζ, where ζ is the solution of the fixed point equation
P
min(Nr, Nt)
=
∫ ∞
ζ−1
(
ζ − 1
λ
)
p(λ)dλ,
with p(λ) being the p.d.f. of an unordered eigenvalue of H. Here, we can quantize Qopt over the
set of non-negative matrices with a constraint tr(Q) ≤ ρ2, with ρ2 , min(Nr, Nt) ζ.
The fourth and final parameter comes from the rank of the input covariance matrix. In
the absence of any information about the rank of Qopt, we can annul the rank constraint by
specifying rk(Q) ≤ n, where n is the size of the matrix itself. The following theorem motivates
the consideration of a fixed non-full rank constraint on our sets.
Theorem 1 For the optimal input covariance matrix determined by water-filling under a short-
term power constraint, the ratio of its rank to its size converges almost surely to a deterministic
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function of the signal-to-noise ratio as the number of transmit and receive antennas grow to infinity
with their ratio approaching a finite constant.
Since the proof techniques are ancillary to those used elsewhere in the chapter, we have rele-
gated the proof to Appendix A.1. Our simulations show that not only does the rank asymptotically
converge, but even for moderate number of antennas, one can approximate the rank using
rk(Qopt)
min{Nt, Nr} ≈ 1−
∫ β
γρ2
ν−1
−∞
f˜β(λ) dλ.
Here, we have considered the power constraint as tr(Qopt) = ρ
2, β is the limit of the ratio NtNr as
Nt, Nr →∞. Equations for f˜β(λ) and ν are given in Appendix A.1. Denoting the block length by
N1 and the number of symbol instants over which γ is constant by N2, we have the following two
cases depicted in figure 2.2:
(1) If N2  N1, then the rank of Qopt does not change over each block. Hence, the quantiza-
tion surface of Qopt can be limited to the set with rk(Q) = s, where the integer s (≤ n)
is a deterministic function of the system SNR.
(2) If N2 ≈ N1, then the rank is likely to change arbitrarily and we are forced to quantize
over a set with rk(Q) ≤ n. However, if γ changes up to a certain upper bound, we can
quantize Qopt over a set with rk(Q) ≤ s.
Summarizing the above discussion, we note that input covariance matrices can be classified
into eight different manifolds, denoted below as the Pn-manifolds. These are given by four attributes
namely, matrix size, elemental field, trace constraint and rank constraint. These manifolds are
pictorially depicted in Figure 2.3. For later use, we note that when our results are agnostic to
whether we have a trace equality or inequality, we indicate it by writing ∗ρ2. If the same trace
constraint applies on the Pn manifolds on both sides of an equation, we simply write ∗ for the
third parameter of the Pn manifolds. A similar notational convention is used for the fourth rank
parameter as well.
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Figure 2.2: Block fading model.
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Figure 2.3: Classification of the Pn manifolds.
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Example 1 While the definitions follow from Figure 2.3 itself, we explicitly define two manifolds
for clarifying our notational convention.
P(n, R, ≤ ρ2, ≤ s) = {Q ∈ Rn×n | Qt = Q, ∀x ∈ Rn, xtQx ≥ 0, tr(Q) ≤ ρ2, and rk(Q) ≤ s}.
P(n, C, = ρ2, = s) = {Q ∈ Cn×n | ∀x ∈ Cn, xHQx ≥ 0tr(Q) = ρ2, and rk(Q) = s}.
Note that in the above definitions, the non-negativity of the matrix ensures QH = Q in the
complex case. In the real case, one encounters matrices like
 1 1
−1 1
, which are not symmetric
(i.e. Qt 6= Q) and yet satisfy xtQx ≥ 0, ∀x ∈ R2. This necessitates the additional inclusion of
Qt = Q as a constraint in the definition of our real Pn manifolds.
Remark 1 When rk(Q) = n, then Q is a positive definite matrix. The geometry of such sets is
different from the case when rk(Q) = s 6= n. Topologically, the full rank case with tr(Q) ≤ ρ2
is flat under the Euclidean metric on its coordinates. Statistically, easier techniques apply to this
case with books being available devoted exclusively to its study [10].
Remark 2 The imposition of a rank equality constraint motivates the engineering architecture
shown in Figure 2.4. Following [53], system mode in the figure refers to the rank of the input covari-
ance matrix which remains constant over many blocks allowing us to quantize over P(n, F, ∗, = s).
Note the analogous use of the terms ‘outer loop’ and ‘inner loop’ power control in UMTS and IS-95
systems [121].
Our work on rank adaptation and use of rank-constrained positive semi-definite matrices
for quantization marks an extension and a generalization of several previous works. [54] discusses
mode feedback for precoder design under operation of the channel via beamforming. The optimal
number of beams, which reflects the rank of the input covariance matrix during Grassmannian
quantization, is calculated by both [98] and [20]. Mode selection is also discussed in other contexts
by [59] and [92]. An alternate approach of dividing up feedback bits amongst multiple code books
- one for each rank - is discussed in [68].
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Figure 2.4: Block diagram reflecting dynamic mode decision and covariance matrix feedback.
26
2.4 Geometry of the Manifolds
A manifold is, roughly, a space which locally resembles the well-known Euclidean space.
We wish to claim that our sets constitute manifolds of some type. To do so, we recall the precise
definition of a n-dimensional manifold as a Hausdorff and second countable topological space which
is locally homeomorphic to Euclidean space of dimension n [103]. If the manifold has an edge which
itself is a lower-dimensional manifold, then it is called a manifold with boundary. Edges typically
arise due to inequality constraints in the definition of manifolds, such as tr(Q) ≤ ρ2 and xtQx ≥ 0.
It turns out that our sets have edges, but the edges are not smooth (or differentiable). Hence, our
surfaces are neither ‘manifolds’ nor are they ‘manifolds with boundary’. In the absence of any
standard notation for such surfaces, we call our surfaces manifolds with the understanding that
it is the interior of these surfaces that actually form manifolds.
The additional provision of a distance metric allows us to treat the interior of these sets
as real Riemannian manifolds. The usage of the word ‘real’ in the definition above can lead to
confusion, especially when viewed in the context of taking F = C in the definition of our manifolds
above. This is dispelled by understanding the precise definition of a complex manifold as one that is
covered by charts whose transition functions are analytic, which is a significantly stronger condition
than being smooth. All the manifolds in this thesis, including when the base field F = C, are
treated instead as real manifolds, and hence the term ‘dimension’ in the succeeding discussion shall
connote the real dimension only (as against the use of ‘complex dimensions’ by [43]).
It shall be seen that our Pn manifolds can be covered by a single coordinate chart. This
implies that given a Pn manifold of dimension N , a point on it can be identified by specifying
precisely N real numbers. The theorem below not only provides the dimensions, but also lists the
N numbers that are required to represent a point on these manifolds. In the theorem below, svec
or symmetric vectorization denotes the coordinates of a point on the manifolds.
Theorem 2 (1) The Pn sets, when associated with the standard Euclidean metric, represent
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connected manifolds of dimension N = dimM ,
N =

1
2s(2n− s+ 1) if M = P(n,R,≤ ρ2,= s);
2ns− s2 if M = P(n,C,≤ ρ2,= s).
(2.1)
The dimensions for the other Pn manifolds can be derived using the equations
dimP(∗, ∗, = ρ2, ∗ ) = dimP(∗, ∗, ≤ ρ2, ∗ ) − 1,
and
dimP(∗, ∗, ∗, = s ) = dimP(∗, ∗, ∗, ≤ s ).
(2) (a) For the real case, one can partition X ∈ P(n,R,≤ ρ2, ∗s) as follows:
X =
 As,s As,n−s
Ats,n−s An−s,n−s
 , (2.2)
where As,s and An−s,n−s are symmetric matrices. Except for a set of measure zero,
svec(X) is given by the s(n − s) + s(s+1)2 independent variables or coordinates given
by (As,s)i,j ∀i ≤ j, and (As,n−s)i,j ∀i, j.
(b) For the complex case, one can partition X ∈ P(n,C,≤ ρ2, ∗s) as follows:
X =
 As,s As,n−s
AHs,n−s An−s,n−s
 , (2.3)
where As,s and An−s,n−s are symmetric matrices. Except for a set of measure zero,
svec(X) is given by the 2ns−s2 independent variables or coordinates given by (As,s)i,i ∀i,
<(As,s)i,j ∀i < j, =(As,s)i,j ∀i < j, <(As,n−s)i,j ∀i, j and =(As,n−s)i,j ∀i, j.
(c) The ‘svec’ vector for the manifold P(∗, ∗,= ρ2, ∗) is obtained by ignoring the (s, s)-th
element of the matrix As,s in the ‘svec’ vector for its corresponding P(∗, ∗,≤ ρ2, ∗)
manifold.
The proof is in Appendix A.2. The above theorem is important for several reasons. The
Riemannian structure allows us to invoke geometric results for subsequent analysis. The dimension
28
of the manifolds, computed here, arises in characterizing the tradeoff between capacity loss and
the feedback rate. An interesting connection of the dimension of the manifolds of quantization
with the pre-log factor in the feedback scaling rate needed to emulate perfect CSITR performance
is discussed in [62]. The result on coordinates assists in understanding parametrization of the
feedback information. To enable a concrete representation of the abstractly defined Pn manifolds,
we analyze a few simple cases involving small values of n and s in the example below.
Example 2 Let n = 1 and F = R. Then P(1, R, ≤ ρ2, = 1) is simply the interval (0, ρ2].
Predictably, the formula for the dimension of this manifold yields dimP(1, R, ≤ ρ2, = 1) =
1
2 .1.(2.1 − 1 + 1) = 1. Again, by a formula above, dimP(1, R, = ρ2, = 1) = dimP(1, R, ≤
ρ2, = 1) − 1 = 0. This is understandable, as the manifold P(1, R, = ρ2, = 1) is a mere point
{ρ2}.
Now, let us consider the simplest non-trivial case of n = 2 and s = 1. It shall be seen
that for this particular case, a nice computational trick exists, which allows for explicit declaration
of the manifold. By our formulae above, dimP(2, R, ≤ ρ2, = 1) = 12 .1.(2.2− 1 + 1) = 2. The
manifold can be defined as
P(2,R, ≤ ρ2, = 1) =
Q =
a b
b c
 ∣∣∣∣∣ Q ≥ 0, tr(Q) ≤ ρ2, rk(Q) = 1
 .
If rk(Q) = 1, then det(Q) = 0 ⇔ b2 − ac = 0. Further,
Q is p.s.d. ⇔ ∀
x
y
 ∈ R2, (x y)
a b
b c

x
y
 ≥ 0
⇔ ∀
x
y
 ∈ R2, ax2 + 2bxy + cy2 ≥ 0.
If a = 0 in the above matrix, then from b2 − ac = 0, we would get that b = 0. Both a = 0
and b = 0 would imply that c > 0 to ensure the rk(Q) = 1 constraint. The manifold then
collapses to a lower dimensional interval c ∈ [0, ρ2]. So let us assume that a 6= 0. Then the above
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condition for non-negativity implies that
Q is p.s.d. ⇔ ∀
x
y
 ∈ R2, a(x + b
a
y
)2
+
(
c − b
2
a
)
y2 ≥ 0.
Since
(
c − b2a
)
= 0, by b2 − ac = 0, and (x + bay)2 ≥ 0, the above condition reduces to
simply a ≥ 0. Then, by b2 = ac, we get that c ≥ 0; and from tr(Q) ≤ ρ2, we get that
a + c ≤ ρ2. This motivates us to claim that, ignoring a set of measure zero,
P(2, R, ≤ ρ2, = 1) =
Q =
a b
b c
∣∣∣∣∣a > 0, c ≥ 0, a + c ≤ ρ2, b2 = ac
 .
To prove this, we only need to show that these new conditions are sufficient to recover the original
constraints. Since a > 0, rk(Q) ≥ 1 is guaranteed. From b2 = ac, we get that det(Q) = 0 and
hence rk(Q) < 2. This implies that rk(Q) = 1. Further, for any
x
y
 ∈ R2,
(x y)
a b
b c

x
y
 = a(x + b
a
y
)2
+
(
c − b
2
a
)
y2
= a
(
x +
b
a
y
)2
≥ 0.
The equalities above follow by noting that a > 0 and b2 = ac, respectively. This establishes the
equivalence of the two representations. This new definition of the manifold P(2, R, ≤ ρ2, = 1)
allows us to graphically depict it in Figure 2.5. We note that, if a set of measure zero is ignored,
two coordinates - a and c in the matrix representation above - suffice to uniquely identify a point
on this manifold. Also note that the boundaries of the manifold constituted by line segments turn
at sharp corners; hence the surface can only be called a ‘manifold with edge’ and not a formal
‘manifold with boundary’. For the manifold P(2, R, = ρ2, = 1), the dimension is obtained as
dim P(2, R, = ρ2, = 1) = dim P(2, R, ≤ ρ2, = 1) − 1 = 1. This is easily confirmed through
the above analysis as tr(Q) = ρ2 leads to c = ρ2 − a. The parameter b is then obtained as
b = ± √a(ρ2 − a).
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Figure 2.5: The manifolds P(2, R, ≤ 1, = 1) as viewed from different angles. The first picture is
a top view from atop the b-axis and the other three are from different points on the a-c plane.
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As a concluding remark, note that changing the rank constraint in the above cases to rk(Q) ≤
1 from rk(Q) = 1 amount to merely adding the zero point - representing the zero rank point - to
the coordinate set.
Example 3 In this example, we enumerate explicitly the coordinates for the full-rank case. Sub-
stituting s = n in the theorem statement above, we obtain the dimension as
N =

n(n+1)
2 if M = P(n,R,≤ ρ2,= n);
n2 if M = P(n,C,≤ ρ2,= n).
(2.4)
Noting the equivalence of the full-rank case to hermitian matrices (with the rigorous argument
presented in Appendix A.2), it can immediately be concluded that the coordinates needed to
describe any Q ∈ P(n, F, ≤ ρ2, = n) is obtained from the elements of svec(Q), where the
symmetric vectorization function ‘svec’ is defined as follows:
Q ∈ P(n,R,≤ ρ2,= n) ⇐⇒ svec(Q) , [Q1,1, Q2,1, Q2,2, . . . , Qn,1, . . . , Qn,n ]t
Q ∈ P(n,C,≤ ρ2,= n)⇐⇒
svec(Q) , [Q1,1, <(Q2,1), =(Q2,1), Q2,2, . . . , <(Qn,1), =(Qn,1), <(Qn,2), =(Qn,2), . . . , Qn,n ]t
It is rare to get such global coordinates for manifolds. We shall see later that the availability of
such global coordinates enable significantly simpler computation of volume of these manifolds.
By embedding our manifolds in their ambient spaces Fn2 , we define the distance between two
points P and Q on them via the standard Euclidean metric as
d(P, Q) , ‖ P − Q ‖.
It is instructive to note carefully that the ambient space for P(n, ∗, ∗, ∗s) is Fn2 and not RN , as the
latter constitutes merely a plane on which every local neighborhood can be projected. This implies
that ‖svec(P ) − svec(Q)‖ does not approximate the natural geodesic distance between points P
and Q on a non-full rank Pn manifold.
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Remark 3 While the Euclidean metric above is a good approximation of the natural geodesic
metric, the use of other distance metrics merits further consideration. The use of the formula
d1(P,Q) = log det(I +HPH
H)− log det(I +HQHH) is not permissible as it is not non-negative
for all P 6= Q. The use of the formula d2(P,Q) = |d1(P,Q)| is not permissible as it is not
differentiable and hence Riemannian geometric analysis cannot be summoned to study the surface
in any meaningful detail. The further modification of d2(P,Q) to render it differentiable (for
example, by squaring it) precludes accurate mathematical calculation of the manifold volumes, and
hence is not considered here.
In the asymptotic limit of the feedback rate approaching infinity, any distance formula which
is a ‘faithful’ metric is optimal and the Euclidean metric satisfies this requirement. Further, in
Chapter 3, we shall see that the capacity loss is upper bounded by an expression involving the
Euclidean distance metric. If we decide to minimize these upper bounds, then the logical step
would be to consider quantization on these manifolds under the same metric. Our argument above
is analogous to the arguments made in [58] and [20] motivating their choice of distance metrics in
their respective Riemannian manifolds.
The distance metric enables us to obtain the length of a side of an elemental hyper-cube.
It is by integrating, or adding, these elemental volumes that the volume of the entire manifold
is obtained. The computation of these volumes utilizes results of recent provenance in multivari-
ate statistics, such as the Jacobian formula from [21]. These are drawn from a limited pool of
results available for matrix transformations involving rank deficient matrices, as compared to the
compendious work available for full-rank matrices in [78].
Theorem 3 The volume of the manifolds is given by the following expressions:
(1) M = P(n,R,≤ ρ2, ∗s),
Vol(M) =
1
n− s+ 1 .
pi
ns
2
Γs(
n
2 )
.
(ρ2)ns−
s(s−1)
2
s! (s− 1)! ,
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(2) M = P(n,C,≤ ρ2, ∗s),
Vol(M) =
pi(n−1)s
Γ˜s(n)
.
(ρ2)2ns−s2
s! (2ns− s2)! .
s∏
i=1
(2n− s− i)!.i!.
The volume of the other Pn manifolds is obtained by combining the previous expressions with the
following result
Vol(P(∗, ∗, = ρ2, ∗)) = d
dρ2
Vol(P(∗, ∗, ≤ ρ2, ∗)).
Proof:
To illustrate the computational steps, we compute the volume of P(n, C, ≤ ρ2, = s) here.
The other cases are handled in Appendix A.3. A reader unfamiliar with volume calculations in mul-
tivariate statistics can skip this proof without hampering his/her understanding of the succeeding
material.
The Jacobian for the eigenvalue decomposition of a rank-deficient positive semi-definite ma-
trix in the complex case is given in [93] as follows: Let n and s be two positive integers such that
0 < s < n and consider a n × n positive semi-definite Hermitian matrix Q of rank s with decom-
position Q = E1ΛE
H
1 ∈ P(n, C, ≤ ρ2, = s), where the diagonal elements of Λ = diag{λ1, . . . , λs}
are positive eigenvalues in decreasing order, λ1 > . . . > λs > 0, and E1 ∈ V Cn,s. The volume element
is given by
(dQ) = (2pi)−s (
s∏
k=1
λ2n−2sk )
s∏
k<l
(λk − λl)2 (dΛ) ∧ (EH1 dE1), (2.5)
where,
(dΛ) = ∧sk=1dλk, (EH1 dE1) = ∧sk=1 ∧nl=k eHl dek,
and the matrix E1 is appended with an n×(n−s) matrix E2 such that the compound n×n matrix,
E = [E1 : E2] = [e1, . . . , es : es+1, . . . , en] is unitary. ∧ is the usual non-commutative product [78].
The the volume of the manifold P(n, C, ≤ ρ2, = s) can be obtained as
Vol(P(n, C, ≤ ρ2, = s)) =
∫
Q∈P(n, C, ≤ρ2, =s)
(dQ)
=
∫
E1∈V Cn,s
(EH1 dE1).
∫
D
(2pi)−s
(
s∏
k=1
λ2n−2sk
)
s∏
k<l
(λk − λl)2 (dΛ),
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where D = {λ1 > . . . > λs > 0,
∑s
j=1 λj ≤ ρ2}. This could be simplified as
Vol(P(n, C, ≤ ρ2, = s)) = Vol(V Cn,s).
(2pi)−s
s!
(ρ2)2ns−s
2
.∫
λj>0,
∑s
j=1 λj≤1
s∏
j=1
λ2n−2sj .
s∏
i<j
|λi − λj |2.
s∏
j=1
dλj .
We recall the Selberg’s generalization of the beta integral [79] for 0 ≤ m ≤ p, <(α) > 0, <(γ) >
0, <(β2 ) > −min
(
1
β ,
<(α)
p−1 ,
<(γ)
p−1
)
, xi ≥ 0,
∑p
i=1 xi ≤ 1, as
∫
. . .
∫
x1 . . . xm |4(x)|β
(
1−
p∑
i=1
xi
)γ−1 p∏
i=1
xα−1i dxi
=
Γ(γ)
Γ(γ +m+ αp+ β2 p(p− 1))
m∏
i=1
(
α+
β
2
(p− i)
) p∏
i=1
Γ(α+ β2 (p− i))Γ(1 + β2 i)
Γ(1 + β2 )
.
This beta integral formula has been used in wireless communications literature by Dai et al. [20]
on the Grassmannian volume measure [2]. Using the above result, the volume can be written as
Vol(P(n, C, ≤ ρ2, = s)) = Vol(V Cn,s).
(2pi)−s
s!
(ρ2)2ns−s2
(2ns− s2)! .
s∏
i=1
(2n− s− i)!. i!.
The volume of the complex Stiefel manifold is known from [78] to be
Vol(V Cn,s) =
2spins
Γ˜s(n)
. (2.6)
Here, Γ˜p(α) is the complex multivariate gamma function given by
Γ˜p(α) =
∫
X˜>0
|X˜|α−p.e−tr(X˜) dX˜
= pi
p(p−1)
4 .Γ(α)Γ(α− 1) . . .Γ(α− p+ 1),
where X˜ is a complex p × p matrix and <(α) ≥ p − 1. Substituting these results, we obtain the
volume as
Vol(P(n, C,≤ ρ2, = s)) = pi
(n−1)s
Γ˜s(n)
.
(ρ2)2ns−s2
s! (2ns− s2)! .
s∏
i=1
(2n− s− i)!.i!.
This theorem is important for our analysis as these volume formulae will be used later to
convert the volume of a ball to a probabilistic object of interest. A ball (or formally, a geodesic
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ball) over the manifold around a point P of radius δ is defined as
BP (δ) , { Q ∈M | d(P,Q) ≤ δ }.
As long as δ is small and we are not at the boundary of the manifold M , the volume of a ball is
independent of our choice of its center, and hence we shall drop the suffix indicating the center of
the ball. The normalized volume is the ratio of the volume of the ball to the volume of the manifold
given as,
µ(B(δ)) , Vol(B(δ))
Vol(M)
.
Lemma 4 The normalized volume of a geodesic ball in the P(n,F, ∗ρ2, ∗s) manifold is given by
µ(B(δ)) = cn,F,∗ρ2,∗s δN . (1 + O(δ2)),
where
cn,F,∗ρ2,∗s =
pi
N
2
Γ(N+22 ).Vol(P(n,F, ∗ρ2, ∗s))
. (2.7)
The (1 + O(δ2)) term can be omitted if the manifold is flat under the distance metric. In the
expression above, the volume of the different manifolds can be found by Theorem 3 and N denotes
the dimension of the respective manifold as derived in Theorem 2.
Proof: A relatively little-known result in Riemannian geometry due to Gray [36] states that
the power series expansion for the volume of a geodesic ball for some small radius δ around some
point m in a Riemannian manifold M of dimension N is given by
Vol(Bm(δ)) =
(
piδ2
)N
2
Γ
(
N+2
2
){
1 − τδ
2
6(N + 2)
+
−3‖R‖2 + 8‖r‖2 + 5τ2 − 18∆τ
360(N + 2)(N + 4)
δ4
+ O(δ6)
}
. (2.8)
Here R, r and τ are finite geometric constants defined in standard Riemannian geometric literature
like [23]. We do not define them here as we shall be ignoring the higher order powers of δ for our
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calculations in the regime of small values of δ. See the succeeding chapter for details. For a flat
manifold, the curvature terms vanish and we obtain the following formula,
µ(B(δ)) =
(piδ2)
N
2
Γ(N+22 )
.
1
Vol(M)
. (2.9)
where N = dimM . The statement of the lemma follows by noting that for small values of the
variable δ, one can approximate a power series in it by the term involving the lowest order exponent.
The above argument holds for any Riemannian manifold and hence, provides a theoretical
reasoning for the so-called ‘engineering approximation’ invoked and justified through numerical
simulations in [58] and [20]. The power of Gray’s result invoked above is further illustrated by
noting that it enables one to improve upon the results of a well-known paper in coding theory [7]
with a single-line computation.
An important observation here is to note that for any valid distance metric, the volume of
the geodesic ball is proportional to the radius raised to the power of its dimension. This exponent
plays a conspicuous role in every quantization bound derived below. We note for future reference
that we shall refer to the ball volume coefficient cn,F,∗ρ2,∗s as simply c, whenever the parameter list
(n,F, ∗ρ2, ∗s) is clear from the context.
Remark 4 Under the metric d(A,B) , ‖A−B‖, none of the Pn manifolds are flat. If the metric
dg(A,B) , ‖svec(A) − svec(B)‖ was adopted, then the Pn manifolds with full rank and a trace
inequality constraint would be flat. However the metric dg does not appropriate the natural geodesic
distance in non-full rank cases; and is hence not considered in this chapter.
2.5 Performance of Quantization Codebooks
Quantization is carried out by the channel-aware receiver using a pre-determined codebook
known to the transmitter as well. A codebook C of size K , 2Nf refers to the choice of K
points Q1, . . . , QK on the manifold M . Based on the transmission strategy, the receiver computes
the optimal input covariance matrix Qopt corresponding to the current channel realization H. A
37
realization of any such source over the manifold M can be quantized by choosing the closest element
of the given finite size codebook C, i.e. the quantization rule is given by
q(Qopt) = arg min
Qi ∈ C
[ d(Qi, Qopt) ]. (2.10)
To evaluate the performance of quantization codebooks, we define some parameters of interest
below. We denote the maximum quantization error possible as 4max, i.e.
4max = max
Q ∈M
d(Q, q(Q)). (2.11)
The distortion associated with this code is defined as
D(C) = E[ dk(Q, q(Q)) ], (2.12)
where the expectation is over the probability distribution function of Q (or equivalently H) and
k is an arbitrary integer. This marks a generalization over the convention of setting k = 2 for
analysis [20]. The rate-distortion tradeoff can be described by either the
• distortion-rate function
D∗(K) = inf
|C| = K
D(C), (2.13)
or the
• rate-distortion function
K∗(D) = inf
D(C) ≤ D
|C|. (2.14)
Over all choices of quantization codebooks, we thus find, as the D∗(K), the minimum achievable
distortion of a code limited to size K.
2.5.1 Quantization Codebook One: Sphere-Packing Code
In Chapter 3, we shall see that capacity loss can be bounded by an upper bound increasing
monotonically with 4max. With a view of minimizing this upper bound, we are motivated to
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minimize the maximum distortion possible, to which end, we must maximize the minimum distance
between the codewords on the manifold. This leads to a design criterion, namely
Csph = arg maxC : |C|=K dmin(C).
Concentrating on the code Csph generated through a sphere-packing procedure on our mani-
fold, we would like to understand its performance in quantizing the feedback information. Motivated
by concerns about analytical tractability of capacity difference calculations we would prefer that
our bound on the quantization distortion satisfy certain properties.
(1) The bound should be independent of the distribution of H and Q, or at least be easily
generalizable to different distributions of interest.
(2) The bounding technique should be applicable to an arbitrary Riemannian manifold; and in
particular, be easily computable for our manifolds of interest.
The following theorem provides a bound on the maximum distortion under quantization by the
code Csph that satisfies the above requirements.
Theorem 5 For sufficiently high Nf , the maximum distortion under quantization by the codebook
Csph with 2Nf points constructed over an arbitrary Riemannian manifold M can be bounded as
4max ≤ 2
(c 2Nf )
1
N
(
1 + o(2−
Nf
N )
)
,
where the constant c represents the coefficient of ball volume as defined in Lemma 4. The 1 +
o(2−
Nf
N ) multiplicative factor can be dropped if the manifold M is flat.
Proof: Recall that 4max = maxQ ∈ M d(Q, q(Q)), where M is the manifold over which
quantization is performed. We can break our argument into two distinct steps.
First, if the code constructed with K entries satisfies dmin > δ, then it is clear that balls
of radius δ2 around each entry would not overlap. Hence, these balls taken together cover only a
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subset of M . This enables us to write that
K.Vol
(
B
(
δ
2
))
≤ Vol(M)⇒ µ
(
B
(
δ
2
))
≤ 1
K
⇒
(
δ
2
)N
c ≤ 2−Nf ⇒ δ ≤ [2 c− 1N ] 2−
Nf
N .
This holds for any code C used for quantization over the manifold M , and is identical to the
Hamming bound. We have ignored the (1 + O(δ2)) term here in µ(B(δ)), since it can be easily
incorporated into our answer at a later stage.
Second, let us discard the code described above and construct a new code using the following
thought experiment. We visualize our codebook entries as centers of incompressible N -dimensional
balls of radius δ2 . We pack in these balls till no more balls can fit into our N -dimensional manifold,
i.e. we stop only when the interstitial spaces cannot accommodate an additional ball of radius δ2 .
We denote this packing of M as our code Csph with the ball centers being visualized as code entries
within Csph.
Two characteristics of this code Csph can be deduced from its construction procedure itself.
First, dmin of Csph is at least δ. This is because the balls have radius δ2 , and they cannot overlap
due to their incompressibility. Secondly, the maximum quantization error for this code Csph is less
than δ, i.e. 4max ≤ δ. This is seen by noting that if the quantization error d(Q, q(Q)) exceeded
δ, then it would mean that all codewords are at least δ away from the realization Q, enabling us
to place a ball of radius δ2 around Q - which would contradict our earlier assumption.
Combining these two results, both of which are valid for the code Csph, we obtain that
4max ≤ δ ≤ 2
(c 2Nf )
1
N
.
For a non-flat manifold, the right hand side of the above equation should be multiplied by a
1 + o(2−
Nf
N ) term.
The proof of the above theorem generalizes a result for the specific case of Grassmannian
GCn,1 manifold in [109] based on the ball volume calculations under the chordal distance metric
in [16]. This theorem provides a bound that is independent of the distribution of H, and hence is
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Figure 2.6: Diagram illustrating maximum quantization error incurred.
very amenable to capacity loss analysis.
2.5.2 Quantization Codebook Two : Random Code
A random codebook is one where each codeword is generated via an uniform distribution over
the manifold. They are not only easier to analyze, but later on in this section, it is also shown that
a random codebook is asymptotically (with the number of antennas and feedback rate) optimal
for quantizing sources uniformly distributed over manifolds. A discussion on construction of these
random code books is relegated to Appendix A.4.1. A note on an alternative approach to code
construction based on the exponential map is given in Appendix A.4.4.
The following theorem bounds within asymptotically tight limits the expected distortion
caused by the quantization of an arbitrary source on our manifolds by a random code, when the
distortion is based on the distance metric dk(Q, q(Q)). An identical expression (after substituting
k = 2 in the result below) with a similar-looking proof is given in [20]; however there are four
differences between their result and the following result.
• While [20] considers a source as uniformly distributed over their manifold and computes
the resulting D∗(K), we are interested in considering sources arbitrarily distributed over
the manifold and obtaining the expected distortion of a random code via an expression
independent of the source distribution.
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• While the previous result is restricted to the Grassmann manifold, our result - because of
the generality offered by the powerful theorem of Gray [36] on geodesic balls - extends to
all Riemannian manifolds.
• The improved upper bound for flat manifolds is new.
• The result is now true for all valid distance metrics d (as opposed to the chordal distance
metric used before), and to the exponents computed thereby; as in dk(Q, q(Q)) for all values
of k ∈ R, instead of merely k = 2 in previous results.
Theorem 6 For sufficiently large code size K, the expected value of the distortion in using a
random code for quantizing a source arbitrarily distributed over an arbitrary Riemannian manifold
can be bounded, within asymptotically tight limits, as in
N
N + k
(cK)
−k
N (1 + o(1)) ≤ D ≤ Γ(
k
N )
N
k
(cK)
−k
N (1 + o(1)),
where D = ECrand D(Crand) and c is the coefficient of ball volume described in Lemma 4 before.
If the manifold is flat, then the upper bound can be improved as
D ≤ (c)− kN
K∑
i=0
(−1)i
(
K
i
)
1
Ni
k + 1
.
Proof: We are interested in bounding the expected distortion faced by an arbitrary source
on the manifold under the distance metric dk(Q, q(Q)). We have,
ECrand D(Crand) = ECrand EQ dk(Q, qCrand(Q))
= EQ ECrand d
k(Q, qCrand(Q))
= EQ
∫ ∞
0
x dFC(x).
where, FC(x) = Pr
(
dk(Q, qCrand(Q)) ≤ x
)
.
The first equality follows from the definition of average distortion; the second from exchange of the
two expectations and the third by using a well-known formula for expressing the expected value of
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a positive random variable using its cumulative distribution function (c.d.f.). Now, FC(x) can be
further expressed as,
FC(x) = Pr
(
min
Pi∈Crand
dk(Q,Pi) ≤ x
)
≤
K∑
i=1
Pr
(
dk(Q,Pi) ≤ x
)
= Kµ(B(x
1
k )).
The first simplification is based on the quantization process that associates the closest codeword
with the given realization. The second step uses the union bound, and the third is based on the
definition of the normalized volume of a geodesic ball.
Since Pi was uniform over the manifold M , we obtained Kµ(B(x
1
k )), and the entire expression
is independent of Q’s distribution. We can thus infer that, FC(x) ≤ min(1,Kµ(B(x 1k ))). Defining
an empirical distribution for a code C∗ as
FC∗(x) =

0 x ≤ 0;
K.µ (B (x
1
k ) ) 0 < x ≤ x∗;
1 x > x∗,
(2.15)
we note that this minimizes the distortion of the code since, we can use integration by parts to
show that, ∫ ∞
0
x dFC(x)−
∫ ∞
0
x dFC∗(x) =
∫ ∞
0
( FC∗(x)− FC(x) ) dx ≥ 0.
Note that the new code C∗ is a theoretical construct. While it may or may not exist in practice, it
provides us with an useful lower bound as follows:
ECrand D(Crand) ≥
∫ x∗
0
x d(K.µ (B (x
1
k ) )).
We use the expression cδN for the normalized volume of the ball, and get x∗ throughK.µ (B ((x∗)
1
k ) ) =
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1 ⇒ x∗ = 1
(Kc)
k
N
. Then,
ECrand D(Crand) ≥
∫ x∗
0
x d(K.µ (B (x
1
k ) ))
=
∫ x∗
0
N
k
x Kcx
N
k
−1 dx
=
N
N + k
(Kc)−
k
N .
In the above calculations, we ignored the higher-order terms in the volume expansion. Their
incorporation into the above calculation does not change the structure of the final answer; but we
must then include a (1 + o(1)) term multiplied with our lower bound.
For the calculations on the upper bound, we have,
ECrand D(Crand) = EQ ECrand dk(Q, qCrand(Q))
= EQ ECrand min
Pi ∈Crand
dk(Q,Pi)
= EQ EWK (WK),
where, WK = min(X1 , . . . , XK) for i.i.d. variables Xi = d
k(Pi, Q) ∀i ∈ {1, . . . ,K}. Note that
the distribution function of Xi is given by FXi(x) = µ(B (x
1
k ) ).
If the manifold is flat, then the formula of the normalized volume µ(B(.)) has only one term
and consequently the c.d.f. of WK is given by
FWK (x) = 1− (1− cx
N
k )K .
Then,
E(WK) =
∫ ∞
0
Pr(WK > x) dx
=
∫ x∗∗
0
(1− cxNk )K dx,
where, x∗∗ satisfies FWK (x
∗∗) = 1 ⇒ x∗∗ = (1c )
k
N . Simplifying the above expression, we get
ECrand D(Crand) ≤ (c)−
k
N
K∑
i=0
(−1)i
(
K
i
)
1
Ni
k + 1
.
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If the manifold is not flat, then the c.d.f. of WK can be upper bounded, as in [20] using a
result from extreme-order statistics [30], as
FWK (x) < exp(−K.FXi(x))
⇒ E(WK) ≤
∫ dkmax
0
exp(−K.FXi(x)) dx,
where dmax is the maximum distance between two points on the Pn manifold. Choose any real
number r > −τ6(N+2) , where τ is the scalar curvature of the manifold, so that for sufficiently large
K,
F (x) ≥ Flb(x) = cx
N
k (1− xo)r ∀x ∈ [0, xo),
with xo , (K.c)−
k
N Following [20]’s approach,
E(WK) ≤
∫ dkmax
0
exp(−K.Flb(x)) dx
≤
∫ xo
0
exp(−K.Flb(x)) dx+ dkmax exp(−K.Flb(xo)).
After some simplification,
E(WK) ≤
Γ( kN )
N
k
.(K.c)−
k
N .(1− (K.c)− kN )− krN + dkmax exp(−KFlb(xo)).
This implies,
lim
K→∞
E(K
k
N .WK) ≤
Γ( kN )
N
k
.(c)−
k
N
⇒ ECrand D(Crand) ≤
Γ( kN )
N
k
.(K.c)−
k
N (1 + o(1)).
Note that we did not evaluate the expectation over Q in obtaining the upper bound in the
theorem above. This allows us to invoke this result later in bounding the capacity difference in
Theorem 9. The applicability of this theorem on random codewords goes beyond its immediate
use in our capacity analysis. We verified the tightness of our bounds by computing the ratio of the
upper to lower bound over our manifolds of interest and plotting the result in in Figure 2.7. For
the full rank case with F ∈ {R,C} and the number of representation levels K ∈ {8, 6, 12}, the
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ratio dropped rapidly from around 1.45 for two-antenna systems to less than 1.05 for systems with
number of antennas exceeding four. The same trend of rapid convergence was obtained even when
we scaled the feedback as a linear function of the number of antennas. These numerical results
were heartening as they showed that not only are the bounds asymptotically tight, but the ratio
is virtually equal to one even for as few as 4 or 6 antennas at the transmitter. This gives us a
strong platform based on which we can tackle later the question of estimating capacity loss under
finite-rate feedback. Note that in the figures Fl(.) stands for the conventional floor b . c operation.
Corollary 7 (i) Given the expected distortion D caused by quantization over a random code as
in Theorem 6 above, the number of code words required in the code can be bounded as
(
N
N + k
)N
k
D−
N
k (c)−1(1 + o(1)) ≤ K ≤
(
Γ
(
N
k
)
N
k
)N
k
D−
N
k (c)−1(1 + o(1)).
(ii) Random codes are asymptotically optimal for quantizing a source uniformly distributed over
the manifold in the sense that, ∀  > 0,
lim
N,Nf→∞
Pr
(
D(Crand) ≥ lim
N,Nf→∞
D∗(K)|unif + 
)
= 0.
Here, D∗(K)|unif represents the distortion-rate function for a source uniformly distributed over the
manifold.
Proof: The first corollary above follows by manipulating the lower and upper bounds in the
statement of Theorem 6. The second corollary follows from the observation that the calculations
performed for the expected distortion of a random code can be repeated to obtain lower and upper
bounds on the distortion-rate tradeoff of a uniformly distributed source over the manifold that are
identical with the bounds obtained above in Theorem 6. By noting that the ratio of the upper to
lower bound approaches one in the limit of asymptotically increasing N and Nf , one can mimic
the calculations of Theorem 3 of [20] to validate our claim.
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Figure 2.7: Simulation results indicating the rapid convergence of our upper and lower bounds for
the expected distortion caused by random codes.
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2.6 Conclusion
The input covariance matrices are located on manifolds comprising non-negative definite
matrices classified further by the size of the matrices, the field from which its elements are drawn
as well as by the rank and trace constraints imposed on them. By invoking the Riemannian structure
of these manifolds, the expression for the normalized volume of balls in these manifolds is computed.
This ball volume expression is used to bound the maximum distortion under quantization by the
sphere-packing code. The expected distortion faced by arbitrary sources on quantization by random
codebooks is bounded within limits shown to be tight even for small number of antennas.
Chapter 3
Pn Manifold : Applications
3.1 Overview
In this chapter, we employ the theory developed in the previous chapter to show that for a
given system strategy, the gap between the achievable rates in the infinite and finite-rate feedback
cases varies as O
(
2−
Nf
N
)
, where N is the dimension of the Pn manifold used for quantization. A
perturbative expansion is used to evaluate the susceptibility of the ergodic information rate expres-
sion to the quality of feedback information, and thereby to obtain the tradeoff of the achievable rate
with the number of feedback bits employed. The abstract framework developed enables the results
to hold for arbitrary distributions of the channel matrix and extends to all covariance computa-
tion strategies. Applications of our framework in solving previously unattempted feedback-related
questions relating to LTPC and antenna selection are demonstrated through examples.
3.2 Tradeoff between Capacity Loss and Feedback Rate
In this section, we are primarily interested in analyzing the dependence on the feedback rate
of the capacity difference between finite and infinite rate feedback of the input covariance matrix.
In that direction, we start from a perturbative result that provides an intuitive background to our
later theorems. Since, we assume that the path-loss parameter γ is tracked accurately and the
corresponding rank fed-back to the transmitter, it plays no role in our results below. This allows us
to set γ = 1 and concentrate on the effect of feedback bits Nf in the remaining part of the section.
Let us define f(Q) , log det (I + HQHH). We want to analyze the sensitivity of the f(Q)
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expression to small changes in the parameter Q. Instead of the usual matrix differential approach,
we take the perturbative expansion route here by converting the question to a corresponding scalar
differentiation question and concentrating only on the first order term of d(Q,Qo).
Theorem 8 If Q1 and Q2 lie on a Pn manifold and d(Q1, Q2) is small,
|f(Q1) − f(Q2)| . d(Q1, Q2) ‖HH(I +HQ1HH)−1H‖.
Proof: Since a matrix Q on a Pn manifold could potentially be rank-deficient, standard matrix
differentiation techniques of [78] do not apply. While a Taylor series can be formally constructed
over the Pn manifold following [86], the complicated dependence of the entries of matrix Q over its
independent coordinates svec(Q) precludes that possibility. Hence, to analyze the f(Q) expression,
we adopt a perturbative approach that surprisingly requires only a scalar differentiation.
f(Q1) − f(Q2) = log det(I +HQ1HH) − log det(I +HQ2HH)
= log det(I +HQ1H
H + sH(Q2 −Q1)HH)
∣∣
s=0
− log det(I +HQ1HH + sH(Q2 −Q1)HH)
∣∣
s=1
= −
∫ 1
0
d
ds
log det(I +HQ1H
H + sH(Q2 −Q1)HH) ds.
For any operator A(t), we have a general result from page 71 of [78] that states,
d
dt
detA(t) = tr
(
dA(t)
dt
A(t)−1
)
detA(t),
using which we get
d
ds
log det(I +HQ1H
H + sH(Q2 −Q1)HH)
= tr [H(Q2 −Q1)HH . (I +HQ1HH + sH(Q2 −Q1)HH)−1]
For sufficiently small d(Q1, Q2), we shall approximate the above expression by
d
ds
log det(I + HQ1H
H + sH(Q2 −Q1)HH)
≈ tr [(Q2 −Q1). HH(I +HQ1HH)−1H],
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This enables us to write
f(Q1)− f(Q2) ≈ tr [(Q1 −Q2). HH(I +HQ1HH)−1H].
Using the Cauchy-Schwartz inequality, we get
|f(Q1)− f(Q2)| .
√
tr [(Q1 −Q2)2]
√
tr [(HH(I +HQ1HH)−1H)2]
= d(Q1, Q2) ‖HH(I +HQ1HH)−1H‖.
Remark 5 To gain further insight, let us look at another way to prove the above result. Note
that this approximation is equivalent to considering only the first two terms in the formal Taylor
expansion of the expression. We recall from functional calculus that, ∀ A = AH > 0, log det A =
Tr LogA, where A = UDUH and D = diag {λ1, . . . , λn} ⇒ f(A) = Uf(D)UH with
f(D) = diag {f(λ1), . . . , f(λn)}. We thus get that log det (I +HQHH) = Tr Log (I +HQHH).
Expanding the form Log(I + A) in a formal power series about Qo and considering only the first
and second term thereby, we again recover the fact that
Tr Log (I + HQHH) ≈ Tr Log (I + HQoHH) + Tr [(I +HQoHH)−1H(Q−QO)HH ].
Again applying the Cauchy-Schwartz inequality, the desired expression can be obtained. While
the second proof technique may look simpler, the first proof technique is vastly more general in its
applicability. For example, if we had a matrix V ∈ Fn×n with orthonormal columns, to calculate
the difference f(V ) − f(Vo) using the second technique would require the use of the specialized
Wirtinger calculus and result in complicated intermediate expressions.
We can interpret the above result substituting Qopt for Q1 and q(Qopt) for Q2. This upper
bound, valid for the high feedback rate regime, neatly divides into two separable parts. The first
part varies not only, as intuition might suggest, monotonically with the distortion suffered, but is
the distance itself. This observation helps explain many of the previous results on the scaling of
51
capacity loss with feedback reported earlier in literature for other kinds of feedback. The second
part depends only on the input covariance matrix, formulated according to the system strategy
chosen.
Combining Theorem 8 with our previous results on the quantization codebooks proves the
main theorem of this chapter given below.
Theorem 9 If the transmitter uses the quantized version of the input covariance matrix Qopt fed
back by the receiver using Nf bits per block, one can attain an information rate bounded as
CCSI−Fb & CCSIT − eC [EH g(H)] 2−
Nf
N .
eC depends on the code used for quantization and is given by
eC =
 2 (c)
−1
N if C = Csph ;
Γ( 1N )
N (c)
−1
N if C = Crand.
. (3.1)
c and N represent the ball volume coefficient and the dimension of the Pn manifold chosen for
quantization, and g(H) = ‖HH(I + HQoptHH)−1H‖. If a random code is used for quantization,
CCSIT and CCSI−Fb should be interpreted as averages taken over the ensemble of all random codes.
Proof: In theorem 8, we can substitute Qopt for Q1 and q(Qopt) for Q2 to get a lower bound
on f(q(Qopt)) as
f(q(Qopt)) & f(Qopt) − d(Qopt, q(Qopt)) ‖HH(I +HQoptHH)−1H‖.
If the code Csph code is used, then from theorem 5,
d(Qopt, q(Qopt)) ≤ 4max . eC |Csph 2−
Nf
N .
This holds true for any Pn manifold provided we use the corresponding N and c for the calculation
of eC in this expression from theorem 2 and lemma 4, respectively. If the code Crand code is used,
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then we average over the ensemble of all random codes over the particular Pn manifold and use the
upper bound in theorem 6 to get
ECrand d(Qopt, q(Qopt)) . eC |Crand 2−
Nf
N .
Note that CCSIT , EHf(Qopt) and CCSI−Fb , EHf(q(Qopt)). Since eC is independent of H, we
can average over H to get
CCSI−Fb & CCSIT − eC [EH g(H)] 2−
Nf
N .
This result establishes that the expected loss in ergodic capacity proceeds as O(2−
Nf
N ). The
simplicity of the proof above illustrates the power of the geometric paradigm, especially when it is
juxtaposed against the earlier work of Dabbagh and Love [17] dealing with the same question. First,
the calculations in [17] are limited to a single Pn manifold, namely P(Nt,C,= 1,≤ min{Nr, Nt}).
Their results do not apply to either the reduced rank cases or the trace inequality scenario. In
contrast, through our approach a single calculation yields the answers for all the Pn manifolds.
Secondly, the answer in [17] is obtained through tedious linear-algebraic manipulations that do not
offer an insight into the nature of the problem. Our solution naturally splits into geometric, source
and channel coding considerations. The general theorems on quantization performance on arbitrary
manifolds offer intuitive insight into the 2−
Nf
N scaling finally obtained. Thirdly, the [17] paper
obtains an inferior scaling of the capacity difference with feedback rate. They bound the capacity
difference CCSIT − CCSI−Fb by F log(1 + cˆ 2−
Nf
2FNt−2 ), where F = min{Nr, Nt} and cˆ is a positive
constant. This yields a scaling of O(2
− Nf
2FNt−2 ), which is slower than the O(2
− Nf
2FNt−F2−1 ) obtainable
by our method through quantization on the same P(Nt,C,= 1,≤ min{Nr, Nt}) manifold. Fourthly,
the bounding technique in [17] is loose resulting in a large value for cˆ. For example, in a 4 × 4
system with a STPC of 4 dB, CCSI−Fb is bounded below by 4.6 − 4 log(1 + 1250 2−
Nf
30 ) by the
Dabbagh-Love paper as compared to 4.6 − 1.5 2−
Nf
15 in our approach. The large constant of 1250
results in their lower bound for the achievable rate remaining negative - and thus inoperative -
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even at Nf being 250 bits per block. The stark contrast between their results and our answers is
illustrated in Figure 3.1.
Remark 6 If the manifolds P(n, F, ∗ρ2,≤ n) are used, the above precisely reflects the system
model of Section 2.3.1. If any rank-deficient Pn manifold is used, then the above calculations rest
on the requirement that the rank change is tracked accurately by the outer loop, enabling the inner
loop to quantize on the fixed value of the rank s.
An application of the above theorem arises from the following result that tells us the number
of feedback bits we need to limit the finite-infinite information rate difference to a fixed quantity.
The result’s applicability to arbitrary distributions of the channel matrix H (over real or complex
fields, independent or correlated values, identically or non-identically distributed entries) adds to
its practical utility.
Corollary 10 To limit the difference CCSIT − CCSI−Fb to some X bps/Hz while using the code
C over a Pn manifold in the regime of sufficiently high feedback rates,, we would require that the
feedback bits Nf be more than
Nf ≥ N log2
(
eC EHg(H)
X
)
,
where eC and g(H) are as defined in theorem 9.
3.3 Applications of Pn manifold quantization
In this section, we apply our Pn framework to study the performance of MIMO systems with
finite-rate feedback under various constraints.
3.3.1 STPC and LTPC Analysis
Example 4 (STPC Analysis) To illustrate the use of a non-full rank Pn manifold, we consider a
large system with Nr = 4 and Nt = 5 with a very low STPC of tr(Q) = 0 dB. It is easily ascertained
through a Monte Carlo simulation that the rank of the optimal input covariance matrix obtained
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Figure 3.1: Comparing the Dabbagh-Love result with current work for a 4 × 4 Rayleigh-faded
channel with quantization over the P(4, C, = 4dB, ≤ 4) manifold.
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through waterfilling alternates between 2 and 3. This allows us to quantize over the manifold
P(5,C,= 1,≤ 3). Plotting the CSIR, CSIT and CSI-Fb achievable rates obtained by averaging
over random codes Crand in Figure 3.2, we note that the achievable rate under finite-rate feedback
displays an inverse exponential or 1 − e−(.) behavior with respect to the feedback rate Nf . While
an increase of 5 bits from a base of Nf = 10 bits increases CCSI−Fb by 5%, a corresponding increase
of 5 bits from Nf = 60 bits increases CCSI−Fb by 0.7%. We note that while a figure of 100 bits is
large, it corresponds to just 5 bits of feedback per channel path in a 4 × 5 system. In the rest of
the chapter, we do not plot CCSIR values since our results for CCSI−Fb were derived for large value
of feedback bits - in the domain of which the lower bound for CCSI−Fb is always above the CCSIR
value.
Let us compare the effect of having finite-rate feedback at different SNR levels. We do not
constrain the rank of Qopt and compare the case of tr(Qopt) = 4 dB and tr(Qopt) = 10 dB. As
the SNR value increases, there is a small increase in the manifold volume and thus the number of
feedback bits Nf required to give the same average quantization error ECrandd(Qopt, q(Qopt)) also
increases. Hence we can expect, as seen in the table below, that as the SNR increases, it takes a
higher number of feedback bits to reach within the same y bits of the CCSIT value.
SNR = 4 dB SNR = 10 dB
Within 0.2 bits 62 74
Within 0.4 bits 39 51
Within 0.6 bits 26 38
However, if we look at the number of feedback bits required to reach within a given percentage
of the CSIT capacity, the situation would be reversed. Recall that CCSIT − CCSIR converges to
a constant as SNR increases with Nt > Nr. This implies that, from the point of percentages,
CCSIT − CCSIR
CCSIR
converges to zero as SNR increases. From this insight, it is understandable that to
reach within some fixed y% of the CSIT capacity, the number of feedback bits would decrease with
SNR increase. The table below confirms the above argument.
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Figure 3.2: Comparing rates under CSIR, CSIT and finite-rate feedback for a 4× 5 Rayleigh-faded
channel with quantization over the P(5, C, = 1, ≤ 3) manifold.
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SNR = 4 dB SNR = 10 dB
Within 1% 107 100
Within 2% 84 78
Within 5% 53 47
Our second example below analyzes the performance of a MIMO system under a LTPC of
the type EHtr(Qopt) = P . The need to study such constraints has been noted before in [17]. Note
that Grassmannian feedback implicitly forces a STPC by concentrating only on the right singular
vectors of the channel matrix which forces the transmitter to employ equal power in each block.
Example 5 (LTPC Analysis) If a codeword spans B blocks, then the average power constraint
is given by 1B
∑B
i=1 |x[i]|2 = P , where x[i] is the signal transmitted in the i-th block. The
principal advantage of assuming a LTPC lies in affording us the choice to use different powers
across blocks depending on the channel conditions. This implies that the rank of Qopt would also
change across blocks. In this example, we impose on the transmission strategy a rank constraint of
the type rk(Qopt) ≤ s in addition to the power constraint. The conventional LTPC scenario can be
recovered by setting s = min{Nr, Nt} in our analysis below. Denoting the min{Nr, Nt} non-zero
eigenvalues of the matrix H[i]H[i]H (formed from the channel matrix in the i-th block H[i]) in
descending order as λ
[1]
i > . . . > λ
[min{Nr,Nt}]
i , the water-level ζ in our rank-and-power constrained
case is given by
1
B
B∑
i=1
s∑
j=1
(
ζ − 1
λ
[j]
i
)+
= P. (3.2)
Forming the Nt × Nt diagonal matrix Γ[i] with (Γ[i])jj =
(
ζ − 1
λ
[j]
i
)+
for j ≤ s and zero
otherwise, we get the optimal input covariance matrix Qopt[i] = V [i]Γ[i]V [i]
H with V [i] arising
from the right singular vectors of H[i]. This gives
CCSIT =
1
B
B∑
i=1
log det (I + H[i]Qopt[i]H[i]
H).
If we had not placed any rank constraint, then as B →∞, the waterlevel is given by the faster-to-
compute fixed point equation
P
min{Nr, Nt} =
∫ ∞
ζ−1
(
ζ − 1
λ
)
p(λ)dλ, (3.3)
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with p(λ) being the p.d.f. of a typical unordered eigenvalue of the matrix H[1]H[1]H . Further,
CCSIT = min{Nr, Nt}
∫ ∞
ζ−1
log(ζλ)p(λ)dλ.
Once ζ is obtained, the process of computing Qopt[i] is not just causal, but instantaneous.
The receiver computes Qopt[i] at the beginning of each block and quantizes it over an appropriate
Pn manifold. Since the minimum value that an eigenvalue λ
[j]
i of a positive semi-definite matrix
H[i]H[i]H can take is zero, the maximum value of tr(Qopt[i]) is given by
tr(Q[i]) ≤
s∑
j=1
ζ = s ζ.
Note that this upper bound is not loose, i.e. any reduction in its value would result in a finite
probability of Qopt[i] not lying on the Pn manifold chosen for quantization. This discussion guides
us to choose P(Nt,C,≤ sζ,≤ s) as the the quantization manifold for long-term power constraints.
Let us analyze a 3 × 3 system under a low average power constraint of 2 dB. We do not
constrain the rank; and obtain ζ = 1.16, CCSIT = 2.8 bps/Hz and CCSIR = 2.3 bps/Hz. Using the
sphere-packing code Csph over the P(3,C,≤ 3.48,≤ 3) manifold, we obtain CCSI−Fb & 2.8−3 2−
Nf
9 ,
exhibiting - as in the STPC case - an inverse exponential behavior of the achievable rate under
finite-rate feedback, where increases in the feedback rate lead to successively smaller increases in
the achievable rates.
Continuing our analysis, we hold Nr fixed at three and increase Nt. As Nf increases, we
approach CSIT-like behavior and hence it is intuitively clear that a Nt = 5 system would outperform
a Nt = 3 system in our low SNR scenario. However, when Nf is lower, using the same number of
bits for quantization induces a significantly bigger error in the larger manifold, and consequently
the larger loss in capacity relative to the CSIT yields a lower CCSI−Fb in the Nt = 5 case relative to
the Nt = 3 scenario in Figure 3.3. We note that in the STPC case, the coefficients of the 2
−Nf
N term
are considerably smaller than in the LTPC case. This ensures that the 2× 4 system’s performance
does not go below the achievable rate of the 2× 2 system at any value of Nf .
However, if we fix the number of antennas and increase the average SNR, then we observe
a uniform behavior with the achievable rates increasing steadily with SNR in Figure 3.4. This
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Figure 3.3: Achievable rates under finite-rate feedback for 3 ×Nt system with average SNR fixed
at 2 dB.
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uniformity arises from the unchanging dimension of the Pn manifolds in the three cases, leading
to the same 2−
Nf
9 variation. The marginal increase in the volume of the quantization manifolds
is more than compensated by the advantage accruing from transmitting more power along each
beam.
We can further vary our rank constraint as rk(Qopt) ≤ s along 1 ≤ s ≤ min{Nr, Nt} and plot
the resulting CCSI−Fb rates. At high average SNR values, using all the three beams is optimal for
all feedback rates as seen in Figure 3.5. However, for lower values of average SNR, we note that
the difference between the CCSIT values for the rk(Qopt) ≤ 2 and rk(Qopt) ≤ 3 cases is quite small.
Since the dimension of two-beam case is smaller, we get a quicker convergence towards the CCSIT
there in Figure 3.6 enabling the CCSI−Fb to supersede that of the three-beam case for almost all
values of the feedback rate Nf .
Example 6 (LTPC-STPC comparison) Having analyzed the STPC and LTPC scenarios sep-
arately, we seek to compare their performance in this example. For a 2 × 2 Rayleigh system, we
fix the power constraint - block-wise for STPC and average for LTPC - at 2 dB. For a fair com-
parison, we do not constrain the rank in either case and hence use a random code to quantize over
P(2,C,= 2 dB,≤ 2) for the STPC case and P(2,C,≤ 5.44 dB,≤ 2) for the LTPC case. The results
are plotted in Figure 3.7.
The difference between the CSIT values in LTPC and STPC scenarios is marginal and hence
the dominant role in deciding CCSI−Fb is played by the scaling factor 2−
Nf
N . The achievable rates
in the two cases are given by
• LTPC : CCSI−Fb & 1.85− 0.87 2−
Nf
4 ,
• STPC : CCSI−Fb & 1.82− 0.5 2−
Nf
3 .
By virtue of having a trace equality in place of a trace inequality, the dimension of the Pn manifold
in the STPC case is one smaller than the corresponding value in the LTPC case. This enables
CCSI−Fb in the STPC case to exceed the LTPC for most value of Nf .
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Figure 3.4: Achievable rates under finite-rate feedback for 3× 3 system with varying SNR.
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Figure 3.5: Achievable rates under finite-rate feedback for 3 × 3 system with varying number of
beams and high SNR of 10 dB.
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Figure 3.6: Achievable rates under finite-rate feedback for 3 × 3 system with varying number of
beams and low SNR of 2 dB.
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Figure 3.7: Comparing achievable rates under LTPC and STPC constraints for Rayleigh channels.
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Notwithstanding this advantage of STPC over LTPC under finite-rate feedback over the
Rayleigh channel, it is possible to construct alternate distributions where the opposite holds true.
Let the 2 × 2 channel H have the SVD of UDV H , where U and V are Haar-distributed over the
unitary group and D , diag{d, d}. If d2 takes the values 0.75 and 7.5 with equal probability, then
even the naive LTPC scheme of transmitting only when d2 = 7.5 outperforms the STPC rate for
all values of the feedback rate. For a SNR value of 2 dB, this is illustrated in Figure 3.8
3.3.2 Antenna Selection Analysis
Example 7 (Antenna selection) The Pn manifolds, while being useful by themselves in prac-
tice, can be extended further to enhance their applicability in diverse situations. One such extension
in the context of antenna selection in MIMO systems is discussed below. Antenna selection refers
to the employment of a lower number of transmit (say, Lt) and receive (say, Lr) antennas for
communication purposes than are available at the two ends (say, Nt ≥ Lt and Nr ≥ Lr) of the
system. This is motivated primarily by complexity concerns and cost considerations since, the radio-
frequency (RF) chain components such as low-noise amplifiers and analog-to-digital converters are
not inexpensive like dipole antennas, nor do they follow Moore’s law like digital signal processing
units [80]. The popularity of antenna selection was boosted by a result in [81] that analyzed a
so-called hybrid selection MIMO scheme over an i.i.d. Rayleigh channel. For a Nt = 3, Nr = 8
channel with SNR = 20 dB, they showed the 10% outage capacity to be 21.8 bps/Hz that dropped
only a little to 18.2 bps/Hz on using antenna selection with Lt = 3, Lr = 3. A nice pictorial
representation of the antenna selection is provided in [96].
The advantage of obtaining a result applicable to general distribution of H is visible in the
analysis of the antenna selection schemes under finite-rate feedback, where the optimal submatrix
chosen is not Rayleigh-faded even if the original channel matrix was Rayleigh. We analyze the
selection of Lt transmit (from Nt total) and Lr receive (from Nr total) antennas with ergodic
capacity as the performance metric after imposing a STPC of tr(Q(H)) = ρ2. To highlight the
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Figure 3.8: Comparing achievable rates under LTPC and STPC constraints for a widely varying
channel.
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dependence of the input covariance matrix on the waterfilling strategy and the channel realization
H, we refer to it in this particular example as Qw(H). If H˜ ⊆ H denotes a Lr × Lt submatrix
of the original Nr × Nt channel matrix, the optimal submatrix can be chosen by the receiver as
H˜AS = arg max
H˜ ⊆ H
log det (I + H˜Qw(H˜)H˜
H).
Here, Qw(H˜) is the output of the waterfilling algorithm with H˜ and tr(Q(H)) = ρ
2 as the
constraints. The optimal input covariance matrix QAS is now simply QAS = Qw(H˜AS). Claiming
to have complete channel knowledge about H ∈ CNr ×Nt at the receiver while having only
(Lt, Lr) RF chains at the two ends of the system needs a clarification. If the channel changes
relatively slowly, then one can increase the duration of the training symbols, and multiplex the
same Lt transmit RF chains to the Nt transmit antennas and Lr receive RF chains to the Nr
receive antennas.
The receiver possesses the CSI which now belong to the composite manifold S ⊕ P(Lt,C,=
ρ2,≤ Lt), where S reflects all possible choices of Lt transmit antennas within Nt transmit antennas.
For ease of analysis, we do not jointly quantize over the manifold S ⊕ P(Lt,C,= ρ2,≤ Lt). An
element x ∈ S is represented by
log2
Nt
Lt

 bits, and the remaining N efff , Nf −
log2
Nt
Lt


bits are used to quantize QAS ∈ P(Lt,C,= ρ2,≤ Lt). So we have a two-loop system here, as in
rank-adaptation case. However, unlike that scenario, both the loops here are called equally often.
The CSIT capacity defined as the information rate achievable as Nf → ∞, is given by
CCSIT , EH log det (I + H˜ASQASH˜HAS). Since, evaluating even the p.d.f. of QAS is intractable, it
is not surprising that the above expression has not been expressed so far in closed form. Under finite-
rate feedback, we obtain an information rate of CCSI−Fb , EH log det (I + H˜ASq(QAS)H˜HAS),
where q(QAS) is QAS quantized over a codebook of two raised to the power of N
eff
f entries over the
manifold P(Lt,C,= ρ2,≤ Lt).
In Figure 3.9, we see that an antenna selection scheme choosing Lt = 2 antennas from Nt = 4
antennas in a Nr = 2, tr(Qopt) = 4 dB system always outperforms a 2×2 system in spite of losing 3
bits in conveying the antenna choice. For values of Nf upto 15 bits, the antenna selection performs
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almost as well as a larger 2× 4 system.
For antenna selection, [39] propose various selection criteria including maximizing ‘post-
processing SNR’, maximizing the minimum singular value of the submatrix H˜ and maximizing the
ergodic capacity. Following the exposition above, these also can be analyzed with respect to the
susceptibility of the schemes to CSI quantization errors in feedback.
3.3.3 Comparison with Grassmann Feedback
To obtain an alternate perspective on the CCSIT − CCSI−Fb gap under finite feedback
rates, we seek a representation of CCSI−Fb as an equivalent CCSIT expression, albeit with reduced
power. Mathematically, if the rate r(x) reflects the CSIT capacity attainable by employing x ∼
CN(0, Qopt), then we seek to represent the finite-rate feedback capacity as r(
√
µ x). The scalar
µ ∈ (0, 1] reflecting the power loss relative to the ideal CSIT scenario serves as a ‘power efficiency’
indicator. Intuitively, we expect µ to approach one in an exponential fashion as Nf →∞. This is
confirmed by the corollary below.
Corollary 11 The power efficiency factor µ is bounded as
µ & 1 − d 2−
Nf
N ,
where
d =
[
eC .
EH
√
tr [(HHH)2(I +HQoptHH)−2]
EH tr [ (I + HQoptHH)−1HQoptHH ]
]
,
with N and c being the dimension and ball volume coefficient of the Pn manifold chosen for
quantizing the Qopt matrix.
Proof: For µ > 0, consider the matrix-valued function g(µ) defined using the usual func-
tional calculus as
g(µ) = Log (I + µ HQoptH
H).
Differentiating over the scalar µ can be performed, without requiring any matrix differentials, as
g
′
(µ) = (I + µ HQoptH
H)−1HQoptHH .
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Figure 3.9: Comparing achievable rates with and without antenna selection.
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Employing Taylor’s expansion up to the first order term, we get
g(µ) ≈ g(1) + (µ − 1) g′(µ)|µ=1
⇒ Log (I + µ HQoptHH) = Log (I + HQoptHH) + (µ − 1) (I + HQoptHH)−1HQoptHH .
By taking the trace of these matrices and by taking an expectation over the given H ensemble,
EH tr Log (I + µ HQoptH
H) ≈ EH tr Log (I + HQoptHH)
+ (µ − 1) EH tr [ (I + HQoptHH)−1HQoptHH ].
Recalling that log det A = tr Log A for a positive definite matrix A, we get
EH log det (I + µ HQoptH
H) ≈ EH log det (I + HQoptHH)
+ (µ − 1) EH tr [ (I + HQoptHH)−1HQoptHH ].
Since we want to represent CCSI−Fb as EH log det (I + µ HQoptHH) and we have defined CCSIT
as EH log det (I + HQoptH
H), we can rewrite the above equation as
CCSIT − CCSI−Fb ≈ (1− µ) EH tr [ (I + HQoptHH)−1HQoptHH ]. (3.4)
From theorem 9 above, we can quantize Qopt over an appropriate Pn manifold (say, of dimension
N and ball volume coefficient c) yielding an approximation of the CCSIT − CCSI−Fb gap to the
first order term as,
CCSIT − CCSI−Fb . eC . EH
√
tr [(HHH)2(I +HQoptHH)−2] 2−
Nf
N . (3.5)
While the calculation above is performed for F = C, an identical result is immediately available
for F = R by simply noting that the differentiation operation needed in the above analysis is
performed on the real scalar µ and not on the field-dependent Qopt matrix. By combining the
terms in equations (3.4) and (3.5), the final expression for the power efficiency factor is obtained.
The constant d depends on the pdf of H, the strategy chosen to obtain Qopt, and the manifold
chosen for quantization. As Nf → ∞, the power efficiency factor µ approaches one at an
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exponential rate. Figure 3.10 plots µ against Nt for a 2 × Nt Rayleigh-faded system, where water-
filling is used to obtain Qopt under a STPC of SNR = 10 dB, and the quantization is performed
on P(Nt, C, = 10 dB, ≤ Nr).
Example 8 (Grassmann Comparison) The notion of the power efficiency factor was also con-
sidered by Dai et al. [19] in the context of Grassmannian feedback. For a channel matrix H ∈
CNr×Nt with the singular value decomposition H = UDV H , one can form the covariance ma-
trix as Q = PonVsV
H
s , where Vs represents the s columns of the V matrix corresponding to
the s largest singular values of H. Pon is a positive real scalar representing the constant power
allocated to each beam (or a column of Vs). Under this sub-optimal scheme, the CSIT capacity
is seen to be CCSIT , EH
∑s
i=1 log ( 1 + Pon λi ), where λi is the i-th largest eigen-
value of the matrix HHH . The authors in [19] compute the subspace spanned by the columns
of Vs and quantize it under a chordal distance metric using a random codebook with 2
Nf en-
tries constructed over the space of all s-dimensional subspaces within CNt known as the complex
Grassmann manifold GNt,s. Under the assumption of H being Rayleigh-faded, they claim that
CCSI−Fb ≈ EH
∑s
i=1 log ( 1 + µ Pon λi ). In deriving the equation above, the authors in [19]
couple the ≤ and ≥ signs, as in CCSI−Fb ≤ x ≥ y, rendering it mathematically imprecise. How-
ever, simulations reveal that the above expression is a good approximation for the actual CCSI−Fb
rate. Since their results are the most general - dealing as it does with finite Nr, Nt and SNR -
of results available in the literature on Grassmannian feedback analysis, we use their results to
compare the finite-rate feedback performance over the Pn and GNt,s manifolds.
Denoting the dimension of GNt,s by N , and the ball volume coefficient in GNt,s by c, we can
rewrite the result on the Grassmannian power efficiency factor µ in [19] as
µ = 1 −
[
1
s
Γ
(
2
N
)
N
2
c−
2
N
]
2−
2Nf
N .
This shows that if we ignore the difference in dimensions of the Grassmann and Pn manifolds, the
power efficiency factor µ in the Grassmannian case converges to the ideal value of one almost as
twice as fast (as 2−
2Nf
N instead of as 2−
Nf
N ) as compared to the Pn manifold. This arises from the
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Figure 3.10: Comparing the power efficiency factor amongst 2 ×Nt Rayleigh-faded channels with
quantization over the P(Nt, C, = SNR, ≤ 2) manifold.
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structure of the Grassmannian CCSI−Fb expression where we have
CCSI−Fb = EH log det (I + PonUDV HVsV Hs V D
HUH)
= EH log det (I + Pon(V
HVs)
2DHD).
It is the squared expression (V HVs)
2 that allows the possibility of being expressed as the square
of the chordal distance between these matrices, leading to a 2−
2Nf
N -type convergence to the CSIT
rate.
To compare the performance of Pn and Grassmannian feedback schemes, consider a 3 × 3
system under a STPC of tr(Q) = 1 dB. The matrices U and V composed, respectively, of the left
and right singular vectors of the channel matrix H are assumed to be uniformly distributed over
the complex Stiefel manifold V3,3. The singular values of H are denoted in descending order by d1,
d2 and d3. The probability distributions are chosen such that d1 and d3 always represent ‘good’
and ‘bad’ transmission directions, respectively. d2 is chosen such that it alternates between these
states. Mathematically,
d1 ∼ Unif [10, 11];
d2 ∼
 Unif [9, 10] with probability
1
2 ;
Unif [0.2, 0.3] with probability 12 ;
d3 ∼ Unif [0.1, 0.2];
The CSIR capacity is obtained as
CCSIR = EH log det (I3 +
SNR
3
HHH) = 4.93 bps/Hz.
The CSIT performance while using Grassmannian quantization of s beams is obtained by the
following three expressions:
• s = 1 ⇒ CCSIT = EH log (1 + d21 SNR) = 5.79 bps/Hz;
• s = 2 ⇒ CCSIT = EH log (1 + d21 SNR2 ) + log (1 + d22 SNR2 ) = 6.38 bps/Hz;
• s = 3 ⇒ CCSIT = CCSIR = 4.93 bps/Hz.
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Since using two beams yields the maximum CSIT capacity, it is natural to choose G3,2 as the
quantization manifold. Note that Grassmannian quantization fails when s = 3; and hence we
have chosen the SNR value appropriately to yield s 6= 3 as the optimal answer. Using the results
from [19], we obtain for G3,2 that N = dim Gn,p|n=3,p=2 = 2p(n− p)|n=3,p=2 = 4. Further, the
ball volume coefficient is given by
c =
1
Γ(N2 + 1)
p∏
i=1
Γ((n− i+ 1))
Γ((p− i+ 1))
∣∣∣∣∣
n=3,p=2
= 1.
Plugging these values into the equation for µ above, we obtain the Grassmannian power efficiency
factor as µ = 1 − 0.56 2−
Nf
2 . This results in the Grassmannian finite-rate feedback capacity
being approximated as
CCSI−Fb ≈ EH
2∑
i=1
log
(
1 +
SNR
2
d2i (1− 0.56 2−
Nf
2 )
)
.
For quantization over the Pn manifold, we first note that the rank of the optimal input covariance
matrix obtained via waterfilling is constrained to be less than or equal to two. This is because the
waterfilling algorithm requires the available power to exceed
(
1
λ3
− 1λ2
)
+
(
1
λ3
− 1λ1
)
for the
rank of the matrix to reach three. In our case, using the independence of λ1, λ2 and λ3, we can
conclude that the minimum trace value needed for Qopt to exceed rank two is given by 24.99. This is
equivalent to 1.2589 dB, which is higher than the 1 dB available; thus ensuring that rk(Q) ≤ 2 with
probability 1. Using this fact, we can quantize over the manifold P(3, C, = 1 dB, ≤ 2). Calculating
further in a manner similar to the procedure in previous examples, the finite-rate feedback capacity
can be computed to be CCSI−Fb & 6.63 − 1.25 2−
Nf
7 . We plot these curves in Figure 3.11 and
notice that Pn quantization comprehensively outperforms Grassmannian quantization for all values
of Nf above 9 bits. For Nf ∈ [5, 9], both quantization schemes yield equal rates.
For any distribution of H, the gap between the Pn and Grassmannian CSIT rates ensures
that Pn quantization will outperform Grassmannian techniques at high Nf rates. Moreover, the
above numerical experiment shows that there exist many distributions of H, such as when the
singular values of H are widely separated, where Pn quantization yields better results for as low as
9
3×3 = 1 bit per channel path.
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Figure 3.11: Comparing rates achievable under Grassmannian and Pn feedback.
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3.4 Conclusion
The operation of the block-faded MIMO link channel is studied under the perfect CSIR
condition, wherein the receiver computes the optimal input covariance matrix and feeds it back
using Nf bits per block. Using the results in the previous chapter on the quality of feedback
information available at the transmitter, the impact this has on the achievable rate of the system
is analyzed. The difference in information rate relative to the CSIT capacity is analyzed using
various limits and techniques developed in this thesis, and is shown to be bounded by a constant
times 2−
Nf
N , where N is the dimension of the manifold under consideration. The applicability of
the framework in addressing various questions in wireless communications is illustrated through
examples.
Chapter 4
Feedback over the Stiefel and Grassmann Manifolds
4.1 Overview
The space of all subspaces within a given Euclidean space and its refinement given by the
set of all bases for these subspaces are called the Grassmann and Stiefel manifolds, respectively.
The geometry of these two manifolds is investigated with a view towards applications in coding
theory and wireless communications. Volume estimates for balls in these manifolds are found that
improve existing bounds on the minimum distance of codes on these surfaces. Under the geodesic
distance metric, the precise series expansion for the volume of the ball is obtained by calculating the
curvature of these two manifolds. Using our geometric framework, the volume result is employed
to bound the distortion incurred in quantizing over sphere-packing and random codes formed over
these two manifolds. Without constraining the distribution of the channel matrix, the difference
between the achievable rates in the infinite and finite-rate feedback cases is bound as a function
of the feedback rate employed for three transmission strategies : beamforming with equal power
across all eigenbeams, beamforming with unequal power across eigenbeams and the complexity-
constrained Geometric Mean Decomposition (GMD) scheme of [51]. While the first scenario involves
quantization over the Grassmann manifold, the latter two cases require quantization over the Stiefel
manifold.
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4.2 Motivation and Prior Work
From chapter 1, recall that the Grassmann manifold GFn,k is the set of all k-dimensional
subspaces in n-dimensional Euclidean space Fn, where F represents either the real (R) or complex
(C) field. A related manifold formed by the set of all matrices in Fn×k with the k orthonormal
columns satisfying n ≥ k is called the Stiefel manifold V Fn,k. The study of these two manifolds
in the context of communications theory can be motivated in many ways. Using n to denote
the block-length of a space-time code and k to denote the number of transmit antennas, [43]
extended an argument of [123] to show that the appropriate coding spaces in a no-CSIT (Channel
State Information at Transmitter) system is a scaled version of either V Fn,k or G
F
n,k depending on
whether channel state information is available at the receiver or not. We have already argued earlier
in this thesis that evaluating the performance of a n-transmit antenna multiple-input multiple-
output (MIMO) system transmitting along k eigendirections of the channel matrix under finite-
rate feedback also leads one to geometric considerations on V Fn,k or G
F
n,k, depending on whether we
allocate unequal or equal powers along each eigenbeam. The observation that unitarily invariant
problems on Euclidean spaces are naturally posed as unconstrained problems on these two manifolds
[25,77] has encouraged their employment in tackling problems in areas such as signal processing [76]
and computer vision [14,114].
The applications of these manifolds in solving engineering problems requires one to analyze
them as metric spaces, which in turn necessitates the delineation of a distance metric over them.
Based on different end-uses, researchers have suggested various metrics for GFn,k and V
F
n,k. For G
F
n,k,
[7] enlists six different metrics and concentrates on two of them, namely the geodesic metric arising
from the “natural geometry of Grassmann manifold” and the chordal distance metric popularized
by a work of Conway et al. [16]. As [7] points out, Shannon [100] had analyzed GRn,1 using the
geodesic metric (as early as in 1959) to demonstrate the existence of a code with minimum distance
θ over the manifold with its rate satisfying R ≥ − log sin θ−o(1). For the Stiefel manifold V Fn,k, two
commonly considered metrics are the geodesic metric and the conventional Euclidean metric. [43]
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points out the maximum likelihood receiver rule imposes the chordal distance metric on GFn,k and
the Euclidean metric on V Fn,k for the space-time coding system mentioned earlier. The study of
geodesic metrics by [7] and [41] arises from the realization that a detailed geometric analysis of these
manifolds with a view to calculating geodesics or packings is greatly facilitated by the adoption
of the geodesic metric. Here, invoking the local metric equivalence of these metrics [41] and a
Riemannian geometric result from [36], we shall demonstrate that these distance metrics can be
jointly analyzed under a single framework.
It turns out that the first step towards solving many theoretical questions involving either
V Fn,k or G
F
n,k lies in computing the volume of a ball over these manifolds. Despite the availability
of many geometric treatments of these manifolds as in [8] and [1], the precise volume has not
been theoretically characterized so far. The earliest attempt to bound the volume was by Conway
et al. [16] who adopted a numerical simulation approach after isometrically embedding GRn,k with
the chordal distance metric into a Euclidean space of appropriate dimension. To improve this
rather loose bound, [7] (with a correction provided in [6]) studied GFn,k in the domain of fixed k
and asymptotically increasing n for both the chordal and geodesic metrics. Under the chordal
distance metric, the first two terms in a series expansion for the ball volume expression over GFn,k
was calculated by Dai et al. in [20]. Using a volume measure of [2], they employed the Selberg’s
generalization of the beta integral to obtain this answer. The calculations in [7] and [20] are not
only tedious, but also specific to the Grassmann manifold due to their reliance on the notion of
principal (or critical) angles in forming an integrable volume measure.
The collapse of GFn,k to a single point at k = n motivates the study of V
F
n,n in particular. After
an initial numerical study of packings and ball volume over the unitary group U(n) ≡ V Cn,n by [38],
an extension to arbitrary values of n and k was attempted by [41] who analyzed the manifold under
both the geodesic and Euclidean metrics. Though the author recognized the importance of knowing
the curvature of these manifolds, the reliance on numerical evaluation of the volume using bounds
for the curvature terms led to conspicuous errors for many values of n and k (as seen in the first
table on page 3448 of [41]).
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In this chapter, we analyze GFn,k and V
F
n,k under the geodesic, chordal and Euclidean metrics.
We shall see that a little-known result on ball volumes by [36] enables one to improve upon the
afore-mentioned results easily. We shall also demonstrate that under the geodesic metric, the
precise series expansion for the volume of a ball can be given. This is accomplished by relating
the curvature of these manifolds to the curvature of the orthogonal (for F = R) or unitary group
(for F = C) through the notion of Riemannian submersions [26]. Further, the computations of ball
volume for GFn,k and V
F
n,k are unified by noting their near-identical geometric provenance from the
orthogonal or unitary groups.
While most of the afore-mentioned works utilize the ball volume expression to compute only
the Hamming upper and Gilbert-Varshamov lower bounds on rates of codes formed over GFn,k, the
first term in this expansion plays a critical role in analyzing the performance of MIMO system with
finite-rate feedback of channel information lying over these manifolds. Let H denote the channel
matrix. Let Vs denote the Nt × s matrix with its columns being the s right singular vectors of H
corresponding to its s largest singular values. If P denotes the diagonal power allocation matrix,
one can define - recalling our discussion in Chapter 1 -
CCSIT , EH log det(I +HVsPV Hs HH),
and
CCSI−Fb , EH log det(I +HVˆsPVˆ Hs HH).
Here, Vˆs is the quantized version of Vs. The aim of the analysis in this chapter, as before in Pn
analysis, is to characterize the variation of CCSIT−CCSI−Fb with respect toNf . For a general value of
P , we quantize Vs over the Stiefel manifold. If P = PonI, we quantize over the Grassmann manifold.
A Grassmannian quantization of Vs implies that Vˆs cannot be regarded as an approximation to
Vs, because dE(Vs, Vˆs) does not vanish as Nf → ∞. Hence, for the case of P = PonI analysis,
it is more accurate to regard Vs and Vˆs in the formulae above as representative bases for their
respective subspaces rather than as concrete matrices. This difference is not merely a matter
of mathematical rigor as the final scaling in Grassmannian feedback for the above transmission
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strategy is O
(
2−
2Nf
N
)
which is twice as fast as the O
(
2−
Nf
N
)
scaling obtained for Stiefel feedback.
In this chapter, we also analyze a low complexity architecture called the GMD scheme, which
derives its name from its use of the so-called Geometric Mean Decomposition of the channel matrix
[49]. This scheme requires knowledge of the precise right singular vectors of the channel matrix, and
hence requires quantization over the Stiefel manifold. Using the same geometric framework, we find
that CCSIT−CCSI−Fb varies here as O
(
2−
2Nf
N
)
, where N is the dimension of V CNt,rk(H). This scaling
is quicker than the O
(
2−
Nf
N
)
stated earlier for the Stiefel feedback under the conventional SVD-
based scheme, revealing that this low-complexity architecture is less susceptible to feedback errors
than the SVD-based technique. The GMD scheme serves as an example of feedback information
being used to reduce the complexity of the system implementation.
This chapter is organized into seven sections. Section 4.3 studies the geometry of GFNt,s
and V FNt,s, and provides the series expansion for the volume of a ball under the geodesic metric.
Section 4.4 makes use of the general geometric framework of Chapter 2 and mimics the calculation
technique used in Chapter 3 to compute the variation of CCSIT − CCSI−Fb difference as a function
of the feedback rate Nf for the conventional SVD-based scheme. Section 4.5 extends the analysis
to the case of the complexity-constrained GMD scheme. Section 4.6 concludes the chapter. The
work in this chapter has been partially presented before in conferences [61] and [60].
The notation used in this chapter is similar to that of the previous chapter with some minor
additions. Ik is the k × k identity matrix. If the size k is clear from the context, then we drop the
subscript indicating the identity matrix as just I. On the Stiefel manifold, the identity element is
denoted by Id.
4.3 Ball Volume in Stiefel and Grassmann Manifolds
In this section, we study the geometry of the Stiefel and Grassmann manifolds with the aim
of calculating the volume of a ball over these manifolds. While we have provided definitions for all
geometric terms referred in this section and supplemented all standard results with references to
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original sources, an acquaintance with Riemannian geometry at the level of [23] or [66] is needed to
follow the proofs completely. Apart from the references cited earlier in this paper, the differential
geometry of Grassmann and Stiefel manifolds has also been studied by [28,32,73,75,118,120]. The
standard references for geometric analysis, including volume estimates of geodesic balls, are [52]
and [31]. A reader interested mainly in the feedback rate analysis might take the results in this
section on ball volumes on faith and proceed to Section 4.4 for the source and channel coding
analysis.
From [103], we recall that a n-dimensional manifold is a Hausdorff and second countable
topological space which is locally homeomorphic to Euclidean space of dimension n. A Riemannian
manifold is a real differentiable manifold in which the tangent space at each point is a finite
dimensional Hilbert space. A Lie group is a group which is also a differential manifold with the
group operations being compatible with the differentiable structure. [40]
4.3.1 Stiefel Manifold Calculations
The space of n×n unitary matrices, denoted by U(n), forms a Lie group and a real manifold
of dimension n2. Recall that a complex hermitian manifold must satisfy the stringent condition
of having analytic transition maps between different coordinate charts. Since we treat all our
manifolds as real, the term dimension in this work always refers to the real dimension of the
underlying topological space. Formally,
U(n) = {X ∈ Cn×n | XHX = I }.
Differentiating the above equation for X, we get XHdX + dXHX = 0, which reduces at X = I to
being dXH = −dX. Thus, the tangent space at identity to the unitary group - or the associated
Lie algebra - consists of all skew-hermitian matrices.
The complex Stiefel manifold V Cn,k is conventionally viewed as the collection of all n×k (n ≥ k)
complex-valued matrices with orthonormal columns with an associated topology. Formally,
V Cn,k = {V ∈ Cn×k | V HV = I}. (4.1)
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However, this definition is not convenient for the calculations in this section. Extending an argument
of [48], we shall find it more expedient to view it as a quotient space within U(n). A point on V Cn,k
is the equivalence class of n× n unitary matrices having the same first k columns given by
[Q] =
Q
 Ik 0
0 Qn−k
 : Qn−k ∈ U(n− k)
 , (4.2)
where Q is any point on U(n). It follows that V Cn,k is just U(n)/U(n−k) and dimV Cn,k = dimU(n)−
dimU(n− k) = 2nk − k2.
In calculating the curvature of the Stiefel manifold, we shall also invoke the idea of a fiber
bundle. Following [9], let g : E →M be a smooth map from a manifold E to a manifold M . (E , g)
is a fiber bundle with typical fiber E over M if there is a covering of M by open sets Ui and a
diffeomorphism φi : g
−1(Ui) → Ui × E, such that g : g−1(Ui) → Ui is the composition of φi with
projection onto the first factor Ui in Ui × E. The space E is called the total space of the fiber
bundle, and M is called the base. Following [106], we identify V Cn,k, U(n) and U(n− k) with M , E
and E, respectively. We shall consider only the fiber above the identity of the Stiefel manifold (or
the equivalence class of all n × n unitary matrices sharing the first k columns with In). Now the
tangent space to any point in U(n) can be decomposed into a horizontal space tangential to V Cn,k
and a vertical space tangential to the fiber U(n− k).
We use the notation A,B ∈ TQU(n) to indicate that A and B are tangent vectors at point
Q on U(n). The standard bi-invariant metric is then given by < A,B >Q= tr(A
HB), where bi-
invariance implies that < A,B >Q = < UA,UB >Q = < AU,BU >Q ∀U ∈ U(n). The canonical
metric on V Cn,k follows from the restriction of this metric to the horizontal space. The following
lemma enumerates the basis vectors for the horizontal space at identity to the complex Stiefel
manifold under this metric. Note that the total number of basis vectors below is 2nk− k2 which is
also the dimension of V Cn,k.
Lemma 12 The horizontal space of TIdV
C
n,k is spanned by the following orthonormal basis :
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• nk − k(k + 1)/2 vectors of type E(1)ab s.t. a ≤ k and a < b, where
E
(1)
ab =

+1√
2
in (a, b)th position;
−1√
2
in (b, a)th position;
0 elsewhere .
(4.3)
• k vectors of type E(2)ab s.t. a = b ≤ k, where
E
(2)
ab =
 i in (a, a)
th position;
0 elsewhere .
(4.4)
• nk − k(k + 1)/2 vectors of type E(2)ab s.t. a ≤ k and a < b, where
E
(2)
ab =

i√
2
in (a, b)th and (b, a)th position;
0 elsewhere .
(4.5)
Proof: Recalling the calculation over the real Stiefel manifold in [25] for the vectors tangential
to [Q], one can imagine a curve on V Cn,k as follows :Q
 Ik(t) 0
0 Qn−k(t)

 ,
where Ik(t) = Ik and Qn−k(t) represents a curve on U(n − k). We are interested in the tangent
space at identity; so we obtain the differential as
Φ =
 0 0
0 W
 ,
where W is a (n− k)× (n− k) skew-hermitian matrix. Note that in the above equation, the post-
multiplication by the isotropy subgroup diag(Ik, U(n − k)) is not explicitly written for notational
simplicity. The above matrix represents a vertical vector which is defined as being tangential to
both the total space and the fiber U(n− k). The tangent vectors orthogonal to the vertical space
comprise the horizontal space and hence they are obtained by solving the equations ∆ ∈ Cn×n :
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∆ = −∆H , tr(∆HΦ) = 0. This yields a structure for ∆ as
∆ =
 ∆1 −∆H2
∆2 0
 , (4.6)
where ∆1 is a k × k skew-hermitian matrix and ∆2 is an arbitrary (n− k)× k matrix. A straight-
forward linear-algebraic calculation yields the desired basis vectors spanning the set of all ∆-type
matrices.
Remark 7 If ∆˜ be another tangent vector given by
∆˜ =
 ∆˜1 −∆˜H2
∆˜2 0
 ,
then the canonical metric on V Cn,k is given by < ∆, ∆˜ >Q = tr(∆
H
1 ∆˜1)+2tr(∆
H
2 ∆˜2). This is not the
same as the traditional Euclidean metric here unlike in the Grassmann case where the two metrics
(canonical metric derived from quotient geometry and metric derived from embedding in Euclidean
space) are conformally equivalent [25]. Also note that some authors (e.g. [25]) take an additional
multiplicative 12 factor for the < ∆, ∆˜ >Q calculation (in the real case) which corresponds to taking
the half-factor in the bi-invariant metric on U(n) also.
Since the calculations for the real Stiefel manifold follow the calculations for the complex
case above, the result on the horizontal space basis is given below without proof.
Corollary 13 The horizontal space of TIdV
R
n,k is spanned by the orthonormal Eab s.t. a ≤
k and a < b where
Eab =

+1√
2
in (a, b)th position;
−1√
2
in (b, a)th position;
0 elsewhere. .

(4.7)
Again, we note that the number of such basis vectors is nk − k(k + 1)/2 which is not surprising
since for any manifold M, dim(TpM) = dimM for ∀ p ∈M .
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With the above background, we can define the Euclidean and the Geodesic distance metrics
denoted by dE and dG, respectively. The Euclidean distance between two points V1 and V2 is defined
simply using the standard Frobenius norm as dE(V1, V2) , ‖V1 − V2‖. The geodesic metric is
defined by Henkel in [42] as follows: Recall that the tangent space at a point V1 =
Ik
0
 ∈ V Cn,k
was shown to be spanned by matrices of the form X =
 A −BH
B 0
 where A = −AH .
Using exp to denote the matrix exponential, it follows that the distance between V1 =
Ik
0
 and
V2 = (expX)
Ik
0
 is given by dG(V1, V2) , ‖X‖ = √‖A‖2 + 2‖B‖2. For general points P ′1
and P
′
2 on the Stiefel surface, we first locate the matrix M taking
Ik
0
 to P1, and then define,
using the isometric transformation trick of dG(P1, P2) , dG(M−1P1, M−1P2). Note that unlike
the Euclidean metric, the calculation of the geodesic distance between two points is non-trivial.
The volume of the manifold depends on the choice of the distance metric. Here, we denote
the volumes under the Euclidean and geodesic metrics by VolE and VolG, respectively. Under the
dE metric, the volumes are known from [15] (for F = R case) and [78] (for F = C case) to be
VolE(V
F
n,k) =

2k pi
nk
2
Γk(
n
2
) F = R;
pink
Γ˜k(n)
F = C,
 (4.8)
where Γk(.) and Γ˜k(.) are the real and complex multivariate gamma functions given by
Γm(a) = pi
m(m−1)/4
m∏
i=1
Γ
(
a− 1
2
(i− 1)
)
, (4.9)
and Γ˜p(a) = pi
p(p−1)
2 Γ(a)Γ(a− 1) . . .Γ(a− p+ 1). (4.10)
For the dG metric, the volumes are given by the following lemma.
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Lemma 14 Under the geodesic distance metric dG, the volume of the Stiefel manifold V
F
n,k is given
by
VolG(V
F
n,k) =

√
2
N
VolE(V
R
n,k) F = R;
√
2
N−k
VolE(V
C
n,k) F = C,
 (4.11)
where
N = dim(V Fn,k) =
 nk −
k(k+1)
2 F = R;
2nk − k2 F = C.
 (4.12)
The technique used in proving this lemma are not connected to the arguments used in the
rest of the chapter and hence the proof is relegated to Appendix C.1.
Having established the volume of the manifold, we can define a ball of radius δ around a
point P on V Fn,k as BP (δ) = { Q ∈ V Fn,k | d(P,Q) ≤ δ }, where d is either the dE or dG metric.
It can be shown that the volume of the ball is independent of the choice of center P and hence we
shall drop the subscript in future references to a ball of given radius. The following lemma provides
the formula for the normalized volume of a ball of radius δ defined as the ratio of the volume of
the ball to the volume of the entire manifold, i.e. µ(B(δ)) = Vol(B(δ))
Vol(V Fn,k)
.
Lemma 15 The normalized volume of a ball in the manifold V Fn,k is given by µ(B(δ)) = c
F
n,k.δ
N . (1 +
O(δ2)), where
cFn,k =
pi
N
2
Γ(N+22 ).Vol(V
F
n,k)
, (4.13)
where the volume of the manifold under dE and dG metrics can be found in equations (4.8) and
(4.11), respectively and N denotes the dimension of the respective manifold as given in equation
(4.12).
Proof: It follows from the proof given for lemma 4 in chapter 2.
This simple computation surprisingly improves upon the results of many previous attempts
including the well-known papers by Conway [16] and Barg et al. [7], and suffices for the feedback
rate analysis pursued in Section 4.4. However, if we concentrate on the geodesic distance metric,
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we can obtain the precise series expansion itself for the normalized volume of a ball. For notational
simplicity, we use a and b for scalars; and p, p˜, q and q˜ to represent 2-tuples such as (a, b). When
we have to sum over all the basis vectors of the horizontal space at identity to V Cn,k, we shall refer
to the N vectors as Ep or Eq instead of as Eab.
Theorem 16 The precise series expansion for the normalized volume of a ball in V Cn,k is given by
µ(B(δ)) = c0δ
N + c2δ
N+2 + c4δ
N+4 + . . .
where the coefficients c0, c2, . . . can be calculated using the following algorithm.
Step One : Enumerate the N basis vectors (each being a n × n matrix) from (4.3), (4.4), (4.5) as
an array of Ep’s.
Step Two : Define functions for Vertical lift (Vert), Lie bracket (Lie) and the inner product (Inner)
computations as follows: Function Vert acting on the matrix Ep locates the (i, j)
th (or the (j, i)th)
entry of the matrix which is nonzero . If min(i, j) > k, then the output is Ep itself, else it is zero.
The Lie function acting on inputs Ep and Eq gives the output EpEq −EqEp. The function Inner
implements the bi-invariant inner product tr(UHV ).
Step Three : Compute for the N4 cases Rabcd as Inner(
1
4Lie(Lie(Ea, Eb), Ec), Ed).
Step Four : For the same N4 cases, compute Rabcd from Rabcd as
Rabcd = Rabcd
+
1
4
Inner(V ert(Lie(Ea, Ec)), V ert(Lie(Eb, Ed)))
− 1
4
Inner(V ert(Lie(Eb, Ec)), V ert(Lie(Ea, Ed)))
+
1
2
Inner(V ert(Lie(Ec, Ed)), V ert(Lie(Ea, Eb))).
Step Five : For the N2 case, compute rpq =
∑N
p˜=1Rpp˜qp˜. Compute τ =
∑N
p=1 rpp.
Step Six : Set c0 to be the c
C
n,k of lemma 15 above. Compute c2 as
c2 = −cFn,k.
τ
6(N + 2)
.
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The proof is provided in Appendix C.2. The principal idea in the proof is to note that the
curvature tensor of V Cn,k is related to the curvature tensor of U(n) through the idea of Riemannian
submersions. The curvature of U(n) is easy to calculate since it is a Lie group and we assumed a
bi-invariant metric on its tangent space. Once the curvature tensor of V Cn,k is obtained, standard
contractions can be used to find the other geometric quantities arising in the volume expansion
provided by Gray [36].
Corollary 17 The precise series expansion for the normalized volume of the ball in V Rn,k can be
obtained using the algorithm of Theorem 16 with the following changes. The only change occurs in
the basis vectors for the horizontal space which are now given by Corollary 13 and in the calculation
of horizontal and vertical lifts provided here. The horizontal lifts for the basis vectors (min(a, b) ≤ k
) are given by
Eab = Eab. (4.14)
The vertical lifts are given by
Evab =
 Eab if min(a, b) > k ;0 else.
 (4.15)
Remark 8 The above results on ball volumes do not work for V Rn,n ≡ O(n) since it is not a
connected space. One must deal with O(n) by splitting it into two equal-volume parts O+(n) and
O+(n), which correspond to orthogonal matrices with determinant +1 and −1, respectively.
The higher order terms in the series expansion can be similarly calculated once the curvature
tensor of the manifold is known following the exposition of [36].
Remark 9 The problem of finding the power series expansion of the volume of a geodesic ball has
a long history. Spivak [102] provides an English translation of a 1848 paper in French by Bertrand,
Diguet and Piseux where the first two terms are calculated for a ball in a 2-dimensional surface.
The first extension to the Riemannian case was by Vermeil in 1917 with additional terms being
reported by Gray in 1974 [36]. The relative obscurity of Gray’s paper coupled with the employment
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of Riemannian geometric machinery in the volume formulation seems to have precluded so far the
application of this work to coding and information theory.
4.3.2 Grassmann Manifold Calculations
One of the advantages of the geometric paradigm developed to solve the Stiefel ball volume
question lies in its ready extendability to the Grassmann case. A point on the Grassmann manifold
GFn,k would be represented by a matrix V ∈ V Fn,k with the additional implicit clause that V is now
identical with all matrices V.O, where O belongs to the unitary group U(n) in the complex case
and the orthogonal group O(n) in the real case.
As in V Fn,k, we again have two different distance metrics commonly deployed on the G
F
n,k
manifold, namely the chordal and geodesic distance metrics denoted by dC and dG, respectively.
The chordal distance dC is defined by dC(V1, V2) , 1√2 ‖V1V H1 − V2V H2 ‖. The geodesic distance dG
is defined, as a first step, as dG

Ik
0
 , (exp X)
Ik
0

 , ‖X‖F , for each X =
 0 −BH
B 0

spanning the tangent space to GFNt,k at the former point. For general points, one takes recourse
to the isometric transformation method delineated during the Stiefel discussion. However, unlike
the Stiefel case, the distance metrics over the Grassmann manifold are easily calculated due to the
notion of principal angles. Following [7], let A and B be two points on GFn,k. Let a and b be two
unit vectors and θ = cos−1 |aHb| be the angle between them. As a varies over A and b varies over
B, θ has k stationary points 0 ≤ θk ≤ . . . ≤ θ1 ≤ pi2 corresponding to some pairs of vectors (ai, bi),
1 ≤ i ≤ k. The sets of vectors (ai) and (bi) form orthogonal bases in A and B, respectively; and
if k ≤ n2 , then ai is orthogonal to bj for any i 6= j. Using these angles, the chordal and geodesic
distances are defined as dc(A,B) =
√∑k
i=1 sin
2 θi and dg(A,B) =
√∑k
i=1 θ
2
i .
The dimension of the Grassmann manifold is known to be N = βk(n − k), with β = 1
for F = R and β = 2 for F = C. The normalized volume of a ball in the Grassmann manifold
is given, as in the Stiefel case, by
µ(B(δ)) = cFn,k.δ
N . (1 + O(δ2)).
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The formula for cFn,k for the dC metric is available from [20]. The following corollary provides c
F
n,k
for the dG metric.
Corollary 18 The leading coefficient of the volume expansion for a ball in the GFNt,k under the
geodesic metric is given by
cRNt,k =
pi−
N
2
Γ
(
N+2
2
) 1
2
N
2
Γk(
k
2 )
Γk(
Nt
2 )
,
cCNt,k =
piNtk+
k
2
Γ(Ntk − k2 + 1)
1
2
Nt−k
2
(Nt−k+1)−2k
Γ˜k(Nt)
Γ˜k(k)
.
The proof is omitted as it is easily derivable using the corresponding calculations for the Stiefel
case. The series expansion for the ball volume can also be calculated in a manner analogous to
the Stiefel case. For example, the horizontal space at identity to the real Grassmann manifold is
represented by
∆ =
 0 −V t
V 0
 ,
where V is an arbitrary real (n− k)× k matrix. It is spanned by the orthonormal basis vectors
Eab =

+1√
2
in (a, b)th position;
−1√
2
in (b, a)th position;
0 elsewhere,

where a > b, a ≥ k+1 and b ≤ k. The canonical metric on the real Grassmann manifold is obtained
by restricting the bi-invariant metric on O(n) to the horizontal space, < ∆1,∆2 >Q= 2tr(V
T
1 V2).
This metric can be shown to be conformally equivalent to the Euclidean metric on GRn,k [25]. To
obtain the curvature, one again invokes our algorithm of Theorem 16 to compute the curvature
terms. The horizontal lifts for the basis vectors ( a > b, a ≥ k + 1 and b ≤ k ) are given by
Eab = Eab. (4.16)
The vertical lifts (∀ a, b) are given by
Evab =

Eab if a < k + 1, b < k + 1 ;
Eab if a ≥ k + 1, b ≥ k + 1 ;
0 elsewhere.

(4.17)
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Using these lifts, the volume of the geodesic ball in the real Grassmann manifold (of arbitrary
dimensions) can be computed to the desired level of accuracy. The procedure is also immediately
extendible to the complex case.
The volume of a small geodesic ball in the Grassmann manifold (with arbitrary dimension)
was also computed in [18]. While [18] had employed tedious calculations involving a complicated
differential form and the Selberg’s generalization of the beta integral, we could obtain the same
result in a simple manner by systematically unravelling the geometry of the spaces involved. Further
while [18]’s techniques are specific to the Grassmann manifold, our procedure is applicable to a
larger class of manifolds, including both Grassmann and Stiefel manifolds. [7] found the first term
in the geodesic volume under the asymptotic limit of n→∞ using analytic techniques. The power
to which the radius is raised to in their work is not equal to the dimension of the manifold and
hence their answer is not accurate for finite dimensional Grassmann manifolds, as shown in [20]
and [18]. The Bishop-Gu¨nther bounds used in [43] also represent a coarse approximation to the
general framework of Gray’s formula (C.2).
A simple application of the ball volume calculations occur in computing the coding-theoretic
bounds of Hamming and Gilbert-Varshamov. We omit them here, since they are easily derived by
combining the results above with the bounds derived in the previous chapter on Pn manifolds.
4.4 Capacity Difference Estimation
The advantage of developing a general geometric framework for the Pn manifold analysis is
seen below, where one can obtain results on the distortion incurred in quantizing over the Stiefel
and Grassmann manifolds easily using corresponding results for the Pn case.
Lemma 19 Let the quantization manifold M be either V Fn,k or G
F
n,k, and let c
F
n,k denotes its ball
volume coefficient. Then, for sufficiently high Nf ,
(1) The maximum distortion under quantization by a sphere-packing codebook Csph with 2Nf
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entries is given by
4max . 2
(cFn,k)
− 1
N
2−
Nf
N ;
(2) The expected value of the distortion in using a random code for quantizing a source arbi-
trarily distributed over the manifold M can be bounded, within asymptotically tight limits,
as
N
N + 1
(cFn,k2
Nf )
−1
N ≤ D ≤ Γ(
1
N )
N
(cFn,k2
Nf )
−1
N ,
where D = ECrand D(Crand).
(3) Random codes are asymptotically optimal for quantizing a source uniformly distributed
over the manifold M in the sense that, ∀  > 0,
lim
N,Nf→∞
Pr
(
D(Crand) ≥ lim
N,Nf→∞
D∗(2Nf )|unif + 
)
= 0.
Here, D∗(2Nf )|unif represents the distortion-rate function for a source uniformly distributed
over the manifold M .
The proof is omitted since all three statements follow from the proofs of theorems 5, 6 and
7 in Chapter 2.
4.4.1 Stiefel Feedback Performance
Following the framework of Pn manifold analysis, the following lemma characterizes the
susceptibility of the ergodic information rate expression in the Stiefel feedback case to small changes
in the value of Vs yielding the following lemma.
Lemma 20 Let f(V ) , log det (I + H V P V H HH), where H ∈ FNr×Nt , V ∈ V FNt,k, and
P is a diagonal k × k matrix. If V1 and V2 are close to each other over the V FNt,k manifold, then
f(V1) − f(V2) . 2 g(H) d(V1, V2),
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where g(H) =
√
tr[MH1 M1] with
M1 = P V
H
1 H
H (I + H V1 P V
H
1 H
H)−1 H
and d represents either the Euclidean or geodesic distance metric.
Proof:
f(V1) − f(V2) = log det (I + H V1 P V H1 HH) − log det (I + H V2 P V H2 HH)
= − log det (I +H (V1 + s(V2 − V1)) P (V1 + s(V2 − V1))H HH)|s=1s=0
= −
∫ 1
0
d
ds
log det (I +H (V1 + s(V2 − V1)) P (V1 + s(V2 − V1))H HH) ds.
Now, recall from [78] that
d
dt
det A(t) = det A(t) tr
(
dA(t)
dt
A(t)−1
)
⇒ d
dt
log det A(t) = tr
(
dA(t)
dt
A(t)−1
)
Using this result, we get
f(V1) − f(V2) = −
∫ 1
0
tr(M(s)) ds,
where
M(s) = [I +H (V1 + s(V2 − V1)) P (V1 + s(V2 − V1))H HH ]−1 ×
[H (V2 − V1) P V H1 HH + H V1 P (V2 − V1)H HH + 2 s H (V2 − V1) P (V2 − V1)H HH ].
To tease out the dependence on V2 − V1 , we ignore the higher order terms of (V2 − V1)k ∀ k ≥ 2.
This is justifiable because V2 → V1 in our case as Nf → ∞. Further, we ignore the term
(V2 − V1) added to any non-vanishing term, which is independent of the value of Nf . This yields
the approximation,
f(V1) − f(V2) ≈ −
∫ 1
0
tr (I + H V1 P V
H
1 H
H)−1
(H (V2 − V1) P V H1 HH + H V1 P (V2 − V1)H HH) ds.
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Now, we note that the above integrand has become free of s. Proceeding further, we use tr(AB) =
tr(BA), |a + b| ≤ |a| + |b|, and the Cauchy-Schwartz inequality to transform the right hand
side of the above equation as follows:
|f(V1) − f(V2)| =
∣∣tr (I + H V1 P V H1 HH)−1 H (V2 − V1) P V H1 HH
+ tr (I + H V1 P V
H
1 H
H)−1 H V1 P (V2 − V1)H HH
∣∣
=
∣∣tr P V H1 HH (I + H V1 P V H1 HH)−1 H (V2 − V1)
+ tr HH(I + H V1 P V
H
1 H
H)−1 H V1 P (V2 − V1)H
∣∣
≤ ∣∣tr P V H1 HH (I + H V1 P V H1 HH)−1 H (V2 − V1)∣∣
+
∣∣tr HH(I + H V1 P V H1 HH)−1 H V1 P (V2 − V1)H ∣∣
≤ 2 g(H)
√
tr [(V2 − V1) (V2 − V1)H ],
where, g(H) =
√
tr[MH1 M1] with
M1 = P V
H
1 H
H (I + H V1 P V
H
1 H
H)−1 H.
By noting that the Euclidean distance metric
dE(V1, V2) =
√
tr [(V2 − V1) (V2 − V1)H ],
we can conclude that
f(V1) − f(V2) ≤ 2 g(H) dE(V1, V2).
Since the RHS in the above equation is a positive scalar, we could remove the mod sign from the
LHS above. Further, after some manipulations based on the calculations in [43], we get that
dE(V1, V2) ≤ dG(V1, V2) ≤ const dE(V1, V2).
This concludes the proof of this lemma.
The full power of our scalar differentiation idea can be seen in the proof above. In the Pn
case, it was still possible to use matrix differential calculus to get the answers as Q was positive
semi-definite; however such a calculation would not be possible in the Stiefel scenario above.
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From the Pn manifold analysis, recall that a factor eC depending on the code used for quan-
tization was given by
eC =
 2 (c)
−1
N if C = Csph ;
Γ( 1N )
N (c)
−1
N if C = Crand.
. (4.18)
Using this factor and the perturbation lemma, one can easily derive the tradeoff of CCSIT−CCSI−Fb
with respect to Nf .
Theorem 21 If the transmitter uses the quantized version of the Vs fed back by the receiver using
Nf bits per block, one can attain an information rate bounded as
CCSI−Fb & CCSIT − 2eC [EH g(H)] 2−
Nf
N .
The ball volume coefficient c depends on the value of Nt, s and the distance metric chosen. g(H) =√
tr[MH1 M1] with
M1 = P V
H
s H
H (I + H Vs P V
H
s H
H)−1 H.
If a random code is used for quantization, CCSIT and CCSI−Fb should be interpreted as averages
taken over the ensemble of all random codes.
Proof: The theorem is proved in three easy steps. First, in the result for f(V1) − f(V2), one can
substitute V1 = Vs and V2 = Vˆs. Second, using our distortion results, we get that d(Vs, Vˆs) ≤ eC2−
Nf
N
with the understanding that the ball volume coefficient c present within eC would be calculated
for the appropriate distance metric. Third, by noting that eC does not depend on H, we can take
expecation over H to get the desired result.
This demonstrates the scaling of 2−
Nf
N possible in Stiefel manifold feedback. The following
corollary bounds the number of feedback bits needed to achieve a given information rate.
Corollary 22 To limit the difference CCSIT − CCSI−Fb to some X bps/Hz while using the code C
over the V FNt,s manifold in the regime of sufficiently high feedback rates,, we would require that the
feedback bits Nf satisfies the condition
Nf ≥ N log2
(
2eC EHg(H)
X
)
,
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where eC and g(H) are as defined in the Theorem 21 above.
4.4.2 Grassmann Feedback Performance
Extending the capacity loss to the Grassmann case presents some new challenges. We first
note that matrix differentiation can be ruled out as it is complicated to employ for a non-square
matrix with constrained entries such as V , the matrix with some of the right singular vectors of
H. We would, hence, like to stick to the perturbative expansion type technique used in the Stiefel
analysis. But, there are two issues in naively extending the Stiefel analysis to the Grassmann case.
The first is that the function perturbed deals with concrete objects like matrices. There is no such
representation for a necessarily more nebulous object like a subspace. The second problem is that
the perturbative expansion yields a term involving the Euclidean distance between a variable and its
approximation. For GFn,k, the metric dE is meaningless. For example, in G
R
n,1, the subspace spanned
by v (with ‖v‖ = 1) and −v is the same; and hence one would expect any distance metric to yield
the distance between them as zero. But if we use v and −v as the representative of the subspaces
they span and employ the dE distance measure, then we get the distance as dE(v, −v) = 2.
Our analysis below deals with both these issues. Through a singular value decomposition of
H, let us obtain H , UfDfV Hf . Denoting the first s columns of the matrices Df and Vf by D1
and V1, respectively, we get the representations Df , [D1 | D˜1] and Vf , [V1 | V˜1]. For any point
V ∈ V CNt,s, let us define f(V ) , log det(I + PonHV V HHH). Since f(V ) = f(V U) ∀U ∈ U(s), f(.)
is really a function on the Grassmann manifold GCNt,s. Consider a point V2 on V
C
Nt,s
close to the
point V1 defined above, with respect to either the chordal or geodesic distance metric over G
C
Nt,s
.
The lemma gives a perturbation result on the function f(.).
Lemma 23 For small distances between V1 and V2,
|f(V1)− f(V2)| ≤ eDg(H) d2(V1, V2),
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where g(H) = Pon
√
tr((I + PonDH1 D1)
−1DH1 D1)2, and
eD =
 2 d = dc;pi2
8 d = dG.
 (4.19)
Proof: We begin by simplifying f(V1) to get
f(V1) = log det(I + PonHV1V
H
1 H
H)
= log det(I + PonUfDfV
H
f V1V
H
1 VfD
H
f U
H
f )
= log det(I + PonD
H
1 D1V
H
1 V1V
H
1 V1)
= log det(I + PonD
H
1 D1).
By noting that Df ≥ [D1 | 0Nr×Nt−s], we write that
f(V2) = log det(I + PonHV2V
H
2 H
H)
= log det(I + PonUfDfV
H
f V2V
H
2 VfD
H
f U
H
f ).
We would like to argue that f(V2) ≥ log det(I + PonDH1 D1V H1 V2V H2 V1). To that end, we note
that V Hf V2V
H
2 Vf is a positive semi-definite matrix and hence has an eigenvalue decomposition given
by V Hf V2V
H
2 Vf , U∆UH with ∆ being a diagonal matrix with positive entries. Substituting this
decomposition into f(V2) and rearranging
f(V2) = log det(I + PonDfU∆
1
2∆
1
2UHDHf )
= log det(I + Pon∆
1
2UHDHf DfU∆
1
2 ).
Since,
DHf Df ≥
DH1
0
(D1 | 0) ,
we can use the fact A ≥ B ≥ 0⇒ det(A) ≥ det(B) ≥ 0 for positive semi-definite matrices to show
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that
f(V2) ≥ log det
I + Pon∆ 12UH
DH1
0
(D1 | 0)U∆ 12

= log det
I + Pon(D1 | 0)V Hf V2V H2 Vf
DH1
0


= log det(I + PonD
H
1 D1V
H
1 V2V
H
2 V1).
In the above expression note that the right hand side does not change when we replace V2 with V2U ,
where U ∈ U(s). Further, as Nf →∞, there always exists a U ∈ U(s), such that ‖V1 − V2U‖ → 0.
More precisely, we know from [117] that
min
U
‖V1 − V2U‖ ≤
√
2 dC(V1, V2).
Choosing this particular U that minimizes the Euclidean distance above, we can replace V2 by
V2U , and further express V2 as V2 = V1 +4V , where ‖4V ‖ → 0 with increasing Nf . The above
argument enables us to bound f(V2) by
f(V2) ≥ log det(I + PonDH1 D1V H1 (V1 +4V )(V1 +4V )HV1).
and consequently obtain that
|f(V1)− f(V2)| ≤ | log det(I + PonDH1 D1)−
log det(I + PonD
H
1 D1V
H
1 (V1 +4V )(V1 +4V )HV1)|.
Expanding the term V H1 (V1 +4V )(V1 +4V )HV1, and using the fact that V H1 V1 = I, we get that
V H1 (V1 +4V )(V1 +4V )HV1 = I + V H1 4V +4V HV1 + V H1 4V4V HV1
= I + V H1 4V4V HV1.
The second line follows by recalling the perturbation idea from [25] to obtain that
V H1 V1 = I ⇒4V HV1 + V H1 4V = 0.
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Plugging this back to bound the difference between f(V1) and f(V2), we get
|f(V1)− f(V2)| ≤ | log det(I + PonDH1 D1) − log det(I + PonDH1 D1(I + V H1 4V4V HV1))|
= | log det(I + (I + PonDH1 D1)−1PonDH1 D1V H1 4V4V HV1)|.
From functional calculus, we know that log det(A) = tr(Log(A)), and for any matrix B with small
norm, we can approximate Log(I +B) by B itself. This is valid since
‖B‖ , ‖(I + PonDH1 D1)−1PonDH1 D1V H1 4V4V HV1)‖ ≤ ‖V H1 4V4V HV1‖ ≤ ‖4V ‖2.
This allows us to write that
|f(V1)− f(V2)| . |tr((I + PonDH1 D1)−1PonDH1 D1V H1 4V4V HV1))|
≤ g(H)
√
tr(4V4V H)2.
Using the fact that tr((A)2) ≤ (tr(A))2 for any positive semi-definite matrix A, we get
|f(V1)− f(V2)| . g(H) tr(4V4V H)
= g(H) ‖4V ‖2 ≤ 2 g(H) d2c(V1, V2).
Further, by rescaling the metric equivalence results in [42], it is easily seen that dc(V1, V2) ≤
pi
4dG(V1, V2). Substituting this into the previous equation concludes the proof of this lemma.
Using this perturbative lemma, one can again derive the tradeoff between CCSIT and CCSI−Fb
with respect to Nf .
Theorem 24 If the transmitter uses the quantized version of the Vs fed back by the receiver using
Nf bits per block after quantization over G
F
Nt,s
, one can attain an information rate bounded as
CCSI−Fb & CCSIT − eD eC [EH g(H)] 2−
2Nf
N ,
where g(H) = Pon
√
tr((I + PonDH1 D1)
−1DH1 D1)2,
eD =
 2 d = dc;pi2
8 d = dG.

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and
eC =

4 (c)
−2
N if C = Csph ;
Γ( 2N )
N
2
(c)
−1
N if C = Crand.
(4.20)
If a random code is used for quantization, CCSIT and CCSI−Fb should be interpreted as averages
taken over the ensemble of all random codes.
The proof is omitted as the steps involved are identical to those used in Theorem 21. This demon-
strates the scaling of 2−
2Nf
N possible in Grassmann manifold feedback. The following corollary
bounds the number of feedback bits needed to achieve a given information rate.
Corollary 25 To limit the difference CCSIT − CCSI−Fb to some X bps/Hz while using the code C
over the GFNt,s manifold in the regime of sufficiently high feedback rates, we would require that the
feedback bits Nf be more than
Nf ≥ N
2
log2
(
eDeC EHg(H)
X
)
,
where eC , eD and g(H) are as defined in the Theorem 24 above.
Our approach above has three advantages as compared to previous calculations. Firstly, they are
mathematically rigorous. Secondly, a single approach holds for both Grassmann and Stiefel calcu-
lations. Thirdly, the calculations hold for all distributions and not just the Rayleigh distribution.
The performance of two other transmission scenarios under finite-rate feedback are solved using
the geometric approach above in Appendix D.
4.5 Geometric Mean Decomposition Scheme under Feedback
We analyze the channel model y = HFx+ n of [50], where the channel matrix H ∈ CNr×Nt
has rank s and the noise n ∼ CN(0, σ2zI). x ∈ CL×1 has i.i.d. entries distributed as CN(0, σ2x).
The precoder matrix F ∈ CNt×L acting on the input x ∈ CL×1 is constrained by the STPC
of tr((Fx)(Fx)H) = ρ2 ⇔ tr(FFH) = 1αρ2, where α ,
(
σz
σx
)2
. In practice, H often has widely
varying singular values because of which the standard linearizing approach through a singular value
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decomposition following the seminal paper by Telatar [108] leads to multiple sub-channels with
very different SNRs. This can bring “much difficulty to the subsequent modulation/demodulation
and coding/decoding procedures” [50]. A lower complexity technique arises from the use of the
geometric mean decomposition given below.
[51] showed that any rank s matrix H ∈ CNr×Nt with singular values λH,1 ≥ . . . ≥ λH,s > 0
can be decomposed as H = ARPH , where R ∈ Rs×s is an upper triangular matrix with all diagonal
elements equal to the geometric mean of the singular values of H, i.e.
rii = λH ,
(
s∏
n=1
λH,n
) 1
s
.
A ∈ CNr×s and P ∈ CNt×s have orthonormal columns; in other words, they lie on the Stiefel
manifolds V CNr,s and V
C
Nt,s
, respectively. A computationally fast and numerically stable algorithm
to perform the above geometric mean decomposition is available from [49].
If perfect CSIT were available, the transmitter can set F = P resulting in the channel
equation given by
y = ARx+ z.
The receiver can multiply the output y by AH to producing an equivalent channel model of
y˜ = Rx+ z˜.
Taking advantage of the upper diagonal structure for R, one can use either sequential detected
signal cancellation or dirty-paper precoding to cancel the interference due to the off-diagonal ele-
ments of R. This GMD scheme brings convenience to the subsequent modulation/demodulation
and coding/decoding procedures. The GMD scheme described above has also been shown to be
asymptotically optimal for high SNR in both the channel throughput and bit-error rate (BER)
performance aspects. The achievable rate under CSIT, i.e. when F is set equal to P , is given by
CCSIT , EH log det
(
I +
1
α
HPPHHH
)
= EH log det
(
I +
1
α
ARPHPPHPRHAH
)
= EH log det
(
I +
1
α
RRH
)
.
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If H is known only at the receiver, it can compute P and quantize it as some Pˆ over the V CNt,s using
a code C of 2Nf entries. The transmitter can then set F = Pˆ to achieve a rate of
CCSI−Fb , EH log det
(
I +
1
α
HPˆ PˆHHH
)
.
For quantization over the Stiefel manifold, we use the standard Euclidean distance metric as
d(P1, P2) , ‖P1−P2‖ for any P1, P2 ∈ V CNt,s. The aim is to analyze the variation of CCSIT−CCSI−Fb
with respect to Nf .
Let c and N denote the ball volume coefficient and the real dimension of the V CNt,s manifold,
respectively. Let Csph and Crand represent the sphere-packing and random code, respectively over
the Stiefel manifold. If we use a random code for quantization, then we must interpret CCSIT and
CCSI−Fb as averages over the ensemble of all random codes. For notational simplicity, we set α = 1
below; for other values of α, one substitute R by R√
α
in the theorem statement below.
Theorem 26 If the receiver uses Nf bits to quantize the matrix P over V
C
Nt,s
, the transmitter can
employ this within the ambit of the GMD scheme to attain a rate of
CCSI−Fb & CCSIT − eCEH‖RH(I +RRH)−1R‖2−
2Nf
N ,
where
eC =

4 (c)
−2
N if C = Csph ;
Γ( 2N )
N
2
(c)
−2
N if C = Crand.
(4.21)
Proof: Let us define ICSI−Fb , log det
(
I +HPˆ PˆHHH
)
. Denoting Pˆ , P + ∆P , we can
substitute H = ARPH in ICSI−Fb to get
ICSI−Fb = log det(I +RPH(P + ∆P )(P + ∆P )HPRH).
Recall the perturbation principle from [25], that
PHP = I ⇒ PH∆P + ∆PHP = 0.
Using this, one can simplify
PH(P + ∆P )(P + ∆P )HP = I + PH∆P∆PHP.
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Substituting this back into the ICSI−Fb expression, we get
ICSI−Fb = log det(I +R(I + PH∆P∆PHP )RH)
= log det(I +RRH +RPH∆P∆PHPRH)
= log det(I +RRH)
− log det(I + (I +RRH)−1(RPH∆P∆PHPRH)).
Let us define ICSIT = log det(I +RR
H). Taking modulus of both sides, we get
|ICSIT − ICSI−Fb| ≤ | log det(I + (I +RRH)−1(RPH∆P∆PHPRH))|
= |tr Log(I + (I +RRH)−1(RPH∆P∆PHPRH))|
≈ |tr(I +RRH)−1(RPH∆P∆PHPRH)|
= |tr((RH(I +RRH)−1R)(PH∆P∆PHP ))|
The second line follows from the functional calculus notion that log det(X) = tr Log(X). The ap-
proximation in the third step follows by noting that ‖B‖ , ‖(I+RRH)−1(RPH∆P∆PHPRH)‖ ≤
‖∆P‖2 → 0 as Nf → ∞, and hence Log(I + B) ≈ B. Since the right hand side is positive, we
can remove the modulus sign from the left hand side. Further, one can use the Cauchy-Schwartz
inequality on the right hand side to get
ICSIT − ICSI−Fb . ‖PRH(I +RRH)−1RPH‖ ‖∆P∆PH‖
≤ ‖RH(I +RRH)−1R‖ ‖∆P‖2.
If we use a sphere-packing code, then using lemma 19 derived before in the current chapter, we can
conclude that
‖∆P‖2 ≤ 42max ≤ eC |C=Csph 2−
2Nf
N .
If we use a random code, then we are effectively finding the average distortion incurred when the
distortion metric is defined as the square of the distance between P and Pˆ . This yields - again
invoking lemma 19 -
ECrand ‖∆P‖2 ≤ eC |C=Crand 2−
2Nf
N .
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Substituting this and noting that CCSIT = EHICSIT and CCSI−Fb = EHICSI−Fb, we get the desired
expression.
The result is interesting in that the scaling of 2−
2Nf
N obtained above is the square of the 2−
Nf
N
scaling obtained in Stiefel feedback using the conventional SVD-based scheme. This implies that
the GMD scheme is not only less complex to implement in practice, but also less susceptible to
feedback errors than the SVD scheme. This also suggests that the feedback scaling - be it 2−
2Nf
N
or 2−
Nf
N - is related to the transmission scheme rather than to the quantization manifold.
4.6 Conclusion
We extended our geometric framework to analyze the geometry of the Stiefel and Grassmann
manifolds. In particular, we calculated the volume of the two manifolds under different distance
metrics. Next, the precise series expansion for the normalized volume of a ball was derived under
the geodesic metric. Once the normalized volume of the ball was computed, the application of
our geometric framework enabled us to trivially bound the distortion incurred in quantizing using
either a sphere-packing or a random code over these manifolds. Finally, we used these quantization
results to bound the variation of CCSIT − CCSI−Fb with respect to Nf for both Grassmann and
Stiefel feedback.
Chapter 5
Conclusion
We analyzed the performance of point-to-point MIMO systems when the channel-aware re-
ceiver uses Nf bits per block to quantize some function of the channel matrix and feeds back this
information to the transmitter. We developed a comprehensive geometric paradigm to tackle this
question and applied it first to the fundamental question when the optimum input covariance ma-
trix itself is fed back. This led us to quantization over a new set of positive semi-definite matrices
buffeted by rank and trace constraints that we denoted as the Pn manifold. As part of our analysis,
we bounded the maximum distortion incurred in quantizing using a sphere-packing code and the
average distortion incurred in quantizing using a random code. Both these results were derived
without constraining either the distribution of the source or the underlying Riemannian manifold.
By obtaining a new linear-algebraic result on the susceptibility of the log-det expression to small
variations in the value of the input covariance matrix, we characterized the gap between the ideal
CSIT capacity or CCSIT and the achievable rate under finite-rate feedback or CCSI−Fb as a function
of the feedback rate. Our geometric paradigm was extended to the case when the right singular
vectors of the channel matrix were quantized. Depending on whether equal power was allocated
to each eigen-beam or not, the quantization surface was either the Grassmann or the Stiefel man-
ifold. By studying the geometry of these two surfaces, we found the precise series expansion for
the volume of a geodesic ball over these manifolds. The coding-theoretic bounds of Hamming and
Gilbert-Varshamov were established for all the three manifolds. As in the Pn manifold case, the
gap between CCSIT and CCSI−Fb was computed as a function of the feedback bits Nf . Various
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applications of the above framework were analyzed with attention paid to those cases which could
not be analyzed before. For example, earlier works concentrating on Grassmann feedback could
not analyze the performance of long-term power constrained systems under feedback. Since our
results were not tied to any particular distribution of the channel matrix, we could analyze the
performance of antenna selection systems under finite-rate feedback. Numerical simulations were
used to demonstrate the superior performance obtained by our quantization strategies over prior
attempts at covariance feedback.
Bibliography
[1] P. A. Absil, R. Mahony, and R. Sepulchre. Riemannian Geometry of Grassmann Manifolds
with a View on Algorithmic Computation. Acta Applicandae Mathematicae, 80(2):199–220,
Jan. 2004.
[2] M. Adler and P. van Moerbeke. Integrals over Grassmannians and Random Permutations.
Advances in Mathematics, 181(1):190–249, 2004.
[3] Z. D. Bai and J. W. Silverstein. CLT for Linear Spectral Statistics of Large-Dimensional
Sample Covariance Matrices. Annals of Probability, 32(1A):553–605, 2004.
[4] T. Baker and P. Forrester. The Calogero-Sutherland Model and Generalized Classical Poly-
nomials. Communications in Mathematical Physics, 188:175–216, 1997.
[5] A. D. Barbour and L. H. Y. Chen. An Introduction to Stein’s Method. Singapore University
Press, Singapore, 2005.
[6] A. Barg and D. Yu Nogin. Correction to ”Bounds on Packings of Spheres in the Grassmann
Manifold”. IEEE Transactions on Information Theory, 51(7):2732–2732, Jul. 2005.
[7] A. Barg and D. Yu Nogin. Bounds on Packings of Spheres in the Grassmann Manifold. IEEE
Transactions on Information Theory, 48(9):2450–2454, Sep. 2002.
[8] S. Berceanu. On the Geometry of Complex Grassmann Manifold, its Non-Compact Dual and
Coherent States. Bulletin of the Belgian Mathematical Society, 4:205–243, 1997.
[9] N. Berline, E. Getzler, and M. Vergne. Heat Kernels and Dirac Operators. Springer, Berlin,
2004.
[10] R. Bhatia. Positive Definite Matrices. Princeton University Press, 2007.
[11] R. Bhatia and J. A. R. Holbrook. Riemannian Geometry and Matrix Geometric Means.
Linear Algebra and its Applications, 413:594–618, 2006.
[12] E. Bonek and W. Weichselberger. What we can learn from Multiantenna Measurements.
In Space-Time Wireless Systems, From Array Processing to MIMO Communications, pages
467–486. Cambridge University Press, 2006.
[13] S. Boyd and L. Vandenberghe. Convex Optimization. Cambridge University Press, 2004.
109
[14] R. Chellapa, A. C. Sankaranarayanan, A. Veeraraghavan, and P. Turaga. Statistical Methods
and Models for Video-Based Tracking, Modeling and Recognition. Foundations and Trends
in Signal Processing, 3(1-2), Jan. 2010.
[15] Y. Chikuse. Statistics on Special Manifolds. Springer Verlag, 2003.
[16] J. H. Conway, R. H. Hardin, and N. J. A. Sloane. Packing lines, planes etc : Packings in
Grassmannian spaces. Journal of Experimental Mathematics 5, pages 139–159, 1996.
[17] A. D. Dabbagh and D. J. Love. Feedback Rate - Capacity Loss Tradeoff for Limited Feedback
MIMO Systems. IEEE Transactions on Information Theory, 52(5):2190–2202, May. 2006.
[18] W. Dai. Communications with Finite Rate Feedback and Quantization on Grassmann Manifolds.
PhD thesis, University of Colorado, Boulder, 2007.
[19] W. Dai, Y. Liu, , V. K. N. Lau, and B. Rider. On the Information Rate of MIMO Systems
with Finite Rate Channel State Feedback using Power On/Off Strategy. IEEE Transactions
on Information Theory, 55(11):5032–5047, November 2009.
[20] W. Dai, Y. Liu, and B. Rider. Quantization Bounds on Grassmann Manifolds and Appli-
cations to MIMO Communications. IEEE Transactions on Information Theory, 54(3):1108–
1123, March 2008.
[21] J. A. Diaz-Garcia. A Note about Measures and Jacobians of Singular Random Matrices.
Journal of Multivariate Analysis, 98:960–969, 2007.
[22] J. A. Diaz-Garcia and G. Gonzalez-Farias. Singular Random Matrix Decompositions: Jaco-
bians. Journal of Multivariate Analysis, 93:296–312, 2005.
[23] M. P. doCarmo. Riemannian Geometry. Birkhauser Verlag, 1991.
[24] I. L. Dryden, A. Koloydenko, and D. Zhou. Non-Euclidean Statistics For Covariance Matrices,
With Applications to Diffusion Tensor Imaging. The Annals of Applied Statistics, 3(3):1102–
1123, 2009.
[25] Alan Edelman, Toma´s A. Arias, and Steven T. Smith. The Geometry of Algorithms with
Orthogonality Constraints. SIAM J. Matrix Anal. Appl., 20(2):303–353, 1999.
[26] Maria Falcitelli, Anna Maria Pastore, and Stere Ianus.
Riemannian Submersions and Other Topics . World Scientific, 2004.
[27] K. T. Fang and R. Z. Li. Some Methods for Generating both an NT-Net and the Uniform
Distribution on a Stiefel Manifold and their Applications. Computational Statistics and Data
Analysis, 24(1):29–46, 1997.
[28] S. Fiori. Formulation and Integration of Learning Differential Equations on the Stiefel Man-
ifold. IEEE Journal on Neural Networks, 16(6):1697–1701, Nov. 2005.
[29] G. J. Foschini and M. J. Gans. On Limits of Wireless Communications in a Fading Envi-
ronment when using Multiple Antennas. Wireless Personal Communications, 6(3):311–335,
March 1998.
[30] J. Galambos. The Asymptotic Theory of Extreme Order Statistics. Krieger Pub. Co., 1987.
110
[31] S. Gallot, D. Hulin, and J. Lafontaine. Riemannian Geometry. Springer, 2004.
[32] R. H. Gohary and T. N. Davidson. Design of Linear Dispersion Codes: Asymptotic Guidelines
and Their Implementation. IEEE Journal on Wireless Communications, 4(6):2892–2906, Nov.
2005.
[33] A. Goldsmith, S. A. Jafar, N. Jindal, and S. Viswanath. Capacity limits of MIMO Channels.
IEEE Journal on Selected Areas in Communications, 21(5):684–702, June 2003.
[34] I. S. Gradshteyn and I. M. Ryzhik. Table of Integrals, Series and Products. Academic Press,
San Diego, 1994.
[35] A. Grant. Capacity of Ergodic MIMO Channels with Complete Transmitter Channel Knowl-
edge. In 6th Australian Communications Theory Workshop, Queensland, Australia, 2005.
[36] A. Gray. Tubes. Birkhauser Verlag, 2004.
[37] A. K. Gupta and D. K. Nagar. Matrix Variate Distributions. CRC Press., 2000.
[38] G. Han and J. Rosenthal. Good Packings in the Complex Stiefel Manifold using Numerical
Methods. In 17th International Symposium on the Mathematical Theory of Networks and
Systems, Kyoto, Japan, 2006.
[39] R. W. Heath, S. Sandhu, and A. Paulraj. Antenna Selection for Spatial Multiplexing Systems
with Linear Receivers. IEEE Communications Letters, 5(4):142–144, Apr. 2001.
[40] Sigurdur Helgason. Differential Geometry, Lie Groups, and Symmetric Spaces . AMS, Grad-
uate Texts in Mathematics, 2001.
[41] O. Henkel. Sphere-Packing Bounds in the Grassmann and Stiefel Manifolds. IEEE
Transactions on Information Theory, 51(10):3445–3456, October 2005.
[42] O. Henkel. Sphere-Packing Bounds in the Grassmann and Stiefel Manifolds. IEEE
Transactions on Information Theory, 51(10):3445–3456, October 2005.
[43] O. Henkel. Geometrical Relations between Space Time Block Code Designs and Complexity
Reduction. IEEE Transactions on Information Theory, 52(12):5324–5335, December 2006.
[44] B. M. Hochwald, T. L. Marzetta, T. J. Richardson, W. Sweldens, and R. Urbanke. Systematic
Design of Unitary Space-Time Constellations. IEEE Transactions on Information Theory,
46(6):1962–1973, Sep. 2000.
[45] K. Huper, M. Kleinsteuber, and F. S. Leite. Rolling Stiefel Manifolds. International Journal
of Systems Science, To Appear.
[46] S. A. Jafar, S. Viswanath, and A. Goldsmith. Channel Capacity and Beamforming for Mul-
tiple Transmit and Receive Antennas with Covariance Feedback. In IEEE Conference on
Communications, Helsinki, Finland, 2001.
[47] A. T. James. Distributions of Matrix Variate and Latent Roots derived from Normal Samples.
Annals of Mathematical Statistics, 35:475–501, 1964.
111
[48] A. T. James. Normal Multivariate Analysis and the Orthogonal Group. The Annals of
Mathematical Statistics, 25, no.1:40–75, Mar.1954.
[49] Y. Jiang, J. Li, and W. Hager. The Geometric Mean Decomposition. Linear Algebra and Its
Applications, 396:373–384, Feb. 2005.
[50] Y. Jiang, J. Li, and W. Hager. Uniform Channel Decomposition for MIMO Communications.
IEEE Transactions on Signal Processing, 53(11):4283–4294, Nov. 2005.
[51] Y. Jiang, J. Li, and W. Hager. Joint Transceiver Design for MIMO Communications using
Geometric Mean Decomposition. IEEE Transactions on Signal Processing, 53(10):3791–3803,
Oct. 2005.
[52] J. Jost. Riemannian Geometry and Geometric Analysis. Springer, 2005.
[53] R. W. Heath Jr. and D. J. Love. Multimode Antenna Selection for Spatial Muliplexing
Systems with Linear Receivers. IEEE Transactions on Signal Processing, 53(8):3042–3056,
Aug. 2005.
[54] R. W. Heath Jr. and D. J. Love. Multimode Precoding for MIMO Wireless Systems. IEEE
Transactions on Signal Processing, 53(10):3674–3687, Oct. 2005.
[55] I. Kammoun and J. C. Belfiore. A New Family of Grassmann Space-Time Codes for Non-
coherent MIMO Systems. IEEE Communications Letters, 7(11):528–530, 2003.
[56] D. G. Kendall. Shape Manifolds, Procrustean Metrics and Complex Projective Spaces.
Bulletin of the London Mathematical Society, 16:81–121, 1984.
[57] M. A. Khojastepour, N. Prasad, S Wang, X. Wang, and M. Madihian. Quantized Multi-rank
Beamforming for MIMO Systems. In 42nd Annual Conference on Information Sciences and
Systems, Princeton, NJ, 2008.
[58] I. H. Kim, S. Y. Park, D. J. Love, and S. J. Kim. Improved Multiuser MIMO Unitary Pre-
coding Using Partial Channel State Information and Insights from the Riemannian Manifold.
IEEE Transactions on Wireless Communications, 8(8):4014–4022, Aug. 2009.
[59] Y. Ko and C. Tepedelenlioglu. Threshold-based Substream Selection for Closed-Loop Spatial
Multiplexing. IEEE Transactions on Vehicular Technology, 57(1):215–226, Jan. 2008.
[60] R. T. Krishnamachari and M. K. Varanasi. Volume of Geodesic Balls in the Complex Stiefel
Manifold. In 46th annual Allerton Conference on Communication, Control and Computing,
Champaign, IL, 2008.
[61] R. T. Krishnamachari and M. K. Varanasi. Volume of Geodesic Balls in the Real Stiefel
Manifold. In 42nd Annual Conference on Information Sciences and Systems, Princeton, NJ,
2008.
[62] R. T. Krishnamachari and M. K. Varanasi. Interference Alignment Under Limited Feed-
back for the MIMO Interference Channel. Submitted for publication to Information Theory
Transactions : http://arxiv.org/pdf/0911.5509, Nov. 2009.
[63] R. T. Krishnamachari and M. K. Varanasi. Employing the Stiefel Manifold in Wireless
Communication. To be submitted to IEEE Transactions on Information Theory, Dec. 2011.
112
[64] V. Lau, Y. Liu, and T.A. Chen. On the Design of MIMO Block-fading Channels with
Feedback-link Capacity Constraint. IEEE Transactions on Communications, 49(9):1561–
1571, 2001.
[65] V. Lau, Y. Liu, and T.A. Chen. Capacity of Memoryless Channels and Block-fading Chan-
nels with Designed Cardinality-constrained Channel State Feedback. IEEE Transactions on
Information Theory, 50(9):2038–2049, 2004.
[66] John M. Lee. Riemannian Manifolds: An Introduction to Curvature. Springer, 1997.
[67] K. Liu, V. Raghavan, and A. M. Sayeed. Capacity Scaling and Spectral Efficiency in Wide-
Band Correlated MIMO Channels. IEEE Transactions on Information Theory, 49(10):2504–
2526, Oct. 2003.
[68] D. J. Love and R. W. Heath Jr. Multimode Precoding using Linear Receivers for Limited
Feedback MIMO Systems. In IEEE Conference on Communications, Paris, France, 2004.
[69] D. J. Love and R. W. Heath Jr. Limited Feedback Unitary Precoding for Spatial Muliplexing
Systems. IEEE Transactions on Information Theory, 51(8):2967–2976, Aug. 2005.
[70] D. J. Love, R. W. Heath Jr., V. K. N. Lau, D. Gesbert, B. D. Rao, and M. Andrews.
An Overview of Limited Feedback in Wireless Communication Systems. IEEE Journal on
Selected Areas in Communications, 26(8):1341–1365, Oct. 2008.
[71] D. J. Love, R. W. Heath Jr., and T. Strohmer. Grassmannian Beamforming for Multiple-
Input Multiple-Output Wireless Systems. IEEE Transactions on Information Theory, 49,
no.10:2735–2747, Oct. 2003.
[72] D.J. Love, R.W. Heath Jr., and T. Strohmer. Grassmannian Beamforming for Multiple-Input
Multiple-Output Wireless Systems. IEEE Transactions on Information Theory, 49(10):2735–
2747, October 2003.
[73] Y. Ma, J. Kosecka, and S. Sastry. Motion Estimation in Computer Vision: Optimization
on Stiefel Manifolds. In IEEE Conference on Decision and Control, pages 3751 – 3756, Dec.
1998.
[74] I. G. MacDonald. Symmetric Functions and Hall Polynomials. Oxford University Press, New
York, 1995.
[75] J. H. Manton. Modified Steepest Descent and Newton Algorithms for Orthogonally Con-
strained Optimization, Part I : The Complex Stiefel Manifold. In International Symposium
on Signal Processing and its Applications, Kuala Lumpur, Malaysia, 2001.
[76] J. H. Manton. On the Role of Differential Geometry in Signal Processing. In IEEE
International Conference on Acoustics, Speech and Signal Processing, Philadelphia, Penn-
sylvania, 2005.
[77] J. H. Manton. Optimization Algorithms Exploiting Unitary Constraints. IEEE Transactions
on Signal Processing, 50(3):635–650, Mar. 2002.
[78] A.M. Mathai. Jacobians of Matrix Transformations and Functions of Matrix Argument.
World Scientific, 1997.
113
[79] M. L. Mehta. Random Matrices. Elsevier Ltd., 2004.
[80] A. F. Molisch and M. Z. Win. MIMO Systems with Antenna Selection - An Overview. MERL
Technical Report, TR-2004-014, Mar. 2004.
[81] A. F. Molisch, M. Z. Win, and J. H. Winters. Capacity of MIMO Systems with Antenna
Selection. In IEEE International Conference on Communications, Helsinki, Finland, 2001.
[82] B. Mondal, S. Dutta, and R.W Heath Jr. Quantization on the Grassmann Manifold. IEEE
Transactions on Signal Processing, 55, no.8:4208 – 4216, Aug. 2007.
[83] B. Mondal, R. W . Heath Jr., and L.W. Hanlen. Quantization on the Grassmann Manifold :
Applications to Precoded MIMO Communications. In Proc. IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), 2005.
[84] A. L. Moustakas, S. H. Simon, and A. M. Sengupta. MIMO Capacity Through Correlated
Channels in the Presence of Correlated Interfers and Noise: A (not so) Large N Analysis.
IEEE Transactions on Information Theory, 49(10):2545–2561, Oct. 2003.
[85] R. J. Muirhead. Aspects of Multivariate Statistical Theory. John Wiley and Sons, Inc., 1982.
[86] S. Mukherjee, Q. Wu, and D. X. Zhou. Learning Gradients on Manifolds. Bernoulli, 16(1):181–
207, Feb. 2010.
[87] K. K. Mukkavilli, A. Sabharwal, E. Erkip, and B. Aazhang. On Beamforming with Finte-
Rate Feedback in Multiple-Antenna Systems. IEEE Transactions on Information Theory,
49(10):2562–2579, Oct. 2003.
[88] R. Orsi, U. Helmke, and J.B. Moore. A Newton-like Method for Solving Rank Constrained
Linear Matrix Inequalities. Automatica, 42:1875–1882, 2006.
[89] H. Ozcelik, N. Czink, and E. Bonek. What Makes a Good Channel Model. In IEEE Vehicular
Technology Conference, Stockholm, Sweden, 2005.
[90] X. Pennec. Intrinsic Statistics on Riemannian Manifolds : Basic Tools for Geometric Mea-
surements. Journal of Mathematical Imaging and Vision, 25(1):127–154, 2006.
[91] Third Generation Partnership Project. Physical Layer Aspect for Evolved Universal Terres-
trial Radio Access (UTRA). In TS 25.814, Oct. 2006.
[92] V. Raghavan, V. Veeravalli, and R. W. Heath Jr. Reduced Rank Signalling in Spatially
Correlated MIMO Channels. In IEEE International Symposium on Information Theory,
Nice, France, 2007.
[93] T. Ratnarajah. Complex Singular Wishart Matrices and Multiple-Antenna Systems. In
IEEE/SP Workshop on Statistical Signal Processing, Bordeaux, France, 2005.
[94] T. Ratnarajah and R. Vaillancourt. Quadratic Forms on Complex Random Matrices and
Multiple-Antenna Systems. IEEE Transactions on Information Theory, 51(8):2976–2984,
August 2005.
[95] J. C. Roh and B. D. Rao. MIMO Spatial Multiplexing with Limited Feedback. In IEEE
Conference on Communications, Seoul, South Korea, 2005.
114
[96] S. Sanayei and A. Nostratinia. Antenna Selection in MIMO Systems. IEEE Communications
Magazine, 42(10):68–63, Oct. 2004.
[97] W. Santipach and M. L. Honig. Asymptotic Performance of MIMO Wireless Channels with
Limited Feedback. In IEEE Military Communications Conference, Boston, MA, 2003.
[98] W. Santipach and M. L. Honig. Capacity of a Multiple-Antenna Fading Channel with a
Quantized Precoding Matrix. IEEE Transactions on Information Theory, 55(3):1218–1234,
Mar. 2009.
[99] A. M. Sayeed. Deconstructing Multi-Antenna Fading Channels. IEEE Transactions on Signal
Processing, 50(10):2563–2579, Oct. 2002.
[100] C. E. Shannon. Probability of Error for Optimal Codes in a Gaussian Channel. Bell System
Technical Journal, 38(3):611–656, 1959.
[101] S. H. Simon and A. L. Moustakas. Optimizing MIMO Antenna Systems With Channel
Covariance Feedback. IEEE Journal on Special Areas in Communications, 21(3):406–417,
Apr. 2003.
[102] M. Spivak. A Comprehensive Introduction to Differential Geometry – Volume Two. Publish
or Perish Inc, 1999.
[103] M. Spivak. A Comprehensive Introduction to Differential Geometry – Volume One. Publish
or Perish Inc, 2005.
[104] M. S. Srivastava. Singular Wishart and Multivariate Beta Distributions. Annals of Statistics,
31(5):1537–1560, 2003.
[105] M. S. Srivastava and C. G. Khatri. An Introduction to Multivariate Statistics. Elsevier Ltd.,
1979.
[106] N. Steenrod. The Topology of Fibre Bundles. Princeton University Press, 1957.
[107] Shlomo Sternburg. Semi-riemannian Geometry. Unpublished,
http://www.math.harvard.edu/people/SternbergShlomo.html.
[108] I.E. Telatar. Capacity of Multi-antenna Gaussian Channels. European Transactions on
Telecommunications, 10(6):585–595, 1999.
[109] J. Thukral and H. Bolcskei. Interference Alignment with Limited Feedback. In IEEE
International Symposium on Information Theory, Seoul, South Korea, 2009.
[110] L. N. Trefethen. Numerical Linear Algebra. SIAM, Philadelphia, 1997.
[111] David Tse and Pramod Viswanath. Fundamentals of Wireless Communication. Cambridge
University Press, 2005.
[112] G. H. Tucci. A Note on Averages over Random Matrix Ensembles. Available at
http://arxiv.org/pdf/0910.0575, Oct. 2009.
[113] A. M. Tulino and S. Verdu. Random Matrix Theory and Wireless Communications.
Foundations and Trends in Communications and Information Theory, 1(1), 2004.
115
[114] P. Turaga, A. Veeraraghavan, and R. Chellapa. Statistical Analysis on Stiefel and Grassmann
Manifolds with Applications in Computer Vision. In IEEE Conference on Computer Vision
and Pattern Recognition, pages 1 – 8, Jun. 2008.
[115] H. Uhlig. On Singular Wishart and Singular Multivariate Beta Distributions. Annals of
Statistics, 22:395–405, 1994.
[116] Z. Utkovski, P. C. Chen, and J. Linder. Some Geometric Methods for Construction of Space-
Time Codes in Grassmann Manifolds. In 46th annual Allerton Conference on Communication,
Control and Computing, Champaign, IL, 2008.
[117] C. S. Vaze and M. K. Varanasi. CSI Feedback Scaling Rate vs Multiplexing Gain Tradeoff
for DPC-based Transmission in the Gaussian MIMO Broadcast Channel. In International
Symposium on Information Theory, Austin, TX, 2010.
[118] H. Wang and E. Yang. On Space-Time Coding with Finite-Bit Feedback. In 10th Canadian
Workshop on Information Theory, pages 124 – 127, Jun. 2007.
[119] W. Weichselberger, M. Herdin, H. Ozcelik, and E. Bonek. A Stochastic MIMO Channel Model
With Joint Correlation of Both Links. IEEE Transactions on Wireless Communications,
5(1):90–100, Jan. 2006.
[120] Y. C. Wong. Differential Geometry of Grassmann Manifolds. Proceedings of the National
Academy of Sciences, 57:589–594, 1967.
[121] S. C. Yang. 3G CDMA2000 Wireless System Engineering. Artech House Mobile Communi-
cations Library, 2004.
[122] J. Zheng and B. D. Rao. Capacity Analysis of MIMO Systems Using Limited Feedback
Transmit Precoding Schemes. IEEE Transactions on Signal Processing, 56(7):2886–2901,
Jul. 2008.
[123] L. Zheng and D.Tse. Communicating on the Grassmann Manifold: A Geometric Approach
to Non-coherent Multiple Antenna Channel. IEEE Transactions on Information Theory, 48,
no.2:359–383, Feb. 2002.
Appendix A
Appendix to ‘Pn Manifold : Theory’ Chapter
A.1 Asymptotic Analysis of the Input Covariance Matrix
As we have seen earlier in this paper, different practical situations lead to different strategies
for the design of the input covariance matrix. We would like to study the distribution of this matrix
under not only these different strategies, but also for different distributions of the fading process.
This is motivated by the observation that Grassmannian analysis was greatly facilitated by the fact
that the matrix with right singular vectors for the i.i.d. Rayleigh faded channel matrix is uniformly
distributed over the complex Grassmann manifold. We shall see below that it is, unfortunately,
not possible to express the probability distribution of the input covariance matrix Q in a succint
format even for the standard Rayleigh fading and the typical water-filling strategy. However, it
turns out that if we take recourse to the asymptotic domain, then one can formulate a systematic
approach for the analysis of the distribution of the input covariance matrix that surprisingly holds
for a wide class of both system strategies and fading distributions.
Let us consider H ∈ Cn×n with i.i.d. Hij ∼ CN(0, 1). This gives the p.d.f. of H as
f(H) =
1
pin2
etr(−HHH).
If W = HHH , then the p.d.f. of W is f(W ) = cn,1 etr(−W ) and the density of its ordered
eigenvalues λ1 ≥ . . . ≥ λn ≥ 0 is given by [113]
f(λ1, . . . , λn) = cn,2 exp
− n∑
j=1
λj
∏
j<k
(λj − λk)2,
117
where cn,∗ are appropriate constants. Given that the singular value decomposition of H yields
H = UDV H , let us analyze the behavior of Q = V ΛV H , where Λ = diag{Λ1, . . . , Λn},
Λi = µ − 1λi , and µ is an arbitrary positive constant independent of {λi}ni=1. Then
dΛi
dλi
= 1
λ2i
,
and we get that
f(Λ1, . . . , Λn) = cn,2 exp
− n∑
j=1
1
µ − λj
 n∏
j=1
1
(µ − λj)n
∏
j<k
(Λj − Λk)2.
This yields, using the standard Jacobian for eigenvalue decomposition of a hermitian matrix [78],
that
f(Q) = cn,3 etr(−(µI − Q)−1) det(µI − Q)−n.
The above calculation illustrates the difficulty of trying to obtain the actual f(Q) for different
strategies and different fading distributions. The Q analyzed above can be interpreted as being
obtained through water-filling through a patently unreasonable assumption of the water level µ
being independent of the different eigenvalues of HHH . Even under such an oversimplification, the
probability density of Q is not easy to analyze. Once we allow µ to be dependent on the eigenvalues
{λi}ni=1, and set Λi =
(
µ − 1λi
)+
instead of Λi = µ − 1λi , it is no more possible to even express
the p.d.f. of Q in any succint format. This holds true even if we employ the random-matrix
theoretic trick of expanding the trace term and try to manipulate the resulting expression into a
hypergeometric function of matrix argument.
In Grassmannian analysis for a Rayleigh-faded channel [18], significant simplification occurs
because the desired CSI is uniformly distributed over some GCn,k. In our case, our computational
techniques have to be significantly more general than used in such earlier attempts. To understand
the distribution of Q better, and to obtain further insight into the quantized variable, we employ
asymptotic analysis in the remainder of the section. The use of asymptotic calculation calls for cer-
tain clarifications on the notations used. There is no convergence, in the sense of normal topologies,
of a finite-size matrix to any infinite-size matrix. What converges is the notion of the empirical
eigenvalue distribution of a finite-size random matrix which, in the sense of non-commutative prob-
ability, mimics the moments of the matrix. All our definitions (say, of rank, trace or determinant)
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and conclusions would be ultimately derived from the asymptotic limit of this empirical eigenvalue
distribution. Keeping this in mind, our result has an intuitive explanation. For a wide variety of
matrices, we know from random matrix theory that there exist asymptotic results on the almost
sure convergence of the empirical eigenvalue distribution of a matrix to a deterministic probability
distribution function.
Before proving our theorem, we recall some basic concepts. Firstly, for any hermitian matrix
T (n) ∈ Cn×n with eigenvalues λ(n)1 , . . . , λ(n)n , one can define the empirical eigenvalue distribution
as dFT (n)(x) =
1
n
∑n
k=1 δλ(n)k
(x), with δa(x) being the usual Dirac delta mass at point a ∈ R.
The corresponding cumulative distribution function (or the counting measure) is then given by
FT (n)(x) =
1
n
∣∣{1 ≤ j ≤ n | λj ≤ x }∣∣. Note that the above measure can be defined for
a deterministic matrix T (n) itself. If T (n) is a random matrix, then its eigenvalues {λ(n)i }ni=1 are
random variables and dFT (n)(x) represents a random measure. Secondly, we indicate a ‘reduced’
quarter-circle law by
f˜β(x) ,
√
(x− a)+(b− x)+
2piβx
,
with a , (1−√β)2 and b , (1 +√β)2. While it is not a p.d.f. in general, it will serve our purpose
in the succeeding calculations.
Let H ∈ FNr×Nt , such that
(1) {Hij} are i.i.d. random variables that are bounded with probability one.
(2) E(Hij) = 0, E(H
2
ij) =
1
Nr
, and E(H4ij) = O(
1
N2r
).
As Nt →∞, Nr →∞, and NtNr → β ∈ R, the Marchenko-Pastur law (as given in [113]) tells us that
• Nt ≤ Nr ⇒ dFHHH(x) −→a.s. f˜β(x),
• Nt ≥ Nr ⇒ dFHHH (x) −→a.s. f˜β(x).
With this background, we can prove theorem 1.
Proof: Let us first assume that Nt ≤ Nr and solve. In the finite-dimensional case, the
channel is modeled as y =
√
γHx + n, where the channel matrix entries Hij are assumed to
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be zero mean and unit variance random variables. We shall set up an equivalent version of this
channel model - following [113] - that is amenable for the limiting analysis, as y =
√
SNRHˆxˆ + n,
where Hˆij has zero mean and
1
Nt
variance. We define SNR , γE‖x‖
2
1
Nr
E‖n‖2 = γE‖x‖2 and note that
the new input is merely a scaled version of the previous input, i.e. xˆ = x
√
Ntγ
SNR . This implies that
the covariance matrix for xˆ under the new channel model is a normalized version of the original
input covariance matrix of x, as in Covxˆ =
Covx
E‖x‖2
Nt
. We shall derive results for xˆ under the new
model, which shall be readily interpretable as results for the normalized input covariance for x.
Denoting the matrix of right singular vectors of Hˆ by V , the water filling solution for xˆ is given by
Covxˆ = V P
(Nt)V H ,
P
(Nt)
ii =
(
ν − 1
SNRλi(HˆHHˆ)
)+
.
Here, ν is the parameter obtained by the constraint on Covxˆ obtained through tr(Covxˆ) =
tr
(
Covx
E‖x‖2
Nt
)
= Nt . Further, note that the matrices Covx and Covxˆ are related via finite non-zero
multiplicative factors and hence the ranks of the two matrices are the same. Define H˜ =
√
βHˆ.
We get,
tr(P (Nt)) = Nt ⇒ 1
Nt
Nt∑
j=1
(
ν − 1
SNRλj(HˆHHˆ)
)+
= 1
⇒ 1
Nt
Nt∑
j=1
(
ν − β
SNRλj(H˜HH˜)
)+
= 1
⇒
∫ +∞
−∞
(
ν − β
SNRx
)+
dFNt
H˜HH˜
(x) = 1.
Now, we can invoke the Marchenko-Pastur law discussed above to obtain,∫ b
a
(
ν − β
SNRλ
)+
f˜β(λ) dλ = 1. (A.1)
This fixed point equation can be solved to obtain the parameter ν. The above equation occurs in
[113], but there appears to be a mistake in their calculations because of which they get max{a, ν−1}
as the lower limit of the integral.
Analyzing the empirical eigenvalue distribution further, we see that
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FP (Nt)(0) =
1
Nt
∣∣∣{1 ≤ j ≤ Nt | P (Nt)jj = 0}∣∣∣
=
1
Nt
∣∣∣∣∣
{
1 ≤ j ≤ Nt | ν ≤ β
SNRλj(H˜HH˜)
}∣∣∣∣∣
=
1
Nt
∣∣∣∣{1 ≤ j ≤ Nt | λj(H˜HH˜) ≤ βSNR ν
}∣∣∣∣
=
∫ β
SNR ν
−∞
dFNt
H˜HH˜
(x).
Since the rank of a positive semi-definite hermitian matrix represents the number of non-zero
eigenvalues, we obtain once again as a consequence of the Marchenko-Pastur law, that
rk(Covxˆ) −→a.s. Nt
(
1−
∫ β
SNR
ν−1
−∞
f˜β(λ) dλ
)
. (A.2)
Since, the calculation for Nr ≤ Nt follows with only some small differences, we provide the
calculation below concentrating only on the steps where the two cases differ. The eigenvalues of
the diagonal matrix P (Nt) are now
• i = {1, 2, . . . , Nr},
P
(Nt)
ii =
(
ν − 1
SNRλi(HˆHˆH)
)+
.
• i = {Nr + 1, Nr + 2, . . . , Nt}, P (Nt)ii = 0.
This leads us to claim that,
Nr∑
j=1
(
ν − 1
SNRλj(HˆHˆH)
)+
= Nt
⇒ 1
Nr
Nt∑
j=1
(
ν − β
SNRλj(H˜HH˜)
)+
=
Nt
Nr
= β
⇒
∫ +∞
−∞
(
ν − β
SNRx
)+
dFNr
H˜H˜H
(x) = β
⇒
∫ b
a
1
β
(
ν − β
SNRλ
)+
f˜β(λ) dλ = 1.
The number of eigenvalues of the matrix Covxˆ that are equal to zero are then equal to∣∣∣{1 ≤ j ≤ Nt | P (Nt)jj = 0}∣∣∣ = Nt − Nr +
∣∣∣∣∣
{
1 ≤ j ≤ Nr | ν ≤ β
SNRλj(H˜H˜H)
}∣∣∣∣∣ .
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The number of non-zero eigenvalues are then equal to Nr −
∣∣∣{1 ≤ j ≤ Nr | ν ≤ βSNRλj(H˜H˜H)}∣∣∣ .
Dividing this number by Nr, and manipulating as in the previous case, we get that
rk(Covxˆ) −→a.s. Nr
(
1−
∫ β
SNR
ν−1
−∞
f˜β(λ) dλ
)
.
The above formula shows that asymptotically the rank of the input covariance matrix con-
verges to a deterministic function of the system signal-to-noise ratio. The fact that we invoked
merely the Marchenko-Pastur law in the above derivation makes one suspect that the convergence
might be fast in practice. This is confirmed below through simulations for a Rayleigh faded channel
matrix. Monte-carlo simulations for β = 1 and SNR = 0 dB, 5 dB, and 10 dB, as seen in the figure
(A.1), show that the variance of the quantity X , rk(Covx)Nt is small to begin with and completely
collapses to around < 0.01 by five antennas and ∼ 0.001 by ten antennas. The means also converge
rapidly to their respective theoretically-calculated asymptotic limits of 0.3251, 0.4682 and 0.6114.
An implication of this rapid convergence is that we can approximate, for finite values of Nt and Nr
itself, the rank of the input covariance matrix as
rk(Covx)
min{Nt, Nr} ≈ 1−
∫ β
SNR
ν−1
−∞
f˜β(λ) dλ.
An interesting ancillary benefit from our line of attack is that it yields in the asymptotic regime
the exact empirical distribution of this normalized input covariance matrix. This is expressed in
the following theorem.
Theorem 27 For the channel model above with Nt ≤ Nr, the empirical eigenvalue distribution
of the normalized input covariance matrix formed via the water filling process converges almost
surely to the distribution FP (x) given by
FP (x) =

0 x < 0;∫ max{b, βSNR (ν−x)−1}−∞ fβ(λ) dλ 0 ≤ x < ν;
1 x ≥ ν.
(A.3)
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Figure A.1: Rapid Convergence of X = rk(Covx)/Nt to its Asymptotic Limit .
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Proof: The proof technique is similar to the one used in obtaining the rank answer. The form for
the subparts x < 0 and x ≥ ν are obvious. For 0 ≤ x < ν,
FP (nT )(x) =
1
nT
∣∣∣{1 ≤ j ≤ nT | P (nT )jj ≤ x}∣∣∣
=
1
nT
∣∣∣∣∣
{
1 ≤ j ≤ nT
∣∣∣∣∣ ν − βSNRλj(H˜HH˜) ≤ x
}∣∣∣∣∣
=
1
nT
∣∣∣∣{1 ≤ j ≤ nT ∣∣∣∣ λj(H˜HH˜) ≤ βSNR (ν − x)
}∣∣∣∣
=
∫ β
SNR (ν−x)
−∞
dFnT
H˜HH˜
(x).
The final expression follows from the Marchenko-Pastur theorem. One can derive a corresponding
answer for Nt ≥ Nr using similar arguments.
Example 9 (i) Let us conduct a sanity check of the above result by taking the limit as SNR → ∞.
It is easy to see that ν is always bounded by some finite positive constant c. In particular, one can
derive that ν is either 1 or β, depending on whether Nt is less or more than Nr. From equation
(A.1) for Nt ≤ Nr, for example, we get∫ b
a
ν f˜β(λ) dλ = 1 ⇒ ν = 1.
Substituting both ν = 1 and SNR → ∞ in equation (A.2), we get that
rk(Covx) −→a.s. Nt
(
1−
∫ 0
−∞
fβ(λ) dλ
)
= Nt.
Similarly, for Nt ≥ Nr, we get that rk(Covx) = Nr, when SNR approaches infinity. This matches
with our intuition that as the system SNR increases, it is optimum to use all the directions available
for the transmission of signal information.
(ii) While the quantity ν in general is given by a fixed point equation involving an integral,
it can be evaluated to a non-integral format in certain cases. We show the calculation below for
the β = 1 case. Now, we have
f1(λ) = f(λ) =
√
x(4− x)
2pix
1[0,4].
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Now, ν satisfies ∫ 4
ν−1
s
(
ν − 1
sx
) √
x(4− x)
2pix
dx = 1,
where s , SNR. To simplify this further, recall from [34], that if R = a + bx + cx2, then∫ √
R
x dx =
√
R+ a
∫
1√
Rx
dx+ b2
∫
1√
R
dx, and
∫ √
bx+cx2
x2
dx = −2
√
bx+cx2
x + c
∫
1√
bx+cx2
dx. Using
these, one obtains that∫ (
ν − 1
sx
) √
x(4− x)
2pix
dx =
ν
2pi
√
4x− x2 + 1
2pisx
√
4x− x2 +
(
ν
pi
+
1
2pis
)∫
1√
4x− x2dx.
Evaluating
∫
1√
4x−x2dx to be 2 sin
−1(
√
x
2 ), and substituting the upper and lower limits as 4 and
ν−1
s
respectively, we get the final answer as(
ν +
1
2s
)(
1− 2
pi
sin−1
(
1
2
√
sν
))
− 1
pis
√
4νs− 1 = 1.
These results hold for a wide variety of channel fading distributions. The fourth moment condition
required for application of the Marchenko-Pastur law can be weakened. Similarly, one can extend
the result to non-zero but identical means of Hij as well [3]. Extending it to arbitrary correlations
within channel matrix entries would likely require the use of more sophisticated techniques like
Stein’s method [5].
A.2 Proof of Theorem on Geometrical Structure of the Manifolds
We divide the proof of Theorem 2 into three stages. We shall first derive the results for
the full-rank P(n, F, ≤ ρ2, = n) case, since this follows directly from elementary real-analytic
arguments. We shall then prove the corresponding results for the reduced-rank P(n, F, ≤ ρ2, = s)
case. In the third step, we shall extend these results to the case of P(n, F, ∗ρ2, ∗s) manifolds.
Step One We commence by defining Symm(n) and Herm(n) as follows:
Symm(n) = {Q ∈ Rn×n | Qt = Q and tr(Q) ≤ ρ2},
Herm(n) = {Q ∈ Cn×n | Q† = Q and tr(Q) ≤ ρ2}.
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By recalling that eigenvalues are continuous functions of the matrix entries, the interior of P(n, F, ≤
ρ2, = n), F ∈ {R,C} can be established as a connected open set within the above two sets,
respectively.
Lemma 28 Int P(n, R, ≤ ρ2, = n) and Int P(n, C, ≤ ρ2, = n) are open subsets of Symm(n)
and Herm(n), respectively.
proof We shall prove for the complex case. The real case would follow in a similar fashion.
Let Q ∈ Int P(n, C, ≤ ρ2, = n), then ev(Q) = {λ1, λ2, . . . λn} are real and positive.
Let the eigenvalues be sorted in descending fashion i.e λ1 ≥ λ2 ≥ . . . ≥ λn > 0. We want
the eigenvalues to be real (else it would not make sense to talk of them being positive); so we
shall restrict to the space of Hermitian matrices or Herm(n). For a finite dimensional matrix,
the eigenvalues λi, i ∈ {1, 2, . . . n} of the matrix A are continuous functions of its entries. Since
λi(Q) > 0, ∃ i > 0 s.t. ‖Q−A‖ < i ⇒ λi(A) > 0.
Take  = min{1, . . . n}. Then ∀ A ∈ Herm(n) with ‖Q − A‖ <  =⇒ λi(A) > 0 ∀i ∈
{1, 2, . . . n} =⇒ A ∈ Int P(n, C, ≤ ρ2, = n). Since our choice of Q was arbitrary, Int P(n, C, ≤
ρ2, = n) is an open subset in Herm(n). By a similar argument, it can be shown that Int P(n, R, ≤
ρ2, = n) is an open subset in Symm(n).
The sets Symm(n) and Herm(n) not only construct a Euclidean embedding of our Pn sets
(thus, making them manifolds), but also enable us to compute the dimension as
N = dimP(n, F, ≤ ρ2, = n) =

n(n+1)
2 if F = R ;
n2 if F = C .
(A.4)
Further, a global chart naturally exists for these matrices by virtue of this embedding. Listing
out the independent variables in the symmetric (or hermitian) matrices yields the desired svec
operation.1
Step Two For the rank-deficient case of P(n, F, ≤ ρ2, = s), we shall construct an explicit
coordinate patch to show that it is a manifold. To calculate the dimension of these manifolds, let
1 For the specific full-rank case of F = R, the svec operation has been denoted by some authors as vecp [37].
To the best of our knowledge, no notation currently exists for enlisting the coordinates for either the reduced-rank
or F = C cases.
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us define
V˜ Rn,s = {V ∈ Rn×s | V tV = Is, Vjj > 0},
and
V˜ Cn,s = {V ∈ Cn×s | V HV = Is, Vjj ∈ R}.
Note that while dim(V˜ Rn,s) = dim(V
R
n,s) = ns− s(s+1)2 , dim(V˜ Cn,s) = dim(V Cn,s) − s = 2ns−s2−s.
In the real case, for any Q ∈ P(n, R, ≤ ρ2, = s), one can obtain the unique decomposition
Q = V DV t, where V ∈ V˜ Rn,s, and D has ordered eigenvalues. This gives the dimension of
P(n, R, ≤ ρ2, = s) as dim(V˜ Rn,s)+s = ns− s(s−1)2 . An analogous argument for P(n, C, ≤ ρ2, = s)
yields its dimension as dim(V˜ Cn,s) + s = 2ns− s2.
Since path-connectedness implies connectedness [23] for a manifold, we demonstrate the path-
connectedness of P(n, C, ≤ ρ2, = s) below. For any Q1, Q2 ∈ P(n, C, ≤ ρ2, = s), we write
Q1 = V1D1V
H
1 and Q2 = V2D2V
H
2 . We can chart a continuous path along the continuous
V Cn,s from Q1 = V1D1V
H
1 to Qˆ = V2D1V
H
2 , and from there along the connected space of
positive definite diagonal matrices to Q2 = V2D2V
H
2 . Similar arguments can be made to show
the connectedness of P(n, R, ≤ ρ2, = s) as well. We note that we have implicitly used the fact
that the Stiefel manifold V Fn,s is connected for all cases except when both n = s and F = R are
simultaneously satisfied [45]. The svec results for P(n, F, ≤ ρ2, = s) follow by noting that except
for a set of measure zero (the solution set of a finite number of polynomial equations), employing
the row-echelon reduction on the symmetric rank-constrained matrices leads to a one-to-one map
to matrices with precisely the N entries enlisted as part of svec(Q) in Theorem 2 being non-zero.
Step Three The set P(∗, ∗, = ρ2, ∗) is like a boundary for the set P(∗, ∗, ≤ ρ2, ∗) and
correspondingly, requires one less parameter to describe it. A simple way to intuitively visualize
this is to note that the disc {r ≤ 1} requires two parameters - r and θ - to describe it; while its
boundary given by the circle {r = 1} requires only one θ parameter.
For the rank inequality case, let us assume that we use the eigenvalues and eigenvector
coordinates to represent a point on these manifolds. The set P(∗, ∗, ∗, = s) has matrices with s
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non-zero eigenvalues. Setting one or more of the eigenvalues to zero allows us to represent the matrix
elements of P(∗, ∗, ∗, = l) ∀l < s using the same coordinates as used for the set P(∗, ∗, ∗, = s).
Since P(∗, ∗, ∗, ≤ s) is merely the disjoint union of the sets P(∗, ∗, ∗, = l) ∀l ≤ s, the number of
coordinates needed to represent the set P(∗, ∗, ∗, ≤ s) is same as the number needed to describe
the elements of P(∗, ∗, ∗, = s). What is true of one coordinate system is true of other coordinate
charts too; and hence dimP(∗, ∗, ∗, ≤ s) = dimP(∗, ∗, ∗, = s).
A.3 Volume Calculations
We shall prove Theorem 3 in this appendix utilizing several concepts from multivariate statis-
tics, an introduction to which may be obtained from either [105] or [37]. An exclusive analysis of
Jacobians, crucial to our calculations below, is available in [78].
The volume of the manifold P(n, R, ≤ ρ2, = s) is the integral of its abstract volume
measure (dQ), Q ∈ P(n, R, ≤ ρ2, = s) over its surface. The measure (dQ) is the exterior
product of its functionally independent entries. In our case, based on the Theorem 2, we can
choose the coordinates used to describe Q on the manifold, denoted as QI , and integrate over
(dQI). However, our conditions of Q ≥ 0, tr(Q) ≤ ρ2 translate into rather complicated functions
of QI . Hence, we explore the Jacobian for converting the QI entries into entries produced via an
eigenvalue decomposition of Q.
When Q is full rank, the Jacobian for the eigenvalue decomposition is simple to find and is
well-known. When Q is rank-deficient, the problem is more involved. The result is provided in [22],
which based in part on an early result in [115], gives the Jacobian as follows (translated into our
notation) :
Let n ≥ s be integers and let Q be a n × n real symmetric positive semi-definite matrix of
rank s with distinct eigenvalues. Then Q can be written as Q = H1DH
t
1, where H1 ∈ V Rn,s and
D = diag(λ1, . . . , λs), λ1 > . . . > λs > 0.
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(dQ) = 2−s. |D|n−s.
s∏
i<j
|λi − λj |. (dD) ∧ (Ht1dH1). (A.5)
Here, as in Theorem 2,
Q =
 Qs,s Qs,n−s
Qts,n−s Qn−s,n−s
 ,
and (dQ) =
∧
dQI = (dQs,s) ∧ (dQs,n−s). ∧ represents the usual anti-symmetric exterior product.
Note that, while
(dQs,s) = ∧i≤j(dQs,s)i,j ,
(dQs,n−s) = ∧i,j(dQs,n−s)i,j .
In line with standard practice, the matrix H ∈ O(n) is constructed by appending columns to H1
with H = [H1, H2] and its j
th column being denoted by hj . (H
t
1dH1) represents the invariant
measure on the real Stiefel manifold V Rn,s given by
(Ht1dH1) = ∧si=1 ∧nj=i+1 htjdhi.
See [15] for variations and other forms of this measure.2 Note that in the papers cited above
Q ∈ P(n, R, ≤ ∞, = s). Since the restriction of the trace of Q to ρ2 represents an open set on
the manifold, the Jacobians remain unchanged. The volume of the manifold P(n, R, ≤ ρ2, = s)
can be obtained as
Vol(P(n, R, ≤ ρ2, = s)) =
∫
Q∈P(n, R, ≤ρ2, =s)
(dQ)
=
∫
H1∈V Rn,s
(Ht1dH1)
∫
D
2−s.
s∏
j=1
λn−sj .
s∏
i<j
|λi − λj |.
s∏
j=1
dλj .
2 An incorrect answer is provided by [104], wherein on page 1543, Theorem 2.3 states as follows (translated to our
notation): Under identical conditions as above in the [22] result, the Jacobian of the transformation of functionally
independent elements of Q, denoted as QI , to H1 and D is given by
J(QI → H1, D) = 2−s. |H11|(n−s+1)+ . |D|n−s.
s∏
i<j
(λi − λj). gn,s(H1),
where |H11|+ represents the modulus of the determinant of H11. We can partition Ht1 = (Ht11, Ht12), where H11 : s×s
is a nonsingular matrix and QI denotes the functionally independent elements of Q. gn,s(H1) = J(H
tdH1 → dH1) is
the Jacobian of transforming HtdH1 into dH1, where H = [H1, H2] ∈ O(n). The error in the earlier result of [104] is
dealt with in [21].
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The region D is given by D = {λ1 > . . . > λs > 0,
∑s
j=1 λj ≤ ρ2}. By removing the ordering on
the eigenvalues, and normalizing them by a factor of ρ2, we get
Vol(P(n, R, ≤ ρ2, = s)) = Vol(V Rn,s).
2−s
s!
(ρ2)ns−
s(s−1)
2∫
λj>0,
∑s
j=1 λj≤1
s∏
j=1
λn−sj .
s∏
i<j
|λi − λj |.
s∏
j=1
dλj .
To solve this integral, we make a transformation that is one-to-one when the λj ’s are more than
zero.
y1 = λ1 + λ2 + . . . + λs,
y2 = λ
2
1 + λ
2
2 + . . . + λ
2
s,
...
ys−1 = λ
p−1
1 + λ
p−1
2 + . . . + λ
p−1
s ,
ys = λ1.λ2. . . . .λs.
130
The Jacobian for conversion between y1, y2, . . . , ys and λ1, λ2, . . . , λs is
det

1 1 . . . 1
2λ1 2λ2 . . . 2λs
...
...
...
(s− 1)!λs−21 (s− 1)!λs−22 . . . (s− 1)!λs−2s∏s
j=1 λj
λ1
∏s
j=1 λj
λ2
. . .
∏s
j=1 λj
λs

=
(s− 1)!∏s
j=1 λj
. det

λ1 λ2 . . . λs
λ21 λ
2
2 . . . λ
2
s
...
...
...
λs−11 λ
s−1
2 . . . λ
s−1
s∏s
j=1 λj
∏s
j=1 λj . . .
∏s
j=1 λj

= ± (s− 1)!. det

1 1 . . . 1
λ1 λ2 . . . λs
...
...
...
λs−11 λ
s−1
2 . . . λ
s−1
s

= ± (s− 1)!.
s∏
i<j
(λi − λj).
Thus
∏s
i=1 dyi = (s − 1)!.
∏s
i<j |λi − λj |
∏s
i=1 dxi. Further, note that y1, . . . , ys are also bounded
within [0, 1]. This is established as follows: For yj =
∑s
i=1 λ
j
i , form L(λ) =
∑s
i=1 λ
j
i+λ(
∑s
i=1 λi−
1)−∑si=1 νiλi. We thus get the equations (See [13]):
∂L(λ)
∂λ
= j.λj−1i + λ− νi = 0,
νi.λi = 0, νi ≥ 0,
s∑
i=1
λi = 1.
Solving, we get j.λji + λλi = 0. This implies that either λi = 0 or λi is a constant independent
of i. Let k be the integer ∈ [1, s] such that ν1 = . . . = νk = 0, and λk+1 = . . . = λs = 0,
i.e. λ1 = . . . = λk =
1
k . Then yj =
∑s
i=1 λ
j
i = k.
(
1
k
)j
, which is clearly maximized at k = 1,
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leading to yj = 1. If sought to be done rigorously, one would place one eigenvalue as 1− (s− 1),
and the rest as , to show convergence of yj → 1 as → 0.
Then, the volume of the manifold P(n, R, ≤ ρ2, = s) can be calculated as
Vol(P(n, R, ≤ ρ2, = s)) = Vol(V Rn,s).
2−s
s!
.
(ρ2)ns−
s(s−1)
2
(s− 1)! .
∫ 1
y1=0
. . .
∫ 1
ys=0
(ys)
n−s dy1 . . . dys
=
1
n− s+ 1 . Vol(V
R
n,s).
2−s
s!
.
(ρ2)ns−
s(s−1)
2
(s− 1)! .
The volume of the real Stiefel manifold is known to be (see [15])
Vol(V Rn,s) =
2spi
ns
2
Γs(
n
2 )
. (A.6)
Here, Γp(α) is the real multivariate gamma function given by
Γp(α) =
∫
X>0
|X|α− p+12 .e−tr(X) dX
= pi
p(p−1)
4 .Γ(α)Γ(α− 1
2
) . . .Γ(α− p− 1
2
),
where X is a real p× p symmetric matrix and <(α) ≥ p−12 . Substituting these results, we obtain
the volume as
Vol(P(n, R, ≤ ρ2, = s)) = 1
n− s+ 1 .
pi
ns
2
Γs(
n
2 )
.
(ρ2)ns−
s(s−1)
2
s! (s− 1)! . (A.7)
The volume of the other Pn manifolds is accomplished simply by noting that
d
dρ2
Vol(P(∗, ∗, ≤ ρ2, ∗)) = Vol(P(∗, ∗, = ρ2, ∗)),
and
Vol(P(∗, ∗, ∗, ≤ s)) = Vol(P(∗, ∗, ∗, = s)).
The first equation follows from noting that P(∗, ∗, ≤ ρ2, ∗) is constructed by the continuous
integration of P(∗, ∗, ≤ r, ∗) ∀r ≤ ρ2. For a simpler illustration, note that the differentiation of
volume 43pir
3 of a sphere of radius r yields the surface area of the same sphere as 4pir2. The second
equation above follows from noting that imposing an uniform measure on the higher dimensional
rank = s layer forces the measure of the lower dimensional rank < s layers to be zero. Again,
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returning to the simpler circle analogy, the area of the open disc {r < 1} is equal to the area of the
closed disc {r ≤ 1}, and the area of the boundary circle under the measure on the two-dimensional
plane is simply zero.
A.4 Code Generation Algorithms
A.4.1 Generating a Random Code
For the Grassmannian and other manifolds, random code books have been generated using
Hadamard matrices [58], Householder reflections, partial Fourier matrices, Given rotations, circular
unitary ensembles [20] and non-coherent space-time designs [44]. In this section, we delineate an
explicit procedure to construct the random code for some of our Pn manifolds; in particular we
describe the procedure for the P(n, R, ≤ ρ2, = s) manifold in detail. The other cases can be dealt
with in a similar fashion.
Theorem 29 A realization X from a uniform distribution over the P(n, R, ≤ ρ2, = s) manifold
can be realized using the following algorithm:
(1) Generate s i.i.d. random variables U1, . . . , Us distributed as U [0, 1].
(2) Construct a s-length vector T˜ = ρ2 × [U1, . . . , Us] representing a point in s-dimensional
real Euclidean space.
(3) If T˜ ∈ D = {λ1 > . . . > λs > 0|
∑s
i=1 λi ≤ ρ2}, assign T = T˜ . Else, go back to
step one.
(4) Generate U ∼ U [0, 1] independent of T , {λ1, . . . , λs}.
(5) If (ρ2)dimV
R
n,s × U ≤ ∏sj=1 λn−sj . ∏si<j |λi − λj |, assign X = T . Else, go back to step
one.
Proof: For the Pn , P(n, R, ≤ ρ2, = s) manifold, we posit the standard probability
triplet of (Ω,B(Ω),P) with a random variable Q being a Borel measurable function from Ω to
Pn [90]. In terms of the measure (dQ), one can define a probability density function p if
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(1) p is a real, positive and integrable function.
(2) ∀χ ∈ Pn, Pr(Q ∈ χ) = ∫χ p(Q)(dQ), and Pr(Q ∈ Pn) = 1.
Since we - by including or excluding a set of measure zero - construe our Pn manifolds as being
closed and bounded, we can define a uniform pdf over it as p(Q) = 1∫
Pn(dQ)
1Pn(Q) =
1Pn(Q)
Vol(Pn) .
Note that p(Q) is uniform only with respect to the chosen measure (dQ) and not in the context of
any other measure. The singular value decomposition provides us with a convenient way to envelop
the Pn manifold with a single chart by again excluding, if necessary, a set of measure zero. Recall
that if Q = V ΛV t with Λ = diag{λ1, . . . , λs}, λ1 > . . . , > λs and V ∼ V Rn,s, then
(dQ) = 2−s. |Λ|n−s.
s∏
i<j
|λi − λj |. (dΛ) ∧ (V tdV ).
We can then construct a density p˜ equivalent to the intrinsic pdf p in the particular context of our
chart determined by the diagonal elements of Λ and independent entries within V . This gives the
uniform density p˜ as
p˜(Λ, V ) =
1
Vol(Pn)
2−s
s∏
j=1
λn−sj .
s∏
i<j
|λi − λj |. 1D,
where D = {λ1 > . . . > λs > 0|
∑s
i=1 λi ≤ ρ2}. It is clear from the above expression
that V ∼ Unif(V Rn,s) and can be generated either via a singular value decomposition of a n × n
matrix with i.i.d. N(0, 1) entries (and choosing any s of the n right singular vectors) or any of the
more efficient techniques given in [27]. Integrating out V , and incorporating the 2−s term within
the volume of the Stiefel manifold, we obtain the density for λ1, . . . , λs as
f(λ1, . . . , λs) =
Vol(V Rn,s)
Vol(P(n, R, ≤ ρ2, = s)) .
s∏
j=1
λn−sj .
s∏
i<j
|λi − λj |.
s∏
j=1
1λj≥0. 1∑si=1 λi≤ρ2 .
Now, we recall the uni-variate version of the acceptance-rejection method. For generating a random
variable X ∼ f(x) satisfying f(x) = 0 ∀x /∈ [a, b], we first choose M(x) such that M(x) ≥
f(x) ∀x ∈ [a, b]. We can normalize to obtain a density m(x) = M(x)∫ b
a M(x) dx
. We choose T ∼ m(x)
and U ∼ Unif[0, 1] independent of T . If M(T ) × U ≤ f(T ), then X is assigned the value of
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T . Else, the value T is rejected and the process is repeated by generating a new T and U . This
procedure is readily generalizable to the multivariate case of {λ1, . . . , λs}.
By noting that λj ≤ ρ2 and |λi − λj | ≤ ρ2, we can conclude that
∏s
j=1 λ
n−s
j .
∏s
i<j |λi−
λj | ≤ (ρ2)ns−
s(s+1)
2 = (ρ2)dimV
R
n,s . Instead of a function M(T ), we can choose a constant M =
Vol(V Rn,s)
Vol(P(n, R, ≤ρ2, =s))(ρ
2)dimV
R
n,s , which would satisfy M ≥ f(λ1, . . . , λs) over {λ1, . . . , λs} ∈ D.
Now, from [78] we get the following integral formula: if xj , nj ,mj , aj > 0, then∫
∑p
j=1(
xj
aj
)mj<1
p∏
j=1
x
nj−1
j dxj =
∏p
j=1 Γ(
nj
mj
).a
nj
j
Γ(
∑p
j=1
nj
mj
+ 1).
∏p
j=1mj
. (A.8)
Using the integral formula above, we can evaluate the integral
∫
DM dλ1 . . . dλs as being equal
to (ρ
s
s! )
2M . This gives us the density m(λ1, . . . , λs) = (
s!
ρs )
2 1D which is the standard uniform
distribution over a multi-dimensional set D in the Euclidean space Rs. This is accomplished simply
by generating s values following a U [0, 1] distribution, multiplying each value by ρ2, collating them
as a s-length vector, and accepting it if and only if the vector lies within the set D.
Similar procedures can be followed for the other Pn manifolds as well. In the interests of
brevity, we discuss some of them briefly below trusting in the reader’s ability to fill in the remaining
details required for practical implementation.
For P(n, C, ≤ ρ2, = s), one needs to generate V ∼ Unif(V Cn,s), and λ1, . . . , λs following
the probability distribution function
f(λ1, . . . , λs) =
Vol(V Cn,s)
Vol(P(n, C, ≤ ρ2, = s)) .(2pi)
−s.
s∏
j=1
λ2n−2sj .
s∏
i<j
|λi−λj |2.
s∏
j=1
1λj≥0. 1∑si=1 λi≤ρ2 .
A ‘Q’-matrix formed as Q = V.diag{λ1, . . . , λs}V H would then be uniformly distributed over
P(n, C, ≤ ρ2, = s). Recall that a V ∼ Unif(V Cn,s) is generated by choosing any s columns from the
matrix of singular vectors obtained from a SVD (singular value decomposition) of a n× n matrix
with i.i.d CN(0, 1) entries.
For the rank = n case, a uniform code would miss with high probability the rank-deficient
entries since they would constitute a set of measure zero (being of a lower dimension) in the overall
space. Hence, it may be preferable to divide the number of feedback bits across various ranks
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and generate codebooks for each rank, if the optimal covariance matrix does not have an uniform
distribution over the manifold P(n, F, ∗ρ2, ∗n), - as is the case when the channel is Rayleigh. For
completeness, however, we do provide a way to generate a random codebook over PF(n, ρ2).
For P(n, R, ≤ ρ2, = n), one needs to generate a lower triangular matrix T with entries tij
satisfying the pdf
f(TI) =
Vol(O(n))
Vol(P(n, R, ≤ ρ2, = n)) . 2
n.
n∏
j=1
tn+1−jjj
n∏
j=1
1tjj>0 1
∑
i≤j t
2
ij≤ρ2 .
A ‘Q’-matrix formed as Q = TT t would be uniform over P(n, R, ≤ ρ2, = n). For P(n, C, ≤
ρ2, = n), one needs to generate a lower triangular matrix T with entries tij (with real diagonal
entries) satisfying the pdf
f(TI) =
Vol(U(n))
Vol(P(n, C, ≤ ρ2, = n)) . 2
n.
n∏
j=1
t
2(n−j)+1
jj
n∏
j=1
1tjj>0 1D,
where
D =

n∑
i>j
(<(tij))2 + (=(tij))2 +
n∑
i=1
t2ii ≤ ρ2
 .
A ‘Q’-matrix formed as Q = TTH would be uniform over P(n, C, ≤ ρ2, = n).
A.4.2 Optimal Quantization Codebook Design
The question of constructing the optimal codebook was also considered in [65] and [64], to
which end numerical techniques were suggested. One approach is to try to minimize EH [ dg( q(Qo) , Qo ) ]
over the choice of all the codes. This leads to a distortion-rate tradeoff type criterion, where
Copt,2 = arg maxC : |C|=KD(C).
The design procedure for this codebook would follow, from standard vector quantization study, an
iterative Lloyd’s type algorithm.
• Step One: [Neighborhood Condition] For given code matrices {M1, . . . , MK}, the optimal
partition cells would satisfy
Ri = { Q ∈ Cn×n | dg(Q,Mi) ≤ dg(Q,Mj) ∀ j 6= i },
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∀ i ∈ {1, 2, . . . , K }, where Ri is the partition cell of the manifold space for the matrix
Q.
• Step Two: [Centroid Condition] For a given partition {R1, . . . , RK}, the optimal code
matrices satisfy
Mi = arg min
M∈Ri
EH [ dg(M,QH) | QH ∈ Ri].
A counterpart of the above approach for a different manifold has been considered in [95]. A direct
analysis of this iteratively obtained codebook appears currently intractable with only an estimate
of its performance available by analyzing the more tractable case of a random codebook.
A.4.3 Alternate Perspectives on P(n, F, ≤ ρ2, = s)
Consider the manifold
M1 =
T ∈ Rn×s
∣∣∣∣∣∣ rank(T ) = s;
n∑
i=1
s∑
j=1
T 2i,j ≤ ρ2
 ,
and employ the Euclidean distance metric on it, i.e.
∀A,B ∈M1, d2(A,B) =
n∑
i=1
s∑
j=1
(Ai,j −Bi,j)2.
Note that every Q ∈M = P(n, F, ≤ ρ2, = s) can be split as Q = TT t = (TO)(TO)t ∀ O ∈ O(s)
for some T ∈ M1. This inspires us to denote the set of the following equivalence classes of n × s
matrices:
[T ] = {TO | O ∈ O(s)},
as our desired manifold M . In other words, our manifold of trace-constrained positive semi-definite
matrices with a fixed rank can be visualized as a homogenous space for the action of the classical
group O(s), i.e M ∼= M1/O(s). Note that while V ol(M1) = (piρ
2)
ns
2
Γ(ns
2
+1) , and V ol(O(s)) =
2spi
s2
2
Γs(
s
2
) ,
V ol(M) 6= V ol(M1)
V ol(O(s))
=
pi
ns−s2
2 ρns
2s
Γs(
s
2)
Γ(ns2 + 1)
,
since the orbit of each T under the action of O(s) is not of same size. For example, given a
sample T , we can always multiply this T by a number α < 1, and the new matrix αT would have
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a smaller orbit than T . Such a structure has been studied before in the mathematics literature
in [24] and [56], and in the engineering literature in [17]. The distance metric on the manifold
under such a structure can be characterized as follows: If Q1, Q2 ∈ M , then ∃ T1, T2 ∈ M1 such
that Q1 = T1T
t
1 and Q2 = T2T
t
2, and the distance between the points Q1 and Q2 can be expressed
in terms of the Euclidean distance metric dE as d(Q1, Q2) = minO1,O2∈O(s) dE(T1O1, T2O2). The
idea is that the quantity on the right hand side represents the minimum Euclidean distance between
the equivalence classes represented by T1 and T2. The distance expression can be further simplified
as d(Q1, Q2) = minO∈O(s) ‖T1 − T2O‖.
A.4.4 Using the exponential map to create source codes on manifolds
Since prior digital communications research has yielded various efficient codebook design
principles on the Euclidean domain, one might seek to translate them via a direct procedure to
codes on our manifolds of interest. The contours of such a new approach have been suggested for
simpler manifolds by Utkovski et al. in [116] (following an earlier exposition by Kammoun et al.
in [55]) where lattice codes were constructed first on the tangent plane at identity to the Grassmann
manifold and then translated via the exponential map to the manifold itself. For a small region
around the identity, such a mapping preserves the distance between the identity and the tangent
plane point, and hence representing a good code with respect to the minimum distance property
on the manifold.
For any Riemannian manifold, there is a canonical mapping from the tangent plane to the
manifold called the exponential map which is defined as follows [23]: If v ∈ TpM , then we form the
unique geodesic (i.e a curve with zero tangential acceleration) emanating from point p with initial
velocity v, denoting it as γv(t). The exponential map exp : TpM →M is defined as expp(v) = γv(1),
viz. the point where a traveller on the geodesic with the initial velocity v would find himself at
unit time. It can be shown using Lie group theory that the exponential map on the Grassmann
surface coincides with the matrix exponential map and hence can be used to calculate the points
on the manifold. It would be of great interest to compute the exponential map for our manifolds,
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to which end we would need to know the precise geodesic equations which are not known currently.
We report partial progress in this direction by the following results on the tangent space structure
on our manifolds.
Theorem 30 (1) The tangent space of P(n, F, ≤ ρ2, = s) at an element X is given by
TXP(n, F, ≤ ρ2, = s) =
 {ΩX +XΩ
t | Ω ∈ Rn×n} if F = R ;
{ΩX +XΩH | Ω ∈ Cn×n} if F = C .
(2) Given X ∈ P(n, C, ≤ ρ2, = s), let X = ΘX˜ΘH , X˜ = ∧C ⊕ 0, where Θ ∈ U(n), and
∧C ∈ P(n, C, ≤ ρ2, = n) is a positive definite diagonal matrix. Then, ΘtTXPC(n, ρ2, s)Θ =
TX˜P(n, C, ≤ ρ2, = s) =
Ω1 ΩH2
Ω2 0
 | Ω1 is p.d. of size s and Ω2 ∈ Cn−s×s
 .
Here, p.d. stands for positive definite. An analogous result holds in the real case as well.
Proof: We shall concentrate on the complex case below. [88] have studied the real case in the
absence of the trace constraint and stated results, unfortunately without proof, analogous to those
in this theorem.
For the tangent space of P(n, C, ≤ ρ2, = s), we again recall the alternate perspective of
Appendix A.4.3. The elements of the manifold are of the form Y Y H , where Y ∈ Cn×s, with the
mild restrictions of Tr(Y Y H) ≤ ρ2 and rank(Y Y H) = s not affecting the dimensionality of the
set. One can represent Y = ZP , where Z ∈ Cn×n and PH = [Is | 0n−s]. We shall restrict
without loss of generality to the set of invertible Z. P(n, C, ≤ ρ2, = s) now have elements of the
form (ZP )(ZP )H = ZPPHZH = ZSZH , where
S =
Is 0
0 0
 ∈ Cn×n.
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The differential element corresponding to Z ∈ Cn×n is an arbitrary matrix W ∈ Cn×n. Then
the space tangential to ZSZH consists of
{WSZH + ZSWH | W ∈ Cn×n }.
Now, let W = ΩZ and X = ZSZH ∈ P(n, C, ≤ ρ2, = s), the tangent space reduces to
{ΩZSZH + ZSZHΩH | Ω ∈ Cn×n } = {ΩX + XΩH | Ω ∈ Cn×n }.
The second part of the theorem follows directly on performing the eigenvalue decomposition as
directed in the statement of the claim. Based on the this part, one can conduct a sanity check on
the dimension result of the manifold, viz. for all X in the interior of P(n, C, ≤ ρ2, = s),
dimTXP(n, C, ≤ ρ2, = s) = dim{Ω1} + dim{Ω2}
= s2 + 2s(n− s)
= 2ns− s2 = dimP(n, C, ≤ ρ2, = s).
If the exponential map is computed, many opportunities would open up for code construction
on our manifolds. For example, instead of the lattice codes, one can use the TCM based codes as
they are known to be optimal in the Euclidean domain and then try to prepare a formal procedure
for their mapping onto the manifold. Different wireless applications require different metrics on
the same manifolds [57]; hence one would like to choose the metric as desired on the manifold
(Fubini-Study on the Stiefel manifold, as in [57] vis-a-vis by restriction of bi-invariant metric on
U(n) to the Stiefel manifold as in [63]) and then reconstruct codes on the Euclidean surface with a
reverse-calculated metric. And finally, one could like the codes on the manifold to have quadrature
amplitude modulated (QAM) symbols to satisfy peak to average power (PAPR) constraints and
seek codes on the tangent plane which on exponentiation yield such manifold codes.
We also note that much of the technical difficulty in computing these geodesics comes from
including the rank-deficient cases amongst the Pn manifolds. If one considered only the space of
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positive definite matrices, one can construct a simple generalization of the results in [10] and [11]
to get the precise geodesic equations.
Appendix B
Appendix to ‘Pn Manifold : Applications’ Chapter
B.1 Other Applications of the Ball Volume Result
The volume of a geodesic ball in the manifold finds varied use in literature ( [43], [7]). For
example, in feedback analysis, one often requires upper and lower bounds on number of codewords
corresponding to a certain minimum distance property satisfied by a code on the manifold. These
bounds are provided in the theorem below. Further, for a codebook C = {M1, . . . ,M2Nf } with
minimum distance δ on the manifold M , [72] defines the density of a codebook as (see also [72]
and [58])
den(C) =
Vol
(⋃2Nf
i=1 BMi
(
δ
2
))
Vol(M)
,
where BP (.) refers to a ball centered at point P on the manifold M . This density is also calculated
by the following result.
Corollary 31 (i) When δ is sufficiently small, then there exists a code C over a manifold M of size
K and minimum distance (or dmin) δ such that
c−1 δ−N (1 + o(δ2)) ≤ K ≤ c−1
(
δ
2
)−N
(1 + o(δ2)).
(ii) The density of a code book with K code words and minimum distance δ over a manifold M is
given by
den(C) = 2Nf c
(
δ
2
)N
(1 + O(δ2)).
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The ball volume coefficient c can be found from Lemma 4. If the manifold is flat, then the o(δ2)
and O(δ2) terms can be omitted from the above equations.
Proof: The generality of [36]’s theorem on ball volumes enables the corollary above to hold for
arbitrary manifolds extending previous results specific to the Grassmann surface. The limits in
part one follow from the well-known Gilbert-Varshamov lower and the Hamming upper bounds,
respectively, which state
1
µ(B(δ))
≤ |C| ≤ 1
µ
(
B( δ2)
) .
Substituting µ(B(δ)) = c δN and c δN (1 + O(δ2)) for the flat and non-flat cases yields the desired
expression.
The density of a code book is defined in [72] in the following manner:
den(C) =
Vol
(⋃2Nf
i=1 BMi
(
δ
2
))
Vol(M)
,
where C = {M1, . . . , M2Nf } is a code on the manifold M with minimum distance δ. Since,
∀ i 6= j, BMi
(
δ
2
) ∩ BMj ( δ2) = φ, we obtain that
Vol
2Nf⋃
i=1
BMi
(
δ
2
) = 2Nf∑
i=1
Vol
(
BMi
(
δ
2
))
= 2Nf Vol
(
B
(
δ
2
))
.
Then,
den(C) = 2Nf Vol
(
B
(
δ
2
))
Vol(M)
= 2Nf µ
(
B
(
δ
2
))
= 2Nf c
(
δ
2
)N
(1 + O(δ2)).
For the flat manifolds, there is no approximation involved and we get precisely 2Nf c
(
δ
2
)N
respec-
tively.
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B.2 On flat Pn manifolds
On P(n, F, ≤ ρ2, = n), which is shown to be isomorphic to RN in Appendix A.2, the
geodesics are given by straight lines and the distance between any two points P and Q is given by
dg(P, Q) = ‖ svec(P ) − svec(Q) ‖2,
where ‖..‖2 is the conventional l2-vector norm. For P(n, F, ≤ ρ2, = n), for example, this translates
into
• F = R, d2g(P,Q) =
∑n
a≤b=1((P )a,b − (Q)a,b)2,
• F = C, d2g(P,Q) =
[∑n
a=1((P )a,a − (Q)a,a)2 +
∑n
a<b=1
(
(<(P )a,b−<(Q)a,b)2 + (=(P )a,b−
=(Q)a,b)2
)]
.
If we seek to quantize using this distance metric, the general Pn framework still applies
subject to the changes noted in this appendix.
Theorem 32 The volume of the manifolds is given by the following expressions:
(1) M = P(n,R,≤ ρ2, ∗n),
Vol(M) = ρn
2+n
pi
n(n−1)
4
∏n
j=1 Γ(
n+2−j
2 )
Γ(n
2+n
2 + 1)
,
(2) M = P(n,C,≤ ρ2, ∗n),
Vol(M) = ρ2n
2 pi
n2−n
2
∏n
j=1 Γ(j)
Γ(n2 + 1)
.
Proof: Since ∂P(n, F, ≤ ρ2, = n) is a set of measure zero, we can concentrate on the set of
positive definite matrices alone for the purpose of calculating volume. We need the volume of the
manifold P(n, F, ≤ ρ2, = n) given by
Vol(P(n, F, ≤ ρ2, = n)) =
∫
Q∈P(n, F, ≤ρ2, =n)
dQ.
We follow the convention that if A is a real, symmetric matrix, then
dA =
∏
i≥j
dAij .
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Further, if X˜ is a hermitian matrix s.t. X˜ = <(X˜) + i=(X˜) then dX˜ = <(dX˜)∧=(dX˜), where ∧ is
the usual wedge product. Following this interpretation and by choosing the standard orientation,
dX˜ =
∏
i≥j
<(dX˜ij).
∏
i≥j
=(dX˜ij).
∏
i=j
(dX˜ii).
To compute the volume of Vol(P(n, R, ≤ ρ2, = n)), we invoke some standard results from
the multivariate statistics literature on the Jacobian of matrix transformations [78]. Let X be a
p×p real, symmetric, positive definite matrix of functionally independent entries. Let T = (tij) be
a p× p real lower triangular matrix with positive diagonal elements and functionally independent
tij for i ≥ j. Then the mapping from X to T is one-to-one and
X = T.T t ⇒ dX = 2p

p∏
j=1
tp+1−jjj
 dT.
Then, Vol(P(n, R, ≤ ρ2, = n))
=
∫
D
2n
n∏
j=1
tn+1−jjj dt11dt21dt22 . . . dtn1 . . . dtnn,
where D = {t211 + t221 + t222 + . . .+ t2n1 + . . .+ t2nn ≤ ρ2}. We first renormalize tijρ as t˜ij , restrict the
tij ∀i 6= j to be positive, and then using the following integral result from [78] - if xj , nj ,mj , aj > 0,
then ∫
∑p
j=1(
xj
aj
)mj<1
p∏
j=1
x
nj−1
j dxj =
∏p
j=1 Γ(
nj
mj
).a
nj
j
Γ(
∑p
j=1
nj
mj
+ 1).
∏p
j=1mj
, (B.1)
we obtain the desired volume of P(n, R, ≤ ρ2, = n),
Vol(P(n, R, ≤ ρ2, = n)) = ρn2+npi
n(n−1)
4
∏n
j=1 Γ(
n+2−j
2 )
Γ(1 + n
2+n
2 )
.
To compute the volume of P(n, C, ≤ ρ2, = n) , we need the following Jacobian transfor-
mation from [78] - Let X˜ be a p× p hermitian, positive definite matrix of functionally independent
complex entries . Let T˜ = (tij) be a p × p lower triangular matrix with real, positive diagonal
elements and functionally independent tij for i ≥ j. Then the mapping from X˜ to T˜ is one-to-one
and
X˜ = T˜ .T˜ † ⇒ dX˜ = 2p

p∏
j=1
t
2(p−j)+1
jj
 dT˜ .
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Then, Vol(P(n, C, ≤ ρ2, = n))
=
∫
D
2n
n∏
j=1
t
2(n−j)+1
jj
n∏
i>j
d<(tij)d=(tij)
n∏
i=1
dtii,
where
D =

n∑
i>j
(<(tij))2 + (=(tij))2 +
n∑
i=1
t2ii ≤ ρ2
 .
Evaluating the above n2-dimensional integral using the above (B.1), we obtain the volume
as:
Vol(P(n, C, ≤ ρ2, = n)) = ρ2n2 pi
n2−n
2
∏n
j=1 Γ(j)
Γ(n2 + 1)
.
In the formulae for CCSIT−CCSI−Fb, one would get a multiplicative factor of
√
2. This arises
from noting that d(Q1, Q2) ≤
√
2. dg(Q1, Q2).
d2(Q1, Q2) = ‖Q1 −Q2‖22 =
∑
i,j
|(Q1)ij − (Q2)ij |2
=
∑
i≤j
|(Q1)ij − (Q2)ij |2 +
∑
i>j
|(Q1)ij − (Q2)ij |2
≤
∑
i≤j
|(Q1)ij − (Q2)ij |2 +
∑
i≥j
|(Q1)ij − (Q2)ij |2
= 2
∑
i≤j
|(Q1)ij − (Q2)ij |2 = 2 ‖(Q1)I − (Q2)I‖22
= 2 d2g(Q1, Q2).
B.3 Calculation of Expectation Terms
In the statement of our results on capacity loss due to finite-rate feedback, we encounter
expressions of the type EH
√
Tr [(HHH)2(I +HQoHH)−2]. One currently does not know of any
way to compute these expressions explicitly even for the typical case of Rayleigh faded H. In this
appendix, we briefly mention some possible approaches to compute such integrals.
Using Zonal polynomials : Let K = {k1, . . . , km} be a partition of k ∈ Z, such that
k1 ≥ . . . km, and k =
∑m
i=1 ki. Using representation-theoretic notions, one can obtain the
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dimension of the representation [K] of the symmetric group as,
χ[K](1) =
∏m
i<j(ki − kj − i+ j)∏m
i=1(ki +m− i)!
,
and the character of the representation [K] of the linear group as a symmetric function of the
eigenvalues λ1, . . . , λn of X as,
χ[K](X) =
det[λ
kj+m−j
i ]
det[λm−ji ]
.
Investigated initially by [47], these have been further studied by, amongst others [4] and [74] and
employed within information theory in [94]. The idea here is to expand our trace term as
(Tr(A))k =
∑
K
CK(A),
where, CK(A) = χK(A).χK(1). The simplification is done using an integration over the invariant
measure (dX) over the unitary group U(m) as∫
U(m)
CK(AXBXH)(dX) =
CK(A)CK(B)
CK(Im)
.
If there are r non-zero terms in k1 ≥ . . . km, then
CK(Im)
= 22kk!
r∏
i=1
(
m
2
− i− 1
2
)
ki
∏r
i<j(2ki − 2kj − i+ j)∏r
i=1(2ki + r − i)
,
where (a)p = a(a + 1) . . . (a + p − 1). Further computation would involve either Constantine or
Baker’s hypergeometric functions of matrix argument. These, along with a splitting formula, are
given in [78].
Using Trace Expansion and Vandermonde Manipulation In our case, Qo is typically
positive semi-definite and dependent on H. This can be solved by extending a recent development
in random matrix theory. If Qo were positive definite with n distinct eigenvalues {d1, . . . , dn} and
independent of H, then the recent unpublished result in [112] comes into play. For Hij having i.i.d.
CN(0, 1) entries and a continuous function f : R+ → R satisfying ∫∞0 e−αt|f(t)|2 dt < ∞ ∀α > 0,
[112] computes
EH [Tr(f(H
HQH))] =
1
V (D)
n∑
k=0
det(Tk),
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where V (D) is the vandermonde determinant associated with D = diag{d1, . . . , dn}, and Tk is the
matrix obtained by replacing the (k + 1)st row of V (D), i.e., {dn−(k+1)i }ni=1 by
1
(n− (k + 1))!{
∫ ∞
0
e−t(tdi)n−(k+1)f(tdi) dt}ni=1.
Two other possible approaches to compute the integrals involve Grassmann variables [84] and using
classical/bi/skew orthogonal polynomials [79].
Appendix C
Appendix to ‘Feedback over the Stiefel and Grassmann Manifolds’ Chapter
C.1 Volume Normalization
This appendix proves lemma 14. The volume of the manifold can be calculated either through
an explicit volume measure as in the statistics texts or indirectly specified by specifying an inner
product on vectors tangential to it. To calculate the volume of the Stiefel manifold under the
geodesic distance metric given the answer in the traditional Euclidean case, we only have to match
the traditional measure with the chosen inner product metric. Since both the Haar measure on
the manifold and the bi-invariant metric defined on its tangent bundle are unique up to scalar
constants, it suffices to check their compatibility at a single point, say the identity of the manifold.
Recall that any vector bundle over a paracompact space has a Riemannian metric. The metric
allows us to define orthonormality of 1-forms. The wedge product of N (= dimM) orthonormal
1-forms yields an exterior differential form called the volume measure. Starting from a left-invariant
metric, one invariably gets a left-invariant measure as well. It is conventional to denote the volume
form as dV even though it is usually not the de Rham differential of anything, even in the case
when M is orientable [103]. The volume of the manifold is given by
Vol(M) =
∫
M
dV.
The question of orientability need not worry us [48]. For any Riemannian manifold M, in a coor-
dinate system (x, U), the volume form can be written as
√
det gij |dx1 ∧ . . . ∧ dxN |,
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where (gij) is the matrix corresponding to the metric and dx
1, . . . , dxN locally span the dual bundle
T ∗M .
Denoting the conventional volume expression for the orthogonal and unitary groups (as given
in [78] and [85]) by VolE(.), we claim that their volumes under the geodesic metric are given by
VolG O(n) =
√
2
dimO(n)
VolE O(n),
and
VolG U(n) =
√
2
dimU(n)−n
VolE U(n).
Since the calculations in the real case are simpler than the complex case, we prove the claim for
the orthogonal group first. The volume measure dV is indicated via either ωG and ωE depending
on the distance metric chosen.
Let A(α) be the orthogonal matrix corresponding to an abstract group element α and ai(α)
be the ith column vector of the matrix A(α). The invariant measure for the Euclidean case is given
by [48] as
ωE =
∧
i<j
atidaj .
Note that the expression in the integrand does not represent an intrinsic coordinate system on the
manifold. Rather they are on the general linear matrix group with the domain being restricted to
the cases of interest.The proof of its invariance and other properties are given in [48] and [85]. At
the identity point, this reduces to
ωE =
∧
i<j
n∑
k=1
δkidakj =
∧
i<j
daij , (C.1)
where daij is a 1-form on TIdO(n). Since daij(Ekl) =
1√
2
δik δjl , we obtain that daij(Eij) =
1√
2
or that
√
2 daij are orthonormal. In claiming the above, we have used the classical linear algebra
result, that if ϑ1 . . . ϑn are orthonormal with respect to a metric <,>V , then the dual basis vectors
ϑ∗1 . . . ϑ∗n are also orthonormal under the induced metric <,>V ∗ . So,
ωG = (
√
2)dimO(n) ωE ,
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and consequently
VolG O(n) =
√
2
dimO(n)
VolE O(n).
For the complex case under consideration, the procedure of volume renormalization is more
involved than in the real case. The vectors E
(1)
ij and E
(2)
ij for min(i, j) ≤ k span the horizontal
space. We first extend them to the entire tangent space at Id to U(n) by removing the condition
min(i, j) ≤ k. Our choice of the Riemannian metric has made them orthonormal. If we choose a
basis of 1-forms exactly dual to this basis, it would also be orthonormal. Their exterior product of
the maximal degree would provide us with the appropriate volume form.
The conventional exterior differential form on U(n) is given by ωtrad =
∧
i<j U˜
∗dU˜ . At
identity, it reduces to ωtrad =
∧
i<j dU˜ . To interpret the above N -form, note that if A is a
real, skew-symmetric matrix, then dA represents the wedge product of its super-diagonal elements
viz. dA =
∧
i<j dAij , and further, if X is a complex matrix s.t. X = <(X) + i=(X) then
dX = <(dX) ∧ =(dX). Following this interpretation,
ωtrad =
∧
i<j
<(dU˜ij).
∧
i<j
=(dU˜ij).
∧
i=j
(dU˜ii).
Here for i < j, <(dU˜ij) and =(dU˜ij) are 1-forms, and dU˜ij is a 2-form. Further, while <(dU˜ij) acts
only on E
(1)
ij , =(dU˜ij) acts only on E(2)ij .
We have now reduced the problem to one similar to the real case so that [<(dU˜ij)](E(1)kl ) =
1√
2
δikδjl − 1√2δilδjk. However, the second term never occurs since i < j and k < l, prompting us
to write [<(dU˜ij)](E(1)kl ) = 1√2δikδjl. The norm-one one-form is hence
√
2 <(dU˜ij). Similarly, when
i < j, [=(dU˜ij)](E(2)kl ) = 1√2δikδjl giving us
√
2 =(dU˜ij) as the norm-one 1-form. For i = j case
however, dU˜ii(E
(2)
kk ) = 1δik . So no normalization is required for these 1-forms. Collating the above
results, we obtain ωG = (
√
2)n
2−n ωE and hence the volume of U(n), utilizing the conventional
result given in [78], is given by
VolG U(n) =
√
2
dimU(n)−n
VolE U(n).
To complete the proof, we have to simply recall that V Rn,k = O(n)/O(n − k) and V Cn,k =
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U(n)/U(n − k) implies Vol(V Rn,k) = Vol(O(n))Vol(O(n−k)) and Vol(V Cn,k) = Vol(U(n))Vol(U(n−k)) holds under both the
Euclidean and geodesic distance metrics.
C.2 Precise Ball Volume Expansion
This appendix proves theorem 16.1 Defining the geodesic ball as the image of a certain
exponential map, [36] uses normal coordinates to calculate the complete series expansion for the
volume of the ball over an arbitrary Riemannian manifold. The first three terms in the series are
VolB((δ)) =
(
piδ2
)N
2
Γ
(
N+2
2
){
1 − τδ
2
6(N + 2)
+
−3‖R‖2 + 8‖r‖2 + 5τ2 − 18∆τ
360(N + 2)(N + 4)
δ4
+ O(δ6)
}
. (C.2)
A procedure for finding higher-order term is given in [36]. Since all the terms in the series are
easily computable if the curvature of the Stiefel manifold is known, we concentrate on the first
three terms alone in the analysis below.
Let us recall some standard definitions from Riemannian geometry. The unique Levi-Civita
connection ∇XY of a Riemannian manifold M is defined by the Koszul formula [66] :
2 < ∇XY, Z > = X < Y,Z > + Y < X,Z > − Z < X, Y >
− < X, [Y,Z] > − < Y, [X,Z] > + < Z, [X,Y ] > ,
where X,Y, Z ∈ χ(M) and [X,Y ] represents the Lie bracket of vector fields X,Y defined by
XY − Y X. The curvature transformation RXY is defined by
RXY = ∇[X,Y ] − [∇X ,∇Y ], (C.3)
and the map (X,Y, Z) → RXY (Z) (often written as merely RXY Z) is called the curvature. The
curvature tensor RWXY Z is given by
RWXY Z = < RWXY, Z > .
1 We acknowledge Prof Stephen Preston’s critical role in framing this theorem and proof.
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As pointed out by [43], the direct calculation of the curvature tensor does not look feasible. To
circumvent this, we calculate the curvature of the unitary group first and then relate the curvature
of the Stiefel manifold to the curvature of the unitary group through a formula based on the notion
of Riemannian submersions.
Since we used the classical bi-invariant metric on the Lie group U(n), the curvature denoted
by R(X,Y )Z can be shown to be an iterated Lie bracket by applying Jacobi’s identity to the Koszul
formula [23],
R(X,Y )Z =
1
4
[[X,Y ], Z]. (C.4)
Borrowing the notation of [23], we let M denote the base space U(n) and M denote the
complex Stiefel manfold. A differentiable mapping f : M → M is called a submersion if f is
surjective and ∀p ∈ M , dfp : TMp → TMf(p) has rank dimM . In addition, if M is given the
Riemannian metric induced from M , then the submersion is said to be Riemannian. [26] We can
understand this informally by noting that the natural projections from a product of two manifolds
to any one of them is a Riemannian submersion. In our case, U(n) is a fiber bundle over V Cn,k with
each fiber being a copy of U(n−k) which under a choice of trivialization looks like a product. Since
we induced the metric on V Cn,k from a metric on U(n), we have a Riemannian submersion.
If X ∈ χ(M), then the horizontal lift X of X is the horizontal field defined by dfp(X(p)) =
X(f(p)). The horizontal lift of a tangent vector X of V Cn,k is a vector X of U(n) s.t. < X,Y >Q=<
X,Y >Q for all Q ∈ V Cn,k, Q is the lift of Q in U(n) and all Y ∈ TIdV Cn,k. For V Cn,k, the horizontal
lifts for the case min(a, b) ≤ k are given by
E
1
ab = E
1
ab, (C.5)
and
E
2
ab = E
2
ab. (C.6)
The vertical lifts are given by
E1ab
v
=
 E
1
ab if min(a, b) > k ;
0 else ,
(C.7)
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and
E2ab
v
=
 E
2
ab if min(a, b) > k ;
0 else .
(C.8)
Further, an exercise question in [23] claims the following result: For a Riemannian submersion
f : M → M if X,Y, Z,W are vectors in TIdM and X,Y , Z,W are their corresponding horizontal
lifts, then
RXY ZW = < R(X,Y )Z,W > +
1
4
< [X,Z]v, [Y ,W ]v >
− 1
4
< [Y , Z]v, [X,W ]v > +
1
2
< [Z,W ]v, [X,Y ]v >, (C.9)
where Zv represents the vertical component of Z. For completeness, we sketch the proof of this
result in Appendix C.3.
Once the curvature tensor for the Stiefel manifold is obtained, the contractions of the tensor
follow by standard computations. The Ricci curvature is given by
ρ(X,Y ) =
N∑
a=1
RXEaY Ea , (C.10)
and the scalar curvature is defined as
τ =
N∑
b=1
ρ(Eb, Eb). (C.11)
Note that even though we have used coordinates to define ρ and τ , these objects are coordinate
invariant [23]. In the calculation of the volume, we shall also need ‖R‖2 which, using the second
Bianchi identity, has been shown in [36] to be
‖R‖2 = 2
N∑
p,p˜,q,q˜=1
Rpp˜qq˜Rpqp˜q˜.
Substituting the above formulae into Gray’s result proves the algorithm given in the theorem
statement. Note that the action of the Vert function is seen to follow (C.7) and (C.8), Lie function
implements the usual Lie bracket. Steps 3 and 4 of the algorithm follow from equations (C.4) and
(C.9), respectively. Step 5 implements standard contractions of the curvature tensor. Step 6 follows
from Gray’s original result in [36].
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C.3 Relating Curvature through Riemannian Submersion
This appendix proves equation (C.9). We located this result as being developed over three
exercise questions posed in [23] and provide a sketch of the proof below for completeness.
Step One : Recall the properties of the Levi-Civita connection especially the compatibility of the
connection with the metric -
X < Y,Z > = < ∇XY,Z > + < Y,∇XZ >, (C.12)
and its torsion-free nature -
[X,Y ] = ∇XY −∇YX. (C.13)
Let T ∈ χ(M) be a vertical field. Then < X,T > = < Y , T > = < Z, T > = 0. It also follows
that X < Y ,Z >= X < Y,Z >, [X,Y ] = [dfX, dfY ] = df [X,Y ], and T < X, Y > = 0. Using
the above observations and the fact that df preserves metrics for horizontal vectors, one concludes
that
< [X,Y ], Z > = < df [X,Y ], dfZ > = < [X,Y ], Z >, (C.14)
and < [X,T ], Y > = 0.
Step Two : Noting that < ∇XY , Z > = < ∇XY,Z > and < ∇XY , T > = 12 < T, [X,Y ] >, one
concludes that
∇XY = ∇XY +
1
2
[X,Y ]v. (C.15)
Step Three : Using (C.15) initially and then (C.14),
X < ∇Y Z,W > = X < ∇Y Z +
1
2
[Y , Z]v,W >
= X < ∇Y Z,W >
= X < ∇Y Z,W > . (C.16)
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Step Four : Using the result obtained in the previous step, one can write
< ∇X∇Y Z, W >= X < ∇Y Z,W > − < ∇Y Z,∇XW >
= X < ∇Y Z,W > − < ∇Y Z,∇XW > . (C.17)
Now,
X < ∇Y Z,W > = < ∇X∇Y Z,W > + < ∇Y Z,∇XW >, (C.18)
and
< ∇Y Z,∇XW > = < ∇Y Z +
1
2
[Y , Z]v,∇XW + 1
2
[X,W ]v >
= < ∇Y Z,∇XW > +1
4
< [Y , Z]v, [X,W ]v >
= < ∇Y Z,∇XW > +1
4
< [Y , Z]v, [X,W ]v > . (C.19)
Substituting (C.18) and (C.19) in (C.17), we obtain
< ∇X∇Y Z,W > = < ∇X∇Y Z,W > −
1
4
< [Y , Z]v, [X,W ]v > . (C.20)
Swap X and Y to get
< ∇Y∇XZ,W > = < ∇Y∇XZ,W > −
1
4
< [X,Z]v, [Y ,W ]v > . (C.21)
Step Five : Since [X,Y ] = ∇XY −∇YX, < ∇TX,Y > = < ∇XT, Y > + < [X,T ], Y > . But
we have seen above that < [X,T ], Y > = 0. So < ∇TX,Y > = < ∇XT, Y > .
Since T is a vertical field, < T, Y >= 0 ⇒ ∇X < T, Y >= 0 ⇒< ∇XT, Y >= − <
T,∇XY > . Combining the above two results, we obtain for any vertical field T ,
< ∇TX,Y > = − < T,∇XY > . (C.22)
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This yields,
< ∇[X,Y ]vZ,W > = − < [X,Y ]v,∇ZW >
= − < [X,Y ]v,∇ZW + 1
2
[Z,W ]v >
= −1
2
< [X,Y ]v, [Z,W ]v > . (C.23)
Further,
< ∇[X,Y ]Z,W > = < ∇[X,Y ]hZ,W > + < ∇[X,Y ]vZ,W >
= < ∇[X,Y ]vZ,W > −
1
2
< [X,Y ]v, [Z,W ]v > . (C.24)
Step Six :
< R(X,Y )Z,W > = ∇[X,Y ]Z,W > − < ∇X∇Y Z,W > + < ∇Y∇XZ,W >
Substituting (C.20), (C.21) and (C.24) in the above equation yields the final result as
RXY ZW = < R(X,Y )Z,W > +
1
4
< [X,Z]v, [Y ,W ]v >
− 1
4
< [Y , Z]v, [X,W ]v > +
1
2
< [Z,W ]v, [X,Y ]v > .
Appendix D
Illustrating Other Applications of Geometric Framework
In Chapter 2, we developed a geometric framework for studying finite-rate feedback. We
applied it to the Pn, Stiefel and Grassmann feedback cases and analyzed in detail the variation
of CCSIT − CCSI−Fb for these schemes with the number of feedback bits Nf employed per block.
As noted before, our geometric framework provides results that more general than the particular
applications in this thesis necessitate. In this appendix, we discuss an additional application that
can be analyzed in a straight-forward manner using this framework.
In this chapter,1 we analyze the quantization of the channel matrix H itself using a finite
number Nf of bits by the receiver in each block and its feedback to the transmitter using a pre-
determined source code. By quantifying the impact of imperfection in the knowledge of H on
the computation of the input covariance matrix, we establish the difference between CCSIT and
CCSI−Fb to be O
(
2
− Nf
2NtNr
)
. This result holds for many different transmission schemes including
the waterfilling and channel inversion strategies. While the general geometric paradigm of chapter
2 allows us to avoid placing any restrictions on the distribution of H, the requirement of the
quantization surface having a finite volume imposes the condition that the magnitude of each
element of the channel matrix be bounded by a finite real number.
1 Collaborative work with Kaniska Mohanty.
158
D.1 System Model
The input-output relationship is described by the equation y = Hx+ n, where H ∈ CNr×Nt
and n is distributed as CN(0, INr). Our analysis can be trivially extended to the case of real-valued
H as well; hence we stick to the complex field and merely point out the differences with respect to
the real scenario. We assume that the channel matrix H remains constant over a block of symbol
durations and changes to an independent value in each block. We place the following conditions
on the channel matrix :
(1) There exists a finite positive real number hmax such that |Hij | ∈ [0, hmax].
(2) H is full rank, i.e. rk(H) = min(Nr, Nt).
(3) H has distinct singular values.
The receiver is assumed to discern the current channel realization perfectly. The smallest manifold
over which H can be located is denoted by M . From the constraints above, one can always choose
M to be the hypercube [−hmax, hmax]2NrNt . If the matrix H has additional structure like being
hermitian or lower-triangular, then a smaller manifold should be chosen. In this analysis, we shall
stick to M being the hypercube [−hmax, hmax]2NrNt .
Prior to the feedback procedure, a common quantization codebook of 2Nf entries is con-
structed on the manifold. As in Chapter 2, we shall analyze the performance of two codebooks for
quantization. The first code Csph would be the classical sphere-packing code that maximizes the
minimum distance between codewords. The second code Crand shall have entries generated from
an i.i.d. distribution over the manifold M . If we use a random code for quantization, we shall
interpret the achievable rate under feedback as an average over the ensemble of all such random
codes. Denoting the entries of the code C by H1, . . . ,H2Nf , the receiver maps the channel matrix
H to the closest codeword via
Hˆ = arg min
Hi∈C
‖H −Hi‖.
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The index of the codeword is fed back to the transmitter using Nf bits. The transmitter using the
fed-back estimate of the channel matrix computes the optimal input covariance matrix as Qˆ. If we
denote the optimal input covariance matrix computed under ideal CSIT conditions as Q, we can
define the achievable rates under infinite and finite-rate feedback as follows:
CCSIT , EH log det(I +HQHH), and
CCSI−Fb , EH log det(I +HQˆHH).
The aim, as before, is to bound the difference CCSIT − CCSI−Fb as a function of the number of
feedback bits employed.
In numerical analysis, the ratio of the variation in the value of a function to a variation in
its argument is called the ‘condition number’ of the function. In our case, we have algorithms -
such as waterfilling or channel inversion - mapping the channel matrix H to the optimal input
covariance matrix Q. While the computation of the exact condition number of these algorithms
is not feasible, we shall find upper bounds on them and refer to them as ‘sensitivity factors’.
Mathematically, we show that if ‖4H‖ ≤ , then ‖4Q‖ ≤ es(H).. Akin to the requirement of
well-conditioned functions encountered in numerical analysis, we shall concentrate on algorithms
with finite sensitivity factors.
With this background, the main theorem of the section can be stated precisely. To simplify
the appearance of the main result, let us define a few other functions. ePn(H) shall quantify the
susceptibility of the log-det expression to small changes in the value of Q, and be given by
ePn(H) =
√
tr [(HH(I +HQHH)−1H)2]. (D.1)
c shall denote the coefficient of the normalized ball volume and is given by
c =
1
(NrNt)!
(
pi
(2hmax)2
)NrNt
.
eC arises from bounding the quantization error over the relevant codebook, and is given by
eC =

2 (c)
−1
2NtNr if C = Csph ;
Γ
(
1
2NtNr
)
2NtNr
(c)
−1
2NtNr if C = Crand.
(D.2)
160
The sensitivity factor es(H) depends on the transmission strategy chosen and is given by Theorem
34.
Theorem 33 For the system model described above, the difference in the achievable rate between
the infinite and finite-rate feedback scenarios for any transmission strategy with a finite sensitivity
factor is bounded as
CCSIT − CCSI−Fb . EH(ePn(H) es(H)) eC 2−
Nf
2NrNt .
We prove this theorem after establishing below the value of the sensitivity factor for various trans-
mission strategies.
D.2 Sensitivity Factor Analysis
Theorem 34 Under the given system model, the sensitivity factor for various transmission strate-
gies is given as follows:
(1) Waterfilling under a STPC of tr(Q) = P
es(H) = 4
√
min(Nr, Nt)
{(
P +
√
min(Nr, Nt)
(
1
λmin
− 1
λmax
))
(Nt − 1)
dmin
+
1
λ2min
}
‖H‖,
(2) Grassmannian beamforming under a STPC of tr(Q) = P
es(H) =
4P (Nt − 1)
dmin
√
s
‖H‖ ,
(3) Channel inversion under a constant SNR constraint of Pon
es(H) =
2(Pon)
√
min(Nr, Nt)
λmin
{
2(Nt − 1)
√
min(Nr, Nt)
dmin
+
1
λmin
}
‖H‖ ,
where s is the number of eigen-directions utilized in Grassmannian feedback scheme,
λmin =
s
min
i=1
λi,
λmax = max
i
λi, and
dmin =
s
min
i=1
Nt
max
j 6=i,j=1
|λi − λj |.
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Proof: Step One: Let W , HHH. Perturbing it a little,
4W = 4HHH +HH4H ⇒ ‖4W‖ ≤ ‖4HHH‖+ ‖HH4H‖.
The second step follows from the triangle inequality or ‖A+B‖ ≤ ‖A‖+ ‖B‖. Since the Frobenius
norm is sub-multiplicative, we have ‖AB‖ ≤ ‖A‖‖B‖. This implies that
‖4W‖ ≤ 2 ‖H‖ ‖4H‖.
Step Two: We can do an eigenvalue decomposition of the hermitian matrix W as V DV H . The
columns of V ∈ CNt×Nt are denoted by v1, . . . , vNt . The min{Nr, Nt} non-zero eigenvalues of W
are denoted by λ1, . . . , λmin{Nr,Nt}.Without loss of generality, these eigenvalues are arranged in
decreasing order. Using the perturbation idea on the i-th eigenvalue of W , we get
λi = v
H
i Wvi ⇒4λi = vHi 4Wvi.
This implies that,
|4λi| = |vHi 4Wvi| = |tr(4WvivHi )| ≤ ‖4W‖
√
tr(vivHi viv
H
i ).
The inequality follows by the Cauchy-Schwartz inequality. Further, since vHi vi = 1, we get that
tr(viv
H
i viv
H
i ) = tr(viv
H
i ) = 1. This allows us to write
|4λi| ≤ ‖4W‖ ≤ 2 ‖H‖ ‖4H‖.
Invoking the perturbation idea on the eigenvector vi, we know from [110] that
4vi =
Nt∑
j=1,j 6=i
vHj 4Wvi
λi − λj vj ⇒ ‖4vi‖ ≤
Nt∑
j=1,j 6=i
|vHj 4Wvi|
|λi − λj | ‖vj‖.
Since only the vectors v1, v2, ..., vs are used for transmission, the lower bound on |λi − λj | can be
taken as
dmin =
s
min
i=1
Nt
min
j 6=i,j=1
|λi − λj |.
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The expression for ‖∆vi‖ can be simplified by noting ‖vj‖ = 1, 1|λi−λj | ≤ 1dmin , and
|vHj 4Wvi| = |tr(4WvivHj )| ≤ ‖4W‖
√
tr(vjvHi viv
H
j )
≤ ‖4W ‖tr(vivHi ) = ‖4W‖ ≤ 2 ‖H‖ ‖4H‖.
This allows us to write
‖4vi‖ ≤ Nt − 1
dmin
2 ‖H‖ ‖4H‖.
We define V˜ , [v1, v2, ..., vs] as the matrix containing the s transmitted vectors. Since 4V˜ =
[4v1, . . . ,4vs], we get
‖4V˜ ‖ ≤ 2√s Nt − 1
dmin
‖H‖ ‖4H‖.
Step Three: From the discussion in chapter 2 on short-term power constrained systems, we know
that the rank of the optimal input covariance matrix - being asymptotically a deterministic function
of the SNR and the p.d.f. of the channel matrix - is relatively agnostic to the channel realization.
Hence, we can ignore the variation in the rank s of the optimal input covariance matrix, i.e. 4s = 0
for small values of 4H. An alternative more general argument for ignoring 4s stems from the
observation that the rank is not a continuous function of the entries of the channel matrix. It
changes precisely at a finite set of values for the eigenvalues. For a small 4H, the probability of
the eigenvalue being suitably arranged to bring about a change in the rank s is vanishingly low and
hence neglected for this first order analysis. Since the waterlevel µ is given by the equation
s∑
i=1
(
µ− 1
λi
)
= P,
we can perturb it to obtain
s4µ +
s∑
i=1
1
λ2i
4λi = 0
⇒4µ = −1
s
s∑
i=1
1
λ2i
4λi
⇒ |4µ| ≤ 1
s
s
1
λ2min
|4λi|
⇒ |4µ| ≤ 1
λ2min
2 ‖H‖ ‖4H‖.
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In the calculations above, λmin = min
s
i=1 λi. Further,
s∑
i=1
(
µ− 1
λi
)
= P
⇒
s∑
i=1
(
µ− 1
λmin
)
≤ P
⇒ sµ− s
λmin
≤ P
⇒ µ ≤ P
s
+
1
λmin
.
The input covariance matrix Q is constructed as V˜ ΛV˜ H . For i ∈ {1, . . . , s},
Λii =
(
µ− 1
λi
)
.
Perturbing the expression, we get
4Λii = 4µ+ 1
λ2i
4λi ⇒ |4Λii| ≤ 4 ‖H‖ ‖4H‖
λ2min
.
This implies that
‖4Λ‖ ≤ √s|4Λii| ≤
√
min{Nr, Nt} 4 ‖H‖ ‖4H‖
λ2min
.
Step Four: Perturbing the formula Q = V˜ ΛV˜ H , we get
4Q = 4V˜ ΛV˜ H + V˜4ΛV˜ H + V˜ Λ4V˜ H .
Taking the Frobenius norm of both sides and using the idea that ‖AV˜ ‖ = ‖A‖, since V˜ has
orthogonal columns, we get
‖4Q‖ ≤ ‖4V˜ ΛV˜ H‖ + ‖V˜4ΛV˜ H‖ + ‖V˜ Λ4V˜ H‖
= ‖4V˜ Λ‖ + ‖4Λ‖ + ‖Λ4V˜ H‖
≤ 2‖4V˜ ‖‖Λ‖+ ‖4Λ‖.
Now, ‖Λ‖ can be bounded as
‖Λ‖ = =
√√√√ s∑
i=1
(
µ− 1
λi
)2
≤
√√√√ s∑
i=1
(
µ− 1
λmax
)2
=
√
s
(
µ− 1
λmax
)
≤ √s
(
P
s
+
1
λmin
− 1
λmax
)
⇒ ‖Λ‖ ≤ P +√s
(
1
λmin
− 1
λmax
)
.
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where, λmax = maxi λi. Combining the previous results,
‖∆Q‖ ≤ 4√s
{(
P +
√
s
(
1
λmin
− 1
λmax
))
(Nt − 1)
dmin
+
1
λ2min
}
‖H‖‖4H‖
≤ 4
√
min(Nr, Nt).
{(
P +
√
min(Nr, Nt)
(
1
λmin
− 1
λmax
))
(Nt − 1)
dmin
+
1
λ2min
}
‖H‖‖4H‖.
This shows that the sensitivity factor for the waterfilling algorithm under the STPC of tr(Q) = P
is given by
es(H) = 4
√
min(Nr, Nt)
{(
P +
√
min(Nr, Nt)
(
1
λmin
− 1
λmax
))
(Nt − 1)
dmin
+
1
λ2min
}
‖H‖.
The proofs for Grassmanian beamforming and channel inversion can be derived following the
same steps as above. Hence, we provide below only a brief outline of the proofs in those two cases.
In Grassmanian beamforming, the total power P is equally distributed among all the s transmit
beams, and the covariance matrix becomes Q = Ps V˜ V˜
H . Perturbing Q , we get
∆Q =
P
s
(
∆V˜ V˜ H + V˜∆V˜ H
)
⇒ ‖∆Q‖ ≤ P
s
(∥∥∥∆V˜ V˜ H∥∥∥+ ∥∥∥V˜∆V˜ H∥∥∥) ≤ 2P
s
(∥∥∥∆V˜ ∥∥∥)
⇒ ‖∆Q‖ ≤ 4P (Nt − 1)√
sdmin
‖H‖ ‖∆H‖ .
This analysis shows the sensitivity factor for the Grassmanian beamforming to be
es(H) =
4P (Nt − 1)√
sdmin
‖H‖ .
In the channel inversion scheme, the SNR at the receiver is kept constant by controlling
the power at the transmitter side. The covariance matrix thus becomes Q = PonV˜ Λ˜V˜
H , where
Pon is the constant received SNR per transmit vector and Λ˜ = diag
(
1
λ1
, 1λ2 , ...,
1
λs
)
. Using the
perturbation idea on Q and taking the Frobenius norm,
‖∆Q‖ ≤ Pon
(
2‖4V˜ ‖‖Λ˜‖+ ‖4Λ‖
)
.
Further, it is easily seen that
‖Λ˜‖ =
√√√√ s∑
i=1
1
λ2i
≤
√
s
λmin
.
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Using perturbation on the individual elements of Λ˜, we get
Λ˜ii =
1
λi
⇒ ∆Λ˜ii = −∆λi
λ2i
⇒ |∆Λ˜ii| = |∆λi|
λ2i
≤ |∆λi|
λ2min
⇒ |∆Λ˜ii| ≤ 2‖H‖‖∆H‖
λ2min
This leads to
‖∆Λ˜‖ =
√√√√ s∑
i=1
(
∆Λ˜ii
)2 ≤ 2√s‖H‖‖H‖
λ2min
Combining the above equations with the bounds on ‖∆V˜ ‖, we get
‖∆Q‖ ≤ 2Pon
√
s
λmin
(
2 (Nt − 1)
√
s
dmin
+
1
λmin
)
‖H‖‖∆H‖
⇒ ‖∆Q‖ ≤ 2Pon
√
min(Nr, Nt)
λmin
(
2 (Nt − 1)
√
min(Nr, Nt)
dmin
+
1
λmin
)
‖H‖‖∆H‖
Thus, the sensitivity factor for channel inversion is
es(H) =
2(Pon)
√
min(Nr, Nt)
λmin
{
2(Nt − 1)
√
min(Nr, Nt)
dmin
+
1
λmin
}
‖H‖
D.3 Proof of the Capacity Variation Result
Proof: From lemma 8 in chapter 3, we get that
log det(I +HQHH)− log det(I +HQˆHH) ≤ ‖4Q‖
√
tr(HH(I +HQHH)−1H)2.
From the sensitivity factor analysis, we know that
‖4Q‖ ≤ es(H)‖4H‖.
This gives us
log det(I +HQHH)− log det(I +HQˆHH) ≤ es(H)‖4H‖
√
tr(HH(I +HQHH)−1H)2. (D.3)
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We are quantizing H over the convex closed hypercube M = [−hmax, hmax]2NtNr , which is flat under
the Euclidean metric. Hence, for small values of the radius δ, the normalized volume of the ball
defined as the ratio of the volume of a ball of radius δ to the volume of the manifold is given by
µ(B(δ)) , Vol(B(δ))
Vol(M)
=
(piδ2)
N
2
Γ
(
N+2
2
) 1
Vol(M)
,
where N = 2NtNr is the dimension of the manifold. Following our earlier chapters, we denote the
leading coefficient in the ball volume expansion by c. This gives us
c =
piNtNr
(NrNt)!
1
(2hmax)2NtNr
.
Chapter 2 gives us formulae for evaluating sources arbitrarily distributed over a general Riemannian
manifold. For the Csph code, we get
‖4H‖ ≤ max
Hi∈C
‖H −Hi‖ ≤ 2(c 2Nf )− 1N ,
and for the Crand code, we get
ECrand‖4H‖ ≤
Γ
(
1
N
)
N
(c 2Nf )−
1
N .
Plugging these in equation (D.3), and recalling the definitions of ePn(H) and eC from equations
(D.1) and (D.2), respectively, we get that
log det(I +HQHH)− log det(I +HQˆHH) ≤ ePn(H) es(H) eC 2−
Nf
2NtNr .
Taking expectations with respect to H, and noting that eC is independent of H, we get the final
result that
CCSIT − CCSI−Fb ≤ EH(ePn(H) es(H)) eC 2−
Nf
2NrNt .
Although we have used a hypercube as the manifold on which H lies, further constraints on H
can lead to more restrictive manifolds to be used for better bounds. For example, an annulus can be
used if |Hij | is known to lie in a very narrow range of values. Antenna selection at the transmitter
and receiver can be easily incorporated into this analysis. Feeding back the exact selection of
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transmit antennas to be used changes the Nf feedback bits to (Nf )eff = Nf − logd
(
Nt
Lt
)e bits, where
Lt and Lr are the actual number of transmit and receive antennas in use, respectively. Also, the
quantization space changes from [−hmax, hmax]2NtNr to [−hmax, hmax]2LtLr . The sensitivity factor
analysis remains the same for all the transmission strategies, with a minor change of min(Nr, Nt)
to min(Lr, Lt). The restriction of finite hmax might seem restrictive; but it is unavoidable in the
given system constraints. With a finite number of feedback bits, it is not possible to guarantee
a bounded maximum quantization error in an unbounded space. However, if the variables have a
low tail probability, then we could discard all realizations of the channel matrix falling outside our
bounds, and still recover some partial performance.
