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Abstract. As a time-shifted and frequency-modulated version of the linear canon-
ical transform (LCT), the offset linear canonical transform (OLCT) provides a more
general framework of most existing linear integral transforms in signal processing
and optics. To study simultaneous localization of a signal and its OLCT, the classi-
cal Heisenberg’s uncertainty principle has been recently generalized for the OLCT.
In this paper, we complement it by presenting another two uncertainty principles,
i.e., Donoho-Stark’s uncertainty principle and Amrein-Berthier-Benedicks’s uncer-
tainty principle, for the OLCT. Moreover, we generalize the short-time LCT to the
short-time OLCT. We likewise present Lieb’s uncertainty principle for the short-time
OLCT and give a lower bound for its essential support.
Keywords. Offset linear canonical transform; Short-time offset linear canonical
transform; Time-frequency analysis; Uncertainty principle
1 Introduction
The offset linear canonical transform (OLCT) [1, 2, 3, 4] is known as a six param-
eter (a, b, c, d, τ, η) class of linear integral transform, which is a time-shifted and
∗This work was partially supported by the National Natural Science Foundation of China
(11371200, 11525104 and 11531013).
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frequency-modulated version of the linear canonical transform (LCT) with four pa-
rameters (a, b, c, d) [5, 6, 7, 8, 9]. The two extra parameters, i.e., time shifting τ and
frequency modulation η, make the OLCT more general and flexible, and thereby the
OLCT can apply to most electrical and optical signal systems. It basically says that
the Fourier transform (FT), the fractional Fourier transform (FrFT), the Fresnel
transform (FnT), the LCT, and many other widely used linear integral transforms
in signal processing and optics are all special cases of the OLCT [10, 11, 12, 13, 14].
Therefore, it is interesting to study the OLCT in a unified viewpoint of the above
mentioned transforms. Over the past few decades, there has been a vast amount
of research on extending time-frequency analysis results that pertain to the FT or
the LCT to the OLCT. For example, sampling theorems, convolution and correla-
tion theorems, eigenfunctions, energy concentration problems, generalized prolate
spheroidal wave functions, and spectral analysis of the OLCT have been derived in
[2, 15, 16, 17, 18, 19, 20, 21].
Recently, the classical Heisenberg’s uncertainty principle has been generalized
for the OLCT in [2]. It is stated in [2] that a nonzero function and its OLCT
cannot both be sharply concentrated and the joint concentration is dependent on the
OLCT parameter b. Consider that in terms of the meaning of “concentration”, many
different forms of uncertainty principles are possible, like Heisenberg’s uncertainty
principle, Hardy’s uncertainty principle, Donoho-Stark’s uncertainty principle, and
Amrein-Berthier-Benedicks’s uncertainty principle [22, 23, 24, 25, 26, 27, 28, 29,
30]. In this paper, we derive another two common uncertainty principles for the
OLCT, i.e., Donoho-Stark’s uncertainty principle and Amrein-Berthier-Benedicks’s
uncertainty principle, which are analogous to the ones for the FT in [23]. Moreover,
we introduce the short-time OLCT as a generalization of the short-time LCT [31, 32].
Also, we derive Lieb’s uncertainty principle for the short-time OLCT and give a lower
bound for its essential support in this paper.
The rest of the paper is organized as follows. In section 2, we briefly review the
OLCT and its basic properties. In section 3, Donoho-Stark’s uncertainty principle
and Amrein-Berthier-Benedicks’s uncertainty principle are extended for the OLCT.
In section 4, we study the short-time OLCT and its Lieb’s uncertainty principle. In
section 5, we conclude the paper.
2 Offset Linear Canonical Transform
In this section, we briefly review the OLCT and some of its properties.
Definition 2.1. The OLCT of a function f(t) ∈ L2(R) with parameter A =[
a b τ
c d η
]
is defined by [19, 20, 33, 34]
OAf(u) = OA[f(t)](u) =
{∫ +∞
−∞ f(t)KA(t, u)dt, b 6= 0,√
dej
cd
2
(u−τ)2+juηf(d(u− τ)), b = 0, (1)
2
where
KA(t, u) =
√
1
j2πb
ej
a
2b
t2−j 1
b
t(u−τ)−j 1
b
u(dτ−bη)+j d
2b
(u2+τ2), (2)
a, b, c, d, τ, η ∈ R, and ad− bc = 1.
It is readily verified from Definition 2.1 that many well-known linear integral
transforms are special cases of the OLCT in (1). For example, when A =
[
0 1 0
−1 0 0
]
,
the OLCT becomes the FT; when A =
[
cosα sinα 0
− sinα cosα 0
]
, the OLCT becomes
the FrFT; when A =
[
a b 0
c d 0
]
, the OLCT becomes the LCT.
Without loss of generality, we only consider the case of b > 0 throughout the
paper. Many properties of the OLCT have been easily verified by using the definition
(1) in [3, 16, 33]. Here, we present some important properties for later use.
1) Additivity Property: Let
A1 =
[
a1 b1 τ1
c1 d1 η1
]
, A2 =
[
a2 b2 τ2
c2 d2 η2
]
, A3 =
[
a3 b3 τ3
c3 d3 η3
]
,
satisfy [
a3 b3
c3 d3
]
=
[
a2 b2
c2 d2
] [
a1 b1
c1 d1
]
, (3)
(
τ3
η3
)
=
[
a2 b2
c2 d2
](
τ1
η1
)
+
(
τ2
η2
)
. (4)
Then, we have
OA2 [OA1f(v)](u) = ejφOA3f(u), (5)
where
φ = −a2c2
2
τ 21 − b2c2τ1η1 −
b2d2
2
η21 − (τ1c2 + η1d2)τ2.
2) Inverse OLCT: According to the above additivity property, the inverse OLCT
of OAf(u) with parameter A =
[
a b τ
c d η
]
is given by
f(t) = ej
cd
2
τ2−jadτη+j ab
2
η2
∫ +∞
−∞
OAf(u)KA−1(u, t)du, (6)
where
A−1 =
[
d −b bη − dτ
−c a cτ − aη
]
.
3) Generalized Parseval Formula:∫
R
f(t)g(t)dt =
∫
R
OAf(u)OAg(u)du, (7)
where ·¯ denotes the complex conjugate.
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3 Two Uncertainty Principles for the OLCT
Uncertainty principle for the FT plays a vital role in time-frequency signal analy-
sis. It can express limitations on simultaneous concentration of a function and its
FT. There exist many different forms of uncertainty principles, like Heisenberg’s
uncertainty principle, Hardy’s uncertainty principle, Donoho-Stark’s uncertainty
principle, and Amrein-Berthier-Benedicks’s uncertainty principle, in terms of the
meaning of “concentration”. To investigate simultaneous concentration of a func-
tion and its OLCT, it is natural to extend the above uncertainty principles for the
OLCT. In [2], the classical Heisenberg’s uncertainty principle for the OLCT has
been proposed. In this section, therefore, we complement it by considering another
two common uncertainty principles, i.e., Donoho-Stark’s uncertainty principle and
Amrein-Berthier-Benedicks’s uncertainty principle, for the OLCT.
Before presenting our results, let us define the FT of a function f(t) ∈ L2(R) by
Ff(u) = 1√
2pi
∫ +∞
−∞ f(t)e
−jutdt in this paper, and recall the concept of ǫ-concentrate of
a function on a measurable set Ω ⊆ R, Donoho-Stark’s uncertainty principle [23, 35]
and Amrein-Berthier-Benedicks’s uncertainty principle for the FT [29, 30, 23] as
follows.
Definition 3.1. [23, Defintion 2.3.1] Given ǫ ≥ 0, a function f(t) ∈ L2(R) is
ǫ-concentrate on a measurable set Ω ⊆ R, if
( ∫
R\Ω
|f(t)|2dt
)1/2
≤ ǫ‖f‖2. (8)
Proposition 3.2. [23, Theorem 2.3.1 (Donoho-Stark)] Suppose that a nonzero func-
tion f(t) ∈ L2(R) is ǫΩ-concentrate on a measurable set Ω ⊆ R, and its FT Ff(u)
is ǫΓ-concentrate on a measurable set Γ ⊆ R. Then,
|Ω||Γ| ≥ 2π(1− ǫΩ − ǫΓ)2, (9)
where |Ω| and |Γ| denote the measures of the sets Ω and Γ.
Proposition 3.3. [23, Theorem 2.3.3 (Amrein-Berthier-Benedicks)] Let f(t) ∈
L1(R), supp(f) ⊆ Ω, and supp(Ff) ⊆ Γ, where Ω and Γ are measurable sets in
R. If |Ω||Γ| < +∞, then f(t) = 0.
Motivated by Propositions 3.2, 3.3, we next generalize the corresponding results
for the OLCT. We first present Donoho-Stark’s uncertainty principle for the OLCT
in the following theorem.
Theorem 3.4. Suppose that a nonzero function f(t) ∈ L2(R) is ǫΩ-concentrate on
a measurable set Ω ⊆ R, and its OLCT OAf(u) is ǫΓ-concentrate on a measurable
set Γ ⊆ R. Then,
|Ω||Γ| ≥ 2πb(1− ǫΩ − ǫΓ)2. (10)
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Proof. From Definition 2.1, the OLCT with parameter A can be equivalently written
as
OAf(u) =
√
1
jb
e−j
1
b
u(dτ−bη)+j d
2b
(u2+τ2)G(u), (11)
where
G(u) =
1√
2π
∫ +∞
−∞
f(t)ej
a
2b
t2−j 1
b
t(u−τ)dt. (12)
In this way, it is easy to see that
|OAf(u)| =
√
1
b
|G(u)|. (13)
Since OAf(u) is ǫΓ-concentrate on a measurable set Γ ⊆ R, we have(∫
R\Γ
|OAf(u)|2du
)1/2
≤ ǫΓ‖OAf‖2. (14)
Then, substituting (13) into (14), we have
(∫
R\Γ
|G(u)|2du
)1/2
≤ ǫΓ‖G‖2, (15)
Thus, G(ub) is ǫΓ-concentrate on a measurable set Γ/b ⊆ R. Furthermore, it is
shown in (12) that G(ub) is actually the FT of g(t) = f(t)ej
a
2b
t2+j 1
b
tτ . Moreover,
since |g(t)| = |f(t)| and f(t) is ǫΩ-concentrate on a measurable set Ω ⊆ R, i.e.,(∫
R\Ω
|f(t)|2dt
)1/2
≤ ǫΩ‖f‖2, (16)
we obtain (∫
R\Ω
|g(t)|2dt
)1/2
≤ ǫΩ‖g‖2. (17)
In other words, g(t) is ǫΩ-concentrate on a measurable set Ω ⊆ R. As for the function
g(t) and its FT G(ub), we have, by Proposition 3.2,
|Ω|
∣∣∣Γ
b
∣∣∣ ≥ 2π(1− ǫΩ − ǫΓ)2. (18)
Therefore,
|Ω||Γ| ≥ 2πb(1− ǫΩ − ǫΓ)2.
This completes the proof.
Corollary 3.5. Let f(t) ∈ L2(R), supp(f) ⊆ Ω, and supp(OAf) ⊆ Γ, where Ω and
Γ are measurable sets in R. Then,
|Ω||Γ| ≥ 2πb.
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Proof. From Definition 3.1, we know that a function f(t) is 0-concentrate on a
measurable set Ω ⊆ R if and only if supp(f) = Ω. Hence, by letting ǫΩ = ǫΓ = 0 in
Theorem 3.4, we get |Ω||Γ| ≥ 2πb.
We next present Amrein-Berthier-Benedicks’s uncertainty principle for the OLCT
in the following theorem.
Theorem 3.6. Let f(t) ∈ L1(R), supp(f) ⊆ Ω, and supp(OAf) ⊆ Γ, where Ω and
Γ are measurable sets in R. If |Ω||Γ| < +∞, then f(t) = 0.
Proof. Similar to the proof of Theorem 3.4, let the OLCT OAf(u) be rewritten in
the form of (11), where G(u) is given by (12). Since supp(OAf) ⊆ Γ, we easily get
supp(G(u)) ⊆ Γ. Moreover, by letting g(t) = f(t)ej a2b t2+j 1b tτ , we have g(t) ∈ L1(R)
and supp(g) ⊆ Ω. This is due to the fact that |f(t)| = |g(t)|, f(t) ∈ L1(R), and
supp(f) ⊆ Ω. Considering that supp(G(ub)) ⊆ Γ/b and G(ub) is the FT of g(t), we
obtain g(t) = 0 by Proposition 3.3. Hence, we get f(t) = 0.
One can see that Theorem 3.4 and Theorem 3.6 for the OLCT with the spe-
cific parameter A =
[
0 1 0
−1 0 0
]
(i.e., the FT), coincide with Proposition 3.2 and
Proposition 3.3, respectively. Furthermore, Donoho-Stark’s uncertainty principle
and Amrein-Berthier-Benedicks’s uncertainty principle for the LCT can also be di-
rectly obtained by substituting A =
[
a b 0
c d 0
]
for the OLCT in Theorem 3.4 and
Theorem 3.6.
4 Lieb’s Uncertainty Principle for the Short-Time
OLCT
Similar to the FT or the LCT, the OLCT cannot reveal the local OLCT-frequency
information due to its global kernel. In this section, therefore, we introduce the
short-time OLCT, which generalizes the short-time LCT by substituting the LCT
kernel with the OLCT kernel in the definition of the short-time LCT [31, 32]. We
then generalize Lieb’s uncertainty principle for the short-time LCT in [31] to our
proposed short-time OLCT.
Definition 4.1. Given a function g(t) ∈ L∞(R), the short-time OLCT of a function
f(t) ∈ L1(R) with a window g(t) is defined by
Vg,Af(x, u) =
∫ +∞
−∞
f(t)g(t− x)KA(t, u)dt, for x, u ∈ R, (19)
where KA(t, u) is given by (2), a, b, c, d, τ, η ∈ R, b > 0, and ad− bc = 1.
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Based on Ho¨lder’s inequality, the short-time OLCT Vg,Af(x, u) in (19) of a func-
tion f(t) ∈ Lp(R) with a window g(t) ∈ Lq(R) is well-defined for any p, q ∈ [1,+∞]
satisfying 1/p + 1/q = 1. On the other hand, from the definition of the short-time
OLCT Vg,Af in (19), the relation between the short-time OLCT and the FT is given
by
Vg,Af(x, bu+ τ) =
√
1
jb
F[f(·)g(· − x)ej a2b (·)2](u)ej d2b (bu)2+j(bu+τ)η, (20)
where F denotes the FT operator. By (20), we have, for f(t), g(t) ∈ L2(R),
‖Vg,Af‖2 = ‖f‖2‖g‖2. (21)
.
Before presenting Lieb’s uncertainty principle for the short-time OLCT, we show
a generalized Hausdorff-Young inequality in the following lemma, whose proof is
similar to that of Hausdorff-Young inequality in [36].
Lemma 4.2. Let A1 =
[
a1 b1 τ1
c1 d1 η1
]
, A2 =
[
a2 b2 τ2
c2 d2 η2
]
, and a2b1 − a1b2 > 0.
Let 1 ≤ q ≤ 2 and p satisfy 1/p+ 1/q = 1. Then, for all f(t) ∈ Lq(R), we have
‖OA1f‖p ≤
(
(2π)1/p−1/qq1/qp−1/p
)1/2
(a2b1 − a1b2)1/2−1/q‖OA2f‖q. (22)
Proof. Let
A3 =
[
a3 b3 τ3
c3 d3 η3
]
,
which satisfies (
a2 b2
c2 d2
)
=
(
d3 −b3
−c3 a3
)(
a1 b1
c1 d1
)
, (23)
and (
τ2
η2
)
=
(
d3 −b3
−c3 a3
)(
τ1
η1
)
+
(
τ3
η3
)
. (24)
It follows from (23) that b3 = a2b1 − a1b2. Let
H(u) = OA1f(u)e−j
d3
2b3
u2
(25)
and its inverse FT be given by
h(t) =
1√
2π
∫ +∞
−∞
H(u)ejutdu. (26)
From (26) and Hausdorff-Young’s inequality in [23, 36], we obtain
‖OA1f‖p = ‖H‖p ≤
(
(2π)1/p−1/qq1/qp−1/p
)1/2
‖h‖q. (27)
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Moreover, it follows from (5), (25) and (26) that
‖h‖qq =
∫ +∞
−∞
|h(t)|qdt
=
1
b3
∫ +∞
−∞
∣∣h( t− τ3
b3
)∣∣qdt
=
1
b3
∫ +∞
−∞
∣∣∣ 1√
2pi
∫ +∞
−∞
H(u)e
ju
(
t−τ3
b3
)
du
∣∣∣qdt
=
1
b3
∫ +∞
−∞
∣∣∣ 1√
2pi
∫ +∞
−∞
OA1f(u)e−j
d3
2b3
u2+ju
(
t−τ3
b3
)
du
∣∣∣qdt
=
1
b3
∫ +∞
−∞
∣∣∣∣
√
1
−j2pib3
∫ +∞
−∞ OA1f(u)e
−j d3
2b3
u2+ju
(
t−τ3
b3
)
−j a3
2b3
(t−τ3)2+jη3tdu√
1
−jb3 e
−j a3
2b3
(t−τ3)2+jη3t
∣∣∣∣
q
dt
=b
q/2−1
3
∫ +∞
−∞
∣∣OA3 [OA1f(u)](t)∣∣qdt
=b
q/2−1
3 ‖OA2f‖qq. (28)
Combining (27) and (28), we have
‖OA1f‖p ≤
(
(2π)1/p−1/qq1/qp−1/p
)1/2
‖h‖q
≤
(
(2π)1/p−1/qq1/qp−1/p
)1/2
(a2b1 − a1b2)1/2−1/q‖OA2f‖q,
which completes the proof.
We next present Lieb’s uncertainty principle for the short-time OLCT as follows.
Theorem 4.3. Let f(t), g(t) ∈ L2(R) and 2 ≤ p <∞. Then,∫ ∫
R2
|Vg,Af(x, u)|pdxdu ≤ 2
p
(
2πb
)1−p/2‖f‖p2‖g‖p2. (29)
Proof. Let q satisfy 1/p + 1/q = 1. Due to 2 ≤ p < ∞, we have 1 < q ≤ 2. Since
f(t), g(t) belong to L2(R), we obtain f(·)g(· − x) ∈ L1(R) by Cauchy-Schwartz in-
equality and Vg,Af(x, u) = OA(f(t)g(t− x))(u) ∈ L2(R2) by (21). Moreover, accord-
ing to Fubini’s Theorem, for almost all x ∈ R, we get OA(f(t)g(t− x))(u) ∈ L2(R),
and thereby f(·)g(· − x) ∈ L2(R) holds for almost all x ∈ R by the generalized Par-
seval Formula in (7). Therefore, we have f(·)g(· − x) ∈ L1(R)∩L2(R) for almost all
x ∈ R. Furthermore, for almost all x ∈ R, we obtain f(·)g(· − x) ∈ Lq(R) by using
interpolation theorem. Then, by Lemma 4.2, we have(∫
R
|Vg,Af(x, u)|pdu
)1/p
=‖OA(f(·)g(· − x))‖p
≤
(
(2π)1/p−1/qq1/qp−1/p
)1/2
(a2b− ab2)1/2−1/q
8
× ‖OA2(f(·)g(· − x))‖q. (30)
Specially, let
A2 =
[
1 0 0
0 1 0
]
in (30), and we have
( ∫
R
|Vg,Af(x, u)|pdu
)1/p
≤
(
(2π)1/p−1/qq1/qp−1/p
)1/2
b1/2−1/q
×
(∫
R
|f(t)g(t− x)|qdt
)1/q
. (31)
Furthermore,
‖Vg,Af‖p =
(∫
R
(∫
R
|Vg,Af(x, u)|pdu
)
dx
)1/p
≤
(
(2π)1/p−1/qq1/qp−1/p
)1/2
b1/2−1/q
×
(∫
R
(∫
R
|f(t)g(t− x)|qdt
)p/q
dx
)1/p
≤(2π)1/(2p)−1/(2q)b1/2−1/q
(2
p
)1/p
‖f‖2‖g‖2. (32)
where we use Young’s inequality in the last step. Therefore, we have∫ ∫
R2
|Vg,Af(x, u)|pdudx ≤ 2
p
(2π)1/2−p/(2q)bp/2−p/q‖f‖p2‖g‖p2
=
2
p
(
2πb
)1−p/2‖f‖p2‖g‖p2.
The proof is completed.
Finally, according to the Lieb’s uncertainty principle for short-time OLCT in
Theorem 4.3, we derive a lower bound for the essential support of the short-time
OLCT in the following result.
Corollary 4.4. Let f(t), g(t) ∈ L2(R) and ‖f‖2 = ‖g‖2 = 1. If∫ ∫
Ω
|Vg,Af(x, u)|2dxdu ≥ 1− ǫ (33)
holds on a measurable set Ω ⊆ R2, where ǫ ≥ 0 and Ω is called the essential support
of Vg,Af(x, u), we have
|Ω| ≥ 2πb(1− ǫ) pp−2
(p
2
) 2
p−2
for all p > 2.
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Proof. It follows from Ho¨lder’s inequality and (29) in Theorem 4.3 that
1− ǫ ≤
∫ ∫
Ω
|Vg,Af(x, u)|2dxdu
≤
(∫ ∫
R2
|Vg,Af(x, u)|pdxdu
)2/p
|Ω| p−2p
≤ (2πb)2/p−1(2
p
)2/p
‖f‖22‖g‖22|Ω|
p−2
p
=
(
2πb
)2/p−1(2
p
)2/p
|Ω| p−2p .
Hence, for all p > 2, we have
|Ω| ≥ 2πb(1− ǫ) pp−2
(p
2
) 2
p−2
,
which completes the proof.
5 Conclusion
In this paper, we first propose Donoho-Stark’s uncertainty principle and Amrein-
Berthier-Benedicks’s uncertainty principle for the OLCT, which are different from
Heisenberg’s uncertainty principle for the OLCT obtained in [2]. We then introduce
the short-time OLCT and present its Lieb’s uncertainty principle. Finally, we give
a lower bound for the essential support of the short-time OLCT.
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