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ABSTRACT 
This research combines virtual reality with fast stress re-analysis / approximation methods, meshiess 
stress analysis, and free-form deformation (FFD) to produce a virtual design environment that allows 
interactive stress re-analysis. The interactive stress re-analysis program allows designers to visualize 
the initial stresses in their design, then modify the design while watching the stresses update as the 
design is changed. 
The primary objective of this research is to find the best stress re-analysis method for use in the 
virtual design environment. The pre-conditioned conjugate gradient (PCG) iterative method is 
compared with respect to accuracy and speed with the combined approximation (CA) method, simple 
iteration method, and linear Taylor series approximation. The PCG method was found to have the 
best accuracy over a large range of design changes and to be faster than the CA method. 
However, the PCG method is not fast enough to perform stress re-analysis at frame-rate speed (10-30 
Hz), which is required to update the stresses as the user interactively changes the design. A two-level 
stress approximation approach is used to solve this problem. Linear Taylor series approximations are 
used while performing interactive design modifications using free form deformation of the model. At 
intervals during the design process, PCG re-analysis and the meshiess stress analysis method are used 
to provide the designer with accurate stresses. These accurate stresses are then used as the starting 
point for a new Taylor series approximation. Parallel processing is utilized to make the accurate 
stresses available as quickly as possible and meshiess stress analysis avoids re-meshing and/or mesh 
distortion inaccuracies after large design changes. 
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CHAPTER 1. INTRODUCTION AND MOTIVATION 
The goal of this research is to develop a method to calculate or approximate stresses within complex 
part geometry as the shape of the part is modified. This method must be accurate and fast. Our 
ultimate goal is to use this method in a virtual reality application that will allow the user to change 
part geometry and immediately see the effect these changes have on the stresses in the part. 
Finite element analysis is a computational method that is commonly used to determine stresses in 
parts. Computing time is directly related to the complexity of the part model. These models are often 
very complicated, resulting in long computation times to determine part stresses. When a designer 
wishes to change the shape of a part, the entire finite element analysis must be recalculated. The 
intent of this research is to provide the designer with a design environment where part shapes can be 
modified and stresses can be examined interactively. We call this interactive design. In order to 
accomplish this goal, we need a method to calculate the stresses fast and accurately. 
Virtual reality (VR) offers an ideal method for performing interactive design. The part is displayed in 
3D and the designer can change the shape of the part using natural hand motions. VR can also greatly 
improve communications between groups of designers. Design is usually performed in groups so the 
designers can get input from designers of neighboring parts, manufacturing experts, outside suppliers, 
and even customers. The large display of some VR systems allows several people to view and 
discuss the design. Interactive stress analysis in VR allows several people to simultaneously discuss 
and perform "what-if ' scenarios on a proposed design. 
The motivation for interactive stress analysis in VR is to help designers discover the optimal shape 
for a part. Interactive stress analysis in VR allows stress analysis to be utilized early in the design 
process. Designers can start with very primitive geometry and change it into the required part, while 
visualizing the changes in stress. Interactive stress analysis should also help designers understand the 
relationship between the shape of a part and the stresses. The interactive stress analysis application 
could also be used in conjunction with an optimization program. Interactive stress analysis could be 
performed before the optimization program is run to help the designer understand where to set the 
optimization constraints. 
Yeh and Vance introduced a method for performing interactive stress analysis in Virtual Reality [1]. 
Their method allows designers to modify the shape of a part and observe the changes in stress. The 
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disadvantage of their method lies in the accuracy of the stress approximations and the requirement 
that the area to be modified must be chosen before the interactive design session. Their method 
utilizes a linear Taylor series approximation that computes the new stresses as the design is modified. 
This approximation is very fast but is only accurate for small design changes. In addition, in order to 
calculate the stress derivatives required for the linear Taylor series, the design area that is to be 
changed must be selected before the interactive VR design session starts. This inhibits truly 
interactive design. The research presented in this dissertation seeks to overcome these limitations by 
introducing an improved method of approximating the stresses as the shape of the part is changed. 
In this dissertation we compare the speed and accuracy of several stress analysis and approximation 
methods. After this comparison, we chose to use a two-level approach to approximate the stresses 
during interactive stress analysis. As the designer is modifying the shape of the part, a linear Taylor 
series approximation is used to approximate the change in stress so the new stresses can be displayed 
immediately. At intervals during the design process, more accurate stresses are computed for the new 
design using a pre-conditioned conjugate gradient method coupled with meshiess finite element 
analysis. We are taking full advantage of the sparse structure of the matrices and use parallel 
computing to compute the meshiess stiffness matrix. However, the more accurate stress 
approximations still require several seconds so linear Taylor series is still used to approximate the 
stresses while performing interactive design. The fast stress analysis methods presented here were 
developed for use in a virtual reality application but could be used in any optimization procedure. 
Chapter 2 of this dissertation describes the current use of virtual reality for stress analysis, and the 
fastest methods for re-computing the stresses as the design is changed. Chapter 3 describes the 
meshiess finite element method in detail and chapter 4 gives a comparison of the fast analysis and 
approximation methods we chose to implement. The fifth chapter presents the virtual reality stress 
analysis application that was developed and the last chapter gives conclusions. 
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CHAPTER 2. BACKGROUND AND LITERATURE SEARCH 
This chapter describes virtual reality (VR) and the various ways that it has been used with finite 
element analysis. Stress analysis and stress approximation methods are described and evaluated 
according to their speed and accuracy. The meshiess method was chosen as the stress analysis 
method used in this research. Iterative approximation methods, combined approximation methods, 
and the linear Taylor series approximation are identified as the most promising approximation 
techniques for this research. 
2.1. Virtual Reality 
Virtual reality offers a unique way to interact with computer models and data. This section describes 
virtual reality (VR) and how it can be used for interactive stress analysis and design. 
2.1.1. Description of VR 
Virtual reality refers to an immersive, interactive application that allows direct manipulation of virtual 
objects. Immersion, a key component of VR, refers to a person's sense of presence in the virtual 
environment. Immersion is enhanced by the use of position tracking of the user's head and hand and 
by an immersive visual display. The VR interface allows users to interact with digital objects in the 
virtual environment using natural head and hand motions. Because of this three-dimensional human-
computer interface, many industries are turning to virtual reality as a tool to be used in the product 
design process. VR technology is being used in engineering design by such companies as Boeing, 
Ford Motor Company, General Motors and Daimler Chrysler [2-4]. 
In order to produce an immersive experience, the traditional computer interface consisting of a 
monitor, keyboard, and mouse is replaced with a VR interface. Virtual reality interface devices 
consist of display devices, input devices, and position tracking devices. A large screen projection VR 
system will be used for this research so multiple experts can give input on the design of a part while 
immersed in the virtual environment. 
The Virtual Reality Applications Center at Iowa State University has two large screen projections VR 
systems: the C4 and the C6. Figure 2.1 shows the C4 in its cave-like configuration. The C4 is a MD 
Flex built by Mechdyne, Inc. The walls are 12 feet wide x 9 feet tall projection screens. 
Synchronized Barco projectors display stereo computer images on the three walls and the floor. The 
two outer walls of the C4 are movable and can easily be reconfigured to display as one 36 foot long 
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display area. Crystal Eyes and NuVision shutter glasses and Ascention Technology magnetic 
position trackers are used. The C6 is similar to the C4 - it is a 10 foot cube consisting of three fixed 
walls, one movable wall, and ceiling and a floor, resulting in six projection surfaces (Figure 2.2). 
Both the C6 and the C4 are powered by an SGI Onyx 2 with 24 processors, 12 gigabytes of memory, 
and six Infinite Reality graphics pipes. 
Ï 
Figure 2.1. The C4 virtual reality environment. 
Figure 2.2. A user in the C6 environment. 
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2.12. Stress Analysis in VR 
Stress analysis techniques have been utilized in VR in three different ways: 1) visualization of stress 
analysis results such as displacements, forces, and stresses, 2) interactive modification of 
displacement and/or force boundary conditions and visualization of the results, and 3) interactive 
modification of the part geometry and visualization of the results for the new design. In the first 
method, all time-intensive stress analysis computations are pre-computed and the stored results are 
displayed in VR. Methods two and three require some computations or approximation to be done 
while the user is in the VR environment. These computations are performed each time the display is 
updated and therefore must be performed at or above the frame-rate. Frame-rates must be fast enough 
so the users don't experience discomfort in the VR environment and acceptable frame-rates are 
generally considered to be between 10 and 30 Hertz. Work in the three areas of stress analysis in VR 
is reviewed in the following paragraphs. 
In 1994, Dai and Gobel suggested using VR for visualization of finite element results [/]. Since then 
several researchers have used VR to display finite element results [6-9]. VR has also been used to 
visualize time-dependent results from car crash simulations performed by the finite element 
method[10]. 
In addition to visualization of results, stress analysis techniques such as the finite element method 
have been used in VR to compute object deformations and forces as users interactively modify the 
displacements and/or forces applied to the object. Force computation is required by VR programs 
that provide force-feedback to users as they modify objects in the VR environment. Other VR 
applications use stress analysis techniques to compute the shape an object takes as users apply 
deformations to it. The finite element method has been used to calculate the shape of an object after 
deformation and the force required to perform the deformation [ 11-16]. Another stress analysis 
technique, boundary element analysis, has been used for similar applications [17, 18]. 
These researchers used various techniques to increase the speed of the deformation calculations: Bro-
Nielsen used condensation of the finite element model to speed up the computations [13, 14]. Hui 
and Ma used finite elements with parallel computation to calculate the deformation of a virtual object 
as the user interacted with it[ 19]. Impelluso also parallelized the finite element process which allowed 
him to achieve interactive visualization of the deformation of a virtual object [20]. 
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None of the methods described thus far allow the user to modify the initial object geometry - they 
only visualize analysis results and allow boundary conditions to be modified. In 1989 Vance and 
Bernard developed an interactive design method for designing systems subject to constraints on 
natural frequency and mode shapes [21]. The method allows users to interactively change the design 
while new vibration modes and frequencies are approximated quickly using a Taylor series 
approximation. Then in 1997, Yeh and Vance were the first to couple interactive part modification, 
virtual reality, and stress approximations [1, 22, 23]. Ryken and Vance followed with an industrial 
application using the VR interactive stress analysis program to redesign a lift arm from a John Deere 
tractor [24]. These applications allow the initial design of the object to be changed, in contrast to the 
applications described in the previous paragraphs. 
2.1.3. VR Interactive Stress Analysis Program 
This section describes the VR interactive stress analysis method developed by Yeh and Vance [I]. 
Our research builds from the research of Yeh and Vance so this section describes their work in detail. 
Their method displays the initial design of a part in the virtual environment. An initial finite element 
analysis is performed on the part and the stresses are displayed as a color map on the surface of the 
part. The user can change the shape of the part and immediately visualize the stresses for the new 
design. Changes in stress are computed by linear Taylor series approximations. Figure 2.3 illustrates 
the design process using an engine connecting rod. Each part of the figure contains two pictures of 
the rod: a view of the user's virtual hand interacting with the rod and a picture showing the stress state 
in the rod. 
A step-by-step explanation of the design process is as follows. An initial design of the part is loaded 
into the VR environment and the initial stress color map is displayed on the part. First, the user 
specifies which area of the part to be modified. To do this, the user places a rectangular bounding 
box around the area to be changed as shown in Figure 2.3 A. The user then changes the size and 
position of the box by reaching out, grabbing the box, moving it, and then releasing it. Once the 
bounding box is positioned on the part, the program displays control points along the surface of the 
bounding box. The control points are shown as spheres in Figure 2.3B. The movement of these 
control points is mapped to the finite element model. 
7 
Figure 2.3. Using the VR interactive stress program. 
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Next, the user selects the bounding box control points he or she wants to use to change the shape of 
the part. If the control points are moved the shape of the part will be smoothly modified. This 
technique is called NURBS free form deformation. These selected control points are called the 
design variables. In Figure 2.3B the user is selecting the middle two control points. Now that the 
program knows how the part can be modified, it saves to a file the sensitivities of the movement of 
the finite element nodes with respect to movement of the control points. The VR program then exits 
and the user starts the NASTRAN finite element program to calculate the derivatives of nodal stresses 
with respect to movement of the design variables, which are also saved to a file. After NASTRAN is 
finished, the VR program is re-started and, after it reads the file of stress sensitivities, interactive 
design can continue. These sensitivity calculations interrupt the design procedure. This interruption 
would occur between steps B and C of Figure 2.3. The stress derivatives are required by the linear 
Taylor series approximation used later in the process. 
As the user moves the design variables with his or her hand, the program calculates the stresses for 
the new design and modifies the color map accordingly. The user continues to modify the part until 
he or she is satisfied. In Figure 2.3 C and D, the user is modifying the shape of the part. The color 
change in the rod between Figure 2.3C and D indicates a stress change. These new stresses are 
calculated quickly enough so that they change as the user is moving the control points. 
One disadvantage of this program is that the stresses are approximated by a linear Taylor series and 
are, in general, accurate only for small design modifications. The second difficulty is that there is a 
delay in the program while the stress derivatives are calculated. This research addresses these two 
issues. 
2.2. Stress Analysis Techniques 
A stress analysis method computes the stresses in a part when given the geometry, the material 
properties, and the loads applied. For this research we will consider a linear, static problem, where 
the stress analysis process can be broken down into four main steps, given in Figure 2.4. 
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1. Divide the part geometry into nodes and elements. 
2. Assemble a linear system of equations. 
3. Solve the linear system of equations. 
4. Calculate the stresses. 
Figure 2.4. Stress analysis process. 
In general, this process is very time consuming and can require hours to complete for large problems. 
The purpose of this research is to discover a method for shortening the stress analysis process so that 
it can be interactively combined with the design of a part. Long pre-processing times are allowed, but 
during the interactive design process stress results need to be available with minimal time lag. An 
outline of the interactive design process is given in Figure 2.5. 
A. Perform an initial design of the part. 
B. Perform an initial stress analysis on the part. 
C. Change the part design in the virtual environment. 
D. Re-calculate the stresses in the part and display them in the virtual environment. 
E. Repeat steps C and D until satisfied. 
Figure 2.5. Interactive design process. 
Steps A and B are done before the interactive design process starts and therefore can take as much 
time as necessary. Steps C and D are performed during the interactive design and should be done at 
frame-rate speeds (10-30 Hz) if possible. Step D is the main focus of this research. The goal is to 
perform this re-calculation of the stresses as quickly as possible but with acceptable accuracy. This 
re-calculation method should not restrict the ability of the user to change the part design (for example 
only permit them to change the design of one small area of the part). 
There are several possible ways for performing the re-calculation of the stresses (step D). First, one 
could simply perform a new stress analysis (steps 1-4, Figure 2.4) each time the design is changed. In 
order to run the analysis fast enough, the most efficient algorithms for stress analysis would be 
required. This option is considered in the next section. In addition to selecting the most efficient 
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algorithms, the stress analysis step could be programmed so that it is executed on many different 
computer processors at the same time. Parallel processing is covered in section 2.2.2. 
Another possible approach for re-calculating the stresses is to approximate or avoid the calculation of 
one or more of steps 1-4 in the stress analysis process (Figure 2.4). Methods that perform re­
calculation of the stresses (step D) for less cost than performing a new stress analysis are referred to 
as re-analysis methods. Section 2.2.3 discusses re-analysis methods that eliminate step 3 of the stress 
analysis process by approximating the solution to the linear system of equations. Section 2.2.4 
considers re-analysis methods that avoid the calculation of steps 1-4 by approximating the stresses 
directly. This is by far the fastest method but suffers accuracy problems. 
2.2.1. Efficient Analysis Methods 
In this section, we attempt to find the most efficient stress analysis method from a re-calculation 
standpoint. When evaluating these methods it is assumed that one analysis has already been 
computed (step B in previous section). In the first section, the three traditional analysis methods are 
introduced as finite elements, boundary elements, and finite differences. The finite element approach 
is chosen as the most efficient because the linear system it assembles is faster to solve. The next 
section introduces a type of finite element method that avoids re-calculating the elements, called the 
meshiess method. 
2.2.I.I. Traditional Analysis -FEM. BEM. and Finite Difference 
Given the geometry of a part, the material properties, and the loads it is subjected to, there are three 
general methods commonly used to determine the stresses. These three methods are finite element 
method (FEM), boundary element method (BEM), and finite difference method (FDM). All three 
methods follow the basic four steps of stress analysis in Figure 2.4. They will be compared based on 
their efficiency. 
The first step for stress analysis is to divide the part up into elements and nodes. The FDM and the 
FEM require the entire volume be divided into 3D elements and both solve for the stresses throughout 
the volume of the part. In general, the FDM requires the use of more 3D elements than the FEM to 
achieve the required accuracy so will not be considered for this research [25]. The BEM only 
requires the surface of the part to be divided into elements, so will require the least number of 
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elements. Even though the FEM requires more elements then the BEM, the equations produced by 
the FEM can usually be solved faster. These methods will be explained in the following section. 
BOUNDARY ELEMENTS VS FINITE ELEMENTS 
In order to compare the FEM and BEM, consider step 2 of the stress analysis procedure. A linear 
system of equations is assembled with the unknowns representing the displacements in the part. 
Equation (2.1) represents these equations in matrix form. Throughout this discussion, variables that 
are vectors are in bold type, matrices are in bold caps, and scalars are in italics. 
(2.1) Ku = f 
The K matrix is the stiffness matrix, the u vector represents unknown displacements, and the f vector 
usually consists of external force terms. For the problems we consider, there are d unknowns per 
node, where d is the dimension of the problem (problem posed in 9%^). Therefore, the K matrix is 
square and has size (n»d) x (n»d), where n is the number of nodes. Equation (2.1 ) can either be 
solved using an iterative method or a direct method. Direct methods solve for u in a given number of 
steps while iterative methods start with an initial guess for u and then iterates until u is found to a 
desired accuracy. The number of iterations required depends on the accuracy of the initial guess, the 
properties of the K matrix, and the iterative method used. 
There are two significant differences between the FEM and the BEM that affect the speed of the 
computations: I. the number of linear equations, and 2. characteristics of the K matrix. The FEM K 
matrix is sparse, meaning that many of its elements are zero, and the BEM K matrix is full, meaning 
that none of its elements are zero. A sparse K matrix can make the solution to Equation (2.1 ) much 
faster using either direct or iterative solution methods. The advantage FEM has over BEM is offset if 
the interior area to surface area ratio is high. 
In order to understand how a sparse K matrix can affect solution times, a brief introduction to direct 
and iterative solvers is given in the next two sections. These subjects are too large to cover in depth 
here. A good reference for direct sparse solvers is George and Liu [26]. For a comparison between 
direct and iterative solvers for the FEM see Axelsson and Barker [27]. 
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DIRECT SOLVERS 
Direct methods solve equation (2.1 ) by factoring K into upper (U) and lower triangular (L) matrices 
and then solving for u with a forward and back substitution. This process is given by the following 
equations, where x is a temporary vector used to compute u. 
(2.2) Factor: K = LU 
(2.3) Solve for x: Lx = f 
(2.4) Solve for u: Uu = x 
The most time-consuming step in solving these equations is the factorization in equation (2.2). Once 
K is factored, u can be computed quickly for any f vector. The factorization step for full K matrices, 
which exist in the BEM, requires 0(N3) operations, where N is the number of rows and columns in K. 
The cost to compute (2.3) and (2.4) is 0(N2) if K is a full matrix. For sparse matrices, significantly 
fewer calculations are required. 
For simplicity assume that K is a banded sparse matrix. It is rare for the K matrix to be banded for 
2D and 3D problems in general domains but we assume handedness to simplify this example. It 
requires 0(Ns2) operations to factor the banded sparse K matrix if the width of the band is equal to s. 
Since sparse systems can be solved so much faster than full ones, FEM equations can often be solved 
faster than the BEM equations even though there are more FEM equations for a given problem. 
Figure 2.6 illustrates the sample problem. Each side of a square is divided into m nodes. The BEM 
only requires nodes on the edge of the square so it will have 4m total nodes for this problem. The 
FEM requires that the entire square be divided into nodes so the FEM will require m2 nodes in this 
case. The dimension of the linear system (equation (2.1)) is proportional to the number of nodes so 
the FEM requires the solution of a much larger system of equations. 
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Figure 2.6. Square domain with m nodes on each side. 
The FEM K matrix for this example will be sparse with a constant number of non-zeros in each row 
(except for the first and last rows - which contain less non-zero entries). Let the maximum number of 
non-zeros per row be equal to s and assume that the FEM K matrix is banded. There are two 
unknown displacements per node. Table 2.1 summarizes the comparison between the FEM and 
BEM. The FEM will require 0(2m2s2) operations to solve the linear system. The BEM K matrix is 
full and will require 0(512m3) operations to solve the linear system. Therefore, the FEM is a more 
computationally efficient way to solve for the stresses in this example. This example is significant 
because it has a large interior to boundary ratio, which would typically be a type of problem where 
the BEM would have an advantage over the FEM since the BEM only requires nodes on the 
boundary. 
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Table 2.1. Comparison of FEM and BEM solution time for simple 2D example. 
FEM BEM 
Number of nodes: m~ Am 
Size of K matrix: 2m" x 2m' 8m x 8m 
Time required to factor K: OiNs1) om 
Time to factor K in terms of m: 0(2mV) 0(512 m") 
In general, the non-zeros in the FEM K matrix are not arranged in a band. The positions of the non-
zeros depend upon the way the nodes are numbered on the problem domain. Unfortunately, the 
position of the non-zero elements affects the time required to factor the K matrix and the time to 
perform forward and back substitutions. If the non-zero elements are in the wrong places in the K 
matrix, fill-in is experienced when the K matrix is factored. Fill-in occurs when L contains more 
non-zero elements than there were in K and this fill-in slows down the factorization of K. 
To reduce fill-in, the K matrix can be re-ordered before it is factored. This re-ordering can be done 
without affecting the solution to the problem. Some re ordering algorithms try to order the rows and 
columns of K so that it is banded. One such algorithm is the reverse Cuthill-McKee ordering [26]. 
The use of this algorithm is illustrated by the following example. Figure 2.7 shows an example K 
matrix for the 2D finite element method. This matrix contains 125 rows and 125 columns. All non­
zero entries are represented as black in the figure. This matrix is sparse but not banded due to the 
way the nodes were numbered. Figure 2.8 gives the factorization of this K matrix. Notice that there 
is substantial fill-in in the factorization. Figure 2.9 gives the same K matrix after the reverse Cuthill-
McKee algorithm is performed on it. Finally, Figure 2.10 shows the factorization of the re ordered K 
matrix. Notice there is little fill-in, making this factorization much more efficient. 
Figure 2.7. Non-zero structure of K matrix 
100 
120 
20 40 60 80 100 120 
Figure 2.8. Non-zero structure of factored K matrix. 
6369 non­
zero entries 
6084 non­
zero entries 
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Figure 2.9. Non-zero structure of K  matrix after re ordering. 
6084 non­
zero entries 
zero entries 
0 20 40 60 80 100 120 
Figure 2.10. Non-zero structure of factored K matrix after re-ordering. 
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Banded re-ordering algorithms do not work well for 3D problems or for problems in 2D that have 
small nodal spacing [26]. The best banded re-orderings for these problems still have many zero 
elements within the bands that will be filled-in during factorization. For these types of problems, 
other more sophisticated re-ordering algorithms have been developed such as the minimum degree 
and nested dissection algorithms [26]. These algorithms seek an ordering of K such that the fill-in is 
minimal when K is factored. The re-ordered K produced by these algorithms is not necessarily 
banded but will have lower fill-in than the best banded ordering possible. 
Finding the optimal ordering for the K matrix may be computationally intensive but that is acceptable 
for the re-analysis problem since this is performed only once before the re-analysis begins. When the 
part design is changed, if the nodal numbering stays the same, then the K matrix for the new design 
should have the same non-zero structure as the K matrix for the original design. The re ordering of 
the K matrix can be computed during the initial analysis step and then used during the re-analysis 
with minimal cost. The re-ordering of K is simply a permutation vector that describes how to arrange 
the rows and columns of K before factoring. 
ITERATIVE SOLVERS 
An iterative solution to equation (2.1 ) begins with an initial guess for u and continues by calculating 
new approximations for u, eventually converging to the correct solution. There are many different 
iterative methods, including Gauss-Siedel. Jacobi, steepest decent, and conjugate gradient methods. 
The conjugate gradient method (CGM) is the most popular for solving symmetric, positive-definite, 
sparse problems [28]. These are the types of problems often encountered in the FEM so conjugate 
gradient will be discussed here. 
During one iteration of the CGM, the highest computational expense is multiplying the K matrix by a 
vector. This operation will cost O(nnzfK)), where nnz(K) is the number of non-zeros in the K matrix. 
For the example in the previous section (Figure 2.6). an iteration of CGM would cost 0(m2s) for the 
FEM and 0(m2) for the BEM. If the example were extended to a 3D cube, an iteration of CGM 
would cost 0(mJs) for the FEM and 0(m4) for the BEM. In general the asymptotic cost of a CGM 
iteration for the FEM would be less than or equal to the cost for the BEM because the FEM matrix is 
sparse. 
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It is more difficult to answer the question of how many iterations it will take before u converges. The 
answer to this question depends on the condition number of the K matrix. The condition number of a 
symmetric matrix (measured in 2-matrix norm. i.e. the matrix norm induced by the standard 
Euclidean vector norm) can be computed by dividing the largest eigenvalue by the smallest 
eigenvalue. If K is the condition number of K, the total computational expense for CGM is estimated 
at 0(nnz(K)»VK) [28]. 
One way to increase the speed of convergence for the CGM is to use a pre-conditioner. A pre-
conditioner is a matrix that is used to improve the condition number of the K matrix. If the matrix M 
is used for a pre-conditioner, the following equation must be solved instead of equation (2.1 ). 
(2.5) M'Ku = M'f 
If the condition number of (M"'K) is lower than the condition number of K, then M is a good pre-
conditioner and the CGM will converge quicker when solving equation (2.5) than when solving 
equation (2.1 ). The best pre-conditioner is equal to K since that will cause the solution to equation 
(2.5) to converge in one iteration. A pre-conditioner should be used, especially for large problems but 
it is difficult to choose a pre-conditioner that is effective but doesn't require excessive time to 
compute [27]. 
PERFORMANCE COMPARISON BETWEEN ITERATIVE AND DIRECT SOLVERS 
In general it is difficult to compare the performance of iterative and direct solvers. The computational 
time for direct sparse solvers depends upon the positions of the non-zeros in the K matrix and the 
time for iterative solvers depends upon the condition number of K. Axelsson and Barker give the 
following comparison results [27]. 
Table 2.2. Computation cost for the FEM [27]. 
Method 2 dimensions 3 dimensions 
CGM 0(N 0(N'") 
Re ordered Direct (factorize) 0(N'~) O(N-) 
Re ordered Direct (solve) 0(N log(N)) 0(N'Ji) 
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The results for the direct solvers in Table 2.2 assume the use of a nested dissection re-ordering 
method to reduce fill-in. In the example given by Figure 2.6 and Table 2.1, we assumed the FEM 
matrix was banded and could be factored in O(szN). If the data from Table 2.2 is used instead, the 
computational cost of the 2D FEM factorization would be 0(N'5) = O(m') for the example problem. 
This is the same asymptotic time as the BEM for this example. Now extend the example problem to a 
3D cube and use the results from Table 2.2 for the FEM equations. The FEM factorization would 
cost 0(N2) = 0(m6) and the BEM factorization would cost 0(N3) = 0(m6). FEM would be faster for 
problems with a greater boundary to interior ratio than the example cube problem. FEM would also 
be faster for problems that have a banded ordering as shown in Table 2.1. The results in Table 2.2 
also suggest that iterative methods would be faster than direct methods for solving the FEM equations 
for large problems. 
2.2.1.2. Meshless Finite Elements 
Step 1 of the stress analysis problem outlined in Figure 2.4 divides the region into elements and nodes 
(often referred to as meshing). In general, this step can be a time consuming and frustrating process, 
especially for problems in 3D. For FEM, the shape of the elements is one of the most important 
issues that affects the accuracy of the solution [29]. An advantage of the BEM is that only the surface 
of the body needs to be meshed, which can be a significant time savings. Automated meshing 
programs are available but meshes produced by these programs often need to be modified. Since 
meshing is a time-consuming process, it must be avoided during the interactive stress re-analysis 
procedure. 
One approach to avoiding the need to re-mesh during stress re-analysis is to allow the mesh to deform 
as the shape of the part is changed. One difficulty with this approach is the possibility of mesh 
distortion. Elements which once were nice rectangles and triangles in 2D (or quadrilaterals and 
tetrahedra in 3D) can become distorted as the design is changed. Distorted elements cause poor 
accuracy in FEM and BEM solutions. 
One method to solve the accuracy problems caused by distorted elements is to use elements with 
more nodes. Lee and Bathe state that in 2D FEM, 16 node elements did not lose any accuracy due to 
element distortion [30]. However the use of elements with this many nodes would significantly 
increase the size of the linear system in equation (2.1 ) and would increase the number of non-zero 
elements in the K matrix for the FEM. A better approach to element distortion is to eliminate the use 
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of elements altogether. This is possible with methods referred to as meshless or mesh-free methods. 
Meshless methods do not rely on a mesh for the displacement approximations and therefore are not 
affected by mesh distortion inaccuracies. 
Meshless methods are similar to the FEM but the approximation of the displacements is given entirely 
in terms of the values at the nodes. No elements are introduced in the approximation equations. 
However, meshless methods still require an integration over the problem domain. Traditional 
meshless methods use a finite-element-like grid to discretize the problem for integration. In order to 
achieve good accuracy, the meshless method requires a high order numerical integration, which 
causes the assembly of the K matrix to be very time consuming, making the meshless method slower 
than the FEM by a factor of 4 to 10 [31]. Recently Chen et al. introduced a meshless method that 
utilizes nodal integration and assembles the K matrix in the same order of time that the FEM 
requires[32]. 
The use of meshless methods will eliminate problems with mesh distortion during stress re-analysis. 
These methods also allow additional nodes to be added in areas where greater accuracy is required. 
For example, imagine a thin section of a part that initially only has a few nodes in it. If the designer 
makes this section of the part thicker, there will not be enough nodes in that area to accurately model 
the stresses. With the meshless method, additional nodes can be added during the stress re-analysis 
step. Meshless methods are similar to the FEM in that they result in sparse matrices that can be 
solved efficiently as discussed in the previous section. However, the sparse matrices generated by the 
meshless method generally have more non-zeros per row than a typical FEM matrix. 
2.2.2. Parallel Computation of FEA Results 
Parallel computing is another way to speed up the computation of stresses. This approach applies 
more computing power to the stress analysis procedure (steps 1-4) instead of using more efficient 
algorithms or eliminating some of the steps. Parallel computing uses many processors working 
simultaneously to compute the solution. It is common to compute finite element results using parallel 
processing. This technique has also been used in FEA applications in VR. Hui and Ma used the 
FEM to calculate the deformation of a virtual object when it was "squeezed" by a user [19]. The 
matrix inversion process was parallelized, giving them interactive performance with models up to 
about 200 nodes. Impelluso also parallelized the FEA process which allowed him to achieve 
interactive visualization of the deformation of a virtual object [20]. 
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Parallel iterative solvers such as the conjugate gradient method are typically easier to write than direct 
solvers. However, parallel codes for both direct solvers and iterative solvers have been successfully 
written. For example, SGI offers the Scientific Computing Software Libraries (SCSL) which include 
sparse direct and iterative parallel solvers, parallel matrix multiplication (BLAS), and parallel dense 
solvers (LAPACK) [33]. These libraries are not only written for parallel execution but are also 
optimized to run quickly on SGI hardware. If parallel code for an algorithm is not commercially 
available, it can be written using MPI. MPI is a standard library that includes standard routines for 
communication between processors [34]. Optimal parallel code is difficult to write but it can allow 
fast results to be obtained from computationally intensive algorithms. 
2.2.3. Re-analysis Methods to Approximate Solution of Linear System 
The techniques in this section are designed to avoid the repeated solution of equation (2.1). Many 
techniques have been developed to avoid solving equation (2.1 ) since this is usually considered the 
most costly step in the stress analysis process. Since these techniques only avoid computing equation 
(2.1 ), they must be coupled with one of the stress analysis techniques (FEM, BEM, meshless) to 
compute the K matrix, f vector, and stresses. 
A key difference exists between the methods described in this section and the traditional methods for 
solving linear systems of equations (section 2.2.1.1). The methods discussed here use the known 
solution to the previous analysis to solve the new analysis equations quickly. These methods use the 
factored form of the original stiffness matrix (K). Therefore, if the techniques in this section are to be 
used, the original analysis must be done by a direct method (not iterative) so that the factored form of 
K is available. In order for these methods to run quickly, the factored K should be sparse. 
Suppose we are performing the re-analysis step of the interactive design process (step D Figure 2.5). 
The stresses for the initial design have been computed and the design has been changed. One of the 
stress analysis techniques from section 2.2.1 has been used to determine the new K matrix, K*. and f 
vector, f* The next step is to determine the new displacement vector, u*. The new system of 
equations can be represented in the following form. 
(2.6) (K + AK) u* = ( f + Af ) 
(2.7) AK = K* - K 
(2.8) Af = f* - f 
Equation (2.6) includes two terms from the initial stress analysis: K is the original stiffness matrix, 
and f is the original right hand side vector. The variables AK and Af represent the changes in the 
stiffness matrix and right hand side which are computed in equations (2.7) and (2.8). The new 
stiffness matrix and right hand vector are represented as K* and f*. 
The methods discussed in this section seek to solve equation (2.6) very quickly using the known 
solution to the initial analysis. These methods can be divided up into three main areas: direct, 
iterative, and approximate. Direct methods solve for u* exactly and get the same solution as if 
traditional methods were used to solve equation (2.6). Iterative methods iterate to find u* and in 
general produce better solutions as the number of iterations increases. Approximate methods give the 
approximate solution for u* but are usually faster than the other methods. 
The methods discussed in this section and section 2.2.4 are an active area of research in the structural 
optimization community. These methods are usually referred to as re-analysis methods. Most of the 
literature is written in the context of the FEM and for discrete structures such as trusses, bridges, and 
towers. Several excellent reviews have been written in this area [35-39], The following sections will 
take some information from the reviews and add some more recent techniques. 
2.2.3.1. Direct 
The direct methods yield the exact system responses. In general, these techniques are best if only a 
few elements of K are changed because then most of the elements of AK are zero in equation (2.6). 
The first direct methods were developed back in the 1940's when analysis was performed by hand. 
The direct methods are initial strain, parallel element, modified inverse, and subdivision. The 
modified inverse and subdivision techniques are the only two direct methods discussed here. 
Performance results for these methods indicate that a savings of 20-80% can be achieved compared to 
a new solution. Based on these numbers, direct methods are less than twice as fast as a new analysis 
so are not fast enough for interactive stress re-analysis. 
One of the most interesting of the direct methods is the modified inverse technique. In this technique, 
the Sherman-Morrison identity is used to relate the solution of equation (2.6) to the inverse of the 
original K matrix. Given the solution to the original problem (K'1 ) and the change in the K matrix 
(AK), the solution to the new problem, ([K] + [AK])"1, can be calculated using the Sherman-
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Morrison identity. Since it is computationally expensive to calculate the inverse of a matrix, other 
researchers modified this technique so that it doesn't require explicit calculation of K"1 [39]. 
The subdivision method divides the original problem into subparts: one that changes and one that 
remains the same. The solution for the subpart that remains the same is stored so the effort required 
to compute the new responses is greatly reduced. Equation (2.1) can be subdivided as follows. 
~K„ K,r U |  
_ 
f. 
K„ Kll U 2  fz 
K N  and K^are square matrices. K uand K 2i are rectangular matrices, and ft. f2. ut. and u2are vectors. 
If the modifications to the part do not affect K„ or f,. then the inverse of Kn can be stored and used 
to calculate the new u vector. The result is that the re-analysis will only involve solving a system of 
equations the size of K# If K« is small compared to K,,, then the time savings will be large 
compared to performing a completely new analysis. 
In general, since direct re-analysis methods are fast only when changes occur that affect small areas 
of the K matrix, these methods are not suitable for the objectives of this research. Even though some 
design changes may only affect small areas of the part, it is too restrictive to use a re-analysis method 
that only allows a small area of the design to be changed. 
2.2.3.2. Iterative Re-analvsis 
Iterative methods are good for re-analysis problems that involve small changes over a large portion of 
the K matrix. Most iterative re-analysis techniques converge in less than three iterations for changes 
in the values of K of less than 10% [39]. The most common iterative technique in the re-analysis 
literature is referred to as simple iteration. This technique is derived from equation (2.6) by re­
arranging and solving for u* Let j represent the iteration number, then 
(2.10) Ku"1 = (f + Af )- AK uv'" 
( 2 . 1 1 )  u v '  =  K " ' ( f  +  A f  -  A K  u v ' " )  
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Initially u'0' = u, the initial solution. Each iteration is quickly computed because the original 
equation, Ku = f was solved using a direct method and the factorization of K was stored. The new 
guess for u can be computed with a forward and back substitution once the right hand side of 
equation (2.10) is computed. Fast convergence for small changes in the values of K is likely, 
however large changes in the values of K could result in divergence. 
Other iterative methods have been used in addition to the simple iterative method. Kirsch and 
Rubinstein found the Jacobi iteration technique to converge for larger design changes than the simple 
iterative method [40]. Phansalkar found the Gauss-Siedel iterative technique to converge with less 
iterations than the Jacobi technique [41]. 
2.2.3.3. Approximate Re-analvsis Methods 
Approximate re-analysis methods seek to approximate the solution to equation (2.1) with some type 
of series solution or basis set. These techniques require the calculation of a new K and f. They are 
typically faster than the direct methods and can be used for a larger range of design changes than the 
iterative methods. However, approximate methods typically have less accuracy than either the direct 
methods or the iterative methods (when they converge). 
BINOMIAL SERIES 
The binomial series represents u* as a series in terms of u. Kirsch presents the binomial series as the 
following [42]. 
(2.12) u* = u-Bu + B-u - ... + B"u 
(2.13) B = K 1 AK 
This method requires re-calculation of K and f. Even though the inverse of K is used in equation 
(2.13), the formulas can be arranged so that the factored form of K is used for better efficiency. This 
method is discussed in detail in chapter 4, section 4.3. 
REDUCED BASIS TECHNIQUES 
In the reduced basis approach, u* is expressed as a linear combination of known independent basis 
vectors as given in the following equation 
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(2.14) u* = vi u,+ y:U:+ .... +y$ u$ 
where y,. y:,.... >•$ are the response variables, and u,. u2 us are the independent basis vectors. 
This method is usually efficient because it only requires the solution of a small dense system of 
equations whose size is equal to the number of basis vectors used (x). The small system must be 
solved for each response variable that is being approximated and re-solved each time the design 
variables are changed. However, it is difficult to choose good basis vectors. This problem has been 
addressed by the combined techniques that will be discussed in the next section. 
COMBINED APPROXIMATIONS 
Combined approximations techniques combine a reduced basis method with a series expansion. The 
goal of a combined approximation technique is to extend the range of accuracy of a local 
approximation without increasing the computational cost. Noor and Lowder presented a method that 
used terms of a Taylor series as basis vectors for a reduced basis approach [43]. This method resulted 
in much better accuracy than a linear Taylor series approximation. Kirsch presented a combined 
approximation technique that uses the terms of a binomial series as the basis vectors for a reduced 
basis method [42,44]. Kirsch's method is more accurate than the linear Taylor series and can be used 
to approximate the derivatives of system responses with respect to the design variable(s) [45]. 
Kirsch's method does not require derivative calculations whereas Noor and Lowder's method does. 
2.2.4. Re-analysis Methods to Approximate Stress 
The methods discussed in this section can be used to approximate the stresses directly. These 
methods are the fastest possible methods for re-analysis because they eliminate all of the steps of the 
stress analysis process (Figure 2.4). Any stress analysis method (FEM. BEM, FDM. meshless) van 
be used with these approximation methods. Even though they are very fast, these approximate 
methods have limited accuracy and require design variables to be specified. Because the user must 
specify design variables, this limits their freedom to change the design. The stress approximation 
methods discussed here approximate the stresses in the part as the design variable is changed. These 
methods include series approximations, differential equations approximations, and response surfaces. 
SERIES APPROXIMATIONS 
Probably the most popular of all stress re-analysis techniques is the linear Taylor series. This 
approximation requires an initial solution and first derivative information at the initial solution point. 
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More terms can be added to the Taylor series for more accurate results, but this requires the 
computation of higher order derivatives, which are computationally expensive and can become 
inaccurate. Many papers discuss the linear Taylor series and compare it with other re-analysis 
methods [43,46, 47]. The linear Taylor series is probably the fastest re-analysis method [36] but it is 
only accurate for small changes [39]. 
An example of the linear Taylor series equation for a single scalar design variable, d, are given in 
equation (2.15). Let s be the vector of first derivatives of the stresses with respect to change in the 
design variable. The vector of new stresses, a*, is given by equation (2.15) where M is the change in 
the design variable and a is the initial vector of stresses. This method can be extended to multiple 
design variables but this requires more computations since s would be a matrix of derivatives and Ad 
would be a vector of design variable changes. 
(2.15) a* = cr + s*Ad 
Another series approximation that has been used is the Fade' approximant. The Fade' approximant 
was used by Whitesell [48] because it converged for larger design changes than the Taylor series. 
Kwon and Bernard used higher order Fade' approximants to successfully approximate displacements 
and stresses [49]. 
DIFFERENTIAL EQUATIONS TECHNIQUE 
Another type of local approximation is the differential equations technique. This method, introduced 
by Pritchard and Adelman, considers sensitivity equations to be differential equations that can be 
solved in closed form to derive a high quality approximation [50]. The sensitivity equations are 
formulas for calculating the derivatives of the system responses with respect to the design variables. 
Their paper applied these methods to estimate only the displacements (not stresses) for multiple 
design variables. The method was found to be less accurate than a converging Taylor series with the 
same number of terms and therefore the technique should only be used if the Taylor series does not 
converge. 
RESPONSE SURFACES 
Response surfaces are approximations where many initial analyses are computed and a surface is fit 
through the results. Usually linear or quadratic polynomial surfaces are used but trigonometric 
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functions or higher order polynomials can also be used [35]. One difficulty with these techniques is 
choosing the points at which to perform the initial analyses in order to assure that the resulting surface 
best represents the system response. Theory of experiments is usually used to determine sampling 
points for the computed analyses [35]. A subset of this method is the polynomial curve fit, which is 
used when the design variable is only allowed to vary along a line. The polynomial curve fit was 
found to be efficient and accurate [46, 51]. The problems with the polynomial curve fit are as 
follows: I.) design changes are restricted to a line and, 2.) it is difficult to choose where to evaluate 
the initial analysis points. If a more general response surface is used in order to allow more design 
freedom, the number of initial analyses required could quickly become overwhelming. 
DERIVATIVE CALCULATION 
Taylor approximation techniques require the calculation of the derivatives of the stresses or 
displacements with respect to the design variable(s). A very simple method for calculating the first 
derivative is to use the finite difference method. This method requires two separate analysis results. 
First the initial design is analyzed to determine the stresses. The design variable is then perturbed by 
a small amount {Ad) and another analysis is performed. The derivative of the stress with respect to 
the design variable is then given by the following equation. 
(2.16) & = ( G(d) - G(d + Ad) ) / Ad 
This same procedure can be completed for the displacements instead of the stresses. The problem 
with the finite difference method is that the accuracy depends upon the value chosen for Ad and the 
method requires an additional stress analysis. 
Differentiating equation (2.1) with respect to the design variable results in another method that is used 
commonly in the literature to compute the derivative of the displacements with respect to a design 
variable. 
(2.17) K  u  +  K u  = f  
(2.18) u ' = K'1 ( f K ' u) 
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K f , and u ' are the derivatives of K f, and u with respect to the design variable. The f ' and K ' 
terms can be computed using finite difference methods or analytically. The advantage of this method 
over the finite difference approach is that it only requires one initial analysis to solve for u and K'1. 
23. Conclusions 
The goal of this research is to develop a virtual reality application that allows designers to 
interactively design parts while taking into account the stresses in the parts. Virtual reality is used 
because it offers a natural method for interacting with a proposed design and viewing the stress state. 
Virtual reality also allows many designers to participate in the design process at the same time. One 
key component of this approach is the need for quickly calculating accurate stresses as the part 
geometry changes. 
For the interactive stress analysis, a stress approximation method is required that can approximate the 
changes in stress at frame-rate speed ( 10-30 Hz). The only approximation methods that are capable 
of this performance for large problems are the approximate stress re-analysis methods introduced in 
section 2.2.4. Since these methods approximate the stresses directly and replace all steps of the stress 
analysis process they can be computed quickly. However, the accuracy of the approximate methods 
is not acceptable for large design changes. In order to achieve better accuracy, one of the stress 
analysis methods (FEM, BEM, meshless) must be used to compute the linear system K*u*=f* for the 
new design. This system can then be quickly approximated using one of the re-analysis methods 
described in section 2.2.3. This suggests a two-level approximation strategy: an approximation 
method such as the Taylor series can be used for the interactive design modification, and a more 
accurate approximation can be performed at intervals during the design process. 
The linear Taylor series will he used for the interactive stress approximation method because it is fast 
and simple to compute. It is only accurate for small changes but a more accurate stress analysis will 
be performed at small intervals to correct the Taylor series. 
The more accurate approximations used in our two-level approximation will be based on the meshless 
method because it produces a sparse, linear system of equations on the same order of time as the 
FEM. The meshless method also avoids mesh distortion problems that can be encountered with large 
shape changes for the FEM or BEM. We will use either an iterative re-analysis technique based on 
the conjugate gradient method or the combined approximations re-analysis technique to avoid solving 
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the K*u*=f* system by a direct method. These re-analysis techniques are well suited to our problem 
because they are fast, accurate for large design changes, and don't place any restrictions on the 
number of elements of K that can be changed. 
Chapter 4 will test the accuracy and performance of the iterative re-analysis method and the combined 
approximations method. In the final VR application presented in chapter 5. the linear Taylor series 
approximation will be used to guarantee good performance while the designer is modifying the part. 
When the user is finished modifying the design variable, they can initiate a more accurate stress 
analysis. The more accurate stress analysis will use the meshless method along with parallel 
processing and the fastest re-analysis method. After this process is complete, the resulting accurate 
stresses will be used as a starting point for a new linear Taylor series approximation and the design 
process will continue. 
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CHAPTER 3. MESHLESS FINITE ELEMENT METHOD 
Many different methods have been developed to perform meshless analysis. The stabilized 
conforming nodal integration for the reproducing kernel meshless method developed by Chen et al. is 
the one selected for this research [32]. Chen's method eliminates the need for a background 
integration mesh and is therefore much faster than other meshless methods. Detailed derivation of the 
method will not be given but instead an explanation of how to use the method will be presented. 
Examples in one and two dimensions will be given. For a detailed derivation see the paper by Chen et 
al. [32]. For a description of how the reproducing kernel method is derived, see the paper by Liu et 
al. [52]. A good reference for the reproducing kernel shape functions is Chen et al. [53]. 
The problem being solved with the meshless method is as follows: given an object and its boundary 
conditions (both forces and displacements), find the displacements, strains, and stresses for all points 
within the body and on its boundary. The interior of the object will be referred to as 42 and the 
boundary as F In order to use the meshless method to solve this problem, nodes must be distributed 
throughout the body and on its boundary. The total number of nodes will be given as N and the 
position of the l"1 node is given as x#. See Figure 3.1 for an illustration of a uniform nodal distribution 
in 2D. The nodes are represented by small circles and the boundaries are shown as lines. Note, in 
general the nodal distribution is not required to be uniform. 
r 
Figure 3.1. Nodal distribution in two dimensions. 
In the meshless method, a reproducing kernel (RK) approximation is used to approximate the 
unknown displacements in terms of displacement coefficients at each node. Section 3.1 describes this 
RK approximation of the displacements using examples in ID and 2D. Section 3.2 describes how 
strains are calculated using Chen's strain smoothing stabilization. These strains are introduced into 
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the Galerkin approximation and nodal integration is performed to obtain a linear system of equations 
that can be solved for the unknowns. Section 3.3 explains the assembly of the system of equations 
that results from the nodal integration. After the system of equations is assembled, the essential 
(displacement) boundary conditions (BC) must be applied. This is described in section 3.7 along with 
the calculation of the special interpolating shape functions that are used for applying essential BC. 
Finally, after solving the system of equations for the unknown displacement coefficients, the stresses, 
strains, and displacements must be calculated. This is explained in section 3.5. Section 3.6 illustrates 
the process with a 2D beam example. Finally, section 3.8 lists equations associated with the 3D 
meshless method. 
3.1. Reproducing Kernel Basics 
The reproducing kernel (RK) approximation is used in the meshless method to approximate the 
unknown displacements. The RK approximation allows the displacement at any point to be 
calculated in terms of the displacement coefficients at the nodal points. This relationship is given by 
the following equation 
N 
(3.D ,/(%) = d, 
/=i 
where i/(x) is the approximate displacement, Y%x) is the RK shape function evaluated at the point x, 
with respect to the / '* node, and dt are the displacement coefficients. There are a total of N nodes in 
the part. The RK approximation is not interpolating, meaning that the displacement at a nodal point is 
not equal to the value of the displacement coefficient at that node. This makes it difficult to apply 
displacement boundary conditions. The following section describes the calculation of the RK shape 
functions and section 3.1.2 goes on to give more detail about the kernel function, which is an 
important part of the RK shape function. Section 3.1.3 finishes the description of the shape functions 
with a one-dimensional example. 
3.1.1. Reproducing Kernel Shape Functions 
The RK shape function, evaluated at point x, with respect to node number /, is given by the following 
formula 
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(3.2) V, (x) = Hr (0) M 1 (x) H(x - x, ) wu (x - x, ) 
where H(x-xz) is a vector of monomial basis functions, M(x) is the moment matrix, and w„(x-x/) is the 
kernel function described in the next section. The linear H vector for 2D is calculated by 
(3.3) H ( x - x , )  =  x\ x\i 
x, -x-, / J 
where x = (.t,,.r2) is the coordinate of the point at which we are calculating the shape function and X/ 
= U//. -tj/) is the coordinate of the /* node. H(0) in two dimensions is given by formula 3.4. 
(3.4) H(0) = 
The moment matrix is calculated by summing over all the nodes as given by 
N 
(3.5) M ( X )  =  £ H ( X - X , )  H r ( x - x , )  wu ( x - x , )  
/=i 
The moment matrix will be a square matrix of size one greater than the dimension of the problem. 
For example, M(x) for 2D will be a 3x3 matrix. Notice that the M(x) matrix only depends on the 
point x, so it is wise to store the inverse of this matrix at points where the shape function is computed 
often (such as the nodal points). Storing the inverse of the M matrix at these points will save 
computational time when evaluating the shape functions. All the relationships needed to calculate the 
RK shape function have now been presented, except for the kernel function, which is described in the 
next section. 
3.1.2. Kernel Function 
The kernel function is the part of the RK shape function that defines the support size at each node. 
There are many functions that can be used for the kernel function, but the cubic B-spline function was 
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used for this work since it is one of the most computationally efficient and meets the requirements 
that it be smooth and have compact support. The cubic B-spline kernel function for ID is given by 
the following formulas. 
(3.6) 
(3.7) 
r = x - x  
a 
u ; ( x - x , )  =  - «  
a 
^-4r:+4r ,0 <r</2 
4^-4r  +  4 r : -^ r 3  1  
0 ,r > 1 
In these formulas, a is the support size associated with node /. x is the coordinate of the point at which 
the kernel function is being evaluated, and x, is the coordinate of the node where the kernel function is 
centered. The kernel function is zero at any point that is a distance greater than a from the Ith node. 
Figure 3.2 illustrates the kernel function centered at x = 3 with support size a = 1.5. The circles 
denote nodal positions and the numbers in boxes give the node numbers. For this example, there are 
11 total nodes (N = 11) and the kernel function shown would be denoted as w, $(x-x7). 
For the meshless method, the support size needs to be in terms of the number of surrounding nodes 
for which the kernel function is non-zero. The support size, in terms of the nodes, is usually referred 
to as the normalized support size (na) and is given as 
(3.8) na = — 
d 
where d is the distance between the nodes and a is the support size. The normalized support size is 
the number of nodes on each side of the center node that will be covered by the support of the kernel 
function. Usually, the normalized support size will be chosen for a particular problem and then the 
support size (a) will be computed. For an example, see Figure 3.2. Suppose we want three nodes to 
be covered by the kernel function at node seven so set na = 3. The nodal distance is equal to 0.5. The 
support size would be computed by equation (3.8) to be a = 1.5. 
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Figure 3.2. Kernel function centered at x = 3 and having a - 1.5. 
This method for calculating support size works out nicely if the nodes are uniformly spaced but 
doesn't work if the nodes are non-uniform. For non-uniform nodal spacing, the nodal distance (d) 
can be defined by the average distance between adjacent nodes or the maximum distance between 
adjacent nodes. An alternative is to examine each node and its neighbors and then set the support 
size separately for each node so that the kernel function at that node covers the correct number of 
surrounding nodes. If the normalized support size is too small (less than the number of basis 
functions in H(x-x,) ), then the M matrix will be singular and the RK shape function cannot be 
calculated since it requires the inverse of M (equation 3.2). In general, for good accuracy, the 
normalized support size should be between three and five in each coordinate direction [54]. Usually a 
small constant value will be added to the support size so that the RK shape function at the last node 
will not be zero. Most of Chen's papers use .01 for this value. For example, if support of 3 nodes is 
required, na = 3.01. 
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The normalized support should remain the same when the number of nodes used in a model is 
increased. For example, when testing the convergence of the meshless method, a course mesh is first 
used, then progressively finer meshes are used until the solution converges to the exact solution. The 
normalized support should remain the same or convergence may not occur. 
For 2D and 3D problems, the simple kernel functions in equation (3.7) must be extended. There are 
two ways to extend the ID kernel functions: circular (spherical) or rectangular (brick). For circular 
kernel functions, the argument to the kernel (%-%,) is simply set to the Euclidean distance between the 
points x and xf. This results in circular support for 2D and spherical support for 3D. For rectangular 
kernel functions, the ID kernel functions in equation (3.7) are used for each coordinate direction and 
multiplied. This allows a separate support size to be chosen in each coordinate direction. The 2D 
rectangular kernel function is given by 
(3.9) wa,(x,-xll)«wil2(x1-x2l) 
where al is the support size in the x, (x) coordinate direction and a2 is the support size in the x2 (v) 
direction. In general, the choice of circular or rectangular kernel functions doesn't affect the accuracy 
of the solution [55]. Circular kernel functions generally are better for non-uniform distributions of 
nodes and rectangular kernel functions are better for uniform nodal distributions. 
3.1.3. One - Dimensional Example of RK Shape Function 
In this section, a ID example is given to show the relationship between the RK shape functions and 
the kernel functions. The example is a bar that is five units long with nodes spaced every 0.5 units. 
Figure 3.3 shows the example problem and the nodal distribution, along with the node numbers (in 
boxes). The support for node 7 is shown as a large dashed circle. The normalized support is set at 6 
units, making the support size equal to 1.5 units at each node. 
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Figure 3.3. Nodal distribution for one-dimensional example. 
Figure 3.4 illustrates the kernel functions, wa, for the example problem. The kernel function has a 
maximum value at the coordinate of the node at its center. Figure 3.5 shows the RK shape functions, 
¥/(x), for the example problem. Note that the shape functions take on the same basic form as the 
kernel functions but their magnitudes are adjusted, especially near the boundaries. This occurs 
because the shape functions must add up to one at every point. The magnitude of the kernel 
functions are not restricted. Note that it is normal for the shape functions to have negative values at 
some points. 
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Figure 3.4. Kernel functions for the one-dimensional example. 
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Figure 3.5. RK shape functions for the one-dimensional example. 
The RK shape functions will be used to approximate a function over the ID example problem 
domain. Take the cubic function given by equation (3.10). 
(3.10) u(x) = x3 
This function will be sampled at each nodal coordinate and these values, and the values of the shape 
functions at the nodes will be used to solve for the displacement coefficients. The relationship in 
equation (3.1) is used to assemble the following system of equations where the values on the left are 
determined using equation (3.10). 
%) - • r„(4)" "4 
(3.11) 
u(x2) 
= 
y,(*2> 
.
.
.
 
g
 
• v„<*) d2 
r.d.) An 
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The matrix of RK shape functions is sparse since the shape functions are zero at points outside their 
support. Figure 3.6 illustrates the sparse structure of the 11 x 1 IRK shape function matrix. The blank 
parts of the figure denote zero entries. 
65 non-zero 
entries 
8 10 12 
Figure 3.6. Sparse structure of the RK shape function matrix. 
After solving for the displacement coefficients using equation (3.11), equation (3.1) can be used again 
to calculate the value of the RK approximation, uh, at any point along the length of the bar. If this 
function is plotted with the original function in equation (3.10) we get the results in Figure 3.7. The 
exact function given by equation (3.10) is plotted as a line and the RK approximation is shown as a 
series of +'s. The nodal positions are again shown as small circles. The RK approximation is the 
same as the exact function for this example. This illustrates how the RK shape functions can be used 
to approximate any function. In the following sections, we will see how the RK shape functions are 
used to approximate unknown displacements. 
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Figure 3.7. Approximation of a cubic polynomial by the RK shape functions. 
3.2. Smoothed Strain Calculation 
The meshless method introduced by Chen et al. [32] uses a strain smoothing stabilization to put the 
strains in terms of the displacement coefficients. In order to perform these strain calculations, the 
region must be first divided into nodal regions. Each nodal region contains one node. Figure 3.8 
illustrates the nodal regions for about half of the example region given in Figure 3.1. In the figure, Qt 
denotes the nodal region for node number /. The boundary of the nodal region for node / is darkened 
and labeled as /]. One method that can be used to construct the nodal regions is the Voronoi 
diagram. Given a nodal distribution, the Voronoi diagram is the set of nodal regions constructed so 
that each point within a nodal region is closest to the node in the center of its own region. 
Constructing the Voronoi diagram can become computationally expensive since each region can have 
many sides, depending on the nodal distribution. It has been found by Chen et al. that the accuracy of 
the meshless method doesn't depend on the shape of the nodal regions, so simpler methods than the 
Voronoi diagram may be used [32]. 
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Figure 3.8. Nodal regions for a uniform nodal distribution. 
The strain at node \L in terms of the displacement coefficients is given by 
(3.12) S"(xJ = % B,(xjd, 
le.CL 
where £A (xj is the meshless approximation of the strain at node L. Gi is a group of nodes that have 
shape functions with support covering the nodal region of node L. B/ is the smoothed gradient matrix 
and d/ is the vector of displacement coefficients for node /. Note that if a node's shape function 
covers any part of the nodal region of node L, that node must be included in group G^. The strain for 
a 2D problem is given by equation (3.13). 
(3.13) Z" = 
£u 
et, 
2££ 
where £* u is the normal strain in the x, direction, £h :2 is the normal strain in the x2 direction, and 
2£* i2 is the engineering shear strain. Equation (3.14) gives the displacement coefficients for 2D, 
where du corresponds to displacements in the x/ direction at the Zh node, and d2i corresponds to 
displacements in the x: direction at the /lh node. 
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(3.14) d, = ui/ 
A i .  
The smoothed gradient matrix is given by the following three equations 
(3.15) B , ( X L )  =  
b n ( x L )  0 
0 b l 2 ( x L )  
) b n ( x L )  
1 (3.16) b n ( x L ) =  —  f V r ( x ) n } ( x ) d r L  A  J  
^ r ,  
(3.17) b r ( x L )  =  —  [ f / , ( T t ) n ^ ( x ) d F L  
\ £ 
where A L  is the area of the nodal region ( T L  ) at node L  and n(x) = (/ii(.r), n:(.r)) is the normal vector 
to the boundary of the nodal region. The smoothed gradient matrix for node L  is composed of 
int e g r a l s  a r o u n d  t h e  n o d a l  r e g i o n  o f  n o d e  L  m u l t i p l i e d  b y  t h e  a r e a  o f  t h e  n o d a l  r e g i o n  a t  n o d e  L  
denoted AL. Notice that the only difference in equation (3.16) and (3.17) is the component of the 
normal vector to the boundary of the nodal region (n). Since the nodal regions are composed of a 
finite number of sides, we can write equations (3.16) and (3.17) as the sum of integrals over each 
individual side. Assuming the number of sides to the nodal region is equal to NS, the summation of 
i n t e g r a l s  c a n  b e  w r i t t e n  a s  e q u a t i o n  ( 3 . 1 8 ) .  W e  w i l l  o n l y  s h o w  t h i s  i n t e g r a t i o n  f o r  b n ( x L )  s i n c e  b r 2 ( x L )  
is the same except for the /i2(.r) term. These terms are illustrated on Figure 3.9. 
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Figure 3.9. Nodal region of node L .  (used by permission)[32]. 
(3.18) fc„(xz.)=7-X J Yz,(x)n1(x)</r" 
L R? 
If a two-point trapezoidal rule is used to integrate along the M'h side of the nodal region, we get the 
following relationship: 
, M  , M  
(3.19) Jr„f,(x) n,(x) <trH =•?,{*% ) -L + V,(xf+I) n?L 
where %l ' and Xz.'v *' are the coordinates of the ends of the M'h side of the nodal region, n*." is the 
outward-facing normal to the M'h side, and l" is the length of the M'h side. When equation (3.19) is 
substituted into equation (3.18) and some simplification is performed, the following equation results. 
1 .V5 
(3.20) b„ ix L )  =—- £v,(xf") [</f 
2Al Sii L J 
The M  indices are recursive, meaning that when M  = N S  in the summation, the M + l  terms in the 
equation are equal to 1. This relationship must hold because when summing around the nodal region 
the end of the last side shares an endpoint with the first side. Note bn (xL ) is calculated in the same 
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manner. Now all the equations needed to calculate the strains for the 2D meshless method have been 
developed. The next section will explain how these strains are used to formulate the system of linear 
equations that are needed to solve for the unknown displacements. 
3 J. Nodal Integration of the Galerkin Approximation 
When the meshless approximations for the strain (e*) and the displacements (uA) are substituted into a 
Galerkin approximation, a linear system of equations is obtained. This system is given by equation 
(3.21 ) and it allows us to solve for the displacement coefficients (d). 
(3.21) K* d = f* 
(3.22) Ku =£B;"(xl)CB,(Xl)Al 
l=i 
;V S B  
(3.23) f, = (xL ) b(xL ) A L  +  JV, (xL ) h(xt ) s L  
/.=1 L=I 
The variables in equation (3.22) are as follows: B is the smoothed gradient matrix described in the 
previous section, C is the elasticity tensor, and AL is the area of the nodal region associated with node 
L. For 2D, the elasticity tensor is given by the following equation 
A + 2/1 A 0 
(3--4) C= A A + 2/i 0 
0 0 n 
E (1-v) 
(l + v)(l-2v) 
\ - v  
l - v  
0 0 
0 
0 
l-2v 
2 (l-v) 
where A  and //are Lame' constants, E  is the modulus of elasticity, and vis Poissons ratio. This 
elasticity tensor is the same as the plane strain material matrix used in 2D finite elements. When 
multiplying the matrices in equation (3.22), Kw is a 2x2 matrix. The reason for this is that in 2D 
there are two elements of d for each node (see equation (3.14)). This makes the d vector in equation 
(3.21 ) of length 2»N. There are different ways to organized the vector of displacement coefficients, 
but the following ordering will be used here: 
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(3.25) d = 
"Il 
d \2 
d2\  
d22 
d N \  
d N l  
where d „  is the displacement coefficient for the I t h  node in the .t, direction, and d , 2  is the displacement 
coefficient for the node in the x2 direction. When the KtJ matrix is calculated from equation 
(3.22). the / and J indices are not the indices where K/y goes into the K* matrix of equation (3.21). 
Instead, Ku will be placed into the position 27-1) as in equation (3.26). 
(3.26) K*d = 
Ku k12 
K NN 
The K* matrix is calculated by the following loop, written in pseudo-code and given in Figure 3.10. 
If it is assumed that the number of nodes with support covering each nodal region is equal to s ,  the 
calculation of K* should take 0(Ns') time to compute. This assumes that we have a fast method for 
determining the contents of the list S*" for each nodal region and that the calculation of the smoothed 
gradient matrices can be computed quickly. Note that the K* matrix will be sparse, but not 
necessarily banded. The placement of the non-zero entries in K* will depend upon the order in which 
the nodes are numbered. 
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// loop over all nodes 
for L = \ :N 
SL = list of indices of all nodes that have support covering nodal region of node L 
II calculate all K„ matrices for list SL 
for / = 1: size(SL) 
/ = St(i) 
for j  =  1 :size(SL) 
J  =  S L ( j )  
K,j = Br,(\L) C By(xL) A l  
K* (2/-1:2/, 27-1:27) = K* (2/-1:2/. 27-1:27) + K„ 
end for 
end for 
end for 
Figure 3.10. Pseudo code for computing K* matrix using the meshless method. 
After the K* matrix is computed, a test that can be performed to check the correctness of the K* 
matrix is to check the smallest eigenvalues. For 2D. the three smallest eigenvalues should be zero 
and the eigenvectors associated with those eigenvalues should correspond to rigid body motion [56]. 
These eigenvalues and eigenvectors must be calculated before the essential boundary conditions are 
applied. The K* matrix should also be symmetric. 
There are a few terms in equation (3.23) that need clarification. The f, equation results in a 2x1 
column vector and is assembled into the f* vector just like the Kmatrix was placed into the K* 
matrix in equation (3.26). The term b(xt) corresponds to a body force vector associated with node Z.. 
gravity for example. The h(xt) term is a traction vector acting on the boundary of the body. Figure 
3.11 gives an example of a vertical traction applied along the left side of a 2D problem. For 2D, the 
traction vector has units of force divided by length. The variable sL is the length of the side of the 
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nodal region of the boundary node that the traction is acting upon. Finally, N P b  stands for the 
number of nodes on the natural boundary (the boundary that is subjected to a traction). The f* vector 
is calculated with code similar to that given for the K* matrix above. 
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Figure 3.11. Example traction in 2D. 
3.4. Displacement, Stress, and Strain Calculation 
The displacement coefficient vector, d, is calculated using equation (3.21). However, the information 
that is desired is actually the meshless approximation of the displacements (uA), the strains (eA), and 
the stresses (a*). Most of the relationships that are required to calculate the desired quantities have 
already been presented in previous sections but this section will summarize them for convenience. 
In order to calculate the displacements, equation (3.1) is used. For simplicity, this relationship can be 
expressed as a matrix that can be used to calculate the displacements at each node as follows. 
(3.27) u* = A*d 
For 2D problems, the variable A is a square matrix of size 2*N x 2d is the displacement 
coefficient vector of length 2»N that resulted from the solution of equation (3.21 ), and u* is a 2»N 
vector of displacements at the nodes. The u* vector has the same structure as the d vector, given in 
equation (3.25). The A matrix is composed of the following terms: 
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(3.28) A = 
y,(x,) 
0 
V,(x2) 
0 
0 
V.Cx.) 
0 
V,(x;) 
V2(x.) 
0 
V2(x2) 
0 
0 
y2(x,) 
0 
y,(xj 
^(x,) 
0 
V3(x2) 
0 
y,(xN) o y2(xN) o y,(xN) 
o v,(xN) o y2(xN) o 
VnCx.) 
o 
Y"x(x2) 
0 
VN(XN) 
0 
0 
Vn ( x ,) 
0 
¥ZN(X2) 
0 
Vn ( x n )  
In equation (3.28), the xL terms stand for the vector of coordinates of node number L .  where L  =  
1,2,...JV. Note that the A matrix will be sparse, since the shape functions are zero at points outside of 
their support. 
To calculate the strains at the nodes (e*), equation (3.12) is used. The d, vector is the part of the 
global d vector that is associated with node /. The following equation gives the relationship between 
d, and the global d vector that was calculated using equation (3.21 ). 
(3.29) d,= [d(2«/-l)d(2e/)]r 
Finally, in order to calculate the stresses at a node, the following equation is used: 
(3.30) ai, =cs* 
where 8 is the strain at the node and C is the elasticity tensor given by equation (3.24). 
3.5. Boundary Conditions - Interpolating Shape Functions 
This section deals with the application of the essential (displacement) boundary conditions (BC). One 
of the difficulties of using meshless methods is applying displacement BC because the essential BC 
cannot be directly applied because the shape functions don't interpolate the displacements. Since the 
shape functions are not interpolating, the displacement coefficients are solved for instead of the 
displacements themselves. Because of this, special methods must be developed for applying the 
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essential BC. The first method that will be discussed is the simple but very computationally intensive 
full-transformation method. Next, a method developed by Chen. Han. You, and Meng will be 
introduced [57]. This method allows direct application of the essential BC by introducing 
interpolating RK shape functions at the nodes that are on the essential boundary and is used in the 
work described in this dissertation. 
3.5.1. Full Transformation Method 
The full transformation method of applying the displacement boundary conditions transforms 
equation (3.21) so that the displacements are obtained instead of the displacement coefficients. In 
order to perform this transformation, solve for d in equation (3.27) as follows. 
(3.31) d = A"1 • u* 
Equation (3.31) is then substituted into equation (3.21) to get 
(3.32) (K* • A"1 ) • u* = f* 
then define K** as follows 
(3.33) K** = (K* • A"1 ) 
which results in the follow system 
(3.34) (K** ) u* = f* 
where K** is the transformed K* matrix. Now equation (3.34) can be used to solve directly for the 
displacements. Since the equations are now in terms of the displacements, the essential boundary 
conditions can be applied directly, just as in the regular finite element method. The penalty method 
for applying the essential BC is commonly used to apply displacement boundary conditions since it 
doesn't require deletion of parts of the stiffness matrix, or add additional equations to solve [58]. 
When the penalty method is used, a large multiplier, a, is defined which is much larger then the 
largest element in the K** matrix. The multiplier is calculated by the following formula. 
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(3.35) a= 10,000 • max ( K„**), /= 1.2 2N 
The factor of 10,000 in Formula (3.35) is arbitrary. In general, the larger the factor, the more 
accurately the boundary conditions are met. However, the use of a multiplier which is too large can 
cause the K** matrix to become ill-conditioned. The penalty method is used as follows. Suppose the 
following displacement BC is desired 
(3.36) u* (7) = D 
where J  is the node number where the BC is to be applied and D  is the value of the BC. The penalty 
method multiplier would be used as follows, leaving all other elements of the K** and f** matrices 
the same. Note that this procedure is repeated until all displacement BCs have been applied. 
(3.37) KJJ** = cr« Ky/* 
(3.38) f j *  =  a * D  
After all displacement BC have been applied, equation (3.34) is solved using a linear system solver, 
such as a Gauss elimination method. The full transformation method of applying the displacement 
BC is simple but is very slow computationally. Not only does the inverse of the A matrix have to be 
calculated, but the multiplication in equation (3.33) destroys the sparse structure of the K* matrix. If 
the K** matrix is not sparse, then the solution of equation (3.34) will take a full O(N') operations to 
perform. 
3.5.2. Interpolating Shape Functions 
Interpolating reproducing kernel (RK) shape functions were developed by Chen, Han, You, and Meng 
in order to avoid costly application of displacement boundary conditions in the meshless method [57]. 
It would be convenient to use these interpolating RK shape functions at every node but this can 
decrease convergence rates and increase computational time. Because of this, interpolating RK shape 
functions are only used at the nodes where displacement boundary conditions need to be applied. 
The interpolating RK shape functions are the same as the standard RK shape functions but include 
some additional terms. The additional terms in the interpolating RK shape function involve the kernel 
function with a different support size. Interpolating RK shape functions have two support sizes, one 
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for the standard part of the shape function (denoted as a ) ,  and one for the interpolating part (denoted 
as a). The normalized support size for the standard part is set just as it is for the standard RK shape 
functions at the other nodes described in section 3.1.2. However, the normalized support for the 
interpolating part is set to 0.9 so that support of the interpolating part does not cover any other nodes. 
The interpolating RK shape function is given by the following equation. 
(3.39) y7(x)= Wg(X~X/)  +rH (0)-F(x)~|T ivr\x) H(x-x/) w f l(x-xz) 
wff(0) L J 
When comparing this equation with equation (3.2) for the standard RK shape function, the only 
difference is the addition of the initial kernel quotient term and the subtraction of the F(x) term from 
the H(0) vector. The interpolating kernel terms are calculated the same as the standard kernel 
function given by equation (3.6) and (3.7), except the support size of cris used. The only new term 
that needs to be defined for the interpolating RK shape functions is the F(x) term, which is given by 
(3.40) F(x) = V H(x-x,) 
S vvff(0) 
where all the terms are defined in the same way as for the standard RK shape functions. Note that the 
F(x) term will be the zero vector unless the point x is within the interpolating support of node /. 
Since the normalized interpolating support is set to 0.9. F(x) will be zero for most nodes. Note that 
equation (3.40) sums the F(x) terms over all nodes, assuming that interpolating support, a, is defined 
for all nodes. However, recall that interpolating RK shape functions are only used for nodes with 
displacement boundary conditions. All other nodes use standard RK shape functions and do not have 
a defined. There are two ways around this, either just sum equation (3.40) over the nodes that use 
interpolating RK shape functions, or define a= 0 for all nodes that just use standard RK shape 
functions. 
The one-dimensional example problem introduced in section 3.2.2 will be used to demonstrate the 
interpolating RK shape functions. An interpolating RK shape function will be used for node five and 
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standard RK shape functions for all other nodes. For this problem, the value of or for node five will 
be set equal to (0.9 • 0.5) units which is equal to 0.45 units. The standard support size for node five 
and for all other nodes will be the same as in section 3.2.2, which is 1.5 units. Figure 3.12 shows the 
RK shape functions for the example problem. Note that the shape function at node five is equal to 
one and all other shape functions are equal to zero at that node. This causes the RK shape function at 
node five to be interpolating. 
0.8 
0.6 
0.4 
0.2 
j J Q B B Q B Q Q B Q  
-0.2 L ' ' ' ' 
Figure 3.12. Interpolating shape function for node 5 of ID example problem. 
When interpolating RK shape functions are used at the nodes where displacement boundary 
conditions need to be applied, the components of the unknown vector (d) corresponding to those 
nodes are the actual displacements at those nodes. The components of the unknown vector (d) 
corresponding to all the other nodes where standard RK shape functions are used are the displacement 
coefficients and are not necessarily equal to the displacements at those nodes. Since the RK 
interpolating shape functions interpolate the nodal displacements, the displacement boundary 
conditions can be applied directly to those nodes using the penalty method described in the previous 
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section. The use of RK interpolating shape functions makes the application of displacement boundary 
conditions simple and computationally efficient. 
3.6. Two-Dimcnsional Beam Example 
A 2D cantilever beam example problem will be used in this section to verify the results from our 
implementation of the meshless method. This beam problem will be solved using the meshless 
method with three increasingly fine nodal distributions and the displacements will be compared to the 
exact solution. This example problem was chosen because the geometry is simple, an exact solution 
exists, and it was one that was used by Chen et al. [32]. For more example problems using the 
meshless method, see the paper by Chen et al. [32]. 
3.6.1. Theoretical solution 
Figure 3.13 illustrates the geometry for the example problem and the Table 3.1 gives the values for 
the physical constants. The beam has unit depth. In order to derive a theoretical solution for this 
problem, one must assume that the force on the free end is distributed as a parabola with a maximum 
v a l u e  a t  D / 2 .  
Figure 3.13. Cantilever beam example problem. 
Table 3.1. Physical constants for the example problem. 
Physical Constant Symbol Value 
End force P lO kN 
Length L 10 m 
Height D 2.0 m 
Modulus of E 21.1 Mpa 
Elasticity 
Poisson's ratio v .3 
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Equations (3.41) through (3.45) give the exact solution for the displacements and stresses for the 
rectangular beam example problem [31]. 
- P v  
(3
-
4
" "'"It  
P  
( 6 L - 3 x ) x + ( 2  +  v )  
(3.42) M y  =  
6 E I  
3vy2  (L -  x) + (4 + 5v) + (3L — x ) x ~  
4 
(3.43) CTxr = - P ( L - x ) x  
I  
(3.44) crn. =0 
(3.45) <Tn. - — 
2/ 4 ' 
Equation (3.46) gives the parabolic distribution of the force on the free end of the beam [59]. 
(3.46) p ( y )  =  - ^ r -(D2 -y2) 
4 D  v  1  
According to equation (3.41) and (3.42), the displacements are not identically zero at the fixed end of 
the beam. Because of this, the theoretical solution is not exact for the fixed boundary condition shown 
in Figure 3.13. However, the solution for the beam in Figure 3.13 will approach the theoretical 
solution at a considerable distance from the fixed end because of the Saint-Venant principle. If the 
beam has unit depth, the value for the moment of inertia is given by equation (3.47). 
The equations above (3.41-3.46) are developed under the assumption of plane stress. If a plane strain 
assumption is made instead when modeling the beam, the following values for E, and vs must be 
substituted for Eand vin equation (3.41) - (3.46) [59]. The 2D meshless formulation that is used in 
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this work is for plane strain so these substitutions must be made in order to get the theoretical solution 
for the beam. 
(3.48) E s  = —  
1  —  V "  
(3.49) 
1 —V" 
3.6.2. Meshless Solution 
When solving the example problem using the meshless method, only half the beam was modeled 
because of symmetry. Figure 3.14 shows the model that was used. When modeling half the beam, 
a d d i t i o n a l  b o u n d a r y  c o n d i t i o n s  m u s t  b e  u s e d  t o  k e e p  t h e  l o w e r  e d g e  f r o m  d i s p l a c i n g  i n  t h e  x  
direction. For this example, the RK interpolating shape functions were used for all nodes along the 
left end and the bottom so that the BC could be applied. Standard RK shape functions were used for 
all other nodes. 
y 
P/2 
J  
D/2 
i. 
L M  
Figure 3.14. Half model of cantilever beam (anti-symmetry). 
Three different meshes were used to model the example problem. The nodes and nodal regions used 
are illustrated by Figure 3.15. The number of nodes used was 63, 124 , and 205. The normalized 
support size was held constant at 4 for each example. The nodal distances for the three examples 
were 0.5, 0.33, and 0.25, which caused the support size to be 1.0, 0.66, and 0.50 for this example. 
Rectangular kernel functions were used for all three example problems. 
Table 3.2 gives the displacement of the free end of the beam in the y-direction. The percent error 
compared to the theoretical solution is also given. As the number of nodes increases, the solution of 
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the meshless method converges to the theoretical solution. Figures 3.16. 3.17. 3.18. and 3.19 show 
plots of displacements and stresses for each of the examples compared to the theoretical result. The 
meshless results match well with the theoretical results except for near the fixed end of the beam. As 
mentioned in the previous section, the theoretical result assumes that the fixed end of the beam is free 
to move somewhat. Because of this, we expect a difference between the meshless and theoretical 
solutions at the fixed end. In Figure 3.19. the shear stress was plotted at 10 points across the height of 
the beam. Recall that the stresses and strains are constant within the nodal regions. This causes the 
shear stress to have a stair-step shape. In order to avoid this, some type of interpolation function 
could be used to predict the stresses between the nodes. 
Table 3.2. Error in displacement of free end of beam in y-direction. 
Number of Nodes 
Calculated 
Displacement of 
free end (m) 
Analytical 
Displacement of 
free end (m) Percent Error 
63 -0.228671 -0.22226 2.883% 
124 -0.225132 -0.22226 1.291% 
205 -0.22378 -0.22226 0.683% 
Figure 3.15. Nodal distributions for sample problems (63, 124. and 205 nodes). 
exact 
— 63 node 
— 124 node 
* 205 node 
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Figure 3.16. Displacements in the y-direction for example problems and exact solution. 
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Figure 3.17. Displacements in .(-direction for example problem at cross section at x=l. 
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Figure 3.18. Normal stress in .r-direction along the top of example problem. 
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Figure 3.19. Shear stress for example problem at cross section at x=l. 
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3.7.3D RKPM Equations 
This section gives some of the equations required for a 3D implementation of the meshless method. 
Most of the equations given for 2D in the previous sections can be easily scaled to 3D. For example, 
the H vector for 3D will be as follows, compared with equation (3.3) for 2D. 
(3.50) H(x-xz) = 
1 
4 - 4 /  
x2 ~ x21 
x 3 ~ x 3 1 .  
However, performing the calculation of the strains using the stabilized conforming nodal integration 
is some different for 3D so will be discussed here. For 3D there are three displacements and six strain 
values that need to be solved for. The vector of strains is given by the following equation. 
(3.51) s!1 = 
- i l  
F h  
'33 12 c23 13 ]' 
When using the strain-smoothing stabilization to calculate the strains, the B matrix is given by the 
following [60]. 
(3.52) B/ ( X L )  
b j  [ ( x L )  0  0  
0 b ,  2 ( x L )  0 
0 0 b n ( x L )  
b , 2 ( x L )  b n ( x L )  0 
0 b i i { x L )  b l 2 ( x L )  
b n ( x L )  0 b ,  ,(xL) 
The terms of this matrix are defined in the same ways as equation (3.16) and (3.17). However, for 
3D, the integration around the boundary of the nodal region will be a surface integral and equation 
(3.16) and (3.17) will be pre-multiplied by the reciprocal of the volume of the nodal region instead of 
the area. The formula to calculate the K matrix will remain the same for 3D (3.22) but the material 
stiffness matrix (C) will defined as follows. 
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(3.53) C = E ( \ - v )  
( l  +  u) ( l -2v)  
1 
v  
v  v  
l -v  1  —  v  
v  
l - v  
v  v  
1-u  l -v  
0 0 
0 0 
0 0 
1  —  v  
1 
0 
0 
0 
0 
0 
0 
l - 2 v  
2(1  — u)  
0 
0 
0 
0 
0 
0 
l - 2 v  
2( l -v)  
0 
0 
0 
0 
0 
0 
l -2 i>  
2(1-u)  
The K* matrix will be assembled in the same manner as for 2D but now each KtJ matrix will be a 3x3 
matrix. The displacement coefficient vector will have length of 3*Af. 
3.8. Conclusions 
In this chapter the meshless method used for this research was described. The method was then used 
to solve a two-dimensional cantilever beam example. The results for this example problem verify 
that our implementation of the meshless method is correct. 
63 
CHAPTER 4. COMPARISON OF APPROXIMATION METHODS FOR 
SOLUTION OF LINEAR SYSTEMS OF EQUATIONS 
The stress analysis process can be divided into four steps as given in Figure 4.1. 
1. Divide the part geometry into nodes and elements. 
2. Assemble a linear system of equations. 
3. Solve the linear system of equations. 
4. Calculate the stresses. 
Figure 4.1. Stress analysis process. 
For this research, the meshless method described in chapter 3 is used to complete steps 1,2, and 4 of 
this process. This chapter presents methods to approximate the solution to a linear system of 
equations, since this step is generally the most computationally expensive step in the stress analysis 
process. The general form of the system of linear equations is: 
(4.1) Kd = f 
where K is the stiffness matrix, d is a vector of displacement coefficients, and f is the right hand side 
vector. The approximation methods tested here are the combined approximations method (CA), 
simple iterative approximation, and the preconditioned conjugate gradient approximation (PCG). 
These approximation methods are tested against two exact methods for solving the linear system: the 
sparse direct solver and an iterative exact solver. The approximation methods are also compared to 
the linear Taylor series approximation (TS). The TS can be used to approximate the entire stress 
analysis process (steps 2- 4) however for purposes of comparison the TS was only used to 
approximate the solution of a set of linear equations. This allows the performance of the TS to be 
compared with the CA, PCG, and SI methods. 
The CA, PCG, and SI approximation methods were chosen in chapter 2 to be the most promising 
approximation methods for the stress re-analysis problem. The re-analysis problem is to calculate the 
stresses in a part after the shape of the part has been modified for less effort than a direct solution of 
equation (4.1). It is referred to as the re-analysis problem since an initial stress analysis is first 
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computed for the initial design of the part. The re-analysis problem uses the initial solution to quickly 
compute the stresses for the new design. The re-analysis problem can be represented by the following 
equations. 
(4.2) K* d* = f* 
(4.3) K* = K +AK 
(4.4) f* = f + Af 
The original linear system that corresponds to the initial design of the part is given by equation (4.1 ). 
Equation (4.2) represents the new linear system that results after the design of the part has been 
modified, where the new stiffness matrix is K* the new right-hand vector is given as f*. and the new 
displacement vector is d*. The variables AK and Af represent the changes in the stiffness matrix and 
right hand side vector. 
The goal of this chapter is to determine the fastest and most accurate of these approximation methods. 
All four approximation methods (CA, PCG. SI, and TS) are timed for the same example problem. The 
example problem is explained in section 4.1. Section 4.2 then describes the exact solution methods 
that are used as a baseline of comparison. Sections 4.3, 4.4, and 4.5 describe each approximation 
method in detail and analyze the asymptotic running time for each method. Section 4.6 presents the 
accuracy and timing data for the solution of the example problem. The last section of the chapter 
gives conclusions. 
4.1. Example Problem 
A two-dimensional model of a rectangular cantilever beam is again used as an example problem. See 
section 3.6 for the exact solution for this example problem and Figure 3.13 for a drawing of the 
problem. This example problem is used because it is simple enough so that meshing and other 
modeling issues are not difficult to resolve and most of the effort can be focused on the 
approximation methods. Also, a theoretical solution exists for comparison. 
The design variable has been selected as the height of the beam. This design change was chosen 
because it can be represented by a single design variable, making the Taylor series approximation 
simple to compute. The displacements and stresses change proportional to the height cubed, which 
results in a non-linear relationship between design variable change and desired system response. It is 
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important to design variable that gives a non-linear result because otherwise the displacements and 
stresses would be trivial to approximate exactly. See Figure 4.2 for a plot of the analytical solution 
for the end displacement of the beam as the height is changed. The initial design height is 1.0 meter. 
The design is then changed to 1.05, 1.1. 1.2, 1.3, 1.4, 1.5, 1.75, and finally 2.0 meters. The nodal 
distribution is uniform, as illustrated in Figure 3.15. Approximations are tested for three different 
nodal distributions given in Table 4.1. The normalized support size is 2.01 in both x and y directions. 
The support size is rectangular and it is kept the same as the height of the beam is changed. 
-0.05 
-0.1 
5 -0.15 
-0.2 
-0.25 
height (m) 
Figure 4.2. Plot of end displacement for the example beam problem vs. the height of beam. 
Table 4.1. Nodal distributions for the example problem. 
Number of nodes Num. nodes x Node dist. x Num. nodes y Node dist. y 
124 31 .333 4 .333 
729 81 .125 9 .125 
1573 121 .0833 13 .0833 
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For this example, the accuracies of the displacements are compared instead of the accuracies of the 
stresses since we are only comparing methods that approximate the solution to the linear system. 
Computing the stresses is just another step that would cost the same for all methods except the Taylor 
series. The accuracy of the approximate displacements is compared with the accuracy of the exact 
solution to the linear system of equations. This is not necessarily the theoretical solution to the beam 
problem but it is the exact solution to the system of linear equations, which is the quantity being 
approximated. 
42. Exact Solution Methods 
An important goal of this research is to test whether the approximation methods are faster than exact 
solution methods. In order to achieve this, two types of exact solvers are included in the comparison: 
direct and iterative. Both methods have been presented in chapter 2. Section 4.2.1 discusses direct 
solvers and section 4.2.2 gives results for an iterative solver. Because the meshless method is being 
used, the linear system being solved is sparse, symmetric, and positive definite. 
4.2.1. Symmetric Sparse Direct Solver 
Direct solvers determine the exact solution of a system of equations in a given number of steps. They 
do this by factoring the matrix, then solving for the unknowns using forward and back substitution. 
The number of steps required depends upon the size of the matrix being solved, the number of non­
zero elements in the matrix, and the positions of the non-zero elements. As discussed in chapter 2. 
matrices can often be re ordered to achieve better positions of the non-zero elements and therefore 
reduce fill-in when the matrix is factored. However, for large, high dimensional problems it is not 
usually possible to order the matrix so that no fill-in occurs. Axelsson and Barker estimate the 
factorization and substitution times to be O(Nx 5 ) and O(N log(AO) respectively for 2D finite elements, 
where N x N is the size of the matrix [27]. See Table 2.2 in chapter 2 for 3D results. Storage of the 
factored matrix is also estimated to be O(N log (jV)) for 2D [27]. 
In order to test the speed of symmetric sparse direct solvers, the PSLDLT routine from the SGI 
scientific computing software libraries was used. This routine offers several different ordering 
algorithms. The multiple-nested-dissection ordering option was used for this research. The SGI 
manual pages state that this ordering method is very effective and is sometimes referred to as 
"Extreme2 matrix ordering". The PSLDLT routine is optimized for SGI hardware and is convenient 
to use. It allows the matrix to be re ordered, factored, and solved all in separate steps. After a matrix 
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is factored, it can be solved for many different right hand side vectors quickly. This feature made 
PSLDLT convenient for implementing the CA, PCG, and SI algorithms since each of these requires 
the factored form of the initial K matrix. The solution given by the direct exact method is considered 
to be the exact solution and all of the other methods in this chapter are compared to it. 
4.2.2. Sparse Conjugate Gradient Iterative Solver 
Iterative solvers start with an initial guess and iterate until either the solution vector stops changing or 
the maximum number of iterations is reached. The most popular iterative method for symmetric 
sparse positive definite systems is the conjugate gradient method [28]. Since iterative methods start 
with an initial guess, it would seem that for the re-analysis problem, the solution to the initial design 
would provide a good initial guess and result in quick convergence. However, when a good initial 
guess was used, the conjugate gradient method took as long or longer to converge as it did for an 
initial guess of all zeros. This is because the asymptotic running time of the conjugate gradient 
method is given as 0(nnz(K)*V K) [28]. The accuracy of the initial guess doesn't appear in the 
equation. Axelsson and Barker predict the 2D finite element equations to take 0(N, S) operations to 
solve with the conjugate gradient method and 0(N] 25) operations for the preconditioned conjugate 
gradient [27]. A pre-conditioner is a matrix that is used to decrease the condition number of K and 
therefore increase the rate of convergence. 
The sparse conjugate gradient method used in this chapter is a part of the SGI scientific computing 
software library called DIterative. This routine allows several different pre-conditioners to be used 
including Jacobi, symmetric successive over-relaxation (SSOR), incomplete LU (ILU) by pattern 
(also known as no-fill ILU), and incomplete LU by value (also known as thresholded ILU). The 
thresholded ILU was used for this research. This pre-conditioner was chosen because it resulted in 
the best performance for this problem. 
4 J. Combined Approximations 
The combined approximations (CA) method was developed by Kirsch and is intended to be accurate 
for large design changes and still be faster than solving the system of linear equations given by 
equation (4.2)[36, 42, 61]. The CA method uses the terms of a binomial series as the basis for a 
reduced basis approximation. This method does not require any derivative calculations and bases the 
entire approximation on one initial solution. The following sections describe the CA method and give 
the asymptotic running time analysis. 
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4.3.1. Description of the CA Method 
The CA method first solves for the terms of a binomial series and then uses these as the basis vectors 
for a reduced basis approximation. In the following paragraphs, the derivation of the CA method is 
given. The CA method described here differs from the method presented by Kirsch because the f 
vector associated with the meshless method changes as the design changes. Kirsch s method assumes 
a constant f vector. 
To derive the terms of the binomial series, re arrange equation (4.2) to get the following equation. 
(4.5) K d = (f + Af - AK d) 
This equation is then written in iterative form. 
(4.6) K d0' = (f + Af - AK du'") 
Equation (4.6) is the same equation that is used for the simple iteration approximation method. In 
order to derive a binomial series, several terms of equation (4.6) are evaluated. For the first term, d<u 
= d, which is the solution at the initial design. The d'" term is then used to derive d(2>. The solution 
for d,2> is then substituted in the right hand side of equation (4.6) and used to solve for d131. This 
process continues to derive the terms of the binomial series, as illustrated by the following equations. 
Rearranging equation (4.1) results in 
(4.7) d = K'f 
The variables B and Ad are defined as: 
(4.8) B = K'AK 
(4.9) Ad = K'Af 
Using equation (4.6) and expanding, the following sequence of equations is produced. (Superscripts 
are enclosed in parenthesis and powers are not.) 
(4.10) Kd =f +Af. AKd 
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(4.11) d' =d+ Ad-Bd 
(4.12) Kd13' = f + Af-AK d =f + Af - AK d AK Ad + AK Bd 
(4.13) d,3) = d + Ad - Bd - B Ad + BBd = d + Ad Bd B Ad + B2 d 
(4.14) 
Kd'41 = f + Af-AK d,3) = f + Af - AK d - AK Ad + AK B d + AK B Ad - AK B2d 
(4.15) d<4,= (d + Ad) - B(d + Ad)+ B2(d+ Ad)- B3d 
Equation (4.15) represents a binomial series. This series can be used to obtain an approximation for 
d* of the new design by evaluating many terms of the series: 
(4.16) d* = (d + Ad) - B(d + Ad) + B2 (d + Ad) - B3 (d + Ad) + B4 (d + Ad) 
This series can also be written: 
(4.17) d* — d|+ d2+ dj+ d^+.. .dj 
(4.18) dj = (-B )<j-" (d + Ad) 
The evaluation of this series does not require the solution of the linear system of equations for the 
new design, equation (4.2). However, the binomial series may converge slowly or even diverge. This 
is to be expected because the series is equivalent to the simple iterative method, which is known to 
have convergence problems for large design changes. In order to overcome these convergence 
problems, the CA method combines this binomial series with a reduced basis approximation. 
In a reduced basis approximation, the unknown d* vector is expressed as a linear combination of 
known basis vectors. The approximation is given as 
(4.19) d* = >|d| + >'2d2 + yd] + y4d4 + ... + ysd, 
where d, is the/h basis vector and » is the coefficient of the/h basis vector. The CA method uses the 
binomial series terms as calculated by equation (4.18) as the basis vectors for the reduced basis 
approximation given by equation (4.19). Equation (4.19) written in matrix form is 
(4.20) d* = Dy 
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where D and y are defined as follows. 
(4.21) D = [ d, d2 d3 d*... d,] 
(4.22) y = [ y, y2 v3 v4 ... ys ]T 
Substituting equation (4.20) into equation (4.2) and pre-multiplying both sides by D results in 
(4.23) DT K* D) y = (DT f*) 
Equation (4.23) yields a linear system of equation of size s xs, which can be solved for the 
coefficients of the reduced basis, denoted by y This system of equations is much smaller than the 
linear system given by equation (4.2) so it can be solved much faster. After solving for y using 
equation (4.23), equation (4.20) can be used to solve for the unknown displacement coefficients, d* 
CA papers don't specify how large s must be in order to achieve acceptable accuracy. This question 
is addressed in section 4.6, where results are given for the example problem. 
4.3.2. Asymptotic Cost of CA 
The computational cost of the CA method depends upon the size of the linear system being 
approximated (AO. the number of non-zeros in the factored K matrix (NK), and the number of terms 
used (j). In order to estimate the computational expense of the CA method the computations 
described in the previous section will be examined. The first step of the CA method is to compute the 
binomial series terms given in equation (4.18). To compute the d vectors using this equation would 
be very expensive so the factored form of the K matrix is used instead. Assume that equation (4.1 ) 
was solved for the initial design analysis and the factored form of the K matrix was stored. The 
factored form of K must first be used to compute Ad. If equation (4.9) is re-arranged to 
(4.24) K Ad = Af 
then Ad can be solved for in O(NK) using the factored K matrix [26]. Recall NK denotes the number 
of non-zeros in the factored form of K. Expanding the terms of equation (4.18), the following 
equations illustrate how the d vectors can be computed efficiently one at a time. 
(4.25) d, = (d + Ad) 
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(4.26) Kdz = -AKd, 
(4.27) Kdj = -AK d2 
(4.28) Kdj = -AKdj., , j> 1 
Each d vector can be computed in 0 ( N K )  using the factored form of the K matrix, for a total cost of 
O(sNtc)- Equation (4.23) will cost 0(nnz(K*) s) + Q(s2N) to assemble the left hand side and CHNs) to 
compute the right side. Solving (4.23) will take 0(5J) operations since it is a dense system. The term 
nnz(K*) is the number of non-zeros in the K* matrix. The K* matrix has the same sparse structure as 
the K matrix, so nnz(K*) will be less than or equal to NK, the number of non-zeros in the factored K 
matrix. After the y vector is determined, it will take an additional O(sN) operations to solve equation 
(4.20) for d*. Since s is less than /V, the total computing required for the CA method is 0(sNK + s2N). 
If the K matrix were dense, then NK  would equal N2  and the computational cost of the CA method 
would be 0(N2S), which is faster than the O(A^) required to solve a dense system. However, if the K 
matrix were banded with bandwidth b, the cost of the CA method would be O(bNs), compared with 
the cost of 0(b2N) to solve a banded system. Therefore, the CA method has more advantage as K is 
more dense and less advantage for very sparse K matrices. For 2D finite elements, an estimate of 
is O(A/log(A0) given by Axelsson and Barker [27]. This estimate causes the CA method to have 
complexity of O(sN log(N) + s:N). Axelsson and Barker give an estimated time of 0(/V15) for the 
factorization of 2D finite element equations. If we assume that s « N, then the CA method will be 
faster than the exact solution time for a general finite element problem. This is also true for 3D, 
according to the estimates given by Axelsson and Barker for 3D finite element factorization and 
storage complexity. 
4.4. Iterative Approximation Methods 
Iterative approximation methods start with an initial guess for d* and iterate until d* is approximated 
with acceptable accuracy. If the iterative method converges, the approximation to d* becomes more 
accurate as more iterations are performed. The two iterative approximation methods discussed here 
are the simple iteration (SI) method and the pre-conditioned conjugate gradient (PCG) method. The 
SI method appears many times in the literature but doesn't always converge, especially for large 
design changes. To our knowledge, the PCG method has not been used as a re-analysis technique 
before, but appears to be very efficient and converges for large design changes. 
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4.4.1. Simple Iteration 
The simple iteration method (SI) is given by equation (4.6), repeated here for convenience. 
(4.6) K dIJI = (f + Af - AK d°"u) 
This method has been used by several researchers and usually converges quickly when it converges. 
However, the SI method often diverges for large design changes. The asymptotic running time for 
each iteration of the SI method is 0(NK), where NK is the number of non-zero elements in the 
factored K matrix. If the same assumptions for NK are made as for the CA method (section 4.3.2). the 
running time for each SI iteration for 2D finite elements would be O(jV log(JV) ). This would make 
the SI method faster than a direct factorization of K* as long as the SI method converged in a few 
iterations. 
4.4.2. Pre-conditioned Conjugate Gradient 
The pre-conditioned conjugate gradient (PCG) method used as a re-analysis method here is the same 
algorithm that is used for solving systems of linear equations exactly. When using PCG as an exact 
method, one of the difficult problems is choosing a good pre-conditioner. A pre-conditioner is a 
matrix that improves the condition number of the K matrix, thus making convergence faster. The 
ideal pre-conditioner is actually the inverse of the K matrix. If K"1 is used as a pre-conditioner, PCG 
converges in one iteration. When PCG is used as a re-analysis technique, the solution to the initial 
design problem is known (K"' ). If the design hasn't been drastically changed, the K* matrix for the 
modified design (equation 4.2) is similar to the initial K matrix. Because of this similarity, K ' makes 
an excellent pre-conditioner to solve equation (4.2) with the PCG method. This technique converges 
quickly, even for relatively large design changes. 
Table 4.2 illustrates the reduction in condition number achieved by using (K"1 ) as a pre-conditioner. 
The condition numbers for the K* matrix and the pre-conditioned K* matrix are given at the different 
numbers of nodes and heights tested for the example problem. The condition numbers for the pre­
conditioned K* matrices are drastically lower than the original K* which caused very fast 
convergence with the PCG method. The condition numbers given in the table are measured in the 2-
norm and can be computed by dividing the largest eigenvalue of the matrix by the smallest 
eigenvalue. 
73 
Table 4.2. Condition number of K matrix measured in the 2-norm for PCG method. 
Number of Nodes 
124 729 1573 
height K* K"' K* K* K'1 K* K* K"' K* 
1 6.28E+04 I 6.62E+04 1 7.79E+04 1 
1.05 6.48E+04 1.2985 7.22E+04 1.5545 8.65E+04 1.8349 
1.1 6.24E+04 1.5944 7.59E+04 2.0299 9.05E+04 2.2379 
1.2 6.88E+04 2.2638 8.33E+04 3.1152 9.85E+O4 3.4641 
1.3 7.09E+04 3.0173 9.48E+04 4.356 1.06E+05 4.8617 
1.4 5.82E+04 3.84 1.02E+04 5.715 1.18E+05 6.3994 
1.5 6.15E+04 4.7145 1.09E+04 7.164 1.25E+05 8.0389 
1.75 8.97E+04 7.2497 1.30E+04 11.3482 1.49E+05 12.8013 
2 9.90E+04 10.1408 1.49E+04 17.4722 1.70E+05 18.2825 
4.4.2.1. Description of the PCG Method 
Recall that the goal is to solve the following set of linear equations given in equation (4.2), repeated 
here for convenience, 
(4.2) K* d* = f* 
where K* d*. and f* are the stiffness matrix, displacement coefficient vector and right hand side for 
the modified design. Since we are solving a re-analysis problem, equation (4.1 ) has already been 
solved so the factored K matrix known. The PCG algorithm is given in Figure 4.3 [28]. The 
algorithm keeps looping until iterations have been reached or until the error tolerance, e, is 
satisfied. The "if / is divisible by 50 then" statement is intended to correct the residual vector once 
every 50 iterations. Otherwise an approximation for the residual is used. Shewchuk recommends that 
the residual be corrected more often if the error tolerance, E, is small. For this re-analysis problem, 
the correction should not be necessary since only a few iterations are being performed. 
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d* = d // use previous solution as initial guess 
i  = 0 
r = f* - K*d* 
solve K c = r for vector c // pre-conditioner step 
5«w = rT c 
ÔO 8 new 
while (/ < t'nax ) and ( ô,*». > e2 80) do 
q = K* c 
a = 5^ / (dT q) 
d* = d* + a c 
if / is divisible by 50 then 
r = f* - K*d* 
else 
r  =  r - a q  
solve K s = r for s // pre-conditioner step 
ôoggl- 8 new 
5„w = rT s 
P ÔQCW / Ôgld 
C = s + P C 
1  =  1 + 1  
Figure 4.3. PCG algorithm. 
4.4.2.2. Asymptotic Cost of PCG 
The computational cost of the PCG method is O(SN K + sN), where s is the number of iterations 
required for convergence and Nt is the number of non zeros in the factored K matrix. This cost is 
slightly less than the 0(sNK + s2N) cost for the CA method, where s was the number of terms 
computed. If the same assumptions are made about NK for the PCG method as were made for the CA 
method, the estimated running time of the PCG would also be O(sN log(N)). The comments that were 
made earlier about the CA method also apply to the PCG approximation method. However, one 
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advantage of the PCG over CA is that the PCG has a built-in mechanism for evaluating the residual 
error after each iteration. An error tolerance can be set before iterating and the iterations are 
performed only until the error tolerance is satisfied. With the CA method, one must decide how many 
terms to include at the onset of the approximation. 
4.5. Linear Taylor Series Approximation 
The linear Taylor series (TS) is a general single point approximation method that can be used to 
approximate any function, given information about the function at a single point. Linear TS requires 
the function value and the first derivative at a point, and then approximates the function linearly. 
The TS approximation requires that one or more design variables be chosen. Design variables are 
parameters that affect the design when they are changed. In the example used in this chapter, the 
design variable is chosen to be the height of the beam, h. A TS approximation of the displacements in 
the cantilever beam is given by the following equation 
(4.29) d* = d + S • J/z 
where 5 is a vector of the derivatives of the nodal displacements with respect to the height. These 
derivatives are evaluated at the initial design. The Ah term is the change in height from the initial 
design to the new design. 
The derivative vector, 5, can be computed by several different methods. In this chapter, S is computed 
using the derivative of the exact solution at the initial design of h = 1,0m. This derivative information 
was obtained by differentiating equation (3.41) and (3.42) with respect to height. In general, the 
exact solution is not known and would have to be computed using one of the methods discussed in 
section 2.2.4. The derivative of the exact solution was used in this case so that the accuracy of the TS 
approximation only depends upon the change in the design variable and not on the method used to 
compute the derivative information. Figure 4.4 illustrates the difference between the exact solution 
for the displacement of the end of the beam and the linear TS approximation of the end displacement. 
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Figure 4.4. Plot of linear TS approximation (dashed) vs. exact solution (solid) for beam example. 
The time required to compute the new displacements, d*, using equation (4.30) is clearly O(N). This 
makes the time complexity of the TS less than the other approximation methods discussed in this 
chapter. In fact, what makes the TS even faster is that it doesn't require the computation of the K* 
matrix at the new design. All of the other approximation methods in this chapter require the K* 
matrix to be computed, which can be time consuming. 
4.6. Data for Beam Example 
The rectangular cantilever beam problem described in section 4.2 was solved using each of the 
approximate methods. This experiment was performed by varying the number of nodes, the height of 
the beam, and the number of terms (or iterations) used by the approximate method. The time required 
to solve for the unknown displacements was recorded, along with the error in the approximation. 
Complete data for the numerical experiment is given in Appendix A. The discussion of the data is 
divided into accuracy data and timing data. The primary purpose of the experiment is to determine 
the number of terms (or iterations) required for acceptable accuracy with the approximation methods. 
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The timing data confirms the relationships that have already been determined by the asymptotic 
analyses. 
4.6.1. Error Data 
The accuracy of the PCG, CA, and SI approximation methods depends on the number of terms (or 
iterations) and on the amount of change in the design variable. The accuracy stays constant as the 
number of nodes is changed. Linear Taylor series approximation accuracy only depends upon the 
amount of change in the design variable. The error is the percent difference in the approximate nodal 
displacements and the nodal displacements calculated by an exact direct method. The error was 
calculated by dividing the 2-norm of the nodal displacement errors by the 2-norm of the exact nodal 
displacements and multiplying by 100%. The 2-norm is the square root of the sum of the squares and 
can be thought of as the "distance" of the approximate solution (d) from the exact solution (e). The 
2-norm is given by equation (4.30). 
See the Appendix A for the complete set of data. Error in the end displacements are also listed in 
Appendix A. These errors closely match the percent error in the 2-norm of the displacements and 
will not be presented here. 
The tables below illustrate the relationship between the number of terms, the change in the design 
variable (height), and the error in the approximations. Data for the CA method. PCG method, SI 
method, and Taylor series are given in Tables 4.3. 4.4. 4.5. and 4.6 respectively. All errors are given 
in terms of the 2-norm of the displacement error except for the Taylor series. Taylor series errors are 
the percent error in the end displacement, which is very close to the 2-norm error. 
(4.30) 
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Table 4.3. Percent error in the 2-norm of displacement for combined approximations method. 
Height(m) 
Terms 1.05 1.1 1.2 1.3 1.4 1.5 1.75 2 
2 0.323% 1.151% 3.717%: 10.792% 22.798% 34.573% 52.033% 58.439% 
3 0.002% 0.021% 0.186% 0.693% 1.903% 4.233%i 15.713% 30.388% 
4 0.001% 0.007% 0.067% 0.181% 0.311% 0.476% 1.634% 4.578% 
5 0.000% 0.000% 0.005% 0.032% 0.100% 0.213% 0.679% 1.514% 
6 0.000% 0.000% 0.001% 0.004% 0.016% 0.040% 0.183% 0.531% 
7 0.000% 0.000% 0.000% 0.001% 0.003% 0.019% 0.181% 0.527% 
8 0.000% 0.000% 0.000% 0.002% 0.004% 0.019% 0.323% 0.733% 
9 0.000% 0.000% 0.000% 0.001% 0.013% 0.051% 0.356% 0.765% 
10 0.000% 0.000% 0.000% 0.002% 0.015% 0.062% 0.322% 0.968% 
Table 4.4. Percent error in the 2-norm of displacement for the PCG approximation method. 
Height(m) 
Terms 1.05 1.1 1.2 1.3 1.4 1.5 1.75 2 
2 0.069% 0.657%: 7.376% 24.796% 39.759% 47.303% 53.848% 55.280% 
3 0.001% 0.007% 0.065% 0.397% 1.846%: 6.064% 31.066% 47.980% 
4 0.000% 0.002% 0.024% 0.072% 0.121% 0.215% 2.261%; 10.684% 
5 0.000% 0.000% 0.003% 0.031% 0.099% 0.178% 0.270%" 0.656% 
6 0.000% 0.000% 0.000% 0.001% 0.010% 0.044% 0.250% 0.378% 
7 0.000% 0.000% 0.000% 0.000% 0.001% 0.004% 0.060% 0.251 % 
8 0.000% 0.000% 0.000% 0.000% 0.001% 0.002% 0.008% 0.050% 
9 0.000% 0.000% 0.000% 0.000% 0.000% 0.000% 0.005% 0.016% 
10 0.000% 0.000% 0.000% 0.000% 0.000% 0.000% 0.003% 0.028% 
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Table 4.5. Percent error in the 2-norm of displacement for the SI approximation method. 
Height(m) 
Terms 1.05 1.1 1.2 1.3 1.4 1.5 1.75 2 
2 4.023% 44.161% 565% 
3 2.068% 46.910% 1392% D D D D D 
4 0.819% 44.492% 3339% I I I I I 
5 0.372% 44.158% 8064% V V V V V 
6 0.157% 43.052% 19448% E E E E E 
7 0.069% 42.277% 46923% R R R R R 
8 0.030% 41.401% 113206% G G G G G 
9 0.013% 40.589% 273134% E E E E E 
10 0.006% 39.776% 659011% S S S S S 
Table 4.6. Percent error in the end displacement for the Taylor series approximation method. 
Height (m) 
1.05 1.1 1.2 1.3 1.4 1.5 1.75 2 
1.6% 6.6% 29.7% 74.6% 147.1% 253.0% 708.9% 1523.4% 
The SI method converged quickly for a five-percent change in height but diverged for any larger 
design changes. This renders the SI method unacceptable except for very small design changes. The 
linear Taylor series also only gives acceptable accuracy for small design changes. Table 4.6 shows 
the TS to have good accuracy up to about a 10% change. The accuracy of the linear TS depends 
greatly on the example problem chosen. In this case, since the displacement varies with the cube of 
the height, the linear TS doesn't accurately predict the displacement for a very great range of heights. 
Both the PCG and CA methods show good accuracy for a wide range of heights. Both methods give 
displacement errors < 1% with only 6 terms (iterations) for change in height of 100%. The CA 
method begins to diverge (lose accuracy) when more than 6 or 7 terms are used for the larger changes 
in height. The PCG method increases in accuracy as more iterations are performed, except for 
iterations 9 and 10 at h = 2.0. However, PCG method does not always decrease the error in each 
iteration. If more PCG iterations were run at h=2.0, the error would probably decrease further. 
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For a given accuracy requirement, approximately the same number of terms (iterations) are required 
for both the PCG and CA methods. For example, assume an error of less than 5% is required. The 
dashed lines on Tables 4.3 and 4.4 illustrate the number of terms required for less than 5% error as the 
height is increased. The PCG algorithm requires at most one more iteration to achieve less than 5% 
error. If 1% error is required, the PCG algorithm requires the same or less terms (iterations) than the 
CA method. Therefore, it can be concluded that for this example, both the CA and PCG algorithms 
achieve acceptable approximation accuracy (< 5% error) with few iterations. 
4.6.2. Time Data 
The timing data given here is to confirm the asymptotic analyses for smaller numbers of nodes. 
Asymptotic running times ignore constants and lower order terms that can have great effect on the 
running times for smaller values of N. When comparing asymptotic running times, it isn't possible to 
know how large N must be for the asymptotic comparison to hold. The timing data presented here 
illustrates the same relationships between methods that the asymptotic analyses predict. Table 4.7 
summarizes the asymptotic running times for each method. 
Table 4.7. Summary of asymptotic running times in 2D. 
Method Asymptotic Running Time 
Combined Approximations (CA) 0(sN \o°(N) + s :N) 
Pre-Conditioned Conjugate Gradient (PCG) 0(sN \og(N) + sN). 
Simple Iteration (SI) 0(sN \og(N) ) 
Linear Taylor Series (TS) 0 ( N )  
Iterative Exact (conjugate gradient) 0(N'25) or 0(N' 5) 
Direct Exact 0(/V15 +/Vlog ( N ) )  
In this example the approximation of the displacement coefficients was timed. This corresponds to 
solving for d* in equation (4.2). The time to compute the stiffness matrix for the new design (K* ) 
81 
and the new right hand side vector (f* ) was not included since this is required for all methods except 
for the TS. Computation time for the TS sensitivity vector was not included either. 
Each method was implemented in C++, using optimized algorithms from the SGI scientific 
computing software library whenever possible for matrix and vector operations [33]. All timing trials 
were performed 7 times. The fastest and slowest times were discarded and the remaining 5 times 
were averaged. All trials were run on a SGI Octane with dual 195 MHz R10000 processors and 640 
Megabytes of main memory. The algorithms in this section were executed with serial processing 
even though the SGI scientific computing library offers the option of running in parallel. 
The time required to approximate d* by the CA, PCG, and SI algorithms depends upon the number of 
terms (iterations) used and the number of nodes. Times for the TS approximation and exact methods 
only depend upon the number of nodes. The following tables give the timing data for the CA, PCG, 
SI, TS, and exact methods. Timing data was taken for three models of a cantilever beam having 124, 
729, and 1573 nodes. All times are given in seconds. 
Table 4.8. Timing data (seconds) for combined approximations method. 
124 
Nodes 
729 1573 Terms 
2 0.00574 0.09245 0.25338 
3 0.00804 0.13103 0.36313 
4 0.01059 0.16948 0.47039 
5 0.01274 0.21064 0.58553 
6 0.01508 0.24857 0.69271 
7 0.01747 0.28592 0.80731 
8 0.01981 0.32599 0.91144 
9 0.02211 0.36438 1.02164 
10 0.02455 0.40159 1.12671 
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Table 4.9. Timing data (seconds) for pre-conditioned conjugate gradient approximation 
124 
Nodes 
729 1573 Terms 
2 0.00433 0.08729 0.24549 
3 0.00584 0.11593 0.33056 
4 0.00733 0.14695 0.41062 
5 0.00877 0.17473 0.49840 
6 0.01023 0.20439 0.57636 
7 0.01171 0.23517 0.66306 
8 0.01317 0.26213 0.74136 
9 0.01456 0.29311 0.82411 
10 0.01596 0.32140 0.90482 
Table 4.10. Timing data (seconds) for simple iteration approximation. 
124 
Nodes 
729 1573 Terms 
2 0.00487 0.08922 0.24090 
3 0.00640 0.11836 0.32228 
4 0.00785 0.14782 0.40234 
5 0.00927 0.17691 0.48594 
6 0.01067 0.20543 0.56801 
7 0.01212 0.23637 0.65217 
8 0.01361 0.26313 0.73323 
9 0.01515 0.29231 0.81427 
10 0.01635 0.31995 0.89650 
Table 4.11. Timing data (seconds) for exact solution and Taylor series approximation. 
Nodes 
124 729 1573 Soin Type 
Taylor 
Direct Exact 
Iterative Exact 
9.64E-06 3.66E-05 8.92E-05 
0.014562 0.225717 0.72715 
0.041857 8.666191 58.33899 
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Most of the timing data agrees with the trends shown by the asymptotic analysis. The asymptotic 
analysis shows the TS approximation to the fastest. Then SI, PCG, and CA should execute with 
approximately the same speed and the slowest would be the iterative exact and direct exact methods. 
The timing data for this example followed these trends except for the iterative exact method. The 
running time estimate for the iterative exact solver given by Axelsson and Barker for the finite 
element method indicate that this method should be about as fast as the direct exact method [27]. 
However, the data show this is not the case. One explanation would be that the condition numbers of 
the K matrices from the meshless method must be greater than what Axelsson and Barker predicted 
for the finite element method. Large condition numbers would slow convergence of the iterative 
exact solution. 
Of all the approximation methods, the TS method is by far the fastest and is the only method that 
demonstrates performance that is on the same order as the frame-rate (10-30 Hz). The PCG and CA 
both perform better than the direct exact for small numbers of terms (iterations). The dashed line on 
Tables 4.8 and 4.9 indicates where the direct solution becomes more efficient. In most cases, the 
PCG is faster than the CA method. This slightly faster performance is predicted by the asymptotic 
analysis shown in Table 4.7. 
4.7. Conclusion and Comparison 
In this chapter, three methods were examined for approximating the solution to the linear system 
generated by the meshless finite element method (equation 4.1 ). These methods were the combined 
approximations method (CA), pre-conditioned conjugate gradient approximation method (PCG), and 
the simple iteration approximation (SI). These three methods were compared to a direct exact 
solution method and an iterative exact method for both running time and accuracy. Also compared 
was the linear Taylor series (TS), which is capable of approximating not only the solution to the 
linear system, but also the stresses in new designs. 
A detailed explanation of each approximation method was given and an asymptotic running time 
analysis was performed. All methods were then used to solve a design problem involving a cantilever 
beam with a shear load on the end. The beam problem was solved at an initial height of 1.0 meters 
and then the design was changed to 1.05, 1.1, 1.2, 1.3, 1.4, 1.5, 1.75, and 2.0 meters. The 
approximation methods were used to re-compute the displacements for each design change. Running 
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times were recorded for each method and the accuracy of each method was compared with the direct 
exact solution method. 
The asymptotic running time analysis showed the linear TS approximation to be by far the fastest of 
all the approximation methods. This was confirmed by the timing data presented. The TS 
approximation was the only method to achieve fast enough performance for interactive design 
modification. The SI, PCG, and CA methods have about the same running time, with the SI and PCG 
methods being slightly faster than the CA method. These relationships are illustrated in Figure 4.5, 
which gives timing data for the example problem used in this chapter. Direct solution methods have 
the slowest asymptotic running times. Timing data showed all of the approximation methods to be 
faster than an exact analysis for small numbers of terms (iterations). The only difference in the 
asymptotic running time analysis and the timing data was for the iterative exact solution. Asymptotic 
analysis predicted that the iterative and direct exact solution would have approximately the same 
running time. In reality, the iterative exact solution was much slower, possibly due to large condition 
numbers of the K matrix generated by the meshless method. 
Accuracy data from the example indicated that both the CA and PCG approximation methods showed 
good accuracy over the entire range of design variable changes (up to 100% change). The other 
approximation methods tested (TS and SI) did not have good accuracy for changes greater than 5%. 
Accuracy of the CA and PCG methods were approximately the same for a given number of terms 
(iterations). Figure 4.6 illustrates the error comparison between the approximation methods tested. 
The figure illustrates error for five terms of CA and five iterations of PCG. Errors in the SI and TS 
approximations become un acceptable for large design changes and both CA and PCG have 
acceptable error, even for large change in height. 
The comparison performed in this chapter suggests a two-level approximation approach. Only the TS 
approximation is capable of performance on the order of the frame-rate (10-30 Hz), especially when 
considering the K matrix must be re-computed for all the other approximation methods tested here. 
However, the linear TS accuracy was very poor for large design changes. This suggests that the TS 
could be used to approximate the solution for the interactive design changes and then a more accurate 
method could be used at intervals to improve the solution. 
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Figure 4.6. Error comparison for approximation methods. 
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In choosing between the PCG and CA for a more accurate solution, running time and accuracy 
comparisons were considered. The PCG holds a slight advantage over the CA in running time and 
accuracy of both methods was about the same. One advantage of the PCG approximation is that the 
PCG has a method to check if the current approximation is accurate enough and the algorithm can be 
stopped when the desired accuracy is obtained. For these reasons, the PCG algorithm was chosen. 
The final approach involves using the TS to approximate stresses during interactive design 
modification and the PCG algorithm at intervals to improve the solution. 
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CHAPTER 5. VIRTUAL REALITY APPLICATION UTILIZING THE 
MESHLESS METHOD AND RE-ANALYSIS TECHNIQUES 
A virtual reality application has been developed to allow designers to interactively change the design 
of a 3D part and immediately observe how the stress state changes. This application will be referred 
to as M3D and is similar to the application written by Yeh and Vance [ 1 ]. M3D gives the user more 
accurate stress approximations and allows free-form deformation bounding volumes of any shape. 
To provide accurate stress approximations, M3D utilizes the meshless method coupled with the pre­
conditioned conjugate gradient (PCG) re-analysis method. In order to estimate the stresses fast 
enough as the shape is being changed, a linear Taylor series stress approximation is used. These 
linear Taylor series approximations are the same ones used by Yeh and Vance and are only utilized in 
M3D while the user is performing free-form deformation (FFD) on the part. When the user stops 
modifying the part, the meshless method and PCG re-analysis methods are used to quickly re­
compute accurate stresses and sensitivities for the new design. The stress re-computations are 
performed faster through the use of parallel processing. Virtual reality display is performed using VR 
Juggler, a software library developed at the Virtual Reality Applications Center at Iowa State 
University. 
The use of M3D is described in the following section. The implementation details are described in 
section 5.2. Performance times for an example problem are given in section 5.5. Section 5.4 gives 
conclusions and ideas for future work. 
5.1. Program Overview and Use 
Before running M3D, the user creates the geometry of the part using a finite element pre processor or 
CAD package. An FEA pre processor is also used to divide the geometry into a mesh of quadrilateral 
elements and to apply loads, to apply boundary conditions, and to assign material properties. Any 
common FEA program can be used for this such as Abaqus, Ansys, or Nastran. The output from this 
pre processor must then be converted into an XML file format that has been defined for M3D. The 
XML file includes information about the geometry, mesh, material properties, loads, and boundary 
conditions. An example XML file is shown in Appendix B. For this research we used a file 
converter written by John Grant to convert Abaqus output into the XML required by M3D. 
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Before running M3D the user must also create another XML file which describes the shape of the 
FFD volume and the location of the FFD control points. The FFD volume can be any shape but must 
enclose the region of the part that the user wishes to modify. FFD control points are located along the 
outside boundaries of the FFD volume. When the user moves a control point, the shape of the part 
within the FFD volume is changed. In this version of M3D, the control point that is used must be 
specified before execution of the program. In future versions of M3D, specification of control points 
and FFD volumes will be done within the interactive virtual environment. 
When the M3D program is executed, it first loads the XML file describing the part and the XML file 
describing the FFD volume. M3D starts by performing an initial stress analysis on the part and 
computes the sensitivities of the stresses in the part with respect to movement of the specified control 
point of the FFD volume. The stresses are displayed on the part in the VR environment as a color 
contour map. The user can then move the control point and view the change in the stresses based on a 
linear Taylor series approximation. When the user releases the control point and requests a more 
accurate analysis, the meshless method and PCG re-analysis are used to re-compute the stresses in the 
part for the new shape. This is done quickly but is not fast enough to approximate the stresses during 
the interactive design modification. After the new, accurate stress state is displayed, new sensitivities 
of the stresses with respect to the control point are computed. This allows the user to again modify 
the part and see the change in stresses using a new linear Taylor series based at the latest design. This 
process continues until the user is satisfied with the stresses and the shape of the part. 
The stress values displayed by the program are equivalent stresses computed by the maximum 
distortion energy theory [62]. This equivalent stress, also referred to as von Mises stress, is given by 
the following equation in terms of the principal stresses a,, <72, and 0>. 
(5.1) 
This equivalent stress can be directly compared with the tensile properties of the material being used. 
For example, if the equivalent stress is higher than the yielding strength of the material, plastic 
yielding is predicted by the maximum distortion energy theory. 
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5.2. Details of Program Operation 
The M3D program is written in C++ so that an object oriented design could be utilized, making the 
code easier to debug and modify. A flowchart outlining the steps in M3D is given in Figure 5.1. 
Each of the boxes in the program represents an object, implemented in C++ as a class. The oval at 
the top of the figure represents the input to the program. As illustrated in the figure, the VR_Display 
class contains the Meshless3D, FFD, and Taylor_Appx classes. Each of these classes will be 
described in the following sections. 
5.2.1. Virtual Reality Display Program 
The VR_Display class displays the part geometry in the VR environment, gets input from the user, 
and calls the other M3D classes when they are needed. A VR graphics program contains an infinite 
loop that reads the status of input devices and draws the scene. This loop must execute between 10 
and 30 times per second in order to maintain a display frame rate that does not cause discomfort to the 
user. In M3D, classes that can execute within that timeframe are called directly (such as the FFD 
code) and those that take longer (such as the Meshless3D Reanalyze) are forked off on a separate 
thread. Use of separate threads for long calculations ensures that the drawing loop can execute at an 
acceptable speed. 
The VR_Display class was implemented using VR Juggler, which is a library of VR functions written 
at the Virtual Reality Applications Center at Iowa State University [63]. An application written with 
VR Juggler can easily be executed using many different types of VR hardware (pinch glove, wand. 
Cyberglove, etc.) and in many different VR environments (CAVE, HMD. C6. etc.). VR Juggler 
allows VR programmers to focus on developing their application and not on optimizing the hardware 
and optimization issues associated with VR. All drawing in M3D is performed using Open GL [64]. 
5.2.2. XML Reader 
The XML_Reader class loads the input file containing the mesh of quadrilateral elements, loads, 
boundary conditions, and material properties. XML is an acronym that stands for extensible markup 
language and was chosen as the file format for M3D because it is a standard and many reader 
programs already exist. For an example XML input file and an explanation of its contents, see 
Appendix B. The XML reader program creates a geometry model that is called vcModel. This model 
is a class that stores all of the faces, edges, cells, and points in the mesh of quadrilateral elements. 
The vcModel class contains functions that allow the model to be traversed easily for drawing and for 
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creating the meshless method data structures. The vcModel and XML_Reader classes were written 
by Tsung-Pin Yeh. 
Initial Design XML File & 
XML Definition of FFD 
i 
VR_Display 
Loop while user 
deforms the part 
FFD 
Meshless3D: 
Re-analyze 
XML Reader 
Meshless3D: 
Initialize 
Taylor_Appx 
Figure 5.1. Flowchart of the operation of the M3D program using C++ class names. 
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5.2J. 3D Meshless Program 
The Meshless3D class is referenced in both steps two and five in Figure 5.1. Input to the Meshless3D 
class includes the geometry model created by the XML reader, the material properties, and the 
boundary conditions. The Meshless3D class then utilizes the meshless method to compute the 
stresses at each node of the geometry model. The initialization of the meshless class is shown in step 
2 of Figure 5.1. The re-analysis step uses information stored after completion of the initialization step 
to quickly re-compute the stresses after the design is changed. Initialization and re-analysis are 
explained in more detail in the following sections but first the use of a finite element model for the 
meshless method is explained. 
5.2.3.1. Use of a Finite Element Model 
The meshless method requires two types of geometry information: nodal positions and nodal regions. 
Quadrilateral finite elements are used to define the nodal regions because these are easily created 
using commercial software packages. However, the finite element definitions associated with the 
elements are not used in the meshless method. When the Meshless3D class is initialized, the nodal 
regions are taken directly from the original elements in the finite element model but the positions of 
the nodes must be recalculated. Figure 5.2 presents a 2D example problem. 
u 
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Figure 5.2. Positioning of nodes within the nodal regions. 
Figure 5.2 illustrates a model with nine nodes and nine nodal regions. The position of a node within a 
nodal region depends on the number of exterior edges contained in the nodal region. In this example, 
if the region has 2 exterior edges (regions 1,3, 7, and 9) the node for that region is placed at the 
intersection of the exterior edges. If the region only has one exterior edge (regions 2,4, 6, and 8) the 
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node is placed at the center of that edge. If the region has no exterior edges (region 5) the node is 
placed at the center of the region. Similar rules can be applied to 3D nodal regions. Constructing a 
meshless model in this manner creates a meshless model that has the same number of nodes as the 
number of elements in the original finite element model. The position of a node relative to its nodal 
region does not change when the part design is modified so these positions are computed and stored 
by the initialization function of the Meshless3D class. 
5.2.3.2. Initialization of Meshless3D Class 
The initialization step computes and stores information that allows fast computation of the re-analysis 
step. Initialization of the Meshless3D class includes the following operations. 
1. Pre-processing. Creates a meshless node in each element of the original finite element model. 
For each nodal region, a list of nodes that have shape function support covering that region is 
compiled. The non-zero positions in the K matrix are identified and a sparse data structure that 
stores only the non-zero positions of K is initialized. Spherical support is used for the kernel 
functions at each node with a normalized support of 2.01. 
2. Assemble the K matrix and f vector. The K matrix and f vector are assembled by a series of 
loops illustrated in Figure 3.10. For 3D, the gradient terms are computed by integrating over the 
surface of the nodal regions. This integration is performed numerically by splitting each nodal 
region face into two triangles and using a center point quadrature rule on each triangle. 
3. Perform a factorization of the K matrix. The K matrix is first re-ordered so that fill in during 
factorization is minimized. The K matrix is then factored using a sparse direct method and the 
resulting factorization is stored. 
4. Compute stress and strain at each node. 
5.2.3.3. Re-analvsis of Meshless3D Class 
The re-analysis function uses the information computed in the initialization step to quickly re­
compute the stresses after the design is changed. Re-analysis is performed in the following steps. 
1. Assemble the K matrix and f vector. This step is identical to step 2 of initialization. The lists of 
nodes with shape function support covering each region are assumed to remain the same as the 
design is changed. The values of the kernel functions at each point are assumed to remain the 
same as the design is changed. This assumption allows the support region at each node to be 
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"deformed" along with the rest of the geometry as FFD is used to change the design. Therefore 
the support regions at each node are not necessarily spherical after the design has been changed. 
2. Re-solve Kd=f. The d vector is computed quickly with the pre-conditioned conjugate gradient 
method, using the factored form of the initial K matrix as a pre-conditioner. 
3. Compute stress and strain at each node. This step is identical to step 4 of initialization. 
5.2.4. Free Form Deformation 
Free form deformation (FFD) techniques allow users to modify part geometry by moving control 
points. The FFD technique illustrated in Figure 2.3 requires the use of a rectangular bounding box. 
M3D uses an advanced type of FFD, referred to as subdivision volume FFD and introduced by 
MacCracken and Joy [65]. Subdivision volume FFD allows the user to define a bounding volume of 
any shape, which gives the user more control over the shape changes. Control points located on the 
surface of the bounding volume are used to change the shape of the underlying part. In the current 
implementation of M3D, the shape and location of this bounding volume is defined by the user in an 
input file before running the program. The user must also specify which control point will be used to 
modify the design. Future implementations of M3D will allow the bounding volume and control 
points to be specified in the VR environment. The subdivision volume FFD class used in M3D was 
programmed by Tsung-Pin Yeh. 
5.2.5. Linear Taylor Series Approximation 
A linear Taylor series approximation is used to perform the fast approximation of the stresses while 
the user deforms the part with FFD. The Taylor_Appx class stores the sensitivities of the equivalent 
stresses with respect to x, y, and z movement of the FFD control point. The Taylor_Appx class also 
stores the stresses at the initial design. The initial stresses and the sensitivities are used to quickly 
compute new stress approximations when the user moves the FFD control point. When the user 
pauses, an accurate stress analysis is performed using the meshless method and PCG. At the same 
time, new sensitivities are computed so that a linear Taylor series approximation based at the new 
design can be used to compute fast stress approximations when the user begins to deform the part 
again. 
The Taylor_Appx class uses the finite difference method to compute sensitivities. The control point 
is perturbed 5% in the x direction and the Meshless3D class computes the resulting stress state. This 
stress state and the movement of the control point are passed into the Taylor_Appx class, which 
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computes and stores the sensitivity in the x direction. This process is repeated for the y and z 
directions. 
5.3. Performance Measurement for Example Problem 
The performance of M3D was tested for three nodal discretizations of a 3D cantilever beam. The 
beam was 10 meters long, 2 meters tall, and 2 meters wide. A shear force was applied to one end of 
the beam and the other end was fixed. M3D was tested for a beam containing 40, 625, and 2560 
nodes. Uniform nodal distributions were used in each case. Performance was measured for the 
computation of the K matrix and the solution of Kd=f. which are the most time consuming steps 
performed in M3D. An SGI Onyx 2 computer with twenty-four 400 MHZ R12000 Processors and 
12288 Mbytes of main memory was used for the performance measurements. 
53.1. Parallel Computation of K Matrix 
Because the computation of the K matrix is the most time consuming section of M3D, a parallel 
implementation was written using MPI. MPI is a library of functions used to write parallel programs 
on distributed memory machines [34]. MPI functions facilitate the passing of data between parallel 
processors. A different library called OpenMP is typically used for shared memory machines [66]. 
Even though the SGI Onyx 2 is a shared memory machine, its memory is actually distributed between 
several processor nodes connected by fast communication networks. When an OpenMP parallel 
program is executed, data must be copied to the processor node where it is to be used. MPI can run 
faster than OpenMP on shared memory machines because when MPI programs are written, 
programmers try to store the data so that communication between processors is minimized. 
The parallel implementation to compute the K matrix divides the nodes up between the available 
processors. Each processor computes the contribution to K at each of its nodes. The K matrix is then 
reassembled by one processor so that the d vector and the stresses can be computed. Only the non­
zero elements in the sparse K matrix are stored and transferred back to the main processor. Table 5.1 
gives the times in seconds that were required to compute the K matrix for the example problems. 
These values include the time required to pass the necessary data to the processors, compute a portion 
of the K matrix, and return the K matrix to the main processor. Figures 5.3 and 5.4 illustrate the data 
in Table 5.1. The figures show that above a certain number of processors, adding more processors 
doesn't decrease the running time. Eventually performance becomes worse as more processors are 
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added. For example, in Figure 5.4, there is no reason to use more than six to eight processors for the 
625 node example. This type of performance curve is typical for parallel computing applications. 
Table 5.1. Time in seconds required to recalculate the K matrix for example problem. 
40 
nodes 
625 2560 # proc 
1 0.142 10.08 76.65 
3 0.06 3.82 28.28 
4 0.046 3.03 21.22 
6 0.032 2.01 16.02 
8 0.026 1.59 12.58 
10 0.03 1.36 11.43 
15 0.05 1.14 9.25 
20 1.08 7.1 
6ft 
V 
c 
0 
1 
0.15 
0.1 
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40 
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number of processors 
20 
Figure 5.3. Time required to compute K matrix for 40 node example. 
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Figure 5.4. Time required to compute K matrix for 625 and 2560 node examples. 
5.3.2. PCG Re-analysis vs Direct Solution 
This section compares the time required to solve Kd=f using a direct sparse solver to the time 
required by the PCG re-analysis method. Table 5.2 and Figure 5.5 give the time in seconds to execute 
the direct solver and the PCG re-analysis. The PCG re-analysis is executed for five iterations in each 
case. Five iterations were found to produce very accurate results in chapter 4, even for changes up to 
100%. In 3D there is a noticeable difference between the direct solver time and the PCG time. Table 
5.2 gives the asymptotic running time for each method in 3D. Figure 5.5 illustrates that the time for 
the direct method appears to be increasing at a more rapid rate than the PCG method. This is 
expected from the asymptotic running times. 
Table 5.2. Time to solve example problems with direct sparse solver and PCG. 
Nodes direct PCG 
40 0.018 s 0.002 s 
625 1.22 s 0.35 s 
2560 21.82 s 4.28 s 
asymptotic Q(N2 + JV133 ) 0(5A/'33 + 5N ) 
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direct 
number nodes 
Figure 5.5. Graph of time required to solve Kd=f by direct and PCG methods. 
5.4. Conclusions 
An application (M3D) has been developed that allows a designer to modify the shape of a part and 
immediately see how the shape change affects the stress state. M3D couples FFD, VR, linear Taylor 
series approximation, meshless stress analysis, PCG re-analysis, and parallel processing to provide a 
useful engineering design tool. VR is used to provide natural interaction and viewing. FFD and the 
linear Taylor series are used together to allow the designer to understand how shape changes affect 
the stresses in the part. Parallel computation of the meshless method and PCG re-analysis provide 
accurate stress information while the designer is in the VR environment. 
The following improvements could be made to M3D. First, more features could be added to the VR 
design environment. Users should have the ability to specify the FFD bounding volume and control 
points while in the VR environment. They could also be given the ability to change the boundary 
conditions and loads. Re-computation of the K matrix could be accelerated by only computing the 
section of K that changes. For example, if the FFD volume only includes a small portion of the part 
geometry, a large part of the K matrix will remain the same. Finally, other portions of the code, such 
as the PCG algorithm, could be computed in parallel to improve performance. 
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK 
The purpose of this research is to develop a method for quickly computing or approximating the 
stresses in a part as the design of the part is modified. The intent is to develop this method to allow 
design engineers to easily incorporate analysis results in the early design decision-making process. 
This will result in fewer design changes due to stress consideration in the design process. 
Yeh and Vance introduced a method which utilized a linear Taylor series to approximate stresses fast 
enough to perform interactive design in a virtual environment [1], However, one limitation of the 
linear Taylor series method is that the stress approximations are inaccurate for large design changes. 
A designer could use this method to re-design a part, only to find that the stresses in the part are still 
too high after performing a more accurate analysis later. This research seeks to provide the designer 
with an accurate stress re-analysis method that can compute stresses fast enough to display new 
stresses immediately as the design is changed interactively. This requires the stress computations to 
be performed at frame-rate speeds ( 10-30 Hz). 
Various methods for approximating and computing stresses were examined in Chapter 2. 
Approximate methods, such as the Taylor series and polynomial fitting approximations, are very fast 
to compute but are only accurate for very small design changes. In order to get more accurate 
stresses, the K matrix must be re-assembled and the solution to the linear system Kd=f must be 
computed or approximated. Typically, the solution to Kd=f is the most time consuming step in 
computing the stresses. Various methods for quickly computing the solution to Kd=f were explained 
and tested. The pre-conditioned conjugate gradient (PCG) approximation was found to be the best of 
these methods. 
Since the K matrix must be recomputed during the interactive design process, there is no time to re-
mesh the part after each design change. Results from traditional stress analysis methods, such as the 
finite element and boundary element methods, may become inaccurate due to distortion of the mesh. 
The method presented in this thesis utilizes a meshless method for the stress computations. 
Traditionally, meshless methods are much slower than finite elements, so a new meshless method 
introduced by Chen et al. was used to quickly compute the K matrix [32]. 
Chapter 5 introduced an interactive, virtual reality application to perform interactive stress analysis. 
The application allows a designer to change the shape of a part while viewing changing stresses. A 
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linear Taylor series is used for the fast interactive stress computations. When the designer pauses 
from changing the design and requests a more accurate stress analysis, the meshless and PCG re-
analysis methods are used to quickly re-compute accurate stresses for the new design. These 
computations are performed in parallel so that they are as fast as possible. 
The fast and accurate stress analysis methods developed by this research allow the designer to have 
confidence that the design produced in the virtual reality environment will be acceptable. A 
disadvantage of this method is that it is too slow for large engineering problems, which can have over 
100,000 nodes. The largest model tested was approximately 2500 nodes and even with 10 parallel 
processors, the computation of K took about 11 seconds. Approximate solution of Kd=f using the 
PCG method for this problem took only I second. This indicates that an area of future work is to 
investigate faster computation or approximation of the K matrix. 
More features should also be added to the virtual reality application. The user should have the ability 
to interactively define the free-form deformation volume around the section of the part that is to be 
changed. Users also need the ability to select control points or multiple control points to change the 
design. Because K matrix is re-computed. Kd=f is re-solved and the user can also be given the 
ability to modify the boundary conditions and forces applied to the design. Adding these features to 
the virtual design environment would make this a more useful tool. 
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APPENDIX A. COMPLETE DATA FOR TIMING TRIALS. 
The example problem consists of the cantilever beam in Figure 3.13. The method column describes 
the approximation method used: CA is combined approximations, PCG is pre-conditioned conjugate 
gradient approximation, and SI is the simple iteration approximation. The time column is the time 
required in seconds. Terms is the number of terms for CA or number of iterations for PCG and SI. 
Height is the height of the beam in meters. Enorm is the 2-norm of the displacement errors at the 
nodes. The 2-norm is the square root of the sum of the squares. DnormEx is the 2-norm of the exact 
displacements at the nodes with respect to the zero vector, and %ErrorNorm = 100 % ( Enorm / 
DnormEx). The %ErrorMxDisp is the percent error in the maximum displacement value. This 
corresponds to the error in the tip displacement of the cantilever beam example problem. 
Method Time(s) Terms Height(m) Nodes Enorm DnormEx %ErrorNorm IcErrorMxDisp 
CA 0.005789 2 1.05 124 0.003484 1.08887 3.199E-01% -1.640E-02% 
CA 0.008019 3 1.05 124 2.56E-05 1.08887 2.354E-03% 0.0OOE+OO% 
CA 0.01049 4 1.05 124 5.90E-06 1.08887 5.422E-04% 0.0005+00% 
CA 0.012717 5 1.05 124 9.09E-08 1.08887 8.349E-06% 0.0005+00% 
CA 0.014803 6 1.05 124 5.28E-09 1.08887 4.849E-07% 0.0005+00% 
CA 0.017042 7 1.05 124 1.65E-10 1.08887 1.512E-08% 0.0005+00% 
CA 0.020263 8 1.05 124 1.77E-11 1.08887 1.627E-09% 0.0005+00% 
CA 0.02164 9 1.05 124 1.96E-10 1.08887 1.796E-08% 0.0O0E+OO% 
CA 0.023917 10 1.05 124 1.29E-10 1.08887 1.186E-087c 0.00OE+OO% 
CA 0.005649 2 1.1 124 0.010855 0.951188 1.141 E+00% -2.750E-01% 
CA 0.008227 3 1.1 124 0.000201 0.951188 2.118E-02% -1.175E-03% 
CA 0.011035 4 1.1 124 6.78E-05 0.951188 7.128E-03% 0.000E+00% 
CA 0.012859 5 1.1 124 2.08E-06 0.951188 2.192E-04% 0.0005+00% 
CA 0.015291 6 1.1 124 2.00E-07 0.951188 2.l04E-05% 0.0005+00% 
CA 0.017613 7 1.1 124 1.35E-08 0.951188 1.417E-06% 0.0005+00% 
CA 0.020334 8 1.1 124 1.14E-09 0.951188 1.197E-07% 0.0005+00% 
CA 0.022157 9 I . I  124 8.29E-10 0.951188 8.712E-08% 0.0005+00% 
CA 0.026041 10 1.1 124 7.54E-10 0.951188 7.932E-08% 0.0005+00% 
CA 0.005719 2 1.2 124 0.027861 0.73952 3.767E+00% -3.7875+00% 
CA 0.007947 3 1.2 124 0.001386 0.73952 1.874E-01% -6.8215-02% 
CA 0.010191 4 1.2 124 0.000497 0.73952 6.722E-02% -3.7905-03% 
CA 0.012511 5 1.2 124 3.90E-05 0.73952 5.280E-03% -7.5795-04% 
CA 0.014787 6 1.2 124 5.01 E-06 0.73952 6.7755-04% 0.0005+00% 
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CA 0.255611 2 1.75 1573 0.45533 0.880844 5.169E+01% -5.613E+01% 
CA 0.36412 3 1.75 1573 0.136809 0.880844 1.553E+01% -1.503E+01 % 
CA 0.469748 4 1.75 1573 0.0138 0.880844 1.567E+00% -1.854E+00% 
CA 0.580754 5 1.75 1573 0.005814 0.880844 6.601E-017c -5.130E-01% 
CA 0.696476 6 1.75 1573 0.001553 0.880844 1.763E-01% -1.363E-01% 
CA 0.809428 7 1.75 1573 0.001422 0.880844 1.615E-01% -1.299E-01 % 
CA 0.909644 8 1.75 1573 0.002597 0.880844 2.949E-01% 1.724E-01 % 
CA 1.01254 9 1.75 1573 0.002208 0.880844 2.507E-01 7c -1.797E-017c 
CA 1.119 10 1.75 1573 0.001771 0.880844 2.011E-01% -1.574E-01 % 
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CA 0.357525 3 2 1573 0.184152 0.61142 3.012E+01% -2.975E+017c 
CA 0.469196 4 2 1573 0.027067 0.61142 4.427E+00% -4.920E+00% 
CA 0.59035 5 2 1573 0.008988 0.61142 1,470E+00% -1.288E+00% 
CA 0.688109 6 2 1573 0.003582 0.61142 5.858E-01% -5.779E-017c 
CA 0.800965 7 2 1573 0.002476 0.61142 4.049E-01 % -3.796E-017c 
CA 0.911437 8 2 1573 0.005722 0.61142 9.358E-017c -8.917E-017c 
CA 1.03069 9 2 1573 0.006874 0.61142 1.1245+00% -1.050E+007c 
CA 1.13363 10 2 1573 0.010691 0.61142 1.749E+00% -1.547E+00% 
PCG 0.004346 2 1.05 124 0.000744 1.08887 6.830E-02% -3.127E-02 % 
PCG 0.005785 3 1.05 124 8.05E-06 1.08887 7.395E-04% O.OOOE+00% 
PCG 0.007197 4 1.05 124 6.49E-07 1.08887 5.956E-05% 0.000E+00% 
PCG 0.008719 5 1.05 124 9.24E-09 1.08887 8.488E-07% 0.000E+00% 
PCG 0.010081 6 1.05 124 2.89E-10 1.08887 2.657E-08 % 0.000E+00% 
PCG 0.012288 7 1.05 124 1.30E-11 1.08887 1.194E-09% 0.000E+00% 
PCG 0.012936 8 1.05 124 1.05E-I2 1.08887 9.689E-11% 0.000E+00% 
PCG 0.014454 9 1.05 124 1.09E-12 1.08887 9.99 IE-117c O.OOOE+00% 
PCG 0.01604 10 1.05 124 1.08E-12 1.08887 9.903E-11% 0.000E+00% 
PCG 0.004283 2 1.1 124 0.006234 0.951188 6.554E-01% -3.649E-017c 
PCG 0.005705 3 1.1 124 6.99E-05 0.951188 7.354E-03% 0.000E+00% 
PCG 0.007553 4 1.1 124 1.49E-05 0.951188 1,565E-03% 5.876E-047c 
PCG 0.008777 5 1.1 124 5.18E-07 0.951188 5.443E-05% 0.000E+00% 
PCG 0.010291 6 1.1 124 1.77E-08 0.951188 1.862E-06% 0.000E+00% 
PCG 0.011766 7 1.1 124 2.33E-09 0.951188 2.454E-07% 0.000E+00% 
PCG 0.013301 8 1.1 124 8.22E-11 0.951188 8.640E-09% O.OOOE+00% 
PCG 0.014718 9 1.1 124 9.82E-12 0.951188 1,032E-09% 0.000E+00% 
PCG 0.016215 10 1.1 124 5.51E-13 0.951188 5.79 IE- 117c O.OOOE+00% 
PCG 0.004298 2 1.2 124 0.054753 0.73952 7.404E+00% -5.545E+007c 
PCG 0.005714 3 1.2 124 0.000484 0.73952 6.549E-02% -3.790E-02% 
PCG 0.007123 4 1.2 124 0.000174 0.73952 2.351E-02% 9.853E-03% 
PCG 0.008559 5 1.2 124 2.54E-05 0.73952 3.440E-03% 1.516E-03% 
PCG 0.009976 6 1.2 124 6.82E-07 0.73952 9.223E-05% 0.000E+00% 
PCG 0.011396 7 1.2 124 2.21E-07 0.73952 2.988E-05% 0.000E+00% 
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PCG 0.008862 5 2 124 0.001263 0.176312 7.161E-01% -7.661E-01% 
PCG 0.010365 6 2 124 0.000681 0.176312 3.861E-01% -2.416E-02% 
PCG 0.011683 7 2 124 0.000443 0.176312 2.513E-01% 7.151E-02% 
PCG 0.013787 8 2 124 8.98E-05 0.176312 5.0945-02% 1.894E-02% 
PCG 0.014698 9 2 124 3.34E-05 0.176312 1.892E-02% 3.265E-04% 
PCG 0.015659 10 2 124 4.73E-05 0.176312 2.682E-02% 2.9395-02% 
PCG 0.087857 2 1.05 729 0.00177 2.57533 6.873E-02% -3.118E-02% 
PCG 0.119983 3 1.05 729 1.92E-05 2.57533 7.443E-04% 0.000E+00% 
PCG 0.150846 4 1.05 729 1.54E-06 2.57533 5.980E-05% 0.O0OE+OO% 
PCG 0.175411 5 1.05 729 2.15E-08 2.57533 8.341E-07% 0.0005+00% 
PCG 0.205144 6 1.05 729 7.32E-10 2.57533 2.841E-08% 0.0005+00% 
PCG 0.241077 7 1.05 729 3.18E-11 2.57533 1.233E-09% 0.0005+00% 
PCG 0.266792 8 1.05 729 Î.O4E.H 2.57533 4.057E-10% 0.0005+00% 
PCG 0.292475 9 1.05 729 1.05E-11 2.57533 4.096E-10% 0.0005+00% 
PCG 0.33159 10 1.05 729 1.05E-11 2.57533 4.089E-10% 0.0OOE+OO% 
PCG 0.08768 2 1.1 729 0.014789 2.24988 6.573E-01% -3.604E-01% 
PCG 0.11646 3 1.1 729 0.000166 2.24988 7.388E-03% 0.000E+00% 
PCG 0.147937 4 1.1 729 3.55E-05 2.24988 l.576E-03% 5.956E-04% 
PCG 0.173824 5 1.1 729 1.21E-06 2.24988 5.365E-05% 0.000E+00% 
PCG 0.203823 6 1.1 729 4.46E-08 2.24988 1.980E-06% 0.000E+00% 
PCG 0.235858 7 1.1 729 5.75E-09 2.24988 2.557E-07% 0.000E+00% 
PCG 0.267334 8 1.1 729 1.96E-10 2.24988 8.7165-09% 0.000E+00% 
PCG 0.298499 9 1.1 729 2.40E-11 2.24988 1.066E-09% 0.000E+00% 
PCG 0.320216 10 1.1 729 4.89E-12 2.24988 2.173E-10% 0.000E+00% 
PCG 0.086385 2 1.2 729 0.128778 1.74952 7.36IE+00% -5.446E+00% 
PCG 0.11535 3 1.2 729 0.00113 1.74952 6.460E-02% -3.610E-02% 
PCG 0.148076 4 1.2 729 0.000416 1.74952 2.379E-02% 9.9855-03% 
PCG 0.174116 5 1.2 729 5.98E-05 1.74952 3.420E-03% 1.536E-03% 
PCG 0.201931 6 1.2 729 1.57E-06 1.74952 8.958E-05% O.OOOE+00% 
PCG 0.232603 7 1.2 729 5.60E-07 1.74952 3.203E-05% O.OOOE+00% 
PCG 0.262584 8 1.2 729 5.50E-08 1.74952 3.1455-06% 0.000E+00% 
PCG 0.29727 9 1.2 729 6.62E-09 1.74952 3.783E-07% O.OOOE+00% 
PCG 0.318118 10 1.2 729 9.43E-10 1.74952 5.393E-08% 0.O0OE+OO% 
PCG 0.087064 2 1.3 729 0.343699 1.39023 2.472E+01% -2.152E+01% 
PCG 0.115112 3 1.3 729 0.005477 1.39023 3.940E-01% -3.723E-01 % 
PCG 0.14846 4 1.3 729 0.001008 1.39023 7.248E-02% 2.133E-02% 
PCG 0.178837 5 1.3 729 0.000429 1.39023 3.089E-02% 1.260E-02% 
PCG 0.208801 6 1.3 729 1.80E-05 1.39023 1.294E-03% 0.000E+00% 
PCG 0.236152 7 1.3 729 4.11E-06 1.39023 2.954E-04% 0.000E+00% 
PCG 0.260205 8 1.3 729 1.15E-06 1.39023 8.285E-05% 0.000E+00% 
PCG 0.289118 9 1.3 729 1.19E-07 1.39023 8.541E-06% 0.000E+00% 
PCG 0.325172 10 1.3 729 2.56E-08 1.39023 1.841E-06% 0.000E+00% 
O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O Q Q a O O G  
p p 
Ov Ul 
I 
W 00 W LA 
Ul 
00 2  
00 KO 
o ui 
o o o o o o o o o o o o o  
4^ Ul N) Ul N) Is) IO Is) — W ^ W O O U l W O s I  tO O vO vO — 00 U l N l O O U i f t ^ s l O  O O v O O O O t i v O  —  0 0  _  
—I — VO — Ul ~ Ov OC 
.  .  P P P P P P P o  O Ul Is) Is) S) Is) — — — J-. 
o o t s ) o o u i u i o ~ - i * k  —  S  
On vl * IO 
sO v| W vO 
o o o o o o o o o o o  
to to •— —— - o i>> io to io io 
•  " n J ^ - 0 0 - \ O L / I W "  | O W V I 4 ^ 0 0 V I I O V O  & v O I O v O v I O s v J t O O v  0 0 O N W  —  —  V I | O C N | O V O  
—  O O O N - ^ O N O O I O U i t O  •— vl \D Ul 
O O O O 
— m o 
v) 4^ ^ 00 ON UJ UI 
ui to vo io g> IO * W VO 
vl On Vi 4^ W IO sO 00 vj On Vl 4^ W IO vO 00 vj On Vl ^ M IO V O O O n I O N U I ^ M I O  < O O O VI O NV I 4 * W I O  
O O O O O O to to to to to to to to to !^j ^j ^ ^j ^i ^o U l  V l  V l  V l  V l  V l  V l V l V l V l V l V l V l V l V l  V i V i V i V i V i U i V i V i V i 4 k 4 ^ 4 ^ 4 ^ 4 ^ 4 ^ 4 ^ 4 ^ 4 ^  
Vl Vl Vl 
vl vj vj 
w w w  
V l  V l  
vl vl 
w w 
vl vj vj vj vj vj vj vj vj vj vj IO io io to to IO to to to to IO S O v O N O V O S O N O V O V O V O V O N O  
vj vj vl vj vj vj vl v| vj vj vj vj vj vj vj vl vj vj vj vj vj vj vj vj vj IO to to to to to to IO IO IO IO IO to to IO to to to IO to IO to IO to IO V O S O * SO V O V O V Ô V O V Ô V O V O V © N © V © S O V © V O V Ô V O V O N Ô S O N O V © V O V ©  
00 w W 
2 b — 
m  m  m  
— o o 
— VO 00 
Is) Ul 
U — 00 Ov 
m  m  m  m  m  m  
p p p p p o o * *  —  
8 b b - w is) O — OO ts) LA t  g  _  _  _  B  
O v O Ô O v |s) U i O P O  S u s i  s i  o> 
1  1  
Ov Ul 
o 
s  VI 
vj 
00 Vl Vl Vl to oo w 
O  ^  v O  O n  
4* so io Ui 
w oo NO 
o ;  m  m  m  
si o o Ul si si 
— O o o o 
— 52 S S b 00 O O O IO 
m 2 - £ $ 
t Ov 
6 — — Ul ov IO — — Ov Ul IO Ul 4^. Ov si oo Si 
S  
w w w w w w 
vl vj vj ON ON 00 00 00 Ul Ul Ul 
w w w  
Vl vj ON ON 
00 00 Ul Vl 
w w 
: : 
33 
3  S  
o o o 
4*. 4i. 4*. 
vl vj vj 
vl vj vl ON ON ON SO VO NO 
Ë  Ë  
vl vl 
vl vl ON On NO SO 
g: 
vl vl 
X* -J On ON 
sO vO 
P P 
O O 
00 00 ON ON 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
O N O N O N O N O N O N O n s O N O N O N O S O S O V O S O S O  O O O O O O O io to to to to to to to to 
•m —• —w m w w— ^ Vl Vl Vl Vl Vl Vl Vl Vl Ul 
OOOOOOOOOOOOOOOnONONONONONONONON O N O n O N O N O N O N O N N O N O N O V O N O N O N O N O N O  
•— we — N- vj Vj Vj vj vj vj vj vj vj 
to to to to to io to to to U l U l U l U l U l U l U i U l U t  
w w w w w w w w w  vj vj vj vj vj vj vj vj vj 
IO to OO Ul 
— 00 to VO to Ul . 
r n  m  m  
o o 
V O  0 0  
# # # 
vl 
VO 4^ fk VO ON t* W ~ 
à è 
O v  —  —  4 ^ t O U i O v 7 ~  * k U i ^ v i s l O v | O I O l O U i U i o o 4 x  —  U 1 4 1 .  —  t O p v 4 ^  —  O O U i  —  —  v O — « 7 * y  
3  
00 
s  
§  
OV Ul 
vO 4^ O si s s  to to 
s *** 
— 4^ 
s 
?p 
u 
O si 
Ul 00 
Ul Ov IO vO o 
— O to ui vo 1 0  ui —  < 0  u> V O  4 ^  U L  O  ^ g: ti 8 si Ul — 
U) VO si si 
si — vO vO 
si VO si 
U l  U l  O Si 
V O  0 0  
si - 0 00 to IO Ov io 00 vO 4^ Ul 4^ OV 25 00 oo Ov 
g O VO IO 
Ul VO Ul 4^ 4^ 
0 0 0  6 
# aP # # # # 
0 0 0 0  
Ul Ul Ul to 
+ + + 
2 2 § 2 2 
# # # # # # 
S, 2 
@p ^ 
0 0 0  
Ul Ul to 
a a a 
+ + 
2  2 g 2  
# # a # 
0 0 0 0  Ul Ul ^ W 
rP ^ ^ 
O O O  
to to — 
a a # fp 
m  m  
L - L H 00 ù, 
 ^ !±! z Y; 6 G: y O si 00 s — -o — 
— Ôv 
O u i ^ < i ^ i o o o 5 u l 5 - o ^ ô ô s - - J - S u i w ô i î ! ) ; o -
T , t 7 1 r r i t 7 ' m t 7 1 t 7 l t 7 , r n m m m r T i m m t 7 i m t T i t 7 i t T i t T i | ^ m m t 7 , t 7 1  
S | S § 3 | S | 2 2 2 2 2 è g § | S 8 2 l 8 g g | | | 2 8 2  
v j  m -  V l  
1 1 1 ?  IO w 
IO to 
_ _ à ê 
m  m  m  m  m  m  
109 
PCG 0.746457 8 1.05 1573 6.78E-11 3.76853 1.800E-09% 0.0002+00% 
PCG 0.828606 9 1.05 1573 6.782-11 3.76853 1.7982-09% 0.0002+00% 
PCG 0.898208 10 1.05 1573 6.77E-11 3.76853 1.798E-09% 0.0002+00% 
PCG 0.243784 2 1.1 1573 0.021679 3.29233 6.585E-01% -3.5972-01% 
PCG 0.333636 3 1.1 1573 0.000244 3.29233 7.4042-03% 0.0002+00% 
PCG 0.406583 4 1.1 1573 5.20E-05 3.29233 1.580E-03% 5.9652-04% 
PCG 0.500389 5 1.1 1573 1.77E-06 3.29233 5.368E-05% O.OOOE+00% 
PCG 0.579432 6 1.1 1573 6.57E-08 3.29233 1.995E-06% O.OOOE+00% 
PCG 0.659115 7 1.1 1573 8.44E-09 3.29233 2.565E-07% 0.0002+00% 
PCG 0.742837 8 1.1 1573 2.89E-10 3.29233 8.776E-09% 0.0002+00% 
PCG 0.829094 9 1.1 1573 4.53E-11 3.29233 1.3762-09% 0.0002+00% 
PCG 0.905784 10 1.1 1573 3.76E-11 3.29233 1.1422-09% 0.0002+00% 
PCG 0.251264 2 1.2 1573 0.1885 2.56018 7.363E+00% -5.4352+00% 
PCG 0.330372 3 1.2 1573 0.001652 2.56018 6.454E-02% -3.7692-02% 
PCG 0.40526 4 1.2 1573 0.000611 2.56018 2.385E-02% 9.2302-03% 
PCG 0.497549 5 1.2 1573 8.77E-05 2.56018 3.424E-03% 1.5382-03% 
PCG 0.572983 6 1.2 1573 2.29E-06 2.56018 8.936E-05% 0.0002+00% 
PCG 0.666813 7 1.2 1573 8.25E-07 2.56018 3.221E-05% 0.0002+00% 
PCG 0.738763 8 1.2 1573 8.02E-08 2.56018 3.133E-06% 0.0002+00% 
PCG 0.821611 9 1.2 1573 9.79E-09 2.56018 3.824E-07% 0.0002+00% 
PCG 0.907279 10 1.2 1573 1.41E-09 2.56018 5.522E-08% 0.0002+00% 
PCG 0.249463 2 1.3 1573 0.50268 2.03444 2.471E+01% -2.1482+01% 
PCG 0.327795 3 1.3 1573 0.007992 2.03444 3.928E-01% -3.7182-01% 
PCG 0.418547 4 1.3 1573 0.001479 2.03444 7.270E-02% 2.1362-02% 
PCG 0.49918 5 1.3 1573 0.00063 2.03444 3.095E-02% 1.2622-02% 
PCG 0.580828 6 1.3 1573 2.62E-05 2.03444 1.289E-03% 9.7082-04% 
PCG 0.665412 7 1.3 1573 6.03E-06 2.03444 2.964E-04% 0.0002+00% 
PCG 0.750625 8 1.3 1573 1.682-06 2.03444 8.269E-057c 0.0002+00% 
PCG 0.827542 9 1.3 1573 1.75E-07 2.03444 8.6052-06% 0.0002+00% 
PCG 0.894982 10 1.3 1573 3.84E-08 2.03444 1.8862-06% 0.0002+00% 
PCG 0.246397 2 1.4 1573 0.652518 1.64688 3.9622+017c -3.7132+01% 
PCG 0.334088 3 1.4 1573 0.030116 1.64688 1.8292+00% -1.8382+00% 
PCG 0.404972 4 1.4 1573 0.002003 1.64688 1.216E-01 % -8.4202-04% 
PCG 0.502518 5 1.4 1573 0.001638 1.64688 9.9442-02% 3.8732-02% 
PCG 0.576867 6 1.4 1573 0.000167 1.64688 1.0122-02% 4.5712-03% 
PCG 0.668087 7 1.4 1573 1.72E-05 1.64688 1.0442-03% -1.2032-04% 
PCG 0.73747 8 1.4 1573 9.62E-06 1.64688 5.8422-04% -2.4062-04% 
PCG 0.827197 9 1.4 1573 1.37E-06 1.64688 8.2942-05% 0.0002+00% 
PCG 0.912966 10 1.4 1573 3.01E-07 1.64688 1.8292-05% 0.0002+00% 
PCG 0.245287 2 1.5 1573 0.638633 1.35469 4.7142+01% -4.5762+01 % 
PCG 0.33434 3 1.5 1573 0.081415 1.35469 6.0102+00% -6.0982+00% 
PCG 0.414883 4 1.5 1573 0.002864 1.35469 2.1142-01% -1.2922-01% 
110 
PCG 0.499334 5 1.5 1573 0.002424 1.35469 1.7905-01% 5.839E-02% 
PCG 0.586084 6 1.5 1573 0.000593 1.35469 4.3795-02% 2.068E-02% 
PCG 0.669475 7 1.5 1573 4.71E-05 1.35469 3.478E-03% 5.868E-04% 
PCG 0.750144 8 1.5 1573 2.42E-05 1.35469 1.788E-03% -7.335E-04% 
PCG 0.839149 9 1.5 1573 6.48E-06 1.35469 4.786E-04% -1.467E-04% 
PCG 0.900084 10 1.5 1573 I.28E-06 1.35469 9.4565-05% 0.0005+00% 
PCG 0.239725 2 1.75 1573 0.472606 0.880844 5.365E+01% -5.3685+01% 
PCG 0.325867 3 1.75 1573 0.271888 0.880844 3.0875+01% -3.1415+01% 
PCG 0.413621 4 1.75 1573 0.019585 0.880844 2.2235+00% -2.0325+00% 
PCG 0.494471 5 1.75 1573 0.00233 0.880844 2.645E-01% -5.5965-02% 
PCG 0.570395 6 1.75 1573 0.002211 0.880844 2.5105-01% 8.053E-02% 
PCG 0.661273 7 1.75 1573 0.000534 0.880844 6.0655-02% 2.480E-02% 
PCG 0.72788 8 1.75 1573 7.02E-05 0.880844 7.9675-03% 2.275E-04% 
PCG 0.808323 9 1.75 1573 4.68E-05 0.880844 5.3105-03% -1.365E-03% 
PCG 0.900962 10 1.75 1573 2.34E-05 0.880844 2.6595-03% -1.137E-03% 
PCG 0.243189 2 2 1573 0.336674 0.61142 5.5065+01% -5.545E+01% 
PCG 0.325614 3 2 1573 0.29194 0.61142 4.7755+01% -4.856E+01% 
PCG 0.40953 4 2 1573 0.064505 0.61142 1.0555+01% -9.985E+00% 
PCG 0.496007 5 2 1573 0.003783 0.61142 6.1875-01% -7.006E-01% 
PCG 0.56934 6 2 1573 0.002276 0.61142 3.7225-01% 8.2665-03% 
PCG 0.65547 7 2 1573 0.001532 0.61142 2.5065-01% 8.695E-02% 
PCG 0.736721 8 2 1573 0.000305 0.61142 4.9815-02% 1.620E-02% 
PCG 0.811387 9 2 1573 9.01E-05 0.61142 1.4735-02% -3.967E-03% 
PCG 0.918331 10 2 1573 0.000251 0.61142 4.1015-02% 4.265E-02% 
SI 0.004832 2 1.05 124 0.044442 1.08887 4.0825+00% 4.179E+00% 
SI 0.006277 3 1.05 124 0.022991 1.08887 2.1115+00% -2.162E+00% 
SI 0.007788 4 1.05 124 0.009147 1.08887 8.4015-01% 8.6135-01% 
SI 0.009134 5 1.05 124 0.004181 1.08887 3.8405-01% -3.937E-01% 
SI 0.010469 6 1.05 124 0.001774 1.08887 1.6295-01% I.671E-01% 
SI 0.012301 7 1.05 124 0.000783 1.08887 7.1925-02% -7.3825-02% 
SI 0.013315 8 1.05 124 0.000338 1.08887 3.1085-02% 3.178E-02% 
SI 0.014713 9 1.05 124 0.000148 1.08887 1.3595-02% -1.384E-02% 
SI 0.016124 10 1.05 124 6.43E-05 1.08887 5.9045-03% 6.152E-03% 
SI 0.004951 2 1.1 124 0.426855 0.951188 4.4885+01% 4.601E+0I% 
SI 0.006619 3 1.1 124 0.456241 0.951188 4.7975+01% -4.919E+01% 
SI 0.007779 4 1.1 124 0.435345 0.951188 4.5775+01% 4.698E+01% 
SI 0.009348 5 1.1 124 0.434658 0.951188 4.5705+01% -4.689E+01% 
SI 0.010879 6 1.1 124 0.426316 0.951188 4.4825+01% 4.6015+01% 
SI 0.012259 7 1.1 124 0.421138 0.951188 4.4275+01% -4.5435+01% 
SI 0.013861 8 1.1 124 0.414856 0.951188 4.3615+01% 4.4775+01% 
SI 0.015293 9 1.1 124 0.40913 0.951188 4.301E+01% -4.4145+01% 
SI 0.016672 10 1.1 124 0.403303 0.951188 4.240E+0!% 4.3535+01% 
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SI 0.004836 2 1.2 124 4.25307 0.73952 5.751E+02% 5.914E+02% 
SI 0.006236 3 1.2 124 10.5552 0.73952 1.427E+03% 1.269E+03% 
SI 0.00767 4 1.2 124 25.4923 0.73952 3.4475+03% 3.5495+03% 
SI 0.009137 5 1.2 124 62.0036 0.73952 8.384E+03% 8.432E+03% 
SI 0.010455 6 1.2 124 150.58 0.73952 2.036E+04% 2.096E+04% 
SI 0.01188 7 1.2 124 365.844 0.73952 4.947E+04% 5.073E+04% 
SI 0.013326 8 1.2 124 888.769 0.73952 1.202E+05% 1.2375+05% 
SI 0.014709 9 1.2 124 2159.2 0.73952 2.920E+05% 3.004E+05% 
SI 0.016201 10 1.2 124 5245.59 0.73952 7.093E+05% 7.3035+05% 
SI 0.004902 2 1.3 124 16.2101 0.587539 2.759E+03% 2.845E+03% 
SI 0.006293 3 1.3 124 70.0198 0.587539 1.192E+04% 1.210E+04% 
SI 0.007717 4 1.3 124 299.974 0.587539 5.1065+04% 5.271E+04% 
SI 0.009158 5 1.3 124 1287.36 0.587539 2.191E+05% 2.260E+05% 
SI 0.010566 6 1.3 124 5523.93 0.587539 9.402E+05% 9.707E+05% 
SI 0.012014 7 1.3 124 23703.9 0.587539 4.034E+06% 4.165E+06% 
SI 0.013414 8 1.3 124 101716 0.587539 1.731E+07% 1.787E+07% 
SI 0.014831 9 1.3 124 436479 0.587539 7.429E+07% 7.670E+07% 
SI 0.016275 10 1.3 124 1.87E+06 0.587539 3.188E+08% 3.2915+08% 
SI 0.004817 2 1.4 124 41.2646 0.475516 8.678E+03% 8.978E+03% 
SI 0.006221 3 1.4 124 269.147 0.475516 5.660E+04% 5.840E+04% 
SI 0.007654 4 1.4 124 1750.74 0.475516 3.682E+05% 3.8l2E+05% 
SI 0.009446 5 1.4 124 11395.6 0.475516 2.396E+06% 2.48IE+06% 
SI 0.01081 6 1.4 124 74175.4 0.475516 1.560E+07% 1.615E+07% 
SI 0.011957 7 1.4 124 482824 0.475516 1.015E+08% 1.051 E+08% 
SI 0.013335 8 1.4 124 3.14E+06 0.475516 6.609E+08% 6.844E+08% 
SI 0.01488 9 1.4 124 2.05E+07 0.475516 4.302E+09% 4.455E+09% 
SI 0.016212 10 1.4 124 1.33E+08 0.475516 2.800E+10% 2.9005+10% 
SI 0.004829 2 1.5 124 84.0463 0.39107 2.149E+04% 2.2315+04% 
SI 0.006272 3 1.5 124 758.737 0.39107 1.940E+05% 2.0135+05% 
SI 0.008166 4 1.5 124 6844.33 0.39107 1.7505+06% 1.818E+06% 
SI 0.009083 5 1.5 124 61762.5 0.39107 1.579E+07% 1.64IE+07% 
SI 0.010539 6 1.5 124 557359 0.39107 1.425E+08% 1 480E+08% 
SI 0.01194 7 1.5 124 5.03E+06 0.39107 1.286E+09% 1.336E+09% 
SI 0.013363 8 1.5 124 4.54E+07 0.39107 1.161E+I0% 1.206E+10% 
SI 0.014717 9 1.5 124 4.10E+08 0.39107 1.047E+11% 1.0885+11% 
SI 0.01611 10 1.5 124 3.70E+09 0.39107 9.452E+11% 9.819E+11% 
SI 0.004811 2 1.75 124 294.194 0.254135 1.158E+05% 1.2125+05% 
SI 0.006831 3 1.75 124 4793.21 0.254135 1.886E+06% 1.975E+06% 
SI 0.008111 4 1.75 124 78132 0.254135 3.074E+07% 3.2205+07% 
SI 0.009412 5 1.75 124 1.27E+06 0.254135 5.012E+08% 5.251 E+08% 
SI 0.010824 6 1.75 124 2.08E+07 0.254135 8.172E+09% 8.561E+09% 
SI 0.012274 7 1.75 124 3.39E+08 0.254135 1.332E+11% 1.396E+11% 
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SI 0.013734 8 1.75 124 5.52E+09 0.254135 2.1735+12% 2.2765+12% 
SI 0.016035 9 1.75 124 9.005+10 0.254135 3.5425+13% 3.7105+13% 
SI 0.016723 10 1.75 124 1.47E+12 0.254135 5.7755+14% 6.0505+14% 
SI 0.004995 2 2 124 689.616 0.176312 3.91 lE+05% 4.1315+05% 
SI 0.00645 3 2 124 16945.4 0.176312 9.6115+06% 1.0165+07% 
SI 0.007954 4 2 124 416674 0.176312 2.3635+08% 2.498E+08% 
SI 0.009438 5 2 124 1.02E+07 0.176312 5.8125+09% 6.142E+09% 
SI 0.010815 6 2 124 2.52E+08 0.176312 1.4295+11% 1.511E+11 % 
SI 0.012322 7 2 124 6.205+09 0.176312 3.5155+12% 3.715E+12% 
SI 0.014557 8 2 124 1.52E+11 0.176312 8.6465+13% 9.137E+13% 
SI 0.015982 9 2 124 3.75E+12 0.176312 2.1265+15% 2.247E+15% 
SI 0.016462 10 2 124 9.22E+13 0.176312 5.2305+16% 5.527E+16% 
SI 0.091876 2 1.05 729 0.10298 2.57533 3.9995+00% 4.098E+00% 
SI 0.121579 3 1.05 729 0.052801 2.57533 2.0505+00% -2.1025+00% 
SI 0.151147 4 1.05 729 0.020859 2.57533 8.0995-01% 8.310E-01% 
SI 0.176475 5 1.05 729 0.009458 2.57533 3.6725-01% -3.768E-01% 
SI 0.204233 6 1.05 729 0.003983 2.57533 1.5475-01% 1.585E-01 % 
SI 0.234528 7 1.05 729 0.001745 2.57533 6.7755-02% -6.964E-02% 
SI 0.267676 8 1.05 729 0.000748 2.57533 2.9065-02% 2.962E-02% 
SI 0.290007 9 1.05 729 0.000325 2.57533 1.2615-02% -1.299E-02% 
SI 0.327847 10 1.05 729 0.00014 2.57533 5.4365-03% 5.717E-03% 
SI 0.088595 2 1.1 729 0.986836 2.24988 4.3865+01% 4.503E+01% 
SI 0.1202 3 1.1 729 1.04544 2.24988 4.6475+01% -4.770E+01% 
SI 0.146825 4 1.1 729 0.988944 2.24988 4.3965+01% 4.5195+01% 
SI 0.174002 5 1.1 729 0.978914 2.24988 4.3515+01% -4.470E+01% 
SI 0.203186 6 1.1 729 0.951848 2.24988 4.2315+01% 4.350E+01% 
SI 0.237721 7 1.1 729 0.932217 2.24988 4.1435+01% -4.257E+01% 
SI 0.264823 8 1.1 729 0.910412 2.24988 4.0465+01% 4.1615+01% 
SI 0.292811 9 1.1 729 0.890131 2.24988 3.9565+01% -4.065E+01% 
SI 0.317935 10 1.1 729 0.86991 2.24988 3.8665+01% 3.976E+01% 
SI 0.089083 2 1.2 729 9.80958 1.74952 5.6075+02% 5.773E+02% 
SI 0.117368 3 1.2 729 24.1006 1.74952 1.3785+03% 1.220E+03% 
SI 0.150356 4 1.2 729 57.6148 1.74952 3.2935+03% 3.395E+03% 
SI 0.177225 5 1.2 729 138.722 1.74952 7.9295+03% 7.974E+03% 
SI 0.202618 6 1.2 729 333.495 1.74952 1.9065+04% 1 965E+O4% 
SI 0.233526 7 1.2 729 802.081 1.74952 4.5855+04% 4.706E+04% 
SI 0.262114 8 1.2 729 1928.9 1.74952 1.1035+05% 1.137E+05% 
SI 0.294792 9 1.2 729 4638.87 1.74952 2.6525+05% 2.7325+05% 
SI 0.318657 10 1.2 729 11156.1 1.74952 6.3775+05% 6.5745+05% 
SI 0.088589 2 1.3 729 37.3436 1.39023 2.6865+03% 2.7745+03% 
SI 0.117468 3 1.3 729 159.523 1.39023 1.1475+04% 1.1665+04% 
SI 0.149451 4 1.3 729 675.829 1.39023 4.8615+04% 5.0255+04% 
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SI 0.180252 5 1.3 729 2868.28 1.39023 2.063E+05% 2.131E+05% 
SI 0.207574 6 1.3 729 12171.3 1.39023 8.7555+05% 9.050E+05% 
SI 0.23815 7 1.3 729 51650.9 1.39023 3.715E+06% 3.840E+06% 
SI 0.259762 8 1.3 729 219189 1.39023 1.577E+07% 1.630E+07% 
SI 0.293998 9 1.3 729 930165 1.39023 6.6915+07% 6.9175+07% 
SI 0.319063 10 1.3 729 3.95E+06 1.39023 2.839E+08% 2.935E+08% 
SI 0.088105 2 1.4 729 94.9933 1.12537 8.441E+03% 8.743E+03% 
SI 0.116661 3 1.4 729 612.321 1.12537 5.441E+04% 5.620E+04% 
SI 0.14718 4 1.4 729 3936.27 1.12537 3.498E+05% 3.626E+05% 
SI 0.174029 5 1.4 729 25321.2 1.12537 2.250E+06% 2.333E+06% 
SI 0.20168 6 1.4 729 162888 1.12537 1.447E+07% l.501E+07% 
SI 0.235372 7 1.4 729 1.05E+06 1.12537 9.31 IE+07% 9.6545+07% 
SI 0.260783 8 1.4 729 6.74E+06 1.12537 5.990E+08% 6.2105+08% 
SI 0.28931 9 1.4 729 4.34E+07 1.12537 3.853E+09% 3.9955+09% 
SI 0.31646 10 1.4 729 2.79E+08 1.12537 2.479E+I0% 2.5705+10% 
SI 0.091067 2 1.5 729 193.385 0.925697 2.089E+04% 2.1715+04% 
SI 0.119936 3 1.5 729 1724.52 0.925697 1.863E+05% 1.9355+05% 
SI 0.146909 4 1.5 729 15366.9 0.925697 1.6605+06% 1.7265+06% 
SI 0.173967 5 1.5 729 136983 0.925697 !480E+07% 1.5395+07% 
SI 0.21085 6 1.5 729 1.22E+06 0.925697 1.319E+08% 1.3725+08% 
SI 0.234123 7 1.5 729 1.09E+07 0.925697 1 176E+09% 1.2235+09% 
SI 0.262649 8 1.5 729 9.70E+07 0.925697 1.048E+10% 1.0905+10% 
SI 0.296746 9 1.5 729 8.65E+08 0.925697 9.346E+10% 9.7195+10% 
SI 0.320509 10 1.5 729 7.71E+09 0.925697 8.331E+11% 8.6645+11% 
SI 0.088113 2 1.75 729 676.436 0.601861 1.124E+05% 1.1785+05% 
SI 0.116401 3 1.75 729 10879.2 0.601861 1,808E+06% 1.8955+06% 
SI 0.145107 4 1.75 729 175064 0.601861 2.909E+07% 3.0505+07% 
SI 0.177853 5 1.75 729 2.82E+06 0.601861 4.682E+08% 4.9095+08% 
SI 0.204619 6 1.75 729 4.54E+07 0.601861 7.535E+09% 7.9015+09% 
SI 0.236506 7 1.75 729 7.30E+08 0.601861 1.213E+11% 1.2725+11% 
SI 0.261593 8 1.75 729 1.17E+10 0.601861 1.9525+12% 2.0475+12% 
SI 0.289271 9 1.75 729 1.89E+11 0.601861 3.142E+13% 3.2955+13% 
SI 0.322163 10 1.75 729 3.04E+I2 0.601861 5.057E+14% 5.3035+14% 
SI 0.088328 2 2 729 1585 0.417769 3.794E+05% 4.0105+05% 
SI 0.117281 3 2 729 38432.9 0.417769 9.200E+06% 9.7295+06% 
SI 0.145591 4 2 729 932596 0.417769 2.232E+08% 2.361E+08% 
SI 0.181505 5 2 729 2.26E+07 0.417769 5.418E+09% 5.7315+09% 
SI 0.208676 6 2 729 5.49E+08 0.417769 1.315E+11% 1.3915+11% 
SI 0.240995 7 2 729 1.33E+10 0.417769 3.191E+12% 3.3765+12% 
SI 0.26565 8 2 729 3.24E+I1 0.417769 7.746E+13% 8.1935+13% 
SI 0.291554 9 2 729 7.85E+12 0.417769 1.880E+15% 1.9885+15% 
SI 0.316962 10 2 729 1.91E+14 0.417769 4.563E+16% 4.8265+16% 
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SI 0.237887 2 1.05 1573 0.150333 3.76853 3.989E+00% 4.0905+00% 
SI 0.326214 3 1.05 1573 0.077004 3.76853 2.043E+00% -2.0955+00% 
SI 0.40288 4 1.05 1573 0.030395 3.76853 8.066E-01% 8.2805-01% 
SI 0.484643 5 1.05 1573 0.01377 3.76853 3.654E-01% -3.7475-01% 
SI 0.566907 6 1.05 1573 0.005794 3.76853 1.537E-01% 1.5825-01% 
SI 0.645802 7 1.05 1573 0.002536 3.76853 6.729E-02% -6.8705-02% 
SI 0.726769 8 1.05 1573 0.001087 3.76853 2.884E-02% 2.9675-02% 
SI 0.804705 9 1.05 1573 0.000471 3.76853 1.250E-02% -i.2495-02% 
SI 0.897207 10 1.05 1573 0.000203 3.76853 5.385E-03% 5.7255-03% 
SI 0.244699 2 1.1 1573 1.44025 3.29233 4.375E+01% 4.4925+01% 
SI 0.318151 3 1.1 1573 1.52424 3.29233 4.6305+01% -4.7545+01% 
SI 0.398879 4 1.1 1573 1.44047 3.29233 4.375E+01% 4.4995+01% 
SI 0.49019 5 1.1 1573 1.42449 3.29233 4.327E+01% -4.4465+01% 
SI 0.569563 6 1.1 1573 1.38376 3.29233 4.203E+01% 4.3235+01% 
SI 0.645531 7 1.1 1573 1.35391 3.29233 4.112E+01 % -4.2265+01% 
SI 0.731263 8 1.1 1573 1.32096 3.29233 4.012E+01 % 4.1265+01% 
SI 0.801663 9 1.1 1573 1.29028 3.29233 3.919E+01% -4.0275+01% 
SI 0 889076 10 1.1 1573 1.25975 3.29233 3.826E+01% 3.9355+01% 
SI 0 243694 2 1.2 1573 14.3129 2.56018 5.591E+02% 5.7575+02% 
SI 0.327779 3 1.2 1573 35.1246 2.56018 1.372E+03% 1.2145+03% 
SI 0.409319 4 1.2 1573 83.8727 2.56018 3.276E+03% 3.3785+03% 
SI 0.483715 5 1.2 1573 201.716 2.56018 7.879E+03% 7.924E+03% 
SI 0.569793 6 1.2 1573 484.384 2.56018 1,892E+04% 1.951 E+04% 
SI 0.657897 7 1.2 1573 1163.66 2.56018 4.545E+04% 4.667E+04% 
SI 0.728551 8 1.2 1573 2795.27 2.56018 1.092E+05% 1.126E+05% 
SI 0.823206 9 1.2 1573 6714.79 2.56018 2.623E+05% 2.703E+05% 
SI 0.902638 10 1.2 1573 16130.2 2.56018 6.3005+05% 6.497E+05% 
SI 0.240109 2 1.3 1573 54.4797 2.03444 2.6785+03% 2.766E+03% 
SI 0.320517 3 1.3 1573 232.434 2.03444 1.1425+04% 1.161 E+04% 
SI 0.406582 4 1.3 1573 983.49 2.03444 4.8345+04% 4.998E+04% 
SI 0.485031 5 1.3 1573 4168.83 2.03444 2.0495+05% 2.117E+05% 
SI 0.575203 6 1.3 1573 17668 2.03444 8.6845+05% 8.980E+05% 
SI 0.647663 7 1.3 1573 74883.7 2.03444 3.6815+06% 3.806E+06% 
SI 0.741236 8 1.3 1573 317385 2.03444 1.5605+07% 1.613E+07% 
SI 0.818468 9 1.3 1573 1.35E+06 2.03444 6.6125+07% 6.837E+07% 
SI 0.899579 10 1.3 1573 5.70E+06 2.03444 2.8025+08% 2.898E+08% 
SI 0.240259 2 1.4 1573 138.572 1.64688 8.4145+03% 8.717E+03% 
SI 0.321313 3 1.4 1573 892.045 1.64688 5.4175+04% 5.596E+04% 
SI 0.407347 4 1.4 1573 5726.88 1.64688 3.4775+05% 3.606E+05% 
SI 0.489087 5 1.4 1573 36791.2 1.64688 2.2345+06% 2.316E+06% 
SI 0.562858 6 1.4 1573 236361 1.64688 14355+07% 1.4885+07% 
SI 0.653711 7 1.4 1573 1.52E+06 1.64688 9.2205+07% 9.562E+07% 
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SI 0.736162 8 1.4 1573 9.76E+06 1.64688 5.924E+08% 6.l43E+08% 
SI 0.803155 9 1.4 1573 6.27E+07 1.64688 3.8065+09% 3.947E+09% 
SI 0.886953 10 1.4 1573 4.03E+08 1.64688 2.4455+10% 2.536E+10% 
SI 0.243906 2 1.5 1573 282.087 1.35469 2.0825+04% 2.164E+04% 
SI 0.320424 3 1.5 1573 2512.05 1.35469 1.8545+05% 1.9265+05% 
SI 0.398879 4 1.5 1573 22353.8 1.35469 1.6505+06% 1.7165+06% 
SI 0.488617 5 1.5 1573 198993 1.35469 1.4695+07% 1.5285+07% 
SI 0.570572 6 1.5 1573 1.77E+06 1.35469 1.3085+08% 1.3605+08% 
SI 0.65964 7 1.5 1573 1.58E+07 1.35469 1.1645+09% 1.2115+09% 
SI 0.734038 8 1.5 1573 1.40E+08 1.35469 1.0365+10% 1.0785+10% 
SI 0.821663 9 1.5 1573 1.25E+09 1.35469 9.2265+10% 9.5975+10% 
SI 0.882886 10 1.5 1573 1.11E+10 1.35469 8.2145+11% 8.5445+11% 
SI 0.23734 2 1.75 1573 986.624 0.880844 1.1205+05% 1.1745+05% 
SI 0.32656 3 1.75 1573 15845 0.880844 1.799E+06% 1.8865+06% 
SI 0.398274 4 1.75 1573 254604 0.880844 2.8905+07% 3.0315+07% 
SI 0.485939 5 1.75 1573 4.09E+06 0.880844 4.6455+08% 4.8725+08% 
SI 0.566212 6 1.75 1573 6.58E+07 0.880844 7.4665+09% 7.8305+09% 
SI 0.657665 7 1.75 1573 1.06E+09 0.880844 1.2005+11% 1.2585+11% 
SI 0.740627 8 1.75 1573 1.70E+10 0.880844 1.9295+12% 2.0235+12% 
SI 0.816203 9 1.75 1573 2.73E+11 0.880844 3.1005+13% 3.2515+13% 
SI 0.904979 10 1.75 1573 4.39E+12 0.880844 4.9825+14% 5.2255+14% 
SI 0.239318 2 2 1573 2311.71 0.61142 3.7815+05% 3.9975+05% 
SI 0.317253 3 2 1573 55970.7 0.61142 9.1545+06% 9.682E+06% 
SI 0.396598 4 2 1573 1.36E+06 0.61142 2.218E+08% 2.346E+08% 
SI 0.48033 5 2 1573 3.29E+07 0.61142 5.375E+09% 5.686E+09% 
SI 0.562952 6 2 1573 7.96E+08 0.61142 1.303E+11% 1.378E+11% 
SI 0.649485 7 2 1573 1.93E+10 0.61142 3.157E+12% 3.340E+12% 
SI 0.727178 8 2 1573 4.68E+11 0.61142 7.651E+13% 8.093E+13% 
SI 0.825107 9 2 1573 1.13E+13 0.61142 1.854E+15% 1.961E+15% 
SI 0.908677 10 2 1573 2.75E+14 0.61142 4.493E+16% 4.753E+16% 
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APPENDIX B. EXAMPLE XML INPUT FILE FOR FINAL VR 
APPLICATION. 
Explanation: First the node coordinates are given and then the elements are given by referring to the 
ID numbers of the nodes that make up the elements. Elements and nodes in this file refer to the Finite 
Element terminology. When this XML file is read into the M3D program, a meshless method node is 
created in each element listed in the XML file. After the geometry information is given, the material 
constants, loads, and boundary conditions are listed at the end of the XML file. 
<model format="ABAQUS"> 
<geometry num_nodes="27" num_elements="8"> 
<node id="0">2.,0.,0.</node> 
<node id=" 1 ">2„ 1 „0.</node> 
cnode id="2">2..2.,0.</node> 
<node id="3">2.,0.,l.</node> 
cnode id="4">2„ 1.. 1 .</node> 
cnode id="5">2..2..1.c/node> 
cnode id="6">2.,0.,2.c/node> 
cnode id="7">2.,1..2.c/node> 
cnode id="8">2..2.,2.c/node> 
cnode id="9">l.,0.,0.c/node> 
cnode id=" 10"> 1.. 1 .,0.c/node> 
cnode id=" 11 "> 1 „2..0.c/node> 
cnode id=" 12"> 1 ..0.. 1 ,c/node> 
cnode id=" 13"> 1.. 1.. 1 .c/node> 
cnode id=" 14"> 1 .,2., 1 .c/node> 
cnode id="15">1..0.,2.c/node> 
cnode id=" 16"> 1., 1 „2.c/node> 
cnode id="17">l.,2.,2.c/node> 
cnode id="18">0.,0.,0.c/node> 
cnode id=" 19">0.. 1 „0.c/node> 
cnode id="20">0..2..0.c/node> 
cnode id="2I">0.,0..l.c/node> 
cnode id="22">0.. 11 .c/node> 
cnode id="23">0.,2.,l.c/node> 
cnode id="24">0.,0..2.c/node> 
cnode id="25">0..1.,2.c/node> 
cnode id="26">0.,2.,2.c/node> 
celem id="0" type="C3D8R">9,10,I3.12.0,l,4.3c/elem> 
celem id="l" type="C3D8R">10,l 1.14.13,l,2,5.4c/elem> 
celem id="2" type="C3D8R">12.13,16,15,3.4,7.6c/elem> 
celem id="3" type="C3D8R">13,14,17.16,4,5,8,7c/elem> 
celem id="4" type="C3D8R"> 18,19,22.21,9,10,13.12c/elem> 
celem id="5" type="C3D8R"> 19.20,23.22,10.11.14.13c/elem> 
celem id="6" type="C3D8R">21,22.25,24,12,13,16,15c/elem> 
celem id="7" type="C3D8R ">22,23,26,25,13,14,17,16c/elem> 
c/geometry> 
cmaterial num_mats="2"> 
cmodulus>2.1 le+07c/modulus> 
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<p_ratio>0.3</p_ratio> 
</material> 
<boundary num_consts="4" num_loads="2"> 
<const nid="0">l 1111 l</consl> 
<const nid=" 1">11111 l</const> 
<const nid="2">l 1111 l</consl> 
<const nid="3">l 1111 l</const> 
<load nid="26" dir="010000">-5000</load> 
<load nid="25" dir="010000">-5000</load> 
</boundary> 
</model> 
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