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The autoregressive moving average (ARMA(p,q)) model is 
the most popular model for forecasting the future behavior of 
time series data. 
Various methods have been developed to determine the 
best ARMA(p,q) model to fit different kinds of time series 
data. The purpose of this thesis is to discuss the popular 
methods used for ARMA(p,q) modeling. Our task will be to 
determine p and q where p is the autoregressive (AR) order 
and q is the moving average (MA) order, this process is 
called order determination. 
An introduction to AR(p),MA(q), and ARMA(p,q) models, 
their autocorrelation function (ACF), and their impulse 
response (IR) will be presented in chapter two. Also, the 
key equation for all methods we are going to investigate will 
be stated. 
Chapter three introduces the generalized partial 
autocorrelation function (GPAC), which will be used to 
determine the ARMA process order ( p and q ). Chapter four 
will discuss the R and S arrays, the S arrays in particular. 
Theorems concerning their use in order determination will be 
stated, the shifted S and R arrays will be presented and 
their relationship to the GPAC will discussed. 
1 
In chapter five we will introduce what we think is a 
general form of the GPAC and S and R arrays by introducing a 
variation which uses complex functions. 
2 
Chapter six will deal with the Pade table and the C-
table and how they can be used to determine p and q of an 
ARMA(p,q) process. Chapter seven will discuss the singular 
value decomposition (SVD) and how it can be used to determine 
the ARMA(p,q) process order. In chapter eight simulations 
and comparisons for various methods will be presented. 
Finally, in chapter nine, conclusions and some suggestions 
for future studies are presented. 
CHAPTER II 
PRELIMINARY ARMA MODELING 
The time series that will be discussed here are assumed 
to be realizations of stochastic processes. The output is 
Zt and the input is et. In all the simulations that were 
done, et will be N(0,1). 
The mean of zt is : 
~2 = E [ Zt ] (1) 
and the autocorrelation function is : 
(2) 
An unbiased estimator of the mean will be used 
1 N 
~2 = I Zt (3) 
N t=1 
and an estimator of the autocorrelation function 
1 N-T 
Rz(T) = I (Zt-~)(Zt+T-~) (4) 
N-T t=1 
~ •.,), 
The normalized autocorrelation function will be 
fz(T) = 
Rz(O) 
Since the ARMA(p,q) process is our main concern , it is 
worth explaining a little bit about the AR(p),MA(q) and 




(1) Autoregressive process AR(p) 
The autoregressive process is described by 
Zt 7 ¢1Zt-1 + ... + ¢pZt-p + et (5) 
Where Zt is our present output and et is discrete white 
noise N(O,cr 2 e) 
The transfer function of an AR(p) process will be 
F(Z) = 1/[1 - ¢1z-1 - (8) 
To find the autocorrelation function of the AR(p) 
process, multiply (5) by Zt-T and take the expected value of 
each term and the result will be : 
Re(T) = ¢1Rz(T-1) + 
Rz(T) = ¢1Rz(T-1) + T > 0 (7) 
The impulse response for AR(p) satisfies the following 
equation 
where 
O(T) = 1 T : 0 
0 T + 0 
so 
nT - ¢1RT-1 - . . . - ¢PnT-P = 0 T > 0 
The difference between the autocorrelation function and 
the impulse response is that 
fz(T) = fz(-T) 
while 
T > 0 (even function) 
1t-T : 0 T > 0 
Example 2.1 : 
Zt + 1.7119zt-1 + .Slzt-2 = et 
The autocorrelation function 
Rz(T) + 1.7119Re(T-1) + .SlRe(T-2) = Ree(T) 
T : Q 
Re(O) + 1.7119Re(l) + .81Re(2) = 1 
T : 1 
Rz(l) + 1.7119Re(0) + .81Re(l) = 0 
T : 2 
Re(2) + 1.7119Re(l) + .81Re(0) = 0 
solving three equations with three unknowns 
Rz(O) = 27.573 , Re(l) = -26.078 , Rz(2) = 22.310 
and 
Re(T) + 1.7119Re(T-l) + .81Rz(T-2) = 0 
The impulse response 
tt.,- + 1.7119tt.,--1 +.Sltt.,--2 = 8(T) 
T : 0 
1tO : 1 
T : 1 
ttl + 1.7119tto = 0 
1tl. = -1.7119 
1t.,- + 1.7119tt.,--1 +.81tt.,--2 = 0 T > 1 
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Figure 2.2 The impulse response of example 2.1 
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(2) The moving average process MA(q) 
The moving average process is described by the equation: 
(8) 
The transfer function will be 
F(Z) = 1 - 81Z-1 - - 9qz-q (9) 
It is not difficult to show that the autocorrelation 
function of the MA(q) process is 
R2(0) = 0'2e( 1 + 91 2 + + 9~ 2 ) 
R.£(T) = 0' 2 e(-9T + 919T+1 + 929T+2 + 
T = 1 , 2 , . . . , q 
R.£(T) = 0 T > q (10) 
Example 2.2 : 
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Figure 2.4 The impulse response of example 2.2 
(3) The Autoregressive - Hoying Average process ARMA(p,q) 
This process is a combination of AR(p) and MA(q) . It 
is described by the equation belaw 
Zt - ¢1Zt-l - ... -¢pZt-p : et - 8J.et-l - ... 
8qet-q (11) 
The transfer function for this process will be 
F(Z) = (12) 
[ 1 - ¢1z-1 -
and the autocorrelation function is 
Rz(T) - ¢1Rz(T-1) - ... - ¢pRz(T-p) = Rze(T) -




T : 0 
T > 0 
T < 0 
Where lt-T is the impulse,, response at time -T • 
When T > q equation (13) ~ill reduce to : 
Rz(T) - ~1Rz(T-1) - ... - ~pRz(T-p) = 0 
T ) q 
Dividing the above equation by Rz(O) yields 




This equation is the key to all methods ~e are going to 
study . 
Example 2.3 : 
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Figure 2.6 The impulse response of example 2.3 
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CHAPTER III 
THE GENERALIZED PARTIAL AUTOCORRELATION 
FUNCTION 
For an MA(q) process the autocorrelation function~is 
enough to determine the order of the system since 
fz(T) = 0 for T > q . 
On the other hand the autocorrelation alone does not 
help to decide the order of AR(p), so what is called the 













Where (15) is called the Yule - Walker equations. The 
term ~kk is called the partial autocorrelation function 










For an AR(p) process 
¢p1 = ¢1 
¢p2 = ¢2 
¢pp = ¢p 
From equation (14) 
fz(k-1) 
fz(O) 
fz(T)- ¢1fz(T-1)- ... - ¢pfz(T-p): 0 T > 0 
12 
(16) 
and when k = p+1 the last column of the numerator of equation 
(16) is a linear combination of the other columns, hence 
¢kk = 0 In fact ¢kk = 0 for k = p+1, p+2, . So ¢kk can 
be used to determine p for an AR(p) process and the pattern 
will.be as follows 
k 1 2 p-1 p p+1 p+2 P+3 
¢11 ¢22 0 0 0 
Example 3.1: 
Zt + 1.7119zt-1 +.81zt-2 = et 
13 
fo fl. 
fl. fl. f2 I!Sll = = -0.9458 I!S22 = = -0.8100 fo fo f1 
11 fo 
fo f1 fl. 
f1 fo f2 
f2 fl. f3 
I!S33 = = 0 I!S44 = 0 fo f1 f2 
fl. fo fl. 
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Figure 3.1 I!Skk for example 3.1 
So far we can decide the order of MA(q) using the 
autocorrelation function (ACF) and the order of AR(p) using 
the PAC. This raises the question of how to determine the 
order of a mix of MA(q) and AR(p) which is the ARMA(p,q). 
Equation (15) can be generalized as : 
14 
f e ( j ) . . . f e ( j -m+ 1) fe(j+1) 
= (17) 
fe(j+k-1) ... fe(j) fe(j+k) 
The term ~Jkk is the generalized partial autocorrelation 
function (GPAC). Solving for ~Jkk : 
f e(j) fe(j-m+2) fe(j+1) 
fe(j+k-1) fe(j-1) fe(j+k) 
( 18) 
t &( j) f e(j -k+1) 
fe(j+k-1) f &( j) 
At this point one does not have any idea about the p or 
q of the ARMA(p,q) model, so, we assume k = 1, start varying 
j, and calculating ~j11, j = 0,1,2, .... Next, assume k = 2 
and repeat what we did before, once we reach the right k and 
j, i.e k = p and j = q 
fa(Q) fe(q-p+2) fa(q+1) 
fz(q-1) fa(q+p) 
fz(q) fz(q-p+l) 
fa(q+p-1) f e(Q) 
this is the solution of ~P from equation (14) using Cramer's 
rule, therefore ¢QPP = ~P· 
Change k to p+l and keep j = q 
fe(q) fe(q-p+l) fe(q+l) 




recalling equation (14) 
fz(T)- -1fz(T-1)- ... - -pfa(T-1) = 0 T > Q 
the last column in the numerator is a linear combination of 
the others, so the numerator is equal to zero while the 
denominator is not, hence , ¢Qp+1p+1 = 0. Using the same 
15 
argument ¢Qkk = 0 for k = p+l, p+2, ... 
for j = q+l, q+2, and k = p+l, p+2, 
Also llljkk =(0/0) 
because both the 
numerator and the denominator are zeros. 
It is easier to determine the order of the ARMA process 
if table was formulated as shown below : 
THE 
k 1 2 
j 
0 ¢0 l.l. ¢ 0 22 
1 ¢ 111 ¢ 122 
TABLE 3.1 
PATTERN OF THE GPAC 









The above table can be used to determine the order of an 
ARMA process , i.e p and q 
Example 3.2 : 
zt + 1.7119zt-1 +.81zt-2 = et- .5et-1 
The GPAC of this example is shown in table 3.2. 
TABLE 3.2 
THE GPAC FOR EXAMPLE 3.2 
1 2 3 4 5 
0 -0.9504 -0.8911 -0.3690 -0.1769 -0.0875 
1 -0.8596 -0.8100 0.0000 0.0000 0.0000 
2 -0.7696 -0.8100 0/0 0/0 0/0 
4 -0.4835 -0.8100 0/0 0/0 0/0 
CHAPTER IV 
THE S AND R ARRAYS 
A time series can be described by its correlation 
function. An equivalent description is the power spectrum of 
the time series which is the fourier transform of the 
autocorrelation function. Gray, Morgan, and Houston (1978) 
suggested a procedure for spectral estimation based upon a 
numerical integration technique, the so called Gn- and en-
transformations. It is within the procedure of calculating 
this spectral density that what is called the S and R arrays 
appear. It was found by Gray, Kelley, and Mcintire (1978) 
that the S and R arrays can be used for order determination 
of the ARMA process. 
In the following we present the definitions and the 
theorems necessary to establish the results referred to 
above.(These results were taken from Gray, Kelley, and 
Mcintire (1978)). 
Definition 4.1 : 
Let m be an integer, h > 0, and f be the normalized 



























Pye and Atchison (1973) showed that Rn(fm) and Sn(fm) 
can be calculated recursively as follows 
So(fm) = 1 for m = 0, ± 1, ± 2, 








- ~ Sn(fm) = Sn-1(fm+1) (24) Rn((fm) 
for n = 1, 2, ... and m = 0, ± 1, ± 2, .... 
19 
Theorem 4.1 
Let Zt be a stationary ARMA(p,q) process with a 
normalized autocorrelation function fm. Suppose that Sn(fm) 
and Rn(fm) are defined, p > 0 and Sn(fm) + 0 . 
Then for some integer mo and some constant C1 + 0 
1) Sn(fm) = Cl 
Sn(fmo-l.) + C1 
m ~ mo 
iff n = p and mo = q-p+1 . 




























f•(T)- -l.f•(T-1)- ... - -pf•(T-1): Q T ) q 
the last column of the numerator (except the first entry) is 
a linear combination of the other columns, multiply the first 
. 
20 
column by ¢p, the second by ¢p-1 and so on, then subtract the 



















Sp(fq-p+l) = (-1)P ft- ! ¢kJ = C1 . 
L._ k=l 
Theorem 4 2 : 
Under the conditions of the previous theorem 
1) Sn(fm) = C2 
Sn(fml+l) :f= C2 




The proof can be established in the same manner as the above 
theorem. 
Table 4.1 presents the behavior of the S array for the 
ARMA(p,q) process, in table 4.2 the sifted S array is used, 
where the new S array is a shifted version of the old one 
Sk(j)(NEW) = Sk(j-k+1)(0LD) (29) 
in all the simulations and examples that will be used the 
21 
pattern of table 4.2 will be the one that we are looking for. 
m 
TABLE 4.1 










* = C2 [0/0 - 1] 
# = C1 [0/0 - 1] 
THE s ARRAY 
p p+l 
C2 * C2 * 
C2 * C2 03 
C2 
2q non-







































2q non- 2q non- 2q non-





Equations (23) and (24) can be used easily to verify the co 
and the (-1)1CJ. patterns. 
The following theorem establishes the relationship 
between the S arrays and the GPAC. 
Theorem 4.3 









Sk( f -k-.:l) Hk(f-k+.:l+l) Hk(l;f-k-.:l) 










the right hand side 'is -~.:lkk. Hence 
- Sk(f-k+.:l+l) 






GENERALIZATION OF S & R ARRAYS AND GPAC 
M. J. Morton and H. L. Gray (1984) mentioned using 
fmej2~wm as an alternative sequence to find the G - spectral 
estimator. This generalized form will be applied to S & R 
arrays and also to the GPAC. 
(1) Modified $-Array 
Based on the above, our previous definitions and 
theorems will be modified as follows : 
Theorem 5.1 
Let Zt be a stationary ARMA(p,q) process with normalized 
autocorrelation fm. Suppose that Sn(fmej2~wm) and 
Rn(fmej2~wm) are defined. 0 S w S .5, p > 0, and Sn(fmej2~wm) 
+ 0. Then for some integer mo and some constant C3 + 0 
,m ~ mo 
Sn(fmo-1ej2~w(mo-1)) + C3 
iff n = p and mo = q-p+l . Moreover 

































The diagonal determinants in the numerator and the 
denominator will cancel each other. Recall equation (14) 
fz(T) - ¢1fz(T-1) - ... - ¢pfz(T-p) = 0 T > q 
Notice that the submatrix in the numerator is the same 
as the matrix of the denominator. The last column in the 
numerator (except the f~rst entry) is a linear combination of 
the other columns. Multiply the first column by ej2nwP¢p, the 
second by ej2nw<p-1>¢p-1 and so on, then add the sum of the 
results to the last column . Then 
Sp(fca-p+l) = 
p 
1 1 1 - I ej2nwk¢k 
k=1 
e-j2nwPfq-p+l e-j2nwfq 0 
0 
Hence 
Sp( fq-p+1) = ( -1 )P t 
27 
Theorem 5.2 : 
Under the conditions of the previous theorem 
(33) 
iff n = p and m1 = -q-p. 
2) C4 = (34) 
Proof: 








ej 2rtw( -c;) f -q 
ej2Ttw(-q+1>f-q+1 
Following the same steps in the previous proof, Sp(f-c;-p) 







Notice that the submatrix which excludes the first row 
and last column of the numerator is the same as the 
denominator, also recall equation ( 14). the last column in 
the numerator (excluding the first row) is a linear 
combination of the other columns, hence Sp( f-ca-p) can be 
written as : 
1 1 c 






C = 1 - 1/¢p ~j2~wp - ¢ 1ej2~w(p-1) - ... - ¢p-lej2~w] 
Hence 
29 
Sp(f-q-p) = {-l)P c 
-{-l)P ej2n:wp ~ e-j 2n:wkJZikJ 
k=1 
= c. . 
(2) Modified GPAC 
Theorem 5.3 ; 
Using fmej2n:wm, instead of using fm, will modify the 
GPAC as follows 
{35) 
where 
~jkk(Old) is the GPAC using fm. 
!Zijkk(new) is the GPAC using fmej2n:wm. 
Proof : 
The proof will be done by taking !Zijkk element by element 





ej2n:wfl. ej 4n:"f2 
ej4n:wfl ejBn:wf3 
r~P·22(new) = = ej4n:w¢122(old) 
ej2n:wfl ej 4n:"f2 
ej 4n:"f2 ej2n:wfl. 
Example 5.1 (Low frequency data) 
zt- 1.7119zt-l + .81zt-2 =at- .5at-l 
TABLE 5.1 
THE S ARRAYS OF EXAMPLE 5.1 
WITH W = 0 
1 2 3 4 s 
------------------------------------------------------------------
-6 -2.98740+00 1.21110-01 -7.56940-02 1.00000-06 1.00000-06 
-s 1. 73460+00 1.21110-01 -2.27080-01 3.406)0-01 1.00000-06 
-4 6.62000-01 1. 21110-01 -3.02780-02 5.14720-01 1.00000-06 
-3 3. 70640-01 1.21110-01 2.82990-01 -3.14980+14 5.08650-17 
-2 2.12730-01 1.21110-01 -6.07780+14 _,. 07780+14 -4 .12570+H 
-1 9.54510-02 2.67340-01 -7.02010-01 1.58580+00 -3.36050+00 
0 -8.71340-02 1.29260-01 -1.58440-01 1. 76020-01 -1.85750-01 
1 -1.75420-01 9. eL000-02 -9.81000-02 9.81000-02 -9.81000-02 
2 -2.70410-01 9.81000-02 1.22630-01 -2.23930-15 l. 48550+00 
l -3.98320-01 9.81000-02 -1.14100-14 1. 93750+00 0.00000+00 
4 -6.34320-01 9.81000-02 -3.82030-01 3.39540+00 0.00000+00 
5 -1.50320+00 9.81000-02 -3.6 7880-02 0.00000+00 0.00000+00 
6 2.32170+00 9.81000-02 -3.43350-01 0.00000+00 0.00000+00 
31 
TABLE 5.2 
THE MAGNITUDE OF THE S ARRAYS OF 
EXAMPLE 5.1 WITH W =.3 
1 2 ] • 5 
-6 1. 92910+00 2.81280+00 2 .60460+00 5. St270+00 1.00000-06 
-5 3.18880+00 2. 81280+00 4.49680+00 7, 3Slt0+00 1.00000-06 -· 2.18850+00 2.81280+00 6.9U4D+00 8.0U70+01 7.5.2300-30 -3 1.93020+00 2. 81280+00 5.11880+00 '· 775]0+15 4.96170+15 
-2 1. 79450+00 2. 81280+00 1. 21710+15 1.56830+15 2.93560+15 
-1 1. 696 20+00 3. 8Bt20+00 8 .91310+00 1.62220+01 3.:U850+01 
0 1.54840+00 1.87810+00 2.01160+00 1.110070+00 1. 79560+00 
1 1.47970+00 2.27840+00 2.27840+00 2. 27840+00 2.27840+00 
2 1.40830+00 2.27840+00 2.88930+00 3.21960+00 2.59620+00 
3 1.31680+00 2.27840+00 3.30580+00 3. 54 790'+00 3.96490+00 
4 1.16610+00 2.27840+00 2. 27840+00 9.75940+00 0.00000+00 
5 9.70670-01 2.27840+00 3.51800+00 6.61910+00 0.00000+00 
6 3.75320+00 2.27840+00 5. 76390+00 5.97850+00 0.00000+00 
TABLE 5.3 
THE S ARRAYS OF EXAMPLE 5.1 
- WITH W = . 5 
1 2 3 4 5 
------------------------------------------------------------------
-6 9.87430-01 4.34800+00 1. 78590+01 J.IJ 5580+ 00 1.00000-06 -s -3: 73460+00 4. 34800+00 3. 47620+00 1. 47310+00 1.00000-06 
-4 -2 .66200+00 4.34800+00 1.17270+00 2. 97500+00 -1 • 32 11 o- 3 o 
::-3 -2.37060+00 4 .34800+00 -1. 22750+00 -9. 2657 0+13 1.03200+11 
-2 -2.21270+00 4.34800+00 1.1 4170+14 -4.06 910+1J 7 .68180+13 
-1 -2.09550+00 5.86910+00 9. 73580+00 2 .19920+01 •• 17230+01 
'0 -1. 91290+00 2.83780+00 -2.19730+00 2.44120+00 -2.30630+00 
1 -1. 82460+00 3. 52190+00 -3. 52190+00 3.52190+00 -3.52190+00 
2 -1. 72960+00 3. 52190+00 1. l7 2 40+00 7. 56280-01 -1. 59170+00 
3 -1.60170+00 3.5H90+00 -7.54950-01 1.1800+00 _, .16920-01 
4 -1.36570+00 3.52190+00 -1.58160+00 II. 84650-01 0.00000+00 
5 -4.968 40-01 3. 52-190+00 -2.90260+00 2.50670+00 0.00000+00 
6 -4.32170+00 3.52190+00 -1.70520+00 1.89540+01 0.00000+00 
Notice the different values of C3 for each value of w. 
In this case, when w = .5 C3 is maximum. When C3 is large 
the pattern of constant values will stand out clearly, and 
will allow easier determination of the model order. These 




This chapter will introduce the C-table which is another 
technique which is used to decide the order of ARHA(p,q) 
processes. The relationship between the C-table and the S 
and R arrays will also be discussed. The following are 
definitions and theorems concerning the C-table and how it 
is used for ARMA(p,q) process order determination. (Those 
theorems where taken from Tucker, W. T. (1982) and Lii, K. 
(1985)). 
Definition 6.1 
We denote L , M Pade rational approximants to the formal 
... 
power series A(x) = ~ ajXj by 
j:O 
PL(X) 
[L/M] = (36) 
QH(X) 
where QH(O) = 1 and PL(x) and QH(X) have no common factors . 
Theorem 6.1 
When it exists, an [L/M] Pade approximant for A(x) is 














(if the lower index on a sum exceeds the upper, the sum is 
set to zero) and 

























where C(L/0) = 0 , a-m ~ am, and C(-1/M) = C(L/M) . 
Definition 6.4 








The order of the numerator q and the denominator p can 
be decided from the pattern of the C-table, an infinite 
rectangle of zeros with its upper left corner starting at 
q+1 and p+l . 
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Example 6.1 : 
1 + X 
A(x) = 
Using long division A(x) can be written as : 
A(x) = 1 - x2 + x3 - xs + xe - xe + xe - x11 + ... 
TABLE 6.1 
C-TABLE OF EXAMPLE 6.1 
M 0 1 2 3 4 5 6 
L 
0 1 1 -1 0 -1 ..:.1 0 
1 1 0 -1 -1 1 1 -1 
2 1 -1 -1 0 0 0 0 
3 1 1 -1 0 0 0 0 
4 1 0 -1 0 0 0 0 
5 1 -1 -1 0 0 0 0 
The infinite rectangle of zeros starts when' p+1 = 2 and q+1 = 
3, this means that the order of QM(x) = 1 and the order of 
PL(x) =2 
Ib~Qt~m 6.2 
There are three possible patterns of squares of zeros 
1) there are no infinite squares of zeros, 2) there exist 
values of L and M (e.g. q and p), where an infinite square of 
zeros begins at (q+1,p+l) and due to the symmetry at 
(-q-1,p+l), and 3) there is a value M,( e.g. p ) where an 
infinite square of zeros centered at (O,p+l) begins. 
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Theorem 6.3 : 
Case (2) of threorem 6.2 occurs if and only if the { an 
} sequence is such that there exist constants ¢1, ¢2, ... ; ¢P 
such that 
ak = ¢1ak-1 + ¢2ak-2 + . . . + ¢pak-p k > q 
where p > 0 and ¢p t 0 . 
If we let 1~ = a~ , the above equation will be exactly 
the same as equation (14). Hence making use of the last two 
theorems will give us another method to determine the order 
(p and q) of the ARMA(p,q) model using the C-table. The 























































Recall equation (14) 
fa(T)- -1fa(T-1)- ... - -pfa(T-p) = 0 


























the last column of the above determinant is a linear 
combination of the othe columns, hence 
C(q+l/p+l) = 0 




the last column of the above determinant is a linear 
combination of the other columns, hence 
C(q+2/p+l) = 0 
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The same argument can be used to verify the whole 
pattern. Using the fact that f-m = fm, and C(-1/M) = C(L/M), 
we will get an image of the pattern for negative L. 
Examgle 6.2 : 
Zt + 1.7119zt-1 + .81zt-2 = et -.5et-1 
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TABLE 6.3 
C-TABLE FOR EXAMPLE 6.2 
M 0 1 2 3 4 5 
L 
-5 1.0000 1.1305 -0.1553 0.0000 0.0000 0.0000 
-4 1.0000 -0.9919 -0.1918 0.0000 0.0000 0.0000 
-3 1.0000 0.7007 -0.2378 0.0000 0.0000 0.0000 
-2 1.0000 -0.2562 -0.2923 0.0000 0.0000 0.0000 
-1 1.0000 -0.3235 -0.3609 -0.4065 0.4579 0.5158 
0 1.0000 1.0000 -0.8954 -0.6714 0.3190 -0.1607 
1 1. 0000 -0.3235 -0.3609 -0.4065 0.4579 0.5158 
2 1.0000 -0.2562 -0.2923 0.0000 0.0000 0.0000 
3 1.0000 0.7007 -0.2378 0.0000 0.0000 0.0000 
4 1.0000 -0.9919 -0.1918 0.0000 0.0000 0.0000 
5 1.0000 1.1305 -0.1553 0.00.00 0.0000 0.0000 
Notice that the first column of the C-table is always ones 
and the second column is the autocorrelation function. 
Theorem 6.4 : ( Relationship between C-table and S and R 
arrays) 
C(L+l/M+l) = RH+1(L-M+l)SH(L-M+1)C(L/M) (40) 
Proof : 
Using (19), 20, (21), (22), (39), and by noting that 
C(L/M) = HH(L-M+1) 
theorem 6.4 can be easily verified. 
CHAPTER VII 
SINGULAR VALUE DECOMPOSITION 
Another method of order determination which also uses 
equation (14) is the singular value decomposition (SVD) 
method, where the autocorrelation function will be arranged 
in a matrix form, the rows of this matrix coincide with 
equation (14). The autocorrelation function itself will be 
used here rather than the normalized autocorrelation 
function, this will create larger nonzero singular values, 
which will help more in determining the order of the process. 
In this method it will be hard to decide the order of the 
moving average (MA) part, so once the autoregressive order 
(p) is decided, the ARMA process will be considered as 
ARMA(p,p). 
Theorem 7.1 
Let A E Rpmxn, where Rpmxn is the set of all mxn 
matrices with rank p in R. Then there exist orthogonal 
(unitary) matrices U E Rmxm and V E Rnxn such that : 
A = u ~ VT (41) 
where [S 0] 
~ = 0 0 
and S =diagonal( a1, a2, . .. , ap) with 
40 
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The numbers a1, .. . , ap together with ap+1 = 0, .. . , an 
= 0 are called the singular values of A, and they are the 
positive square roots of the eigen values (which are non-
negative) of AAT. 
In this chapter the Singular Value Decomposition (SVD) 
will be used to determine the order of ARMA(p,q). Let A be a 











R(m-1) R(m-1) ... R(n-m) 
(42) 
where n and m >> p and q . Also m >> n 
Recall equation (14) 
R(T) - ~1R(T-1) - - ~pR(T-p) = 0 T > q 
The procedure to find p and q will be as follows 
1) Set Ao to A, and find the SVD of Ao. (you should get 
n nonzero singular values). 
2) set Al to A without the first row, and find the SVD 
of A1. 
3) Take A2 as A without the first and the second rows of 
A, find the SVD of A2. 
4) Repeat for A3, .. . , Ak. 
5) Arrange the singular values for each submatrix in 
vector form as shown below : 
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TABLE 7.1 
PATTERN FOR SVD OF AN ARMA(p,q) PROCESS 













p apO · apl . api api+l 
n anlO anl 
an-2q+2 
an-lq+l 0 
anq 0 0 
0 0 
where a1j is the ith singular value of Aj. p can be decided 
from the above pattern. Theoretically q can also be 
determined, but it is not practical. 
Three examples will be discussed, the first is an MA(l), 
the second is AR(2) and the third is ARMA(2,1) . 
Example 7.1 : 
Zt = et - .5et-l 
the pattern for the SVD of this process is shown in table 
7.2. 
TABLE 7.2 
SVD PATTERN OF EXAMPLE 7.1 
0 1 2 3 4 5 6 7 
1 2.9757 2.9272 2.8356 2.6535 2.2186 0.5000 0.0000 0.0000 
2 2.6184 2.4527 2.1645 1. 6816 0.1127 0.0000 0.0000 0.0000 
3 2.1258 1.8459 1.4419 0.0280 0.0000 0.0000 0.0000 0.0000 
4 1.6244 1.3222 0.0071 0.0000 0.0000 0.0000 0.0000 0.0000 
5 1. 2475 0.0018 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
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Example 7.2 
Zt + 1.7119zt-1 + .81zt-2 = et 
the SVD pattern of this process is shown in table 7.3. 
TABLE 7.3 
SVD PATTERN FOR EXAMPLE 7.2 
0 1 2 3 4 5 
1 131.2543 123.3502 112.1698 98.2509 82.7096 67.1867 
2 42.9525 38.8462 35.1439 32.3796 30.8441 30.4059 
3 2.8016 1.6162 0.5961 0.0000 0.0000 0.0000 
4 0.3757 0.1921 0.0000 0.0000 0.0000 0.0000 
5 0.1171 0.0000 0.0000 0.0000 0.0000 0.0000 
Example 7.3 ; 
Zt - 1.7119zt-1 + .81zt-2 = et - .5et-1 
the SVD pattern is shown in table 7.4. 
TABLE 7.4 
SVD PATTERN FOR EXAMPLE 7.3 
0 1 2 3 4 5 
1 290.4010 272.8466 248.1319 217.4467 183.2395 149.0540 
2 94.0692 85.1940 77.2143 71.2102 67.7873 66.7324 
3 5.9448 3.5533 1.4896 0.2962 0.0000 0.0000 
4 0.6086 0.2879 0.0509 0.0000 0.0000 0.0000 
5 0.0906 0.0143 0.0000 0.0000 0.0000 0.0000 
CHAPTER VIII 
SIMULATIONS AND COMPARISONS OF 
VARIOUS METHODS 
The purpose of this chapter is to compare all of the 
methods for order determination which have been discussed in 
this thesis, and to illustrate their advantages and 
disadvantages. Six different models will be investigated, 
where 2000 data points will be generated for each using a 
random input N(O,l) to be the input e(t) of the ARMA(p,q) 
model, then the order p, q will be estimated using these 
data. Also, the effect of the number of data points will be 
investigated for 2000, 500, and 200 data points . 
• 
Model One 
zt - 1.7119zt-1 + .81zt-2 = et - .5et-1 
This model is characterized by having low freguency 
~. its frequency response is shown in figure 8.1. Figure 
8.2 shows the magnitude of Cs (the constant which appears in 
the S array) as a function of w. It is obvious that the 
highest value of C3 occurs at w = .5, where at that frequency 
we have the lowest frequency response amplitude. This is 
expected because from equation (32), Cs is the reciprocal of 
the frequency response of the AR part of the ARMA(p,q) 
process. 
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Ca =(-1)P 11- ~ ej2n:wk¢k] 
L:. k= J. 
A recommended value for w for low frequency data is .5 
since Cs will have the largest value. Although the ratio 
between Cs and C4 is always constant, the pattern will be 
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easier to recognize against a noisy background when you have 
large values of Cs and C4. 
Table 8.1- Table 8.4 show the patterns for the data of 
this model, Table 8.1 shows the magnitude of the S array, 
Table 8.2 shows the GPAC, and Table 8.3 shows the C-table, w 
= .5 was used. In Table 8.4 the SVD table was formed as 
mentioned in chapter seven. 
Model Two 
Zt + 1.7119zt-J. + .81zt-2 = et - .5et-1 
This is a high freguency data model, the frequency 
response is shown in figure 8.3 and figure 8.4 shows the 
magnitude of Cs versus w, where you,can see that the maximum 
happened at w = 0 as expected ( minimum frequency response 
amplitude correspondes to the highest Cs ). See Table 8.5 -
Table 8.8 for the patterns of the S array, GPAC, C-table, and 
SVD table, respectively. 
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Model Three 
zt + .81zt-2 = et - .5et-1 , 
This model will generate mid frequency data. Figure 8.5 
shows the frequency response of the model above, and since C3 
is the reciprocal of the frequency response of the AR part, 
C3 will have a small value in the middle and large value for 
both low and high frequency (see figure 8.6), in this case w 
= 0 and w = .5 are both recommended. T~ble 8.9 -Table 8.12 
show the patterns of the S array, GPAC, C-table, and SVD 
table, for w = .5,respectively. 
Model Four 
Zt - :8zt-1 - .86zt-2 + .83zt-3 = et - .Set-1 
The data generated from this model contains a 
combination of low and high frequency data, the frequency 
response is shown in figure 8.7 and the magnitude of C3 
versus w is shown in figure 8.8, from which w = .3 is 
recommended. Table 8.13 -Table 8.16 show the patterns of the 
S array, the GPAC, the C-table, and the SVD, respectively. 
Model Five 
Zt - .5zt-1 + .5zt-2 = et - et-1 
This model has low frequency data, so w = .5 is 
recommended, but it is another important point that we are 
illustrating with this model. In this model the constants 
column(¢2 = .5), which should start at the p = 2 and q = 1 
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row, starts instead at the p = 2 column and q = 0 row. 
Although we are also looking for the zero pattern, still, it 
will be hard to decide whether a small value is a zero or not 
when you have a noisy data. Using the S array is decisive, 
Cs and C4 can be distinguished easily. See Table 8.17 and 
Table 8.18. Table 8.19 and Table 8.20 show the C-table and 
the SVD table. 
Hodel Six 
Zt - .4Zt-8 = et 
Figure 8.9 and figure 8.10 show the frequency response 
and Cs versus w, respectively. For this model the lowest 
value of Cs is .6 and the highest is 1.4, w = .3 is 
recommended, where Cs ~ 1.3. In this model ¢1, ... ,¢7 are 
zeros, this will cause a lot of zeros in the autocorrelation 
function, which will cause zero strings in the GPAC. So 
looking for the zero row alone to decide the order of an ARHA 
model may be deceiving. In this case the constant pattern, 
the zero pattern, and the 0/0 (which will give very large 
numbers and very small ones) pattern, all together should 
help deciding the ARHA order. The patterns of this model are 
shown in Table 8.21 - Table 8.24. 
The effect of sample size was also investigated, first 
using N = 2000 data points, then using 500 and 200 data 
points. For 2000 data points the C3 and C4 patterns were 
very clear and very close to the exac~ values. This is due 
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to the fact the estimated autocorrelation function is very 
close to the exact one. For 500 and 200 data points we have 
a relatively poor estimate for the autocorrelation function; 
the pattern is still clear but the values of C3 and C4 are 
not as accurate as for the 2000 data points. See Table 8.25-
Table 8.64. 
Table 8.65 and Table 8.66 show the S array of model one 
using 200 noisy data points. In Table 8.65 w = 0, while 
in Table 8.66 w = .5 ( w = .5 is the recommended value to 
be used ). It is very hard to decide q using w = 0. On the 
other hand, it was decisive using w = .5. 
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THE S ARRAY OF MODEL ONE 
w = .5 
1 2 3 4 5 
-7 -1.26470+00 4. 33120+00 5.64510-01 2.45380+00 4.15260-01 
-6 1. 56240+00 4.40220+00 -2. 83060+00 4.08490+00 -7.20540+00 
-5 -3.64110+00 4.C013D+OO -2.39600+01 I. 76590+00 -1.30210+01 
-4 -2.67370+00 4. 53640+00 1.61290+00 1. 07750+00 -3.82760+01 
-3 -2.37800+00 4.27990+00 -5.05380-01 2.0637D+01 -3. 31960+01 
-2 -2.22530+00 4.54670+00 -J. 04860+01 2.63600+01 -2. 98 310+01 
-1 -2 .10370+00 11.09680+00 1.24090+01 1.92490+01 1.38490+02 
0 -1.90600+00 2. 77290+00 -2.l6640+00 2.56890+00 -2.52210+00 
1 -1.81610+00 3.38000+00 -4.22500+00 2.87270+00 -8.09840+00 
2 -1.72570+00 3.59480+00 4. 49550-01 9.42060·01 -4.57520+00 
l -1.59750+00 3.35750+00 -9.11990-01 1. 73010+00 -3.75600+00 
4 -1. 378110+00 3. 5036D+00 -4. 32190+00 3.65020+00 -3.97950+00 
5 -6.09740-01 ].52670+00 11.32720+00 1.30040+00 6.00450+00 
6 -4. 77840+00 3.51310+00 -3.99300-01 -2.60040+00 2.40490-01 
7 -2.48900+00 3. 411790+00 3 .19870+00 -1.65810+00 -8.13760+00 
TABLE 8.2 
THE GPAC OF MODEL ONE 
w = . 5 
1 2 3 4 5 
0 -9.06020-01 -4.54820-01 1.826SD-01 -1. U.Uo-01 1.8211D-02 
1 -1.16100-01 -7.43400-01 •1,31590·01 -1.08910-01 -2.71480-01 
2 -7.25700-01 -1.39930-01 8.89520-01 •4.511480-02 -1. 37130-01 
3 -5.97490-01 -7, 40l3D-01 5.69760-01 •1.60640+00 -9.81280-02 
4 -3.78630-01 -7.94710-01 -1.10380-01 -4.16410-01 -3.05640-01 
5 3.90260-01 -8,01130-01 2.23530+00 •3.11340-01 B.UUD-01 
TABLE 8.3 
THE C-TABLE OF MODEL ONE 
N = 200 
0 1 2 3 s 
-· 1.00000+00 -2.66530-01 -1.50260-02 -1.U080-0C 1.42900-0S 1.85160-0B -7 1.0000D+OO 1. nooo-01 -1,9Cl40-02 -9 .311 oo-o5 -5.23610-07 -4.63810-09 -s 1.00000+00 -C.737C0-02 -2.39730-02 -1.31630-0C c. 94080-07 8.02810-09 
-s 1.00000+00 -1.2131D-Ol -2.U2CD-02 -5.88880-05 1. 55200-06 9.63380-09 
-4 1.00000+00 3.2060D-01 -3.71500-02 3.2U7D-OC 3.72710-06 -3.15ll0-08 
-l 1.00000+00 -5. u 59o-o1 -5.08690-02 s. 73000-04 2.32020-06 3.21220-07 
-2 1.00000+00 7.39H0-01 -6.0564D-02 6.44170-04 5.0828D-05 -2 .3306D-06 
-1 l.OOOOD+OO -9.06020-01 -8.14690-02 -·. 64810-03 c.uuo-oc 8.58no-o6 
0 1.00000+00 1.00000+00 -1.79120-01 -2.54480-02 3.U48o-03 4.71400-04 
1 1.00000+00 -1.06020-01 -a .uuo-02 -4.64810-03 4.66410-04 8.58470-06 
2 1.00000+00 7.39410-01 -6.05640-02 6.44170-04 5.0U8o-os -2.33060-06 
3 1.00000+00 -5.36590-01 -5.08690-02 5.73000-04 2.32020-06 3.21220-07 
4 1.00000+00 3.20600-01 -3.76 500-02 3.26470-04 3. 72710-06 -3.15210-08 
5 1.00000+00 -1.21390-01 -2.19240-02 -5.88880-05 1.55200-06 9.6338D-09 
' 1.00000+00 -4.73740-02 -2. 39730-02 -1.31630-04 4.94080-07 8 .()2810-09 7 1.00000+00 1.79000-01 -1.94140-02 -9.31100-05 -5.:13610-07 -4.63810-09 
8 1.00000+00 -2.66530-01 -1.50260-02 -1. UOB0-04 1.42900-06 1.85160-08 
TABLE 8.4 
THE SVD TABLE OF MODEL ONE 







































Figure 8.4 The Magnitude of C3 vs W of Model Two 
53 
TABLE 8.5 
THE S ARRAY OF MODEL TWO 
W = 0, N = 2000 
1 2 3 4 5 
-------------------------------------------------------------------
-7 -1.30530+00 4.25530+00 9.951120+00 3. 581ltH00 -s. ttuo.oo 
-6 8,0871o-01 4.25010+00 -7.6H5o+00 6. HUD+OO -6.09650+00 
-5 -3,7211D+00 4.250ao+00 -9.57890+00 1.17460+01 -4.67950+00 -· -2.630ao+00 4.25650+00 -1.00210+01 -1.1379D+01 -7.99290+02 -3 -2.U81D+00 4.26920+00 -Sl.2tl60+00 7.36000+02 -1.54030+03 -2 -2 .1787D+00 4.2a73o+00 3.511800+01 11.05220+01 2. 7-2860+01 
-1 -2.05620+00 4 .11210+00 -1. 42670+01 3.06340+01 -8.79430+01 
0 -1.94610+00 3.69710+00 -4.99020+00 5.98130+00 -6.394a0+00 
1 -1. a4840+00 3.55190+00 -3 .18490+00 4.16720+00 -1. 96320+00 
2 -1. 74700+00 3.567!10+00 -6.12400+00 11.31770+00 -s. 57uo.oo 
3 -1.61320+00 3.5aOSo+00 -6.23790+00 3.43390+00 -·. 336!10+01 
4 -1.36750+00 3.58840+00 -6. Ua10+00 4.39860+01 -1.28180+01 
5 -4.47120-01 3.59230+00 -a.11H0+00 -1.513560+01 -2. oaeao+Ol 
6 -4.275ao+00 3.59300+00 -2.51aOo+00 -2.23690+00 -1. 78120+01 
7 -2.4SlOao+00 3.59430+00 a.U370+00 7 .15310+00 -1.15000+01 
TABLE 8.6 
THE GPAC OF MODEL TWO 
W = 0, N = 2000 
1 2 3 • 5 
0 -9.46790-01 -8.t907D-01 -3.49760-01 -1.94100-01 -7.27150-02 
1 -a. 4842o-01 -a.2ano-o1 a.92620-02 -1.885So-02 7 .1949D-02 
2 -7.465160-01 -a. nuo-o1 -7.1290o-Ol -a.salB0-03 -4.26930-03 
3 -6 .uuo-01 -a. 4117o-01 -6.2247D-01 3.01780-01 -5.4259o-02 
4 -3.67500-01 -1.44170-01 -6.74200-01 -3. 74480+00 -2.73920+00 
5 5.5288D-Ol -8.4521D-01 -1.06380+00 2.86770+00 -3.42620+00 
0 
-· l.OOOOD+OO -7 1.00000+00 -· 1,00000+00 -5 1.00000+00 -4 1.00000+00 
-3 1.00000+00 
-2 1. 00000+00 














5 1. 2645D-01 
TABLE 8.7 
THE C-TABLE OF MODEL TWO 
N = 2000 
1 2 3 
-3.UOI0-01 -2.7U20-02 1.U230-05 
2.U880-01 -3.21750-02 5.11920-01 
-7.47550-02 -3.81880-02 2.04UD-05 
-1.35210-01 -4.57860-02 -1.92120-05 
3.67920-01 -5.42380-02 2.84910-05 
-6.000~0-01 -6.UH0-02 -4.577to-os 
8.03270-01 -7.711500-02 6.42160-05 
-9.46790-01 -9.31350-02 7.19410-04 
1.00000•00 -1. 035!10-01 -2.05690-03 
-9.467!10-01 .. 9.31350-02 7.UU0-04 
8.03270-01 -7.71600-02 6.42110-0S 
-1.00020-01 -6.U7!10-02 -4.57790-05 
3.679~D-01 -s.uuo.:.o2 2.U96o-OS 
-1.35210-01 -4.57860-02 -1.92120-05 
-7.47550-02 -3.86990-02 2.04390-0S 
2.U880-01 -3.26750-02 5.16920-06 
-3.65080-01 -2.762~0-02 1.46230-05 
TABLE 8.8 
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Figure 8.6 The Magnitude of C3 vs W for Model Three 
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TABLE 8.9 
THE S ARRAY OF MODEL THREE 
W = .5, N = 2000 
1 2 5 
-------------------------------------------------------------------_, 4.89720+00 2 .16590+00 -J.IU50+00 J.JU2D+00 -l.JUOO+OO 
-6 -1.1 5530+00 2 .15440+00 2.55210-01 2.45530+00 -s. H29o+oo 
-s 6.79800+00 2.15920+00 -2. 33820+00 2.54080+00 -5.08H0+00 
-4 -1.11850+00 2 .16830+00 2. 4 0110+01 3. 56 41D+00 -1.06000+02 
-3 9.19350+00 2.17910+00 -1.72120+00 -3.23760+01 4. 46460+01 
-2 -1. 09250+00 2.18150+00 1.72010+02 -3.86220+01 2.29940+02 
-1 1.20830+01 2. 02660+00 3. H870+00 8.97390+00 1.37090+01 
0 -9.23560-01 1. 69680+00 -1.13180+00 1.29510+0.0 -1.18330+00 
1 -1.18 130+01 1.80670+00 -1.78560+00 1.95710+00 -1.88440+00 
2 -9.01900-01 1.80830+00 '· 71200+00 1.51790+00 -1.11200+01 
3 -9. 43550+00 1,80070+00 -1.65120+00 3.19H0+00 -2.44630+00 
4 -8.71760-01 1. 79990+00 -2.47690+01 2.3&400+00 -7 .89610+00 
s -7.44060+00 l. 79060+00 -1. 81J 490-01 3.95240+00 -'7.08860+00 
6 -e. 3ooo-o1 1. 77970+00 -4. 3 63 30+00 4,05800+00 -1. 50470+01 
7 -5.80380+00 1. 76600+00 2.94700-01 -1.35220-01 6.79970-01 
TABLE 8.10 
THE GPAQ.OF MODEL THREE. 
W = .5, N =2000 
1 2 5 
0 7.64370-02 -1.37210-01 3.33000-01 -l.U320-01 I .tlU0-02 
1 -1.08130+01 -e. 2817o-ot 1. 03810-02 5. 05950-02 8.19500-03 
2 9.81020-02 -8.29640-01 ] • 92860+00 4.84270-02 2.60260-01 
3 -8.43550+00 -8.30460-01 6.85700-02 -8. uuo-o1 -2.30780-02 
4 1.28240-01 -a. 2977o-o1 -1.05930+01 -9.30430-01 -1.55220+00 
5 -6.U06D+OO -·· 31140-01 7 ,)8590-01 -1.60980+00 -1.23430+00 
TABLE 8.11 
THE C-TABLE OF MODEL THREE 
N = 2000 
0 1 2 J 5 
-8 1.0000D+00 4.6018D-01 -2.21920-01 -2. C5670-0J l.U'71D-06 1.18250-07 
-7 1.0000D+00 -9.57950-02 -2.69150-01 -2.58210-03 4.U25D-05 7.36340-07 
-6 1.0000D+00 -5. 6492o-01 -3.2754D-01 2.1Sl2D-03 3. 7U6D-OS -1.64520-07 
-5 1.0000D+OO 8.7712D-02 -J.UO!ID-01 2.9153D-03 :Z.JOUD-05 1.33290-07 
-4 1.00000+00 6.83980-01 -4. H94D-01 -2. '7520D-04 2.47940-05 -a .-58Ho-o8 
-3 1.0000D+00 -1.10U0-02 -5. 7190D-01 r -4.01340-03 2.76730-05 3. 72110-06 
-2 1.00000+00 -8, 265:2D-01 -6.8933D-01 -1.02160-03 -5. 7U3o-u 1.4297D-05 
-1 1.0000D+OO 7.6U7D-02 -8.32360-01 -9.8409D-02 1.12720-02 1. H46D-03 
0 1.0000D+00 1.0000D+OO -e. 94160-01 -2.95520-01 7,8104D-02 2.0l120-02 
1 1.00000+00 7,6437D-02 -8.32360-01 -9.84090-02 1.1272D-02 1. 74460-03 
2 1,0000D+00 -8.26520-01 -6.19330-01 -1.0216D-03 -5. 71U0-04 1. 4297D-OS 
3 1.00000+00 -8.10830-02 -5.71900-01 -4.01340-03 2.76730-05 3. 72110-06 
4 1.00000+00 6. 83980-01 -4.74940-01 -2.75200-04 2.47940-05 -a. 5B74o-oe 
5 1.00000+00 a. 11120-02 -3.94090-01 2.91530-03 2.30690-05 1. 33290-07 
6 1.00000+00 -5.64920-01 -3.27540-01 2.15320-03 3.71360-05 -1.64520-07 
7 1.00000+00 -9.57950-02 -2.69150-01 -2.58.210-03 4.U250-05 7. 3634D-07 
8 1.00000+00 4.60180-01 -2.21920-01 -2.nno-o1 1.94710-06 1.11250•07 
TABLE 8.12 
THE SVD OF MODEL THREE 
N = 200 
-------------------------------------------------------------------------------
1 1. 30380+01 
2 1. 0361D+01 
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Figure 8.7 The frequency Response of Model Fo~r 
3~-----------------------------, 
Figure 8.8 The Magnitude of C3 vs W of Model Four 
TABLE 8.13 
THE MAGNITUDE OF THE S ARRAY 
OF MODEL FOUR 
W = .3, N = 2000 
1 2 3 4 5 
----------------------------------------------------------
-7 1.05460+00 1.61220+00 3.32200+00 6. 47170+01 
-6 1. 33500+00 1.400!10+00 3.25830+00 3. 79400+00 
-5 1.22560+00 2.06940+00 3.29010+00 3.96400+00 
-4 1.08420+00 3. 601!50+00 3.29060+00 3.48400+00 
-3 1.5759D+00 2.63250+00 3.28910+00 3.15440+01 
-2 !I.BH9o-01 2.28020+00 !.26110+00 3.5062D+02 
-1 2.03150+00 2.17670+00 7.91110+00 1.06030+01 
0 9.65470-01 1.61980+00 1.83360+00 2. 04690+00 
1 1. 71800+00 1.64160+00 2. 75110+00 2. 70990+00 
2 1.00660+00 1.50550+00 2.71740+00 2.81910+00 
3 1.30690+00 1.37880+00 2.71450+00 1.82470+01 
4 1.13270+00 9.96U0-01 2, 7018D+00 7.54'730+00 
5 1. 07150+00 4.31590+00 2.69210+00 3.22270+00 
6 1.37890+00 2.39930+00 2.67980+00 2. 72410+00 
7 9.92110-01 2.03100+00 2.67780+00 2.86890+02 
TABLE 8.14 
THE MAGNITUDE OF THE GPAC 
1 
0 4.7SHD-01 
1 1. '73910+00 
2 6.38740-01 
3 1. 20540+00 
4 9.2U5D-01 
5 8.02600-01 
OF MODEL FOUR 













































THE MAGNITUDE OF THE C-TABLE 
0 
-· 1.0000D+00 -7 1. OOOOD+OO -6 1.0000D+00 
-5 1.0000D+00 
-4 1. 00000+00 
-3 1.00000+00 
-2 1. 00000+00 
-1 1. 00000+00 
0 1.00000+00 
1 1.0000D+00 
2 1. 00000+00 







2 5, 3761D+00 






OF HODEL FOUR 
W = .3, N = 2000 
1 2 3 
J.tsllD-01 :Z.UUD-01 1, 3178D-02 
6.17UD-01 2,08700-01 1. 73UD-02 
4.7217D-Ol 1.40240-01 2.1530D-02 
5.88300-01 4.55200-02 2,60580-02 
4.3658D-Ol 9.45310-02 3.17UD-02 
5.28130-01 2.nuo-01 l,UUD-02 
8.26830-01 4.3266D-01 4.U60D-U 
4. 7Sl4D-01 6.00970-01 S.5192D-02 
1. 00000+'00 7. HUD-01 2.38130-01 
4.75240-01 6,00970-01 5.51920-02 
8.26830-01 4. 32660-01 4.65600-02 
5.28130-01 2.47430-01 3 .1146BD-02 
6.36580-01 9,45390-02 3.17330-02 
5.88300-01 4.55200-02 2.60580-02 
4.72170-01 1.40240-01 2.15300-02 
6.17340-0l 2.0870D-Ol 1.736BD-02 
3.65130-01 2.34140-01 1. 39780-02 
TABLE 8.16 



































































































THE S ARRAY OF MODEL FIVE 
W = .5, N = 2000 
1 2 3 • 
-7. :uno-o1 3.U35D+00 -1. 71080+00 1.7U4D+00 
-8.2U80+00 3. 65240+00 -2.17360+00 1.83880+00 
-1.63850+00 3.84650+00 2. 28010+00 -5.82600+00 
1.13240+00 3.60U0+00 6.84160+00 -1.57860+01 
-2.62450+00 3.4U10+00 6.66260-01 -1.97480+01 
-9.42670-01 4.01850+00 1.51000+01 -1.78420+01 
-3.53250+01 3.04110+00 2 .61610+00 5.45350+00 
-1.02910+00 1. 55340+00 -9. H6110-0l 1.18610+00 
1.64440+01 2.11070+00 -1. 75610+00 2.05780+00 
-1.61560+00 2.22340+00 -3,16210-01 1. 34370+00 
-5.31050-01 1. 95270+00 -1.29840+00 1.35560+00 
-2.56610+00 1.118250+00 -7.68080-01 -4.40610+00 
-1.13800+00 2.06380+00 2.68170+00 -2 .13180+00 
2. 59670+00 1. 8:1440+00 1. 60750+00 6.81870+00 
-1.43740+00 1.59060+00 -2.01590-01 1. 37160+00 
TABLE 8.18 






















































-· l.OOOOD+OO -7 1.00000+00 _, 1.00000+00 








6 1. 00000+00 






5 7. 4368D-Ol 
TABLE 8.19 
THE C-TABLE OF MODEL F~VE 
N = 2000 
1 2 3 
•4.18UD-02 -3.09270-03 -·. 59730-04 
1.14010-01 -1.45790-02 -1.12650-03 
3.16U0-02 -2.71980-02 -1.198!10-03 
-2. 29'750-01 -4.81330-02 -11.71750-04 
1.4670D-01 -11.33900-02 -2.88470-03 
3.1282D-01 -1.72410-01 -1.52010-02 
-5.081110·01 -2.67370-01 -3.20280-02 
-2.91330-02 -5,090.0-01 -2.75400-01 
1.00000+00 -9.99150-01 -7.39180-01 
-2 .llUD-02 -5.09040-01 -2.7540D-01 
-5.08190-01 -2.6'7370-01 -3.20280-02 
3.12820-01 -1.72410-01 -1.52010-02 
1. 46700-01 -9.33900-02 -2.88470-03 
-2. 29'750-01 -4.11330-02 -9.71750-04 
3.1UIIO-OZ -2.71980-02 -1.19890-03 
1.14010-01 -1.45790-02 -1.12650-03 
-4.98690-02 -3.0!1270-03 -4.5!1730-04 
TABLE 8.20 


































































Figure 8.9 The frequency Response of Model Six 
• 
• 
Figure 8.10 The Magnitude of C3 vs W of Model Six 
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TABLE 8.21 
THE MAGNITUDE OF THE S ARRAY 
OF MODEL SIX 
W = .3, N = 2000 
1 2 ••• 7 8 9 10 
------------------------------ --------------------------------------------------
-7 2.77350+01 9.74670-01 4.19420+01 3.20480+00 7. 52940+00 1.12890+01 -6 9.60U0-01 6.98130+00 3.57240+01 3, 33930+00 3. 74190+00 5.25550+00 -5 3.55390+01 6.97630+00 1.03120+03 3. 24940+00 8.44530+00 5.67570+00 -4 9.97640-01 1.67570+00 2.67210+01 3.25170+00 3.29070+00 3.17920+00 -3 9.81230+01 1.80210+00 1. 76250+03 3,25730+00 6.04780+00 2.42310+01 -2 1.05550+00 3. 47350+01 ••• 2.44520+02 3.26570+00 2. 45270+01 9.21670+01 -1 4.41980+01 3.52990+01 2.37580+04 3.30520+00 7.96340+01 8.12060+02 0 9.93290-01 1.01730+00 1.00190+00 1. 35310+00 1.35420+00 1.35630+00 1 1.37650+00 1.02780+00 1.72600+03 1. 33700+00 1.40300+00 1.48190+00 2 9.96910-01 2.39160+00 1.01050+02 1. 33360+00 1.29920+00 3. 48700+01 3 1. 2!1310+02 2.20630+00 7.20430+02 1. 33130+00 4.22120+01 2.07220+01 4 9.91730-01 1.12920+00 1.08060+01 1.32060+00 1.66560+00 2.83520+00 5 5.59910+00 1.13360+00 4 .20340+02 1.35700+00 4. 53050+00 4.20730+00 6 9.89560-01 6.40690+01 1. 37540+01 1.29210+00 1.28040+00 9. 86240-01 7 1. 8 3080+03 •• 61550+01 1.78340+01 1. 32450+00 1.39980+00 9.13210-01 
TABLE 8.22 
THE MAGNITUDE OF THE GPAC 
OF MODEL SIX 
W = .3, N = 2000 
1 2 • • • 7 8 9 10 
----------------------------· ----------------------------------------------------
0 2.2473D-02 2.8819D-02 4.2170D-05 4.09400-01 1.70050-02 1.67020-03 
1 1.30420+00 2.95910-02 3.97770+01 4.09400-01 !5. HOl0-02 1.60790-02 
2 1.01600-02 1.33710+00 ••• 5. 73330-02 4.09420-01 2.14820-01 1. 43910+00 3 1.29620+02 1.3U70+00 2.69550+01 4.09420-01 1.28280+01 6.51790+00 
4 2.79060-02 l.UU0-01 1.0479D-02 4.06420-0l 1.97230-01 4.99530-01 
5 5.82680+00, 1.62380-01 1.17660+01 •.oe1ao-o1 1.21080+00 8.00560-01 
6 1.56780-02 6,57UO+Ol 3.27940-01 4.03160-01 1.70050-01 8.7362D-02 
7 1.83110+03 6. 53310+01 1.78680+01 4.02070-01 6.61680-02 1.69410-01 
8 7.81780-02 4.75740-02 3. 7081D-02 3. 94090-01 1.36380+00 1.86641)-01 
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TABLE 8.23 
THE MAGNITUDE OF THE C- TABLE 
OF MODEL SIX 
W = .3, N = 2000 
0 1 . .. . 6 7 • ' ------------------------------ ----------------------------------------------------_, 1.00000+00 2.23910-04 3.23050-04 1. 03620-04 1.1U2D-03 1.90700-05 
-6 1,00000+00 6.27580-03 2.24350-05 3.15970-04 4. 57420-03 5.H790-04 
-5 1.00000+00 1.07710-03 7.18710-05 2.158540-05 1.12560-02 4, 321510-04 
-4 1.00000+00 3.85970-02 2.37010-04 2.515260-03 2. 715960-02 2.19350-03 
-3 1.00000+00 2.97780-04 ••• 15.26810-05 9.50700-05 6. 764 70-02 1. 71000-04 
-2 1.00000+00 2. 9,3090-02 1,1515650-05 1.65820-03 1.65230-01 7. 91501 D-OC 
-1 '1.00000+00 2.24730-02 4.06160-03 4.16880-05 4.03590-01 l.l9115D-02 
0 1.00000+00 1.00000+00 9.91320-01 9.88570-01 t.85820-01 •• 18300-01 
1 1.00000+00 2.24730-02 4. 061150-03 4.16880-05 4.03590-01 l. 391150-02 
2 1.00000+00 ,2.93090-02 1.66650-05 1.65820-03 1.155230-01 7.96010-04 
3 1.00000+00 2.97780-04 6.26810-05 9. 50700-05 15,7154 7D-02 1.71000-04 
4 1.00000+00 3.85970-02 2.37010-04 2.515260-03 2. 715960-02 2.19350-03 
5 1. 00000+ 00 1.07710-03 7.18 710-05 2.158540-05 1.12560-02 4. 3261 o-oc 
6 1.00000+00 6.27580-03 2.24350-05 3.15970-04 4.57420-03 5.23 790-04 
7 1.00000+00 2. 23910-04 3.23050-04 1.03620-04 l.IIU20-03 11.90700-05 
TABLE 8.24 
THE SVD OF MODEL SIX 
N = 2000 
-------------------------------------------------------------------------------
1 1.87370+00 1.14590+00 1. 79510+00 1. 74330+00 1. 53360+00 1.51980+00 
2 l. 72-530+00 1.68310+00 1.67710+00 1. Cll580+00 1, 40540+00 1.)9440+00 
3 1.156400+00 1.65050-tOO 1. 42740+00 1. ]6730+00 1. 33520+00 1.3lUDotOO 
4 1.62420+00' 1.39870+00 1.35510+00 1.32360+00 1.3118Dot00 1.30480-tOO 
5 1.30600+00 1.28070+00 1.27120+00 1.27000+00 1. 26760+00 l. 26 240+00 
6 1.24300+00 1.24100+00 l. 2 3910+00 1.23910+00 1.23390+00 1.19590+00 
7 1.20290+00 1.20010+00 1.19130+00 1.17970+00 1.17360-tOO 1.17l1D-t00 
8 1.18820+00 1.17870+00 1.1 7410+00 1.17290+00 1.17040+00 4.76020-01 
9 7.35110-01 7.27120-01 7.15290-01 7.08060-01 7.89560-02 7,35040-02 
10 7.09280-01 7.03300-01 7.01530-01 7.76660-02 6.90620-02 1.90500-02 
11 6.96260-01 6.95220-01 7.09040-02 6. 28670-02 5.64070-02 5.42450-02 
12 6.94090-01 7.p854D-02 6.28670-02 5.48490-02 5.30560-02 5.16650-02 
1 
TABLE 8.25 
THE S ARRAY OF MODEL ONE 
W = .5, N = 500 
2 3 4 5 
-------------------------------------------------------------------
-7 -1. 04680+00 4. 531 50+00 -1. 36080+01 1.82910+01 -8.09210+00 
-6 2.55260+01 4.51790+00, 1.06H0+01 e.0236o+oo 4.S3U0+01 
-5 -3.22550+00 4.47U0+00 1.en6o-01 -S.U790+00 3.61920+00 
-4 -2. 591 00+00 4.58220+00 5.55510+00 '-6. 02880+00 -e.23U0+01 
-3 -2.3U80+00 4. 27920+00 -2.38750-01 l.e5850+01 -9.23620+00 
-2 -2. 20810+00 4.60300+00 -2.16090+01 2.01280+01 -1. 92180+01 
-1 -2.0e2S0+00 5.7U20+00 1.42760+01 2.04U0+01 -2.3U10-:-03 
0 -1.91540+00 2.86240+00 -2.38430+00 2.6U20+00 -2.70120+00 
1 -1. 82780+00 3.35120+00 -4.57760+00 2.67810+00 4.03040+01 
2 -1. 74360+00 3.60250+00 1.e7080-01 1.907:z0+00 1. 61740+00 
3 -1.62850+00 3.33520+00 -1.88400+00 1.81220+00 -2, 2U60+00 
4 -1.4U30+00 3.43800+00 -1,4%380-01 2,44e70+00 3.67U0+00 
5 -9.U30D-01 3.36400+00 -2.36750+00 2. 31660+00 -2.66250+00 
6 -2.23710+01 3.37260+00 -5.04870+00 3.19180+00 2, 77 300+01 
7 -2.SUS0+00 3.36750+00 -8.11100-01 3.49490+01 -6.15780+00 
TABLE 8.26 
THE GPAC OF MODEL ONE 
W = .5, N'= 500 
1 2 3 4 5 
-------------------------------------------------------------------
0 -t .15350-01 -4.uno-01 1.67020-01 -1,31650-01 -1,12830-03 
1 -8.27780-01 -7,21050-01 -2.1114D-01 -1.33050-01 2.09720+00 
2 -7,43630-01 -I.U85D-01 8,25450-01 -9,73810-02 1. 75110-0l 
3 -6.28550-01 -7.27870-01 3.U140-01 3.00UO-Ol -2, 48880-02 
4 -4.49330-0l -7,67520-01 7.U220-01 4.15350-0l -1.01660+00 




THE C-TABLE OF MODEL ONE 
N = 500 


















8 1. 00000+00 
1 4 .15440+01 
2 1.35630•01 
3 1. 4S67D+00 
4 4.1818D-01 
5 2.1746D-01 
-2.oueo-o1 -1.12470-02 -1.!'7210-01 5.15920-08 
1.28200-01 -1.5211D-02 -1.1117'70-05 2.25640-08 
-s.nuo-oJ -2.0U80-02 3.14'740-05 1.29300-07 
-1.59130-01 -2. '74480-02 1.41480-04 5.03UD-07 
3.54160-01 -l.S762D-02 1.e611o-oc -1.21260-06 
-5.63450-01 -4, 9132D-02 5.80020-04 4.03410-06 
'7. 57710-01 -5.83620-02 7.02670-04 4.14260-05 
-9.15350-01 -8.01630-02 -3.31710-0] 3.11350-04 
1.00000+00 -1.12130-01 -1. tlll0-02 2.36500-03 
-9.153So-01 -8.01630-02 -3.31710-03 3.11350-04 
'7 .57710-01 -5 .u62o-02 7. 02670-04 4.14260-05 
-5.63450-01 -4.91320-02 5.80020-04 4.03410-06 
l. 54160-01 -3.57620-02 1.911710-04 -1.2UID-06 
-l.SUJ0-01 -2.74480-02 1.41480-04 5.03160-07 
-5. 9991D-Ol -2.04380-02 l.UH0-05 1.29300-07 
1.28200-01 -1.52110-02 -1.11770-05 2.25540-08 
-2.04290-01 -1.12 4 70-02 -1.57210-06 5.65920-08 
TABLE 8.28 













































THE S ARRAY OF MODEL TWO 
W = 0, N = 500 
3 4 5 1 2 
-------------------------------------------------------------------
-7 -1.11950+00 '4.4!1180+00 -1.23390+00 
2.19710+04 1.16870+00 
-6 7.86280+00 4. 50880+00 -3.28000-01 
1.04140+01 -6.70580+00 
-5 -3. 33680+00 4.51890+00 -1.07HO+Ol 
1.05350+01 -4.87900+00 
-4 -2.61640+00 4 .55830+00 -5.30860+00 
1.35050+01 -1.76300+02 
-3 -2. 35690+00 4.56710+00 1.99480+01 
4 .32330+01 3.11360+01 
-2 -2.19540+00 4.51650+00 -3.60520+01 
9.547!10+01 -9.30190+00 
-1 -2.06240+00 4.18620+00 -1.21600+01 
3.22980+01 _,. 77790+01 
0 -1.94130+00 3.61990+00 -5.15420+00 6.13300+00 
-6.54340+00 
1 -1. 83650+00 3.37990+00 -3.82390+00 4.38200+00 
1.77250+00 
2 -1.73700+00 3 .34410+00 -2.72730+00 1.64210+01 
-4.11590+00 
3 -1.61870+00 3. 35170+00 -2. 39970+01 '. 68770+00' 
-1.28350+01 
4 -1.42790+00 3. 39160+00 -5.87960+00 1.18520+01 
6.70370+00 
5 -8.87170-01 3. 41310+00 2.67130-01 
7.77100+00 1.36100+01 
6 -9.36520+00 3 .40490+00 -7.52620+00 
7.52630+00 -3.46160+00 
7 -2.55630+00 3.42050+00 -7.52400+00 1.05340+04 
-7.81340+00 
TABLE 8.30 
THE GPAC OF MODEL TWO 
W = 0, N = 500 
--------~------------2 3 4 5 ---------------------------------------------
0 •1.41210-01 •I.I472D•01 -4, 2JU0-01 -1.19190-01 -1.11200-02 
1 -8. 36510-01 -7.48330-01 -1.06070-01 -4.5897D-02 1. 90550-01 
2 -7.31950-01 -7.32370-01 1.31720-01 -3, 7t82D-01 1.28880-01 
3 -1.1868D-Ol -7.35300-01 -4.52050+00 -7.17350-01 -7.28020-02 
4 -4.2793D-01 -7.5054D-01 -5.45810-01 -1.12500+00 1.37400+00 

















THE C-TABLE OF MODEL TWO 
N = 500 
0 1 2 3 4 5 
1.00000+00 -2.25U0-01 -1.32100-02 -3.38280-0S 5.50220-08 8.9U20-11 
1.00000+00 1. 45000-01 -1.71130-02 3.702VD-05 4.30400-11 2.29250-10 
1.00000+00 -1.73330-02 -2.25750-02 -4.05100•05 1.54280-07 5.87350-10 
1.00000+00 -1.53620-01 -2.t8220-02 -4,17410-05 2.06760-07 2.81400-10 
1.00000+00 3.5899D-01 -1.n:uo..:o2 9.11320-05 1.83780-07 2.10630-10 
l.OOOOD+OO -5.8026D-01 -S.U38D-02 -2.01600-05 2.56190-07 -2. 8!1310-09 
1.00000+00 7.87380-01 -7.37850-02 -1.47Uo-04 6. HSOo-07 -2.24480-08 
1.00000+00 -9.41260-01 -1.86000•02 1.39020-03 1.46960-05 -1.17810-07 
1.00000+00 1.00000+00 -1.14030-01 -3.27990-03 7.73940-05 1. 76040-06 
1.00000+00 -9.41260-01 -9.86000-02 1.39020-03 1.46960-05 -l.178lo-o7 
1,00000+00 7.87.'U0-01 -7.37850-02 -1.47450-04 6.H500-07 -2.2ueo-o8 
1.00000+00 -5.80260-01 -5. 4038o-o2 , -:z.ouoo-05 2.56190-07 -2.19310-09 
1.00000+00 3.58990-01 -3.97340-02 9.11320-05 1.83780-07 2.10630-10 
1.00000+00 -1.53620-01 -2.98220-02 -4.97410-05 2.06760-07 2.89400-10 
1.00000+00 -1.73330-02 -2.25750-02 -4.05100·05 1.54280-07 5. 87350-10 
1.00000+00 1. nooo-01 -1.71130-02 3.70290-05 4. 30400-11 2.29250-10 
1.00000+00 -z. 2566o-o1 -1, 3.'.U00-02 -3.38280-05 5.50220-08 8.94420-ll 
TABLE 8.32 
THE SVD OF MODEL TWO 


































THE S ARRAY OF MODEL THREE 
W = .5, N = 500 
1 2 3 4 
-7 1. 70290+01 2.17990+00 4.62590-01 3.85600-01 
-6 -1. 09350+00 2.20790+00 -6.07330-01 2.97900+00 
-s 1.15900+01 2.18770+00 -8.17410+00 6.64620+00 
-4 -1.10320+00 2.23370+00 -1. 21740+00 1.35580+00 
-3 1.08930+01 2.21280+00 -1. 47630+00 -1. 01090+02 
-2 -1.08990+00 2.20710+00 -6.70300+01 2.04090+01 
-1 1.25860+01 2.04400+00 3.45410+00 8.28940+00 
0 -9.26390-01 1.69430+00 -1.13670+00 1. 31740+00 
1 -1. 21270+01 1.80940+00 -1. 86630+00 1.59620+00 
2 -9.15920-01 1.80480+00 3.64610+00 -2 .19240+00 
3 -1. 06900+01 1.81890+00 2.22440+00 2.50240+01 
4 -51.20570-01 1.15700+00 -2.55530+00 3.12830+00 
5 -1.16950+01 1.87140+00 7.151150-01 4.12370-01 
6 -9.44540-01 1.89520+00 -3.28300-01 -5. 7094o-o1 
7 -1.67010+01 1.87540+00 1.25590+00 -5.91760-01 
TABLE 8.34 
THE GPAC OF MODEL THREE 
W = .5, N = 500 
1 2 
0 7.36070-02 -8.28930-01 
1 -1.11270+01 -8.19790-01 
2 8.40810-02 -8.15620-01 
3 -9.68960+00 -8.14320-01 
4 7.94250-02 -8.48830-01 








































TABLE .8. 35 
THE C-TABLE OF MODEL THREE 
N = 500 
0 1 2 3 5 
-8 1.0000D+00 C.UUD-01 •2.4USD·01 •4 .1292D,..03 5.917SD-05 1.6912D-06 
-7 1.0000D+00 -3.1U9D-02 •2.8079D-01 -3. 3620D-03 -4 .121!10-05 1.53650-08 
. -6 1.0000D+00 -5.66830-01 -3.22960·01 -4. 73710•03 2.7U80-05 1.91340-06 
-5 1.0000D+00 5.29980-02 -3.81040-01 -4.00050·03 2,01100-0t 7.13600-06 
-4 1.00000+00 6.6727D-01 •4,48890-01 1.27970•02 4.27250-04 -1.39000·05 
-3 1.00000+00 -6.88640-02 -5.51250'-01 7.00380-03 2.3149D-05 6.50360-05 
-2 1.00000+00 -8.19020-01 -6.75860-01 2.13590•03 1.06740•03 -2.90330-04 
-1 1.00000•00 7.3607D-02 -8 .2444D-D1 -1. OUSo-01 1.36480•02 1.21780-04 
0 1.00000+00 1,00000+00 -1.14580-01 . -3.09490-01 8.58710-02 2. 32270-02 
1 1.00000+00 1. 36070-02 -8.24440-01 -1.01850-01 1.36480-02 9.2878D-04 
2 1.00000+00 •8.19020•01 -6.75860-01 2.83590-03 1.06740-03 -2.10330-04 
3 1.00000+00 -6.88640-02 -5.51250-01 7 ,00380•03 2.31490•05 I.S036D-05 
4 1.00000+00 1.67270-01 •4. 48890-01 1.27970·02 4.21250-04 -1. UOOo-05 
5 1.00000+00 5, :U980-02 -3,81040-01 -4.00050-03 2.01100•04 '7.13600-06 
6 1.00000+00 -5.66830-01 •3. 22160-01 -·. 73710-03 2.78380-05 1.91340-06 7 1.00000+00 -3.14390-02 -2.80710-01 -3.36200-03 -4.12190-05 1.53650-08 • 1.00000+00 4, 93620-01 -2.44450-01 -4.82120-03 5.91750·05 1.69620-06 
TABLE 8.36 
THE SVD OF MODEL THREE 


































THE MAGNITUDE OF THE s ARRAY 
OF MODEL FOUR 
w = . 3. N = 500 
1 2 3 4 4 
-------------------------------------------------------------------
-7 1.10110+00 1.71360+00 4;60870+00 8.13220+00 1.31330+00 
-6 1.27610+00 1. 54540+00 2.82170+00 ],05720+00 2.22210+00 
-5 1.1691D+00 1.Ut3D+00 3.2312D+00 3.17UD+00 3. 7555D•OO 
-4 1.16300+00 2.24020+01' 3.22250+00 7. 56010+00 t. 7U2D+00 
-3 1.29UD+00 2.91420+00 3.2131D+00 t.U26D+00 1,079SD+02 
-2 1,0711D+00 2.37330+00 3 ,12420+00 8.55460•01 1.74680+02 
-1 1.42970+00 2.19610+00 7 .88940+00 9.42960+00 9, 4071D+00 
0 1, 0386D+00 l.U25D+00 1.7977D+00 2.05510+00 1.75930+00 
1 1.32010+00 1.60640+00 2. 882lD•00 2.7105D+00 2.60380+00 
2 1.09190+00 1.U970+00 2. 73660+00 3.19980+00 2.50260+00 
l 1.18870+00 1,20340+00 2.69710+00 2.58660+00 3.43610+01 
4 1.18220+00 1.60620+01 2.70560+00 5.60440+01 2.50350+01 
5 1.09!110+00 2.16280+00 2. 74360+00 4.99870+00 5.59070+00 
6 1, 27460+00 2.07670+00 2. 32790+00 2.39600+00 1. 32140+00 
7 1.07390+00 1.92260+00 2 .69610+00 7,36380+00 1.24750+00 
TABLE 8.38 
THE MAGNITUDE OF THE GPAC 
OF MODEL FOUR 
W = .3, N = 500 
1 2 3 4 5 
-----------------------~-~----------------------------------------
0 7.26UD-01 7.66120-01 2. 27860-01 2.17940-01 1.17020-01 
1 1.22450+00 6.76880-01 9.22570-01 3.16850-02 1.49060-02 
2 1.4SS2D-01 t.I24SD-Ol 8.51700-01 3.39230-01 2.31830-02 
3 1.02210+00 5.31161:1-02 8.3693D-01 3.42U0-01 3.51910+00 
4 1.01110+00 1. 40t90+01 8.37310-01 1. 7U3D+Ol 6.66630+00 
5 8.61410-01 1.72300+00 t. 7234D-01 1.63500+00 2. 51600+00 
73 
TABLE 8.39 
THE MAGNITUDE OF THE C-TABLE 
OF MODEL FOUR 
W = .3, N = 500 
0 1 2 3 s 
--------------------------------------------------------------------------------
-· 1.00000+00 1.2120D-01 1.85240-01 4.U30o-03 1. 3S79D-04 1.U93D-OS -7 1.00000+00 7. 751SD-01 1.81550-01 5.67740-03 1.09290-04 1.15210-05 -6 1.0000D+00 6.19610-01 1.54180-01 1.12400-02 l.UH0-04 1.14510-05 
-5 l.OOOOD+OO 7. 77 U0-01 8.9483D-02 1.1560D-02 2.40800-04 4.55120-06 
-4 l.OOOOD+OO 7.68770-01 I. 34690-03 1. 38060-02 l.:US70-05 1.82720-07 
-3 1.00000+00 7. 52130-01 1.1816D-01 1.UUD-02 3.99160-0S 1.94000-07 
-2 1.0000D+00 8.89540-01 2.4491D-01 1.U68D-02 1.17660-04 •• 3683D-06 
-1 1.00000+00 7. 26440-01 3.61820-01 2.09930-02 3.71360-03 5.11420-04 
0 1.00000+00 1.0000D+00 4.72280-01 9. 2132o-02 1.70400-02 3.00180-03 
1 1.00000+00 7.26Uo-01 3. fil82o-01 2.09930-02 3. 71360-03 5.61420-04 
2 1.00000+00 8.19540-01 2.44910-01 1.9368D-02 1.17660-04 8.36830-06 
3 1.00000+00 7.52130-01 1.18160-01 1.64950-02 3.99160-05 1.14000-07 
4 1.00000+00 7.68770-01 6.34610-03 1.38060-02 1. 36570-05 6.82720-07 
5 1.00000+00 7.77340-01 8.94830-02 1.15600-02 2.40800-04 4. 55120-06 
6 1.00000+00 6, 61610-01 1.54180-01 1.12400-02 3.U73D-04 1.1C51o-05 
7 1.00000+00 7.75150-01 1.81550-01 5 .& 77 40-03 1.092to-04 1.15210-05 
8 1.00000+00 6.26200-01 1.85240-01 4.63300-03 1.35710-04 1.14130-05 
TABLE 8.40 
THE SVD OF MODEL FOUR 
N =500 
-------------------------------------------------------------------------------
1 5.99t0D+01 5.8152D+Ol S.6211D+01 S.U07D+01 5.20620+01 4.t821D+Ol 
2 3.87140+00 3.85600+00 3.12080+00 3.18430+00 3.5548D+00 3.23110+00 
3 3.55520+00 3.38640+00 2.15850+00 2. 76140+00 2. 37010+00 2. 23360+00 
4 2.82860+00 2.24070+00 1.U620+00 1. 34280+00 1.00780+00 6.57780-01 
s 7.7211D-01 ., • 4'729D-01 5.26580-01 4.tt4t0-01 3.85980-01 2.33180-01 
6 7.1029D-01 4.82880-01 4.60680-01 3.27820-01 2.18870-01 1.60200-01 
7 3.t392D-01 3.92800-01 2. 336to-01 1.67600-0l 1.07290-01 5.95810-02 
8 3.92370-01 1.8307D-01 1. 45790-01 9. OOtBD-02 5.38580-02 4. 81740-02 
TABhE 8.41 
THE S ARRAY OF HODEL FIVE 
W = .5, N = 500 
1 2 3 • s 
~ 
-7 -1. 61410+00 3.95080+00 -4.04550+00 4.85520+00 3.78950+01 
-6 2.46900+00 3.46730+00 1.17100+01 -8,79190-01 -1. 07950+00 
-5 -1. 85980+00 2.69480+00 2.07340+00 1.52190+00 -1. 02290+00 
-4 -1.57250-01 5.06110+00 3.54740-01 I .65740-01 -2.09770+01 
-3 -5.48410+00 4,90860+00 -4.35750-01 4. 82810+00 -1,. 30490+01 
-2 -1.13630+00 3.62440+00 -1.11770+01 9.12740+00 -1.05000+01 
-1 1.33310+01 2.72190+00 3.60700+00 4.51860+00 8.74920+00 
0 -9.30220-01 1.41320+00 -1. 01540+00 1.30970+00 -1.13910+00 
1 -·. 33440+00 1. 78160+00 -2. 35510+00 1.72750+00 -3.0324o ... oo 
2 -1.22300+00 1.59140+00 2.17480-01 1.65380-01 -6.91270-01 
3 1.86590-01 2.23240+00 -1.50460-01 4.35510-01 -5.65710-01 
4 -2 .16300+00 2. 29700•00 -6.67560-01 5.47760-01 -1. 56880+00 
5 -7.11730-01 1.53520+00 -1.24800+00 -9.18780-01 -1.82830+00 
6 -2 .62840+00 1.61750+00 -1.13180+01 3. 31740+00 -3. 39620+00 
7 -9.56690-01 2.64790-01 -5.53240-01 3.83130+00 -4.51190+00 
TABLE 8.42 
THE GPAC OF HODEL FIVE 
W = .5, N = 500 
1 2 3 • s 
0 1.97800-02 

















-3.24210-01 -3.42540-02 -5. 2973o-o2 
-4.41090-01, -6.54160-01 -2.69680-02 
-8.52390-01 -3.37720-01 -1.53370+00 




THE C-TABLE OF MODEL FIVE 
N = 500 
0 1 2 3 4 s 
-8 1.00000+00 3.52290-02 1.30300-03 2.13990-04 2.38660-04 9.48800-0S 
-7 1.00000+00 6.95280-02 -1.93060-03 -3.70670-04 4.06300-04 8.75090-05 
-6 1.00000+00 8.24180-02 -1.69190-02 -3,02350-03 5.55760-04 -7.37790-05 
-5 1.00000+00 -1.45640-01 -1.91930-02 7.04700-04 1.30920-03 •2.t0500-04 
-4 1.00000+00 \ 2.44870-02 -1.57070-02 8.14680-03 2. 72860-03 9. 30730-04 
-3 1.00000+00 1.03730-01 -2.32480-02 3.33650-02 1.14780-02 1. 32990-03 
-2 1.00000+00 -5.09980-01 -2.54750-01 1.03890-01 6.45U0-02 -1.75320-02 
-1 1.00000+00 5.13730-02 -5.12620-01 -1.69350-01 2.04290-01 5.26530-02 
0 1.00000+00 1.00000+00 -9.97360-01 -7.31950-01 5.08410-01 2.96130-01 
1 1.00000+00 5.13730-02 -5 .12620•01 -1.69350·01 2.04290-01 5.26530-02 
2 1.00000+00 -5. 09Uo-o1 -2.54750-01 1.03890-01 6.45460-02 -1.75320-02 
3 1.00000+00 1.03730-01 -2.32480-02 3.33650-02 1.14780-02 1. 32990-03 
4 1.00000+00 2.44870•02 -1.57070•02 8.14680-03 2.72860-03 9.30730-04 
5 1.00000+00 •1.45640-01 -1. 91930·02 7.04700-04 1. 30920-03 -2.80500-04 
6 1.00000+00 8. 24180-02 -1.69190-02 -3.02350•03 5.55760-04 -7.37790-05 
7 1.00000+00 6.95280-02 -1. 9306D-03 -3.70670-04 4.06300-04 8.75090-05 
8 1.00000+00 3.52290-02 1. 30300-03 2.13990-04 2. 38660-04 9.48800-05 
TABLE 8.44 
THE SVD OF MODEL FIVE 






































THE s ARRAY OF MODEL ONE 
w = . 5, N = 200 
1 2 3 4 !5 
-------------------------------------------------------------------
-7 -1.53100+00 4.55270+00 -2. 41170+03 1. 33370+01 7.32460+00 
-6 -7.79170-01 4.05360+00 4.70120-01 2.15830+00 -2.08740+00 
-s -8.06050+00 4.17160+00 -1. 88560+00 2.14770+00 4.22650+01 
-4 -2.91330+00 4.30950+00 -4.28210+00 3.72260+00 -2.00060+01 
-3 -2.44720+00 4.30760+00 -1.16100+02 -8.76600+01 1.61480+01 
-2 -2 .24160+00 4 .24310+00 8.89210+01 9.12590+02 -3.14530+01 
-1 -2.10620+00 5.80600+00 8.37230+00 1.99040+01 4.06410+01 
0 -1.90400+00 2.83310+00 -2 .11680+00 2.36170+00 -2.23UD+00 
1 -1.80540+00 3.58480+00 -3.36510+00 3. 33450+00 -9.08150+00 
2 -1. 69100+00 3.52560+00 -3.65940+00 -2.54410+02 4.42350+00 
3 -1.52270+00 3.52360+00 5,91360+02 1.95890+01 -3.64000+00 
4 -1.14160+00 3, 78410+00 2.94430+00 2.96270+00 -2.72290+00 
5 3.52830+00 3. 56940+00 -3.61510-01 2.86120+00 9.90190+01 
6 -2.88330+00 3. 47860+00 -3.48450+00 3.36580+00 -2.59970+00 
7 -2.30880+00 3.47790+00 6. 05260+02 7.33350+00 -5.05670+00 
TABLE 8.46 
THE GPAC OF MODEL ONE 
W = .5 , N = 200 
1 2 3 4 5 
------------------------------------------------------------------
0 -9.04030-01 -4.87960-01 
1 -8.0541D-01 -1.44850-01 
2 -6.9097D-01 -1.11460-01 
3 -5.22670-01 -8.1763D-01 
, 4 -1.41630-01 -9.07270-01 















THE C-TABLE OF MODEL ONE 
N = 200 




















2 1. 81380+01 
3 1. 34270+00 
4 5.09530-01 
5 2.86870-01 
-4.15690-01 -2.3U7D-02 -2. 45750-04 2. 58060-06 
3.17610-01 -3.07710-02 -1.837t0-06 1.01590-05 
-1.686 50-01 -4.02720-02 1.27210-03 4.02570-05 
-3.72440-02 -4.57350-02 1.65430-03 3.03680-05 
2.62960-01 -s.ouoo-02 1.05940-03 2.20140-05 
-5.03110-01 -6.16530-02 7.67160-06 4.18330-06 
7.28120-01 -7.53280-02 -2.43390-04 1. 44140-06 
-9.04030-01 -8.91610-02 -6.43150-03 3.944!10-04 
1.00000+00 -1.82720-01 -2.54370-02 3.31490-03 
-9.04030-01 -8.91610-02 -6.43150-03 3.94490-04 
7.28120-01 -7.53280-02 -2.43390-04 1.44140-06 
-5.03110-01 -6.16530-02 7.67160-06 4.18330-06 
2.62960-01 -5.ouoo-02 1.05940-03 2.20140-05 
-3.72440-02 -4.57350-02 1. 55430-03 3. 03680-05 
-1.68650-01 -4.02720-02 1.27210-03 4.02570-05 
3.17610-01 -3.07710-02 -1.83790-06 1.01590-05 
-4 .15690-01 -2.34970-02 -2.45750-04 2. 58060-06 
TABLE 8.48 















































THE s ARRAY OF MODEL TWO 
w = 0, N = 200 
• 
1 2 3 4 5 
-------------------------------------------------------------------· 
-7 -1.45220+00 4.14920+00 -5.20420+00 4.41210+00 -5.63450+00 
-fi -4.98270-01 4.15770+00 -7 .11270+00 1. 37250+01 8.28440+00 
-5 -5.28140+00 4.15850+00 -1.05240+01 -3.50850+01 -2.15800+01 
-4 -2.75430+00 4.15260+00 3.76660+00 1.14150+01 -2.31400+00 
-3 -2.37230+00 4 .17470+00 -7.04340+00 8.44870+00 8.67420+01 
-2 -2.11010+00 4.11480+00 -1.17310+00 1, 32U0+02 2.37120+01 
-1 -2.06070+00 4.17810+00 -1. 53060+02 1.11130+02 7.57240+01 
0 -1,,14280+00 3.fi306D+OO -3.71880+00 3.84660+00 -3.66070+00 
1 -1.84030+00 3.61730+00 1.41320+00 1.07180+00 -1.58580+00 
2 -1.72870+00 3.63640+00 -8. 91140+00 1.04420+01 -4.13280+00 
3 -1.57000+00 3.66210+00 -1. 73610+00 4 .53540+00 1.71320+00 
4 -1.23310+00 3.65110+00 -6.03110+00 6.75730+00 -1. 43460+01 
s I.UllD-01 3.64850+00 -a. 78Uo+OO 3. 76700+01 1.16440+01 
fi -3. 21120+00 3.64150+00 -1.81480+01 -3,, 01350+01 -2.15450+01 
7 -2.37220+00 3.67110+00 -4 .17 800+00 4. 40360+00 -3. 83630+00 
TABLE 8.50 
THE GPAC OF MODEL TWO 
W = 0, N = 200 
1 2 3 4 s 
-----------------------------------~--------------------------·---
0 -1.427fiD-01 -8.68710-01 -2.42170-02 -3.UU0-02 4.83420-02 1 -8.4028D-01 -8.12330-01 1.20380+00 -1.85040-02 •• 68780-02 2 -7.28720-01 -8.71060-'01 -1.27660+00 -1.2 3600+00 4.76450-02 3 -5.70030-01 -11.8187D-01 4.61140-01 -3.97 320-01 7. 49070-01 4 -2.33l3D-01 -8.78170-01 -s. 7314o-01 1.!12600-01 -6.64710-01 5 l.IU10+00 -8.77530-01 -1.23500+00 -2.74470+00 -1. 40560+00 . 
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TABLE 8.51 
THE C-TABLE OF MODEL TWO 
N = 200 
0 1 2 3 4 5 
-J 1.0000D+00 -4.UUD-01 -31,t031D-02 -4.0U5D-05 -J.UUD-08 -1.1'7UD-10 
-7 1.0000D+00 J, JB11D-01 -4.U71D-02 1.2887D-0. J,UUD-07 -9.27280-10 
-6 1.00000+00 -1.52t0D-01 -4.13180-02 -3.6!156D-05 -5.05000-08 2.42500-10 
-5 1.00000+00 -7.67U0-02 -5.62010-02 2.tU40-05 -1.83190-08 -1.72530-10 
-4 1.00000+00 3.21070-01 -6.19180-02 -5.22100-05 t. 5Sl1D-08 2.59530-10 
-3 1.00000+00 -s. 7728o-Ol -7.25710-02 -1.1322D-04 2. 40440-07 3.46470-10 
-2 1.00000+00 7. !1218D-Ol -8.33140-02 a.l6uo-os 1.94530-07 7.27190-09 
-1 1.00000+00 -t.4276D-01 -1.66150-02 7.316760-05 2.83970-06 1.0873D-07 
0 1.00000+00 1.00000+00 -1.11210-01 -3. 031230-03 8.263150-05 2.2492D-06 
1 1.00000+00 •9.42760-01 •1.66150-02 7.36760-05 2.83970-06 1.087!0-07 
2 1.00000+00 7. 92180-01 -8.33140-02 1.16890-05 1.94530-07 7. 271 :.>-09 
3 1.00000+00 -5.77280-01 -7.25710-02 -1.13220-04 2.40440-07 3.U470-10 
4 1.00000+00 3.29070-01 -6.319910-02 -5.22100-05 !1. 55310-08 2.595310-10 
5 1.00000+00 -7.67160-02 -5.62010-02 2 .9924D-05 •1. 83990-08 -1.72530-10 
6 1.00000+00 -1.52900-01 -4.93180-02 -3.U560-05 -5.05000-08 2.42500-10 
7 1.00000+00 31.318110-01 -4.33780-02 1.28870-04 3.48490-07 -!1.27280-10 
8 1.00000+00 -4.63940-01 •3.!10380-02 -4.03450-05 -3.84650-01 -1.1734D-10 
TABLE 8.52 



































THE S ARRAY OF MODEL THREE 
W = .5, N = 200 
1 3 s 
-7 2.00550+01 2.141110+00 -11.27420+00 3.80260+01 -1. 42430+01 
-6 -1. 03660+00 2.20200+00 -4.64320+00 1.61400+01 -8.25360+01 
-s 3.24160+01 2.25770+00 -9.28380-02 7.05350-01 1.57100-01 
-4 -1.06900+00 2.30900+00 -7.18840-01 9.31820-01 -4.72970+00 
-3 1. 74990+01 2.27780+00 1.36650+00 5.04760+00 7.20080+00 
-2 -l. 07060+00 2.23440+00 -l. 02640+01 1.65730+01 -1.44030+01 
-1 1.64190+01 2.09350+00 4.61120+00 8.51150-tOO 3.22730+01 
0 -9. USi0-01 1. 71460+00 -1.25490+00 1.4'7200+00 -1.40780+00 
1 -1.51620-t01 1.81620+00 -2.28150+00 1.77900+00 -4. 34930+00 
2 -9.45940-01 1. 78480-tOO -6.77320-01 -6.55470-01 1.98530-01 
3 -1.54970+01 1.80640+00 8.32910-01 -3.37700-01 -5.02400+00 
4 -9.70070-01 1.84240+00 7. 71830-02 4.03420+00 -1.9 3280+00 
5 -2.82960+01 1.79980+00 -3.50320+00 3.52350+00 -3.55380+00 
6 -9.52510-01 1.84190+00 -2.50980+00 2.85890+00 2.14640+01 
7 -1.90480-t01 1.85860+00 -2.23610+00 3. 58430+01 1.63060+00 
TABLE 8.54 
THE GPAC OF MODEL THREE 
W = .5, N = 200 
1 2 3 4 5 
------------------------------------------------------------------
0 5.7407D-02 -1 .1901D-01 2.61080-01 -1.72940-01 4. 36200-02 
1 -1. 41620+0 1 -8 ,12820-01 -2.22290-01 -1. 07 340-01 -3, Olll80-01 
2 5.4056D-02 -7.83570-01 4.95670-01 1. 29860-01 -2.75700-02 
3 -1. 44970+01 -7. 8234D-01 1.15870+00 3.62410-01 -1.06220+00 
4 2.99260-02 -8.16060-01 8.31380-01 -s. 71Uo+oo 2.25510-tOO 
5 -2.72960+01 -1.17370-01 -7.54470-01 -2.18310-01 -4.30580-02 
TABLE 8.55 
THE C-TABLE OF MODEL THREE 
N = 200 
0 1 2 3 4 5 
--------------------------------------------------------------------------------
-8 1.0000D+OO 4. U10D-01 -1.99510-01 -3.75210-04 3. 31780-05 l.U71D-Oii 
-7 1.00000+00 -2.47170•02 -2.32770-01 2.12980-03 •• 16870-06 1, 66130•06 
-6 1.00000+00 -5.20420-01 -2.71310-01 -7.02130·03 1.01650-04 1.l0240-06 
-5 1.00000+00 1. 90660-02 -3.31930-01 '· 30620-03 4.t7700-04 -2 .UOl0-05 
-4 1.00000+00 6.37110-01 -4.06740-01 1.11940-02 8.70190-05 -1.13530-05 
-3 1,00000+00 -4.39U0-02 -5.19910-01 9.66080-03 -2.40120-04 1.06880-05 
-2 1.00000+00 -8.13010-01 -6.61510-01 1.94900-02 1.84910-03 -3.87650-04 
-1 1.00000+00 5,7407D-02 -8.16310-01 -a. 76770-02 1. 72260-02 1.28370-03 
0 1.0000D+OO 1.00000+00 -9.96700-01 -3.27060-01 9.96080-02 2.94290-02 
1 1,00000+00 5.74070-02 -8.16310-01 -a. 7677o-o2 1.72260-02 1.28370-03 
2 1.00000+00 -a ,13o1o-01 -6.63510-01 1.94900-02 1.84910-03 -3.87650-04 
3 1.00000+00 -4.39480-02 -s .19uo-o1 9. 66080-03 -2.40120-04 1.06880-0S 
4 1.00000+00 6.37110-01 -4.06740-01 1.11940-02 8.70190-05 -1.13530-05 
5 1.00000+00 1.90660-02 -3.31930-01 9.30620-03 4.97700-04 -2.56010-05 
6 1. 0'0000+00 -5. 2042o-01 -2. 71310•01 -7.02130-03 1. 08650-04 1.10240-06 
7 1.00000+00 -2.47170-02 -2.32770-01 2.12980-03 8.16870-06 1.66130-06 
8 1.00000+00 4.46100-01 -1.99510-01 -3.7 5210-.04 3. 31780-05 1.63710-06 
TABLE 8.56 
THE SVD OF MODEL THREE 








































THE MAGNITUDE OF THE s ARRAY 
OF MODEL FOUR 
w = . 3' N = 200 
1 2 3 c 5 
-------------------------------------------------------------------_, 
1.22880+00 1.23410+00 3.17010+00 3.1'7370+00 c .12560+00 
-s 1.22640+00 7 .19610+01 3.53000+00 .... 050+00 3. 31860+01 
-4 1.10750+00 3.17260+00 3.56010+00 1.51380+01 3.01640+00 
-3 1. 41880+00 2.51110+00 3.16400+00 3.15570+00 2.02930+01 
-2 1.02910+00 2.26790+00 3. 38920+00 6.26690+01 2.01520+01 
-1 1.64510+00 2.16790+00 9.64250+00 1. 33300+01 1.07860+01 
0 9,96210-01 1.69660+00 1. 79770+00 1.17510+00 1.7188r>>OO 
1 1.46550+00 1.64810+00 2.66670+00 3.00400+00 2. 03311~•00 
2 1.04180+00 1.54830+00 2.94060+00 6.76510+00 2.03570+00 
3 1.26360+00 1. 42400+00 2.39170+00 2.35150+00 1.15160+00 
4 1.13210+00 1.12450+00 2.47270+00 6.16450+00 1.12500+01 
5 1.13030+00 5.28560+01 2. 56640+00 1.19190+01 5.71750+01 
6 1.22610+00 2.55210+00 2.52250+00 3. 63140+00 1.67540+00 
TABLE 8.58 
THE MAGNITUDE OF THE GPAC 
OF MODEL FOUR 
W = .3, N = 200 
1 2 3 4 5 
------------------------------------------------------------------
0 6.05560-01 7.12610-01 1.86430·01 1.U170-01 1.59360-01 
1 1.42400+00 7.26710-01 7.86820-01 4. 79350-02 1.00890-01 
2 7.34270-01 1.16580-01 1.2940D-01 2.14380+00 1. 00310-01 
3 1.14100+00 4.48850-01 6.71680-01 l. 55340-01 3.81790-01 
4 9.23100-01 1.56270-02 7.00470-01 1. 37590+00 3. 38980-01 
5 9.19870-01 4.28030+01 6.99150-01 3.07700+00 1. 38590+01 
TABLE 8.59 
THE MAGNITUDE OF THE C-TABLE 
OF MODEL FOUR 
W = .3, N = 200 
0 1 :z 3 4 5 
--------------------------------------------------------------------------------
-8 1. 00000+00 5. 41920-01 1. 5 H ~D-O 1 5.53011!:1-03 4.51!A1D-0'1 2.200AD-05 _, 1.00000+00 6.64290-01 1. 011830-01 2.40740-03 3.00970-04 3.06010-05 
-6 l. 00000+00 6.13470-01 6.56740-02 6.97000-03 3.68580-04 2. 45750-05 
-s l.ooooo .. oo 6,66910-01 1. 55770-03 9, 969 30-03 1.191120-04 1.711050-06 -· 1. 0 oooo .. oo 7.22470-01 9,96820-02 1. 42320-02 II. 70840-05 5.25230-06 -3 1.ooooo .. oo 6. 33190-01 2,22080-01 2.11890-02 5.60600-04 1.37570-05 
-2 1.00000+00 8.62330-01 3.60180-01 2.27990-02 2.61500-04 1. 37140-04 
-1 L 00000+00 6,05560-01 4. 95630-01 2.119760-02 5.45540-03 1. 35940-03 
0 l.ooooo .. oo 1.00000+00 6. 33300-01 1.55420-01 3.6fll7D-02 8.53000-03 
1 1.00000+00 6.05560-01 4.95630-01 2.89760-02 5.45540-03 1.35940-03 
2 1.00000+00 8. 62330-01 3. t\0180-01 2. 27990-02 2.61500-04 1.3'7140-04 
3 1.00000+00 6.33190-01 2.22080-01 2.11890-02 5,601500-0C 1. 37570-05 
4 1. 00000+00 7.22470-01 9.96820-02 1 •• 23 20-02 8.70840-05 5.2S230-06 
s 1.00000+00 6,66910-01 1. 55770-03 9.96930-03 1.191120-04 1.711050-06 
6 1.ooooo .. oo 6.13470-01 6. 66740-02 6.97000-03 3.68680-04 2.46750-05 
7 1.00000 .. 00 6.64290-01 1.08830-01 2. 40740-03 3.00970-04 3.08010-0S 
B 1.00000+00 5.41920-01 1.53650-01 5.5301!10-03 4. 51!1810-0S 2.20080-05 
TABLE 8.60 
THE SVD OF MODEL FOUR 
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THE S ARRAY OF MODEL FIVE 
W = .5, N = 200 
1 2 3 4 5 
-------------------------------------------------------------------· _., 
2.90120+00 -t.2606D+00 -5.t701D+00 3.91050+00 -2.07820+00 _, 
6.1t54D-01 1.6713D+00 -2.5590D+00 -1,1U50+01 -2.60690+00 
-5 -4.92910-01 1.t5470+00 -1, 78940+01 -1.4U70+00 -6.SU5D+00 
-4 -5.66920+00 2.8660D+00 -3,67900+00 5.02340+00 -5.15700+00 
-3 6.35380-01 2.09950+00 8.61350-02 -5.16760+00 •1,49500+01 
-2 -1.22440+00 1.9637D+00 5,08160+00 -s. esuo.oo -1.41680+01 
-1 8.42060+00 2.71840+00 -7. 49110+00 1.16580+01 -1. 347&0+01 
0 -8.93850-01 1. 3317D+00 -1. 61970+00 1.88100+00 -2.18620+00 
1 -5.45700+00 1.0:1190+00 -6.72290-01 2.95060-01 -1.66540+00 
2 -3.18520-01 9. U090-01 -3.91670-02 2. 35410+00 -1.159130+00 
3 -1.2U2D+00 9.93840-01 -2. 31490+00 2.275t0+00 -1,20910+00 
4 9.72050-01 5,1153D-01 -6.09090-01 1.72090-01 -7.43380-01 
5 -3.82540-01 5.42550-01 -2. 29760+00 9.08140-01 -5.83740-01 
6 -7.43670-01 7.9Uto-01 -1.10680+00 3.2026D+00 -4.83210-01 
7 -s. 473Do-o1 2.82370+00 1.68680+00 -4.26040-01 -1.93950+00 
TABLE 8.62 
THE GPAC OF MODEL FIVE 
W = .5, N = 200 
1 2 3 4 5 
------------------------------------------------------------------
0 1.061SD-01 -4.UtOD-01 -2.1U2D-01 -1.151360-01 -1.12220-01 
1 ' -4. 45700+00 -s. 2551D-01 1.3230D-01 5.03570-02 -1.17550-01 
2 6,11480-01 -4.Ut6D-01 4.5472D-01 4.55560-01 -l.UUD-01 
3 -2.1U7D-01 -3.4677D-01· -6.2923D-01 -4.53060-01 -2.0644D-01 
4 1.97210+00 -2.6169D-01 -3.4039D-02 1.18780-01 -1.137 3D-01 
5 6.1746D-Ol -3. 2463D-01 -l.t784D-01 7.76490-02 -2.23920-01 
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TABLE 8.63 
THE C-TABLE OF MODEL FIVE 
N = 200 
0 1 z , • 5 
--------------------------------------------------------------------------------
-· 1.00000+00 I. 75480-0l -Z.%4810-04 •1.t71H0-05 1.42370-ot s.nno-01 -7 1,00000+00 1.93390-0Z z .815510-04 3.44540-0S t. 74110-ot _,. '79040-07 -t 1. 00000+00 7. 54460-02 •3. 32910-03 -l.IISU0-04 1.2U10-06 4.21070-06 
-s 1. 00000+00 1. 22190-01 ·1.02550-0Z 2.06990-04 -1.06020-04 -1.88040-0S 
-4 1.00000+00 t .19590-02 -3.91880-02 -6.01080-03 1.92510-04 1.65350-04 
-3 1.00000+00 -2.89300-01 -1.13010-01 9.66390-03 1.97000-03 -1.00950-04 
-2 1.00000+00 -4.73110-01 -2.54550-01 2.12530-02 -4.32430-03 7. 07990-03 
-1 1.00000+00 1.06150-0l -4.84380-01 1.60640-01 e. seHo-o2 -6.02)10-02 
0 1.00000+00 1.00000+00 -9.18730-01 -7.42960-01 5. 321!10-01 3. 71280-01 
1 1.00000+00 1.06150-01 -4.84380-01 1.606CO•Ol 1.58730-02 -6.02310-02 
2 1.00000+00 -4.73110-01 -2.54550-01 2.12530-02 -4.32430-0 3 7.07990-03 
3 1.00000+00 -::1.89300-01 -1 .13 o 1 o- o 1 1).66390-03 1.97000-03 -8.00950-04 
4 1.00000+00 6.19590-02 -3.91880-02 -6.08080-03 8.92510-04 1.65350-04 
5 1.00000+00 1. 22190-01 -1.02550-02 2. 06990-04 -1.06020-04 -1.88040-05 
6 1.00000+00 7. 54460-0 2 -3.32910-03 -1.151140-04 8.23210-06 4.21070-06 
7 1.00000+00 1.93390-02 2.86510-04 3.445C0·05 t.Hl&0-06 -9.79040-07 
8 1.00000+00 e. nuo-03 -2.24810-04 -1.67810-05 1. 42370-06 5.92250-07 
TABLE 8.64 
THE SVD OF MODEL FIVE 
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THE S ARRAY OF MODEL ONE 
W = 0, N = 200 
2 3 4 
-------------------------------------------------------------------
-7 - .L. 3 _,::. :. ... ,' 0 l.S~OEC-01 -?.?2~10-Cl -S .l: ~OC-01 -1.02~;C-"1 
--:. 5.;:~ ... :·co !.9t05~-0: -1.~0!!4~+CO -l.ZS0~:--01 -1 • .(. 3 9 .~ [' - c ! 
-5 -.:.:.'"'4~ -Cl 1.42100-~1 -1. ~691G-Cl t.58<2D-C2 -4 .1770C-C2 
-4 5.(~73:-':1 1.33540-Cl 4. 7 266C'-C2 -2.9~52>~2 -2.702l~+CO 
-~ .3.C:7c~-Cl 1.2437C-C1 2.8712D-C2 1.0748J+Jl -3. 7837:l+CO 
-2 l.~c:c::-": l.lhQ['-01 -3.41070+00 4.v4o~:J+CO -4.6700C+CO 
-1 .:'.t..)7..,'"'-C2 2.34671:-Cl -~. 79050-01 1 •• 49l~•GQ -E.427CC+OO 
-7.-~ 1 1·-rz 1.l73Sc-01 -1.4157"-Cl 1.5301.'-Cl -1.55~4C-01 
-1.::-;-; --1 Y.2~41~.--2? -0 .97Cl!l-C2 1.1i7<1:•-C1 -2.0532!:'-01 --.- - '-'- :;J.o76CC-C? -l. 0 ~79v-cz <:. 7o5C·-G2 3.94'·7· _,, l 
-..:: .... - - - - -~.-1 l.C:9-:2-C1 -2.7726S.-C2 7.2,!.5:.-vl z .L. j c..!;- '-
-~ • ..;::··_[-"1 1.0c07>0l 4.2378!:-0l -2.-~~~J-01 1.4"!"';['-~j_ 
-:. .... 277_-01 1 ... oo2c-c: -1. 5359)-o: ~.2'S33u-c2 -1.4t4~~--r _ 
-3.::~t:-,.~J l. 34 ~H-Cl -1.141'4~+00 2.7312)-01 -1. <Hs:-n 
~._.::?~-t"l 1.73~SC-Cl -3 • '436[)-Cl 7 • 2 5!. = :' - 0 1 -?.~Sll?-01 
TABLE 8.66 
THE S ARRAY OF MODEL ONE 
w . 5, N 200 
3 4 
-7 - ... c:~772-Cl 4.61.;,-:::+CC -3.C736J+C'C 7. 7828J+CO -L.59C7~+~0 
-~ -;-.:..,cc:·~o 4.:::z:•c-(' ?.9o5?[j+Cl 1.06180+00 -S.3·..rc;::.+~"O 
-5 -2 .... !:c:;.:+C0 4.S.3..,3:+C't' -5.3o50~+CO 4.o0420+CO -l. • .!.(..(i ... ~+l"\,.. 
-~ -~-.::~~3 ... •L.0 ... s:.:t. .... •CC -1. n::si'>+Cl '>.4099J+C0 l.eltY:;., -. ? 
-3 -::.32Ce:+CO 4.~"i~v+CC -9.65780+00 2.3546!)+03 -1.5925: 
-< -c.:.:.:.:.'2:'+!~J .:,:?c ... ~:L 1.1345~+02 1.0117:1+J2 3.etl.0:.4Lr 1 
-~.:::4CC+:"C .?c4:~+C(' 1.0915ll+01 3.1331!)+81 1.3054:1+l2 
-.:. . ... z:£: ... co -~~25L+CC - 2 • 2 8 c 5 :• + c 0 2.459SD+OO -2.L!LOL+0u 
~ -l. ~~~2~+0G ... ~.:.:::c~~...c -3. 3160+00 2.9934:;+00 -1.61f;C+OO 
2 -.:..1o71C+JO .... t.ss:•cc -e.'<S01D+OO 6.:J5b2C+OO -1.66l<C+Ol 
3 - .... .:~-::5~·:0 .4:~L:;+Q2 -&. J334i)+[l() -2. 2S9CD+02 l./..Lt4C+Cl 
4 -l.~ :3~+CV .J>"-:;'lC+CC -2.12°t.G+C1 -1. n5~:.+c1 -1.5153~+Cl 
7 t:.. +" c • z::; .. .... + w- -2.;so~...,+CJ -7.03 .. 1.)-Gl 5.2~3~:::+:JO 
~ e c. ... +" 0 .2~- .:•CO 2. ,;4:0~+01 -4.23520+00 5.5U9~C+00 
7 ". ~~~·cu . 3: c 2+CO 2. 07299+00 3.8312~+00 3.2990C+OO 
CHAPTER IX 
CONCLUSIONS 
In this work four methods for order determination of 
ARMA(p,q) processes using time series data were discussed. 
First the GPAC, then the S and R arrays were described, and 
the relationship between the GPAC and the S and R arrays was 
stated. Model five of chapter eight was a clear example of 
how the S array can be more decisive in determining the order 
than the GPAC. This due to the fact that the GPAC is a ratio 
of S array entries ( some information will be lost in case of 
having ratios instead of the exact values). Then the C-table 
method was discussed and the relationship between the C-table 
and the S and R arrays was mentioned. The C-table is 
recommended to be a supporting method of order determination, 
where the GPAC and the S and R arrays are the major ones. 
This due to the fact that looking for zero squares is not an 
easy job especially with noisy data. It is also less 
accurate than the S array. 
The last method is the SVD, in which linear algebra was 
used to find .the number of nonzero singular values of the 
matrix A which contains the autocorrelation function of an 
ARMA(p,q) process. The number of nonzero singular values = P 
= rank(A). The method proposed worked very well using the 
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exact autocorrelation function, but it was poor for the 
estimated autocorrelation function. 
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The important point in this work was using ej2~wmfm 
instead of fm. In their work, Gray, Kelly, and Mcintire 
(1978) used fm and (-l)mfm, where the first corresponds to w 
= 0 and the second co~responds to w = .5, and they showed 
that the S array is clearer using fm for high frequency data 
and (-l)mfm for low frequency data. In this work we were 
looking for the value of w that will maximize the magnitude 
of C3, which will lead to a clearer pattern. We did not 
worry too much about C4, since the ratio of the magnitude of 
C4 to the magnitude of C3 is constant. 
C3 is the reciprocal of the frequency response of the AR 
part of the ARMA(p,q) process. The w at which the frequency 
response is minimum will be chosen to calculate the S array; 
this will guarantee maximum C3 and a better pattern. 
For future studies, it would be useful to modify the 
theorems to use the impulse response instead of the 
autocorrelation function. Although the impulse response 
satisfies equation [14], it does not have, the symmetry around 
zero which was a useful property of the autocorrelation 
function. It would also be interesting to apply the concept 
of ej2~wmfm to a wider variety of experimental data. 
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