Distinguishing whether a signal corresponds to a single source or a limited number of highly overlapping point spread functions (PSFs) is a ubiquitous problem across all imaging scales, whether detecting receptor-ligand interactions in cells or detecting binary stars. Super-resolution imaging based upon compressed sensing exploits the relative sparseness of the point sources to successfully resolve sources which may be separated by much less than the Rayleigh criterion. However, as a solution to an underdetermined system of linear equations, compressive sensing requires the imposition of constraints which may not always be valid. One typical constraint is that the PSF is known. However, the PSF of the actual optical system may reflect aberrations not present in the theoretical ideal optical system. Even when the optics are well characterized, the actual PSF may reflect factors such as non-uniform emission of the point source (e.g. fluorophore dipole emission). As such, the actual PSF may differ from the PSF used as a constraint. Similarly, multiple different regularization constraints have been suggested including the l 1 -norm, l 0 -norm, and generalized Gaussian Markov random fields (GGMRFs), each of which imposes a different constraint. Other important factors include the signal-to-noise ratio of the point sources and whether the point sources vary in intensity. In this work, we explore how these factors influence super-resolution image recovery robustness, determining the sensitivity and specificity. As a result, we determine an approach that is more robust to the types of PSF errors present in actual optical systems.
INTRODUCTION
Within the field of image processing, localizing point sources and determining whether a given signal represents an individual point source or multiple overlapping point sources is a common problem, spanning disciplines from astronomy to biology. Regardless of field, the diffraction limit fundamentally limits the resolution with which an image can be obtained, 1 such that the problem cannot simply be avoided by employing better optics. While the units of the limiting resolution can range from light-years in astronomy to nanometers in microscopy, across fields there are many problems where the length scale of interest is comparable or less than the classical resolution limit, whether detecting binary star systems 2 or monitoring protein interactions. 3 While relevant to multiple fields, the advent of single-molecule localization microscopy [4] [5] [6] in 2006 has generated substantial interest in this problem in the biosciences. As a result, Single Molecule Localization Microscopy challenges were conducted in 2013 7 and 2016. 8 The results of these challenges include a landmark comparative study 9 of more than 30 software packages employing a variety of algorithms and methods, as well as quantitative metrics to assess the overall performance of these algorithms. While incredibly useful, the simulations and analysis were generally focused on the problems posed by high molecular density, as often required when attempting to improve the temporal resolution for stochastic optical reconstruction microscopy (STORM) or photoactivated localization microscopy (PALM).
4-6
In order to evaluate the influence of density, both high density (with numerous overlapping emitters) and long sequence (low density) synthetic data were analyzed, but in both cases the analysis was focused on restoring an underlying high density image such as a microtubule structure. 9 As such, the study did not explicitly address a scenario of interest to us, where within a given image the overall emitter density is sparse but there may be locally high density. A classic example of this scenario would be searching for binary stars; the vast majority of emitters are well resolved from each other but any binary stars will be poorly resolved. While a correlation may be expected between algorithm performance for images with globally and locally high density, it is reasonable to expect that some algorithms may have relatively better performance for the latter case.
Determining whether limited signal-to-noise observations correspond to individual objects or multiple objects separated by less than the Rayleigh criterion can be expressed as a discrete deconvolution problem
where y is the vectorized form of the observed image, the convolution matrix A is defined by the PSF, the signal vector x 0 corresponds to the intensities of the point sources, and e is an error term. Of course, the point sources can be arbitrarily located in space and are not always located conveniently at the center of pixels. Therefore, expressing the problem in this fashion inherently discretizes the particle locations, though it is possible to discretize the point source locations on a sub-pixel grid with higher resolution (finer pixels) than the raw image. However, when formulated in this fashion, the problem can seen to be an underdetermined system of linear equations since y has fewer elements than x, constituting an ill-posed inverse problem. As such, a unique solution can only be obtained by imposing additional constraints, where typical constraints either implicitly or explicitly impose sparsity on the solution. 10 For some algorithms, sparsity is imposed by virtue of either estimating or specifying a finite number of point sources in the image. 11 Other algorithms, such as compressed sensing, apply regularization schemes designed to minimize either the l 1 -norm (minimizing the sum of the absolute value of all the elements of x) [11] [12] [13] or the l 0 -norm (minimizing the number of non-zero elements of x).
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Besides the local and global density, numerous factors can affect algorithm performance, some generally applicable such as the signal-to-noise ratio, and some specific to particular algorithms such as the values of regularization terms and the scale at which the algorithm is employed. One important factor to consider is how accurately the PSF is known and how robust the algorithms are to mismatches between the actual PSF and the PSF used for fitting. Said mismatch can take one of two forms; either the incorrect model may be employed (e.g. Gaussian approximation to an Airy PSF) or the correct model may be employed but the parameters of the model are not accurately known (e.g. incorrect PSF width for the fitting PSF). Both varieties of mismatch are surprisingly common. For instance, although it is well known that the PSF of a fluorophore under a microscope is more accurately represented by either an Airy PSF (in focus), the Born-Wolf PSF (out of focus) or the Gibson-Lanni PSF (accounting for spherical aberrations), 14 approximating the PSF as an xy-Gaussian and zexponential is quite common. 9 In fact, more than two-thirds of the algorithms examined in Ref. 9 perform localization by fitting using a Gaussian function for the PSF, although the 3D microscope PSF cannot be accurately approximated by a Gaussian. 15 While some algorithms are capable of handling arbitrary PSFs, that requires that the actual PSF is known. Even optical systems as prominent as the Hubble telescope can have extensive deviation between the intended PSF and actual PSF. 16 A more common example in microscopy would be uncertainty in the width parameter of the PSF, where it is estimated that the actual width parameter can vary by up to 50% from the theoretical width parameter due to microscope defocus. 17 In this work, we evaluate the effect of uncertainty in PSF width, while future work will explore mismatches in the PSF model.
In this work, we explore how the detection efficiency depends upon the point source separation for cases of low global but high local point source density. While we examine a more limited number of algorithms than in Ref. 9 , the number of distinct methods employed by those algorithms is much smaller, with the majority of algorithms employing either least-squares fitting, maximum likelihood estimation, compressed sensing, or MAP estimation. 
ALGORITHMS

Source Extractor
The baseline algorithm used for this assessment is an open source point extraction utility called Source Extractor. 20 Primarily used for building a catalog of objects from an astronomical image, it was designed to work moderately well on crowded star fields. For the closely-spaced object problem, it performs a deblending operation following the initial image segmentation. The deblending is based off of multi-thresholding techniques, but requires a saddle point between the detected objects in order to identify multiple targets. More information may be obtained in Ref. 20 .
Compressed Sensing
Compressed sensing allows x to be recovered from the discrete deconvolution problem posed in Equation (1) even though there are more unknowns (elements in y) than observations (elements in x) as long as the vector x is sufficiently sparse. 21 While a least squares solution to Equation (1) can be obtained by minimizing Q = ||y−Ax|| 2 , without an additional constraint the problem is ill-conditioned and small errors in y will cause large variations in the solutionx. 22 However, Ref. 21 proved that for the corresponding l 1 -regularization problem
where is the size of the error term e, as long as the vector x 0 is sufficiently sparse and A satisfies certain principles then a unique solutionx can be obtained within the noise level
As such, compressed sensing allows the exact recovery of sparse signals in the absence of measurement noise.
21
Compressed sensing has been widely used in a variety fields including magnetic resonance imaging and video compression.
23
Restricting point source locations to discrete pixel coordinates (elements in x) artificially discretizes their coordinates. However, compressed sensing allows the number of elements in x to be larger than the number of elements in y, increasing the number of elements in x upsamples the image. As such, when compressed sensing is employed to deconvolve point source images, upsampling the image to a super-resolution image with more pixels is common. However, it can immediately be seen that for large images, the convolution matrix A would be extremely large, which would only be exacerbated when computing super-resolution images. Therefore, directly implementing the algorithms would generally be computationally prohibitive for all but the smallest images. As such, algorithms typically operate in a tiled fashion, operating on small patches within the original image at a time, a practice employed by all the compressed sensing algorithms examined in this work. Other computationally efficient approaches exploit the highly sparse and structured nature of A to reduce the number of elements stored by the convolution matrix.
Uniquely among the compressed sensing algorithms examined in this work, CSSTORM directly computes the super-resolution compressed sensing image from the raw image. The more recently developed CSR and SPIDER algorithms first compute the compressed sensing image at the same resolution or scale as the original image. The convolution matrix A regular used for this step is a square matrix as the number of elements in x regular is the same as the number of elements in y (though sometimes an additional term is added to x and column to A to correct for constant background). This regular resolution compressed sensing image can be used to reduce the size of the matrix A super required to compute the super-resolution compressed sensing image. The columns in A correspond to locations where a point source may be present. For any elements of the regular resolution solutionx regular which are zero, it can be presumed that the corresponding elements of the super-resolution solutionx super will also be zero. Therefore, the corresponding columns in A super and x super can be eliminated from the computation. Since x is generally quite sparse, this can result in a significant reduction in both the size of A super and the computational time. 10, 13 More details are available in Refs. 13 and 10.
While Equation (2) using the l 1 -norm represents the classical formulation of compressed sensing, a variety of other regularization schemes can also be employed. 23 In particular, the l 0 -norm has been proposed as more accurately reflecting the physical constraints for images of point sources. 10 The l 1 -norm penalty places a restriction on the total intensity of the point sources, i.e. the sum of the absolute values of the elements of x. Unsurprisingly, this can lead to an underestimation of the photon counts for individual emitters as well as spatial bias. 10 In contrast, the l 0 -norm penalty places no restriction on the intensity of individual point sources, instead imposing a penalty based upon the number of point sources, i.e. the total number of non-zero elements in x, and has been proposed as better reflecting the real properties of images of point sources.
10 Methods applying both the l 1 and l 0 -norm are tested in this work.
More information about the theory of compressed sensing may be obtain in Refs. 21 and 23.
CSSTORM
CSSTORM is the precursor of all the compressed sensing techniques evaluated in this paper. CSSTORM uses the l 1 -norm for regularization as in Equation (2), posing the problem as a convex optimization problem and solving it using CVX, a package for specifying and solving convex problems. While said code was used as the basis of the CSSTORM algorithm tested in this work, we made a number of modifications to the reference code. While most changes were minor, the one particularly significant change was that the algorithm was adapted to work with arbitrary PSFs whereas the reference code was limited to Gaussian PSFs. Specifically, the code was redesigned to accept an arbitrary PSF as an additional input, where the input PSF may be provided at arbitrarily high resolution, which should be at least as high of resolution as the resolution at which x will be computed. If the resolution of the input PSF is even higher than that, the code downsamples the PSF to that resolution, effectively integrating the intensity over the effective pixel size. Experimentation showed that providing a higher resolution PSF generally resulted in better fitting performance. Several other, less-significant changes are described in Appendix A.
CSR
In contrast to CSSTORM, CSR is a multiscale implementation of l 1 -norm compressed sensing, designed to reduce the computational cost.
13 By applying compressed sensing at progressively higher scales (higher refining factors), areas of the image lacking point sources can be determined at lower scales which can be computed at much lower computational expense. The CSR algorithm developed in Ref. 13 employs two different algorithms to perform the compressed sensing, the CVX algorithm employed by CSSTORM and the L1-Homotopy (L1H) algorithm.
12 While both L1H and CVX solve the same problem, CVX employs interior point methods while L1H employs the geometric properties of the solution space to try to find the solution more rapidly.
12 Python source code for L1H is freely available at http://zhuang.harvard.edu/software.html. In theory, both the CVX and L1H methods should produce equivalent results, but the authors of L1H found slight differences due to "stability issues and roundoff errors." 12 The authors of the CSR algorithm chose to employ CSSTORM for the pre-reduction stage and L1H for the cascading control stages (see Ref. 13 for more information), finding that while L1H was computationally faster, CVX had a higher recall rate.
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Our implementation of CSR differs from the implementation described in Ref. 13 in two critical factors. First, we did not employ L1H, using CVX for both the pre-reduction and cascading control stages. The authors of CSR found that the advantages of L1H over CVX were dramatically reduced computational time at the expense of a slight performance degradation. In fact, they indicate that they had tried using CVX for both but found that when CVX was used for the cascading control stages it would sometimes produce infeasible values. 13 While we also found that CVX would sometimes fail to find a solution, we found that in such cases relaxing the constraint to allow CVX to accommodate more noise allowed CVX to find a solution (see Appendix A). Therefore, we chose to employ CVX throughout in the interest of maximizing performance, albeit at the expense of increased computational time. Similarly, CSR as designed progressively increased the refining factor (resolution) of the scales based upon the prime factorization of the final scale to be calculated. 13 Their analysis showed that for resolutions which allowed more intermediate refining factors, CSR offered dramatically improved computational performance at the expense of a lower recall rate. CSR exhibited the highest recall rate for refining factors which were prime (e.g. 7) , in which case compressed sensing can only be applied to the initial and final scale (e.g. 1 and 7). As such, our implementation of CSR was designed to operate without any intermediate scales. While these two changes mean our implementation will not benefit from much of the reduction in computational time offered by Ref. 13 , they should optimize detection. It also has the benefit of allowing a more direct comparison with the SPIDER algorithm, which similarly performs calculations at just two scales, the initial scale and final scale. 
SPIDER
The most significant difference between SPIDER and the other compressed sensing algorithms evaluated here is that SPIDER applies an l 0 -norm penalty, 10 whereas the other algorithms employ an l 1 -norm penalty. In order to apply the l 0 -norm penalty, SPIDER modifies a method commonly used in statistics to apply the l 1 -norm penalty, Least Absolute Shrinkage and Selection Operator (LASSO).
26 LASSO uses the objective function
where the parameter λ tunes the l 1 -norm penalty. 10 In order to instead apply an l 0 -norm penalty, the penalty for SPIDER becomes
where ||x|| l0 is the l 0 -norm of x. While this objective function has no explicit solution, it can be iteratively approximated. More information may be obtain in Ref. 10 .
The source code for SPIDER is available as supplementary material to Ref. 10 . Building off that code, we made two significant modifications to develop the implementation of SPIDER evaluated in this work. First, we generalized the original SPIDER algorithm, which was designed to work for Gaussian PSFs, to work for arbitrary PSFs. Second, the original implementation used a fixed value for the penalty for the initial scale while allowing the penalty applied at the final scale to be tuned. The demonstration code in the source code indicated that images with different point source densities required different penalty parameters. 10 Our experimentation revealed that allowing the penalty parameters for both scales to be tuned independently could produce better results and we modified the code accordingly.
Generalized Gaussian Markov Random Field Regularization
Generalized Gaussian Markov Random Fields (GGMRFs) have been used to provide regularization for image reconstruction problems where the image is not sparse in an l 0 or l 1 sense. Objective functions using them are usually derived using the Maximum a Posteriori (MAP) Bayesian estimation framework. A MAP objective function is formed from an explicit model of the imaging system. In this case we pick the simple model
where Y is the measured image shaped as a vector in raster order, X is the desired reconstructed image, W is additive noise and A is a linear operator that describes how the desired image X can be projected into the measurements Y . We choose to let A represent the blurring operator for the imaging system, making the reconstruction X the deconvolution of Y . Additionally, we pick the the additive noise W to be distributed as a multivariate Gaussian random variable with zero mean and covariance Λ −1 . The MAP estimate represents the concept of regularization as a probabilistic prior model on the distribution of X. In this work, we use the Gaussian Markov Random Field prior model, 19 which was designed to penalize neighboring pixels that have dissimilar values while still preserving edges.
These assumptions lead to the following objective function based on the above model's MAP estimate:
Λ is chosen to be σ −2 I where σ 2 is the variance of the blurred image y. C is the set of all pairs of pixels s and their neighbors r. b s,r is a set of weights over r's neighborhood. The parameter σ controls the level of regularization and is estimated from y. The parameter λ allows the regularization to be further tuned, but here is always set to 4. The parameter p controls how much differences in neighboring pixels are penalized. For the results labeled "MAP Est Gauss", p is set to 2, and for the results labeled "MAP Est NonGauss", p is set to 1.2. The deblurred image x M AP is found by solving equation (7) via convex optimization. Detection on the deblurred image was performed using Source Extractor. Future work will involve implementing the super resolution version of this algorithm and tuning the value of λ.
DATA
The simulated dataset used for evaluations was obtained from International Symposium on Biomedical Imaging (ISBI) 2013 Single Molecule Localization Microscopy (SMLM) Challenge.
7 Specifically, the training "Bundled Tubes Long Sequence" dataset consisting of 81049 simulated fluorophore observations over 12000 frames was employed. The simulated structure consists of 8 tubes of 30 nm diameter where each image consists of 64 by 64 pixels, where each pixel corresponds to 100 nm. The simulated PSF is a Gaussian with a full width at half maximum (FWHM) of 258.21 nm for fluorophores in the focal plane. The width of the Gaussian PSF increases linearly with defocus, reaching a FWHM twice that of in focus fluorophores for fluorophores with 300 nm defocus. For the 81049 simulated fluorophores, the mean axial coordinate is approximately 49 nm with a standard deviation of approximately 15 nm. As such, the FWHM for the simulated fluorophores averages approximately 300 nm. The Abbe diffraction limit in the focal plane is 258.21 nm while the Rayleigh resolution is 315 nm. More details about the dataset are available at http://bigwww.epfl.ch/smlm/challenge2013/datasets/Bundled_Tubes_ Long_Sequence/index.html or from Ref. 9 . We selected this dataset as a well-known dataset for which both the simulated images and ground truth localizations are freely and readily available. Of the datasets from the ISBI 2013 SMLM Challenge, we selected this particular dataset as while the overall emitter density is low, there were numerous examples of locally high density (see Fig. 1a ).
Additionally, in order to explore the effect altering the signal-to-noise ratio had upon the various algorithms, we took the original dataset and added additional Gaussian background noise to it. The background of the original dataset had a standard deviation of roughly 14 counts; we added Gaussian noise with a standard deviation of 40 counts, dramatically reducing the signal-to-noise ratio (see Fig. 1b ).
ANALYSIS
In order to characterize the performance of the various algorithms, the algorithms were run under several different conditions with a variety of parameters. We evaluated each of the algorithms using Gaussian PSFs with three different widths, 1.0, 1.125, and 1.25 times the FWHM for in focus particles (258.21 nm, 290.49 nm, and 322.76 nm respectively). These selections allowed us to evaluate how the algorithms were affected by mismatches in the PSF, specifically cases where the width of the PSF used for fitting differed from the actual PSF. The fitting PSFs ranged from too narrow to too wide, where the 1.125× FWHM PSF was narrower than the PSF of a little more than 75% and the 1.25× FWHM PSF was wider than the PSF of a little fewer than 5% of the simulated fluorophores. For those algorithms which supported multi-scale or super-resolution detection (CSSTORM, CSR, and SPIDER), the algorithms were run at different resolutions (1×, 2×, 3×, 4×, and 5×), where 5× super-resolution corresponds to each pixel in the raw image being represented by a 5 × 5 grid of pixels in the super-resolution image. For the CSR and CSSTORM algorithms, we universally employed the penalty parameter recommended by Ref. 11 of = 1.5 as the initial estimate for each tile, increasing the value of as necessary for CVX optimization to converge (see Appendix A). Since Ref. 11 indicated the performance of the algorithms was relatively insensitive to small changes in , further optimization of was not performed aside from assuring that was sufficiently large that CVX was able to converge. On the other hand, the source code for the SPIDER algorithm indicated that different penalty parameters are required depending upon image conditions.
10 Therefore, the SPIDER algorithm was run with a large number of different penalty parameters to determine the optimum penalty parameter values for this dataset. For the "as is" ISBI dataset, two different sets of optimum values were found for the SPIDER algorithm. Penalty values of 1000 for the initial scale and 215 for the final scale resulted in the best overall performance for the dataset, and is labeled as "SPIDER 1000 by 215." However, penalty values of 31 for the initial scale and 10 for the final scale resulted in the much better resolution of closely spaced objects, and is labeled as "SPIDER 31 by 10." When not employing super-resolution, compressed sensing is run only once for SPIDER, requiring only a single penalty value. In both cases, when only using a single penalty value, we employed the final penalty value (i.e. when SPIDER 1000 by 215 was run without super-resolution, we used a penalty value of 215). For each combination of conditions, the performance of the algorithms was evaluated by determining the receiver operating characteristic (ROC) curve and the Jaccard score. Details regarding the calculation of the metrics can be found in Appendix B. Figure 2 shows the performance of the algorithms under different conditions for the "as is" ISBI dataset. While both MAP estimation algorithms successfully detects a similar number of point sources as the other algorithms, the Jaccard scores for the MAP estimation algorithms are much lower than for the other algorithms, reflecting the large number of false positives for MAP estimation. Figure 2b shows that non-Gaussian MAP estimation can achieve in a higher true positive rate (TPR) than the baseline Source Extractor algorithm can, but at the expense of a false positive rate (FPR) which is orders of magnitude higher. In contrast to all the other algorithms considered here, the Source Extractor does not require an input specifying the PSF to be used for fitting. As a result, the performance of Source Extractor is invariant for different fitting PSFs. The performance of the CSR algorithm is only calculated for super-resolution; when super-resolution is not employed, CSSTORM and the variant of the CSR algorithm evaluated in this work are equivalent.
The various compressed sensing algorithms (CSSTORM, CSR, and SPIDER) generally outperform the baseline Source Extractor algorithm. However, the performance of the compressed sensing algorithms degrades as the width of the fitting PSF increases. Closer examination of the output shows that when too wide of a PSF is employed for fitting, the algorithms will attempt to represent multiple point sources in close proximity with a single modeled PSF. Once the width of the fitting PSF is increased sufficiently, the performance of CSSTORM can be seen to drop below that of the baseline Source Extractor algorithm at 1× resolution; if the width of the PSF used for modeling were increased even further, we expect that the performance of the other compressed sensing algorithms could also degrade below that of Source Extractor. Among the compressed sensing algorithms, SPIDER is followed by CSR and then CSSTORM both in terms of general performance and how strongly they depend upon the width of the fitting PSF. While the compressed sensing algorithms perform better at 4× superresolution than at 1× resolution, the performance does not increase with resolution indefinitely. Rather, for this data 3× to 4× super-resolution appears to be near the optimum resolution, with performance degrading beyond this point. Figure 3 shows that although algorithms may exhibit similar sensitivity (true positive rate) and number of false positives for the overall dataset, they may differ dramatically in their ability to detect the worst resolved point sources. When analyzing the performance on the overall dataset, the compressed sensing algorithms showed a small but noticeable improvement in Jaccard score when evaluated at 4× super-resolution rather than at 1× resolution. However, Fig. 3c shows that super-resolution dramatically improves the ability of the algorithms to resolve particles separated by distances less than the Rayleigh limit. Examination of the ROC curves reveals that they are basically flat. While the performance varies slightly between the algorithms, all the algorithms have a sensitivity of roughly 50% for separations less than the Rayleigh limit in the absence of super-resolution. Basically, in the absence of super-resolution all the algorithms are generally able to detect the presence of a signal, but cannot resolve that there are two distinct point sources, resulting in a sensitivity of just under 50%. The slight differences in sensitivity primarily reflect the efficiency of the algorithms in determining the presence of a signal, not differences in the ability to resolve two separate signals.
A pronounced drop in sensitivity is observed for separations near the Rayleigh limit when not employing super-resolution. While at first a lower sensitivity for better separated particles may appear counter-intuitive, it makes sense in light of how true positive detections were defined in this work. Specifically, detections can only be classified as true positives if they are less than 1 pixel (100 nm) from the nearest ground truth observation. At the shortest differences, the algorithms can be seen to have a sensitivity of just under 50%, where further analysis shows that the algorithms are unable to resolve the point sources, erroneously detecting only a single point source. In the absence of super-resolution, the algorithms have similar difficulty resolving point sources with separations near the Rayleigh limit. For instance, Source Extractor is unable to resolve point sources unless there is a saddle separating the two peaks. When noise is taken into consideration, this may require separations greater than the Rayleigh limit. In cases where the algorithm detects pairs as a single point source, the location assigned to that point source is likely to be halfway between the two ground truth observations. For ground truth point source pairs separated by much less than the Rayleigh limit, the midpoint between the ground truth observations will be less than 1 pixel from both ground truth observations, so the detection will be paired with a ground truth observation. In contrast, when the ground truth point source pairs are separated by roughly the Rayleigh limit (approximately 315 nm), the midpoint is farther than 1 pixel from either ground truth observation. As such, when an algorithm fails to resolve particles near the Rayleigh limit, detecting them as a single point source, that point source is likely to be separated by more than 1 pixel from the nearest ground truth point source location, causing it to be classified as a false positive.
Super-resolution dramatically improved the sensitivity of the compressed sensing algorithms to poorly resolved point sources. Whereas for 1× resolution the compressed sensing algorithms was rarely able to resolve particles separated by less than 3 pixels, at 4× super-resolution the same algorithms are sometimes able to resolve particle separated by only a half pixel. Similarly, while the baseline Source Extractor exhibited performance relatively comparable to the compressed sensing algorithms on the overall dataset, the compressed sensing algorithms exhibit greatly enhanced ability to resolve particles near the Rayleigh limit. Of particular note is the SPIDER algorithm, whose performance can be tuned by altering the penalty values. Penalty values of 1000 for the initial scale and 215 for the final scale optimize the Jaccard index when examining the entire dataset at 4× superresolution, making "SPIDER 1000 by 215" either competitive or the best algorithm under these circumstance depending upon the PSF employed. Setting the penalty values to 31 for the initial scale and 10 for the final scale result in much worse Jaccard index at 4× super-resolution, particularly when fitting with the in focus (1× FWHM) PSF. Examination of the corresponding ROC curves shows that "SPIDER 31 by 10" has increased sensitivity relative to the other algorithms, but at the expense of increased false positives which may be an undesirable trade-off. However, when focusing on the performance for closely-spaced objects, "SPIDER 31 by 10" is clearly the best performing algorithm, exhibiting a significantly higher Jaccard score for all maximum separations for 4× super-resolution. Additionally, the ROC curve shows that for all false positive rates, "SPIDER 31 by 10" has the highest true positive rate for closely-spaced objects.
Performing the same analysis for the same ISBI dataset but with added noise highlighted some interesting effects of the signal-to-noise ratio (SNR), as shown in Fig. 4 . First, results were not obtained for the algorithms using CVX optimization (CSSTORM and CSR), as the computational time required by these algorithms increased by over an order of magnitude for the lower SNR images. Examination of the constraints employed by the algorithm (Eq. 8 in Appendix A) reveals that while the constraints are valid for Poisson distributed shot noise, which is the dominant noise in higher SNR images, they fail to accurately account for Gaussian noise. Therefore, for the ISBI dataset with added noise, the current implementation of the constraints requires multiple iterations of CVX optimization to be run with different values of until the minimum value of with ≥ 1.5 is found for which the CVX optimization converges. An alternate formulation of the constraint accounting for both the Poisson and Gaussian noise might reduce or eliminate the need for repeated runs of CVX optimization, allowing these algorithms to be again run in reasonable amounts of time. Alternatively, an alternative scheme of applying the l 1 -norm, such as l 1 -homotopy 12 might be employed to reduce the computational time.
Another interesting result was that the MAP estimation algorithms actually had higher Jaccard indices for the lower SNR dataset than for the unmodified ISBI dataset. Examination of the ROC curves showed that as expected, the MAP algorithms had lower sensitivity for the lower SNR images. However, the MAP algorithms also detected false positives at a lower rate in the lower SNR images than in the unmodified ISBI dataset, where the combination was sufficient to result in higher Jaccard scores.
Finally, reducing the SNR altered the optimum penalty values for the SPIDER algorithm. For the unmodified ISBI dataset, penalty values of 1000 for the initial scale and 215 for the final scale resulted in the best overall performance, while penalty values of 31 for the initial scale and 10 for the final scale resulted in the much better resolution of closely spaced objects. When the SNR of the images is decreased, penalty values of 1000 for the initial scale and 215 for the final scale still provide nearly the best overall performance. However, the performance of the SPIDER algorithm with penalty values of 31 for the initial scale and 10 for the final scale is significantly degraded. Whereas before "SPIDER 31 by 10" had slightly superior overall performance to "SPIDER 1000 by Jaccard scores for all the algorithms at 1× resolution and different widths for the Gaussian PSF used for fitting. The x-axis corresponds to the ratio of the FWHM of the Gaussian used for fitting to the FWHM of an in focus simulated point source. The vertical dotted white line indicates the mean width of the simulated point sources, which due to defocus is slightly more than 16% wider than that of an in focus point source. The shading in the background shows the relative distribution of widths of the simulated point sources, where more than 75% of the simulated point sources had a width ≥ 1.125× the FWHM of the in focus point source. (b) The corresponding ROC curves for the various algorithms fit using the in focus Gaussian PSF (1× FWHM). (c,d) As a and b, except for 4× super-resolution for supported algorithms. Note the difference in y-axis between a and c.
215" in the absence of super-resolution (see Fig. 2a ), now "SPIDER 31 by 10" performs extremely poorly unless super-resolution is employed (see Fig. 4a ). The performance of "SPIDER 31 by 10" relative to "SPIDER 1000 by 215" remains better for smaller separations between point sources (see Fig. 5 ). However, for the low SNR images, "SPIDER 31 by 10" no longer outperforms "SPIDER 1000 by 215" in absolute terms except for on some very closely-spaced objects.
CONCLUSIONS
Several general conclusions can be formed from the data. As hypothesized, the relative performance of an algorithm when evaluating entire datasets is not always indicative of the relative performance of that algorithm for particularly closely-spaced objects. Employing super-resolution versions of algorithms is particularly critical when seeking to resolve point sources separated by only a few pixels or less. Of the algorithms evaluated, SPIDER generally had the best performance, and was the most adept at resolving particularly closely-spaced objects. However, obtaining the best performance from SPIDER requires careful tuning of the penalty parameters; penalty parameters which work well for certain imaging conditions may perform poorly for other imaging conditions. 
APPENDIX A. ADDITIONAL MODIFICATIONS TO CSSTORM
In addition to the more significant modification discussed in Sec. 2.2.1, our tested implementation had several more minor changes compared to the reference code.
As described in Ref. 11, the patches used to tile the image for computation were designed to overlap since the estimates at the edge of each patch can be inaccurate due to the influence of point sources located just beyond the edge of that patch. As such, there was a border around each patch where only the portion of the patch inside the border was used for the final result. Except at the edge of the image, the tiling was designed to overlap so that any pixels in the border of one patch (and hence less reliable) would be in the interior of another patch. In comparison to the reference implementation, we made a few changes to the border. First, the reference implementation left an unsolved region with width equal to the border around the edge of the image corresponding to the pixels which could not be as reliably calculated. An analogous situation can be seen for some algorithms which perform convolutions, which may provide the option to compute only the portion of the convolution that does not require assuming zero-padding. While it is important to realize that results on the edge may be less reliable, our implementation computes results for the full size of the input image. Second, the degree of overlap (width of the border) was hard-coded in the reference implementation to a value appropriate for the PSF in the reference images. In order to support arbitrary PSFs which might have substantially different widths, our implementation computes the patch overlap required to minimize the influence that point sources outside the border could have on results inside the border. Specifically, the width of the border is calculated so that no more than 5% of the intensity of a PSF centered outside the patch is in the interior of the patch (inside the border). Similarly, the unmodified reference code left unsolved regions at the bottom and right-hand side of the image in cases where our images could not be evenly subdivided into patches. Our implementation modified the code to support arbitrarily-sized images by allowing the final patches on the right and bottom to overlap to a greater degree if necessary to fully cover the image.
Finally, the reference implementation of CSSTORM uses the constraints 2 is exactly equivalent to a target unweighted reduced χ 2 in the framework of least squares fitting." The target unweighted is one of the required inputs to the CSSTORM algorithm, where Ref. 11 recommends using a value of = 1.5 for standard camera images and = 2.1 for EMCCD images. The selection of governs the extent of the differences tolerated between fitting and the raw camera image, where using = 1 would make sense if the amount of noise could be estimated perfectly.
11 Setting = 1.5 was recommended by Ref. 11 to accommodate the uncertainty in estimating the noise, and = 1.5 works for most images dominated by Poisson shot noise. In practice, if the value of is too small, CVX optimization may sometimes fail to find a solution, requiring a larger value be used for for that tile to obtain results, where the lowest value of which leads to convergence should be employed to obtain the best fit. Our implementation searches for the lowest value (in increments of 0.1) of ≥ 1.5 for which CVX finds a solution (on a per tile basis), using a logarithmic search process.
APPENDIX B. METRICS
One of the first challenges when evaluating the algorithms is that while the ground truth corresponds to particle locations, not every algorithm outputs corresponding particle localizations. For example, the compressed sensing algorithms tend to generate relatively sparse, pixelated super-resolution images on a fixed grid. 11 The locations of the nonzero values indicate point source locations while the values correspond to their intensity. While the grid inherently discretizes the locations at which point sources can be detected, compressed sensing algorithms often assign nonzero values to several adjacent grid points to represent point source locations which are not perfectly aligned with a grid point. A combination of this factor and super-resolution grids allow compressed sensing to achieve sub-pixel resolution where the SNR is the major limitation on the resolution. Since a single point source may be represented by a cluster of nonzero entries in the compressed sensing image, treating each non-zero entry as a separate localization would spuriously reduce the precision of the localization and introduce false positives. To obtain localizations from the compressed sensing algorithms, we followed the procedure recommended in Ref. 11 . Specifically, all adjacent nonzero pixels were grouped into a cluster, where each cluster was considered as one point source localization. The position of the point source was determined by calculating the center of mass of the cluster, while the intensity of the point source was equal to the total intensity of the cluster. However, in contrast to Ref. 11, we allowed localizations throughout the entire image, not excluding localizations at the image border. Similarly, the MAP estimation algorithms produce images with increased contrast, but do not output explicit localizations. However, the method used to convert the compressed sensing images to localizations only works for images which are generally sparse, and as such was not suitable for the MAP images. Therefore, localizations were obtained from the MAP images by applying the baseline Source Extractor algorithm to the MAP images.
One consequence of the methods used to convert images output by the algorithms to localizations is that they limit the minimum separation at which point sources can be resolved. Specifically, the clustering employed for the compressed sensing algorithms means that to be resolved into two distinct detections, point sources must be detected not just in two different pixels, but there must also be an intervening region of only zero values. As such, to be resolved, point source detections must be separated by at least two pixels in the compressed sensing image, and even that is not sufficient as the intervening value may be non-zero. Fortunately, since the minimum two-pixel separation is in the compressed sensing image, when super-resolution is employed the minimum separation can be below the pixel size of the raw image. A more advanced detection scheme, such as classifying each local maximum as a separate detection scheme might improve the ability to resolve closely-spaced point sources. Algorithms evaluated by the Source Extractor algorithm face a related constraint, where to be resolved into multiple detections there must at least be two peaks separated by a local minimum.
After any algorithm image outputs are converted to discrete localizations, the next step is matching up the algorithm localizations with the ground truth localizations. For each frame, pairings are obtained by solving the linear assignment problem minimizing the sum of the distances between the elements of the pairs. We first limited potential matches to no more than 1 pixel (100 nm) separation, and then solved the corresponding linear assignment problem using an implementation 27 of the Jonker-Volgenant algorithm 28 (an improvement over the well-known Hungarian algorithm). The performance of the algorithms can generally be tuned by imposing a detection threshold, excluding from analysis any localizations with intensity below that threshold value. Our evaluation software was designed to evaluate the algorithm performance versus threshold, gradually increasing the threshold until no localizations remained. At each threshold level, point source localizations successfully paired with ground truth positions were classified as true positives (TP), the remaining localizations which were not paired with ground truth positions were classified as false positives (FP), while ground truth positions with which no localization was associated were classified as false negatives (FN).
One of the more commonly employed metrics for evaluating performance is the receiver operating characteristic (ROC) curve. The ROC curve plots the true positive rate (TPR), also known as the sensitivity or recall, versus the false positive rate (FPR), also known as the fall-out. The recall r is defined as T P R = r = T P F N + T P ,
and can easily be calculated as T P and F N are readily determined. Calculating the fall-out is more complicated. While the definition of the fall-out f is equally straightforward,
the number of true negatives (TN) is not as unambiguously defined. The issue is that we are not evaluating a straight-forward binary classifier. Specifying the number of TN would be simple if the algorithms were designed to indicate whether or not a given pixel contained a point source. Instead, an arbitrary number of pixels may correspond to a single localization, leaving the total number of possible detections somewhat indeterminate.
While not strictly correct, in order to provide a consistent TN metric across algorithms, we defined the total number of possible detections as 1 detection per pixel per frame. As such, for this dataset, we defined TN as T N = 12000 × 64 × 64 − T P − F P − F N,
allowing the FPR and ROC curves to be calculated. Maintaining the same number of possible detections regardless of resolution facilitates comparison between scales. Theoretically, algorithms employing super-resolution could result in multiple detections per raw image pixel such that Eq. 11 could result in TN being negative. However, in practice the images produced by the compressed sensing algorithms is sufficiently sparse not to pose an issue. In fact, under this definition, the FPR are universally so low that the area under the ROC curve is dominated by the highest recall that the algorithm can achieve, regardless of the number of false positives.
An alternate measure, which Ref. 9 argues is the most relevant measure, is the Jaccard index j, where j = T P F N + F P + T P .
The Jaccard index has the advantage that it only depends upon quantities which can unambiguously be defined for this problem, namely FN, FP, and TP. However, just as FN, FP, and TP depend upon the threshold, the Jaccard index for an algorithm similarly would not correspond to a unique value, but could be plotted versus the threshold value. In order to obtain a unique Jaccard index value intended to reflect the best performance of the algorithm, we simply take the maximum Jaccard index value, setting the threshold at that point. The Jaccard indices referred to elsewhere in this work are always this maximal value. Of course, there are some scenarios where false negatives are a much greater concern (e.g. testing donated blood for infection) and other scenarios where false positives are a much greater concern (e.g. tests for rare diseases). In either of these cases, other measures would be more informative than the Jaccard Index.
A key objective of this work was to evaluate how the performance of the algorithms depended upon the local object density, determining whether some algorithms had better relative performance for particularly closelyspaced objects. Therefore, in addition to metrics evaluating the performance of the algorithms when detecting all objects, it was necessary to also evaluate how the performance of the algorithms depended upon separation between objects. In order to do so, first the ground truth point source locations were evaluated to find the nearest neighboring point source for each point source. Two point sources (A and B) were classified as a mutual nearest neighbor (MNN) pair if each point source was the nearest neighbor to the other (A was B's nearest neighbor and B was A's nearest neighbor). Examining pairs of point sources in this fashion prevented complications which would be caused by examining pairs of point sources where a third point source lay between them. To evaluate the performance of the algorithms versus point source separation, all MNN pairs separated by ≤ the threshold distance were examined. For each MNN pair, true positives and false negatives were calculated based only on the ground truth locations for that pair. To minimize the impact other point sources in the image besides the MNN pair being considered would have on the calculation of false positives, any detected locations within 3 pixels (300 nm) of a ground truth location other than the MNN pair were excluded from calculations unless one of the point sources in the MNN pair was the closest ground truth point source location.
