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Abstract 
Jiirgensen, H., K. Salomaa and S. Yu, Transducers and the decidability of independence in free 
monoids, Theoretical Computer Science 134 (1994) 107-117. 
A transducer-based general method is derived by which proofs of the decidability of independence of 
regular languages with respect to a given relation can be obtained. This permits a uniform proof of 
the decidability of certain code properties which so far has only been obtained using separate, quite 
different and ad hoc proofs. 
1. Introduction 
Many “natural” classes of codes and some classes of languages related to codes can 
be characterized by finitely based dependence systems or, equivalently, by relations on 
the free monoid: For a given dependence system or relation, one considers the class of 
languages which are independent sets with respect to that dependence system or 
relation. For instance, if o is a binary relation on the free monoid then a language L is 
said to be independent with respect to o if u,ueL implies (u, v)&D. As a special 
example, let CD, be the binary relation consisting of precisely the pairs of words (u, u) 
such that u is a proper prefix of u; then the sets which are independent with respect 
to oP are precisely the prefix codes. A detailed mathematical analysis of the connec- 
tion between classes of languages and dependence systems or relations is given in 
[19,20]. In [23] a survey of the role of dependence systems in the theory of codes is 
presented. 
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With every dependence system or relation w on a given free monoid one associates 
the set of o-independent languages in a manner to be defined further below. The 
following natural decision problem arises: 
o-independence 
Instance: A regular language R. 
Question: Is R o-independent? 
In the special case of wP, for instance, one would decide whether a given regular 
language R is a prefix code. The prefix code property is known to be decidable for 
regular languages. Similar decidability results have been obtained for other classes of 
codes or languages related to codes. In each case, however, a separate proof was 
required that exploited the specific combinatorial properties of o. It has been an open 
problem for quite a few years to find a uniform proof method for such decidability 
results. 
In this paper, we provide a uniform proof method that is applicable to a large class 
of cases including all those for which decidability has been shown before. It is based on 
the following idea: We express the relation o by a transducer using an appropriate 
storage type and then reduce the o-independence problem to the membership 
problem for such transducers. In this manner, decidability of w-independence can be 
proved for those o for which the associated transducer type has a decidable member- 
ship problem. 
The new decidability proofs turn out to be far simpler than the known ad hoc 
proofs if one ignores the fact that one relies on decidability results for the automaton 
model. The algorithms obtained directly in this way may be extremely costly. The new 
proofs reveal, however, part of the general structure of the decision problem and this 
could, ultimately, lead to better algorithms. 
While our transducer-based approach can be applied to many of the common 
relations considered in the context of codes, there are still some cases where we have, 
so far, been unable to use it. For instance, no suitable transducer model has been 
found to define the relation that characterizes the class of n-codes for a given n, n > 2. 
Thus, for it > 2 it is still an open question whether the property of being an n-code is 
decidable for regular languages [16]. Similarly, we have not been able to cast the 
intercode property into the transducer framework. This property is shown to be 
decidable in [22] using an approach quite specific for this case. 
A completely different approach to the decidability problem of o-independence, 
which is based on algebraic considerations, is provided in [21]. So far, it is unknown 
to what extent the classes of relations amenable to these proof methods differ. 
Transducer-based decision procedures for other kinds of code-related properties 
are presented in [ 131. 
Our paper is organized as follows. In Section 2, we review some basic notions and 
introduce some notation. The connection between automata with abstract storage 
types and relations is explained in Section 3. In particular we prove that the 
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o-independence problem is decidable for those relations O_I which can be defined by 
automata with storage types that have a decidable membership or emptiness problem. 
In Section 4, we review decidability results for stack and counter based storage types. 
These are then applied to several of the relations commonly used for defining classes 
of codes. Section 5 contains a few concluding remarks. 
2. Basic notions and notation 
In this section we review some basic notions, mainly in order to introduce our 
notation. 
The symbol N denotes the set of positive integers. An alphabet is a nonempty, finite 
set. Let C be an alphabet. Then C* denotes the set of all words over Z, including the 
empty word 2. Let C+ =Z*\(n>. For UEC and WEE*, 1~1, denotes the number of 
occurrences of a in w and IwI denotes the length of w. The class of regular languages 
over an alphabet C is denoted REG(C). For L c C* and HEN, we denote the n-fold 
Cartesian product of L by itself by CL]“. 
Definition 2.1. Let w c CC*]” for some neN. A language L is said to be o-independent 
if [L]“no=@ 
For weC*, let 
P(w)={u~uEC+AWEUC+}, 
S(w)={ulu~z+ A w&+U}, 
and 
F(w)={uluEC+ A wEUz+uC*uC*uC+), 
that is, P(w), S(w), and F(w) are the sets of nonempty proper prefixes, proper suffixes, 
and proper factors of w, respectively. We list a few of the commonly considered 
relations and describe their classes of independent sets. 
Definition 2.2. We define six binary relations on C* identified by a property name 
consisting of a few characters. Let U, KC*. 
(1) Prejix order: 
(U,U)EWp 0 usP(v). 
(2) Sufix order: 
(U,U)EO, 0 UES(U). 
(3) Commutativity order: 
(U,V)EO, 0 3xc+ v=ux=xu. 
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(4) Division order: 
(U,V)EQ 0 3x,yd’ u=ux=yu. 
(5) Overlap-or-injix relation: 
(% U)EWsolid 0 P(u)nS(v)#~vu~F(v). 
(6) Parikh vector equality: 
(U,U)EO,, * u#uAVaEC Iul,=IuI,. 
As their independent sets, the relations coP,ws, oc,wd, and O,,lid define the 
prefix codes, suffix codes, 2-codes, 2-ps-codes, and solid codes, respectively 
[15,16,17,18,19]. Note that a 2-code is a language every subset of which with 
cardinality not exceeding 2 is a code. Similarly, a 2-ps-code is a language such that 
every subset with at most 2 elements is a prefix code or a suffix code. Clearly, 
wd=wpnos. Moreover, there are 2-codes and 2-ps-codes which are not codes. The 
relation mpe has not been considered before. It will be used below to illustrate the 
differences between certain storage types of the automata that are used for deciding 
the independence problem. 
The relations oP, w,, o&, and ad are partial orders (up to reflexivity), while c!&,ijd is 
not anti-symmetric and O+ is symmetric. 
In the literature, instead of wP, ws, o,, and od, usually their reflexive closures have 
been considered. With an appropriate definition of independence, these approaches 
are equivalent [19]. However, as shown in [19], the definition used above is better 
suited for the extension to n-ary relations with n>2. 
In [19] many more relations are discussed with respect to the classes of codes they 
define as independent sets. The ones mentioned above were selected to demonstrate 
various special aspects of our constructions. 
3. Relations defined by automata 
In order to solve the decidability problem of w-independence we establish a connec- 
tion between n-ary relations and automata with some appropriate abstract storage 
type. If o is such that this is possible and if the membership problem for relations 
defined by such automata is decidable then also the o-independence problem for 
regular languages turns out to be decidable. 
For a formal definition of automata with abstract storage type we refer to [S, 81. 
A more general definition of storage types - too general for our purposes - is provided 
in [7,9]. We assume the reader to be familiar with these notions and introduce them 
only informally. 
An automaton with abstract storage type X, an X-automaton as defined in 
[S], consists of a finite state control, a set of storage configurations C, an initial 
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configuration QEC, and sets T and F of tests and instructions, respectively. The tests 
are mappings of C into the set { true,false} and the instructions are partial mappings of 
C into itself - strictly speaking, to each JET andfEF, a meaning function associates 
a mapping as above. 
Typical abstract storage types include the pushdown, the stack, the Turing tape, 
and so on. For instance, in the case of pushdown automata the tests of Tare used to 
check what is the current topmost stack symbol (“top = y?” for some y belonging to 
the pushdown alphabet) and the instructions in F either pop the stack or push a new 
symbol into the stack (“pop” or “push(y)“). 
The operation of the automaton consists of reading the input, changing the internal 
state, and applying the tests and instructions to the current storage configuration. The 
current input symbol, the internal state, and the result of the test together nondeter- 
ministically determine whether the automaton reads the next input symbol, changes 
the internal state, and performs a test or instruction on the storage configuration. 
We assume that the automata accept by final state. To avoid unnecessary complica- 
tions when considering decision problems, we always assume that the set of configura- 
tions is finitely specified and that the sets of tests and instructions are effectively given. 
All automata that we consider are, in general, nondeterministic and have one-way 
read-only inputs. However, we allow an automaton to have more than one input tape. 
In the sequel, let C be an alphabet, let X be an abstract storage type, and let n~lV. 
An X-[n,C]-automaton, is an X-automaton with n one-way input tapes and input 
alphabet C. If n 22, an X-[n, Cl-automaton can be interpreted as a transducer with 
some of the n tapes considered as outputs. This is true because we consider nondeter- 
ministic automata: In this case, it does not make a difference whether the automaton 
actually reads an input symbol y or guesses that the next symbol to be produced on 
the corresponding tape is y. Thus, for instance, pushdown [2,C]-automata are the 
usual nondeterministic pushdown transducers. 
Let A be an X-[n, Cl-automaton. The subset of [Z*]” accepted by A, L(A), is called 
the relation dejined by A. If n= 1, L(A) is usually called the language accepted by A. 
Definition 3.1. Let X be an abstract storage type. The emptiness problem for X is the 
problem to determine, for a given X-Cl, Cl-automaton A, whether L(A)=@ The 
membership problem for X is the problem to determine, for a given X-Cl, Z]-automa- 
ton and a given WEI*, whether WEL(A). 
For the restricted definition of storage types according to [S] and used in this paper, 
the emptiness and membership problems are equivalent with respect to decidability. 
Lemma 3.2. An arbitrary storage type has a decidable membership problem ifand only 
if it has a decidable emptiness problem. 
Proof. Note that the class of languages accepted by X-Cl, Cl-automata is effectively 
closed under intersection with regular sets. Thus, if the emptiness problem is 
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decidable, for a given X-[l,C]-automaton A and a given weC*, one decides 
“weL(A)?” by deciding “{w> n L(A) = f~?“. 
For the converse, assume that the membership problem for the abstract storage 
type X is decidable. Let A be an arbitrary X-Cl, Cl-automaton. From A we construct 
an X-Cl, {b}]-automaton B with input alphabet {b} such that MEL if and only if 
L(A)#@ The automaton B, after reading the symbol b, nondeterministically simu- 
lates the computation of A on some guessed input sequence; it accepts if and only if the 
corresponding computation of A ends in a final state. 0 
Intuitively, the decidability of emptiness seems to be a stronger requirement than 
the decidability of membership, in general. According to Lemma 3.2, however, these 
problems are equivalent for languages accepted by X-Cl, Cl-automata with storage 
types as defined in [S]. Note that, for instance, in [l, 31 one uses the decidability of the 
emptiness problem to deduce that membership is decidable for the classes of indexed 
and k-level 01-languages. 
For the more general definition of storage types according to [7,9], Lemma 3.2 
does not hold true. For instance, consider linearly bounded (nondeterministic) auto- 
mata. Membership is decidable while emptiness is undecidable. For a suitable storage 
type X in our sense, an X-Cl, Cl-automaton can simulate the computations of 
a linearly bounded automaton as follows: The automaton reads the input into the 
storage configuration which can then be modified using instructions corresponding to 
the computation steps of the linearly bounded automaton. Note that, in this simula- 
tion, the automaton uses the transition relation to guarantee that the storage config- 
uration will not be made larger than the input as the storage tape can be ex- 
panded only when the automaton is reading an input symbol. For the corresponding 
storage type - a Turing tape - both emptiness and membership are undecidable in 
general. 
Using the more general definition of a storage type given in [7,9], one can indeed 
characterize the linearly bounded automata with a suitable storage type X. There the 
storage type is defined to involve an encoding that maps the input to a storage 
configuration. The latter is then used as the initial configuration in the computation. 
For this more general definition of storage types, Lemma 3.2 does not hold. The 
storage types of iterated stack and multicounter that we consider in the sequel can be 
defined using our more restricted definition of [S]. 
Our decision method for the w-independence problem is a consequence of the 
following more general result. 
Theorem 3.3. Let X be a storage type with a decidable membership problem. Then the 
following problem is decidable. 
Instance: An X-[n, Cl-automaton A and RI, . . . , R,EREG(Z). 
Question: Is L(A)n RI x ... x R, empty? 
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Proof. Let A be an X-[n, Cl-automaton and consider RI,. . . , R,eREG(C). We con- 
struct an X-Cl, lb)]-automaton B with input alphabet {b} such that 
if L(A)nR, x ... x R,#@, 
otherwise. 
After reading a symbol b, the automaton B nondeterministically guesses a sequence 
WiEC* of input symbols for the ith input tape, i = 1, . . , IZ, and simulates the computa- 
tion of A on these guessed inputs. The automaton B accepts if the simulated 
computation of A reaches an accepting state and each Wi is in Ri. Clearly B can check 
the membership Wi~Ri using only the finite state memory. Therefore, beL(B) if and 
only if L(A) nR, x ... x R, #@ By assumption, there is an algorithm to decide the 
membership problem for B. 0 
Using a similar argument as in the proof of Theorem 3.3, one can show that, if A is 
an X-[n, Cl-automaton with n>2 and RI, . . . , R&REG(Z), then all projections of 
L(A)nR, x ... x R, to C* are accepted by X-Cl, Cl-automata. For the special case of 
pushdown [2, Cl-automata this result appears already in [lo]; there it is shown that 
the image of a regular language under the mapping induced by a nondeterministic 
pushdown transducer is context-free. 
As a consequence of Theorem 3.3 and Lemma 3.2 we obtain the following state- 
ment about the decidability of o-independence. 
Corollary 3.4. Assume that the relation CIJ E [C*]” is dejined by an X-[n, Cl-automaton 
such that X has a decidable membership (or emptiness) problem. Then the o-indepen- 
dence problem is decidable. 
4. Stack and multicounter automata applied to the independence problem 
The above results imply that o-independence of regular languages is decidable for 
all relations o that can be defined using a storage type with a decidable membership 
(or emptiness) problem. Most of the relations commonly used to define classes of 
codes and families of languages related to codes concern similarities in the combina- 
torial structure of words as shown in Definition 2.2. The abstract storage types that 
can be used to define such relations are based on pushdowns, stacks, and counters. In 
this section, we review the decidability properties of such storage types and then apply 
these to the o-independence problem for the relations w of Definition 2.2. 
In the sequel we consider the storage types of iterated stack and reversal-bounded 
multi-counter. The main distinction between a stack and a pushdown is that, in 
a stack, the reading head may enter the stack in a read-only mode while, in a push- 
down, only the symbol at the top is accessible. However, in both cases symbols may be 
added or rewritten only at the top. A stack automaton may be simulated by a push- 
down-of-pushdown automaton, where a storage configuration consists of a pushdown 
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stack of pushdown configurations. Pushdown-of-pushdown automata recognize 
exactly the indexed languages; this result is attributed to Aho and Ullman in [12]. 
Stack automata define a class a languages that is properly included in the indexed 
languages (see [ll, 121). The storage type of pushdown-of-pushdown is called a 2-iter- 
ated pushdown. Generalizing this idea one can define the storage types of k-iterated 
pushdown and k-iterated stack for any keN. See [S] for a comprehensive formal 
presentation of these notions. 
It is shown in [4] that the k-iterated pushdown automata recognize exactly the 
languages generated by k-level 01-macro grammars (see [3,6]). The emptiness of 
k-level 01-macro languages is shown to be decidable in [3]. The same decidability 
result is obtained in [S] using iterated pushdown automata. In [S] it is also estab- 
lished that a k-iterated stack may be simulated by a 2k-iterated pushdown. Thus it 
follows that emptiness is decidable for the languages accepted by k-iterated stack 
automata. These decidability results are quite strong as it is an open problem whether 
the k-iterated pushdown or stack automaton languages are even context-sensitive [S]. 
In the applications below we consider only l-iterated stack automata. 
The storage type pushdown is called a counter if the stack alphabet is a singleton 
set. It is assumed that the automaton can sense when the counter is empty. A k- 
counter automaton has k counters with keNi. A multicounter automaton is a k- 
counter automaton for some k E N. A counter is said to have the reversal bound n if, in 
any computation, it may switch at most y1 times from pushing to popping and vice 
versa. Such a reversal bound can be checked easily by the finite control of the 
automaton. A reversal-bounded multicounter automaton has k counters for some 
kEN each of which has a finite reversal bound. Without a reversal bound, k-counter 
automata are as powerful as Turing machines for any fixed k with k 2 2. On the other 
hand, in [14] it is shown that emptiness is decidable for reversal-bounded multicoun- 
ter machines. Emptiness remains decidable even when the input tape is two-way 
reversal-bounded or when the automaton has an additional unrestricted pushdown 
store ~ however, not both. 
Using these automaton models we show that the o-independence problem for 
regular languages is decidable for all the relations co of Definition 2.2. This is achieved 
by indicating, for each of the relations, how it can be defined by a suitable automaton. 
Note that, in most of the cases, the decidability result was known before; using the 
automaton theoretic framework, however, we are able to replace the earlier quite 
distinct and rather ad hoc proofs by a uniform proof method. In the sequel, let C be an 
arbitrary, but fixed alphabet with lZl> 1. 
Example 4.1 (Prejix order, &fix order). The relations w,, and o, can be defined 
by finite transducers. The decidability of the independence problems follows from 
Corollary 3.1. 
Example 4.2 (Commutatiuity order). We construct a stack [2, Cl-automaton A such 
that L(A)=w,. Let (u,v)Ew~. Thus v=ux=xu for some XEC+. By [24] (see also [25], 
Lemma 1.7), this implies that there is a word w such that both u and x are powers of w. 
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For an input (u,u), the automaton A nondeterministically reads a common prefix 
w of u and u and stores it on the stack. Let u = wu’ and v = WV’. By reading the stack 
repeatedly in read-only mode, the automaton then verifies that u’ = w”’ and u’ = wR for 
some m and n with m < n; it accepts (a, v) if this holds true. To do so, the automaton 
repeatedly and in parallel reads prefixes w in the remainder of the inputs - initially u’ 
and u’. Thus A accepts (u, v) if and only if (u, U)EW,. By Corollary 3.4, the w,- 
independence problem is decidable for regular languages. 
Note that in Example 4.2 the automaton needs to be able to read the contents of 
a stack several times without destroying it. This could not be achieved using a push- 
down transducer. 
Example 4.3 (Division order). We construct a stack [2, Cl-automaton A defining the 
relation od. Let (u, U)EW~, that is, u=ux=yu for some x, y~z+. This implies that 
u = (r~)~r, x = sr, y = rs for some r, SEC* and some k 3 0 (see [24] or [25, Lemma 1.61). 
For an input (u, u), the automaton A guesses the prefix rs of u and u, and stores the 
words Y and s on the stack separated by a marker. The automaton then verifies that 
the remainder of u is (rs)k-lr and the remainder of u is (rs)kr. The automaton accepts 
(u, u) if this holds true. Note that in the special case of k = 0 the automaton just stores 
the word u = r on the stack, non-deterministically reads a prefix us of u for some SEC*, 
and verifies that the remainder of u is equal to u. Thus A defines the relation wd. By 
Corollary 3.4, the ad-independence problem is decidable for regular languages. 
Example 4.4 (Ouerlap-or-injix relation). The relation w,,,~~ can be defined by a finite 
[2, Cl-automaton A as follows. On an input (u, u), first, A nondeterministically guesses 
whether P(u) n S(v) #$!I or u~F(u). The first condition can be checked by moving the 
input head non-deterministically to the beginning of the guessed suffix of u and then 
verifying that it is equal to a prefix of u. The second condition can be handled 
similarly. 
Example 4.5 (Parikh uector equality). Assume that C = (al, . . . , a,&}. To define upe, we 
construct a (k + 1)-counter [2, Cl-automaton A, with a reversal bound of 1 for each 
counter. The first k counters of A correspond to the symbols in C. 
On an input (u, u), the automaton first reads the word u and, after each symbol, 
increments the corresponding counter. Moreover, A guesses a position p such that the 
symbols at this position in u and u are different. Let w be the prefix of u with 1 w I= p - 1. 
Then A pushes IwI symbols to the (k+ 1)st counter and stores the next symbol of 2(, 
that is, the symbol at position p, in the finite memory. After this, the word u is read. 
Using the first k counters, A verifies that 1~1,~ = IuI,, for i = 1, . , k; using the (k + 1)st 
counter, A verifies that u#u. Thus, (u,u)EL(A) if and only if (u,u)EQQ,~. By Corol- 
lary 3.4, the mpe -independence problem is decidable for regular languages. 
In [14] it is shown that the Parikh sets of languages defined by reversal-bounded 
multicounter automata are semilinear. Thus this storage type would seem to be much 
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weaker than iterated pushdowns or iterated stacks. However, as shown in 
Example 4.5, the relation mpe can be defined using reversal-bounded multicounter 
automata in a very simple fashion. On the other hand, we have not been able to 
achieve this with iterated stack automata. 
5. Concluding remarks 
We have established a uniform proof method for the decidability of the CD- 
independence problem for regular languages that is applicable to quite a variety of 
relations o. Instead of the existing, special, and ad hoc proofs one only needs to show 
that the relation in question can be defined by an X-[n, Cl- automaton such that the 
storage type X has a decidable membership or emptiness problem. This reduction 
tends to be quite a bit simpler than a direct decidability proof. The reduction is 
illustrated using some of the common relations discussed in the theory of codes and of 
related languages as well as using the example of Parikh vector equality. In a similar 
fashion, all the relations given in Table 5.1 of [19] can be shown to have a decidable 
independence problem. 
When considering the o-independence problem for a language L, it is natural to 
require that L be regular. Already for context-free languages, o-independence is 
undecidable in general for even such commonly considered relations as the prefix or 
the suffix orders. It is also clear that mere recursivity of o is not sufficient in general for 
w-independence to be decidable - even in the case of regular languages. 
Our results are applicable to relations of arbitrary finite arity. All our examples 
above, however, concerning codes deal only with binary relations. Among n-ary 
relations with n>3, those characterizing the n-codes are of special importance (see 
[19]). So far we have not found a way to apply our results to these relations, that is, we 
have not been able to define these relations using any of the automaton models 
discussed in Section 4, and, therefore, the decidability of the n-code property with 
n>3 for regular languages remains still an open problem [16]. The crucial point 
distinguishing the cases of n=2 and n>2 is that in the former one actually uses 
another equivalent relation, the commutativity order, while in the latter no such better 
suited alternative is known. 
The ultimate objective of this work, of course, is to characterize those relations for 
which the independence problem is decidable. We are very far from this goal. 
However, our approach seems to accomodate all the cases for which the independence 
problem is known to be decidable and several additional ones. Moreover, it simplifies 
and unifies the proofs of the decidability of independence considerably. 
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