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Abstract. This report considers a sporadic real-time task system with n spo-
radic tasks on a uniprocessor platform, in which the lowest-priority task is a seg-
mented self-suspension task and the other higher-priority tasks are ordinary spo-
radic real-time tasks. This report proves that the schedulability analysis for fixed-
priority preemptive scheduling even with only one segmented self-suspending
task as the lowest-priority task is coNP-hard in the strong sense. Under fixed-
priority preemptive scheduling, Nelissen et al. in ECRTS 2015 provided a mixed-
integer linear programming (MILP) formulation to calculate an upper bound on
the worst-case response time of the lowest-priority self-suspending task. This re-
port provides a comprehensive support to explain several hidden properties that
were not provided in their paper. We also provide an input task set to explain why
the resulting solution of their MILP formulation can be quite far from the exact
worst-case response time.
1 Introduction and Models
We consider a system T of n sporadic real-time tasks. A sporadic task τi in T releases
an infinite number of jobs that arrive with the minimum inter-arrival time constraint.
A sporadic real-time task τi is characterized by its worst-case execution time Ci, its
minimum inter-arrival time (also called period) Ti and its relative deadline Di. In addi-
tion, each job of task τi has also a specified worst-case self-suspension time Si. When
a job of task τi arrives at time t, the job should finish no later than its absolute deadline
t + Di, and the next job of task τi can only be released no earlier than t + Ti. If the
relative deadline Di of task τi in the task set is always equal to (no more than, respec-
tively) the period Ti, such a task set is called a implicit-deadline (constrained-deadline,
respectively) task set (system). If Di > Ti for a certain task τi in T, then the task sys-
tem is an arbitrary-deadline task system. The response time of a job is defined as its
finishing time minus its release (arrival) time. The worst-case response time WCRTi
is the upper bound on the response times of all the jobs of task τi. The response time
analysis of a task τi under a scheduling algorithm is to provide a safe upper bound on
WCRTi.
There are two typical models for self-suspending sporadic task systems: 1) the dy-
namic self-suspension task model, and 2) the segmented self-suspension task model.
In the dynamic self-suspension task model, e.g., [1, 2, 6, 12, 13, 18, 20], in addition to
the worst-case execution time Ci of sporadic task τi, we have also the worst-case self-
suspension time Si of task τi. In the segmented self-suspension task model, e.g., [4,5,10,
? This report has been supported by DFG, as part of the Collaborative Research Center SFB876
(http://sfb876.tu-dortmund.de/).
ar
X
iv
:1
60
5.
00
12
4v
2 
 [c
s.D
S]
  5
 Ju
n 2
01
6
11, 14, 22], the execution behaviour of a job of task τi is specified by interleaved com-
putation segments and self-suspension intervals. The dynamic self-suspension model
provides a simple specification by ignoring the juncture of I/O access, computation
offloading, or synchronization. However, if the suspending behaviour can be character-
ized by using a segmented pattern, the segmented self-suspension task model can be
more appropriate.
This report considers a segmented self-suspension task model. If a task τi can sus-
pend itself, a job of task τi is further characterized by the computation segments and
suspension intervals as an array (C1i , S
1
i , C
2
i , S
2
i , ..., S
mi−1
i , C
mi
i ), composed of mi
computation segments separated by mi − 1 suspension intervals.
In this report, we will only consider the following special case in fixed-priority (FP)
preemptive scheduling:
– Task τn is the lowest-priority task and is a segmented self-suspension task. We will
further assume that Dn ≤ Tn.
– There are n−1 higher-priority tasks, τ1, τ2, . . . , τn−1. These n−1 tasks are indexed
from the highest priority τ1 to the lowest priority τn−1. The task set {τ1, τ2, . . . , τn−1}
can be an arbitrary-, constrained-, or implicit-deadline task set.
Since we only have one self-suspending task in this report, we use m to denote
mn for notational simplicity, where m ≥ 2. Moreover, the arrival time of a computa-
tion segment is defined as the moment when the computation segment is ready to be
executed, after all its previous computation segments and self-suspension intervals are
done. In this report, the response time Rj of a computation segment Cjn is defined as
the finishing time of the computation segment minus the arrival time of the computation
segment.
We consider uniprocessor fixed-priority preemptive scheduling. We say that a re-
lease pattern of the tasks in T is valid if the jobs of the tasks in T do not violate any
of the temporal characteristics regarding to the minimum inter-arrival time, worst-case
execution time, and worst-case self-suspension time. We say that a schedule is feasible
if all the deadlines are met for a valid release pattern of the tasks in T. Moreover, a
task system (set) is schedulable by a scheduling algorithm if the resulting schedule for
any valid release pattern of T is always feasible. A schedulability test of a scheduling
algorithm for a given task system is to validate whether the task system is schedula-
ble by the scheduling algorithm. A sufficient schedulability test provides only sufficient
conditions for validating the schedulability of a task system. A necessary schedulability
test provides only necessary conditions to allow the schedulability of a task system. An
exact schedulability test provides necessary and sufficient conditions for validating the
schedulability.
By the assumption of fixed-priority preemptive scheduling, a schedulability test of
task τi can be done by removing all the lower-priority tasks, τi+1, . . . , τn. Since task τn
is the lowest-priority task, the schedulability test of the n−1 higher-priority tasks under
the given FP preemptive scheduling can be done by using the well-known response time
analysis, [16, 17].
Therefore, the remaining problem is to validate whether the segmented self-suspension
task τn is schedulable by FP preemptive scheduling (as the lowest-priority task). For
this problem, the only results in the literature were provided by Lakshmanan and Ra-
jkumar [15] and Nelissen et al. [21]. Lakshmanan and Rajkumar proposed a pseudo-
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polynomial-time worst-case response time analysis, by revising the well-known critical
instant theorem originally defined in [19]. This has been recently disproved by Nelis-
sen et al. [21]. The schedulability test by Nelissen et al. [21] requires exponential-time
complexity even for such a case when the task system has only one self-suspending
task. Furthermore, Nelissen et al. [21] also assumed that all the tasks are with con-
strained deadlines, i.e., Di ≤ Ti for every task τi ∈ T. The other solutions [10, 22]
require pseudo-polynomial time complexity but are only sufficient schedulability tests.
Regarding to computational complexity, it was shown by Ridouard et al. [23] that
the scheduler design problem for the segmented self-suspension task model is NP-
hard in the strong sense.1 The proof in [23] only needs each segmented self-suspending
task to have one self-suspension interval with two computation segments. It was re-
ported by Chen et al. [7] that the schedulability test problem in several cases is also
strongly coNP-hard under dynamic-priority scheduling, in which the priority of a job
may change over time. Such observations made in [7] are based on the special cases
to reduce from the schedulability test problem of the ordinary constrained-deadline
sporadic task systems (without self-suspension), which has been recently proved to be
coNP-hard in the strong sense by Ekberg and Wang [8] under earliest-deadline-first
(EDF) scheduling. For fixed-priority (FP) preemptive scheduling, in which a task is
assigned a fixed priority level, the computational complexity of the schedulability test
problem for the segmented self-suspension task model is open.
Contribution: This report provides the following results of the schedulability test
problem and the worst-case response time analysis for self-suspending sporadic task
systems:
– In Section 3, we prove that the schedulability analysis for fixed-priority (FP) pre-
emptive scheduling even with only one segmented self-suspending task as the lowest-
priority task is coNP-hard in the strong sense when there are more than one self-
suspension interval (or equivalently more than two computation segments). The
computational complexity analysis is valid for both implicit-deadline and constrained-
deadline cases, when the priority assignment is given. Our proof also shows that
validating whether there exists a feasible priority assignment is also coNP-hard in
the strong sense for constrained-deadline segmented self-suspending task systems.
– This report shows that the upper bound on the worst-case response time derived
from the MILP developed by Nelissen et al. [21] can be very far from the actual
worst-case response time in Section 5.
2 Proof for the Necessary Condition of Worst-Case Response Time
Let σ be a fixed-priority preemptive schedule for a valid release pattern RP of the task
system T. We consider two cases:
– Case 1 when all the jobs of task τn in schedule σ have their response times no more
than Tn: We pick an arbitrary job J of task τn from σ. For this case, removing all
the other jobs of task τn (except J) from σ does not change the schedule of the
remaining jobs in σ.
1 Ridouard et al. [23] termed this problem as the feasibility problem for the decision version to
verify the existence of a feasible schedule.
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– Case 2 when there exists a job of task τn in schedule σ, in which the response time
of the job is larger than Tn. Let J be the first job in the schedule σ in which the
response time of J is strictly larger than Tn. For this case, removing all the other
jobs of task τn (except J) from σ does not change the schedule of the remaining
jobs in σ.
In both cases, for j = 1, 2, . . . ,m, suppose that the arrival time and finishing time
of the j-th computation segment of job J is gj and fj , respectively. In both cases, by
definition, g1 ≤ f1 ≤ g2 ≤ f2 ≤ · · · ≤ gm ≤ fm, and fm − g1 ≤WCRTn.
The following lemmas provide the necessary conditions for the worst-case release
patterns for both cases. Specifically, Condition 1 in Lemma 1 was also provided in
Lemma 2 by Nelissen et al. in [21]. For the completeness of this report and the correct-
ness of the MILP, we also include the proof of Condition 1 in Lemma 1 here.
Lemma 1. IfWCRTn ≤ Tn, then the worst-case response time of task τn happens (as
necessary conditions) when
Condition 1: all the higher-priority tasks τ1, τ2, . . . , τn−1 only release their jobs in
time intervals [gj , fj) for j = 1, 2, . . . ,m, and
Condition 2: gj+1 − fj is always Sjn, ∀j = 1, 2, . . . ,m− 1, and
Condition 3: all the jobs are executed with their worst-case execution times.
Proof. We prove this lemma by showing that job J defined at the opening of this
section can only increase its response time by following these three conditions. By the
assumption WCRTn ≤ Tn, we consider Case 1.
We start with Condition 1. Suppose that the schedule σ has to execute certain higher-
priority jobs in time interval [t1, g1) and the processor idles right before t1. That is, the
processor does not idle between t1 and g1. In this case, we can change the arrival time of
the computation segment C1n of job J from g1 to t1. This change in the release pattern
RP does not change the resulting preemptive schedule σ, but the response time of J
becomes fm − t1 ≥ fm − g1 since t1 ≤ g1.
For j = 2, 3, . . . ,m, suppose that the schedule σ has to execute certain higher-
priority jobs to keep the processor busy in time interval [tj , gj) and the processor either
idles or executes job J right before t1. By definition, for j = 2, 3, . . . ,m, we know that
tj ≥ fj−1; otherwise the (j−1)-th computation segment of job J cannot be finished at
time fj−1. Similarly, we can change the arrival time of the computation segment Cjn of
job J from gj to tj . This change in the release patternRP does not change the resulting
preemptive schedule σ nor the response time of J .
Let gj for j = 1, 2, . . . ,m be the revised arrival time of the computation segment
Cjn of job J changed above. After we change the release pattern of job J , we know that
the suspension time between the two computation segments Cjn and C
j+1
n of job J is
exactly gj+1 − fj ≤ Sjn for j = 1, 2, . . . ,m− 1. Therefore, the revised release pattern
remains valid.
Now, we can safely remove the higher jobs released before g1, after or at fm, and
in time intervals [f1, g2), [f2, g3), . . . , [fm−1, gm). Since these jobs do not (directly or
indirectly) interfere in the execution of job J at all, removing them does not have any
impact on the execution of job J . Again, let RP be the revised release pattern, and let
σ be its corresponding FP preemptive schedule. Now, Condition 1 holds.
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We now revise the release pattern of the higher-priority jobs and J for Condition
2. We start from j = 2. If gj − fj−1 < Sj−1n , then we greedily perform the following
steps:
– First, any higher-priority jobs released after or at gj are delayed exactly by Sj−1n −
(gj − fj−1) time units.
– Second, the (j − 1)-th suspension interval of job J is increased to suspend for
exactly Sj−1n time units, and g` is set to g` + S
j−1
n − (gj − fj−1) for ` = j, j +
1, . . . ,m.
With the above two steps, the schedule σ remains almost unchanged by just adding
Sj−1n − (gj − fj−1) amount of idle time. We repeat the above procedure for j =
2, 3, . . . ,m. Again, let σ be the above revised schedule with the revised release pat-
tern. Now, after the adjustment, Condition 2 holds, and the response time of job J in
this schedule is larger than or equal to the original one.
Condition 3 is rather trivial. If a job in schedule σ has a shorter execution time, we
can increase its execution time to its worst-case execution time. We can then adjust the
release pattern with a similar procedure like the operations for Condition 2 to increase
the response time of job J .
With the above discussions, we reach the conclusion of this lemma.
Lemma 2. If WCRTn > Tn, the response time of task τn in a release pattern that
satisfies Conditions 1, 2, and 3 in Lemma 1 is larger than Tn.
Proof. By the assumption WCRTn > Tn, we consider that there exists a schedule σ
in which Case 2 (at the opening of the section) holds. The rest of the proof is identical
to the proof of Lemma 1.
We now demonstrate a few properties based on Lemma 1. By Lemma 1, for obtain-
ing the (exact) worst-case response time of task τn, we simply have to examine all the
release patterns that satisfy the three conditions in Lemma 1. Specifically, Condition 1
of Lemma 1 implies that we can set an offset variable Oi,j (with Oi,j ≥ 0) to define
the release time of the first job of task τi, arrived no earlier than gj . That is, for a given
Oi,j , the first job released by task τi no earlier than gj is released at time Oi,j + gj .
With the above definitions, we can have the following properties. These properties
can be used to reduce the search space for the worst-case response time of task τn. The
first property was also provided in Corollary 1 in the paper by Nelissen et al. [21].
Property 1. For a higher-priority task τi, there must be at least one Oi,j equal to 0.
Proof. This is quite trivial. By Lemma 1, either task τi does not release any job to
interfere in any computation segment of job J or τi releases at least one job to interfere
in certain computation segments of job J . For the former case, we can set Oi,1 to 0,
which does not decrease the resulting worst-case response time. For the latter case, if
all Oi,j > 0 for j = 1, 2, . . . ,m, let j∗ be the earliest computation segment of job J
where task τi releases some jobs to interfere in. We can greedily set Oi,j∗ to 0, which
does not reduce the resulting worst-case response time.
Property 2. If the period of task τi is small enough, then the following property holds:
– Case when j = 1: If Ti ≤ S1n, then Oi,1 is 0.
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– Case when j = m: If Ti ≤ Sm−1n , then Oi,m is 0.
– Case when 2 ≤ j ≤ m− 1: If Ti ≤ Sj−1n and Ti ≤ Sjn then Oi,j is 0.
That is, task τi releases one job together with the j-th computation segment of the job
J . Moreover, task τi also releases the subsequent jobs strictly periodically with period
Ti until the j-th computation segment of job J finishes.
Proof. The first case is clear due to Condition 2 in Lemma 1, i.e., the suspension time of
the first suspension interval is exactly S1n, since the release pattern of task τi to interfere
in the first computation segment of job J is independent from the other computation
segments. The second case is similar.
For any j with 2 ≤ j ≤ m − 1, the condition Ti ≤ Sj−1n implies that the release
pattern of task τi to interfere in the (j − 1)-th computation segment of job J is inde-
pendent from the release pattern to interfere in the j-th computation segment. Similarly,
the condition Ti ≤ Sjn implies that the release pattern of task τi to interfere in the j-th
computation segment of job J is independent from the release pattern of task τi to inter-
fere in the (j + 1)-th computation segment. Therefore, when Ti ≤ Sj−1n and Ti ≤ Sjn,
the release pattern of task τi to interfere in the j-th computation segment of job J is
independent from the other computation segments.
Moreover, when the release pattern of task τi to interfere in the j-th computation
segment of job J is independent from the other computation segments, the worst-case
release pattern of task τi to interfere in the j-th computation segment of job J is to
release 1) one job together with the j-th computation segment of the job J , and 2) the
subsequent jobs strictly periodically with period Ti until the j-th computation segment
of job J finishes.
Property 3. If Ti ≥ Tn and WCRTn ≤ Tn, then a higher-priority task τi only releases
one job together with one of the m computation segments of the job (under analysis) of
task τn.
Proof. This comes from Condition 1 in Lemma 1 and Property 1.
Property 4. If Ti − Ci is small enough, then the following property of task τi holds:
– Case when j = 1: If Ti − Ci ≤ S1n, then Oi,1 is 0.
– Case when j = m: If Ti − Ci ≤ Sm−1n , then Oi,m is 0.
– Case when 2 ≤ j ≤ m− 1: If Ti − Ci ≤ Sj−1n and Ti − Ci ≤ Sjn then Oi,j is 0.
That is, task τi releases one job together with the j-th computation segment of the job
J . Moreover, task τi also releases the subsequent jobs strictly periodically with period
Ti until the j-th computation segment of job J finishes.
Proof. This is a simple extension of Property 2.
3 Computational Complexity
In this section, we will prove that the schedulability test problem for FP preemptive
scheduling even with only one segmented self-suspending task as the lowest-priority
task in the task system is coNP-hard in the strong sense. Specifically, we will also
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show that our reduction implies that finding whether there exists a feasible priority
assignment under FP scheduling for constrained-deadline task systems is also coNP-
hard in the strong sense. We will first consider constrained-deadline task systems and
then revise the reduction to consider implicit-deadline task systems.
Our reduction is from the 3-PARTITION problem [9]:2
Definition 1 (3-PARTITION Problem). We are given a positive integer V , a positive
integer M , and a set of 3M integer numbers {v2, v3, . . . , v3M+1} with the condition∑3M+1
i=2 vi =MV , in which 1 ≤ V/4 < vi < V/2 and M ≥ 3. Therefore, V ≥ 3.
Objective: The problem is to partition the given 3M integer numbers into M dis-
joint sets V1,V2, . . . ,VM such that the sum of the numbers in each set Vi for i =
1, 2, . . . ,M is V , i.e.,
∑
vj∈Vi vj = V .
The decision version of the 3-PARTITION problem to verify whether such a partition
into M disjoint sets exists or not is known NP-complete in the strong sense [9] when
M ≥ 3.
3.1 Constrained-Deadline Task Systems
Definition 2 (Reduction to a constrained-deadline system). For a given input in-
stance of the 3-PARTITION problem, we construct n = 3MV + 2 sporadic tasks as
follows:
– For task τ1, we set C1 = V, S1 = 0, D1 = V, T1 = 3V .
– For task τi with i = 2, 3, . . . , 3M + 1, we set Ci = vi, Si = 0, Ti = 21MV and
Di = 3MV/2 if M is an even number or Di = 3MV/2 + V/2 if M is an odd
number.
– For task τ3M+2, we create a segmented self-suspending task with M computation
segments separated byM−1 self-suspension intervals3, i.e.,m = m3M+2 =M , in
whichCj3M+2 = V +1 for j = 1, 2, . . . ,M , S
j
3M+2 = 6V for j = 1, 2, . . . ,M−1,
D3M+2 = M(4V + 1)− V + 6V (M − 1) = 10MV +M − 7V , and T3M+2 =
21MV .
Due to the stringent relative deadline of task τ1, it must be assigned as the highest-
priority task. Moreover, the 3M tasks, i.e., τ2, τ3, . . . , τ3M+1, created by using the in-
teger numbers from the 3-PARTITION problem instance are assigned lower priorities
than task τ1 and higher priorities than task τ3M+2. Since the integer numbers in the
3-PARTITION problem instance are given in an arbitrary order, without loss of gener-
ality, we index the tasks in τ2, τ3, . . . , τ3M+1 by the given priority assignment, i.e., a
lower-indexed task has higher priority. (In fact, we can also assign all these 3M tasks
with the same priority level.)
For the rest of the proof, the task set created in Definition 2 is referred to as Tred.
Lemma 3. Tasks τ1, τ2, . . . , τ3M+1 in Tred can meet their deadlines under the speci-
fied FP scheduling.
2 For notational consistency and brevity in our reduction, we index the 3M integer numbers
from 2.
3 The first version of the proof uses 6V for Sj3M+2 for j = 1, 2, . . . ,M − 1. By applying
Property 3, we can also set Sj3M+2 to 2V and D3M+2 =M(4V + 1)− V + 2V (M − 1) =
6MV +M − 3V .
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Proof. In FP scheduling, the segmented self-suspending task τ3M+2 in Tred has no
impact on the schedule of the higher-priority tasks. Therefore, we can use the standard
schedulability test for FP scheduling to verify their schedulability. The schedulability of
task τ1 is obvious sinceC1 ≤ D1. For i = 2, 3, . . . , 3M+1, task τi is schedulable under
FP scheduling since Ci+
∑i−1
j=1
⌈
Di
Tj
⌉
Cj =
⌈
Di
T1
⌉
C1+
∑i
j=2 Cj ≤
⌈
Di
3V
⌉
V +MV =
Di, where the last equality is due to
⌈
Di
3V
⌉
=
⌈
3MV/2
3V
⌉
= M/2 when M is an even
number and
⌈
Di
3V
⌉
=
⌈
3MV/2+V/2
3V
⌉
= (M + 1)/2 when M is an add number.
The worst-case response time of task τ3M+2 happens by using one of the release
patterns with the conditions in Lemma 4:
Lemma 4. The worst-case response time of task τ3M+2 in Tred under FP scheduling
happens under the following necessary conditions:
1. Task τ3M+2 releases a job at time 0. This job requests the worst-case execution
time per computation segment and suspends in each self-suspension interval exactly
equal to its worst case.
2. Task τ1 always releases one job together with each computation segment of the
job (released at time 0) of task τ3M+2, and releases the subsequent jobs strictly
periodically with period 3V until a computation segment of task τ3M+2 finishes.
Task τ1 never releases any job when task τ3M+2 suspends itself.
3. For i = 2, 3, . . . , 3M + 1, task τi only releases one job together with one of the M
computation segments of the job (released at time 0) of task τ3M+2.
All the jobs and all the computation segments are executed with their worst-case exe-
cution time specifications.
Proof. For task τ1 in Tred, since T1 < Sjn for any j = 1, 2, . . . ,M − 1, the re-
lease pattern of task τ1 is independent from the computation segments. This is formally
proved in Property 2 in Section 2. Moreover, since Ti > Dn for i = 2, 3, . . . , 3M + 1,
such a higher-priority task τi in Tred only releases one job together with one of the M
computation segments of the job (under analysis) of task τn. This is formally proved
in Property 3 in Section 2. By putting all the above conditions together, we reach the
conclusion for Lemma 4.
For the j-th computation segment of task τ3M+2, suppose thatTj ⊆ {τ2, τ3, . . . , τ3M+1}
is the set of the tasks released together with Cj3M+2 (under the third condition in
Lemma 4). For notational brevity, let wj be
∑
τi∈Tj Ci. By definition, wj is a non-
negative integer. Together with the second condition in Lemma 4, we can use the stan-
dard time demand analysis to analyze the worst-case response time Rj of the j-th com-
putation segment of task τ3M+2 (after it is released) under the higher-priority interfer-
ence due to {τ1} ∪ Tj . The response time Rj of a computation segment Cj3M+2 is
defined as the finishing time of the computation segment minus the arrival time of the
computation segment.
For a given task set Tj (i.e., a given non-negative integer wj), Rj is the minimum t
with t > 0 such that
Cj3M+2 + (
∑
τi∈Tj
Ci) +
⌈
t
T1
⌉
C1 = V + 1 + wj +
⌈
t
3V
⌉
V = t.
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Since Rj only depends on the non-negative integer wj , we use R(wj) to represent Rj
for a given Tj . We know that V + 1 + wj +
⌈
t
3V
⌉
V = t happens with ` · 3V < t ≤
(` + 1) · 3V for a certain non-negative integer `. That is, V + 1 + wj +
⌈
t
3V
⌉
V > t
when t is ` · 3V and V + 1 + wj +
⌈
t
3V
⌉
V ≤ t when t is (`+ 1)3V . We know that `
is
⌈
V+1+wj
2V
⌉
− 1. Moreover,
R(wj) = ` · 3V + V + (V + 1 + wj − ` · 2V )
= 2V + 1 + wj + ` · V
= V + 1 + wj +
⌈
V + 1 + wj
2V
⌉
V.
This leads to three cases that are of interest:
R(wj) =

2V + 1 + wj if wj ≤ V − 1
4V + 1 if wj = V
V + 1 + wj +
⌈
V+1+wj
2V
⌉
V if wj > V
(1)
For example, if wj = 3V − 1, then R(wj) is 6V ; if wj is 3V , then R(wj) is 7V + 1.
With the above discussions, we can now conclude that the unique condition when
task τ3M+2 misses its deadline in the following lemma.
Lemma 5. Suppose that Tj ⊆ {τ2, τ3, . . . , τ3M+1} and Ti ∩Tj = ∅ when i 6= j. Let
wj =
∑
τi∈Tj Ci. If a task partition T1,T2, . . . ,TM exists such that
∑M
j=1R(wj) >
M(4V + 1)− V with R(wj) defined in Eq. (1), then task τ3M+2 misses its deadline in
the worst case; otherwise, task τ3M+2 always meets its deadline.
Proof. By Lemma 4, task τ3M+2 in Tred is not schedulable under the fixed-priority
preemptive scheduling if and only if there exists a task partition T1,T2, . . . ,TM such
that
∑M
j=1R(wj) +
∑M−1
j=1 S
j
3M+2 = 6(M − 1)V +
∑M
j=1R(wj) > D3M+2 =
M(4V + 1) + 6V (M − 1)− V . This concludes the proof.
Instead of investigating the combinations of the task partitions, we analyze the cor-
responding total worst-case response time
∑M
j=1R(wj) for the M computation seg-
ments of task τ3M+2 (by excluding the self-suspension time) by considering different
non-negative integer assignments w1, w2, . . . , wM with
∑M
i=1 wi = MV and wi ≥ 0
in the following lemmas.
Lemma 6. If w1 = w2 = · · · = wM = V , then
M∑
j=1
R(wj) =M(4V + 1),
where R(wj) is defined in Eq. (1).
Proof. This comes directly by Eq. (1).
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Lemma 7. For any non-negative integer assignment forw1, w2, . . . , wM with
∑M
i=1 wi =
MV , if there exists a certain index j with wj 6= V , then
M∑
j=1
R(wj) ≤M(4V + 1)− V,
where R(wj) is defined in Eq. (1).
Proof. LetX be the set of indexes such that 0 ≤ wj < V for any j ∈ X. Similarly, let
Y be the set of indexes such that V < wj for any j ∈ Y. If j /∈ X ∪Y, then wj is V .
If there exists j in Y with wj > 2V , since
∑M
i=1 wi = MV , there must exist an
index i in X with wi < V . We can increase wi to w′i = V , which increases the worst-
case response timeR(wi) by 2V −wi (i.e., from 2V +1+wi to 4V +1). Simultaneously,
we reduce wj to w′j = wj − (V −wi) > V . Therefore, wi+wj = w′i+w′j . Moreover,
the reduction of wj to w′j also reduces the worst-case response time R(wj) by case 1)
V −wi if
⌈
V+1+w′j
2V
⌉
is equal to
⌈
V+1+wj
2V
⌉
, and by case 2) V −wi + V if
⌈
V+1+w′j
2V
⌉
is not equal to
⌈
V+1+wj
2V
⌉
. In both cases, we can easily see that the worst-case response
time is not decreased in the new integer assignment. Moreover, the index j remains in
Y and the index i is removed from setX. We repeat the above step until all the indexes
j inY are with wj ≤ 2V .
It is clear thatX andY are both non-empty after the above step. For the rest of the
proof, let X and Y be defined after finishing the above step. Therefore, the condition
wj ≤ 2V holds for any j ∈ Y. Due to the pigeon-hole principle, when Y is not an
empty set,X is also not an empty set. Moreover, for an element i inX, there must be a
subsetY′ ⊆ Y and an index ` ∈ Y′ such that∑
j∈Y′
(wj − V ) ≥ V − wi >
∑
j∈Y′\{`}
(wj − V ).
That is, we want to adjust wi to V (i.e., wi is increased by V −wi), and the setY′ \{`}
is not enough to match the integer adjustment V − wi and the set Y′ is enough to
match the integer adjustment V − wi. We now increase wi to V , which increases the
worst-case response time R(wi) by 2V − wi. Simultaneously, we reduce wj to V for
every j ∈ Y′ \ {`} and reduce w` to w′` = w` − (V − wi −
∑
j∈Y′\{`}(wj − V )).
Since V < wj ≤ 2V for any j ∈ Y′ before the adjustment, the adjustment reduces the
worst-case response time R(wj) by wj − V if j 6= ` and reduces R(w`) by w` − w′`.
Therefore, the adjustment reduces
∑
j∈Y′ R(wj) by exactly V − wi. Therefore, the
adjustment in this step to change wi inX and wj inY′ increases the overall worst-case
response time by exactly V time units.
By adjusting with the above procedure repeatedly, we will reach the integer assign-
ment w1 = w2 = · · · = wM = V with bounded increase of the worst-case response
time. As a result, we can conclude that
∑M
j=1R(wj) ≤ M(4V + 1) − |X|V . By the
assumption
∑M
i=1 wi = MV and the existence of wj 6= V for some j, we know that
|X| must be at least 1. Therefore, we reach the conclusion.
We use an example to illustrate how the procedure in Lemma 7 operates. Suppose
thatw1 = 0, w2 = 3.5V,w3 = 0.4V,w4 = 0.6V,w5 = 1.5V,w6 = 0 whenM = 6 and
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w1 R(w1) w2 R(w2) w3 R(w3) w4 R(w4) w5 R(w5) w6 R(w6) X Y
∑6
j=1R(wj)
0 2V + 1 3.5V 7.5V + 1 0.4V 2.4V + 1 0.6V 2.6V + 1 1.5V 4.5V + 1 0 2V + 1 {1, 3, 4, 6} {2, 5} 21V + 6
V 4V + 1 2.5V 5.5V + 1 − − − − − − − − {3, 4, 6} {2, 5} 21V + 6
− − 1.5V 4.5V + 1 − − − − − − V 4V + 1 {3, 4} {2, 5} 22V + 6
− − V 4V + 1 V 4V + 1 − − 1.4V 4.4V + 1 − − {4} {5} 23V + 6
− − − − − − V 4V + 1 1V 4V + 1 − − ∅ ∅ 24V + 6
Table 1: An example of Lemma 7
V is an integer multiple of 10. We will start fromX = {1, 3, 4, 6} andY = {2, 5}. As
shown in Table 1, the operation makes
∑6
j=1R(wj) increase. Note that the conclusion∑M
j=1R(wj) ≤M(4V +1)− |X|V in Lemma 7 was for |X| = {3, 4} in this example
when wj < 2V for any j ∈ Y.
We can now conclude the coNP-hardness.
Theorem 1. The schedulability analysis for FP scheduling even with only one seg-
mented self-suspending task as the lowest-priority task in the sporadic task system is
coNP-hard in the strong sense, when the number of self-suspending intervals in the
self-suspending task is larger than or equal to 2 and Di ≤ Ti for every task τi.
Proof. The reduction in Definition 2 requires polynomial time. Moreover, by Lem-
mas 4, 5, 6, and 7, a feasible solution of the 3-PARTITION problem for the input in-
stance exists if and only if task τ3M+2 is not schedulable by the FP scheduling when
M ≥ 3. Therefore, this concludes the proof.
Corollary 1. Validating whether there exists a feasible priority assignment is coNP-
hard in the strong sense for constrained-deadline segmented self-suspending task sys-
tems.
Proof. This comes directly from Theorem 1 and the only possible priority level for task
τ3M+2 to be feasible in Tred.
3.2 Implicit-Deadline Task Systems
The coNP-hardness in the strong sense for testing the schedulability of task τn under
FP scheduling can be easily proved with the same input as in Tred by changing the
periods of the tasks as follows:
– For task τ1, we set D1 = 3V, T1 = 3V .
– For task τi with i = 2, ..., 3M + 1, we set Ti = Di = 10MV +M − 7V .
– For task τ3M+2, we set T3M+2 = D3M+2 = 10MV +M − 7V .
Assume that τ3M+2 is the lowest-priority task. It is not difficult to see that all the con-
ditions in Lemma 4 still hold for testing whether task τ3M+2 can meet its deadline or
not (but not for the worst-case response time if task τ3M+2 misses the deadline). There-
fore, the schedulability analysis for FP scheduling even with only one segmented self-
suspending task as the lowest-priority task in the sporadic task system is coNP-hard in
the strong sense, when the number of self-suspending intervals in the self-suspending
task is larger than or equal to 2 and Di = Ti for every task τi.
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However, the above argument does not hold if we assign task τ3M+2 to the highest-
priority level. Therefore, the above proof does not support a similar conclusion for
implicit-deadlien task systems to that for constrained-deadline task systems in Corol-
lary 1.
4 MILP Approaches
Even though the properties in Lemma 1 provide the necessary conditions for the worst-
case response time, finding the worst-case release pattern is in fact a hard problem
as shown in the analysis in Section 3. However, if we can tolerate exponential time
complexity, is there a strategy that can find the worst-case pattern based on Lemma 1
safely without performing exhaustive searches? One possibility is to model the problem
as an MILP, which has been already presented by Nelissen et al. [21].
The worst-case response time analysis by Nelissen et al. [21] is based on the fol-
lowing mixed-integer linear programming (MILP):
maximize: Sn +
m∑
j=1
Rj (2a)
subject to:
Rj = C
j
n +
n−1∑
i=1
Ni,j × Ci, ∀j = 1, . . . ,m (2b)
Oi,j ≥ 0, ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m (2c)
Oi,j+1 ≥ Oi,j +Ni,j × Ti − (Rj + Sjn), ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m− 1 (2d)
0 ≤ Ni,j ≤
⌈
Rj −Oi,j
Ti
⌉
, ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m (2e)
Ni,j is an integer , ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m (2f)
Rj ≤ UBss,j ∀j = 1, 2, . . . ,m, (2g)
Sn +
m∑
j=1
Rj ≤ UBss (2h)
Eq. (3) holds. (2i)
In the above MILP, the objective function Sn +
∑m
j=1Rj is the worst-case response
time of task τn, where Rj is a variable (as a real number) that represents the response
time of the j-th computation segment Cjn of task τn. The variable Oi,j defines the offset
of the first job of a higher-priority task τi released no earlier than the arrival time of the
j-th computation segment Cjn of task τn. That is, if the arrival time of C
j
n is tj , then
the first job of task τi released at or after tj is at time tj + Oi,j . The integer variable
Ni,j defines the maximum number of jobs of a higher-priority task τi that are released
to successfully interfere in the computation segment Cjn of task τn.
The three additional constraints, expressed by Eq. (9), Eq. (11), and Eq. (16), in
the MILP in [21] are expressed here by Eq. (2g), Eq. (2h), and Eq. (3), respectively.
Here, UBss is defined as the upper bound on the worst-case response time of task τn,
and UBss,j is defined as the upper bound on the worst-case response time of the j-th
computation segment of task τn. Later in this section, we will show that the condition
in Eq. (2b) may over-estimate the worst-case response time. Therefore, the additional
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constraint (expressed by Eq. (16), in the MILP in [21]) is used to reduce the pessimism
as follows:
∀i = 1, 2, . . . , n−1, j = 1, 2, . . . ,m, Rj > reli,j+
n−1∑
`=1
max
{
0,
⌊
O`,j +N`,jT` − reli,j
T`
⌋
C`
}
,
(3)
where reli,j = Oi,j +(Ni,j −1)Ti. This means that the (total) execution time of all the
higher-priority jobs (by tasks τ1, τ2, . . . , τn−1) released after reli,j should be less than
Rj − reli,j .
Here, we first explain why the MILP by utilizing only the constraints from Eq. (2b)
to Eq. (2f) is already a safe (but not tight/exact) result based on Lemma 1. Therefore,
this also leads to the motivation to examine the pessimism by different combinations of
the additional constraints Eq. (2g), Eq. (2h), and Eq. (3) in Section 5.
4.1 MILP by Using Lemma 1
We only consider the release patterns of the tasks in T, where all the three conditions
in Lemma 1 hold. Let ri,j be the arrival time of the first job of task τi arrived after or
at time gj in a concrete release pattern, in which all the three conditions in Lemma 1
hold. If task τi does not release any job after or at time gj , we set ri,j to ∞.4 By the
minimum inter-arrival time constraint of task τi, we know that task τi cannot release
any job in time interval (ri,j+1−Ti, ri,j+1). That is, in this release pattern, there are at
most
⌊
ri,j+1−Ti−ri,j
Ti
⌋
+ 1 ≤ ri,j+1−ri,jTi jobs from task τi that can interfere in the j-th
computation segment of job J .
Let Ni,j be the number of jobs of a higher-priority task τi released in time interval
[gj , fj) in this release pattern. By definition, Ni,j is a non-negative integer. The max-
imum number of jobs that task τi can release in time interval [ri,j , fj) in this release
pattern can be expressed by the following inequality:
0 ≤ Ni,j ≤ max
{
0,
⌈
fj − ri,j
Ti
⌉}
, ∀i = 1, . . . , n− 1, j = 1, . . . ,m. (4)
The reason to put max
{
0,
⌈
fj−ri,j
Ti
⌉}
instead of only
⌈
fj−ri,j
Ti
⌉
in the right-hand side
of Eq. (4) is to avoid the case that
⌈
fj−ri,j
Ti
⌉
< 0, which is possible if ri,j > fj + Ti.
There is one simple trick regarding to the setting of ri,j . If ri,j > fj + Ti, for this
release pattern, we know that 1) task τi does not release any job to interfere in the j-th
computation segment of job J and 2) the number of jobs of task τi that are released
to interfere in the (j − 1)-th computation segment of job J is purely dominated by
max
{
0,
⌈
fj−1−ri,j−1
Ti
⌉}
. Therefore, if ri,j > fj + Ti, we can safely set ri,j to fj + Ti
(but we do not change the release pattern to release a job of task τi at time fj + Ti for
such a case). With this, we can then rephrase Eq. (4) into
0 ≤ Ni,j ≤
⌈
fj − ri,j
Ti
⌉
, ∀i = 1, . . . , n− 1, j = 1, . . . ,m. (5)
4 With the discussions below, we will later set ri,j to fj + Tj for such a case (but not release
any job of task τi at time fj + Tj).
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By earlier discussions, we also have
Ni,j ≤ ri,j+1 − ri,j
Ti
, ∀i = 1, . . . , n− 1, j = 1, . . . ,m− 1. (6)
By Condition 1 and Condition 3 in Lemma 1, we also know that
fj ≤ gj + Cjn +
n−1∑
i=1
Ni,j × Ci ∀j = 1, 2, . . . ,m. (7)
Without loss of generality, we can set g1 to 0. By Condition 2 in Lemma 1, we have
g1 = 0 and gj = fj−1 + Sj−1n ∀j = 2, 3, . . . ,m. (8)
Now we can conclude the following theorem:
Theorem 2. Suppose that gj , fj , ri,j are variables of real numbers and Ni,j are vari-
ables for non-negative integer numbers for i = 1, 2, . . . , n− 1 and for j = 1, 2, . . . ,m.
The optimal solution of the following MILP is a safe upper bound on the worst-case
response time of task τn if WCRTn ≤ Tn.
maximize: fm (9a)
subject to:
ri,j ≥ gj , ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m (9b)
Ni,j is an integer , ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m (9c)
and Conditions in Eqs. (5), (6), (7), (8) hold.
Proof. This comes from the above discussions and Lemma 1. The release pattern that
has the maximum fm (provided that g1 is set to 0) by using FP preemptive scheduling
under all the constraints due to the three conditions in Lemma 1 leads to the worst-case
response time if WCRTn ≤ Tn.
However, the MILP in Eq. (9) is not an exact response time analysis (or schedu-
lability test) due to the following reason: the condition in Eq. (7) is only a safe upper
bound on fj , but does not provide the exact fj under the release pattern. Suppose that
n is 2. We have T1 = 4 and C1 = 2. Consider g1 = 0 and ri,1 = 0, C1n = 2, and
S1n = 8. In this case, it implies that the suspension interval S
1
n has no impact when
we analyze the worst-case finishing time of the first computation segment.5 It is clear
that the exact (worst-case) finishing time of C1n is 4 under this release pattern. However,
there is another feasible solution that satisfies Eq. (7) by setting N1,1 to 2, f1 to 6, and
r1,2 to 14. Therefore, in fact, f1 can have the following cases:6
– f1 is 2 when N1,1 is 0,
– f1 is 4 when N1,1 is 1, and
– f1 is 6 when N1,1 is 2.
However, due to the objective function for maximization, the optimal MILP solution is
to set f1 to 6 instead of 4 under this MILP.7
5 This is also proved in Property 2.
6 For this case, it becomes infeasible when N1,1 is larger than 2.
7 This also explains why the statement in the earlier version of this report (https://arxiv.
org/abs/1605.00124v1) was erroneous since it skipped the above discussion and di-
rectly concluded that the MILP returns the exact worst-case response time.
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4.2 Connection to the MILP by Nelissen et al. in ECRTS 2015
The MILP in Eq. (9) looks different from the MILP in Eq. (2), but they are in fact
equivalent. Suppose that Rj = fj − gj ,∀j = 1, 2, . . . ,m and Oi,j = ri,j − gj ,∀i =
1, 2, . . . , n− 1,∀j = 1, 2, . . . ,m. We can rephrase the MILP in Eq. (9) into the MILP
in Eq. (2) as follows:
– Clearly, the objective function in Eq. (9a) is identical to that in Eq. (2a).
– The condition in Eq. (7) leads to Eq. (2b).
– The condition in Eq. (9b) is identical to Eq. (2c).
– The condition in Eq. (8) and Eq. (7) can be used to rephrase Eq. (6) into
Ni,j ≤ ri,j+1 − ri,j
Ti
=
gj +Rj + S
j
n +Oi,j+1 − (gj +Oi,j)
Ti
=
Rj + S
j
n +Oi,j+1 −Oi,j
Ti
,
which is identical to the condition in Eq. (2d).
– Moreover, the condition in Eq. (5) is identical to Eq. (2e).
Therefore, we have the following corollaries.
Corollary 2. The optimal solution of the MILP in Eq. (2) (even by excluding Eqs. (2g),
(2h), or (3)) is a safe upper bound of the worst-case response time of task τn ifWCRTn ≤
Tn.
Corollary 3. If the optimal solution of the MILP in Eq. (2) (even by excluding Eqs. (2g),
(2h), or (3)), or equivalently the MILP in Eq. (9) is no more than Tn, then WCRTn ≤
Tn.
5 Response Time Analysis: How Far is the Gap?
Since the MILP approach listed in Section 4 does not provide the exact worst-case
response time of task τn, it is also meaningful to examine whether the upper bound on
the worst-case response time by using the MILP approach in Section 4 is always very
close to (or not too far from) the exact worst-case response time. Unfortunately, we will
demonstrate a task set, in which the derived worst-case response time from the MILP
in Eq. (2) is at least 4m+49 times the exact worst-case response time, where m ≥ 2 is
the number of computation segments of task τn.
We consider the following task set TMILP with n = m + 4 tasks, where q is a
positive integer, m is a positive integer with m ≥ 2, and 0 <  < 1/q:
– For task τ1, we set C1 = 1, S1 = 0, D1 = T1 = 2.
– For task τ2, we set C2 = q, S2 = 0, D2 = T2 = 4q.
– For task τ3, we set C3 = 2q − 1 + , S3 = 0, D3 = T3 = 8q.
– For task τi with i = 4, 5, . . . ,m+ 3, we set Ci = 1− , Si = 0, Di = 8qm, Ti =
16qm2 + (m− 1)(2q − 1).
– For task τm+4, we create a segmented self-suspending task with m computation
segments separated by m − 1 self-suspension intervals, i.e., mn = m, in which
Cjm+4 = 1−  for j = 1, 2, . . . ,m, Sjm+4 = 2q − 1 for j = 1, 2, . . . ,m− 1. The
values of Dm+4 and Tm+4 are left open, and our goal here is to find the minimum
feasible Dm+4 that can be set when Tm+4 is large enough.
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The following property is very useful when we need to calculate the worst-case
response time:
Property 5. For a given positive integer x, the minimum t|t > 0 such that x(1 − ) +⌈
t
2
⌉
+
⌈
t
4q
⌉
q +
⌈
t
8q
⌉
(2q − 1 + ) = t happens when t is x · 8q.
Proof. This can be proved by simple arithmetics.
By using Property 5, it is not difficult to obtain the exact worst-case response time by
using Lemma 1.
Lemma 8. Tasks τ1, τ2, . . . , τm+3 inTMILP can meet their deadlines. The worst-case
response time of task τn in TMILP is 16qm+ (m− 1)(2q − 1).
Proof. The schedulability of tasks τ1, τ2, τ3 comes by using the standard time demand
analysis, and the schedulability of tasks τ4, τ5, . . . , τm+3 follows from Property 5. The
constructed task set TMILP has the following properties based on Lemma 1: a) We
should always release the three highest priority tasks together with a computation seg-
ment of task τn and release their subsequent jobs periodically and as early as possible
by respecting their minimum inter-arrival times until this computation segment of task
τn finishes. b) If the response time of task τn is no more than 16qm2+(m−1)(2q−1),
then each task τi for i = 4, 5, . . . ,m+ 3 only releases one job to interfere in a compu-
tation segment of task τn.
Suppose that there are `j tasks among τ4, τ5, . . . , τm+3 which interfere in the j-
th computation segment of task τn. We know that `j is an integer and `j ≥ 0 for
j = 1, 2, . . . ,m and
∑m
j=1 `j = m. Moreover, the response time of j-th computation
segment of task τn is (`j+1) ·8q by Property 5. Therefore, we know that the worst-case
response time of task τn is m∑
j=1
(`j + 1) · 8q
+ (m− 1)(2q − 1) = 16qm+ (m− 1)(2q − 1).
Since 16qm+ (m− 1)(2q − 1) < Ti for i = 4, 5, . . . , n− 1, we know that the above
value is an upper bound by all the possible release patterns that satisfy Lemma 1. And,
there is a concrete release/execution pattern which leads the response time of task τn
exactly to this upper bound. Therefore, this is the exact worst-case response time of task
τn in TMILP .
5.1 Excluding the Boundary Constraints by Eq. (2g) and Eq. (2h)
We first investigate whether the MILP without the boundary constraints presented by
Eq. (2g) and Eq. (2h). We explore this specific condition under a special case, by further
ignoring the interference of the tasks τ4, τ5, . . . , τm+3. Then, the worst-case response
time of the j-th computation segment of task τn (after the segment is released) can be
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obtained by the following MILP.
maximize: Rj (10a)
subject to:
Rj = 1− +N1,j · 1 +N2,j · q +N3,j · (2q − 1 + ), (10b)
O1,j ≥ 0, O2,j ≥ 0, O3,j ≥ 0 (10c)
0 ≤ Ni,j ≤
⌈
Rj −Oi,j
Ti
⌉
, ∀i = 1, . . . , 3 (10d)
Rj > reli,j +
3∑
`=1
max
{
0,
⌊
O`,j +N`,jT` − reli,j
T`
⌋
C`
}
, ∀i = 1, . . . , 3 (10e)
reli,j = Oi,j + (Ni,j − 1)Ti, ∀i = 1, . . . , 3 (10f)
Ni,j is an integer , ∀i = 1, . . . , 3 (10g)
Lemma 9. By the assumption that q is a positive integer q ≥ 1 and 0 <  < 1/q,
the setting of Rj = 8q2 + 6q + 1 + q, O1,j = 0, O2,j = /4, O3,j = /2, N1,j =
4q2 + 3q + 1, N2,j = 2q + 2, and N3,j = q + 1 is a feasible solution of the MILP in
Eq. (10).
Proof. The first condition in Eq. (10b) holds since
1− + 4q2 + 3q + 1 + (2q + 2) · q + (q + 1) · (2q − 1 + )
=1− C+ 4q2 + 3q + A1 + 2q2 + 2q + 2q2 − q + q+ 2q − A1 + C
=8q2 + 6q + 1 + q.
The conditions in Eqs. (10c), (10d), and (10g) clearly hold. In this case, the condition
in Eq. (10f) sets rel1,j = O1,j + (N1,j − 1)× 2 = 8q2 + 6q, rel2,j = O2,j + (N2,j −
1) × 4q = 8q2 + 4q + /4, and rel3,j = O3,j + (N3,j − 1) × 8q = 8q2 + /2. Now,
we verify whether the condition in Eq. (10e) holds:
– When i = 1, we have
8q2 + 6q + 1 < Rj .
– When i = 2, we have
8q2 + 4q + /4 + max
{
0,
⌊
8q2 + 6q + 2− (8q2 + 4q + /4)
2
⌋}
+ q +max
{
0,
⌊
8q2 + 8q + /2− (8q2 + 4q + /4)
8q
⌋
(2q − 1 + )
}
= 8q2 + 4q + /4 + q + q + 0 = 8q2 + 6q + /4 < Rj
– When i = 3, we have
8q2 + /2 + max
{
0,
⌊
8q2 + 6q + 2− (8q2 + /2)
2
⌋}
+max
{
0,
⌊
8q2 + 8q + /4− (8q2 + /2)
4q
⌋
q
}
+ 2q + 1− 
=8q2 + /2 + 3q + q + 2q + 1−  = 8q2 + 6q + 1− /2 < Rj
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Therefore, we reach the conclusion.
Now, we can examine the MILP in Eq. (2), when excluding Eq. (2g) and Eq. (2h):
maximize: Sn +
m∑
j=1
Rj (11a)
subject to:
Rj = C
j
n +
n−1∑
i=1
Ni,j × Ci, ∀j = 1, . . . ,m (11b)
Oi,j ≥ 0, ∀i = 1, . . . , n− 1,∀j = 1, . . . ,m (11c)
Oi,j+1 ≥ Oi,j +Ni,j × Ti − (Rj + Sjn), ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m− 1 (11d)
0 ≤ Ni,j ≤
⌈
Rj −Oi,j
Ti
⌉
, ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m (11e)
Rj > reli,j +
n−1∑
`=1
max
{
0,
⌊
O`,j +N`,jT` − reli,j
T`
⌋
C`
}
∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m
(11f)
reli,j = Oi,j + (Ni,j − 1)Ti ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m (11g)
Ni,j is an integer , ∀i = 1, . . . , n− 1, ∀j = 1, . . . ,m (11h)
Lemma 10. Suppose that q is a positive integer q ≥ 1 and 0 <  < 1/q. For any
j = 1, 2, . . . ,m, the setting of Rj = 8q2 + 6q + 1 + q, O1,j = 0, O2,j = /4,
O3,j = /2,N1,j = 4q2+3q+1,N2,j = 2q+2, andN3,j = q+1 is a feasible solution
of the MILP in Eq. (11) forTMILP whenNi,j = 0, Oi,j = 0 for all i = 4, 5, . . . , n−1.
Therefore, the optimal solution of Eq. (11) is at least Sn +m(8q2 + 6q + 1 + q) =
(m− 1)(2q − 1) +m(8q2 + 6q + 1 + q).
Proof. By Lemma 9, we only need to further verify whether the condition in Eq. (11d)
holds when i = 1, 2, 3. By the definition Sjn = (2q − 1), we know that Oi,j + Ni,j ×
Ti − (Rj + Sjn) = Oi,j +Ni,j × Ti − (8q2 + 8q + q) < 0 for i = 1, 2, 3. Therefore,
the condition in Eq. (11d) is by definition satisfied.
Now, we can reach the conclusion that MILP in Eq. (11) can be very far from the
exact worst-case response time by the following theorem.
Theorem 3. The result of the MILP in Eq. (11) for task τn in task setTMILP divided by
the exact worst-case response time of task τn is at least
m(8q2+6q+1+q)+(m−1)(2q−1)
16qm+(m−1)(2q−1) .
The ratio can become unbounded by the number of computation segments or the number
of tasks when q is sufficiently large.
Proof. This follows directly from Lemmas 8 and 10.
Corollary 4. The result of the MILP in Eq. (2) by excluding the boundary constraints
presented by Eq. (2g) and Eq. (2h) for task τn in task set TMILP divided by the exact
worst-case response time of task τn is at least
m(8q2+6q+1+q)+(m−1)(2q−1)
16qm+(m−1)(2q−1) .
Proof. This follows directly from Theorem 3.
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5.2 Improvements by the Boundary Conditions Eq. (2g) and Eq. (2h)
We now discuss the complete MILP in Eq. (2). Calculating UBss,j for task τn in
TMILP is rather straightforward. This can be done by releasing all the jobs together
with Cjn. That is, UBss,j is the minimum t|t > 0 such that (m + 1)(1 − ) +
⌈
t
2
⌉
+⌈
t
4q
⌉
q +
⌈
t
8q
⌉
(2q − 1 + ) = t. By Property 5, we know that UBss,j is (m+ 1) · 8q.
Calculating UBss is tricky. However, for task τn inTMILP we can easily conclude
that UBss ≤ m(m+ 1) · 8q + Sn = 8qm(m+ 1) + (m− 1)(2q − 1). If we can get a
very tight upper bound of UBss, then, there is no need of the MILP. Here is how UBss
was proposed to be calculated by Nelissen et al. [21]:
Nelissen et al. [21]:8 Constraints (2g) and (2h) reduce the research space of
the problem by stating that the overall response time of τn and the response
time of each of its execution regions, respectively, cannot be larger than known
upper-bounds computed with simple methods such as the joint and split meth-
ods presented in [3].
Lemma 11. When q is set to m and m ≥ 2, UBss derived from the joint and split
methods presented in [3] is at least 8m2(m+ 1) + (m− 1)(2m− 1) for TMILP .
Proof. The joint and split methods presented in [3, Pages 131-141] are based on the
following concept:
– A self-suspension interval of task τn can be converted to computation demand.
(joint)
– A self-suspension interval of task τn can be treated as self-suspension, by consid-
ering their suffered worst-case interference independently. (split)
The following proof is only sketched since this can be easily proved by a simple
observation. If we consider a self-suspension interval Sjn as computation (i.e., the joint
approach), then, the additional workload (2q − 1) (due to suspension as computation)
increases the worst-case response time by (2q − 1)8q = (2m− 1)8m = 16m2 − 8m.
If we simply treat these two consecutive computation segments Cj−1n and C
j
n by con-
sidering their suffered worst-case interference independently (i.e., the split approach),
this treatment only increases the worst-case response time by at most 8m2 + 2m − 1.
Therefore, the joint approach is always worse than the split approach, when m ≥ 2.
This can be formally proved by starting from j = 1 to convert any joint treatment to a
split treatment in a stepwise manner.
Hence, UBss = m(m+1) ·8q+Sn = 8m2(m+1)+(m−1)(2m−1) by splitting
all the computation segments.
With the above discussions, we can reach the following lemma:
Lemma 12. When q is set to m and m ≥ 2, the objective function of the MILP in
Eq. (2) for task τn in TMILP is at least (m− 1)(2m− 1) +m(8m2 +6m+1+m).
Proof. Since (m + 1) · 8q > 8m2 + 6m + 1 +m when q is set to m, we know that
Eq. (2g) is satisfied by adopting the solution in Lemma 10. Similarly, since 8qm(m +
1) + (m − 1)(2q − 1) > (m − 1)(2m − 1) + m(8m2 + 6m + 1 + m) when q is
8 The text is reorganized to use the proper references and notation in this paper.
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set to m, we also know that Eq. (2h) is satisfied by adopting the solution in Lemma 10.
Therefore, the solution in Lemma 10 is a feasible solution of the MILP in Eq. (2), in
which we reach the conclusion of this lemma.
Theorem 4. The result of the MILP in Eq. (2) (i.e., the MILP in [21]) for task τn in
TMILP divided by the exact worst-case response time of task τn is at least
m(8m2+6m+1+m)+(m−1)(2m−1)
16m2+(m−1)(2m−1) ≥ 4m+49 , when m ≥ 2.
Proof. This follows directly from Lemmas 8 and 12, and
m(8m2 + 6m+ 1 +m) + (m− 1)(2m− 1)
16m2 + (m− 1)(2m− 1) =
8m3 + 8m2 − 2m+ 1 +m2
18m2 − 3m+ 1
=
4m+ 4
9
+
4m2
3 − 10m9 + 59 +m2
18m2 − 3m+ 1 >
4m+ 4
9
.
6 Conclusions and Discussions
This report shows that the schedulability analysis for fixed-priority preemptive schedul-
ing even with only one segmented self-suspending task as the lowest-priority task is
coNP-hard in the strong sense. Moreover, we also show that the upper bound on the
worst-case response time by using a mixed-integer linear programming (MILP) formu-
lation by Nelissen et al. [21] can be at least Ω(m) times the exact worst-case response
time, where m is the number of computation segments of task τn.
Therefore, how to analyze the worst-case response time tightly remains as an open
problem for self-suspending sporadic task systems even with one self-suspending spo-
radic task as the lowest-priority task under fixed-priority preemptive scheduling.
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