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Aluminum oxide nanoparticles are increasingly sought in numerous technological applications.
But, their structural properties can hardly be controlled during the synthesis because phase tran-
sitions occurs as the nanoparticle grows. Numerical simulation of such processes requires the use
of empirical potentials that are reliable over a large range of system sizes going from few atoms
to several hundred thousand atoms. In this work, we confronted four different empirical potentials
that are currently employed for bulk alumina. For the smallest clusters, one of the tested potentials
leads to structures fully consistent with first-principles calculations. Despite being the simplest in its
mathematical formulation, the same potential also manages to reproduce two phase transitions that
were found experimentally: from amorphous solid to cubic crystal (γ) and from cubic to hexagonal
(α, i.e. corundum) crystal.
I. INTRODUCTION
While the most stable crystal structure corresponds to
the polymorph with the lowest bulk Gibbs free energy,
at the nanoscale, surface Gibbs free energy becomes pre-
ponderant and can help stabilizing different polymorphs.
As such, structural transitions towards metastable struc-
tures are observed when the particle size is decreased
and a critical surface area is reached1. Such crossover in
polymorph stability was reported for several materials in-
cluding Al2O3
2, TiO2
3–6, ZrO2
1,7,8, Fe2O3
9,10, Gd2O3
11
or GeTe12.
As a bulk material, aluminum oxide is widely employed
in industry for its catalytic13,14, mechanical15 and opti-
cal16 properties. At ambient conditions but also up to
high temperature and pressure, alumina is usually found
in the hexagonal phase (α−Al2O3), called corundum. At
the nanoscale, amorphous solid17 and cubic crystal18–22
were also synthesized and the stability of each phase de-
pends mostly on the particle size. Ishizuka et al. suggest
that α − Al2O3 is not expected in condensation experi-
ment because of the drastic difference between the crystal
structure of the nucleus and the α phase23. Phase tran-
sition from the crystal structure of the nucleus to the α
phase during the growth would necessitate high temper-
ature for such a refractory material. In contrast, McHale
et al. have prepared α − Al2O3 and γ − Al2O3 through
topotactic decomposition of diaspore α-AlOOH, and boe-
hemite γ-AlOOH, respectively24. Using calorimetry mea-
surements, they addressed the polymorph stability and
they showed that corundum is the most stable polymorph
only for small surface areas below 125 m2/g (above 12 nm
in size)2. Reducing the particle size and thus increasing
the surface area, a first transition occurs from the hexag-
onal phase α to the cubic phase γ. Then, additional
calorimetry measurements found another structural tran-
sition to an amorphous solid for a surface area larger than
370 m2/g which corresponds to a critical size of 4 nm17.
From the numerical point of view, addressing such tran-
sition involves large scale simulations which are inaccessi-
ble with DFT calculations. In this context, using empir-
ical potentials requires their reliability and accuracy to
hold from the molecular level to almost bulk-like systems.
With oxide materials, the task exhibits additional com-
plexities because of the oxygen bonding and the complex
structural and stoichiometric landscape.
First-principles calculations of aluminum oxide in the
corundum phase were extensively employed to study
bulk and surface properties25–28 as well as cluster struc-
tures29–33. Interatomic potentials have also been used
to study bulk and surfaces of aluminum oxide us-
ing structural optimization34–36 and molecular dynamics
simulations37–40. Numerous works have been achieved
on the different polymorphs25,41,42 including the cu-
bic phase40,43–45, the amorphous phase39,46–50, and the
liquid-like structure48,51,52. All these studies investigated
separately bulk, surfaces, nano-size particles or clusters.
However, no calculations of alumina were performed over
a large range of particle sizes. Recently, Erlebach et al.
combined first-principles methods (DFT) and molecu-
lar dynamics (MD) calculations to study the structure
evolution of the hematite α − Fe2O3 particles53, which
present the same transition to the γ crystal structure
(maghemite) than alumina10. An empirical potential was
used to perform (i) a conformation research on (Fe2O3)n
clusters with n= 1 − 10, further refined by DFT opti-
mizations and (ii) MD calculations on larger particles up
to 5 nm.
Our work focuses on aluminum oxide for which we
present a benchmarking of four different empirical po-
tentials. For each of them, geometry optimizations are
performed on particles, from small clusters of a few atoms
to nanoparticles larger than 12 nm, starting from both α
and γ bulk crystal structures. For the small clusters, re-
sults obtained for each empirical potential are compared
to DFT-based calculations in order to assess their ac-
curacy. Then, by probing the formation energy of the
obtained particles, the crossovers in polymorph stability
are deduced for each potential and compared with exper-
imental data.
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2II. METHODS
A. Empirical potentials
We selected four empirical potentials that were previ-
ously employed to study aluminum oxide and were de-
veloped respectively by Alvarez et al.43,44, Vashishta et
al.48,54, Woodley55, and Streitz and Mintmire56. Table I
shows the mathematical formulation of each empirical
potential with rij being the distance between the atoms
i and j. The electrostatic contribution with attractive
and repulsive terms is present in all of the investigated
potentials. qi denotes the atomic charge of the atom i,
while keeping in mind that the potentials are formatted
using atomic units.
Firstly, Alvarez et al. proposed the simplest model
with a Coulomb term and a steric repulsion (Eqn. 1),
where σi is the ionic radius and p the steric exponent.
Secondly, these terms were further developed in the
Vashishta’s model with the steric part expressed using
the steric strengths Hij and the exponents ηij . The
Vashishta’s potential includes also a charge-dipole term
and a Van der Waals interaction contribution in the
pairwise part (Eqn. 2), composed of their respective
strengths Dij and Wij . For the Coulomb and charge-
dipole terms, an exponential decay was added to damp
interactions at short distances. λ and ξ are their respec-
tive screening lengths. Moreover, a three-body part is
added to constrain the stretching as well as the bend-
ing on the local crystal structure, with the functions
R(rij , rik) and P (θjik), respectively. Summations over
i,j and k are limited to the local environment of each
atom, using a cutoff r0 on the distances. Another cut-
off θ0 on the angles contributes to favor the α crystal
structure.
Thirdly, the so-called Woodley’s potential which was
also developed by Gutie´rrez et al. for a prolific work
on the liquid57 and amorphous46,47 phases of alumina
consists on the Coulomb contribution and the Bucking-
ham potential terms, including interaction parameters
Bij , Cij , and ρij . However, some divergence issues at
short distances led Woodley to add a Lennard-Jones re-
pulsive term in r−12 (Eqn. 3).
At last, Streitz and Mintmire developed a potential
including a variable charge electrostatic potential (ES)
in addition to an empirical potential embedded-atom
method (EAM). The first contribution of equation 4 de-
scribes the atomic energies and the electrostatic interac-
tions. E0 includes the neutral atomic energy and nuclear
terms which are independent of the atomic charges. χi
is composed of the atomic electronegativity, and nuclear-
electronic interaction integrals. Vij contains the atomic
hardness and the electronic interaction term. The second
contribution is the EAM potential. Fi[ρi] is the energy
needed to embed an atom in the local electron density
ρi which is build as a linear superposition of atomic den-
sity functions. φij(rij) is the pair potential needed for
the short-range repulsive description of the pair interac-
tions. The main advantage of this approach is to take
into account the modification of the local atomic charge
due to the environment of each atom. The electrostatic
compound includes the variable atomic charges while the
EAM term takes into account the local environment such
as the under-coordinated atoms on surface.
B. Molecular cluster (Al2O3)n with n < 8
Conformation research was performed for the small
clusters (Al2O3)n (n = 1 − 3) using Density Functional
Theory (DFT). 2000 random geometries were generated
and optimised by using successively a B3LYP/6-31G*
and a B3LYP/6-311+G* basis sets. Between each step,
the similar geometries were removed. A first set of
the most stable conformers according to DFT were thus
found.
In parallel, conformation research was also done start-
ing with random configurations that were then optimized
with the empirical potentials. Calculations were per-
formed for (Al2O3)n using n × 104 random geometries
for n = 1, 2, 3, 4, 6, and 6 × 104 for n = 8. Indeed,
the optimization using potentials is drastically less time-
consuming than DFT, which enables to work with larger
sizes (n) and a large number of random geometries. How-
ever, only the Alvarez’s and Streitz’s potentials are used
for n=6,8 because they appeared as the most reliable.
After removing the similar structures, the remaining ge-
ometries are ordered by their energy. Figures S1-S6 in
Supplemental Material display the five most stable clus-
ters for each potential.
In addition, the most stable clusters found with the
empirical potentials were further refined by DFT using a
B3LYP/6-311+G* basis set. In particular, the ten and
the thirty lowest energy structures were selected for n =
1, 2, 3 and for n = 4, 6, 8, respectively. This allowed us
to find additional structures that we have not obtained
when using only DFT (see Supplemental Material figures
S1-S3).
The obtained DFT geometries are well comparable to
previous studies29–32. In particular, isomers reported by
Li et al.30 and their relative energies are perfectly con-
sistent with the ones reported in this work. Only few
studies addressing the largest clusters give results that
to do not exactly match our DFT results on (Al2O3)8
clusters31.
C. Nanoparticles (Al2O3)n nanoparticles from
n = 50 to n = 20 000
(Al2O3)n nanoparticles from n = 50 to n = 20 000 were
optimized with the empirical potentials for three differ-
ent crystal structures (their respective diameters are dis-
played in figure S7 of the Supplemental Material). For
each crystal structure, the primitive lattice cell is du-
plicated to generate large supercells of α and γ phases.
3Alvarez43,44 V =
∑
i<j
[
qiqj
rij
+ 1
p(σi+σj)
(
σi+σj
rij
)p]
(1)
Vashishta48,54 V =
∑
i<j
[
qiqj
rij
e−rij/λ + Hij
r
ηij
ij
− Dij
r4ij
e−rij/ξ − Wij
r6ij
]
+
∑
i<j<k
[R(rij , rik)P (θjik)] (2)
Woodley55 V =
∑
i<j
[
qiqj
rij
+
Aij
r12ij
−Bij exp
(−rij
ρij
)
− Cij
r6ij
]
(3)
Streitz56 V =
[
E0 +
∑
i
qiχi +
1
2
∑
i,j
qiqjVij
]
+
[∑
i
Fi[ρi] +
∑
i<j
φij(rij)
]
(4)
Table I: Mathematical expressions of the employed empirical potentials.
α-Al2O3 supercell was built from the hexagonal crystal
structure of corundum (52648 ICSD file58), character-
ized by the lattice parameters a = b = 4.76 A˚ and c
= 12.99 A˚, and the space group R3c. γ-Al2O3 is de-
scribed by a cubic crystal structure (04-005-4662 ICDD
file59) with a lattice parameter a = 7.948 A˚ and the space
group Fd3m. The γ phase presents a defect spinel struc-
ture for which the Site Occupancy Factor (SOF) can not
reach unity for one or more aluminium sites to fulfill the
stoichiometry of alumina Al2O3. There are several avail-
able crystallographic information files, and the position
of the vacancies at the octahedral or tetrahedral sites is
still under debate in the scientific community. To cre-
ate the γ nanoparticles, at first an ideal Al3O4 spinel
structure is built. Then, aluminium atoms are removed
to get the right stoichiometry. Pinto et al.45 studied all
possible configurations for the position of the vacancies
and concluded that the octahedral site led to the most
stable primitive cell. Therefore, we prepared two con-
figurations: (1) γOh with only aluminium vacancies on
octahedral sites and (2) γTdOh where aluminium atoms
are randomly removed. Finally, supercells of hundreds of
thousands of atoms were built, then particles of desired
size can be cut directly from them. The three crystal
structures are named α − (Al2O3), γOh − (Al2O3) and
γTdOh − (Al2O3). It is important to mention that these
notations correspond to the starting bulk crystal.
D. Analysis tools
Structure of the resulting nanoparticles is character-
ized with the Structure Factor (S) and the Coordination
numbers (nc). These two quantities are related to the Ra-
dial Distribution Function (RDF)46,48,57. These quanti-
ties reliably quantified the crystallinity and the structural
organization of the particle at long and short distances.
Radial Distribution Function g(r). The Radial
Distribution Function describes how the density varies as
a function of distance from a reference atom. The RDF
gives insights about the long distance order which can
be found in crystalline structure. The quantities below
are defined for a binary system with atoms of species a
and b (a, b = Al, O here). The partial pair-distribution
function gab(r) (Eqn 5) is calculated from the average
number of atoms b surrounding an atom a in a shell of
thickness ∆r (between r and r +∆r)48.
gab(r) =
< na,b(r, r +∆r) >
4pir2∆rρcb
(5)
where ρ is the material density and cb is the concentration
of the atom b. The brackets denote an ensemble average
over all a atoms. The concentration cb of the atom b
(respectively ca) is the ratio between Nb the number of
atoms b (respectively Na) and the total number of atoms
N = Na +Nb.
Summations over partial functions gab(r) lead to the
total radial pair distribution g(r), as well as to the neu-
tron distribution function gn(r) given by:
g(r) =
∑
a,b
cacbgab(r) (6)
gn(r) =
∑
a,b cabacbbbgab(r)
(
∑
a caba)
2
(7)
with ba(b) the coherent neutron scattering cross section
of the atom a(b).
Coordination Number nc. The number of first-
neighbours b surrounding an atom a corresponds to the
coordination number for this atom. It can be calculated
from the partial RDF :
nab(r) = 4piρcb
∫ Rmax
0
r2gab(r)dr (8)
The cutoff radius Rmax was chosen to be fixed for
each type of bonds in order to compare the po-
tentials: Rmax(Al-Al) = 3.10 A˚ > Rmax(Al-O) =
40
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Figure 1: Structure factors S of the as-build supercells
(green curves) compared with experimental reference data for
γ59,61,62 (top) and α58,60 (down) phases, as well as the amor-
phous phase63.
2.43 A˚ > Rmax(O-O) = 1.76 A˚. This quantity gives an
insight on the coordination geometry which characterizes
the crystal structure at short distance if one focuses on
the cations (a=Al and b=O).
Structure Factor S(q). The static structure factor
S allows us to observe the long distance order of a crys-
tal. S(q) is the main parameter which defines the inten-
sity of the peaks in the x-rays or neutron diffractograms.
Consequently, the structure factor helps to compare the
theoretical calculations to experimental results. S(q) is
obtained from the Fourier transform of the partial RDF:
Sab(q) = δab + 4piρ(cacb)
1/2×∫ R
0
[gab(r)− 1]r
2sin(qr)
qr
sin(pir/R)
pir/R
dr
(9)
where R is the cutoff distance chosen here as half the
simulation box length. The window function sin(pir/R)pir/R
has been introduced to reduce the termination effects46.
From this partial static structure factor, we can calculate
the x-rays and neutron structure factors:
SX(q) =
∑
a,b(cacb)
1/2fafbSab(q)∑
a caf
2
a
(10)
Sn(q) =
∑
a,b(cacb)
1/2babbSab(q)∑
a cab
2
a
(11)
with fa(b) the x-rays form factors
46.
The reliability of our supercells and the analytic
tools implementation were cross-checked with different
references by analyzing the static structure factor S
(see figure 1). Maslen et al.60 worked on the α phase
while the groups of Zhou61 and Samain62 studied the
γ phase. As shown in the figure 1, green curves of our
structures fit perfectly with the literature data. A red
curve from the amorphous phase measured by the group
of Lamparter63 is added for comparison.
III. RESULTS
A. Comparison between empirical potentials and
DFT calculations
The conformation research using the potentials results
in diverse structures, displayed in figure 2 for (Al2O3)n
with n = 1 − 4. While being the most complex poten-
tials, the Vashishta’s, Streitz’s and Woodley’s lead to
structures that are qualitatively different from what is
obtained in DFT. In particular, the Vashishta’s potential
favors compact 3D-structures with regular bond lengths
and angles constrained by the stretching and bending
terms in the three-body part of the potential. In the
Woodleys potential, the very compact structures betray
the overestimate of electrostatic charges. On the oppo-
site, the Streitz’s potential favors planar structures but
still fails at finding the right geometries. Surprisingly, the
Alvarez’s potential while being the most simple potential
(See Eqn. 1) is also the most efficient at predicting the
correct geometries for n = 1 − 4. Interestingly, the use
of such potentials allows us to recover missing clusters
not found using the DFT, as shown by the clusters with
a star (Fig. 2). As shown in Supplemental Material in
figures S5 and S6, the complexity of the DFT structures
is not retrieved for the largest clusters ((Al2O3)n with
n = 6, 8, respectively). In overall, such unforeseen results
show that the Alvarez’s potential can be successfully em-
ployed as a starting optimization tool thus limiting the
use of computationally expensive DFT calculations.
5Figure 2: The clusters (Al2O3)n with n = 1−4 calculated using the DFT are compared to those calculated with the potentials.
The star represents the DFT structures found by the conformation research using the potentials. Green and orange squares
represent a cluster found using both the DFT and the potentials. Only the green color indicates the same order between the
two methods. Aluminum and oxygen ions are in grey and red, respectively.
B. Phase transition in nanoparticles
After assessing the accuracy of the empirical potentials
for the small clusters, we continued by studying larger
systems with a particular focus on the structural transi-
tions that were observed experimentally, i.e. amorphous
solid → cubic crystal (γ) → hexagonal crystal (α, i.e.
corundum.
Phase transition at global order.
Figure 3 compares the structure factors S of the par-
ticles obtained starting from α − (Al2O3)n [for γOh−
and γTdOh − (Al2O3) results, please see figure S8 in
Supplemental Material]. Experimental data from bulk
corundum58 (black curve) and amorphous phase63 (red
curve) are displayed as reference in the upper plots.
Regardless of the potential, the static structure factor
shows a transition from flat bands at small sizes to
sharp peaks at the larger ones. The smallest particles
present a large band centered around 4.5 A˚−1 as seen
in the experimental curve of the amorphous phase63.
By increasing the size, one can observe the emergence
of predominant peaks that become sharper thus char-
acterizing the crystal organization within the system.
After correcting the small shift caused by homothety
in the bond lengths (orange curve in the upper plots of
figure 3), a very good agreement is observed between the
peaks positions and experimental results of the α bulk
phase58. This evolution which appears with the first
peaks in height and width indicates a progressive phase
transition from an amorphous phase to a crystal phase.
The amorphous to crystal transition is found to start for
(Al2O3)100 particle (about 20 A˚) using the Vashishta’s
potential, and for (Al2O3)200 particle (about 24 A˚)
using the Woodley’s potential. Similarly to the smaller
clusters, the three-body term of the Vashishta’s potential
favors crystal structure by constraining bond lengths and
angles and consequently leads to a transition at smaller
particle size than in experiments. Using the Alvarez’s
and the Streitz’s potentials, the transition occurs from
the (Al2O3)324 particle, i.e. respectively at around 35 A˚
and 32 A˚ which is in a much better agreement with the
experimental value found at 40 A˚ through calorimetry
measurements17. Until now, we have only focused
on results obtained when starting with the α crystal
configuration. However, it appears that the amorphous
to crystal transition is found at approximately the same
size for each potential regardless of the starting crystal
structure [Fig. S8 in Supplemental Material].
Phase transition at local order.
For a more quantitative picture, the phase transition may
be identified at local order using the coordination num-
bers nc of the Al atoms. Figure 4(a) shows the evolution
of the percentage of the six-coordinate aluminium cations
nc,6 (octahedral sites coordination) in the core of each
particle when starting from α− (Al2O3). A transition is
observed for a size range which corresponds to a sharp
increase of nc,6. As such, the transition from amorphous
(0%) to crystal (100%) is obtained at positions similar
to what was found using the structure factor. While the
phase transition toward the α phase occurs at lower size
with the Vashishta’s and the Woodley’s potentials, i.e.
between 16 and 23 A˚ for the former and between 7 and
27 A˚ for the latter, the crystallisation of the nanopar-
ticles seems to range from around 20 A˚ to 35 A˚ and
38 A˚ with the Alvarez’s and Streitz’s potentials, respec-
tively. Ultimately, we thus confirm that Vashishta’s and
the Woodley’s potentials lead to a transition for too small
nanoparticles while the Alvarez’s and Streitz’s potentials
agree well with the experimental results.
Now we will employ the coordination distribution
along the nanoparticle structure to understand further
the observed amorphous to crystal transition. Inset of
figure 4(a) shows the distribution profile of nc,6 as a
function of the particle distance to its center in the case
of the (Al2O3)800 particle calculated with the Streitz’s
potential. Only at the core of the particle, all aluminum
ions have the bulk coordination number thus showing
that the particle surface is made of an amorphous shell.
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Figure 3: (a) Structure factors S computed for the relaxed α− (Al2O3)n nanoparticles using all potentials. For each curve, the
n value is displayed on the right. Experimental data of α − (Al2O3) bulk58(black curve) and a − (Al2O3) bulk63 (red curve)
are displayed on top plots. The orange curve shows the homothety corrections of S curves designed for each potential on the
(Al2O3)1500 nanoparticle. Similar plots presenting the particles evolution from the three crystal structures for each studied
potential are available in Supplemental Material in figure S8.
Its thickness, denoted h, is defined as the value for which
we no longer have a 100 % of aluminum ions in the bulk
symmetry. From figure 4(b), the surface thickness seems
independent of the particle size but varies slightly from
around 7.5 A˚ to 13.8 A˚ according to the potential used.
This observation reveals that structures with radius rM
smaller than this surface thickness h are deformed as
a whole and appear in the amorphous phase, as can
be seen with the snapshots of three particles displayed
in figure 4(c). Ultimately, the amorphous to crystal
transition occurs when the shell thickness exceeds the
particle radius.
Polymorph stability.
Finally, we wish to clarify the stability regions of each
crystal structure in order to evaluate the phase transi-
tions predicted by every potential. In figure 5, energy per
atom is plotted as a function of the particle size for each
starting phase and for each potential. Phase transition
ranges estimated in figure 4(a) are reported within the
grey areas. In addition, crossovers of the energy curves,
indicated by the vertical black lines, give refined values of
the crossover sizes which are compared to the calorimetry
values measured by McHale et al.2 and Tavakoli et al.17.
The α phase appears as the most stable phase for the
Vashishta’s and Woodley’s models for every size, which
again demonstrates that these two potentials can not be
employed for nanoscale simulations. On the opposite, for
intermediate sizes, the Alvarez’s and Streitz’s potentials
both predict that the γ phase is energetically favorable as
in experiments. Interestingly, these two potentials favor
the γOh configuration instead of its γTdOh counterpart,
which is the expected structure according to Pinto et
al.45. The Streitz’s potential can not be employed for too
large particles due to computational limitations thus pre-
venting us from seeing the γ to α phase transition. Yet,
it is found with the Alvarez’s potential at around 77 A˚
which is smaller than the experimental value, 117 A˚ 2.
Such qualitative agreement again shows the remarkable
power of the Alvarez’s potential while being the simplest
in its formulation.
IV. CONCLUSION
To summarize, we compared results obtained with four
different potentials (See Fig. 6). In particular, three main
features were investigated. Firstly, we showed that when
comparing to DFT results, the most complex potentials
naming Streitz’s, Vashishta’s and Woodley’s potentials
are not able to recover DFT results on the smallest alu-
mina molecules (Al2O3)n with n ≤ 8. In contrast, the
Alvarez’s potential shows a remarkable agreement with
DFT results and can be therefore employed as a starting
optimization tool before DFT calculations47,53,64. Sec-
ondly, the amorphous to crystal transition occurring at
intermediate sizes was found for all the potentials. We
then demonstrated that such transition does not depend
on the starting crystal structure and simply results from
the lack of local order at nanoparticle surface shell in-
7Figure 4: (a) Evolution of the percentage of the six-coordinate
aluminium cations (nc,6) with the increasing particles radius
rM calculated in the particles core (in a sphere of 5 A˚ radius).
(Inset) Particles are subject to a surface reconstruction cal-
culated from the nc,6 distribution profile considering the dis-
tance r from the center of the particle. (b) The thickness of
the surface shell h appears to be independent of the particle’s
size. (c) Final α-Al2O3 nanoparticles optimized by the Al-
varez’s potential, revealing the growing crystal structure core
surrounded by a constant amorphous shell.
duced by the atomic reconstruction of the bulk-to-surface
cut. Thirdly, we compared the energy for each crystal
structure and showed that not only the Alvarez’s poten-
tial managed to find the correct polymorph at the in-
termediate state but it can also predict the solid-solid
transition from γ to α structures. Each potential accu-
racy is represented in figure 6 by a green area along its
respective size range. Altogether, this work shows that
it is difficult to construct an empirical potential that re-
mains accurate from the molecular level to nanometric
scale. While it is commonly assumed that adding com-
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plexity in the functional form of the potential enables to
improve its accuracy, the aluminum oxide example indi-
cates that a much simpler potential should sometimes be
favored.
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lines correspond to the crossovers in polymorph stability de-
duced from the energies per atom displayed in figure 5. They
are compared to those deduced from calorimetry measure-
ments in the top frame2,17. The computed particles’ sizes are
displayed along the scale bar, also graduated by their units
numbers n. Please note that due to computational time lim-
itation, the larger n values (12000, 16000, 20000) have con-
verged only for the Alvarez’s potential. Green areas show the
size range where each potential describes accurately the par-
ticles according to their structures and their relative phase
stability.
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VI. SUPPLEMENTAL MATERIAL
Figures S1-S6 show isomer geometries. Figure S7 gives
the diameters of the nanoparticles optimized for each po-
tential and for each initial starting crystal structures.
Figure S8 shows the compute structure factors. The op-
timized geometries for the clusters and the nanoparticles
are available in the file Particles xyz.zip. The gab files
can be opened with the software Gabedit65 available on
sourceforge: http://gabedit.sourceforge.net/.
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