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a b s t r a c t
We perform the analytic classification of plane branches of
multiplicity less than or equal to four. This is achieved by
computing a Standard Basis for the modules of Kähler differentials
of such branches by means of the algorithm developed in [Hefez,
A., Hernandes, M.E., 2007a. Standard bases for local rings of
branches and their module of differentials. J. Symbolic Comput. 42,
178–191] and then applying the classification method for plane
branches given in [Hefez, A., Hernandes, M.E., 2007b. The analytic
classification of plane branches. arXiv:0707.4502].
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The study of singularities is central in modern mathematics and there are several related
classification problems. The classification of singularities belonging to a family and their separation
into classes, together with the description of the corresponding normal forms, are important tools for
discovering properties of all members of the family by studying only some distinguished ones.
Analytic plane branches are the simplest singularities and were topologically classified in the first
half of the last century. Their more refined classification by analytic equivalence is very important
since it is this equivalence that preserves their most significant and subtle invariants. On the other
hand, the explicit description of normal formsmaybeused to study some important classical problems
such as the description of the topology of the polar curve or the roots of the Bernstein–Sato polynomial
associated to a plane branch.
The analytic classification of plane branches was, in general, an open problem until the appearance
of the work (Hefez and Hernandes, 2007b). The first serious attempt to solve it was made in Ebey
(1965), where branches of multiplicity two and three and very few classes of branches of multiplicity
four were classified. Some years later, there appeared the book (Zariski, 1986, 2006), dedicated to this
problem, building the foundations of the subject, but without much progress toward its solution.
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In this paper, we will classify analytically all branches of multiplicity less than or equal to four. To
do this, we adopt the approach of Hefez and Hernandes (2007b), where a general method to perform
the effective analytic classification of plane branches of any given topological type is described. An
important invariant in this context, used to stratify the parameter spaceΣ of an equisingularity class,
is the value setΛ of the associated module of Kähler differentials, of which we determine a Standard
Basis bymeans of the algorithm developed in Hefez and Hernandes (2007a). Kähler differentials come
very naturally into the picture because of their nice relationship with the tangent spaces to the orbits
of the group action onΣ that describes analytic equivalence (cf. Hefez and Hernandes (2007b)).
Some authors have used other invariants such as the Tjurina number τ of the branch (cf. Laudal
and Pfister (1998)) or Zariski’s λ invariant (cf. Peraire (1998)), introduced in Zariski (1966), to stratify
the parameter space Σ . All these invariants contain partial information from the set Λ and do not
separate properly branches for classification purpose. Another invariant adopted in Greuel and Pfister
(1996) and Greuel et al. (1997) is the Hilbert function on the Tjurina algebra of the branch, which also
does not separate properly branches, as we will show with an example in Section 5.
It should be stressed that the differentials obtained by means of the above-mentioned algorithm
also serve to determine explicitly the analytic coordinate changes that will reduce a given curve to
its normal form (cf. Hefez and Hernandes (2007b) and Hernandes (2007), where the algorithm is
implemented). It should also be noticed that our classification corresponds to the classification by
Mather’s contact equivalence, and is not the same as Arnold’s (see Arnold (1976) and Javorski (1990)),
where germs of functions are classified up to right equivalence; i.e., up to changes of coordinates in
the source.
Finally, we should mention that in Nishiyama and Watari (2006) the Tjurina numbers were
computed for all plane branches of multiplicity less than or equal to four. The method used there
was to determine, by ad hoc calculations, the cardinality of the setΛ \ Γ , where Γ is the semigroup
of values of the branch, which measures the difference between the conductor of Γ and the Tjurina
number (cf. Remark 4.8 of Hefez and Hernandes (2007a)). This can easily be derived from our results
since we give explicitly, for such branches, the setsΛ and Γ .
2. Preliminaries
Let A be either the ring of formal or convergent power series in two indeterminates X and Y with
coefficients in C and B the ring of formal or convergent power series in one indeterminate t with
coefficients in C. A plane branch (f ) is a class in A, modulo associates, of an irreducible non-unit
f in A. Two branches (f1) and (f2) are analytically equivalent, or shortly equivalent, if there exist an
automorphismΦ and a unit u of A such thatΦ(f1) = uf2.
Consider a Puiseux parametrization ϕ = (x(t), y(t)) ∈ B× B of the branch (f ), and its associated
map germ ϕ : (C, 0) → (C2, 0). It is known (see Lemma 2.2 in Bruce and Gaffney (1982)) that
given two plane branches (f1) and (f2) parametrized, respectively, by ϕ1 and ϕ2, then (f1) and (f2)
are analytically equivalent if and only if ϕ1 and ϕ2 are A-equivalent, where A-equivalence means
that there exist germs of analytic isomorphisms σ and ρ of (C2, 0) and (C, 0), respectively, such that
ϕ2 = σ ◦ ϕ1 ◦ ρ−1.
So, the analytic classification of plane branches reduces to theA-classification of parametrizations,
which we are going to undertake in this paper.
To the map germ ϕ : (C, 0) → (C2, 0) there is associated a ring homomorphism ϕ∗ : A → B,
determining a natural valuation vϕ on A. The value set Γ = vϕ(A) ⊂ N ∪ {∞} will be called
the semigroup of values of the branch. This is a well known complete invariant for the topological
classification of plane branches.
The semigroup Γ of a plane branch has a conductor c and any element in the finite set N \ Γ is
called a gap of Γ . If v0 < v1 < · · · < vg is a minimal set of generators for Γ , then the multiplicity of
the branch is v0 and one has the formula (cf. Hefez (2003), (7.1)):
c =
g∑
i=1
(ni − 1)vi − v0 + 1, (2.1)
where ni = ei−1ei , and ei = GCD(v0, . . . , vi), 1 ≤ i ≤ g .
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There is also an induced module homomorphism ϕ∗ : AdX + AdY → Bdt , ϕ∗(gdX + hdY ) =
(g(x(t), y(t))x′(t)+ h(x(t), y(t))y′(t))dt , which induces a valuation, also denoted by vϕ , defined by
vϕ(gdX + hdY ) = vϕ(g(x(t), y(t))x′(t)+ h(x(t), y(t))y′(t))+ 1.
This allows us to define the value set Λ = vϕ(AdX + AdY ), which is an analytic invariant of the
branch (see Hefez and Hernandes (2007b), Proposition 3.2). Notice that Γ ⊂ Λ ∪ {0}.
In Zariski (1966) it was shown that Λ \ Γ = ∅ if and only if the branch is analytically equivalent
to one with Puiseux parametrization (tv0 , tv1), with GCD(v0, v1) = 1.
On the other hand, ifΛ \ Γ 6= ∅, Zariski also showed that the branch is analytically equivalent to
one with Puiseux parametrization(
tv0 , tv1 + tλ +
∑
λ<i<c−1
ait i
)
,
where λ = min(Λ \Γ )− v0, is the so-called Zariski’s invariant. The invariant λmay take any value in
the following set
{i ∈ N; v1 < i < v2 − (n1 − 1)v1, e1|i} ∪ {v2 − (n1 − 1)v1}.
In Hefez and Hernandes (2007b) the following result was proved:
Theorem 1 (The Normal Forms Theorem (NFT)). Let (f ) be a plane branch with semigroup of values
Γ = 〈v0, v1, . . . , vg〉 and value set of differentials Λ. If Λ \ Γ 6= ∅, then (f ) is equivalent to a branch
with a Puiseux parametrizationtv0 , tv1 + tλ + ∑
i>λ
i6∈Λ−v0
ait i
 .
Moreover, if ϕ and ϕ′ (with coefficients a′i instead of ai) are parametrizations as above, representing two
plane branches (f ) and (g) with the same semigroup of values and the same set of values of differentials,
then (f ) is equivalent to (g) if and only if there exists ζ ∈ C∗ such that ζ λ−v1 = 1 and ai = ζ i−v1a′i , for
all i.
In Hefez and Hernandes (2007a), an algorithm was developed to compute a Standard basis for the
ϕ∗(A)-module ϕ∗(AdX + AdY ), whose values together with the elements of Γ give the set Λ. So,
this allows us to determine all possible setsΛ for plane branches with a given semigroup Γ , making
effective the above theorem.
2.1. Review of standard bases in ϕ∗(AdX + AdY )
In this subsection we will recall, for the convenience of the reader, some definitions and results of
Hefez and Hernandes (2007a).
Consider a Puiseux parametrization ϕ = (x(t), y(t)) ∈ B × B of the branch (f ) with semigroup
Γ = 〈v0, v1, . . . , vg〉where v0 < v1 < · · · < vg is its minimal set of generators. We take pi ∈ B such
that vϕ(pi) = vi, then ϕ∗(A) = C[[p0, p1, . . . , pg ]] and ϕ∗(AdX+AdY ) is the ϕ∗(A)-module generated
by {ϕ∗(dX), ϕ∗(dY )} or by {dp0, dp1, . . . , dpg}.
Let ∅ 6= H ⊂ ϕ∗(AdX + AdY ), we say that q ∈ ϕ∗(AdX + AdY ) reduces to r modulo H if there exist
b ∈ C, αi ∈ N for i = 0, . . . , g and h ∈ H such that
r = q− b
g∏
i=0
pαii h, with r = 0 or vϕ(r) > vϕ(q).
In this case, we say that r is a reduction of qmodulo H , and write q
H−→ r.
When r is obtained from q through a chain (possibly infinite) of reductions, modulo H , and cannot
be reduced further, we say that r is a final reduction of qmodulo H , and will write q
H+−→ r.
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The next definition is the analog of the S-polynomial in the theory of Gröbner Bases.
Definition 2. Aminimal S-process of a pair of elements q, h ∈ ϕ∗(AdX + AdY ) is an expression of the
form
S(q, h) = a
g∏
i=0
pαii q+ b
g∏
i=0
pβii h,
where a, b ∈ C, not both zero, αi, βi ∈ N, vϕ(S(q, h)) > vϕ
(∏g
i=0 p
αi
i q
) = vϕ (∏gi=0 pβii h) whenever
S(q, h) 6= 0 and (α1, . . . , αg , β1, . . . , βg) is a minimal solution of the linear diophantine equation∑g
i=0 viαi + vϕ(q) =
∑g
i=0 viβi + vϕ(h) (see Clausen and Fortenbacher (1989)).
The following is algorithm 4.10 of Hefez and Hernandes (2007a) to compute Standard Bases for
ϕ∗(AdX + AdY ).
Algorithm: Standard Basis for ϕ∗(AdX + AdY ):
input: G = {p0, p1, . . . , pg};
define: H0 = {dpj, j = 0, . . . , g} and j := 0;
do
S := {s; s is a minimal S-process of Hi};
R := {r; s Hi+−→ r and r 6= 0, ∀s ∈ S};
Hi+1 := Hi ∪ R;
i := i+ 1;
output: H = ∪i≥0Hi.
Anelementω of aminimal StandardBasis ofϕ∗(AdX+AdY ) is called aminimal non-exact differential
(MNED) if vϕ(ω) 6∈ Γ .
3. Branches of multiplicity less than four
The case of multiplicity one will be disregarded since all regular branches are equivalent to each
other.
Now suppose that a plane branch with multiplicity v0 = 2 is given. Then, its semigroup of values
is given by Γ = 〈2, v1〉, with v1 odd. According to formula (2.1), the conductor of Γ is c = v1 − 1.
So,Λ \Γ = ∅ and by Zariski’s result we have that the given branch is equivalent to one with Puiseux
parametrization (t2, tv1).
This gives the classification of all branches of multiplicity two.
Let a branch of multiplicity v0 = 3 be given, then in this case, Γ = 〈3, v1〉, with GCD(3, v1) = 1,
whose conductor is c = 2(v1 − 1). The gaps of Γ above v1 are the numbers:
2v1 − 3
[v1
3
]
, 2v1 − 3
([v1
3
]
− 1
)
, . . . , 2v1 − 6, 2v1 − 3.
IfΛ \ Γ = ∅, then the branch is equivalent to one with a parametrization (t3, tv1).
IfΛ \ Γ 6= ∅, then the invariant λmay be any of the following integers:
2v1 − 3
[v1
3
]
, 2v1 − 3
([v1
3
]
− 1
)
, . . . , 2v1 − 6.
Once λ is chosen, in the above set, it follows that any gap j > λ, is such that j ∈ Λ. Hence, by
the NFT (Normal Forms Theorem) we have that the given branch is equivalent to one with Puiseux
parametrization
(t3, tv1 + tλ).
Clearly, two parametrizations as above are equivalent if and only if they are identical.
To describe the setΛ \ Γ , suppose, for example, that λ = 2v1 − 3k, for 2 ≤ k ≤
[
v1
3
]
, then
Λ \ Γ = {2v1 − 3j; 1 ≤ j ≤ k− 1} .
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4. Branches of multiplicity 4
We will describe in this section all possible sets Λ for a plane branch of multiplicity v0 = 4. It
is easy to verify that the only possible semigroups of values of multiplicity 4 are either of the form
〈4, v1〉, with GCD(4, v1) = 1, or of the form 〈4, v1, v2〉, with GCD(4, v1) = 2 and GCD(4, v1, v2) = 1.
We will consider first the case of semigroups of the form Γ = 〈4, v1〉. According to (2.1), we have
c = 3(v1 − 1).
Assume that Λ \ Γ 6= ∅; otherwise, the branch would be equivalent to one with Puiseux
parametrization (t4, tv1).
The gaps of Γ , above v1, are of the form
2v1 − 4j, 1 ≤ j ≤
[v1
4
]
; 3v1 − 4j, 1 ≤ j ≤
[v1
2
]
.
So, the λ invariant may take any of the following values:
2v1 − 4j, 2 ≤ j ≤
[v1
4
]
; 3v1 − 4j, 2 ≤ j ≤
[v1
2
]
.
We will analyze two distinct cases according to the value of λ:
Case (a) λ = 3v1 − 4j, for some j = 2, . . . ,
[
v1
2
]
.
Using that λ+ v0 = min(Λ \Γ ) and the NFT, we may assume that the branch is equivalent to one
with the following Puiseux parametrization:
ϕ(t) =
t4, tv1 + t3v1−4j + j−
[
v1
4
]
−2∑
i=1
ait
2v1−4
(
j−
[
v1
4
]
−i
) ,
because {3v1 − 4k; 1 ≤ k ≤ j− 1} ⊂ Λ.
Applying now to these branches the previous algorithm, we get only one minimal non-exact
differential (MNED) ω1 = XdY − v14 YdX with vϕ(ω1) = 3v1 − 4(j− 1).
Hence,
Λ \ Γ = {vϕ(ω1)+ γ 6∈ Γ ; γ ∈ Γ } = {3v1 − 4s; 1 ≤ s ≤ j− 1}.
Case (b) λ = 2v1 − 4j, for some j = 2, . . . ,
[
v1
4
]
.
Using the NFT, remembering that min(Λ \ Γ ) = λ + v0, we may assume that the branch is
equivalent to one with the following Puiseux parametrization:
ϕ(t) =
t4, tv1 + t2v1−4j +
[
v1
4
]∑
i=1
ait
3v1−4
([
v1
4
]
+j+1−i
) ,
because {2v1 − 4k, 3v1 − 4k; 1 ≤ k ≤ j− 1} ⊂ Λ.
Applying the algorithm to the above parametrization, we get in the first step the MNED ω1 =
XdY − v14 YdX , for which
ϕ∗(ω1)
dt
= (v1 − 4j)t2v1−4(j−1)−1 +
[
v1
4
]∑
i=1
(
2v1 − 4
([v1
4
]
+ j+ 1− i
))
ait
3v1−4
([
v1
4
]
+j−i
)
−1
.
In the second step of the algorithm, we have
ω2 = v1X j−1ω1 − (v1 − 4j)YdY .
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Hence,
ϕ∗(ω2)
dt
=
[
v1
4
]
−j∑
i=1
v1ai
(
2v1 − 4
([v1
4
]
+ j+ 1− i
))
t3v1−4
([
v1
4
]
+1−i
)
−1
+
(
v1a[ v1
4
]
+1−j (2v1 − 8j)− (v1 − 4j) (3v1 − 4j)
)
t3v1−4j−1 + · · · .
If, for some i = 1, . . . , [ v14 ] − j, we have ai 6= 0, then ω2 is a MNED, with vϕ(ω2) = 3v1 −
4
([
v1
4
]+ 1− k), where k = min{i; ai 6= 0}. Hence, the algorithm ends since we already obtained
v0 − 2 = 2 MNEDs (cf. Remark 4.11 of Hefez and Hernandes (2007a)).
In this case, we have that
Λ \ Γ = {vϕ(ω1)+ γ 6∈ Γ ; γ ∈ Γ } ∪ {vϕ(ω2)+ γ 6∈ Γ ; γ ∈ Γ }
= {2v1 − 4s; 1 ≤ s ≤ j− 1} ∪
{
3v1 − 4s; 1 ≤ s ≤
[v1
4
]
+ 1− k
}
.
If ai = 0 for all i with 1 ≤ i ≤
[
v1
4
] − j and a[ v1
4
]
+1−j 6= v1+λ2v1 , then ω2 is a MNED with
vϕ(ω2) = 3v1 − 4j. Again, the algorithm ends since we already got the maximum number of MNEDs.
In this situation,
Λ \ Γ = {2v1 − 4s; 1 ≤ s ≤ j− 1} ∪ {3v1 − 4s; 1 ≤ s ≤ j}.
On the other hand, if ai = 0 for all i = 1, . . . ,
[
v1
4
] − j and a[ v1
4
]
+1−j = v1+λ2v1 , then the algorithm
ends. In this case, ω1 is the only MNED, and
Λ \ Γ = {2v1 − 4s; 1 ≤ s ≤ j− 1} ∪ {3v1 − 4s; 1 ≤ s ≤ j− 1}.
We will analyze now the case Γ = 〈4, v1, v2〉. It is easy to see that λ = v2 + v1 − 4m1, where
m1 = v12 that is, λ = v2 − v1, and that the gaps of Γ above v1 are the following:
v2 − 4j, 1 ≤ j ≤
[
v2 − v1
4
]
; v2 + v1 − 4j, 1 ≤ j ≤
[v2
4
]
.
By the NFT, a branch with the above Γ is equivalent to one with Puiseux parametrization
ϕ(t) =
t4, tv1 + tλ +
[
v1
4
]
−1∑
i=1
ait
v2−4
([
v1
4
]
+1−i
) ,
because {v2 + v1 − 4k; 1 ≤ k ≤ m1 − 1} ⊂ Λ.
Putting z = Y 2 − Xm1 , we have that vϕ(z) = v2.
In the first step of the algorithm we get ω1 = XdY − v14 YdX and ω2 = 2YdY − m1Xm1−1dX . But,
ω2 = dz, hence it is an exact differential. On the other hand, ω1 is a MNED, namely
ϕ∗(ω1)
dt
= (v2 − 4m1)tv2+v1−4(m1−1)−1
+
[
v1
4
]
−1∑
i=1
(
v2 − v1 − 4
([v1
4
]
+ 1− i
))
ait
v2−4
([
v1
4
]
−i
)
−1
with vϕ(ω1) = v2 + v1 − 4(m1 − 1). Moreover, ω1 is the unique MNED, and we have
Λ \ Γ = {v2 + v1 − 4s; 1 ≤ s ≤ m1 − 1}.
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Table 1
Normal forms for plane branches with multiplicity less than or equal to 4.
Γ Normal Form Λ \ Γ τ
〈1〉 x = t, y = t ∅ 0
〈2, v1〉 x = t2, y = tv1 ∅ v1 − 1
x = t3, y = tv1 ∅ 2(v1 − 1)
〈3, v1〉 x = t
3, y = tv1 + t2v1−3j
2 ≤ j ≤ [ v13 ] 2v1 − 3s;1 ≤ s ≤ j− 1 2v1 − j− 1
x = t4, y = tv1 ∅ 3(v1 − 1)
x = t4,
y = tv1 + t3v1−4j
+∑j−[ v14 ]−2i=1 ait2v1−4(j−[ v14 ]−i)
2 ≤ j ≤ [ v12 ]
3v1 − 4s;
1 ≤ s ≤ j− 1 3v1 − j− 2
〈4, v1〉
x = t4,
y = tv1 + t2v1−4j
+∑j−2+ki=k ait3v1−4([ v14 ]+j+1−i)
2 ≤ j ≤ [ v14 ] , ak 6= 0,
1 ≤ k ≤ [ v14 ]− j
2v1 − 4s;
1 ≤ s ≤ j− 1
3v1 − 4s;
1 ≤ s ≤ [ v14 ]+ 1− k
3(v1 − 1)+ k−
[
v1
4
]
x = t4,
y = tv1 + t2v1−4j
+∑[ v14 ]−1
i=
[
v1
4
]
−j+1 ait
3v1−4
([
v1
4
]
+j+1−i
)
2 ≤ j ≤ [ v14 ] , a[ v14 ]−j+1 6= 3v1−4j2v1
2v1 − 4s;
1 ≤ s ≤ j− 1
3v1 − 4s;
1 ≤ s ≤ j
3v1 − 2(j+ 1)
x = t4,
y = tv1 + t2v1−4j + 3v1−4j2v1 t3v1−8j
+∑[ v14 ]
i=
[
v1
4
]
−j+2 ait
3v1−4
([
v1
4
]
+j+1−i
)
2 ≤ j ≤ [ v14 ]
2v1 − 4s, 3v1 − 4s;
1 ≤ s ≤ j− 1 3(v1 − 1)− 2(j− 1)
〈4, v1, v2〉
x = t4
y = tv1 + tv2−v1
+∑[ v14 ]−1i=1 aitv2−4([ v14 ]+1−i)
v2 + v1 − 4s;
1 ≤ s ≤ v12 − 1 v2 +
v1
2 − 2
Now, a further application of the NFT allows us to deduce the following theorem:
Theorem 3. A plane branch ofmultiplicity less than or equal to 4 is equivalent to amember Ca of one of the
families described in Table 1. Two branches Ca and Ca′ belonging to distinct families are never equivalent,
and if they belong to the same family, they are equivalent if and only if they differ by an homothety; that
is, there is ζ ∈ C∗ with ζ λ−v1 = 1, where λ is Zariski’s invariant of the branch, such that a′i = ζ i−v1ai, for
all i > λ.
5. Examples and remarks
The method of classification of branches we used in this paper is effective; that is, it is possible
to perform the computations in order to put any given branch into normal form. For a computer
implementation in MAPLE see Hernandes (2007).
The last column of Table 1 contains the result of Nishiyama and Watari (2006), and is obtained by
using the equality τ = c − ]Λ \ Γ , where c is the conductor of Γ , which was pointed out in Remark
4.8 of Hefez and Hernandes (2007a).
In Zariski (1986, 2006), Section 3, Chapter IV, after a long computation, it was concluded that all
branches in the equisingularity class determined by the semigroup 〈4, 6, v2〉 are equivalent to each
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other. This follows immediately from the last row in Table 1, fromwhichwe see that all such branches
are equivalent to the branch with Puiseux parametrization
ϕ(t) = (t4, t6 + tv2−6).
In Ebey (1965), and subsequently in Carbonne (1998), the equisingularity classes determined by
〈4, v1〉, where v1 ≤ 11, were studied. All results there are contained in Table 1.
In Bayer and Hefez (2001), the family of branches
ϕa(t) =
(
t4, tv1 + t2v1−8 + 3v1 − 8
2v1
t3v1−16 + at3v1−12
)
,
was considered. At that time, there were no tools to classify the members of this family, modulo
analytic equivalence. Now, since we are in the last case of the semigroup 〈4, v1〉 in Table 1, we have
that ϕa determines a plane branch equivalent to that determined by ϕa′ if and only if a′ = ζ 2v1−12a,
where ζ v1−8 = 1.
Using the expressions of minimal non-exact differentials we can formulate adjacency relations
among the possible sets Λ \ Γ for branches with fixed semigroup Γ . We illustrate these adjacency
relations considering the semigroup Γ = 〈4, 9〉.
All analytic classes are represented by members of the family
ϕa(t) = (t4, t9 + a1t10 + a2t11 + a3t15 + a4t19).
By the previous analysis and Table 1 we obtain the following adjacency relations forΛ \ Γ :
As claimed in the introduction, wewill now show that the setΛ is a finer invariant than the Hilbert
function on the Tjurina algebra of the local ring, used in Greuel and Pfister (1996) and Greuel et al.
(1997).
To illustrate this, consider the branches given by
f (X, Y ) = Y 4 − X9 + X7Y , g(X, Y ) = Y 4 − X9 + X5Y 2.
One can easily verify that both branches determine the same Hilbert function.
The branches (f ) and (g) have, respectively, the following Puiseux expansions:(
t4, t9 − 1
4
t10 − 1
32
t11 + 7
2048
t13 + 1
512
t14 + 39
65536
t15 + · · ·
)
,
and (
t4, t9 − 1
4
t11 + 1
32
t13 + 1
128
t15 + · · ·
)
,
whose normal forms, which may be obtained through Hernandes (2007), are, respectively,(
t4, t9 + t10 − 1
2
t11
)
, (t4, t9 + t11).
According to Table 1, these branches have distinct sets of values of Kähler differentials, which are,
respectively,
{4, 8, 9, 12, 13, 14, 16, . . .} and {4, 8, 9, 12, 13, 15, . . .}.
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Finally, we remark that we have solved the moduli problem for branches with multiplicity at
most 4.
Formultiplicity 1, 2 and 3, or whenΛ\Γ = ∅, this is trivial and already contained in Zariski (1986,
2006).
Suppose now that an equisingularity class is given by a semigroup Γ of multiplicity 4. Then the
normal forms in Table 1 determine a finite family of disjoint constructible sets in affine spaces, each
one corresponding to a set Λ \ Γ , modulo a weighted action of the finite group G of the complex
(λ− v1)th roots of unity, where λ = min(Λ \ Γ )− 4.
For example, let Γ = 〈4, v1〉, and Λ \ Γ = {2v1 − 4s, 3v1 − 4s; 1 ≤ s ≤ j − 1}, for some
j = 2, . . . , [ v14 ].
So, λ = 2v1 − 4j. In this case, the corresponding component of the moduli is Cj−1/G, where the
action of G on Cj−1 is as follows:
(a[ v14 ]−j+2, a[
v1
4 ]−j+3, . . . , a[
v1
4 ]) ∼ (a
′
[ v14 ]−j+2
, a′[ v14 ]−j+3
, . . . , a′[ v14 ]
)⇔ a′i = ζ i−v1ai,[v1
4
]
− j+ 2 ≤ i ≤
[v1
4
]
, ζ ∈ G.
Now, if Γ = 〈4, v1, v2〉, then themoduli consists of one component, which is a point if v1 = 6, and
C[
v1
4 ]−1/G, where G = {ζ ∈ C; ζ v2−2v1 = 1}, if v1 > 6. The action of G is as follows:
(a1, a2, . . . , a[ v14 ]−1) ∼ (a
′
1, a
′
2, . . . , a
′
[ v14 ]−1
)⇔ a′i = ζ i−v1ai, 1 ≤ i ≤
[v1
4
]
− 1, ζ ∈ G.
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